Abstract. We revisit a geometric lower bound for Waring rank of polynomials (symmetric rank of symmetric tensors) of [LT10] and generalize it to a lower bound for rank with respect to arbitrary varieties, improving the bound given by the "non-Abelian" catalecticants recently introduced by Landsberg and Ottaviani. This is applied to give lower bounds for ranks of multihomogeneous polynomials (partially symmetric tensors); a special case is the simultaneous Waring decomposition problem for a linear system of polynomials. We generalize the classical Apolarity Lemma to multihomogeneous polynomials and give some more general statements. Finally we revisit the lower bound of [RS11], and again generalize it to multihomogeneous polynomials and some more general settings.
Introduction
Let F be a homogeneous polynomial of degree d in several variables. A power sum decomposition of F is an expression F = c 1 ℓ 
so r(xy) ≤ 2 and r(xyz) ≤ 4.
In fact, both of these inequalities are actually equalities. Several lower bounds for Waring rank have been developed. The earliest lower bound, and the basis for all the rest, involves catalecticants, which were introduced by Sylvester in 1851. We review catalecticants in Section 2. It turns out that the catalecticant lower bound gives r(xy) ≥ 2 and r(xyz) ≥ 3. Clearly, an improvement is desirable. One such improvement was given in [LT10] , which showed that the catalecticant bound for rank could be improved by adding the dimension of a certain set of singularities. We review this in Section 3; it gives r(xyz) ≥ 4. Another improvement given in [RS11] also yields r(xyz) ≥ 4; it is reviewed in Section 5.
Here we are interested in more general notions of rank for which, as we will see, there are well-known (generalized) catalecticant lower bounds. We develop improvements to these lower bounds analogous to the improvements in [LT10] . In some cases we are also able to develop improvements analogous to the one in [RS11] .
Here is an example in which we are able to determine a generalized rank. Fix a, b > 0 and consider F = x 1 · · · x a y 1 · · · y b , a homogeneous form of degree a + b in a + b variables, and also a bihomogeneous form of bidegree (a, b). Generalizing Waring rank, we consider expressions of F as a sum of terms of the form ℓ(x) a m(y) b :
ℓ i (x 1 , . . . , x a ) a m i (y 1 , . . . , y b ) b , each ℓ i and m i a linear form. We are able to show that the least number of terms in such an expression is 2 a+b−2 , see Example 1.7 and Example 5.14. And here is an example which we are not able to resolve. Fix s, t > 0 and F = x 1 · · · x st . Consider expressions of F as a sum of s-th powers of homogeneous forms of degree t:
It is easy to see that there is such an expression with r = 2 s−1 , but we are not able to determine whether or not this is the shortest possible expression.
As the reader will see, this is just one of many open questions.
In the remainder of this introduction we describe, in steps of increasing generality, the notions of rank in which we are interested. In Section 2 we review catalecticants for classical Waring rank (as above) and in the generalized settings. In Section 3 we introduce our improvements to the catalecticant lower bounds generalizing [LT10] . We review Apolarity Lemmas in Section 4. Finally in Section 5 we develop, at least for some cases, improvements to the catalecticant lower bounds generalizing [RS11] .
We work over an algebraically closed field k of characteristic 0.
1.1. Classical Waring rank. Recall that a homogeneous polynomial of degree d in n variables is called an n-ary d-form or an n-ary d-ic; thus, for example, a homogeneous polynomial of degree 5 in 2 variables is a 2-ary 5-form, or binary quintic. If F is a quadratic form, the Waring rank of F is equal to its rank as a quadratic form. Also, ranks of binary forms are understood, thanks to 19th century work by Sylvester [Syl51a] , [Syl51b] , [Syl86] , Gundelfinger [Gun86] , and others, see [GY10, Ch. XI] ; for more recent treatments see for example [Kun86] , [CS11] , [Rez13b] . Ranks of ternary cubics are well known, see for example [CM96] , [LT10, §8] . Also the theorem of Alexander and Hirschowitz [AH95] , [BO08] , [Cha01] , [Cha02] , [Pos12] gives the ranks of general forms, meaning those in a dense open subset of the space of forms. Namely, a general d-form in n variables has rank 1 n
with a short list of exceptions: when d = 2, the general rank is n (instead of (n + 1)/2); when (n, d) = (3, 4), (4, 4), (5, 4), (5, 3) the general rank is respectively 6, 10, 15, 8 (instead of 5, 9, 14, 7). However for an arbitrary given form, it is surprisingly nontrivial to determine r(F ). There is no known effective way to determine if a given F is general, so that it has the rank given by Alexander-Hirschowitz. Nevertheless, ranks have been worked out in a number of cases.
Typically one can express F as a sum of dth powers of linear forms, giving an upper bound on r(F ). For example, the power sum decomposition x 1 · · · x n = 1 2 n−1 n! (ǫ 2 ,...,ǫn)∈{±1} n−1 ǫ 2 · · · ǫ n (x 1 + ǫ 2 x 2 + · · · + ǫ n x n ) n shows r(x 1 · · · x n ) ≤ 2 n−1 . Computational methods to find power sum decompositions have been developed [BCMT10] , [OO13] . Finding good upper bounds is an interesting challenge, see [BBS08] , [LT10, §5] , [Jel13] , [BP13] , [BT14] .
The problem we are concerned with here, however, is to give a lower bound. We will review some ideas for lower bounds in the following sections; for now, I will simply list all the determinations of Waring ranks of which I am aware.
That r(x 1 · · · x n ) = 2 n−1 was shown for n = 4 in [LT10] (2010), and for all n in [RS11] (2011), which showed more generally that r((x 1 · · · x n ) d ) = (d+1) n−1 . The ranks of arbitrary monomials and sums of pairwise coprime monomials were determined in [CCG12] (2012). Plane quartics have been studied [Kle99] , [BGI11] , [Par13] in great detail. In [TW13] , Waring ranks are determined for the defining equations of hyperplane arrangements which are mirror arrangements for complex reflection groups satisfying a certain hypothesis. A few isolated examples have been computed: r(x(y 2 )) = 2n and r(x 1 y 1 z 1 + · · · + x n y n z n ) = 4n [LT10, §7] , [Ven13] ; r(x 2 0 y 0 − (x 0 + x 1 ) 2 y 1 + x 2 1 y 2 ) = 9 [BB13b] . See [Rez92] for the forms (x , x 2 ) + G(y 1 , y 2 )) = r(F ) + r(G) (a conjecture of Strassen asserts that this should hold for all F and G involving any number of variables). See also [Woo14] . Together with the previously mentioned quadratic and binary forms, ternary cubics, and general forms, this is, as far as I know, a complete list of all forms whose Waring ranks have been determined.
The recency of these results is somewhat surprising given the long history and widespread interest in questions about Waring rank, going back at least to Sylvester and 19th century investigations of apolarity and canonical forms. A wide range of applications has emerged in other areas of mathematics, statistics, engineering, and sciences. See for example [CM96] , [DSS09, Chapter 4] , [CGLM08] , [BCMT10] , [BBCM11] , [Lan12] . For comprehensive introductions to this subject and its history and applications see [IK99] , [Lan12] . We digress to briefly describe some of the applications. The rank of a polynomial may be considered a measure of its complexity, as in the field of geometric complexity theory [Lan13] . The linear functional on the space of d-forms corresponding to the inner product with ℓ d = (a 1 x 1 + · · · + a n x n ) d is given by evaluation at the point (a 1 , . . . , a n ) (up to factorial factors), so a power sum decomposition of a polynomial corresponds to a decomposition of a linear functional into a combination of atomic measures. See [Rez92] for applications of this idea to number theory, functional analysis, numerical analysis (quadrature problems), and spherical designs. In statistics, a power sum decomposition of a polynomial corresponds to mixture model of joint distributions of independent identically distributed random variables. As an extremely simple example of this, a random variable X on a finite set with P (X = i) = p i for 1 ≤ i ≤ n may be described by the linear form ℓ X = p 1 x 1 + · · · + p n x n ; then the coefficients of ℓ d X give the joint distribution of d independent identically distributed copies of X. For a given random variable Y encoded in the coefficients of a d-form F , a power sum decomposition of F corresponds to an expression of Y as a mixture model of joint distributions of independent identically distributed random variables. (In this context one considers power sum decompositions with the extra constraints that all coefficients must be nonnegative real numbers summing to 1.) This is related to the PARAFAC/CANDECOMP decomposition. This basic idea plays a role in applications such as blind source separation in signal processing, where an observed signal must be decomposed into simple single sources. Much more discussion and detail may be found in the references above.
Despite this long history and widespread interest we are still left with the simple question: given F , what is r(F )? Example 1.1. Let det n be the determinant of an n × n generic matrix, det n = det   x 1,1 . . . x 1,n . . . . . .
x n,1 . . . x n,n   , a polynomial of degree n. Since det n is a sum of n! monomials each with rank 2 n−1 , r(det n ) ≤ 2 n−1 n!; in particular r(det 3 ) ≤ 24.
There is a remarkable improvement of this, recently discovered by Derksen [Der13] :
Each of the 5 terms is a product of 3 linear forms, ℓ 1 ℓ 2 ℓ 3 . This has rank 4 by substitution in (2). Thus r(det 3 ) ≤ 20. As noted by Derksen, an improved upper bound for larger determinants follows by Laplace expansion by complementary minors in the first 3 rows. We will see in Example 1.14 that
What about lower bounds for r(det n )? We will see in Example 2.3 that Sylvester's catalecticant lower bound gives r(det n ) ≥ n ⌊n/2⌋ 2 (so r(det 3 ) ≥ 9). A different lower bound introduced by Ranestad and Schreyer [RS11] , together with a result of Masoumeh Sepideh Shafiei [Sha14] , gives r(det n ) ≥ 1 2 2n n (so r(det 3 ) ≥ 10), see Example 5.6. The lower bound of [LT10] gives r(det n ) ≥ n ⌊n/2⌋ 2 + n 2 − (⌊n/2⌋ + 1) 2 (so r(det 3 ) ≥ 14), see Example 3.7. Among these lower bounds for r(det n ), the Ranestad-Schreyer-Shafiei lower bound grows most quickly, giving the best result for n ≥ 5. However all three of these lower bounds grow exponentially in n, much more slowly than the factorial upper bound.
It would be quite interesting to determine r(det n ), or even to give better bounds. See [Sha14] , [Sha13] for further discussion of determinants along with permanents (see Example 1.5), Pfaffians, symmetric determinants, etc.
We will revisit the generic determinant in Examples 1.9, 2.3, 2.18, 3.7.
Remark 1.2. The rank of a general form of degree n in n 2 variables is ⌈ 1 n 2 n 2 +n−1 n ⌉. This is greater than 2 n−1 n! for n ≥ 4, so det n has less than the general rank for n ≥ 4. However the general rank of a cubic in 9 variables is 19 while 14 ≤ r(det 3 ) ≤ 20. Even to determine whether det 3 has greater than, equal to, or less than the general rank is an interesting challenge. However in the case of a Waring decomposition, the scalars c i are uniquely determined, once F and the linear forms ℓ i are chosen. Indeed, if {ℓ 1 , . . . , ℓ r } are the linear forms appearing in a Waring decomposition of F then the ℓ i are uniquely determined. 1.2. Simultaneous Waring rank. As a first step toward full generality, let W be a linear series of homogeneous forms of degree d. A simultaneous power sum decomposition of W of length r is a collection of linear forms ℓ 1 , . . . , ℓ r such that for every F ∈ W there exist scalars c 1 , . . . , c r yielding a power sum decomposition F = c 1 ℓ [Fon02] , [CC03] , [BL13] . The simultaneous Waring rank r(W ) is the least length of a simultaneous power sum decomposition of W ; a simultaneous Waring decomposition is a simultaneous power sum decomposition of minimal length. Clearly, r(W ) ≥ r(F ) for all F ∈ W , and r(W ) ≥ dim W . Also clearly, r(W ) ≤ r(F i ) for a basis F 1 , . . . , F n of W . Typically it is a difficult problem to determine the maximum and minimum of r(F ) for F ∈ W , the set of F on which the maximum is attained, etc.
that is, the (un-signed) sum of products with one entry from each row and column of A.
Let X = (x i,j ), 1 ≤ i ≤ m, 1 ≤ j ≤ n be a generic m × n matrix. Let D k be the linear series spanned by the k-minors of X, let P k be spanned by the permanents of k × k submatrices of X, and let R k be spanned by the degree k rook-free products in X, that is, products of k distinct entries of X with no two in the same row or column (so that chess rooks placed in those positions would be pairwise non-attacking).
Each degree k product of linearly independent factors has rank 2 k−1 , so
And
As far as I know these are the best known upper bounds for the ranks of R k and D k , including in the case m = n = k (where D k reduces to a single, square determinant). While (5) is also an upper bound for r(P k ), we can do better. First, the Ryser identity [Rys63] (for a square matrix) is the following:
For example,
This expresses the k × k permanent as a sum of 2 k − 1 terms, each of rank 2 k−1 . Applying this to each basis element gives r(per k ) ≤ 2 2k−1 − 2 k−1 and r(P k ) ≤ (2
. But better, Glynn gives a similar identity [Gly10] :
This expresses the k × k permanent as a sum of 2 k−1 terms, each of rank 2 k−1 . Therefore r(per k ) ≤ 2 2k−2 and r(P k ) ≤ 2 2k−2 m k n k . It would be interesting to determine if these natural linear series, especially D k , admit any simultaneous Waring decomposition shorter than simply decomposing separately each member of a basis for the linear series, or at least if any cleverly chosen basis can do better than the "obvious" defining basis consisting of minors for D k , permanents for P k , and products for R k .
We will revisit these linear series in Examples 2.13, 3.14, 3.15.
Remark 1.6. Note that if {ℓ 1 , . . . , ℓ r } is a simultaneous Waring decomposition of W , then the ℓ d i must be linearly independent, or else they would not be a minimal spanning set. Thus if {ℓ 1 , . . . , ℓ r } is a simultaneous Waring decomposition of W then for each F ∈ W the scalar coefficients c i = c i (F, {ℓ 1 , . . . , ℓ r }) in the power sum decomposition F = c i ℓ d i are uniquely determined, even though it is not necessarily a Waring decomposition of each F ∈ W .
1.3. Multihomogeneous polynomials. More generally, we consider ranks of multihomogeneous polynomials. Fix s > 0, positive integers n 1 , . . . , n s , and s sets of doubly-indexed variables x i,j , 1 ≤ i ≤ s, 1 ≤ j ≤ n i . A polynomial F in the x i,j is multihomogeneous of multidegree (d 1 , . . . , d s ) if for each i, each monomial appearing in F has degree d i in the ith set of variables, that is, x i,1 , . . . , x i,n i .
A multihomogeneous power sum decomposition of F of length r is an expression
s,k where each ℓ i,k is a linear form in the ith set of variables. As before, the multihomogeneous Waring rank of F is the least number of terms in a multihomogeneous power sum decomposition of F and a multihomogeneous Waring decomposition of F is a multihomogeneous power sum decomposition of F of minimal length. See [Fon06] (focusing on uniqueness of decompositions).
Ranks of multihomogeneous polynomials generalize several familiar notions. Classical Waring rank is the case s = 1. The case when the multidegree is (1, . . . , 1) is the usual tensor rank. Tensor rank is very well studied, with applications far too numerous to mention; see [KB09] , [Lan12] . If W is a linear series of degree d forms, then the simultaneous Waring rank of W is the rank of a single bihomogeneous polynomial of bidegree (1, d). Namely, let F 1 (x 1 , . . . , x n ), . . . , F s (x 1 , . . . , x n ) be a basis for W ; then r(W ) is equal to the rank of the multihomogeneous polynomial M = t i F i with multidegree (1, d).
We make this last observation explicit. Let W, F i , M be as above. For each j = 1, . . . , s, let e j = (0, . . . , 1, . . . , 0), the s-tuple with 1 in the jth position and all other entries zero. In order to distinguish between the classical Waring rank of F as a homogeneous polynomial and the rank of F as a multihomogeneous polynomial, we reserve r(F ) for the former and write r M H (F ) for the latter, or r M H(d 1 ,...,ds) (F ) if we wish to specify how F is considered to be multihomogeneous. Example 1.7. F = x 1 · · · x a y 1 · · · y b is homogeneous of degree d = a + b and has Waring rank 2 a+b−1 , but it is also bihomogeneous of bidegree (a, b) in the x and y variables, and the bihomogeneous rank of F is at most 2 a+b−2 . Indeed, a decomposition of this length is given by multiplying decompositions of the separate parts. Let
j is a decomposition of F as a bihomogeneous form using 2 a+b−2 terms. This is actually the rank when a = 1 or b = 1-if, say, a = 1, then setting x 1 = 1 in any decomposition yields a (classical) Waring decomposition of y 1 · · · y b , which must involve at least 2 b−1 terms, so as a bihomogeneous form
We will revisit these bihomogeneous products of variables in Example 2.17, in Example 3.22, and in Example 5.14 where we show that in fact
, with equality if r(f ) = 1 or r(g) = 1.
Example 1.9. The generic determinant det n (see Example 1.1) is bihomogeneous of bidegree (a, n − a) in the sets of variables appearing in the first a rows or last n − a rows of the matrix. The rank r M H(a,n−a) (det n ) is less than or equal to the Waring rank r(det n ). Also r M H(a,n−a) (det n ) ≤ 2 n−2 n!, since det n is a sum of n! monomials each with (multihomogeneous) rank at most 2 n−2 . Better, Derksen's formula (3) is multihomogeneous in the rows of the matrix, so r M H(a,n−a) (det n ) ≤ ( ) ⌊n/3⌋ 2 n−2 n!, since det n is a sum of (5/6) ⌊n/3⌋ n! products of linear forms each with (multihomogeneous) rank 2 n−2 . We can do at least as well by expanding det n as an alternating sum of products of maximal minors of the first a rows of the matrix with their complementary minors from the last n − a rows, yielding
See also Examples 2.18, 3.23.
1.4. Generalized rank. Even more generally, one can define rank with respect to any projective variety. Let the variety X ⊂ P n be nondegenerate, that is, not contained in any hyperplane. For an affine point q = 0, the rank of q with respect to X, denoted r X (q), is the least r such that there exist some r distinct, reduced affine points x 1 , . . . , x r such that [x 1 ], . . . , [x r ] ∈ X and their linear span contains q: that is, q = c 1 x 1 + · · · + c r x r for some scalars c i . Then the classical Waring rank is rank with respect to a Veronese variety; tensor rank is rank with respect to a Segre variety; the rank of a multihomogeneous polynomial is rank with respect to a Segre-Veronese variety, a product of projective spaces P n 1 −1 × · · · × P ns−1 embedded by the line bundle
is the multidegree of the polynomial and pr i :
is the projection onto the ith factor. So this notion includes all the previous ideas, and more. For example, the rank of an alternating tensor -the least length of an expression as a sum of simple wedges -is its rank with respect to a Grassmannian in its Plücker embedding. Ranks with respect to an elliptic normal curve have been studied in [BGI11, Thm. 28].
Example 1.10. Carlini considered "codimension one decompositions" in [Car05] . Given a d-form F ∈ S = k[x 1 , . . . , x n ], such a decomposition is an expression F = G 1 + . . . + G r , where each G i is a d-form in a subring generated by n − 1 linear forms:
In [Car05] Carlini determines the number of summands in a codimension one decomposition of a general form. The least number of terms in such a decomposition is given by rank with respect to the variety of forms that depend on (at most) n − 1 variables, called a subspace variety. We will define this more precisely in terms of catalecticants, introduced in the next section. See Definition 2.10. Example 1.11. Similarly, Carlini considered "binary decompositions" in [Car06a] , expressions for F as a sum of binary forms, i.e., forms lying in a subring generated by two linear forms. Again the least number of terms in such an expression is given by rank with respect to a subspace variety, this time parametrizing forms that depend on at most two variables, see Definition 2.10.
Note that classical Waring rank corresponds to decompositions into forms depending on one variable, i.e., homogeneous polynomials in a single linear form. In fact the subspace variety whose points are forms depending on one variable is just the Veronese variety.
Example 1.12. It is interesting to write a form F as a sum of products of linear forms. For example, the determinant and permanent of an n × n matrix can be written as sums of n! products of linear forms. Derksen's formula improves this, see Example 1.14 below. The least number of terms in such an expression is rank with respect to the variety parametrizing forms which completely factor as products of linear forms, called the split variety or the Chow variety of zero-cycles, see for example [AB11] , [Shi12] , [Tor13] , [Abo14] .
Let us consider lower bounds for this rank, which we will call split rank and denote r split .
and any lower bound for Waring rank leads to a lower bound for split rank. In Example 1.1 we saw r(det n ) ≥ 1 2 2n n , so r split (det n ) ≥ 2 −n 2n n . From this we get r split (det 3 ) ≥ 3. The lower bound of [LT10] gives r(det 3 ) ≥ 14, so in fact r split (det 3 ) ≥ 4.
Similarly, the generic n × n permanent per n has Waring rank
(see [Sha14] ) so 2 −n 2n n ≤ r split (per n ). And the Glynn identity (6) gives r split (per n ) ≤ 2 n−1 . Thus for instance 3 ≤ r split (per 3 ) ≤ 4. Nathan Ilten has shown that r split (per 3 ) = 4 (private communication). Example 1.13. If F is a d-form and d = kt then F may be written as a sum of kth powers of t-forms. The least number of terms in such an expression is the rank with respect to the variety of d-forms which are kth powers. Classical Waring rank is the case t = 1. Sum-ofsquares decompositions correspond to k = 2 (although in that setting one is usually interested in working over a real field and finding decompositions with nonnegative coefficients, whereas here we work over a closed field). See [CO13] , [FOS12] , [Rez13a] . Example 1.14. We consider again the remarkable formula in Example 1.1 discovered by Derksen [Der13] . Consider the generic determinant as a multilinear function of the columns, i.e., det n ∈ (k n ) ⊗n . For this paragraph we denote tensor rank by r ⊗ . Naively we have r ⊗ (det n ) ≤ n!; for example, det 3 = e 1 ⊗ e 2 ⊗ e 3 + e 2 ⊗ e 3 ⊗ e 1 + e 3 ⊗ e 1 ⊗ e 2 − e 1 ⊗ e 3 ⊗ e 2 − e 2 ⊗ e 1 ⊗ e 3 − e 3 ⊗ e 2 ⊗ e 1 , where {e 1 , e 2 , e 3 } is a basis for k 3 . Derksen's formula improves this:
+ (e 1 + e 2 ) ⊗ (e 2 − e 3 ) ⊗ (e 2 + e 3 ) + 2e 2 ⊗ (e 3 − e 1 ) ⊗ (e 3 + e 1 )
+ (e 3 − e 2 ) ⊗ (e 2 + e 1 ) ⊗ (e 2 − e 1 )
+ (e 1 − e 2 ) ⊗ (e 3 + e 2 ) ⊗ (e 3 − e 2 ) .
This shows r ⊗ (det 3 ) ≤ 5. (One can show r ⊗ (det 3 ) ≥ 4, see below.) As noted by Derksen, Laplace expansion by complementary minors in the first 3 rows gives an improved upper bound for larger determinants.
so by induction
n!.
Let us return to considering the determinant as a function of the entries, rather than the columns. We get (3), as in Example 1.12, from (7) by the substitution that replaces e i ⊗ e j ⊗ e k with x 1,i x 2,j x 3,k :
This shows that r split (det 3 ) ≤ 5. As in Example 1.12, Laplace expansion shows that
It follows that Waring rank satisfies
for example r(det 3 ) ≤ 20. Note that these formulas are multihomogeneous: each term involves one factor from each row of the matrix. So Derksen's formula yields similarly improved upper bounds for r M H (det n ).
Analogously to the substitution that takes (7) to (3), a similar substitution takes any tensor decomposition of det n to a similar expression as a sum of products of linear forms. Thus
The problem of determining rank with respect to an arbitrary variety is at least as hard as the already difficult problems of Waring rank and tensor rank. Nevertheless, a great deal of progress has been made in understanding related questions involving secant varieties, including determining dimensions and equations of secant varieties. Recently, Landsberg and Ottaviani [LO12] introduced a method to generate new equations of secant varieties. They define a notion of catalecticants with respect to a given variety, generalizing Sylvester's catalecticants beyond the case of Veronese varieties as well as the symmetric flattenings or generalized Hankel matrices used for studying secant varieties of Segre varieties (i.e., tensor rank). Their motivation was to find equations for secant varieties, but here we are interested in the lower bounds for rank given by their generalized catalecticants.
Catalecticants
For each of the generalizations of Waring rank defined above, there is a reasonably wellknown notion of a catalecticant. In each case this is a linear map whose rank is a lower bound for (generalized) Waring rank. 
. . , c n ). We will make frequent use, especially in Section 3, of the following well-known fact:
This is also called a symmetric flattening or generalized Hankel matrix. (If F is a binary polynomial, i.e. dim V = 2, of degree d = 2a, then modulo some binomial factors C a F is a Hankel matrix when written in the usual monomial basis for S a V and S a V * .) The inequality
is well known. See [Syl51a] , in which Sylvester introduced the catalecticant matrix in 1851.
For the reader who is new to this area, we mention a surprisingly quick proof (at least, it seemed surprisingly quick to me when I learned it!): If F = c 1 ℓ Another way to say the same thing is that for any bilinear functional
arise in this way from the bilinear map
Remark 2.5. In Sylvester's [Syl51a] the term "catalecticant" refers to the determinant of the middle (square) catalecticant C a F when F is a form of even degree d = 2a-additionally, Sylvester limits his discussion in that paper to binary forms. This usage seems to have persisted for some time; see for example [GY10, pg. 232], [Kun86] .
I do not know at what point "catalecticant" came to refer to the linear maps as above, but this has been common usage for quite some time. For example Definition 9.19 of [Ger96] introduces the (i, j)-catalecticant matrix Cat F (i; j : n) of F for any i + j = deg(F ); Definitions 1.2 and 1.3 of [IK99] introduce the catalecticant homomorphism C f (u, v) and catalecticant matrix Cat f (u, v; r) for any u + v = deg(f ).
Remark 2.6. If n ≤ 3 then the sequence rank(C a F ), a = 0, 1, . . . , d, is unimodal, so the maximum occurs for a = ⌊d/2⌋ [Sta78] . For n ≥ 5 the sequence is not necessarily unimodal [BI92] , [BL94] , [Boi95] and it is not at all clear where the maximum occurs. It is still an open question whether this sequence is unimodal when n = 4, see for example [SS12] . It is known to be unimodal when n = 5 and d ≤ 15 [AS13] Example 2.7. We briefly present Stanley's nonunimodal example [Sta78, Example 4.3], a form of degree 4 in 13 variables, which we denote x, y, z, t 1 , . . . , t 10 . In these variables let F = x 3 t 1 + x 2 yt 2 + · · · + xyzt 10 , so that the coefficients of the t i are precisely the monomials of degree 3 in x, y, z. Then rank C (1) F cannot be written as a polynomial in a smaller number of variables; that is, if
It would be interesting to have a similar geometric characterization of the condition that
Elements of F are called essential variables of F , and F is said to depend essentially on k variables if k = dim F . Definition 2.10. For each 1 ≤ k < n, the subspace variety Sub k ⊂ PS d V is the locus of forms depending essentially on k or fewer variables:
Note that, upon choosing bases for 2.2. Simultaneous Waring rank. Let W ⊆ S d V be a linear series of degree d forms. Just as the simultaneous Waring rank of W is a special case of multihomogeneous Waring rank, the catalecticants of W are special cases of catalecticants of multihomogeneous forms, which we discuss next. Nevertheless we pause to examine this special case before we go on.
We define two apparently different types of catalecticants (but they will be unified below, see Example 2.16). The (0, a)th catalecticant
is the subspace spanned by the images of the C a F for F ∈ W . We have r(W ) ≥ rank(C Remark 2.12. For a deep investigation of the ranks of catalecticants of linear series, see [GHMS07] .
Example 2.13. If D k is the linear series spanned by k-minors of a generic m × n matrix, as in Example 1.5, then the image of C
Similarly, when P k is the linear series spanned by permanents of k × k submatrices and R k is the linear series spanned by degree k rook-free products in a generic m × n matrix, then the image of the (1, a)th catalecticant of P k is P k−a and the image of the (1, a)th catalecticant of R k is R k−a . Thus
In particular
Note that m a n a is maximized when a = mn−1 m+n+2
. When m = n this is
and this > 1 if and only if mn − (m + n)a > 2a + 1, that is, (m + n + 2)a < mn − 1. In particular the sequence { m a n a | a = 0, . . . , min(m, n)} is unimodal. Similarly, m a n a a! is maximized when
See Examples 3.14, 3.15.
2.3. Multihomogeneous polynomials. At this point it is convenient to introduce multinomial notation.
Notation 2.14. Fix s ≥ 1 and vector spaces
and the dual space S d V * similarly. Also, we let 0 = (0, . . . , 0), with s entries. The sum and difference of s-tuples is elementwise. We partially order s-tuples by elemen- 
given by the usual contraction or flattening. In detail, and for the sake of concreteness, suppose for each i we fix a basis {x i,1 , . . . , x i,n i } for V i . We denote the dual basis for
takes a differential operator D to its evaluation DM on M, regarded as a multihomogeneous polynomial. When D is homogeneous of multidegree a, DM has multidegree d − a.
The bound
is well-known. The proof is essentially the same as for classical Waring rank and simultaneous Waring rank. Suppose M is written as a sum of r terms each of the form ℓ In particular, when a = b = 2, r M H(2,2) (x 1 x 2 y 1 y 2 ) ≥ 2 1 2 = 4. We saw before r M H(a,b) (F ) ≤ 2 a+b−2 . Thus r M H(2,2) (x 1 x 2 y 1 y 2 ) = 4. See Example 3.22.
Example 2.18. The generic determinant det n is bihomogeneous of bidegree d = (a, n − a) in the sets of variables in the first a and last n − a rows, as in Example 1.9. For a = (p, q) with 0 ≤ p ≤ a, 0 ≤ q ≤ n − a, the image of the catalecticant C a detn is spanned by (n − p − q)-minors with a−p rows in the first a rows of the matrix, n−a−q rows in the last n−a rows of the matrix, and any n − p − q columns. Thus r M H(a,n−a) (det n ) ≥ rank C 
we aim to determine, or bound, r X (v). Let E be a vector bundle on X whose rank (fiber dimension) we denote by rank E. Landsberg and Ottaviani's generalized catalecticant of v with respect to E is a map denoted C E v (they use the letter A but we prefer C for catalecticant) and defined as follows. From the natural map 
The multihomogeneous catalecticant C ×···×PVs (a 1 , . . . , a s ) . The embedding of X is the Segre-Veronese map, taking X to Seg(
The following proposition is essentially just Propositions 5.1.1 and 5.4.1 in [LO12] . (Their Proposition 5.4.1 is more general, working with multipoint restrictions rather than just one point.)
Proposition 2.20. If [v] = x ∈ X, then rank C E v ≤ rank E, with equality if and only if both E and L ⊗ E * are globally spanned at x; that is, the maps
v is equal to the composition of the restriction
x (up to a choice of scalar, i.e., a basis for L x ∼ = k 1 ), followed by the transpose of the restriction map, (L⊗E
Since dim(L ⊗ E * ) x = dim E * x = rank E, the composition of these maps has rank at most rank E, with equality if and only if the first map is surjective and the last is injective.
If
. This gives (10).
In particular, when r X (v) = r then the size (re+1) minors of C E v vanish, where e = rank E. Thus the size (re + 1) minors of C E v vanish on a dense subset of the rth secant variety σ r (X), hence on all of σ r (X). Therefore these minors give equations for σ r (X). One can thus obtain equations for secant varieties by producing suitable bundles E, which is pursued in [LO12] by using representation theory.
More generally, let E be an O X -module whose fibers have bounded dimension: that is, there is a positive integer e such that for each x ∈ X, the fiber E x = E ⊗ k(x) (where k(x) = O X,x /m x ) has dimension at most e, as a vector space over k(x) ∼ = k (since we have assumed k is algebraically closed). Let E ∨ = Hom O X (E, O X ). Then each fiber of E ∨ also has vector space dimension at most e. As before, the natural multiplication map
We define the generalized catalecticant of v with respect to E to be C 
x ≤ e, with equality holding in the first inequality if and only if both E and L ⊗ E ∨ are globally generated at x. Therefore
Example 2.21. Let X = Sub k ⊂ PS d V , the subspace variety of forms depending essentially on k or fewer variables. For [F ] ∈ X, the catalecticant C d−1 F can be written as a matrix whose entries depend linearly on the coefficients of F . So we have a map of O X -modules
The Sub k are degeneracy loci of the map C d−1 . Then the kernel and cokernel of C d−1 are naturally associated sheaves, which are vector bundles on each Sub k \ Sub k−1 . It would be interesting to work out the global sections and catalecticants corresponding to these sheaves. Perhaps they might be related to the "Apolarity Lemma" discussed below, see Theorem 4.12.
Improved lower bounds
An improvement to the catalecticant lower bound for classical Waring rank was found in [LT10] . It raises the lower bound rank C a F by the dimension of a certain set of singularities of the hypersurface V (F ). As our goal is to give a similar improvement more generally we first recall that result.
3.1. Classical Waring rank.
Definition 3.1. Let F ∈ S d V and 0 ≤ a < d. We define Σ a (F ) ⊆ PV * to be the common zero locus of all the ath mixed partial derivatives of F ; that is, the projective variety defined by the (ideal generated by the) image of the catalecticant C a F . As a set, Σ a (F ) is the set of points at which F vanishes to order at least a + 1.
We write Σ a (F ) for the affine cone over Σ a (F ). Explicitly, Σ a (F ) is the common zero locus in V * of the ath mixed partial derivatives of F ; in particular, for a < d, the origin 0 ∈ Σ a (F ) even if Σ a (F ) is empty.
Thus Σ 0 (F ) is the projective hypersurface V (F ) and Σ 1 (F ) is the singular locus of V (F ), similarly Σ 0 (F ) is the affine hypersurface defined by F and Σ 1 (F ) is its singular locus.
Note that F is concise (Definition 2.9) if and only if
In [LT10] this is stated as
with the understanding that dim ∅ = −1. Although the affine cone version (11) is simpler (and avoids conventions about negative dimensions), this "projective" one is the version that will generalize. We review the proof given in [LT10] . First, recall that the differential operator 
F , or else a nonempty intersection would be forced. We subtract each side of this inequality from the ambient dimension dim PS d−a V * and rearrange to get
Though we have not emphasized it here, reducedness plays a key role in the above proof, see Remark 5.7. This will be important when we consider "scheme" statements in Sections 4 and 5. Example 3.7. We saw rank C a detn = n a 2 in Example 2.3. And det n vanishes to order a + 1 at a point (matrix) M if and only if every (n − a)-minor of M vanishes, that is, M has rank n − a − 1 or less. The dimension of the locus of matrices of rank n − a − 1 or less is n 2 − 1 − (a + 1) 2 . So, for each a, r(det n ) ≥ n a 2 + n 2 − (a + 1) 2 . This is maximized at a = ⌊n/2⌋, so r(det n ) ≥ n ⌊n/2⌋ 2 + n 2 − (⌊n/2⌋ + 1) 2 . For instance, r(det 3 ) ≥ 14. See [LT10, §9] . For other bounds on r(det n ) and ranks of permanents, Pfaffians, etc., see [Sha14] , [Sha13] .
Example 3.8. We consider Stanley's nonunimodal example, see Example 2.7. Since F vanishes to order 3 on the linear subspace x = y = z = 0, Σ 2 (F ) ⊇ V (x, y, z), a 10-dimensional subspace. On the other hand, Σ 2 (F ) ⊆ Σ 1 (F ) ⊆ V (x, y, z), since ∂ t 1 F = x so ∂ t 1 F = 0 implies x = 0, and so on. So Σ 1 (F ) = Σ 2 (F ) = V (x, y, z). Thus r(F ) ≥ rank C 2 F + dim Σ 2 (F ) = 22, and better, r(F ) ≥ rank C 1 F + dim Σ 1 (F ) = 23. Example 3.9. We consider the nonunimodal example of Bernstein-Iarrobino, see Example 2.8. Since F vanishes to order 15 on the subspace x = y = z = 0, dim Σ a (F ) ≥ 2 for 0 ≤ a ≤ 14. Now we examine Σ 1 (F ). It contains the 2-plane x = y = z = 0. Suppose (x, y, z) = (0, 0, 0) and p = (x, y, z, s, t) ∈ Σ 1 (F ). Since ∂ s F = ∂ t F = 0, the projective point q = [x : y : z] must lie in the complete intersection G = H = 0, a finite set of 225 points. Furthermore the plane curve sG + tH must be singular at q. We have
Since G, H are general, they intersect transversally at q, with independent gradients. This forces s = t = 0. So Σ 1 (F ) is the union of the 2-plane x = y = z = 0 and 225 lines with s = t = 0, spanned by the points in the complete intersection G = H = 0. Therefore dim Σ a (F ) = 2 for 0 ≤ a ≤ 14.
Hence r(F ) ≥ rank C 7 F + dim Σ 7 (F ) = 93. Remark 3.10. The last examples may be generalized to other members of the family described in [BL94] , the family that includes both the Bernstein-Iarrobino and the Stanley nonunimodal examples. We leave this generalization to the reader.
Simultaneous Waring rank.
Definition 3.11. Let W ⊆ S d V be a linear series of degree d forms. For 0 ≤ a, let Σ (1,a) (W ) = F ∈W Σ a (F ). That is, Σ (1,a) (W ) is the locus of points in PV * at which every member of the linear series W vanishes to order at least a + 1. As a scheme, Σ (1,a) (W ) is defined by the vanishing of all the ath partial derivatives of all the members of W ; that is, by the image of the map C (1) W cannot be written as a linear series in a smaller number of variables; that is, if
Proof. Suppose W is contained in the span of ℓ 
We claim that P ker C 
Example 3.14. Fix a generic m × n matrix X = (
is D k−a , and similarly for P k and R k , by Example 2.13, which also contains the ranks of those catalecticants.
Thus Σ (1,a) (D k ) is the common zero locus of D k−a , the locus of matrices of rank ≤ k −a−1. This has dimension mn − (m − (k − a − 1))(n − (k − a − 1)) = (k − a − 1)(m + n − k + a + 1). Therefore r(D k ) ≥ m k−a n k−a + (k − a − 1)(m + n − k + a + 1). Σ (1,a) (P k ) is the common zero locus of P k−a , the locus of matrices all of whose (k−a)×(k−a) submatrices have permanent zero. This includes at least all matrices with only k − a − 1 nonzero columns or k − a − 1 nonzero rows, so dim Σ (1,a) (P k ) ≥ max(m, n)(k − a − 1) and
.4] for more on the zero locus of permanental ideals.
We treat R k separately in the next example.
Example 3.15. Fix a generic m × n matrix X = (x i,j ), 1 ≤ i ≤ m, 1 ≤ j ≤ n, and let R k be as in Example 1.5. As in the previous example, Σ (1,a) (R k ) is the common zero locus of
Note the ideal R t is a squarefree monomial ideal, so it can be written as the StanleyReisner ideal I ∆ of a simplicial complex ∆ on the entries of X, i.e., the x i,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n. That is, R t is generated by the minimal nonfaces of ∆; see for example [MS05, §1.1]. We claim that R t is the Stanley-Reisner ideal of the simplicial complex ∆(t) whose facets are given by unions of t − 1 rows and columns of X, that is, each facet is the union of a rows and b columns where a + b = t − 1. Granting that R t = I ∆(t) , the largest facets of ∆(t) include max(m, n)(t−1) entries of X, so their complements define linear subspaces of that dimension; all other facets correspond to smaller components, showing that dim V (R t ) = max(m, n)(t − 1), as desired.
Clearly R 1 = I ∆(1) (trivially). It holds as well for t = 2: a square-free product contains two rook-free elements if and only if it does not lie on a "union" of one row or of one column.
A square-free monomial M corresponds to a subset of the entries of the matrix, or to the set of edges in a subgraph G = G(M) of the complete bipartite graph K m,n . Recall König's Theorem (see, e.g., [Die10, Thm. 2.1.1]), which asserts that the smallest size of a vertex cover of the bipartite graph G is equal to the largest size of a matching. A matching in G (a set of pairwise non-adjacent edges) corresponds to a rook-free product contained in M. A vertex cover (a set of vertices incident to every edge) corresponds to a set of rows and columns whose union contains M. Thus a monomial M lies in R t if and only if M contains a rook-free product of degree t, if and only if G(M) has a matching of size at least t, if and only if G(M) has no vertex cover of size less than t, if and only if M is not contained in any union of t − 1 rows and columns.
In conclusion, dim V (R t ) = max(m, n)(t − 1),
3.3. Simultaneous Waring rank, second version. Now we describe an improvement to the bound r(W ) ≥ rank C (0,a)
W . For the first time, we need to consider the projective version of the singular set Σ (rather than the affine version Σ).
Thus Σ (0,a) (W ) is the scheme defined by the image of the map C (0,a)
W . Indeed, the correspondence Hom(W, In order to improve r(W ) ≥ rank C
(1,a)
W , we needed to assume that the map C
(1,d−1) W was surjective, equivalently that W was concise. Now we will have to assume that the map C is surjective). And of course if every nonzero F ∈ W is concise (and W is nontrivial) then W is concise.
Clearly having W concise does not imply that every F ∈ W is concise: the linear series in Example 1.5 are concise but are spanned by forms (determinant, permanent, rook-free product) that only depend on the variables in a submatrix. And having every nonzero F ∈ W be concise does not imply that C (0,d−1) W is surjective. Let n = 2 and let W be the pencil spanned by x 3 y 2 , x 2 y 3 . Every member of W is of the form x 2 y 2 (ax + by) and this is concise because it is not a perfect power. But C has Θx 3 y 2 = 0 then a 3 = a 2 = 0, and then Θx 2 y 3 = 6a 1 x; so there is no Θ ∈ S 4 V * such that Θx 3 y 2 = 0, Θx 2 y 3 = y. So C (0,d−1) W being surjective is a strong condition. Nevertheless it can be met. For example, let n = 2 and let W be the pencil spanned by x 4 y 2 , x 2 y 4 . Then we have
which shows that C 
Next we claim that L does not contain any nonzero element of the form
If each c i = 0 this implies the [ℓ i ] lie on the hyperplane defined by h, and W is not concise. In general (allowing that some c i may be zero) all we can say is that C
(1,1)
is not injective and C 
. We have shown that the intersection of this Segre variety with the kernel of the catalecticant satisfies
Putting this all together we have
as claimed.
Example 3.18. Here is an example in which Theorem 3.17 gives a better bound than Theorem 3.13. Let n = 2 and let W be the pencil spanned by x 6 y 3 and x 4 y 5 . We have r(W ) ≤ r(x 6 y 3 ) + r(x 4 y 5 ) = 7 + 5 = 12. Better, r(W ) ≤ r(x 6 y 3 + x 4 y 5 ) + r(x 6 y 3 − x 4 y 5 ) = 5 + 5 = 10. For lower bounds, we have a 0 1 2 3 4 5 6 7 8 9 rank C
(1,9−a) W 1 2 3 4 5 6 6 5 4 2
In particular C which has a quadruple root at x = 0, a triple root at y = 0, and two simple roots when bc = 0. Therefore 
being surjective, or C e M injective, for each e = (1, 0, . . . , 0), . . . , (0, . . . , 0, 1). However, we will need a strengthening of conciseness, involving e with possibly more than one nonzero entry. (p 1 , . . . , p s ) by choosing local coordinates in each PV i centered at p i and writing M as a (non-homogeneous) polynomial in these coordinates, no monomial appearing in M has multidegree less than or equal to b.
We define Σ a = Σ a (M) ⊂ PV * i to be the subvariety defined by the image of C a M , regarded as a set of multihomogeneous polynomials. Equivalently, Σ a (M) is the locus of points at which the multiorder of vanishing of M is not less than or equal to a.
The bound for ranks of multihomogeneous polynomials is the following: For each j, let P j = ([ℓ j,1 ] 
M . Now we use the additional hypothesis that C
, and that this intersection is isomorphic to Σ a (M).
Remark 3.21. The recent paper [AB12] shows the defectivity of certain secant varieties by considering the intersection of a Segre-Veronese variety with the image (rather than kernel) of a catalecticant map.
If the disjointness fails, then L contains an element
We must have h i (ℓ j,i ) = 0 for some i such that d i −a i > 0. Let e = (e 1 , . . . , e k ) = supp(d−a).
. This holds for all j, so h
is injective then L is disjoint from the intersection, as claimed.
Next, we claim an element h
is a multihomogeneous polynomial of multidegree d − a, we have that this latter is equal to the evaluation at the point ([h 1 ] 
That this vanishes for all D is exactly the condition that (
[h 1 ], . . . , [h k ]) ∈ Σ a (M), as claimed.
This shows that r
3+2−2 = 8, this determines the multihomogeneous rank.
Example 3.23. The generic determinant det n is bihomogeneous of bidegree (a, n − a) in the variables from the first a and last n − a rows. But C (1,1) detn is not injective: the kernel is spanned by elements of the following two types.
(1) ∂ i 1 ,j ∂ i 2 ,j , a product of two differentials in the same column, with i 1 ≤ a < i 2 .
(2) ∂ i,j ∂ k,ℓ + ∂ i,ℓ ∂ k,j , the permanent of a 2 × 2 submatrix with i ≤ a < k. (It is easy to see that these elements are in the kernel, and the row conditions ensure that they have bidegree (1, 1). Shafiei's theorem [Sha14] describes det ⊥ n and implies that the above elements span the kernel of C (1,1) detn .) So Theorem 3.20 is not applicable to r M H (det n ). 3.5. Generalized ranks. Finally, we give an improved lower bound for generalized ranks.
Theorem 3.24. Let X be a smooth irreducible variety. Let L be a very ample line bundle on X and let
Let G be a vector bundle on X, b > 0, and E = G b ; more generally assume E is a vector bundle on X and there is a bundle map G b → E whose kernel has no global sections. Let e = rank E.
(Here linear equations on PH 0 (X, E) induce degree b equations on the Veronese image ν b (PH 0 (X, G)). Σ is the locus defined by the equations arising from img(C
= 0 imposes e conditions on the global section h, so L is defined by a system of er equations. This shows 
Apolarity Lemmas
In this section we go beyond considering just rank to actually considering the terms that arise in a Waring decomposition. These are related to certain containments of ideals, corresponding to schemes called apolar schemes.
Classical Waring rank.
Definition 4.1. Let S = k[x 1 , . . . , x n ] and let T = k[∂ 1 , . . . , ∂ n ] be the dual ring. Let F ∈ S d . Then F ⊥ = {Θ ∈ T : ΘF = 0} is a homogeneous ideal, called the apolar ideal or annihilating ideal of F .
The quotient ring A F = T /F ⊥ is called the apolar algebra of F .
Clearly F ⊥ contains every form of degree d + 1 or greater. Correspondingly, A F is an Artinian algebra. In fact A F is an Artinian Gorenstein algebra, and every Artinian Gorenstein algebra (finitely generated, standard graded) is isomorphic to an apolar algebra A F for some F .
Each graded piece F 
Here is a version for schemes which is well-known to experts. A scheme Z ⊂ PV is called apolar to F if its defining ideal is contained in F ⊥ , equivalently [F ] is in the linear span of ν d (Z). Thus the Waring rank of F is equal to the least length of a reduced zero-dimensional apolar scheme to F . This leads to obvious generalizations: The smoothable rank sr(F ) of F is equal to the least length of a smoothable zero-dimensional apolar scheme to F . The cactus rank cr(F ) of F is equal to the least length of any zerodimensional apolar scheme to F . Evidently cr(F ) ≤ sr(F ) ≤ r(F ). For many more notions of rank, see [BBM12] .
Remark 4.4. Let X ⊂ P n . A secant (r − 1)-plane to X is an (r − 1)-plane x 1 , . . . , x r spanned by distinct, reduced points x 1 , . . . , x r in X. The rth secant variety of X, denoted σ r (X), is the Zariski closure of the union of the secant (r − 1)-planes:
Equivalently it is the Zariski closure of the set of points of rank at most r. For q = 0, the border rank of q with respect to X, denoted br X (q), is the least r such that [q] ∈ σ r (X). By definition, br X (q) ≤ r X (q).
For a d-form F , the border rank with respect to the Veronese variety is denoted br(F ). It is the least r such that F is a limit of forms of Waring rank r or less. For example r(xy d−1 ) = d, but
so xy d−1 is a limit of forms of rank 2. Thus br(xy d−1 ) ≤ 2. In fact br(xy d−1 ) = 2 by the catalecticant lower bound which we describe now.
It turns out that br(F ) ≤ sr(F ) ≤ r(F ). The inequality br(F ) ≤ sr(F ) holds because of the closure operation in the definition of secant variety. Strict inequality may hold, see [BB13b] .
The catalecticant lower bound (8) is in fact a lower bound for border rank: rank C a F ≤ br(F ). Indeed, for all forms F of Waring rank r or less, the catalecticant C a F has rank at most r, so all the (r + 1)-minors of a matrix representing C a F vanish. Then these minors vanish also on the Zariski closure of the locus of forms of Waring rank r or less, which is the rth secant variety, i.e., exactly the locus of forms of border rank r or less. This shows that if br(F ) ≤ r then rank C a F ≤ r. Hence rank C a F ≤ br(F ). And the catalecticant lower bound is also a lower bound for cactus rank: rank C 
Remark 4.5. The following inequalities hold:
For examples with cr(F ) < br(F ), see for instance [BR13] , where it is shown that a general cubic form in n + 1 variables has cactus rank at most 2n + 2, while by the AlexanderHirschowitz theorem it has border rank 1 n + 1 n + 3 3 .
The reverse inequality is also possible. For an example, see [BB13b] , where for the particular (not general) cubic in five variables F = x 2 0 y 0 −(x 0 +x 1 ) 2 y 1 +x 2 1 y 2 it is shown that br(F ) = 5, cr(F ) = 6.
The colorful name "cactus rank" was coined in [RS11] , following [BB14] . However earlier terminology in [IK99, Definition 5.1, Definition 5.66] is as follows: annihilating scheme for apolar scheme to F , scheme length for cactus rank, smoothable scheme length for smoothable rank, and length for border rank.
In the next section we will review and generalize a lower bound for cactus rank discovered by Ranestad and Schreyer.
Simultaneous Waring rank.
Definition 4.6. Let W ⊆ S d . Then
The apolar algebra is
Note that each graded piece W ⊥ k is the kernel of the catalecticant C (0,k) W . The apolar algebra A W is a level Artin algebra; these have been studied in for example [GHMS07] . Say a scheme Z ⊂ PV is apolar to
is the least length of a reduced zero-dimensional apolar scheme. As before we define the smoothable rank sr(W ) and cactus rank cr(W ): sr(W ) is the least length of a smoothable zero-dimensional apolar scheme and cr(W ) is the least length of a zero-dimensional apolar scheme.
Here is an apolarity lemma for linear series: Example 4.8. Consider the linear series R k , D k , P k as in Example 1.5, in variables x i,j for 1 ≤ i ≤ m, 1 ≤ j ≤ n. Let the dual variables be ∂ i,j ; let X * be the m × n matrix with entries ∂ i,j . It is easy to see that
that is, the ideal generated by products of two ∂ i,j from either the same row or the same column of X * . It is also easy to see that D k is annihilated by these products together with permanents of 2 × 2 submatrices of X * , while P k is annihilated by the same products together with 2 × 2 minors of X * . By Shafiei's results [Sha14] , these actually generate the apolar ideals:
2 , where P * 2 is the ideal generated by permanents of 2 × 2 submatrices of X * ,
, and D * 2 is the ideal generated by 2 × 2 minors of X * ,
The apolar algebra A M is a multigraded Artin algebra. Each multigraded piece (M ⊥ ) k is the kernel of the catalecticant
The smoothable rank and cactus rank are defined as before.
We will state an apolarity lemma for multihomogeneous polynomials using the following notation. For a point P = (ℓ 1 , . . . , ℓ s ) ∈ V 1 × · · · × V s , with each ℓ j = 0, we denote 
The proof of the scheme version is the same as before. (1) There exist
In particular the least number of terms in a "codimension one" decomposition of F , i.e., a decomposition as a sum of forms in n − 1 variables (see Example 1.10), is equal to the least number of hyperplanes whose union is apolar to F , equivalently, the least degree of a form in F ⊥ that factors as a product of distinct linear factors. Similarly, the least number of terms in a decomposition of F as a sum of binary forms (see Example 1.11) is equal to the least number of projective lines whose union is apolar to F . These are the results stated by Carlini, but his proofs actually give the full theorem above. For the convenience of the reader we give here the proof, following Carlini's ideas.
Proof. First suppose F ∈ span{G 1 , . . . , G s }. For each i fix a power sum decomposition of G i , with terms corresponding to points in W i . Let J be the homogeneous defining ideal of all the (projective) points, for all the terms that arise for all of the G i . Since F is a linear combination of the G i , these terms also give a power sum decomposition of 
This proves the claim that J ⊂ F ⊥ . Then by the classical Apolarity Lemma, F is in the span of the ℓ
The classical Apolarity Lemma is precisely the case dim W 1 = · · · = dim W s = 1. Note that in contrast to the previous statements, a subideal I ⊂ F ⊥ does not necessarily determine the decomposition; rather it only determines the subspaces W 1 , . . . , W s over which the decomposition occurs.
It would be interesting to find out if the above theorem, or at least the numerical corollaries discussed before the proof, are related to the catalecticants arising from the sheaves mentioned in Example 2.21.
Remark 4.13. It would be very interesting to have similar statements more generally, or at least for natural situations such as split rank (decomposition as a sum of products of linear forms, see Example 1.12) and, if d = kt, then decomposition as a sum of kth powers of t-forms (see Example 1.13).
Ranestad-Schreyer bounds
Ranestad and Schreyer gave an extremely elegant lower bound for cactus and Waring rank in [RS11] . We recall their result, then generalize it. 5.1. Classical Waring rank.
Theorem 5.1 ([RS11]). Let F ∈ S d V . Let δ be a positive integer such that the homogeneous ideal F ⊥ is generated in degrees less than or equal to δ. Then the Waring rank r(F ), smoothable rank sr(F ), and cactus rank cr(F ) satisfy
where ℓ(A F ) is the length of the apolar algebra A F .
For the reader's convenience we include the proof given by Ranestad and Schreyer.
Proof. r(F ) ≥ sr(F ) ≥ cr(F ) is obvious. Let Z ⊂ PV be a zero-dimensional apolar scheme of length r. Let I = I(Z) and let Z be the affine variety defined by I. The definition of δ means that the common zero locus in PV of the linear series F ⊥ δ is exactly equal to the scheme defined by the ideal F ⊥ ; namely, the empty scheme. So in affine space V , the common zero locus of F ⊥ δ is (a scheme supported at) the origin. Thus a general δ-form G ∈ F ⊥ δ does not vanish at any of the points in the support of Z. Then the affine hypersurface V (G) has proper intersection with Z. Since G ∈ F ⊥ , Spec A F ⊂ V (G); and
See [RS11] for an application of this to monomials. (And see [CCG12] , [BBT13] for more about apolarity of monomials.) See [Sha14] , [Sha13] for applications of this to determinants, permanents, Pfaffians, etc. See [TW13] for an application of this to reflection arrangements. See [BBKT13] for a closer examination of this bound, particularly the quantity δ.
In fact this proof shows:
Let ǫ be a positive integer such that the homogeneous ideal generated by F ⊥ ≤ǫ defines a zero-dimensional affine variety, i.e., its common zero locus consists only of the origin in affine space. Then cr(F ) ≥ ℓ(A F )/ǫ.
Of course if F ⊥ is generated in degrees less than or equal to δ then F ⊥ ≤δ = F ⊥ whose common zero locus is just the origin because it is a homogeneous Artinian ideal.
. . , G n−1 is a one-dimensional complete intersection, so it is smoothable (as every complete intersection is). Hence
This occurs for monomials [RS11] and reflection arrangements [TW13] . One can then see that the catalecticant lower bound is better than the Ranestad-Schreyer lower bound, and Theorem 3.2 provides no improvement over the catalecticant lower bound. However the actual rank is known by the Alexander-Hirschowitz theorem and it is strictly greater than the catalecticant lower bound.
Theorem 5.1 gives a lower bound for smoothable rank and cactus rank, which may be strictly smaller than Waring rank. In contrast, the lower bound in Theorem 3.2 is in fact a lower bound for Waring rank r(F ), as opposed to cactus rank or smoothable rank. Here is an example to illustrate the difference.
Example 5.5. Consider F = xy d−1 with d ≥ 3. This has cactus rank and smoothable rank equal to cr(F ) = sr(F ) = 2 [RS11] . Note F is concise (since it is not a pure power), rank C d−2 F = 2, and Σ 2 (F ) = V (y) = ∅. Then Theorem 3.2 gives the lower bound
Of course this bound is far from sharp: we know that r(xy d−1 ) = d. But this simple example shows that Theorem 3.2 is not generally a lower bound for cactus rank or smoothable rank.
In this sense, the lower bound of Theorem 3.2 has the potential to be better: it is better than the bound of Theorem 5.1 for any form F such that
. Nevertheless in practice Theorem 5.1 seems to be quite a bit better than Theorem 3.2 for many examples of interest.
Example 5.6. We have ℓ(A det n ) = n k 2 = 2n n and det ⊥ n is generated by quadrics [Sha14] . Hence r(det n ) ≥ 1 2 2n n . For the sake of discussion we call this the Ranestad-Schreyer-Shafiei bound for r(det n ).
For F = det 3 and F = det 4 the bound of Theorem 3.2 is better than the RanestadSchreyer-Shafiei bound, but for n ≥ 5, the Ranestad-Schreyer-Shafiei bound for r(det n ) is better than the bound of Theorem 3.2. (See Example 1.1.) Incidentally, I do not know the cactus or smoothable ranks of det n for any n > 2.
Remark 5.7. This discussion raises the question, why does Theorem 3.2 give a lower bound for Waring rank rather than smoothable or cactus rank? In other words, in giving a lower bound for the length of a reduced apolar scheme, where is the reducedness used in the proof of the theorem?
It is used in the step that concludes, if
, then h would also vanish at each [ℓ i ]. This is precisely the statement that I = I({[ℓ 1 ], . . . , [ℓ r ]}) is radical, i.e., the scheme is reduced.
Remark 5.8. Until recently, Theorem 3.2 was the only general result known to me that gives a lower bound for the Waring rank of an arbitrary form, as opposed to a lower bound for the cactus rank or border rank.
Another approach to lower bounds for Waring rank itself comes from the technique used to find Waring ranks of monomials and sums of pairwise coprime monomials in [CCG12] . Very recently this method has been developed further in [CCC14] and [Woo14] . So far it has been used to find Waring ranks of increasingly general examples, namely, sums of polynomials in small numbers of linearly independent variables. The remarkable momentum of recent developments makes me optimistic that this approach will yield more results in the future.
Simultaneous Waring rank.
Theorem 5.9. Let W ⊆ S d V be a linear series. Suppose W ⊥ is generated in degrees less than or equal to δ.
The proof is the same.
Example 5.10. Let X = (x i,j ), 1 ≤ i ≤ m, 1 ≤ j ≤ n, and consider the linear series D k , P k , R k . First we compute the lengths of the apolar algebras. We have
m a n a .
When k = m ≤ n this simplifies to 0≤a≤m m m − a n a = m + n m .
m a n a a!.
Shafiei showed that (det k ) ⊥ and (per k ) ⊥ are each generated by quadrics [Sha14] . Using her result, it is easy to show that D ⊥ k and P ⊥ k are generated by quadrics, see Example 4.8. Therefore
m a n a , and in particular when k = m ≤ n,
The same lower bound holds for cactus and smoothable ranks. It is also easy to see that R ⊥ k is generated by quadrics, again see Example 4.8. So
Multihomogeneous polynomials.
In order to give a generalization of the RanestadSchreyer Theorem (5.1) for multihomogeneous polynomials, we will use some elementary facts about finite schemes in multiprojective spaces. While these facts are surely well-known to experts, it was surprisingly difficult to find a comprehensive reference. I am grateful to Adam Van Tuyl for suggesting some (nearly-comprehensive) references, including his dissertation [Tuy01] , the dissertation of Lavila-Vidal [LV99] , and [Rob98] .
Here is a brief list of the particular facts we need. Say ℓ(Z) = r. This means that for every multidegree δ, I(Z) δ has codimension at most r in S δ , where S = k[V 1 ⊕ · · · ⊕ V s ]; and there is a multidegree δ 0 such that for every δ ≥ δ 0 , I(Z) δ has codimension equal to r in S δ . Now in the grading by total degree, for t ≫ 0,
so this sum is bounded by a polynomial of degree s − 2; for sufficiently large t it is equal to a polynomial of degree at most s − 2. Hence for t ≫ 0, dim(S/I) t = P (t) is a polynomial in t of degree s − 1 with leading coefficient r/(s − 1)!. This P (t) is precisely the Hilbert polynomial of PV (I) ⊂ P(V 1 ⊕· · ·⊕V s ). Hence deg V (I) = r = ℓ(Z) (and we have re-proved the dimension statement).
Lemma 5.12. Let Z ⊂ s i=1 PV i be a zero-dimensional scheme with I = I(Z). For each i letV i = V 1 × · · · × {0} × · · · × V s , the product of all the V j with j = i. Also for each i let pr i : PV j → j =i PV j be the projection onto all the factors except V i , and let Z i = pr i (Z).
The reader may easily verify this.
Theorem 5.13. Let M ∈ S d V . Let δ = (δ 1 , . . . , δ s ) be such that M ⊥ is generated in multidegrees less than or equal to δ.
Proof. Let Z ⊂ PV i be a closed zero-dimensional scheme of length r and suppose that I = I(Z) ⊂ M ⊥ . The scheme Spec A M naturally lies as a closed subscheme in Spec LetV
disjoint from Z, since none of the G i vanish at any point of Z. On eachV i , G i vanishes identically, but G j is not identically vanishing for j = i. So B ∩V i is a complete intersection of codimension s − 1 inV i . By the generality of the G's, B ∩V i does not meet Z ∩V i outside the origin. Therefore B ∩ Z is supported only at the origin. So
which completes the proof. Example 5.16. In this example we consider the tensor corresponding to matrix multiplication. This has been intensively studied, see for example [Lan12, Chap. 11], [Lan14] . Our results are not able to improve or even match the bounds obtained by specialized methods. Nevertheless, we consider the example in order to illustrate our results and because of its intrinsic importance. Also, we work out the apolar ideal of the matrix multiplication tensor. Fix n and let A = (a i,j ), B = (b i,j ), and C = (c i,j ) be generic n × n matrices in separate variables. Let the dual variables be α i,j , β i,j , and γ i,j , for 1 ≤ i, j ≤ n. Let A ∼ = B ∼ = C ∼ = k t . The transposition simply corresponds to the dualization of the space C * . (More generally, one may consider rectangular matrix multiplication, see for example [Lan14] .)
Let I a = α 1,1 , . . . , α n,n and similarly let I b and I c be the ideals generated by the β i,j and γ i,j , respectively; we set I = I 2 a + I 2 b + I 2 c . Let I ab = α i,j 1 β j 2 ,k | 1 ≤ i, j 1 , j 2 , k ≤ n, j 1 = j 2 and similarly I bc , I ca ; set I ′ = I ab + I bc + I ca . Finally let J ab = α i,j β j,k − α i,1 β 1,k | 1 ≤ i, j, k ≤ n and similarly J bc , J ca ; set J = J ab + J bc + J ca . It is easy to see that mult n is annihilated by K = I + I ′ + J. We claim that this is equal to mult ⊥ n . Let Θ ∈ mult ⊥ n be a homogeneous element. Since mult n is concise, we must have deg Θ > 1. Using the generators of I we can eliminate, modulo K, every term of Θ that has more than one α, β, or γ factor. If Θ is not already zero modulo K then we must have deg Θ ≤ 3. First, consider the case deg Θ = 2. Every term appearing in Θ must have the form α i,j β j,k , β j,k γ k,i , or γ k,i α i,j ; all other terms can be eliminated modulo K using the generators of I ′ . Using the generators of J, we can write, modulo K, Since Θ mult n = 0 we must have every coefficient p i,k = q j,i = r k,j = 0 for all i, j, k. So Θ is zero modulo K. This shows that K and mult ⊥ n have the same degree 2 elements. Next consider the case deg Θ = 3. Every term appearing in Θ must have the form α i,j β j,k γ k,i , as all other terms can be eliminated using the generators of I + I ′ . But α i,j β j,k γ k,i is equal to α 1,1 β 1,1 γ 1,1 modulo J. So modulo K, we can write Θ = pα 1,1 β 1,1 γ 1,1 for some p. Then 0 = Θ mult n = (pα 1,1 β 1,1 γ 1,1 )(a 1,1 b 1,1 c 1,1 ) = p.
Therefore Θ ∈ K, which shows that K and mult ⊥ n have the same degree 3 elements. Finally since deg mult n = 3, mult ⊥ n contains all elements of degree ≥ 4, and so does I. Hence mult ⊥ n and K both have the same elements of degree ≥ 4 (namely, all of them). This finishes the proof that mult ⊥ n = K, as claimed. Next we claim that the generators we have listed for I, I
′ , and J form a minimal set of generators for mult ⊥ n . But this is clear since they are all of total degree 2 and linearly independent. Therefore mult ⊥ n is generated in multidegrees (2, 0, 0), (1, 1, 0), and cyclic rotations of these. Now we compute the ranks of catalecticants of mult n . These are the same as the flattenings usually considered in the tensor literature. Let (0, 0, 0) ≤ a = (a 1 , a 2 , a 3 ) ≤ (1, 1, 1) . If a = (0, 0, 0) or a = (1, 1, 1) then rank C This is actually worse than the simple catalecticant bound (9), r M H (mult n ) ≥ n 2 . This illustrates that Theorem 5.13, like Theorem 5.1, gives better bounds when F ⊥ is generated in small degrees (or multidegrees) relative to the degree (or multidegree) of F itself; see [BBKT13] for more on comparisons between the degrees of generators of F ⊥ and the degree of F . Regarding matrix multiplication, the best known lower bound at this time is r M H (mult n ) ≥ 3n 2 − o(n 2 ), due to Landsberg [Lan14] . We may also simply regard mult n as a homogeneous polynomial of (total) degree 3, in 3n Therefore C j−k+1 is empty. Let J = (G j−k+1 , . . . , G j ) and let Z = V (J) be the affine variety defined by J. Let C = W i be the reduced union of the W i . Note that every component of C has dimension k, while since J has k generators, every component of Z has codimension at most k. We have just seen that Z intersects C only at the origin; thus Z is a complete intersection, in particular C and Z intersect properly. Since J ⊂ F ⊥ , Spec A F ⊂ Z. And by the Apolarity Lemma, I(C) ⊂ F ⊥ , so Spec A F ⊂ C. Therefore
as claimed. n−k+1 ) = (d 2 + 1) · · · (d n−k+1 + 1). We conjecture that this is an equality.
It is trivially true when k = 1 (ordinary Waring rank, reducing to the theorem of CarliniCatalisano-Geramita [CCG12] ) or k = n. It is true whenever d 1 = · · · = d n−k+1 ≤ d n−k+2 ≤ · · · ≤ d n because the upper and lower bounds are equal:
