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Background: With the rapid development of machine learning algorithms, it has been 
applied to almost every aspect of tasks, such as natural language processing, marketing 
prediction. The usage of machine learning algorithms is also growing in human resources 
departments like the hiring pipeline. However, typical machine learning algorithms learn 
from the data collected from society, and therefore the model learned may inherently reflect 
the current and historical biases, and there are relevant machine learning algorithms that 
have been shown to make decisions largely influenced by gender or ethnicity. How to 
reason about the bias of decisions made by machine learning algorithms has attracted more 
and more attention. Neural structures, such as deep learning ones (the most successful 
machine learning based on statistical learning) lack the ability of explaining their decisions. 
The domain depicted in this point is just one example in which explanations are needed. 
Situations like this are in the origin of explainable AI.  It is the domain of interest for this 
project. The nature of explanations is rather declarative instead of numerical. The 
hypothesis of this project is that declarative approaches to machine learning could be 
crucial in explainable AI. 
Objectives: There are two main objectives of this study. The first one is to research all the 
inductive logic programming (ILP) algorithms which could learn a logic program from the 
large scale of data and its decisions made by machine learning algorithms. The second one 
is to select the most adequate ILP to reason about the biases of the machine learning 
algorithms.  
Method: The unfair machine learning algorithm we concern is about an automatic 
recruitment system. The dataset contains 24,000 profiles, each CV contains 14 attributes 
and one unbiased score and two biased scores (gender and ethnicity). We learn logic 
programs from the dataset for different scenarios using an ILP algorithm called GULA-
PRIDE. Then, we extract the biases from the logic programs learned from the unbiased 
data and biased one. 
Results: For most of the scenarios we test, the GULA-PRIDE could output a logic program 
in less than one minute with high accuracy. These programs are declarative descriptions of 
the process. They are logically equivalent to the system on the set of inputs used. The 
conditions of each rule are guaranteed to be minimal. A naïve analysis of the programs 
allows to explain important characteristics of the datasets used. The most relevant is that 
when comparing the programs learnt for biased and unbiased datasets, we can easily 
observe this bias in the programs.  
Conclusions: We select an efficient ILP algorithm GULA-PRIDE which could learn a 
logic program from a large scale of data efficiently. This system shows its capability and 
adequacy for generating relevant declarative explanations about what is going on in the 
process. For example, it is able to explain the structure of the dataset used and catches the 
bias when it is present.  
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The framework of this research is exploring the feasibility of providing explanations for 
statistical machine learning approaches using GULA-PRIDE, and to what extent can 
GULA-PRIDE extract the bias of the unfair statistical machine learning approaches. In 
this chapter, we first outline the research topic. Secondly, it involves the field of research. 
Then, the research method are presented separately. Finally, we introduce the structure of 
this report.  
1.1. Overview 
Statistical machine learning algorithms have achieved great success in various applications 
such as speech recognition [Senior et al., 2012], image classification [He et al., 2016], 
machine translation [Wu et al., 2016] and so on. Among these approaches, deep neural 
networks have shown the most remarkable success, especially in the research area of facial 
recognition [Wu et al., 2016]. Although they usually have good generalization ability on 
similarly distributed new data, they share the weaknesses of the lack of explanations of the 
learning process and the poor understandability by humans of the whole process. 
 
Another shortage of these machine learning algorithms is that they rely on data collected 
from society, and therefore may reflect or even amplify the biases if appropriate measures 
are not taken. [Acien et al., 2018; Drozdowski et al., 2020; Nagpal et al., 2019]. 
 
On the other hand, logic programming is a declarative programming paradigm with a 
higher level of abstraction because it is based on one of the formal models (first order logic) 
used to represent human knowledge. ILP has been developed for inductively learning logic 
programs from examples [Muggleton, 1991]. Roughly speaking, given a collection of 
positive, negative examples and background knowledge, ILP systems learn a set of 
declarative programs [Muggleton et al., 2014; Copper et al, 2019], which could even be 
noise tolerance [Dai et al., 2015; Muggleton et al., 2018b], that entails all of the positive 
examples but none of the negative examples. 
 
For this project, learning from interpreting transitions (LFIT) [Ribeiro, 15; Ribeiro et al., 
18] is one of the most promising approaches. LFIT learns a logic representation (digital 
twin) of any dynamical complex system by observing its behavior as a black box. The most 
general of LIFT algorithms is GULA (General Usage of LFIT Algorithm). PRIDE is an 
approximation to GULA with polynomial performance. 
 
In this research, we start from an unfair automatic recruitment system from [Peña et al., 
2020] in which two different biased datasets (gender and ethnicity) are tested. We apply 
GULA-PRIDE to these two different datasets. The object is to see if we can generate an 
explanation for the behavior of this unfair automatic recruitment system. Furthermore, we 
try to extract the bias of the decisions made by the model of the biased machine learning 
system with the help of GULA-PRIDE. 




1.2. Field of Research 
 
So far, learning from interpretation transition (LFIT) [Inoue et al., 2014] has been proposed 
to automatically learn a model of the dynamic system from the observation of its state 
transitions as in Fig. 1.1. To date, the following systems have been tackled: memory-less 
consistent systems [Inoue et al., 2014], systems with memory [Ribeiro et al., 2015], non-
consistent systems [Martínez et al., 2015] and their multi-valued extensions [Martínez et 
al., 2016].  
 
 
Fig. 1. The framework of LFIT 
 
GULA is the generalization of LFIT that can learn digital twins of any system no matter 
the kind of its dynamics. In this research, we focus on a variant of GULA, called PRIDE 
that gets the same as GULA with polynomial performance. We apply it to generate an 
explanation for the behavior of the machine learning algorithms, and extract the bias of the 
unfair machine learning algorithms.  
1.3. Research Method 
The goals of the research are to answer two questions: 
 
● Is it possible for GULA-PRIDE to explain what the deep learning process 
(automatic recruitment system) does? 
 
● Is GULA-PRIDE able to catch the bias of the deep learning process (automatic 
recruitment system)? 
 
To answer these two questions, we focus our research on a well-known problem: Fair 
Automatic Recruitment system. We slightly modify (discretization and reconstruction) the 
FairCVdb from [Peña et al., 2020]. Eight scenarios of experiments are designed from the 
dataset including biased and unbiased ones for gender or ethnicity. Then we apply GULA-
PRIDE to the datasets to learn logic programs from these datasets, which could answer the 
first question. Then, we define some statistical variables for the logic programs to reveal 
the bias of the original data. These variables and the comparison of variables for different 
scenarios could completely answer the second question. 
1.4. Work Structure 
The structure of this report is shown below: 
● Chapter 1 introduces the research work, which includes the research topic, 
purpose and method. 
● The related works of different machine learning algorithms, including statistical 
approaches, discrete approaches and hybrid approaches, are presented in detail in 
Chapter 2. A brief introduction to the biometric recognition system and automatic 
recruitment system is also presented in this chapter. 




● In Chapter 3, we applied GULA-PRIDE to the automatic recruitment system. 
Then we analyze the logic programs learned by GULA-PRIDE, and extract the 
biases from these logic programs. 
● Chapter 4 draws a conclusion of the whole research and proposes possible future 
works. 
● Chapter 5 gives the future research lines for this research. 
● References. 






































   
2. LITERATURE REVIEW 
 
This chapter presents some literature reviews of our research topic. Firstly, we show the 
state of art of the explainable machine learning approaches and biometric machine learning 
systems, especially the fair automatic recruitment systems. Then, we introduce some 
advances in the area of learning from transitions in detail as it’s an important tool in this 
research. 
2.1. State of the art of approaches that could be used for 
explaining deep learning processes 
We will devote this section to the state of the art of those approaches that can be useful in 
explainable AI. To discuss these systems, we have to review different approaches to 
machine learning. By one side, deep learning is being considered a candidate approach to 
explain itself. By the other side there are declarative approaches to machine learning that 
from their own nature directly learn explanations. 
 
The structure of this discussion will review attempts to explain deep learning from 
statistical-numerical machine learning approaches, from declarative approaches and for 
hybrid approaches.  
 
The approach under consideration in this project belongs to the declarative ones. 
2.1.1. Relevance of explainable machine learning algorithms 
In the 1980s, a lot of machine learning models were proposed. To better understand the 
ability of these models, an operational criteria was provided by Michie [Michie, 1988]. In 
this work, three criterias were proposed: weak, strong and ultra-strong. Michie’s aim was 
to evaluate the machine learning models with not only the predictive accuracy but also the 
comprehensibility of learned knowledge. 
 
Michie’s weak criterion identifies the models in which the machine learner is able to 
improve the predictive performance with increasing amounts of data. To fulfill his strong 
criterion, the machine learner should additionally provide its hypotheses in symbolic form. 
For the ultra-strong criterion, it strengthens the strong criterion by demanding the machine 
learner with the ability to generate new knowledge about the learnt concepts that could 
improve the performance of a human being provided with its learned hypothesis. 
 
According to Michie’s criterion, most of modern statistical machine learning models are 
consistent with Michie’s weak criterion because the only explanation usually available 
about their decisions is that it chooses the highest probability among the possible. To 
experimentally demonstrate Michie’s ultra-strong machine learning criterion, Schmid et al. 
[Schmid et al., 2017] introduced an operational definition for comprehensibility of logic 
programs. Then, Muggleton et al. [Muggleton et al., 2018a] showed that Inductive logic 
 




programming (ILP) which includes approaches able to automatically get logic programs 
from a set of examples and counterexamples is consistent with Michie’s weak criterion.  
 
This old classification has recently gotten the focus again due to the impressive increase of 
performance and successful use in different domains of machine learning techniques from 
the emergence of deep learning.  
 
More abstract and comprehensible explanations than comparing the values of the 
corresponding probabilities are always welcome. But some new problems arose when, for 
example, machine learning approaches are used in automatic recruitment of candidates by 
the companies [Fiérrez et al., 2017a; Fiérrez et al., 2017b] or authorizing banking products 
(https://www.bbc.com/news/business-50365609) for identifying criminals in forensic 
scenarios. In these domains, explanations are mandatory to ensure the needed guarantees. 
The automatic procedure has to be ethical and be bias free by, for example, gender and 
ethnicity [Peña et. al., 2020]. The term explainable algorithm has been coined for referring 
to all those approaches that try to move numerical-statistical machine learners (usually 
weak) to the strong and ultra-strong group.  
 
But an explainable machine learning algorithm is not just adding obvious labels or rules to 
simplified versions of the learning process. Great amounts of effort are being devoted to 
identify and warn the community about pitfalls that should be avoided when explaining 
machine learners [Molnar et al., 2020]. 
 
More detailed description about the state of the art of explainable machine learning 
algorithms (mainly from numerical- statistical approaches) can be found in text like 
[Herrera et. al, 2019] or [Molnar et al., 2020]  
2.1.2. Relevance of explainable machine learning algorithms from formal 
methods 
If you ask a group of persons about machine learning most of them will create in their 
minds the image of a neural structure, some of them a deep pipe system of interconnected 
neural levels, some of them a single perceptron. It is true that these kinds of systems are 
the style now; but it is unfair. Statistical regression, for example, is a classical machine 
learner (at least strong, by the way). But there exists also a powerful approach to ultra-
strong machine learning from declarative approaches around the idea of ILP. This term is 
also abusing the meaning of “logic” because it also is applied to other declarative 
paradigms. It stands for all the approaches that automatically learn declarative programs 
from a set of examples and counterexamples. It has been devoted a great effort for the last 
two decades to ILP. In this case declarative programs mean programs written with 
declarative programming languages as Prolog (full first order logic or some approaches 
rather propositional logic), Datalog, answer set programs, the functional program Haskell 
[Katayama, 2005], etc. ILP has a promising future in a wide range of domains some of 
them explainable machine learning algorithms [Cropper et al., 2020] 
 
In the following section we will argue that ILP and other declarative approaches are ultra-
strong machine learners. Their theoretical basics (mainly logical) allow them to benefit 
from results available in this realm: to learn from a much smaller set of examples, or even 
guarantee that the learn program is the smallest (or the optimum once a logical description 
of the cost criteria is provided). You can see some of these characteristics in [Cropper, 
2017; Cropper et al., 2020]. 
 




2.1.3. Numerical statistics approaches useful for explainable AI 
The first attempts to incorporate explanations to machine learning appear in the machine 
learning realm that needs them. As it has been previously pointed, the best known and 
currently more popular machine learning systems are based on numerical treatment of 
statistical techniques. Some approaches try to get explanations by interpreting what is 
learned in intermediate levels of the system (for example in deep learning systems 
[Kanehira et. al, 2019]) A detailed description of these attempts can be found in [Herrera 
et al., 2019] 
They try to take advantage of the characteristics of these kinds of machine learners: high 
accuracy if a great number of examples is available, noise tolerance and great 
generalization capacity. 
 
2.1.4. Discrete/formal approaches useful for explainable AI 
The hypothesis of declarative approaches to explainability is that the nature of the 
explanations is more declarative than numerical. It seems, from this viewpoint, that 
declarative approaches may be more adequate for getting explanations than statistical-
numerical approaches. 
 
2.1.4.1. Metaheuristic (evolutive) models for strong machine learning 
Evolutionary computation stochastically searches huge spaces of possible solutions as an 
alternative to brute-force approaches [Eiben et al., 2003]. The search is driven by 
mimicking the natural process of evolution and selection of species based on the survival 
of the fittest and the inheritance of the modified genetic mixture of the parent's genetic 
material. One critical component of these systems is the codification of candidate solutions. 
This process can be as simple as using a vector of bits (as in the original genetic algorithm 
proposal were used) or as complex as needed. In this way evolutionary computation has 
become a general purpose automatically programming paradigm because you can translate 
any problem into a genetic searching version. 
 
So that, from a machine learning viewpoint, metaheuristic approaches like evolutionary 
computation, that find solutions to any kind of problem without providing by themselves 
any kind of explanation, could be considered weak machine learners.  
 
But the most general and powerful proposal from the viewpoint of increasing the generality 
of evolutionary computation is genetic programming (namely automatically evolutionary 
programming). These systems use more sophisticated codification procedures in such a 
way that candidate solutions are interpreted as programs. Genetic programming originates 
with Koza’s works [Koza, 92]. He proposed to codify solutions as trees, understood as 
LISP expressions. But recent approaches use more expressive formal models (context free, 
attribute and Christiansen grammars) to automatically program in any language (providing 
the grammar) and ensuring that all the solutions are syntactic and semantically correct 
[Ryan et al., 2003; Ortega et al., 2007]. An algorithm possible in a high-level programming 
language is an obvious symbolic representation of a task. This is why evolutionary 
automatic programming systems are strong machine learners. 
 
2.1.4.2. Declarative models for ultra-strong machine learning 
First order logic approaches 




Logic programming is based on Robinson’s resolution method [Lloyd, 87]. To program in 
this paradigm is actually to prove new logic formulas from the knowledge of a domain 
expressed in first order logic (Horn clauses). 
 
This strategy of deduction based on resolution is quite similar to going across a graph using 
in each step the first order logic inference rule known as resolution. It aims to find the 
empty clause that is an alternate form to finish a demonstration by reducing ad absurdum 
(to get a contradiction from the hypothesis of negating the task expressed by the program, 
that is, by negating the formula that is being deduced). It is worth highlighting the role of 
the most general unification operation implied in each resolution step. Informally the most 
general unifier of two formulas is the most reasonable assignment of elements from the 
domain under consideration to the variables of the formulas for getting the same expression. 
Here, the “most reasonable” means the one that loses less generality.  
 
One of the most powerful features of these programming languages is the possibility to 
incorporate to the theory contained in the original program any formula that can be deduced 
from it. This characteristic allows to develop programs that take as inputs a set of initial 
facts (the typical positive and negative examples of machine learning algorithms) and get 
as output a set of clauses (a logic program) from which all the positive examples are 
deduced and none of the negative.  
 
From a technical viewpoint there are some worth mentioning points: the ability of inventing 
new predicates and the expressivity of these new predicates (mainly if they are recursive 
or not). The state of the art of ILP, after more than two decades of continuous effort and 
development, offers systems that guarantee both things. With these features all these 
systems ensure to be able to learn any program for any computable tasks in a more or less 
general way. 
 
The main goal of ILP as it has been described so far, considering as inputs only the sets of 
positive and negative examples is intractable because the set of all possible first order logic 
formulas (that is clearly infinite) should be potentially traversed. 
 
In almost all real scientific domains there exists a previous knowledge from which new 
discoveries are made. This background knowledge can be expressed in ILP systems in the 
same formalism as the rest of the system (first order logic). Background knowledge is used 
in ILP to reduce the size of the set of formulas that has to be traversed to learn. Only those 
that use background knowledge and new predicates are considered. 
 
But even with this help, in most of the real domains the set in which to look for is still too 
big and the learning process is still intractable. Formal properties of first order logic allows 
to normalize theories in such a way than with a small set of different structures (or schemes) 
for the clauses used as the bodies of the learnt predicates it is theoretically possible to 
automatically learn any computable algorithm. This bias in the structure of the clauses is 
called (among other names) meta rules. 
 
Background knowledge and meta rules are enough to make the learning process tractable 
for most of the cases. Some systems (like Metagol [Cropper, 2017]) offer an ILP 
implementation that ensures to efficiently and automatically learn any computable task in 
any domain. 
 
It is also possible to add to ILP mechanisms to measure the cost of the learnt programs. 




These mechanisms are translated into logical clauses as the rest of the ILP components. 
The costs can be for example, in terms of resources required or complexity of the learnt 
programs. In this way it is possible to extend ILP to efficiently and automatically learn 
efficient programs for any computable task in any domain. Metaopt [Cropper, 2017] is an 
implementation of one of these systems. 
Answer set programming approaches 
Other approaches (such as the answer set programming - ASM- paradigm [Gebser et 
al. ,2012]) tackle this same goal from transforming the first order logic theory under the 
examples into a propositional one by the process known as grounding. 
 
Grounding consists of replacing each variable by all the possible non variable objects 
relevant for the demonstration (that is in the worst case the Herbrand base). 
 
After grounding you get a propositional version of the initial first order theory but only on 
the relevant objects. On this propositional theory all the inference rules of the propositional 
logic are applicable. 
 
Proofs become in this way in a two steps process: to generate all the ground atoms -
predicates applied to non-variable arguments- compatible with the original theory and 
examples; and to compute the models -that really are functions that assign constant objects 
to variables- that satisfy them. In these paradigms, deduction is actually made by filtering 
the relevant objects after grounding generates all of them. Grounding obviously implies a 
potential combinatorial explosion. These paradigms provide the programmer with 
mechanisms to reduce it the most trying to generate only those combinations really relevant 
for the solution of the problem. 
 
Once we have explained the different context of these paradigms, we are able to see that 
they can face the same goals than ILP with similar methods: the same formalism is used 
both to describe positive and negative examples and the program that will be automatically 
learnt. And the same arguments used in ILP explain in these paradigms, the use of a “theory” 
as background knowledge and some mechanism to bias the space of possible programs to 
those more promising. Notice that in ASP the term theory may be too strong because it is 
rather an answer set program. [Law, 2018] describes ILASP, a system that implements this 
approach. 
Opportunity for hybridization 
It became clear, from the previous explanation, that in ILP systems based on grounding to 
filter the relevant objects can be seen as a typical search problem in huge sets of candidates. 
These systems can benefit, therefore, from usual non-brute force search techniques, such 
as metaheuristics approximations (genetic algorithms, for instance). This is the case of GA-
Progol [Alireza, 2013], for example. 
Learning from interpreting transitions 
There are some other approaches to ILP whose goal is the explanation itself of a given 
phenomenon. We mean that their aim is to automatically catch the semantics of the process 
under study and generate a logic version that behaves the same. This logical version is itself 
new knowledge about the process in a symbolic way that is the requirement to be 
considered an ultra-strong machine learner. These approaches usually name the learnt 
program “digital twin” of the system under consideration. 
 




The input of some of these approaches is the description of the dynamics of the system 
expressed as a set of “transitions” (pairs of inputs-outputs). This description is translated 
into a propositional logic theory. From this theory a set of clauses is automatically learnt. 
The resulting program is logically equivalent to the system under consideration and the 
conditions of each clause are ensured to be minimal. This is the approach of learning from 
interpretation transitions: the family of algorithms by Dr. Ribeiro (co-advisor of this project) 
that includes LFIT, GULA (that is a generalization of LFIT to any kind of dynamics) and 
PRIDE that is an approximation with polynomial performance and that will be used in this 
project [Ribeiro, 2015; Ribeiro et al., 2018]. 
 
2.1.4.3. Hybrid approaches useful for explainable AI 
Some other attempts try to benefit from the advantages of the approaches previously 
described (numerical and declarative): learning new knowledge (ultra-strong) from small 
sets of examples, noise tolerance, great accuracy and generalization. 
 
Some approaches modify the ILP inference mechanism to make it differentiable and hence 
allow the use of techniques for reducing loss based on this differentiable version to learn. 
Loss usually is related with the number of examples not covered. It is usually needed to 
add numerical values to both facts and rules and mechanisms to compute these values while 
reasoning creates them. Some systems even connect different learners (for example, neural 
architectures are trained for recognizing inputs to the system with a numerical value that 
could be the probability produced by the learner. Deepproblog [DeRaedt et al., 2018] is 
one of these systems. Among the approaches that make the deduction process differentiable 
we can mention 𝛿ILP [Evans, 2017], diff-log and prosynth [Mukund et al., 2019a; Mukund 
et al., 2019b]. 
 
Other approaches are based in probabilistic logic programming implementations: prob2foil 
[DeRaedt et al., 2015] is an extension to Problog that makes possible ILP under noise with 
predicate invention. 
 
Other hybridizations extend ILP for handling noise and mistakes in the input examples but 
keeping the logical theoretical guarantees (for example iterating the ILP process on 
samples of the input to get the program with highest accuracy). Some of these approaches 
are ILASP (on answer set programs), Metagol-NT (on ILP) and GULA (from the learning 
by interpreting transitions viewpoint). All these systems are possible candidates to generate 
explanations in machine learning domains. 
 
 
2.2. State of the art of machine learning systems and fair 
recruitment processes  
Over the last decades, biometric machine learning systems have been applied to almost 
every aspect of our daily life, such as ad delivery systems [Ali et al., 2019], speech 




recognition [Senior et al., 2012], image classification [He et al., 2016], machine translation 
[Wu et al., 2016] and so on.  
 
In the area of facial recognition in forensic scenarios, machine learning algorithms are 
applied to different regions of the human face in various forensic scenarios (distance) 
[Tome et al., 2013]. Compared to traditional facial recognition systems, the accuracy could 
be highly improved. Soft biometrics (such as height) are also added to improve the 
performance of the whole system [Tome et al., 2014; Tome et al., 2015]. 
 
With the wide application of these machine learning systems, the shortage that the decision 
made by these systems could be unfair stands out. This problem is especially serious in the 
domain of the recruitment systems in which both the models and their training data are 
usually private for corporate or legal reasons. For example, Amazon’s recruiting system is 
preferring male candidates over female candidates [Koditan, 2019]. 
 
To protect fairness, new regulations have been proposed by governments. Among these, 
the European Union’s General Data Protection Regulation (GDPR)2 is especially relevant 
to constraint on the use of machine learning algorithms [Goodman et al., 2016].  The 
demand that the algorithm should provide an explanation for its decision. Although several 
research [Kim et al., 2019; Morales et al., 2019] efforts to construct a fair recruitment 
system, it is still a big challenge for the traditional recruitment system to provide an 
explanation. 
2.3. State of the art learning from transitions 
GULA (and PRIDE) is the system chosen in this project to see if it is possible to provide 
declarative explanations in real deep learning domains. The approach of learning from 
interpreting transitions was introduced in previous sections. In this section we will describe 
with some examples its approach. 
 
GULA (and PRIDE) consider the system it has to learn described by means of 
● The set of variables that are considered as inputs and outputs of the systems. They 
are usually discrete multivalued variables (although it is also possible to use 
continuous numerical variables until some extent) 
● The set of transitions (pairs input-output) that describes the system as a black box. 
○ Each transition is in fact a pair of two states each of which is a specific 
assignment of a given value to each variable (to all of them) 
 
It automatically learns a logic program (set of clauses) that is logically equivalent to the 
system on the inputs provided. In addition, the conditions of every rule are minimal. 
We will study this example: 
 
if V={x0[0,1], x1[0,1,2], x2[0,1], y0[0,1,2,3], y1[0,1]}  
 
Where 
● x’s variables are assumed to be inputs. 
● y’s variables are assumed to be outputs. 
GULA (and PRIDE) generates multivalued logic (MVL) programs of the form 
 
yj(value) <- xj1(vj1),..., xjm(vjm) 
 




GULA consider that MVL rules are partially and asymmetrically ordered by the 
domination relationship (rules with the most general bodies dominates those with less 
general): 
 




r1: y0(1)<- x1(0),x2(0) 
r2: y0(1)<- x0(0),x1(0),x2(0) 
r1 dominates r2 because they have the same head and the body of r1 is 
included (or equal) to the body of r2. 
 
A key concept is to match a rule to a state (represented by the operator ⨅). This happens 
when its body is included in the state 
 
Given a state s: {x0(0), x1(1), x2(1), y0(0), y1(0)} 
and a rule r: y0(2)<-x1(1)  
r⨅s because of x1(1) 
 
This operation is used to define when a rule or a program (set of rules) realize a transition: 
○ When both the head and body of the rule belong (respectively) to s’ and s. 
○ The program P realizes (s,s’) when for every variable you can find a rule R 
in P (with the var(head(R)) thata variable) that realices (s,s’) 
 
Given a transition  
t:(  s1: {x0(0),x1(1),x2(0),y0(1),y1(0)},  
 s1’:{x0(1),x1(0),x2(1),y0(0),y1(1)},  
and a rule r: y0(0)<-x1(1),x2(0) 
r realizes t because of y0(0) and  
 
Given the program 
P={ 
 r1: x0(0) -> x0(1) 
 r2: x0(0),x1(0) -> x1(0) 
 r3: x2(0)-> x2(1) 
 r4: x0(0),x2(0)->y0(0) 
 r5: x1(1)->y1(1)} 
And the transition 
t1:(  s1: {x0(0),x1(1),x2(0),y0(1),y1(0)},  
 s1’:{x0(1),x1(0),x2(1),y0(0),y1(1)},  
P realizes t1 because for each variable you can find at least one rule 
that matches t1 which gives a value to this variable as head 
r1 has x0; r2 x1; r3 x2; r4 y0 and r5 y1 
r1 realizes t1 because of x0(0) in s1 and x0(1) in s1’ 
r2 realizes t1 because of x0(0), x1(1) in s1 and x1(0) in s1’ 
r3 realizes t1 because of x2(0) in s1 and x2(1) in s1’ 
r4 realizes t1 because of x0(0), x2(0) in s1 and y0(0) in s1’ 
r5 realizes t1 because of x1(1) in s1 and y1(1) in s1’ 
Taking into account that x’s are inputs and y’s are outputs P makes 
only sense if it includes only r4 and r5. 
 
What happens when some rule does not make sense; that is, its body is coherent with data 
but its conclusion is not? GULE names this situation conflict. A rule R can conflict with a 
set of transitions T if there exists a state s in the set of the states that are in the first position 
of the of the transitions of T (fst(T)) for which R matches (its body is included in s) but its 
head does not belong to any second part of T. In other words: for a rule to be in conflict, 
her body should match some state of T. Intuitively the rule is saying something is possible 




from an observed initial state but actually the conclusion is never observed so the rule is 
wrong. 
 
Give the set of transitions 
T= { t1,..,ti, 
ti+1: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s1’:{x0(0),x1(0),x2(1),y0(1),y1(0)} 
  ), 
ti+2: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s2’:{x0(1),x1(1),x2(1),y0(2),y1(1)} 
  ), 
ti+3: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s3’:{x0(0),x1(2),x2(1),y0(3),y1(0)} 
  ), 
ti+4: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s4’:{x0(1),x1(2),x2(1),y0(3),y1(1)} 
  ), 
 ti+5,...,tn 
} 
Where the transitions ti+1,...,ti+4 are all the transitions in T that 
have as first state s1 
And the rule 
r: x1(1), x2(1)->y0(0) 
No matter what happens with the transitions not fully described 
s1 exists and the body of r ( x1(1),x2(1) ) is included into s1 in 
transitions ti+1,...,ti+4 and, in addition its head (y0(0)) does not 
belong nor to s1’, nor s2’, nor s3’, nor s4’. 
We can conclude that r conflicts with T 
 
Several rules can be applicable at the same time. 
● Rules R and R’ concurrent with respect to a set of states S 
○ When there exists a state s in S for which R and R’ matches (that is their 
bodies are included in s) 
○ The heads of the rules have the same variable 
○ But they (the heads) differ 
 
For programs it is important to know when they are complete and consistent: 
 
● A program P is complete with respect to a set of states S and variables V 
○ For all states s and variables v 
○ P contains a rule R 
■ That matches s 
■ Its head has as variable v  
○ Notice that R does not realices any transition, it just ensures to mach s and 
its head talks about v for any combination 
 
● A program P is consistent with respect to a set of transitions T 
○ If P does not contain any rule conflicting with T 
 
The learning operations defined to induce the logic program equivalent to the observed 
transitions are 
 
● The least specialization of a rule R and a state s 




○ That really is the new rule R’ that extends body(R) with 
■ those variables not in body(R) 
■ with the values that are not in s 
○ Notice that if a rule does not match any observation, it is still consistent 
since no counterexample is observed. 
 





The v not in body(R) is x2 (excluding outputs) 
The values not in s for x2 are 0 
So the least specialization of R and s is R’: y0(1) <-x0(1), x1(2), 
x2(0) 
 
Take into account that it does not produce only one rule but as many as free conditions in 
the body. If there are 10 variables and R has already 2 conditions, there will be 8 least 
specializations. This is a point in which GULA and PRIDE differ: GULA will consider 
all of them, PRIDE only one. 
 
● The least revision of a program P and a state s 
○ Take the set of transitions that has as first state s 
○ Remove from P those rules that conflicts with T 
○ But add for each of them each least specialization on s 
 
Let’s consider the program 
P={ 
 r1: x1(1)x2(1)->y0(0) 
 r2: x0(0)->y1(0) 
 r3: x0(1)x2(1)->y0(3) 
 r4: x2(0)->y1(1) 
} 
And the set of transitions 
T= {  
t1_1: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s1’:{x0(0),x1(0),x2(0),y0(1),y1(0)} 
  ), 
t1_2: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s2’:{x0(1),x1(1),x2(1),y0(2),y1(1)} 
  ), 
t1_3: ( 
s1: {x0(1),x1(1),x2(1),y0(1),y1(1)},  
   s3’:{x0(0),x1(2),x2(0),y0(3),y1(0)} 
  ), 
t1_4: ( 
s2: {x0(0),x1(0),x2(0),y0(0),y1(0)},  
   s4’:{x0(1),x1(2),x2(1),y0(3),y1(1)} 
  ), 
 t2_1: ( 
s2: {x0(0),x1(0),x2(0),y0(0),y1(0)},  
   s5’:{x0(_),x1(_),x2(_),y0(1),y1(1)} 
  ), 
t2_2: ( 
s2: {x0(0),x1(0),x2(0),y0(0),y1(0)},  
   s6’:{x0(_),x1(_),x2(_),y0(2),y1(1)} 
  ), 
t2_3: ( 




s2: {x0(0),x1(0),x2(0),y0(0),y1(0)},  
   s7’:{x0(_),x1(_),x2(_),y0(3),y1(1)} 
  ) 
} 
 
In this case we are taking apart inputs from outputs.  
R1 conflicts with T because: 
 
● There exists a state s1 in fst(T) ({x0(1), x1(1), x2(1), y0(1), y1(1)}) that contains 
its body (x1(1)x2(1)) 
● But its head (y0(0)) is not contained in any of the second states of the transitions 
with s1 as first state. 
 
While rule R3 does not because having the same body contained in s1, its head (y0(3)) is 
contained at least in one of the second states of the transitions with s1 as first state (more 
specifically t1_4). 
 
By similar reasons R2 conflicts with T because: 
 
● There exists a state s2 {x0(0), x1(0), x2(0), y0(0), y1(0)} that contains its body 
(x0(0)) 
● But its head y1(0) is not contained in any of the second states of the transitions with 
s2 as first state. 
 
By the other hand rule r4 does not conflict with T because its body (x2(0)) is only contained 
in s2; and its head (y1(1)) is included in all the transitions with s2 as the first state. 
 




● Because (excluding outputs) the variable not in the body of r1 is x0 and the only 
value of x0 not in s is 0 
Lpse(r2,s2)={x0(0),x1(1)->y1(0), x0(0),x1(2)->y1(0), x0(0),x2(1)->y1(0)} 
● Because (excluding outputs) the variables not in the body of r2 are x1 and x2 and 
the values of x1 not in s2 are 1 and 2; and the value of x2 not in s2 is 1. 
 
From this we can finally compute: 
 
Lrev(P,T)=(P-{r1,r2}) ∪ Lspe(r1,s1) ∪ Lspe(r2,s2)= 
{ r3: x0(1)x2(1)->y0(3), r4: x2(0)->y1(1) } ∪ 
{x1(1)x2(1)x0(0)->y0(0)} ∪ 
{x0(0)x1(1)->y1(0), x0(0)x1(2)->y1(0), x0(0)x2(1)->y1(0)} 
 
These operations allow us to realize that the “desired program” we are looking for 
(consistent with the observed transitions, that realizes them, and whose rules have 
irreducible conditions) is unique and can be obtained by the reiterated application of the 
operations we have just described. 
 
The exact procedure to learn the program is to iteratively do that 
● Remove all the rules that matches with negative examples 
● Least revision of P and the set of transitions 
● Remove from P rules dominated 




● Starting from the transitions observed considering the other combinations as 






























3. PROJECT CONTRIBUTIONS 
 
In this chapter, we describe the main work we have done. Firstly, we introduce the 
motivation of the research which could be summarized as two questions. The rest of the 
chapter shows the design of experiments and the analysis of the results focusing on these 
two questions.   
3.1. Motivation 
As we explained in Chapter 2, GULA-PRIDE could learn a logic representation of any 
dynamical complex system by observing its behavior as a black box. In this research, we 
regard deep learning processes as a general dynamical complex system and apply GULA-
PRIDE to the input and output of the deep learning system. From the learned logic program 
of GULA-PRIDE, we could acquire declarative explanations of the deep learning process. 
 
In this research, we focus on a well-known problem from colleagues of our department: 
Fair Automatic Recruitment system. As we have previously mentioned; in their previous 
work [Peña et al., 2020], they showed that the decisions made by automatic recruitment 
algorithms may reflect current and historical biases. They showed that the distributions of 
scores for different gender or ethnicity are unbalanced when the automatic recruitment 
system is trained with biased data. For us, we try to figure out two questions: 
  
● Is it possible for GULA-PRIDE to explain what the deep learning process 
(automatic recruitment system) does? 
● Is GULA-PRIDE able to catch the bias of the deep learning process (automatic 
recruitment system)? 
 
The rest of this Chapter is focused on these two questions. To answer these two questions, 
we apply GULA-PRIDE to the dataset mainly from [Peña et al., 2020] and analyze the 
learned logic programs in two dimensions. 
3.2. Experiments performed 
In order to evaluate to what extent GULA-PRIDE could catch the semantics of the process, 
we slightly modify the FairCVdb from [Peña et al., 2020], which contains 24,000 synthetic 
resume profiles including 12 features obtained from 5 information blocks (education, 
availability, experience, the existence of a recommendation letter and language proficiency 
in a set of 8 different languages), 2 demographic attributes (gender and ethnicity), a face 
photograph and two scores (biased and unbiased). For our case, we discard the face 
photographs. Also, to make it suitable for GULA-PRIDE, we need to discretize the value 
of every attribute. 
 
The FairCVdb is divided into two subsets: Test and Train.  The unbiased scores for both 
subsets are fixed manually from the 5 information blocks, based on a formula consulted 
with a human recruitment expert. The biased scores for Train are generated by applying a 




penalty factor to certain individuals belonging to a particular demographic group while the 
biased scores of Test are decided by automatic recruitment system trained with biased data 
from Train. 
 
To better utilize the data, we divide our experiments into 8 scenarios: 
● Scenario 1: Inputs: gender, "other inputs" / Outputs: score without bias from Test 
dataset;  
● Scenario 2: Inputs: gender, "other inputs" / Outputs: score with bias from Test 
dataset;   
● Scenario 3: Inputs: ethnicity, "other inputs" / Outputs: score without bias from 
Test datasets;   
● Scenario 4: Inputs: ethnicity, "other inputs" / Output: score with bias from Test 
dataset;   
● Scenario 5: Inputs: gender, "other inputs" / Outputs: score without bias from Tests 
and Train datasets;   
● Scenario 6: Inputs: gender, "other inputs" / Outputs: score with bias from Tests 
and Train datasets;   
● Scenario 7: Inputs: ethnicity, "other inputs" / Outputs: score without bias from 
Tests and Train datasets;   
● Scenario 8: Inputs: ethnicity, "other inputs" / Output: score with bias from Tests 
and Train datasets;   
In all these scenarios, "other inputs" means 2 to 12 attributes from the left 4 information 
blocks. So, totally, we have 88 individual experiments with GULA-PRIDE. Worthy to be 
mentioned that the first four scenarios are corresponding to the machine learning 
approach while the purpose of the last four scenarios are to test the ability of GULA-
PRIDE with more complicated data.  
We have decided to use test and test+train datasets because the aim of GULA-PRIDE is 
not to generate a predictor but a logically equivalent program to the system on the inputs 
provided. So, if we want to get explanations it seems to be useful to feed the system with 
as much data as possible. The experiments using only tests are for mimicking the 
behavior of the classifier learned on test data. 
The program is run on a Xiaomi personal computer with Ubuntu 20.04 TLS 64-bit system, 
equipped with a 1.8GHz Intel Core 4 Quad CPU and 15.9GB RAM1. 
3.3. Results and discussion 
For each of the experiments we performed, GULA-PRIDE outputs a logic program from 
the data and the accuracy for the logic program, which is calculated by comparing the 
original scores with the scores predicted by the logic program. We try to reply to the two 
questions we mentioned before based on this information.  
3.3.1. First question  
In this subsection, we try to answer this question: 
 
 
1 The learnt logic programs can be found here: https://drive.google.com/file/d/14LhTte_T-
dXoG0lx_beR4LfaHZlb5Pbj/view?usp=sharing 




● Is it possible for GULA-PRIDE to explain what the deep learning process 
(automatic recruitment system) does? 
 
3.3.1.1. Analysis 
To do this, we consider the 4 experiments with 13 inputs each for gender and ethnic. The 
basic information about these experiments are shown in Table 3.1. 
 
Table 1.The number of rules of the logic program learned in experiments with 13 inputs and timing of the 
implements. 
Scenario gender ethnicity 
1 2 5 6 3 4 7 8 
Number 
of rules 




















As we can see in the table, GULA-PRIDE could finally provide logic programs in a 
reasonable time for all scenarios, which are declarative explanations for what the deep 
learning process (automatic recruitment system) does. Also, the accuracy for all of these 
experiments are more than 99.5%. It means that we can believe that our logic programs are 
corresponding to the behavior of the deep learning process with high confidence. 
 
Compared to the deep learning approaches, the logic programs learned by GULA-PRIDE 
cannot be used to predict. These logic programs are logically equivalent to the data it learns 
from. If you test it for some fresh data, the accuracy will be very low similar to over-fitted 
models in deep learning. It is possible, nevertheless to use the programs learnt by GULA-
PRIDE to predict but a post-processing stage on the rules if needed taking into account 
expert information on the domain. To get predictors from GULA-PRIDE is an open 
question under consideration by their author (as we know from personal communications 
and discussion So, as we can see in the table, the number of rules is depending on both the 
scale of examples and the logic complexity of the data. The first point can be verified with 
Scenario 1 (2, 3, 4) and Scenario 5 (6, 7, 8) and the second point can be verified with 
Scenario 1, 2 ,3 ,4 or Scenario 5, 6 7, 8.  
 
Appendix A shows the output for one of these scenarios. 
It is worth mentioning the question about the interpretability of the learnt programs. We 
conclude that the declarative explanation of what is going on in the process is clear. But its 
meaning could require the interpretation of an expert of the domain. 
 





Obviously, the answer to the first question is positive. The logic program is an explanation 
for the deep learning process. What's more, the high accuracy also shows that these logic 
programs are credible.   
But we will highlight these questions: 
● GULA-PRIDE is able to offer declarative explanations of what the behavior of the 
system (because the logical program learnt is logically equivalent to the system on 
the used inputs) 
● In spite of the completeness of the explanations provided (they are in fact a program 
logically equivalent to the system) it is not useful as a predictor, that is, its behavior 
on fresh data is not guaranteed. For ensuring that the learnt program can be used 
for this purpose a post-process of the rules is needed. 
3.3.2. Second question  
In this subsection, we try to answer this question: 
 
● Is GULA-PRIDE able to catch the bias of gender and ethnic directly? 
 
For answering this question, firstly, we check if some values of the biased attributes 
(gender/ethnic) in the biased experiments with 13 inputs tend to get higher value than the 
others. In Analysis 2, we check if the learned logic programs show how the relevance of 
gender/ethnic is catched in biased versions vs non biased ones. 
3.3.2.1. Analysis 1 
We try to evaluate how and to what extent an automatic recruitment system algorithm is 
influenced by biases that are present in our dataset. 
The intuition of this approach is simple: from the observation, we find that, in the biased 
experiments, 𝑔𝑒𝑛𝑑𝑒𝑟(0) appears more frequently in the rules lead to higher scores than 
𝑔𝑒𝑛𝑑𝑒𝑟(1). It means that males tend to get higher scores than females. This phenomenon 
also exists in experiments for ethnicity. The objective of this analysis approach is to show 
this intuition quantitatively. 
First of all, we define partial weight 𝑃𝑊 as follows. 
For any program 𝑃 and two atoms 𝑣  and 𝑣 , where 𝑣𝑎𝑙 ∈ 𝑣𝑎𝑙  and 𝑣𝑎𝑙 ∈ 𝑣𝑎𝑙 . 
Define 𝑆 = ∀𝑅 ∈ 𝑃 ∧ 𝑣 ∈ ℎ(𝑅) ∧ 𝑣 ∈ 𝑏(𝑅), then we have: 
 𝑃𝑊 (𝑣 ) = |𝑆|. 
The 𝑃𝑊 (𝑣 ) corresponding to the frequency of 𝑣  for all the rules in  with 
output 𝑣 . A more accurate could be defined, for example, we could set a weight for 
rules with different length. But for our purpose, the frequency is enough.  
Then, we define global weight 𝐺𝑊 depending on 𝑃𝑊.  














0) ⋅ 𝑣𝑎𝑙0. 
The 𝐺𝑊  is a weighted addition of all the values of the output, and the weight, in our 
case, is the value of scores.  
Take the logic program learned in Case 1 with 3 inputs as an example. The whole logic 
program is shown in Appendix A. In this case, 𝑣  and 𝑣  correspond to 𝑠𝑐𝑜𝑟𝑒𝑠  and 
𝑔𝑒𝑛𝑑𝑒𝑟. The partial weights are shown in Table 3.2. 
Table 2. partial weight for example logic program. 
Scores   
Gender   
0 1 2 3 
0 0 1 1 0 
1 0 3 0 1 
 
Then, we can easily calculate the group weight for the 𝑔𝑒𝑛𝑑𝑒𝑟(0) and 𝑔𝑒𝑛𝑑𝑒𝑟(1) as: 
𝐺𝑊 ( ) = 3; 
𝐺𝑊 ( ) = 6. 
The analysis is based on the results of the 8 experiments with 13 inputs. Two dimensions 
are included in this analysis. Firstly, we consider the distribution of partial weight for each 
of the experiments. Then we calculate the global weight for different values of 
gender/ethnicity, and try to extract the bias from the distribution of the global weight by 
the comparisons. 
  











Fig. 3. The distribution of global weight for different gender (left) and ethnicity (right) for different scenarios. 
 




























1 No 51.7 48.3 3.4 3 No 33.9 33.9 32.2 1.7 
2 Yes 79.7 20.3 59.4 4 Yes 66.2 20.3 13.5 52.7 
5 No 48.8 51.2 2.4 7 No 33.4 33.7 32.9 0.8 
6 Yes 78.1 21.9 56.2 8 Yes 65.9 19.4 14.7 51.2 
 
Partial Weight 
The distribution of partial weight for each of the experiments is shown in Fig. 3.1. 
As we can see, for unbiased experiments Scenario 1 and Scenario 5, the distribution of 
𝑔𝑒𝑛𝑑𝑒𝑟(0)and 𝑔𝑒𝑛𝑑𝑒𝑟(1)is almost the same. By contrast, for Scenario 2 and Scenario 6, 
𝑔𝑒𝑛𝑑𝑒𝑟(0)appears in high scores with higher frequency while 𝑔𝑒𝑛𝑑𝑒𝑟(1)appears mostly 
in low scores. As an example, 𝑃𝑊 ( )(𝑠𝑐𝑜𝑟𝑒𝑠(2)) is more than 15 times more than 
𝑃𝑊 ( )(𝑠𝑐𝑜𝑟𝑒𝑠(2)) in both scenarios.  
Moreover, gender information is not the only sensitive information that algorithms can 
extract from the data. By the comparisons of Scenario 3 (Scenario 7) with Scenario 4 
(Scenario 8) in Fig. 3.1, we show that the decision made by the automatic recruitment 
system is also highly influenced by the ethnicity information. 
Global Weight  
We calculate the global weights for different values of gender/ethnicity and present the 
distribution of these global weights in Fig. 3.2. 
As shown in left part of Fig. 3.2, in Scenario 1 and Scenario 5, the global weight of 
𝑔𝑒𝑛𝑑𝑒𝑟(0)(male) and 𝑔𝑒𝑛𝑑𝑒𝑟(1) (female) are almost the same, while for the Scenario 2 
and Scenario 6, those gaps are huge. The phenomenon exists in the scenarios test for 
ethnicity. 
To better understand the bias of the results, we induce the concept of the maximum 
difference (𝛥). The results are presented in Table 3.3. In Scenarios 1 and 3, where the 
datasets are unbiased, we have almost no difference in the percentage of global weight. On 




the other hand, in Scenarios 2 and 4, the impact of the bias is notorious, being larger with 
differences of 59.4% and 56.2%. The situation is held for ethnicity cases. 
3.3.2.2. Analysis 2 
For this analysis approach, we start from some statistical information of the logic programs 
learned by GULA-PRIDE. Then to answer the second problem, we show 1) the increment 
of the presence for each input after being normalized; 2) the percentage of the absolute 
increment for each input from biased experiments to its corresponding unbiased ones. The 
first one is shown by the comparison of the normalized percentage of each input, and the 
second one is shown by the distribution of a variable calculated from two corresponding 
programs. 
 
For two corresponding programs 𝑃  and  𝑃 , the frequency of attribute  𝑎 in 𝑃  is defined 
as 𝑓𝑟𝑒𝑞 (𝑎). The normalized percentage for input 𝑖 is: 
𝑁𝑃 (𝑎) = 𝑓𝑟𝑒𝑞 (𝑎)/ ∑ 𝑓𝑟𝑒𝑞 (𝑥)∈ , 
and the percentage of the absolute increment for each input from unbiased experiments to 
its corresponding biased ones is defined as: 
𝐴𝐼𝑃 , (𝑎) = (𝑓𝑟𝑒𝑞 (𝑥) − 𝑓𝑟𝑒𝑞 (𝑥))/𝑓𝑟𝑒𝑞 (𝑥). 
For the consideration of gender, we use all the experiments In Scenario 1, 2, 5, 6, totally 
44 individual experiments. For our cases, 𝑃 is the individual experiment when we 
calculate 𝑁𝑃 , and 𝑃 , 𝑃  are the biased experiment and its corresponding biased one 
when we calculate 𝐴𝐼𝑃 , . 
 
 
Fig. 4. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 3 inputs. 
 





Fig. 5. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 4 inputs. 
 
 
Fig. 6. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 5 inputs. 
 





Fig. 7. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 6 inputs. 
 
 
Fig. 8. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 7 inputs. 
 





Fig. 9. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 8 inputs. 
 
 
Fig. 10. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 9 inputs. 
 





Fig. 11. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 10 inputs. 
 
 
Fig. 12. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 11 inputs. 
 





Fig. 13. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 12 inputs. 
 
 
Fig. 14. Distributions of NP and AIP of Scenario 1 vs 2 (left) and Scenario 5 vs 6 (right) with 3 inputs. 
 
As we explained before, two kinds of graphs are presented in Fig. 3.3 to Fig. 3.13.  
Absolute Increment Percentage 
The upper two graphs show the absolute increment of each input from unbiased logic 
programs to biased ones. These graphs allow us to compare the increment among 
different inputs. 




From the vertical comparison of these graphs, we can find that, for all cases, the absolute 
increment percentage of attributes Gender grows. and this is more obvious when the 
number of inputs is less (more than 150% when only three inputs). This is because when 
there is less input, less bias is induced, the influence of Gender weakens. We can find that 
some of the attributes (language6, language3) tend to have a large increment percentage, 
we suppose that the reason is because these attributes are not individual and related to 
gender or ethnicity. This needs more experiments to verify. It can be seen also that the 
relative relevance of these attributes in the scores is quite small. Under these 
circumstances it is possible that small “real” changes are amplified. We think we should 
consider these variations more as noise than as data. 
From the horizontal comparison of the two graphs in every figure, we find that the 
distribution of absolute increment percentage of different attributes becomes more 
evenly. Also, this shows again that these logic programs are just the logically equivalent 
versions of the data. 
The distribution of absolute increment percentage for Ethnic is almost the same as 
Gender except that, in the horizontal comparison, the distributions are almost the same 
regardless of the number of inputs. 
Normalized Percentage 
The other two graphs put together the normalized presence of each input of unbiased with 
the biased ones to compare. With these graphs we can compare the relevance of each 
input’s normalized percentage and see how each input changes between the biased and 
unbiased ones. From which we can conclude that Gender/Ethnic is not the most relevant 
attribute for the total score. It has been verified by all the cases that the rank of the 
attributes is: education, language1, availability, experience, gender, recommendation, 
language2, language3, language4, language5, language6, language7, language8. For 
ethnic, the relevance of ethnic is similar to language1. These ranks are reasonable to the 
experience of practice. 
It is worthy to be mentioned that, for all the experiments with 3-12 inputs, we do not 
recalculate the scores. The main reason is that, for our case, the purpose is to try to catch 
the bias from gender/ethnic. Less inputs helps to amplify the bias of Gender/Ethnic. This 
point is also verified by our experiments. 
3.3.2.3. Conclusions 
From the two analysis approaches described in previous subsections, the answer for the 
second question is also positive.  
 
From the statistical information of the logic programs learned by GULA-PRIDE, the 
preference of a high score is different for different values of Gender/Ethnic. To be 
specific, gender(0) > gender(1) and ethnic(0) > ethnic(1) > ethnic(2). What’s more, the 
bias increases the relevance of Gender/Ethnic. 
 
The graphical study of the presence of each attribute in the conditions of the rule exhibits 
these conclusions about the process (when comparing biased and unbiased scores) 
 
● Attributes used to bias (gender and ethnicity) are not the most relevant for the 
scores. This fact has been confirmed with the author of the datasets. 




● When biasing by gender (idem. ethnicity) gender (idem. ethnicity) is the attribute 
that always (in the complete sequence of experiments) increases its presence and 
most of the time it is the one that increases the most. 
● There are a couple of attributes that increase its presence in the conditions of the 
rules when using all the input attributes but their relevance on the total score is 
small. This suggests that further experiments are needed to consider this 
increment as noise or to find a hidden relationship among them and the attributes 
used to bias the scores. 
 
To remind also that the structure of the experiments performed is designed in this way 
because we decided to see if gender (idem. ethnicity) could wholly explain the scores. 
This is not the case. We decided to use a sequence of increasing number of attributes in 
the datasets without recomputing the scores. The accuracy of the program learnt by 
GULA-PRIDE started around 80% (with 3 attributes) and got the 100% with 12 















































4. CONCLUSIONS AND FURTHER RESEARCH 
LINES 
            
This chapter reviews the contents of the previous chapters to briefly summarize the 
achievements. 
 
This research is to explore the feasibility of providing an explanation for statistical machine 
learning approaches using GULA-PRIDE, and to what extent can GULA-PRIDE extract 
the bias of the unfair statistical machine learning approaches. Our conclusion can also be 
divided by two questions.   
 
● Is it possible for GULA-PRIDE to explain what the deep learning process 
(automatic recruitment system) does? 
 
The answer to this question is positive. With the help of GULA-PRIDE, we could finally 
get a logic program from the input and output of the process in a reasonable time for each 
scenario. The rules of these logic programs show the relations between inputs and output, 
which provide an explanation for the deep learning process. What's more, the high accuracy 
also shows that these logic programs are credible.  And one of the most important 
characteristics: the theoretical basics of GULA-PRIDE ensure that the programs learnt are 
logically equivalent to the systems for the data used and that the conditions of each rule are 
minimal. These kinds of guarantees are crucial for explainable AI. 
 
● Is GULA-PRIDE able to catch the bias of the deep learning process (automatic 
recruitment system)? 
 
The answer to this question is also positive. We have two dimensions to support our point, 
which corresponds to two different approaches. 
 
1. From the statistical information (PW, GW and 𝛥) of the logic programs learned 
by GULA-PRIDE, the preference of a high score is different for different values 
of Gender/Ethnic. To be specific, gender(0) > gender(1) and ethnic(0) > 
ethnic(1) > ethnic(2), and the upper (lower) bound for biased (unbiased) scenarios 
could be as small (large) as 3.4% (51.2%). 
 
2. We define NP and AIP of a logic program, from which we conclude that: 1) 
Although Gender/Ethnic are not the most relevant attributes to scores, the bias 
increases the relevance of Gender/Ethnic compared to the unbiased scenarios; 2) 
It has been verified that the rank of the attributes is: education, language1, 
availability, experience, gender, recommendation, language2, language3, 
language4, language5, language6, language7, language8. For ethnic, the relevance 
of ethnic is similar to language1. 3) when comparing programs learnt from biased 
and unbiased datasets it is obvious the increment of occurrences of the attributes 
used to bias (gender/ethnicity) in all the scenarios. 











5. FURTHER RESEARCH LINES 
          
In this chapter, we provide a global view of completed work and some instructions 
for future works. 
 
● Improve the GULA-PRIDE to make it be empowered with prediction capabilities. 
 
As we explained in CHAPTER 3, the logic programs learned by GULA-PRIDE are 
just logically equivalent versions of the data rather than prediction models. So, the 
behavior of the logic program is similar to an over-fitted statistical machine 
learning model. GULA-PRIDE is aware of this circumstance and it is known that 
for adding prediction capabilities to the programs learnt these have to be post 
processed using domain dependent information. For the future work, we would like 
to propose a systematic way to modify the rules in this scenario.  
 
● Apply GULA-PRIDE to other practical systems to reveal the inner relationship of 
these systems.  
 
GULA-PRIDE is rather a general algorithm which could be used to analyze any 
system to reveal the inner relation of the system. For example, we could apply 
GULA-PRIDE to a corpus to reveal some relations to verify the theories from 
generative linguistics. 
 
● Increase the interpretability of the system 
 
We have observed that, although declarative, the theoretical guarantees of GULA- 
PRIDE tend to produce rules in some way complex. 
We would like to consider mechanisms to clarify them.  
One of the approaches that could be interesting are ILP systems based on first order 
logic. Their ability to invent recursive predicates could improve this aspect. 
The use of these systems could be also advisable to get predictive explanations 
because these systems are machine learning focused not only focused on 
explanations. The goal of GULA-PRIDE of generating a digital twin of a black box 
(for the inputs provided) suggests to use them to get direct explanations. 
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In Appendix A, we show the output of the GULA-PRIDE for Scenario 1 with 3 inputs. 
PRIDE output: 
FEATURE gender 0 1 
FEATURE education 0 1 2 3 4 5 
FEATURE experience 0 1 2 3 4 
TARGET scores 0 1 2 3 
  
scores(0) :- education(1), experience(1). 
scores(0) :- education(1), experience(0). 
scores(0) :- education(0), experience(1). 
scores(0) :- education(0), experience(2). 
scores(0) :- education(0), experience(0). 
scores(0) :- education(2), experience(0). 
scores(0) :- education(2), experience(1). 
scores(0) :- education(1), experience(2). 
scores(1) :- gender(0), education(0). 
scores(1) :- experience(1). 
scores(1) :- education(1), experience(2). 
scores(1) :- education(0), experience(2). 
scores(1) :- education(3), experience(2). 
scores(1) :- education(2). 
scores(1) :- gender(1), education(1). 
scores(1) :- education(3), experience(0). 
scores(1) :- education(1), experience(3). 
scores(1) :- education(4), experience(0). 
scores(1) :- education(0), experience(3). 
scores(1) :- gender(1), education(4). 
scores(1) :- education(4), experience(2). 
scores(1) :- gender(1), education(5), experience(0). 
scores(2) :- education(3), experience(2). 
scores(2) :- gender(0), education(5). 
scores(2) :- education(2), experience(2). 
scores(2) :- education(4), experience(1). 
scores(2) :- education(5), experience(2). 
scores(2) :- education(2), experience(1). 
scores(2) :- education(4), experience(2). 
scores(2) :- education(3), experience(1). 
scores(2) :- education(3), experience(3). 
scores(2) :- education(1), experience(2). 
scores(2) :- education(5), experience(1). 
scores(2) :- education(1), experience(3). 
scores(2) :- education(2), experience(3). 
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scores(2) :- education(4), experience(3). 
scores(2) :- education(5), experience(3). 
scores(3) :- education(5), experience(2). 
scores(3) :- gender(1), education(5), experience(3). 
scores(3) :- education(4), experience(3). 
 
Timing:  0:00:00.104093 
 
        DEPRECATED 
        Model accuracy: 80.21527777777777% 
 
