We consider the ferromagnetic nearest-neighbor Ising model on regular trees (Bethe lattice), which is well-known to undergo a phase transition in the absence of an external magnetic field. The behavior of the model at critical temperature can be described in terms of various critical exponents; one of them is the critical 1-arm exponent ρ, which characterizes the rate of decay of the (root) magnetization. The crucial quantity we analyze in this work is the thermal expectation of the root spin on a finite subtree, where the expected value is taken with respect to a probability measure related to the corresponding finite-volume Hamiltonian with a fixed boundary condition. The spontaneous magnetization, which is the limit of this thermal expectation in the distance between the root and the boundary (i.e. in the height of the subtree), is known to vanish at criticality. We are interested in a quantitative analysis of the rate of this convergence in terms of the critical 1-arm exponent ρ. Therefore, we rigorously prove that σ 0 + n , the thermal expectation of the root spin at the critical temperature and in the presence of the positive boundary condition, decays as σ 0 + n ≈ n 
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On Z d we consider the expected spin value σ 0 + r at the center of a ball of radius r with fixed plus spins assigned to its boundary and let r grow towards infinity. On a regular tree we can proceed analogously: Instead of a ball of radius r, we consider a subtree of height n with a plus boundary condition and look at the limit of the expected spin values σ 0 + n at the root of the tree as n converges to infinity. By Preston 14 we know that this limit -the spontaneous magnetization -vanishes at criticality, i.e lim n→∞ σ 0 + n = 0. Again, we are interested in the rate of this convergence. In Ref. 10 , the authors make an educated guess that the critical 1-arm exponent equals 1 2 on regular trees, i.e. that at criticality σ 0 + n ≈ n − 1 2 as n → ∞. Our main goal is to confirm this conjecture by a rigorous proof.
The "nice" structure of the Bethe lattice allows us to determine the critical 1-arm exponent using much simpler tools than the ones used to obtain the analogous (partial) result We fix some 0 ∈ V and call it the root of Γ d , then for all n ∈ N 0 we define the n-th generation by W n = {x ∈ V | d(0, x) = n} and the finite volume of height n by
We are interested in a modification of the Bethe lattice, such that |S(x)| = d for all x ∈ V . To obtain it, it suffices to slightly relax the regularity assumption:
is an infinite tree, such that all but one vertices have d + 1 neighbors, while vertex 0 ∈ V has d neighbors. We call this distinguished vertex the root of the tree; then we can define the sets W n , V n and S(x) just as above for the regular Cayley tree. Obviously, every vertex of Γ 
B. Ferromagnetic nearest-neighbor Ising model
In our model, spins of value +1 or −1 are assigned to every vertex of the tree. The set of all possible spin configurations on V is defined by Ω = {−1, +1}
V . For any subset U ⊂ V ,
let Ω U = {−1, +1} U denote the set of all possible configurations on U. For a configuration σ ∈ Ω U and a vertex x ∈ U, let σ x ∈ {−1, +1} denote the spin assigned to x in this configuration. For disjoint sets U and V , let σ ∈ Ω U and ω ∈ Ω V , then the concatenation of σ and ω is defined by
We define the free Hamiltonian of the ferromagnetic nearest-neighbor Ising model on the
Furthermore, using the free Hamiltonian, we define for η ∈ Ω the Hamiltonian of the ferromagnetic nearest-neighbor Ising model with boundary condition η on the volume V n by
For a positive parameter β, which is called the inverse temperature of the system, we define a probability measure on Ω Vn (Gibbs measure) by
When η ≡ +1, we speak of a plus boundary condition and write H 
(
The thermodynamic limit lim n→∞ σ 0 + n as a function of β is known as spontaneous magnetization.
C. The model at criticality
The critical inverse temperature β c is defined by
and is, as already mentioned, non-trivial by Preston 14 . Furthermore, Rozikov 15 showed that
The behavior of the Ising model at the critical temperature can best be described by An important concept of statistical physics is that such critical exponents are universal in the sense that they are invariant under various modifications of the underlying graph (even though some of those might change β c ). For example, Dommers, Giardinà and van der Hofstad 8 proved that the critical exponents β, γ and δ on random trees (as well as a class of tree-like random graphs) have the same value as on the deterministic Cayley tree. It would be interesting to see whether similar generalizations are valid for the 1-arm exponent.
D. The main result
In this work we consider the 1-arm exponent ρ, which characterizes the decay of σ 0 + n . To be more precise, we call ρ the critical 1-arm exponent, if there exist constants c, C > 0, such that
for β = β c and for all n ∈ N.
Notice that this is a fairly strong notion of a critical exponent; weaker modes of convergence have been considered in the literature.
Our main result is the following: ) n∈N 0 , we introduce the following notation:
Then, for all n ∈ N define
Theorem 2 (Recursive representation). (5) and (6):
With notation as in
We formulate this result as a theorem, because it is of great generality and of own independent value. The recursive representation can be used to analyze the spontaneous magnetization not only at criticality, but at any positive temperature. For example, using argumentation similar to the one presented in Section III, it can provide an alternative proof of (3).
The recursive relation is tailored for our analysis in Section III. However, equivalent versions of such a relation have been used in the literature. For example, it was used in Baxter's book 4 in order to derive a number of other critical exponents, and also by Bissacot, Endo and van Enter 7 in order to investigate boundary fields corresponding to compatible measures.
Proof of Theorem 2.
We rewrite the definition of σ 0 + n+1 (see (1)) by representing configurations on the finite volume V n+1 as concatenations of configurations on V n and configurations on W n+1 . We then proceed to sort the exponential terms accordingly: 
where the last equality holds by the same combinatorical argument as (⋆).
We continue this procedure inductively. We define for a ∈ {−1, +1}:
With that,
and then, by induction, for 0 < k ≤ n σ 0
In particular,
The second equality in the claim of the theorem follows immediately by a simple transformation of the last fraction.
Remark 1. Such a representation of σ 0 + n seems quite natural: The reader will notice that xn xn+yn can be interpreted as the probability of the root taking the spin value +1, yn xn+yn as the probability of −1.
Remark 2. Naturally, we can use the same procedure to find a recursive representation for regular Cayley trees. The proof would be exactly the same -up to the last step of the induction, where instead of (7) we would get
since in that case S(0) consists of d + 1 elements. We see that the recursive representation is "nicer" for the rooted Cayley tree, which is why we consider this modification of the underlying graph in the first place. Notice that considering the rooted Cayley tree as the underlying graph does not change this critical value.
With the recursive representation from Theorem 2 at hand, we can determine the critical 1-arm exponent for our model by analyzing the asymptotic behavior of ( yn xn ) n∈N 0 at criticality (i.e. for β = tanh
. That analysis is provided by the following result, which is the main ingredient to the proof of Theorem 1:
For any d ≥ 2, β = β c = tanh
) and for all n ∈ N
A. Auxiliary results
To prove Lemma 3, we want to establish four auxiliary results, which we call propositions.
The first one is not only useful for our proof, but also provides a method for efficient numerical computation of ( yn xn
Notice that the sequences (x n ) n∈N and (y n ) n∈N grow very fast in n, especially for d large, since d appears in every step of the recursion (6) as an exponent. The straightforward approach -computing x n and y n first, then determining their ratio -is thus highly inefficient and practically impossible for high values of n. Luckily, we can obtain the first n elements of ( yn xn ) n∈N directly from the starting point
-without computing x n and y n -using an iterated function, which we introduce in the following:
where b := e 2β . Furthermore, for a function f let f n be the function obtained by composing f with itself n times.
Proposition 4 (Iterated function representation).
With notation as in (9) , for all β > 0, d ≥ 2 and n ∈ N 0 :
Proof. Using some basic transformations, we get:
The following three propositions are rather technical results, which are stated in a slightly more general setting than the lemma they are used to prove.
First, we want to establish a sufficient condition on It is provided by the following result.
Proposition 5.
Let d ≥ 2, n ∈ N and k > 0, such that k 2 ≤ n. Further, let 0 < y < x. Assume:
where
Then -using notation (9) -for β = β c = tanh
, the following inequality holds:
Proof. First, notice that
Using this simple identity, for z = y x ∈ (0, 1) and an arbitrary (inverse) temperature β > 0, (11) is equivalent to
Again, this holds if and only if
yields the equivalence of (11) and
The claim of the proposition follows by the fact that K • If K By simple transformation that is again equivalent to the following inequality:
We will show that the inequality (14) holds on [1, ∞) for all d ≥ 2:
For r > 1, we can show the inequality by using another substitution:
, where 0 < z < 1. Via this substitution (14) turns into
which is equivalent to
Taking the square of both sides (which are positive under our assumptions) now yields the equivalent inequality
Multiplying this last inequality with (z d − 1) 2 , we obtain the equivalence of inequality (14) and
for all 0 < z < 1 and d ≥ 2.
To see that (15) holds, notice that for every d ≥ 2 the polynomial G d (z), which is of order 2d + 2, can be written as follows: The claim now yields inequality (17), which is equivalent to (16) , and Proposition 7
follows, since 0 < 1 − y 0 x 0 < 1.
B. Proof of Lemma 3
With these preparations at hand, we are ready to prove our primary results. First, we use the auxiliary results from Subsection III A to show Lemma 3:
Proof of Lemma 3. The claim of the theorem follows by induction over n:
• The lower bound is trivial for n ≤ ; the upper bound holds for n = 1, since
• For the inductive step, we consider the lower and the upper bounds separately.
Lower bound:
Such a choice of constants k 1 , k 2 is possible for d ≥ 2 at β = β c by Lemma 3.
Furthermore, for 0 < x < 1 we can estimate:
Combining (21) and (22), we obtain for d ≥ 2, β = β c and n > k 
