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1.1 Definición del Proyecto 
 
Nos encontramos ante la documentación del trabajo realizado por la 
autora en el Centro Europeo para la Investigación Nuclear (CERN), desde 
Enero de 2006 hasta Febrero de 2007, en concepto de Proyecto Fin de Carrera 
como alumna de la Escuela Politécnica Superior de Ferrol de la Universidad 
de A Coruña.  
 
El trabajo se desarrolló en colaboración con el Grupo de Altas Energías 
(GAES) del departamento de Física de Partículas de la Universidad de 
Santiago de Compostela, participante en el experimento LHCb y más 
concretamente involucrado en el subdetector Inner Tracker (IT). Este grupo, 
siendo el responsable del Sistema de Control del Experimento (ECS), 
decidió contar con la colaboración de la autora para su diseño e 
implementación.  
 
Así pues, la tarea a realizar consistió en el desarrollo de un Sistema de 
Control, para el detector IT, que llevase a cabo las tareas de configuración, 
monitorización y supervisión de todos los procesos implicados en la operación 
de dicho detector. Este ECS debe permitir de una forma coherente el 
funcionamiento, marcha y paro de todo el detector, o de partes de él.  
 
Para ello, se contó con un software SCADA, el PVSS II, indicado para el 
control y supervisión de sistemas industrials. El PVSS II es ampliamente 
utilizado en entornos complejos de automatización tales como túneles, 
aeropuertos, ingeniería medioambiental, alimentación de instalaciones, etc. 
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Se está documentando, por tanto, un Proyecto de Investigación y 
Desarrollo (I+D) en el marco de la comunidad científica internacional, 
innovador y de aplicación real.  
 
Supone un Proyecto innovador en cuanto no existe un modelo previo y 
muchos de los dispositivos que componen el equipamietno a controlar son 
diseños específicos para el experimento y que no poseen por tanto de un 
software anterior de control. Además, es concebido como una aplicación real 
directa pues la puesta en marcha del experimento LHCb está prevista para 
finales de 2007 y el software ECS que se expone aquí será el utilizado para el 
control del subdetector mencionado. 
 
La calidad del sistema diseñado dependerá del grado de definición que se 
dé a los procesos, es decir, cuantas más situaciones se prevean y mayor 
número de recursos se implementen, menor será el número de imprevistos y 
de errores reportados. De acuerdo a una serie de pautas establecidas por el 
equipo central de control del experimento, se pretende diseñar un sistema de 
control que coordine eficazmente el gran número de variables implicadas. 
 
El sistema comenzó teniendo un diseño manual para ir aumentando 
gradualmente a lo largo del desarrollo el grado de automatización. El 
prototipo que se presenta con este Proyecto se encuentra en un punto 
intermedio, alcanzando el grado de semiautomático. 
 
Otro de los rasgos que caracterizará a este sistema de control es que será 
distribuido. El control de la jerarquía a supervisar se distribuirá entre dos o 
más sistemas PVSS autónomos comunicados a través de la red (LAN). 
 
Por otra parte, durante el funcionamiento del experimento los operadores 
que estén al cargo de la supervisión no tienen porqué ser expertos en el 
software diseñado, por lo que el sistema diseñado deberá ser lo más sencillo e 
intuitivo posible. 
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Otra de las características perseguidas es la flexibilidad. El sistema 
diseñado tendrá que ser adaptado posteriormente (como será expuesto en las 
líneas de trabajo futuras) para otro subdetector, por lo que un diseño versátil 
facilitará la tarea. 
 
La línea seguida durante el desarrollo ha sido un proceso iterativo que se 
podría esquematizar en los siguientes pasos: 
 presentación y análisis del problema. 
 propuesta, desarrollo e implementación de una solución para un caso 
específico 
 valoración de la solución y comprobación de su validez 
 desarrollo e implementación de una solución para otro caso basándose 
en la experiencia anterior.   
 
Para el desarrollo del Proyecto se contó con una estación de trabajo con 
sistema operativo Windows, una estación de trabajo con sistema operativo 
Linux en la que estaba instalado un SPECS master y corría tanto el Servidor 
SPECS como el DNS (DIM Name Server). Además, se contó con diversos 
dispositivos muestras del equipamiento a controlar. Todo ello en laboratorios 
del CERN y de GAES. 
 
 
1.2 Estructura del Proyecto 
 
La Memoria del Proyecto estará formada por un total de diez capítulos 
que expondrán, como es habitual en los proyectos de Investigación y 
Desarrollo, tanto el planteamiento del problema como la solución adoptada y 
su implementación técnica, describiendo también las herramientas utilizadas. 
 
Así, tras este primer capítulo introductorio,  se planteará el estado actual 
de antecedentes que propician el presente Proyecto. En primer lugar se hará 
una breve introducción al CERN. A continuación se describirán los principios 
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de funcionamiento en que se basa un acelerador y se introducirá el 
experimento LHCb, haciendo mención a cada uno de los detectores que lo 
componen. Por último, se describirá el subdetector Inner Tracker para el que 
se desarrolla el sistema de control. 
 
En el capítulo tres se plantearán los objetivos que se persiguen con el 
desarrollo del Proyecto. 
 
A continuación, se hará un repaso de todas las aplicaciones que el equipo 
central responsable de los sistemas de control de todo el LHCb pone a 
disposición de los diseñadores de cada subdetector. Primero se describirá el 
programa informático utilizado, PVSS, y después una serie de aplicaciones 
que sirven de complemento al programa anterior y constituyen el conjunto de 
herramientas del Framework. Por último, se describirá el paquete FSM que 
habrá que utilizar para definir el núcleo del sistema de control.        
 
Presentado el problema y las herramientas disponibles, el capítulo cinco 
hará una descripción de todos los elementos que integran el detector y cuyo 
control y supervisión debe estar bajo la operación del sistema de control. Así, 
el capítulo seis recogerá el sistema de control diseñado para el Inner Tracker. 
El ámbito de control es subdividido en cuatro campos que definirán sendos 
dominios de control. Cualquier dispositivo integrante del equipamiento a 
controlar deberá estar incluido en uno de estos dominios. Se expondrá a lo 
largo del capítulo la implementación realizada en cada uno de ellos, así como 
el tratamiento técnico dado.  
 
Mientras en el capítulo siete se recoge el balance general del Proyecto, 
resumiendo los resultados obtenidos a lo largo del mismo, en el capítulo ocho 
se expondrán las vías de desarrollo abiertas, así como posibles mejoras o 
nuevas ideas que sería interesante tratar.  
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Para concluir, los capítulos nueve y diez recogerán las referencias 
utilizadas para documentar esta memoria y el glosario de términos utilizados a 
lo largo de la misma. 
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2.1 Acelerador LHC y experimento LHCb del CERN 
 
CERN [1] es la Organización Europea para Investigación Nuclear, el 
centro de física de partículas más importante del mundo. Es un laboratorio 
donde científicos se unen para estudiar los bloques constitutivos de la materia 
y las fuerzas que los mantienen unidos. CERN existe principalmente para 
proporcionar a estos científicos las herramientas necesarias, tales como 
aceleradores (que aceleran partículas hasta casi alcanzar la velocidad de la 
luz) y detectores (que hacen visibles dichas partículas). 
 
Fundado en 1954, [2] el laboratorio fue una de las primeras empresas que 




Figura 2.1 Estados Miembros integrantes del CERN 
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Los científicos han descubierto que todo en el universo está formado a 
partir de un pequeño número de bloques constitutivos básicos llamados 
partículas elementales, y gobernados por unas cuantas fuerzas 
fundamentales. Algunas de esas partículas son estables y forman  la materia 
normal, las otras viven durante fracciones de segundo para desintegrarse 
después en las estables. Todas ellas coexistieron durante breves instantes 
después del Big Bang. Desde entonces, sólo enormes concentraciones de 
energía, alcanzables en los aceleradores del CERN, pueden  traerlas de vuelta 
a la vida. Así, el estudio de las colisiones de partículas es como “mirar atrás 
en el tiempo”, pues se recrea el entorno existente en el origen del Universo. 
 
El CERN dirige una red de seis aceleradores de partículas y un 
decelerador. La red está diseñada en cadena; cada máquina incrementa la 
energía  del haz de partículas antes de dirigirlas a un experimento o al 
siguiente acelerador de mayor potencia. Actualmente las máquinas activas 
son: 
 
 Dos aceleradores lineales que generan partículas de baja energía para 
introducirlas en el Proton Sychrotron.   Uno es para protones y el otro 
para  iones pesados. Se conocen como Linac2 y Linac3 
respectivamente. 
 
 PS Booster, que incrementa la energía de las partículas generadas por 
los aceleradores lineales antes de que sean transferidas a los otros 
aceleradores. 
 
 Proton Sychrotron (PS) de 28 GeV. Construido en 1959, está todavía 
operativo para alimentar al más potente SPS. 
 
 Super Proton Sychrotron (SPS). Es un acelerador circular con un 
diámetro de 2 km y que empezó a funcionar en 1976. Fue diseñado 
para emitir  energía de 300GeV, que fue gradualmente aumentando 
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hasta alcanzar los 450GeV. Tenía canalización del haz de partículas 
para experimentos de objetivo fijo, fue utilizado para colisionar 
protones-antiprotones y para acelerar electrones y positrones de alta 
energía que serían introducidos en el Large Electron-Positron Collider 
(LEP). A partir de 2007 inyectará protones e iones pesados en el Large 
Hadron Collider (LHC). 
 
 On-line Isotope Mass Separador (ISOLDE). Usado para el estudio de 
núcleos inestables. Las partículas son inicialmente aceleradas en el PS 
Booster antes de entrar en el ISOLDE. Fue puesto en servicio por 
primera vez en 1967 y reconstruido con mejores actualizaciones en 
1974 y 1992. 
 
 Antiproton Decelerator (AD). Reduce la velocidad  de los antiprotones 
en un 10% de la velocidad de la luz para búsqueda en antimateria. 
 
 
2.1.1 Cómo funciona un acelerador de partículas 
 
En 1905 Albert Einstein  plasmó su famosa ecuación E=m·c2. Decía que 
la masa es una forma muy concentrada de energía. En búsqueda de esa 
energía, los físicos hacen colisionar unas partículas con otras mediante 
aceleradores. Los dos objetivos principales que persiguen son: 
 
 Descubrir lo que hay en su interior. 
 Usar la energía liberada en la colisión para transformarla en diferentes 
manifestaciones de energía. 
 
Para cada colisión, llamada suceso, el objetivo de los físicos es numerar, 
rastrear y caracterizar todas las diferentes partículas que son producidas, y 
reconstruir por completo el proceso. Sin embargo, las partículas son 
extremadamente pequeñas, demasiado pequeñas incluso para ser observadas 
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con el microscopio óptico más potente. Por tanto los físicos necesitan 
instrumentos más sensibles y más específicos, que se denominan detectores 
de partículas. Estos constan de diferentes partes, cada una de ellas capaz de 
reconocer y medir un grupo de propiedades de las partículas, tales como 
carga, masa y energía. 
 
Normalmente, un acelerador consiste en una cámara de vacío rodeada de 
una larga secuencia de bombas de vacío, imanes, cavidades de radio-
frecuencia, instrumentos de alto voltaje y circuitos electrónicos. Cada una de 
estas piezas tiene su función específica. 
 
La cámara de vacío es un tubo metálico donde el aire es 
permanentemente bombeado para asegurar que la presión residual sea lo más 
baja posible. En el interior de este tubo, las partículas son aceleradas mediante 
campos eléctricos.  
 
Amplificadores de gran potencia proporcionan intensas ondas de  radio 
que son alimentadas en el interior de estructuras resonantes, las cavidades de 
Radio-Frecuencia (RF). Cada vez que las partículas atraviesan una cavidad de 
radio frecuencia (RF),  una parte de la energía de las ondas de radio les es 
transferida y son aceleradas. 
 
Para hacer más efectivo el uso de un número limitado de cavidades de 
RF, los diseñadores del acelerador pueden forzar al haz de partículas a  
atravesar la cavidad varias veces, torciendo su trayectoria  en un bucle 
cerrado. Esta es la razón por la que la mayoría de los aceleradores serán 
circulares.   
 
Curvar la trayectoria del haz de partículas es generalmente llevado a cabo 
por el campo magnético de imanes bipolares. Esto se debe a que la fuerza 
magnética  ejercida sobre las partículas cargadas es siempre perpendicular a 
su velocidad, perfecto para torcer la trayectoria, F=q·vxB. Cuanto más 
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energética sea una partícula, mayor será la intensidad del campo necesario 
para curvar su trayectoria. Como el campo magnético máximo es limitado 
(alrededor de 2 Tesla para imanes convencionales y de 10 Tesla para los de 
superconducción), se requiere el máximo momento posible, con lo que el 
acelerador debe ser lo más largo posible.  
 
Además de curvar el haz, es también necesario enfocarlo. Al igual que 
ocurre con un haz de luz, un haz de partículas diverge si se deja libre. Enfocar 
el haz permite mantener la dimensión de su sección, de forma que el haz 
permanezca dentro de la cámara de vacío. Esto se consigue con imanes 
cuadripolares, que actúan sobre el haz de partículas cargadas, exactamente del 
mismo modo que una lente actuaría sobre un haz de luz.    
 
El complejo de aceleradores del CERN es una sucesión de máquinas 
“amplificadoras” de altas energías. Cada acelerador eleva la energía del haz de 
partículas y lo introduce en el siguiente, que lo recoge para llevarlo a una 
energía incluso superior, y así sucesivamente. El buque insignia del complejo 
será el Large Hadron Collider (LHC). 
 
Al usar aceleradores podemos hacer que una partícula (como un protón, 
por ejemplo) alcance prácticamente la velocidad de la luz (299´792´458km/s). 
Si una partícula moviéndose a esta velocidad impacta con un bloque material, 
una gran cantidad de energía será liberada. Bajo estas circunstancias extremas, 
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Figura 2.2 Complejo de aceleradores del CERN 
 
 
Después de que un haz de partículas energéticas sea creado en un 
acelerador, puede ser destruido por los átomos de un objetivo fijo o puede 
hacerse colisionar con un haz similar que llega desde la dirección opuesta. 
Basándose en estas dos posibilidades, los experimentos en el CERN se 
dividen en dos tipos principales: 
 
 Experimentos de choque/colisión. 
 Experimentos de objetivo fijo. 
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Los experimentos de objetivo fijo estudian qué ocurre cuando un haz de 
partículas interacciona con los átomos de un objetivo. En esta configuración, 
la mayor parte de la energía del haz es utilizada en el retroceso del objeto y 
sólo una pequeña fracción queda para la creación de nuevas partículas. En una 
configuración de objetivo fijo, las partículas producidas suelen viajar en el 
sentido del haz (si hay conservación del momento), de manera que los 
experimentos suelen tener detectores con forma cónica, situados aguas abajo 
de la tubería del haz. 
 
Los experimentos de colisión estudian las colisiones frontales de dos 
haces de partículas que viajan en direcciones opuestas. En este caso no se 
pierde energía de retroceso. 
 
 
2.1.2 Acelerador Large Hadron Collider (LHC) 
 
Hasta hace muy poco, cuatro grandes experimentos de colisión estuvieron 
en funcionamiento en el Large Electron Positron collider (LEP). Con sus 27 
km de circunferencia, el LEP ha sido la máquina más grande del mundo usada 
para colisionar electrones con sus pares de antimateria, los positrones. El 
acelerador LEP está siendo actualmente desmantelado y trasladado del túnel 
subterráneo para hacer sitio al Large Hadron Collider (LHC). 
 
El acelerador LHC está actualmente en construcción en el túnel circular 
de 27Km de circunferencia, situado bajo tierra a una profundidad que va de 
los 50 a los 150 metros. El túnel, de 3 metros de diámetro y revestido en 
hormigón, cruza la frontera entre Suiza y Francia en cuatro puntos, si bien la 
mayor parte de su longitud se encuentra en Francia.  
 
A lo largo del LHC viajarán dos haces de partículas en sentidos opuestos. 
Los principales elementos del LHC son 1232 dipolos de flexión. Cada dipolo 
tiene 14.3 metros de longitud y contiene dos tubos de vacío, uno para cada haz 
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de partículas. El campo magnético (8.4T) necesario para curvar la trayectoria 
del haz, es generado por una corriente de 11700A que fluye en bovinas 
superconductivas operando a 1.9K y que rodean los tubos de vacío.  
 
 
Figura 2.3 Esquema del par de tubos para cada haz de partículas, rodeado por las 
bovinas. Se muestran además las líneas del campo magnético. 
 
Los dos tubos encerrados por las bovinas superconductoras son enfriados 
con helio líquido. Cada tubo contiene un haz de protones, los cuales viajarán 
en direcciones opuestas alrededor del anillo. Además, se usarán más imanes 
para dirigir los haces a cuatro puntos de intersección, donde tendrán lugar las 
interacciones entre ellos. En estos cuatro puntos se llevarán a cabo 4 
experimentos diferentes. 
 
Cada protón tendrá una energía de 7 TeV, dando una energía total de 
colisión de 14 TeV. Se necesitarán 90 microsegundos para que un solo protón 
de una vuelta completa alrededor del anillo. Más que producir un haz 
continuo, los protones serán inyectados en el acelerador en aproximadamente 
2800 grupos de 1.15x1011 partículas. De este modo, las interacciones entre los 
dos haces tendrán lugar a intervalos discretos de 25ns. 
 
Como ya se introdujo, para alcanzar los altos niveles de energía del haz 
de partículas del LHC, las partículas pasarán primero por otros detectores 
concatenados. Este sistema de incremento sucesivo de los niveles energéticos 
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de las partículas, y que puede verse en la figura 2.2, es el siguiente: el PS 
consiste en dos aceleradores lineales que generan 50 MeV; el Proton 
Synchrotron Booster (PSB) produce 1,4 GeV y el Proton Synchrotron Ring 
(PSR) 26 GeV. El Low-Energy Inyector Ring (LEIR) se usará para almacenar 
iones y como unidad de enfriamiento. EL AD producirá un haz de 
antiprotones a 2 GeV, después de haberlos refrigerado desde los 3,57 GeV. 
Finalmente el SPS puede utilizarse para aumentar la energía de los protones 
hasta los 450 GeV.  
 
Como ya se dijo, la mayor parte de la trayectoria de las partículas se 
realiza alrededor del anillo en los dos tubos de vacío separados. Pero en cuatro 
puntos determinados, se les hace colisionar en el centro de los principales 
experimentos. Estos están situados bajo tierra, en amplias cavernas excavadas 
en los puntos de intersección a lo largo del LHC. 
 




Figura 2.4 Principales experimentos del LHC 
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2.1.3 Experimento LHCb 
 
El Universo comenzó a formarse hace alrededor de 13,7 billones de años 
como una amalgama de energía y partículas densa, homogénea y a altas 
temperaturas. La energía se transformó en partículas de materia y antimateria. 
Como pares materia-antimateria, las partículas que colisionasen se 
aniquilaban una a la otra, transformándose de nuevo en energía. Durante un 
breve período de tiempo existió un balance perfecto, o simetría, entre materia 
y antimateria. Sin embargo, como el Universo se expandió y se enfrió, se 
desencadenaron una serie de cambios drásticos en su composición, de manera 
que poco tiempo después del nacimiento del Universo las partículas 
adquirieron sus masas características y tuvo que producirse un fenómeno que 
diferenciara la materia de la antimateria y causara la asimetría entre las dos. 
 
El LHC [3] acelerará las partículas hasta alcanzar tal energía, de forma 
que las colisiones entre estas partículas, registradas por el LHCb, sean una 
réplica de las condiciones que existían cuando el Universo tenía de edad tan 
sólo una centésima de billón de segundo. Las medidas que lleve a cabo el 
LHCb servirán para explicar cómo es que la naturaleza da preferencia a la 
materia frente a la antimateria. 
 
El experimento LHCb está diseñado para explotar la gran sección eficaz 
de producción de pares de quarks antibeauty-beauty (bb-). La gran 
producción de estos pares, así como de mesones Dd, Bs y Bc, junto con las 
capacidades de identificación de partículas únicas del detector LHCb, 
permitirán al experimento llevar a cabo medidas sensibles de esta asimetría 
que se acaba de introducir, conocida como violación CP.  
 
Ya que los pares de quark antibeauty-beauty producidos en cada colisión 
en el LHC viajan cerca del acelerador, a ángulos pequeños con respecto del 
eje del haz de partículas, el detector LHCb ha sido diseñado como una serie de 
detectores montados cerca del acelerador, uno detrás de otro y con una 
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longitud de aproximadamente 20 metros. Así, el LHCb es un espectrómetro de 
un solo brazo. Su aceptancia se extiende a los 300mrad en el plano horizontal 
y a 250mrad en el vertical.   
 
Cada detector que integra el LHCb estará especializado en la medida de 
un aspecto diferente de lo que pasa en la colisión de partículas. En conjunto, el 
detector LHCb proporcionará información sobre la trayectoria, la identidad, el 
momento y la energía de cada partícula producida en las colisiones. El LHCb 
trabaja con los siguientes bloques de identificación:  
 
 Tracking: se graba la topología de la reacción de la partícula usando 
estaciones de seguimiento, tracking. LHCb consta de cuatro 
detectores trackers: VErtex Locator (VELO), Silicon Tracker (ST), 
Outer Tracker (OT) y cámara de muones (MUON).  
 
 Energía: la  energía de cada particular es registrada usando 
calorímetros. El sistema de calorímetros del LHCb consiste en un 
PreShower (PS) y un detector Scintillator Pad, seguido de un 
calorímetro electromagnético, Electromagnetic CALorimeter (ECAL) 
y un calorímetro de hadrones, Hadron CALorimeter (HCAL). 
 
 Momento: El momento de cada partícula cargada es obtenido 
midiendo la curvatura de su trayectoria, según lo grabado por los 
detectores de tracking, en un campo magnético.   
 
 Identificación: Las partículas son identificadas por las señales que 
dejan a su paso en diferentes tipos de detectores. La identificación de 
partículas en el LHCb está basada en los detectores Vertex Locator, 
dos detectores Ring Imaging CHerenkov (RICH1 y RICH2), los 
calorímetros y las cámaras de muones. Mientras que los detectores de 
tracking también proporcionan pistas. 
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Figura 2.5 Detectores que componen el experimento LHCb 
 
 
El Silicon Tracker está integrado por el Trigger Tracker (TT) y por el 
Inner Tracker (IT): 
 
 El TT está basado en detectores de micropistas de silíceo y tiene la 
tarea de seguir partículas con momento bajo que son arrojadas fuera de 
la aceptancia del experimento por campos magnéticos, tales que no 
sean detectadas por el Inner Tracker o por el Outer Tracker.  
 
 Las tres estaciones del IT también están basadas en detectores de 
micropistas de silíceo y tiene por tarea de detectar la trayectoria de las 
partículas que vuelan próximas a la tubería del haz de partículas. 
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2.2 Subdetector Inner Tracker del experimento LHCb 
 
 
El Inner Tracker (IT) [4] es un detector de micropistas de silicio, basado 
en sensores de tecnología de silicio. Básicamente, estos sensores consisten en 
un sustrato de silicio tipo n con implantes en forma de micropistas tipo p+, de 
una sola cara, espesor de 320μm y distancia entre pistas (los implantes tipo 
p+) de aproximadamente 200μm. Los sensores de silicio miden 11cm de largo 
y 7,8cm de ancho y están ensamblados en módulos (a partir de ahora los 
llamaremos Ladders) de 11cm (Ladders de un solo sensor) y 22cm de largo 
(los de dos sensores) conectados en uno de los extremos a la electrónica de 
lectura, también conocida como Híbrido. 
 
En cada una de las estaciones de Tracking T1-T3, el Inner Tracker cubre 
un área transversal alrededor de la tubería para el haz de partículas (a partir de 
ahora designada como Beam Pipe). Cada estación consiste en cuatro cajas de 
detección independientes (a partir de ahora Detector Box) situadas arriba, 
abajo y a ambos lados de la Beam Pipe. Una Detector Box contiene cuatro 
planos de detección con pistas de lectura verticales o semiverticales y a su 
vez, cada plano de detección está formado por siete módulos colocados uno al 
lado del otro. Los módulos de un solo sensor se utilizan en las Detector Box 
superior e inferior, mientras que los módulos de dos sensores corresponden a 
las laterales. 
 
Los Ladders de una Detector Box (4 capas con siete ladders cada una) 
están montados sobre dos soportes de forma tubular rectangular huecos, a 
través de los cuales circulará el líquido refrigerador que disipará el calor 
generado por los chips de lectura FrontEnd y también por los sensores de 
silicio. Estos soportes refrigeradores también definen el alineamiento 
mecánico y la toma de tierra común de los módulos. Cada Detector Box está 
construida de forma que su cubierta exterior proporciona a su vez aislamiento 
térmico, óptico y electromagnético.  
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En cada colisión de protones se desprenderán partículas que, a su vez, 
atravesarán el detector. Cada vez que una de estas partículas impacte con el 
detector se tendrá un dato. Los chips de lectura FrontEnd muestrean estos 
datos a la frecuencia de cruce del haz del LHC, 40MHz, y los almacena en un 
pipeline analógico durante el período de latencia establecido para que el nivel 
0 de trigger (L0 trigger) tome una decisión positiva o negativa sobre la 
validez de los datos de cada colisión. Este período de latencia está estimado en 
menos de 4us y todo el experimento se ha desarrollado teniendo en cuenta este 
valor.  
 
Tras una aceptación del L0, esto es, la electrónica del nivel de L0 ha 
tomado una decisión positiva sobre la validez del evento, los datos analógicos 
son leídos y transmitidos a través de cables analógicos de cobre de 
aproximadamente 5 metros de longitud hasta la electrónica localizada en las  
Service Box, situadas fuera de la aceptancia del experimento. Aquí los datos 
son digitalizados y luego transmitidos, a través de fibras ópticas de 100 
metros, al conocido como nivel 1 de electrónica, situado en las barracas de 
electrónica del LHCb.  
 
Las tarjetas electrónicas del nivel 1 actúan como interfaz del sistema de 
adquisición de datos de LHCb. Así, las tarjetas TELL1 llevan a cabo 
deserialización de los datos, filtrado de ruido y supresión de ceros 
(eliminación de los datos con valor nulo), seguido de la transmisión de los 
datos comprimidos a la granja de datos. 
 
 
2.2.1 Disposición de las estaciones 
 
Las tres estaciones de Tracking están situadas en posiciones equidistantes 
a lo largo de la Beam Pipe entre la cara en sentido descendente del Magnet y 
la ventana de entrada del RICH2. 
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Como ya se mencionó, cada estación de Tracking consiste en cuatro 
planos de detección con una topología “xuvx”. Los dos planos-x tienen 
microstrips de detección verticales, mientras que las capas-u y -v tienen 
células de detección rotadas en el sentido de las agujas del reloj y en sentido 
opuesto respectivamente, un ángulo de 5º. En la figura 2.6 se muestran las 
disposiciones del plano de detección –x y de los planos estéreo –u o –v. 
 
Figura 2.6 Disposición de las capas –x (izquierda) y estéreo (derecha). Las 
dimensiones se dan en cm y se refieren a la superficie sensible cubierta por el IT. 
 
   Esta disposición proporciona una medida precisa de las coordenadas de 
la traza por donde pasó la partícula, la huella, para la determinación del 
momento en el plano de flexión del Magnet y suficiente resolución para el 
reconocimiento de patrones en la coordenada vertical. 
 
En la figura 2.7 (izquierda) se muestra un alzado de una estación de 
Tracking, indicando los elementos sensibles del detector y las dimensiones 
generales del área activa. Se muestran las cuatro cajas del Inner Tracker 
cubriendo un área transversal alrededor del hueco central por el que la Beam 
Pipe atravesará el detector. El resto de la aceptancia está cubierto por los 
módulos de tubos de gas del Outer Tracker. El IT cubre solamente el 1,3% de 
la superficie sensible de la estación de Tracking, pero aproximadamente el 
20% de todas las partículas cargadas que se originan en las proximidades del 
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Figura 2.7 Alzado (izquierda) y vista en planta (derecha) de una estación de 
Tracking. (Dimensiones en cm.) 
 
La disposición de los detectores a lo largo de la Beam Pipe del LHC está 
indicada en la figura anterior (derecha), que muestra una vista en planta de 
una estación de Tracking. La región de interacción pp se sitúa a la izquierda. 
Como se puede ver, las Detector Box del IT están posicionadas aguas arriba 
de las cuatro capas de detección del Outer Tracker; y a su vez, las cajas 
laterales del IT (las que se sitúan a ambos lados de la Beam Pipe) están 
posicionadas aguas arriba de las cajas superior e inferior. Los elementos 
sensibles de las diferentes cajas del IT se superponen entre sí, y con los 
módulos adyacentes del OT en ambas direcciones, horizontal y vertical, para 
garantizar que se cubre la totalidad de la aceptancia y permitir el alineamiento 
relativo de los detectores usando raíles compartidos. 
 
 
2.2.2 Detector Boxes 
 
Cada Detector Box contiene 28 módulos de silicio distribuidos en cuatro 
planos de detección. Los módulos pertenecientes a un mismo plano de 
detección están escalonados por parejas. Módulos adyacentes se solapan unos 
milímetros para asegurar cubrir la aceptancia completa y facilitar el 
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alineamiento relativo de los módulos usando marcas de raíles compartidos. 
Los sensores se orientarán de forma que sus caras miren alternativamente 
aguas arriba y aguas abajo del haz, permitiendo así la mínima distancia de 











    
Figura 2.8 Vista isométrica de una Detector Box (izquierda). 
Detalle de una Detector Box (derecha). 
 
En la figura 2.8 (derecha) se enseña una vista isométrica de las Detector 
Box laterales, ensambladas a partir de módulos de dos sensores. Las cajas 
superior e inferior son similares excepto por el hecho de que los módulos 
usados sean de un solo sensor y que el recinto de la caja sea por tanto más 
bajo. 
 
 Todos los módulos están montados en dos soportes, con forma tubular 
rectangular huecos, de refrigeración común. Este soporte se mantendrá a una 
temperatura de aproximadamente -10ºC con el propósito de disipar el calor 
generado por los chips de lectura FrontEnd y para refrigerar los sensores de 
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silicio. Como agente refrigerante se utilizará C6F14 líquido, circulando por una 
tubería de refrigeración unida al soporte. La temperatura ambiente dentro del 
volumen de la caja será aproximadamente de 5ºC y la caja será continuamente 
purificada con un flujo de aire seco o de nitrógeno con motivo de evitar la 
condensación. 
 
En el soporte de refrigeración se utilizarán huecos de alineamiento para el 
posicionamiento preciso de los módulos. Estos son fijados al soporte por 
medio de “balcones” individuales. Los balcones son una parte integral de los 
módulos de silicio y serán descritos a continuación. Tanto el soporte de 
refrigeración como los balcones, deben ser piezas mecanizadas con precisión 
que exhiban excelente conductividad térmica y estar echas con materiales 
ligeros.  
 
El soporte de refrigeración está montado sobre una placa de cubierta que 
aporta rigidez estructural a la caja y soporta el peso del soporte de 
refrigeración y de los módulos. Todas las entradas para alimentación eléctrica 
y líneas de refrigeración estarán integradas en esta placa de cubierta. Una capa 
adicional de aislamiento es insertada entre la placa de cubierta y el soporte de 
refrigeración. Esto reduce el gradiente de temperatura a través de la placa de 
cubierta a tan solo unos grados centígrados y simplifica el diseño de las 
entradas de alimentación. Esto último descrito se puede comprender mejor 
observando la figura 2.8 (derecha), en la que se muestra un detalle de la parte 
superior de la Detector Box. 
 
La Detector Box se aloja en un recinto hecho con materiales ligeros, que 
se monta contra la placa de cubierta y proporciona aislamiento térmico, óptico 
y electromagnético. Las Detector Box situadas por debajo de la Beam Pipe 
serán montadas del revés (“boca abajo”), tal que los Híbridos de lectura, la 
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Figura 2.9 Las cuatro Detector Box integrantes de una estación de Tracking  
 
 
2.2.3 Módulos de Silicio, Ladders 
 
Los parámetros generales que caracterizan los sensores de micropistas de 
silicio de una sola cara se recogen en la Error! Not a valid link.. Sus dimensiones 
generales fueron optimizadas para satisfacer los requerimientos de aceptancia 
del Inner Tracker y explotar completamente la superficie útil del sustrato de 
silicio de 11cm a partir de las cuales están formados. El número de pistas de 
lectura fue escogido para converger con la granularidad de los 128 canales del 
chip de lectura FrontEnd. 
 
Tecnología p+ -sobre- n 
Grosor 320 μm 
Dimensiones físicas 110 mm x 78 mm 
Longitud de las pistas de lectura 108 mm 
Número de pistas de lectura 384 
Distancia entre pistas de lectura 198 μm 
Tabla 1 Parámetros básicos de los sensores de silicio 
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Los módulos de detección consisten en uno o dos sensores de silicio 
montados en una lámina soporte con forma de U. En la figura 2.10 se 
muestran las vistas de un módulo de dos sensores de silicio. Un módulo de un 
solo sensor es similar, excepto que la lámina soporte es más corta y lleva un 
único sensor. Como se puede ver en la figura, los sensores de un módulo 
doble (con dos sensores) están montados borde con borde y no solapan. La 
región insensible entre los sensores es menor que 2 mm. 
 
La lámina soporte está hecha de una fibra de carbono de conductividad 
térmica alta, aporta rigidez mecánica al módulo y proporciona refrigerado a 
los sensores de silicio. Unos orificios de precisión realizados en la lámina 
permiten el montaje exacto de ésta en el balcón. El balcón proporciona el 
contacto térmico y mecánico con la placa de refrigeración descrita 
anteriormente. Pines guía aseguran la fijación exacta del soporte de fibra de 
carbono en el balcón, y del balcón en la placa de refrigeración. 
 
 
Figura 2.10 Vistas de un módulo de dos sensores de silicio 
 
El balcón también actúa como disipador de calor para los chips de lectura 
FrontEnd. Tres chips de lectura están montados en un híbrido, que va pegado 
en un fino substrato. Este substrato va montado directamente sobre el balcón. 
Se evita así un contacto térmico directo entre el substrato y la balda soporte de 
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fibra de carbono, previniendo posibles flujos de calor desde el híbrido a los 
sensores de silicio. Las pistas (paths) de entrada de los chips de lectura son 
directamente microsoldados a un adaptador que proporciona el interfaz 
eléctrico a los sensores de silicio. 
 
El híbrido se extiende en una cola (no mostrada en la figura 2.10) que 
conecta todas las señales y líneas de control a la placa de cubierta en la parte 
superior de la Detector Box como se muestra en la figura 2.11. El soporte de 
refrigeración contiene finas hendiduras en la posición de cada sensor de 
silíceo, a través de las cuales pasan las colas del híbrido. Estas son guiadas 
alrededor de la capa de aislamiento y son insertadas en conectores en la placa 





Figura 2.11. Vista isométrica de un módulo de dos sensores (no se muestran los 2 
sensores) Sección vertical de una Detector Box, guiado de las colas del híbrido a la 
balda de cubierta (derecha). 
 
 
2.2.4 Electrónica de lectura 
 
A continuación se hará una breve exposición del esquema de lectura del 
Inner Tracker, mostrado en la figura 2.12. 
 
El chip FrontEnd Beetle fue diseñado a medida para el LHCb con 
tecnología CMOS de 25 μm y resistente a la radiación. El chip opera a una 
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tasa de muestreo de 40MHz. Incorpora 128 canales de preamplificadores 
rápidos, seguidos de una línea analógica (pipeline) en la que los datos son 
almacenados durante el período de latencia prefijado del Level-0 trigger del 
LHCb. Tras una aceptación del L0 trigger, 32 señales analógicas son 
transmitidas a través de cada uno de los cuatro puertos de salida analógicos. 
 
El chip FrontEnd fue optimizado en velocidad y comportamiento al ruido 
con motivo de hacer frente a las grandes capacidades de carga dadas por las 
pistas de lectura de 22cm de los módulos del IT. Un parámetro clave para la 
caracterización de la forma de la señal es el residuo de la señal 25ns después 
del máximo, es decir, hasta el próximo choque de haces en el LHC (próximo 
evento). Esto determina la probabilidad con la que una señal del detector 
generada por una partícula proveniente del choque de haces anterior puede 
pasar los algoritmos  y conducir a un evento “fantasma”. Por otra parte, 
formas de señales más rápidas implican mayor ruido. Se requiere así de un 
diseño cuidadoso de los amplificadores FrontEnd y de la optimización de sus 
parámetros de operación.  
 
Cada módulo del detector Ladder consta de tres chips Beetle sobre un 
híbrido de cuatro capas de kapton. Como ya se mostró, el híbrido incorpora 
una cola que se conecta a una tarjeta interfaz en la placa de cubierta de la 
Detector Box. Aquí, las señales analógicas son redistribuidas y más tarde 
transmitidas por cables multicanal de aproximadamente 5m de longitud, a un 
Service Box situada en la base de la estructura del sistema de Tracking, fuera 
de la aceptancia del experimento. En esta Service Box, las señales analógicas 
de cada Beetle serán digitalizadas usando cuatro canales FADC paralelos de 
8bit, y a continuación serializadas por un chip Gigabit Optical Link (GOL) del 
CERN. Los datos de 12 chips GOL, correspondientes a cuatro módulos de 
silicio, serán enviados a un transmisor óptico VCSEL y transmitidos a través 
de un cable de fibra óptica  de 12 fibras paralelas de 100 metros de longitud a 
la electrónica de nivel 1 situada en la barraca de electrónica del LHCb.  
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Figura 2.12 Bosquejo del esquema de lectura del IT 
 
Cada tarjeta del nivel 1 de electrónica recibirá los datos de dos cables de 
12 fibras, correspondientes a los datos de ocho módulos. La electrónica de 
nivel 1 realizará deserialización de los datos, filtrado de ruido y supresión de 
ceros (eliminación de los datos con valor nulo). Tras ello, los datos 
comprimidos son transmitidos al sistema de adquisición de datos (DAQ).   
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3 Objeto del Proyecto 
 
El presente Documento tiene por objeto describir completamente el 
primer prototipo del Sistema de Control del Experimento para el 
subdetector Inner Tracker  (IT-ECS). Se pretende exponer a lo largo del 
Proyecto el desarrollo llevado a cabo en el diseño del IT-ECS, así como las 
premisas de partida y las herramientas que se tuvieron a disposición. El 
Proyecto recogerá la implementación del prototipo y el tratamiento dado a los 
problemas surgidos, sirviendo así como memoria justificativa de las 
soluciones adoptadas. 
 
Este Proyecto es desarrollado como integrante de la colaboración del 
Silicon Tracker, constituida por los subdetectores Inner Tracker y Trigger 
Tracker (TT). Como se expondrá en el capítulo de líneas futuras, está previsto 
desarrollar un Sistema de Control del Experimento para el TT (TT-ECS). Por 
este motivo también es objeto del presente Proyecto el servir de plantilla para 
un posterior desarrollo del TT-ECS. Así, durante todo el desarrollo del IT-
ECS se tuvo este hecho en cuenta y se intentaron buscar soluciones lo más 
versátiles posibles.  
 
Además, previa traducción al inglés (uno de los idiomas oficiales del 
CERN), será publicado como nota interna en dicho organismo, convirtiéndose 
de esta forma en la documentación técnica que acompañe al software del 
Proyecto. 
 
Por otra parte, este primer prototipo del sistema de control del Inner 
Tracker es el fruto del trabajo desarrollado por la autora durante su 
colaboración con el Grupo de Altas Energías (GAES) del departamento de 
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Física de Partículas de la Universidad de Santiago de Compostela y que, 
recogido en este documento, constituye su Proyecto Fin de Carrera.  Así pues, 
es también objeto de este Proyecto otorgar a la autora el título de Ingeniero 
Industrial, previa presentación y defensa en la Escuela Politécnica Superior de 
Ferrol.
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El Sistema de Control del Experimento (ECS) [5] [6] llevará a cabo la 
configuración, monitorización y operación de todo el equipo experimental 
implicado en las diferentes actividades del experimento. Estas actividades se 
distribuyen en las siguientes categorías: 
 
• Infraestructura del detector o sistema de control del detector (DCS). 
Abarca todos los componentes relacionados con el llamado “control 
lento”: monitorización del estado de sensores; de las medidas de 
temperatura, presión y humedad; y la supervisión del sistema de 
refrigeración, del sistema de gas y de las fuentes de alimentación de baja 
tensión. 
 
• Adquisición de datos y trigger (DAQ). Engloba el control de todos los 
dispositivos utilizados para la adquisición y el filtrado de datos: 
electrónica FrontEnd, buffer de datos como la tarjeta TELL1, tarjetas de 
trigger y programas de filtrado y almacenado. 
 
• Infraestructura del DAQ (DAQI). Incluye todos los componentes que 
suministran alimentación y recursos de red y computación necesarios para 
el funcionamiento del DAQ. Fuentes de alimentación de las tarjetas 
FrontEnd y TELL1, y las redes de comunicación para el control y 
transporte de datos. 
 
• Alimentación de alta tensión (HV). Incluye las fuentes de alimentación de 
alta tensión. 
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• Interacción con el mundo exterior: acelerador LHC, sistema de seguridad 




Figura 4.1 Interacción del ECS con los sistemas adyacentes 
 
El Sistema de Control del Experimento (ECS) de LHCb estará constituido 
por los sistemas de control de los distintos subdetectores, a su vez integrados  
por desarrollos tanto propios como los realizados por el equipo central del 
experimento. 
 
En este punto es necesario mencionar la diferencia entre diseñador y 
operador: mientras el diseñador es el experto que desarrolla y define el ECS, 
el operador será el que “vigile” los controles durante la operación del 
experimento. 
 
Para evitar errores del operador y agilizar procedimientos estándar, el 
diseño del sistema debe buscar la máxima automatización posible; es decir, no 
debe ser necesaria la intervención del operador durante los modos de 
funcionamiento estándar, incluyendo, en la medida de lo posible, la 
recuperación automática desde estados de error. 
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Cuando la automatización completa no sea posible, el sistema debe ser 
intuitivo y fácil de usar, ya que los operadores no serán expertos del sistema 
de control. Es por ello que el diseño final deba satisfacer unas líneas base 
establecidas por el equipo central responsable del ECS en LHCb. 
 
Este equipo, además, provee a los grupos encargados del desarrollo del 
ECS de los distintos subdetectores, de un Framework común que ayuda a 
implementar las funciones específicas de control en cada uno de los dominios 
de actividad antes mencionados. 
 
El sistema de control está basado en un sistema SCADA llamado PVSS 
II, cuyas características expondremos a continuación. 
 
 
4.1 Sistema SCADA: PVSS 
 
Los sistemas SCADA, acrónimo de Supervisory Control and Data 
Adquisition (en español, Control Supervisor y Adquisición de Datos) son 
paquetes de software comercial usados extensivamente en industria para la 
supervisión y el control de los procesos industriales, de forma automatizada y 
en tiempo real. Proporcionan comunicación con los dispositivos de campo 
(controladores autónomos, autómatas programables,  etc.) y con otros usuarios 
(redes locales y de gestión), siendo esta comunicación totalmente transparente 
al usuario. Además, registran toda la información que se genera en el proceso, 
poniéndola a disposición de los distintos usuarios (tanto del mismo nivel 
como de otros niveles de control). 
 
Los sistemas SCADA poseen una arquitectura flexible, distribuida y 
abierta que permite realizar diseños específicos para un área de aplicación 
determinada, lo que justifica su aplicación en una amplia variedad de 
dominios industriales.  
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Las funcionalidades básicas de los sistemas SCADA pueden ser 
resumidas como sigue: 
• Adquisición de datos 
• Registro y archivo de datos 
• Tratamiento de alarmas  
• Mecanismo de control de acceso 
• Interfaces de usuario 
 
Junto a este conjunto estándar, los sistemas SCADA también 
proporcionan una Interfaz de Programación Aplicada (API) para permitir la 
integración con otras aplicaciones o sistemas de software. El lenguaje de 
programación utilizado suele ser uno de uso general (C, Pascal, Basic) o muy 
similar, lo cual confiere una potencia muy elevada y una gran versatilidad.  
 
Aunque hay excepciones, la mayoría de los sistemas SCADA operan 
actualmente bajo plataformas Intel bajo Windows, principalmente NT, aunque 
cada vez más fabricantes están adaptando los sistemas para soportar también 
CE. Por otra parte, estos sisemas también están preparados para trabajar en 
entornos Linux, si bien los entornos gráficos pierden calidad. 
 
PVSS [7], abreviatura alemana de Visualización del proceso y sistema 
de control, es un SCADA industrial de la compañía austriaca ETM, diseñado 
para el campo de la ingeniería de automatización. Su principal aplicación está 
en la operación y supervisión de instalaciones técnicas utilizando interfaces de 
usuario con capacidades gráficas completas.  
 
Conjuntamente con la visualización del estado actual del proceso, esta 
aplicación transfiere comandos y valores de entrada al proceso y a los 
dispositivos de control. Esta interacción la lleva a cabo el operador usando el 
teclado, ratón o cualquier otro periférico convencional de entrada-salida, 
apareciendo en la pantalla la inmediata respuesta. Otras funciones básicas que 
incluye el software son alertar al operador cuando se alcanzan estados críticos 
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o se exceden límites predefinidos, así como el archivado de datos para 
posterior análisis.   
 
Resumiendo, PVSS es el software de supervisión para el centro de 
control. Como plataforma hardware se utilizan PCs servidores y estaciones de 
trabajo, que junto con los dispositivos de control y regulación además de los 






 PVSS tiene un diseño altamente modular. Las funciones requeridas 
son realizadas por módulos funcionales diseñados específicamente para las 
diferentes tareas. Estos módulos son llamados managers y son procesos 
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Figura 4.2 Managers que integran un sistema PVSS 
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Las funciones de los managers más importantes, mostrados en la 
figura 4.2, son explicadas brevemente a continuación. Este diagrama muestra 
una configuración muy simple. En la práctica esta configuración estará 
integrada también por otros tipos de managers.  
 
4.1.1.1 Interfaz del proceso 
 
Los módulos interfaz de proceso, llamados Drivers (D), forman el 
nivel más bajo de un sistema PVSS. Son programas especiales que se 
encargan de la comunicación entre el control del proceso y el nivel de 
dispositivos de campo. Como las formas posibles de comunicación con los 
dispositivos de telecontrol varían ampliamente, hay diferentes Drivers entre 
los que elegir. Dicho de forma sencilla, el Driver es un módulo que convierte 
un protocolo específico en la forma de comunicación usada internamente por 
PVSS. El Driver lee estados online, valores de medidas o lecturas de 
contadores de campo, y pasa comandos y valores a los controladores. 
 
4.1.1.2 Imagen del proceso, historia 
 
La unidad central de procesado en PVSS es el Event Manager (EM). 
Este módulo mantiene la imagen actual de todas las variables del proceso en 
la memoria; cualquier otra unidad funcional (manager) que quiera acceder a 
los datos, recibirá la información de la imagen de proceso a través del Event 
Manager y no tendrá que comunicarse directamente con el dispositivo de 
control. De la misma manera, un comando desde la estación de control será 
considerado, en primer lugar, como un cambio de valor en la imagen de 
proceso del EM y, posteriormente, el Driver correspondiente reenviará de 
forma automática el nuevo valor al dispositivo indicado.  
 
El Event Manager es un distribuidor central de información, el centro 
de comunicación dentro de PVSS. Adicionalmente, este manager lleva a cabo 
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el tratamiento de alarmas y ofrece la posibilidad de realizar diferentes 
funciones de cálculo autónomamente. 
 
El Data Manager se sitúa al lado del Event Manager. Constituye el 
nexo de unión con la base de datos. No sólo se encarga de que los datos de 
configuración de una aplicación sean salvados en tal base de datos, sino 
también del archivado de los cambios de valor y alertas. Cuando 
posteriormente el usuario quiera recuperar datos históricos (archivados), el 
Data Manager trata esta solicitud y no la base de datos directamente. 
 
4.1.1.3 Procesado, Control 
 
PVSS incluye diversas opciones para implementar algoritmos y rutinas 
de procesado propios. Los dos métodos principales son el lenguaje interno 
Control (CTRL) y la Interfaz de Programación de Aplicaciones (API). 
 
CTRL es un lenguaje de scripts muy potente, cuyo código es 
interpretado de forma que no se necesita compilación. Tiene la misma sintaxis 
que ANSI-C, con alguna modificación, siendo un lenguaje avanzado de alto 
nivel con capacidad multi-hilo. Este lenguaje proporciona una librería de 
funciones útiles para tareas en control y visualización de procesos. CTRL 
puede usarse como un proceso autónomo (Control manager) para la 
animación y configuración de las interfaces de usuario (User Interface 
Manager, UI) o para el procesado basado en datos/objetos estandarizados 
(Event Manager). 
  
API es la manera más potente de añadir funciones extra. Está 
implementada como una librería C++ de clases y permite al desarrollador de 
software implementar funciones a medida como managers autónomos 
(sistemas de predicción, simuladores, herramientas de diseño, etc). 
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4.1.1.4 Visualización, Operación 
 
 Los User Interface Manager (UI) son la interfaz con el operador. 
Incluye un editor gráfico (GEDI), un editor de la base de datos (PARA) y la 
interfaz general de usuario (Native Vision, NV). En la interfaz de usuario se 
muestran valores, se editan comandos o se visualizan alarmas en la lista de 
alertas. Las gráficas de tendencia y los informes también se incluyen 
normalmente en el UI. En PVSS, el software de interacción con el usuario 
corre completamente separado del procesado ejecutado en el background; 
simplemente brinda una ventana a los datos actuales de la imagen de proceso 
o a los datos archivados en el historial. 
 
 
4.1.2 Arquitectura Cliente-Servidor. Comunicación, 
orientación a Eventos. 
 
Los managers interactúan como en una verdadera arquitectura cliente-
servidor. Esto implica que los servidores ejecutan sus tareas de procesado y 
proporcionan datos independientemente del cliente. En este modelo, los 
servidores son los proveedores de información.  
 
Dicho de forma muy sencilla, un cliente es el recipiente o consumidor 
de la información que es recibida del servidor. Esto es con frecuencia descrito 
como una relación productor-consumidor. Todas las relaciones de 
comunicación entre managers siguen este principio. 
 
En PVSS, el procesado de datos y la comunicación entre los procesos 
individuales (managers) son normalmente llevadas a cabo puramente en una 
base orientada a eventos. Esto significa que el procesado espontáneo 
(inmediato) o la transferencia de un valor ocurre si y sólo si el valor cambia. 
Inversamente, en un estado estacionario de operación en el que no sucedan 
cambios en valores, no hay ni comunicación ni carga del proceso. 
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El sistema trabaja eficientemente y es activo “sólo bajo demanda”. De 
acuerdo con el rol de comunicación cliente-servidor descrito anteriormente, 
hay funciones que un módulo o interfaz de usuario (cliente) puede utilizar 
para registrarse (conectarse) con los cambios en valores de un dato fuente 
(servidor). Una vez registrado (conectado), cada valor nuevo es 
automáticamente transferido desde el proveedor de datos al consumidor e 
incluido en el procesado específico.  
 
Los managers se comunican individualmente a través de una interfaz 
de mensajes TCP/IP. Esta forma fiable y estable de comunicación permite 
transferencia de datos incluso entre diferentes computadoras y sistemas 
operativos. El estándar TCP/IP estándar garantiza la máxima fiabilidad, 
compatibilidad y funcionamiento. 
 
4.1.3 Sistema, distribución y configuraciones 
 
Una estructura formada por un Event Manager, un Data Manager y 
varios otros managers es llamada en PVSS un sistema. Un Event y un Data 
Manager solos ya forman un sistema operacional, normalmente con al menos 
un Driver. 
 
Todos los otros managers, por ejemplo User Interface o Control 
Manager, son sólo iniciados cuando se necesitan. Esto permite el 
escalamiento del sistema según las necesidades.  Los managers  pueden ser 
iniciados y parados durante la operación online sin reiniciar el paquete entero.  
 
Además, no sólo una sino varias instancias del mismo manager, para 
todos los tipos de manager, pueden ser iniciadas si son requeridas. Así, un 
número de User Interfaces o de Drivers pueden correr desde un mismo Event 
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El diseño modular y la comunicación basada en TCP/IP brindan la 
posibilidad de que un sistema PVSS pueda ser dispersado entre un número de 
computadoras. Se hablará entonces de un sistema scattered.  
 
La distribución de los managers de un sistema entre diferentes 
computadoras, no esta confinada al uso de un solo sistema operativo. Muchos 
usuarios emplean Windows (2000, XP) para las interfaces de usuario, por 














































Figura 4.3 Un sistema scattered es un único sistema PVSS.  
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4.1.3.1 Redundancia, sistemas distribuidos 
 
 PVSS II ofrece la posibilidad de correr todos los procesos de servidor 
en dos computadoras en paralelo, de forma redundante. Esto es útil en caso de 
que el servidor primario caiga, para no bloquear el proceso. 
 
Uno de los servidores será designado como primario y se encargará de 
la operación de las estaciones. Ambos servidores recibirán datos de los 
drivers. El servidor secundario puede ser entonces utilizado para pruebas. 
Sólo los datos seleccionados serán intercambiados entre los dos servidores y 











Asimismo, dos o más sistemas autónomos de PVSS pueden ser 
comunicados a través de la red (LAN). Cada sistema tendrá sus propias 















Operator 1 Operator 2
Process bus
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Figura 4.5 Sistema con redundancia de servidores. 
Figura 4.6 Sistema distribuido 
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Los distributed managers proporcionarán la interfaz entre sistemas. El 
intercambio de información se realizará sólo bajo demanda. La conexión de 















4.1.4 Modelo de datapoint (DP), imagen del proceso 
 
Para trabajar con PVSS II y ser capaz de crear interfaces de usuario 
para controlar el proceso, los soportes de la información con la que trabajar 
deben ser primeramente definidos. Estos soportes son esencialmente variables 
cuyos valores representan ítems activos, vivos, de información del proceso. 
Estas variables del proceso son llamadas datapoint en PVSS II. 
 
Cada estado lógico, valor medido o valor de configuración debe 
corresponder a un conjunto de variables que representen este valor dentro del 
sistema. Estas variables son los datapoints que acaban de ser definidos y que 
representan la imagen del proceso.  
 
Mientras los sistemas SCADA estándares asignan un datapoint 
























































































Figura 4.7 Managers en un sistema distribuido 
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más intuitiva. En un proceso casi toda la información pertenece, de forma 
lógica, a una entidad de complejidad variable, a un dispositivo. La experiencia 
ha enseñado que el número de ítems de información relacionados con un 
dispositivo básico, se encuentra típicamente entre 4 y 30. No obstante, 
módulos inteligentes como controladores digitales, módulos funcionales, 
robots, etc. pueden exceder ampliamente este número. En vez de trasladar 
estos ítems de información, que de alguna forma están relacionados entre si, 
en variables independientes, PVSS II define datapoints estructurados y 
orientados al dispositivo. 
 
Los datapoints son definidos en un tipo de estructura que podrá tener 
tantos niveles como se precisen. Los valores de las variables del proceso 
actual son salvados en datapoint elements (DPE), los niveles exteriores de 
esta estructura de árbol. Además, cada variable del proceso corresponde con 
un datapoint element dentro de un datapoint. La estructura de árbol puede 


















Figura 4.8 Datapoint type y datapoint 
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Cada datapoint element es direccionado individualmente mediante la 
cadena del nombre dentro de la estructura. PVSS II permite cadenas de 
caracteres de casi todas las longitudes. 
 
Ciertas funciones de control del proceso pueden ser definidas en el 
datapoint, por ejemplo el chequeo de un rango, un procedimiento de 
tratamiento de alarmas o una regla de computación estadística. Tales 
funciones definidas en el datapoint element son llamadas configs. Sólo 
aquellos configs que sean necesarios en el datapoint element en cuestión serán 
definidos. 
 
En la figura 4.8 (a la derecha), se ve el datapoint que representa al canal 
1 de la fuente de alta tensión (HV) y es resaltado en azul el datapoint element 
“vMon”, que sirve para monitorizar los valores del voltaje de salida de ese 
canal. Si quisiéramos, por ejemplo, definir un rango de valores para el cual el 
valor de voltaje de salida “vMon” es aceptable, y fuera del cual se quiere 
disparar una alarma, utilizaríamos el config “alert_hdl”. Para referirnos a este 
config, direccionarlo, la cadena corrspondiente será: 
“Channel1.readings.vMon: _alert_hdl”. 
 
4.1.4.1 Datapoint type (DPT) y datapoint (DP)  
 
Así el usuario puede crear un tipo de datapoint (datapoint type de 
ahora en adelante) adecuados para cada tipo de dispositivo real (actuador, 
válvula, regulador, sensor, etc.). Un datapoint es entonces derivado de este 
datapoint type (un tipo de plantilla) para cada dispositivo real. En ingeniería 
de software orientado a objetos, el datapoint type sería llamado una "clase" y 
la representación de un dispositivo individual (i.e. el datapoint) una 
"instancia". 
 
En la figura 4.8 se muestra a la izquierda el datapoint type y a la 
derecha un datapoint de ese tipo instanciado. 
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De esta manera, crear y a veces configurar un número elevado de 
variables de proceso representando a un dispositivo, conlleva simplemente 
una sola operación. Datapoint types pre-definidos que representan un módulo, 
pueden ser tomados entonces como un todo y usados en un nuevo datapoint 
type. Nuevas oportunidades de ingeniería eficiente se presentan por si solas 
usando estos datapoint estructurados jerárquicamente ("tipo en tipo"). 
 
Los cambios en el datapoint type son aplicados automáticamente a los 
datapoints (instancias). La creación y modificación tanto de datapoint type 
como de datapoint  puede realizarse o bien utilizando el módulo Graphical 
Parametrization (PARA) o utilizando ctrl scipts programados.  
 
4.1.4.2 Funciones para trabajar con datapoints 
 
Como ya se explicó, los scripts de control de PVSS, Ctrl Script, 
pueden ser utilizados en paneles o cono procesos que corran aislados. PVSS 
proporciona una amplia librería de funciones que dan acceso a todas las 
funcionalidades PVSS, para manipulación de datapoints, para gráficos, acceso 
de ficheros, etc. 
 
En particular, se expondrán a continuación las tres funciones más 
importantes en términos de acceso y manipulación de los datapoint [8]: 
 
 dpGet(string dpName, <data_type> value)  
Esta función toma el valor actual del datapoint element dado por 
“dpName” de la base de datos. “dpName” es por ejemplo: 
“Channel1.readings.vMon”. “value” es una variable del mismo tipo de 
datos que el dato almacenado en el data pointelement, por ejemplo: 
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 dpSet(string dpName, <data_type> value)  
Fija el valor actual (con el valor “value”) del datapoint element 
“dpName”. 
 
 dpConnet(string callbackFunctionName, string dpName)  
Ejecuta una función de rellamada cuando cambia el contenido del 
datapoint element “dpName”. Dos parámetros son pasados a la función de 
rellanada: el nombre del datapoint element (“dpName”) y el valor actual del dato.    
 
 
4.2 Paquete Framework para el LHCb-ECS 
 
Un sistema de control típico para un experimento está organizado en dos 
niveles: el nivel FrontEnd y el nivel de supervisión. El nivel FrontEnd es el 
responsable de dar acceso al equipamiento, mientras que el de supervisión 
ofrece una interfaz a los diferentes usuarios y a las operaciones de alto nivel 
del experimento. El Framework (FW) [9] está enfocado a proporcionar 
componentes para construir el nivel de supervisión. 
 
El Framework es un conjunto de aplicaciones diseñadas por el equipo 
central del CERN que completa las funcionalidades de PVSS para construir el 
sistema de control.  
 
La figura 4.9 muestra donde se sitúa el Framework dentro de la 
arquitectura de un sistema de control típico. 
 
El nivel de supervisión está basada en la herramienta SCADA comercial 
PVSS II que ya se presentó. Esta se complementa con otros paquetes (p.ej. 
acceso a bases de datos, Finite State Machines, etc). El Framework construye 
a partir de estas herramientas generales componentes de interés para el 
entorno de física de altas enerías (HEP: High Energy Physics).  
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Figura 4.9 Framework en el contexto de una arquitectura de ECS típica 
 
 
Entre el nivel de supervisión y el FrontEnd se encuentra un software que 
sirve de interfaz entre ellas y que podríamos definir como una tercera capa de 
comunicación. DIM (Distributed Information Management System) y OPC 
(OLE for Process Control) son los principales protocolos de comunicación 
utilizados. El protocolo interno de PVSS puede ser usado si se necesita 
desarrollar un driver específico. Para el intercambio de información con otros 
sistemas del CERN como las máquinas del LHC o los Servicios Técnicos, se 
utilizará el DIP (Data Interchange Protocol). 
 
Entre los requerimientos de los cuatro experimentos del LHC existen 
algunos comunes y otros que por el contrario son específicos de cada detector 
[10]. Es por ello que el FW se fracciona en una serie de componentes. Cada 
componente puede ser instalado según sea requerido o no. Esto brinda una 
flexibilidad que permite a cada usuario concreto del FW satisfacer sus 
necesidades, teniendo acceso completo a todas las funcionalidades del FW 
pero pudiendo simplemente ignorar las que no les sean útiles. 
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Un componente típico del FW contiene librerías de código, un conjunto 
de paneles Interfaces Gráficas de Usuario (GUI), datos de configuración y, si 
pertenece a un dispositivo de hardware, también incluye la definición del 
dispositivo en forma de datapoint. 
 
Los componentes pueden ser instalados o eliminados usando la 
herramienta de instalación Installation Tool. Esta herramienta instala 
automáticamente los ficheros necesarios y realiza complejas acciones durante 
el proceso de instalación para configurar correctamente el sistema o para 
realizar tareas de migración cuando se instala una nueva versión de un 
componente. 
 
El FW contiene tres tipos principales de componentes: 
 
• Core: contiene funcionalidades básicas y reutilizables. 
• Dispositivos (Devices): se utiliza para monitorizar y controlar 
dispositivos comunes de hardware (p.ej. fuentes de alimentación de 
Wiener o de CAEN). 
• Herramientas (Tools): utilizadas para manipular, monitorizar y 
almacenar datos (p.ej. control de acceso de usuarios o almacenado y 
recuperación de datos de una base de datos). 
 
 
4.2.1 FW Core 
 
La herramienta Core del FW proporciona funciones básicas que no son 
facilitadas por PVSS pero que son de uso general para todos los que 
desarrollan sistemas de control en los experimentos del LHC. Es el único 
componente que necesariamente tiene que ser instalado. Las características 
que proporciona incluyen: 
 
• organización jerárquica de los dispositivos 
• control jerárquico utilizando el modelado con FSM 
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• configuración de dispositivos (p.ej. configuración de la conexión con 
el hardware, alarmas) 
• infraestructura para crear y configurar fácilmente nuevos 
dispositivos 
• creación y configuración de múltiples dispositivos en una única 
acción. 
 
La funcionalidad proporcionada por el Core es reutilizada en otros 
componentes del FW, facilitando el desarrollo de éstos, ya que muchas de las 
características ya están implementadas. De la misma manera, los diseñadores 
del sistema de control de los experimentos pueden beneficiarse reutilizando el 
Core y observando como los otros componentes del FW lo han integrado en 
su propio contexto. Se acelera así el proceso de familiarización tanto con el 
Framework como con PVSS. 
 
 
4.2.2 Dispositivos (Devices) 
 
Un dispositivo puede representar un elemento de equipamiento (p.ej. un 
canal de alta tensión) o una entidad lógica (p.ej. un grupo de canales). En la 
capa de supervisión, un dispositivo consiste en uno o más datapoint types, una 
librería que encapsula las características del dispositivo y un conjunto de 
paneles para proporcionar una interfaz con el usuario. El nivel FrontEnd es 
específico para cada aplicación y por ello no tiene una estructura de 
contenidos fija. La única especificación en este nivel es tener una interfaz a 
uno de los protocolos de comunicación soportados por el FW. La política de 
LHCb es la de usar preferentemente el software de FrontEnd que venga 
directamente del proveedor del hardware que se va a controlar (p.ej. 
servidores OPC para el equipamiento CAEN, fuentes de alta tensión), frente a 
desarrollos de software específicos que son menos estándar y más difíciles de 
mantener. 
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A continuación se relacionan los dispositivos que están incluidos en el 
Framework y son de interés en el presente Proyecto: 
• Generic Analog-Digital Devices: proporciona una funcionalidad 
básica para tratar con entradas y salidas que puedan residir en un 
PLC, un módulo fieldbus, una tarjeta I/O, etc. 
• Fuentes de alimentación CAEN: son fuentes modulares, y las usadas 
actualmente en el CERN que son soportados por el FW son SY127, 
SY403, SY527 y SY1527. Existen a su vez numerosos módulos que 
se pueden configurar para estas fuentes como el 1520P, el 1511A … 
Las fuentes de CAEN poseen un interfaz Ethernet y disponen de 
servidor OPC. 
• Fuentes de alimentación Wiener: las fuentes tienen una interfaz de 
bus CANBus. Disponen también de servidor OPC. El Framework 
incluye todos los modelos que soporta el protocolo estándar Wiener. 
 
Si la lista anterior no es suficiente, el usuario puede extender las 
capacidades del Framework con la inclusión de un nuevo tipo de dispositivo. 
Existe una interfaz y una plantilla con funcionalidades requeridas 
comúnmente para facilitar el proceso. 
   
 
4.2.3 Herramientas (Tools) 
 
El tercer tipo de componente del FW son las herramientas. Constituyen 
paquetes muy específicos que, como ya mencionamos, incorporan y expanden 
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External Alarm Handler (EAH): con este componente alarmas 
generadas en un sistema sin PVSS pueden ser incluidas en PVSS. 
 
Trending Tool: PVSS proporciona un mecanismo para hacer gráficas de 
las variables del proceso. Tanto los datos actuales como la historia de la 
variable pueden ser mostradas. El componente Trending Tool extiende las 
características de PVSS proporcionando un mecanismo simple para: la 
configuración de las variables a mostrar, la inclusión de páginas de diagramas, 
plantillas que son instanciadas en tiempo real con una serie de parámetros 
dados y la posibilidad de crear árboles de páginas y diagramas. 
 
Generic External Handler (GEH): cuando se quiera integrar código 
existente, se puede utilizar este componente para incorporar código C/C++ a 
paneles o scripts de PVSS. 
 
Mass Configuration: las versiones actuales incorporan funcionalidades 
para crear y borrar grupos de dispositivos seleccionados según diferentes 
criterios (p.ej. nombre, tipo) 
 
Component Installer: como ya se mencionó, el FW es desarrollado y 
distribuido de forma modular. Esta herramienta permite al usuario poder 
elegir que componentes instalar y administrar las versiones de los mismos.  
 
Device Editor and Navigator: es la interfaz principal con el FW. Se 
pueden configurar y operar los dispositivos del ECS a un bajo nivel, 
construyendo simples jerarquías de dispositivos para dar una estructura lógica 
al ECS. También permite acciones de gerencia del sistema como registro en el 
sistema. Esta será una de las interfaces más importantes a la hora de 
implementar el sistema de control. Completada con el paquete FSM (que se 
verá a continuación), permite implementar las jerarquías añadiendo nodos 
lógicos y nodos representativos de los dispositivos. 
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Controls Hierarchy: proporciona una vista de alto nivel del 
experimento. Incluye el modelado del comportamiento de los dispositivos 
creando una jerarquía de Finite State Machines (FSMs). Como regla general, 
sólo las FSMs pueden llevar a cabo acciones automáticas en el sistema. 
También permite “excluir” o “incluir” del sistema los diferentes componentes 
para trabajar en alguno de los modos disponibles. En el sistema final todos los 
dispositivos del experimento estarán bajo la supervisión de esta herramienta.  
 
Este es un componente fundamental en el desarrollo del ECS que 




Figura 4.10 Device Editor and Navigator. Cómo añadir nodos a la jerarquía 
4.2.3.1 Archivado de información: Base de datos de 
Configuración 
 
Un punto muy importante en cualquier sistema de control es el 
archivado de información. Ya sea información de configuración, como 
muestras de las medidas tomadas durante un ciclo de funcionamiento, este 
conjunto de datos debe ser almacenado en algún lugar. Para el diseño del IT-
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ECS se contó con tres tipos de bases de datos [11] con funcionalidades 
completamente distintas y bien definidas: 
 Base de datos Configuration DB: contiene todos los datos necesarios 
para configurar el hardware (o software) para los distintos modos de 
funcionamiento. P.ej.: valor de voltaje HV V0, pedestal settings, 
trigger settings, etc. 
 Archivo de PVSS: contiene todos los datos monitorizados que son 
lecturas de los dispositivos y que sirven para búsqueda de errores en el 
sistema online. P.ej.: lecturas del valor de voltaje HV Vmon, 
temperaturas, lecturas de pedestales, etc. 
 Base de datos Conditions DB: contiene un subconjunto de los datos 
monitorizados que son lecturas de los dispositivos, si son necesario 
para el procesado de eventos. P.ej.: lecturas del valor de voltaje HV 
Vmon si este valor cambia en más de n Voltios. También contiene 
algunos datos de configuración una vez que han sido utilizados. P.ej.: 
parámetros de configuración para el Trigger utilizados en un ciclo de 
























































Figura 4.11 Bases de datos disponibles para el ECS  
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Antes de comenzar la operación del experimento, y por tanto la 
supervisión del ECS, un gran número de dispositivos tiene que ser 
configurado. Los parámetros de configuración que se utilicen deben ser 
guardados en una base de datos (Oracle) así como la versión de los datos de 
configuración. Se tiene que posibilitar también la recuperación de esta 
información por parte del sistema. Bajo estas premisas, surge la Configuration 
DB [12].Una de las características de esta base de datos es que tendrá la 
habilidad de almacenar grandes cantidades de datos y recuperarlos de forma 
rápida posteriormente.  
 
La base de datos deberá contener los datos que el ECS necesitará para 
configurar el equipamiento del experimento que se agruparán así [13]: 
 
 Propiedades estáticas: estas corresponden a las propiedades que no 
cambian o cambian con muy poca frecuencia, p.ej. las direcciones de 
los dispositivos, la situación geográfica, la estructura del dispositivo. 
Cambios en estos datos implican una intervención en el hardware. 
 
 Propiedades dinámicas: estas corresponden las características que 
cambian con frecuencia, p.ej. parámetros de los dispositivos como 
velocidad de ramping de un canal de HV (velocidad a la que se 
aumenta el valor del voltaje, se suele medir en voltios por segundo) 
 
 Conectividad: esta información describe como un dispositivo puede 
estar conectado a otros dispositivos, p.ej. un interruptor puede estar 
conectado a través de uno de sus puertos de entrada a un supervisor, 
y por uno de los puertos de salida a una tarjeta en algún lugar en el 
detector.  
 
 Jerarquía: esta parte describe como están jerarquizados los 
componentes. P.ej, un chip de una tarjeta que puede estar situada en 
una fuente modular a su vez situada en un rack.  
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Las propiedades dinámicas se almacenarán en unos ficheros de 
configuración llamados Recipes. Los Recipes contendrán los valores de 
configuración de un conjunto de dispositivos que pertenecen a la misma 
jerarquía de control. Cuando se quiera realizar una determinada configuración 
aplicando un Recipe, estos valores no se aplican directamente desde la 
Configuration DB  a los dispositivos, sino que se realizará una predescarga 
desde base de datos a la memoria cache. Aquí será PVSS el que se encargue 
de almacenar temporalmente esos valores en datapoint hasta aplicarlos al 
hardware. En el capítulo 6.2 se explicará como se crean estos Recipes.  
 
Para hacer esa predescarga a cache y también para la aplicación a los 
dispositivos, el Framework pone a disposición de los diseñadores de ECS otra 
herramienta, la “fwFSMConfDB” [20]. Esta herramienta, si bien debería ser 
explicada a continuación por ser un paquete del Framework, se pospondrá su 
exposición hasta el capítulo 4.3.6 pues sirve de complemento a las FSM y hay 
ciertos conceptos (que se explicarán a continuación) que es necesario conocer 
previamente. 
 
4.2.4 Protocolos de comunicaciones: DIM, OPC, SPECS  
 
A continuación se hará una breve introducción a los protocolos de 
comunicación soportados tanto por PVSS como por los distintos paquetes del 
Framework. Si bien existen algunos otros, como por ejemplo el DIP, sólo se 
expondrán las características de tres de ellos, que son los utilizados por el 
Silicon Tracker. Estos son: 
 DIM: Acrónimo de Distributed Information Management System. 
Es un desarrollo específico del CERN para la comunicación en  
entornos distribuidos y/o mixtos. 
 OPC: Este OLE for Process Control es un sistema de 
comunicación estandarizado soportado por los principales 
dispositivos comerciales, en el caso del IT Wiener y CAEN. 
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 SPECS: Serial Protocol for the Experiment Control System es 
también un diseño específico del CERN para la comunicación 
entre la electrónica que se aloja en la Countig Room (ambiente 
seguro) y la de la caverna (ambiente hostil). 
 
 Todos los dispositivos a controlar por el Inner Tracker-ECS utilizarán 




DIM es un paquete software para la publicación de información, 
transferencia de datos y la intercomunicación entre procesos. Es un 
mecanismo de comunicación eficiente, comunicación asíncrona (cada 
integrante del sistema realizará su tarea sin esperar a que otro integrante 
termine la suya) y de “uno-con-muchos” (un mismo integrante del sistema se 
podrá comunicar con varios). 
 
Este será el soporte de comunicación utilizado por FSM (paquete que 
permite la descripción del sistema de control en términos de objetos con 
estados bien definidos, principal aplicación utilizada para el desarrollo del 
ECS y que será presentado a continuación en el apartado siguiente) para 
transferir estados y comandos entre los objetos FSM (nodos) y entre las 
interfaces de usuario y FSM. 
 
Al igual que la mayoría de sistemas de comunicación, DIM [14] está 
basado en el paradigma cliente-servidor. El concepto básico en la 
comprensión del protocolo DIM es el de “servicio”, los servidores 
proporcionan servicios a los clientes. Un servicio es, normalmente, un 
conjunto de datos (de cualquier tipo y tamaño) que es reconocido por el 
nombre, “servicios nombrados”. El espacio de nombres para los servicios es 
libre. 
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Normalmente, los servicios son solicitados por el cliente una sola vez 
(en el comienzo de la operación) y son actualizados automáticamente por el 
servidor a intervalos regulares de tiempo o cada vez que las condiciones 
cambien (de acuerdo con el tipo de servicio solicitado por el cliente).  
 
El mecanismo de actualización del cliente puede ser de dos tipos: 
ejecutando una rutina de rellamada o actualizando un buffer del cliente con el 
nuevo conjunto de datos, o ambos mecanismos. De hecho, este último tipo 
opera como si los clientes mantuvieran una copia de los datos del servidor en 
cache, siendo asegurada la coherencia de la cache por el servidor.  
 
Con motivo de permitir la transparencia (un cliente no necesita saber 
dónde está corriendo un servidor), así como para permitir la fácil recuperación 
desde caídas (crashes) y la migración de servidores, fue introducido un 
servidor de nombres, el DIM Name Server (DNS). Los servidores 
“publican” sus servicios registrándolos con el nombre del servidor 
(normalmente lo hacen una vez, al comienzo de la operación). Los clientes se 
“subscriben” a los servicios preguntando al servidor de nombre qué servidor 
proporciona el servicio y luego contactando al servidor directamente, 
proporcionando el tipo de servicio y el tipo de actualización como parámetros.  
 
 
Figura 4.12 Interacción entre los componentes de DIM. 
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El servidor de nombres mantiene un directorio actualizado de todos los 
servidores y servicios disponibles en el sistema. La figura anterior muestra 
cómo interactúan los diferentes componentes de DIM (Servidores, Clientes y 
el Servidor de Nombres).  
 
Siempre que uno de los procesos en el sistema (un servidor o incluso el 
servidor de nombres) caiga o se muera, todos los procesos conectados a él 
serán notificados y serán reconectados tan pronto como el proceso caído 
vuelva a estar activo. Esta característica no sólo permite una pronta 
recuperación del sistema sino que también permite una migración fácil de un 
servidor de una máquina a otra (parando el servidor en la primera máquina y 
encendiéndolo en la segunda), así como la posibilidad de balancear la carga de 
la máquina de las diferentes estaciones de trabajo.  
 
El sistema DIM está actualmente disponible para entornos de 
plataformas mixtas abarcando los sistemas operativos: VMS, Unix, Linux, 
Windows NT y los sistemas operativos de tiempo real: OS9, LynxOs y 
VxWorks. DIM utiliza como soporte de red TCP/IP.  
 
Las diferencias en la representación de los datos (p.ej.: orden de byte, 
formato de punto flotante, alineamiento de datos y tamaño de los tipos de 
datos) sobre diferentes máquinas son negociadas automáticamente (de forma 
transparente) entre el servidor, el cliente y el servidor de nombres.  
 
Todas las funcionalidades de DIM están disponibles como librerías del 
servidor y del cliente, proporcionando interfaces C++, C y Fortran. 
 
4.2.4.2 Protocolo OPC 
 
OPC, acrónimo de OLE for Process Control (OLE es a su vez acrónimo 
de Object Linking and Embedding), es un estándar industrial para la 
ínterconectividad de sistemas. Está basado en la tecnología COM/DCOM de 
 58
UDC – EPS Ferrol                                                              Implementación y Desarrollo de un Sistema de 
Proyecto Fin de Carrera                                    Control Distribuido para el Experimento LHCb del CERN 
Microsoft para intercambiar información entre una o más computadoras 
utilizando una arquitectura cliente/servidor. Debido a la tecnología 
COM/DCOM, tanto el cliente como el servidor OPC correrán solamente bajo 
plataformas Windows. 
 
Muchos fabricantes de hardware de hardware proporcionan un servidor 
OPC específico para su equipo. Este es el caso de las dos fuentes de 
alimentación CAEN y Wiener, de alta y baja tensión respectivamente, 
utilizadas en nuestro caso para el Inner Tracker. 
 
Un servidor OPC es un nivel de abstracción entre el hardware real y el 
usuario. Este servidor facilita la tarea de comunicarse con el hardware y evita 
que el usuario tenga que: saber qué registros y qué bits tienen que ser leídos o 
escritos para llevar a cabo una operación determinada, saber cómo funciona el 
protocolo de comunicación para leer o escribir los registros anteriores, y 
conocer qué librerías están disponibles (asumiendo que existan algunas) para 
integrarlas en su propio programa.  
 
El driver OPC es el más importante de los proporcionados por PVSS. 
De esta manera PVSS proporciona un cliente OPC genérico. 
 
En cuanto a la relación cliente-servidor [15], hay que tener precaución 
para que dos clientes no estén comunicándose con el mismo dispositivo ya 
que ésto puede causar conflictos. Así pues, cuando se configure el sistema se 
debe permitir a un solo cliente OPC que sea el encargado del control de un 
dispositivo determinado. Por otra parte, la configuración de un sistema de 
control típico si implica que un mismo cliente OPC se encargue del control de 
varios dispositivos, es decir, se comunique con varios servidores OPC. 
 
El modelado de datos en OPC es estructurado. La información del lado 
del servidor OPC está organizada en un conjunto de ítems OPC, a los que se 
puede conectar el cliente. Estos ítems suponen un punto de conexión con el 
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valor de una variable del dispositivo real, son pues representaciones de los 
datos del hardware y de los comandos que éste puede recibir.  
 
Cada ítem tiene asociado un conjunto de propiedades específicas: tipo de 
datos (varios tipos son soportados: entero, cadena, boolean, etc.), valor, flag 
de calidad, time stamp (indica el momento en el que el valor y la calidad 
fueron obtenidos del dispositivo), derechos de acceso, tasa de exploración del 














Cada ítem es identificado completamente en el espacio de nombres del 
servidor durante el acceso de datos por un ítemID. Para el caso de una fuente 
de alimentación modular, por ejemplo, el ítemID tendrá la siguiente sintaxis 
general: PowerSupplyName.BoardXX.ChanYY.ItemName.  
 
Un ejemplo concreto de ítemID de esta fuente de alimentación es: 
PowerSupply3.Channel6.vMon; y como puede verse a simple vista, si se hace 
memoria acerca de cómo son los datapoint element con los que trabaja PVSS, 
los ítems OPC son de alguna forma muy similares a estos datapoint element. 









•Name             On
•Type Bool
•Value True
•Quality           Good




Figura 4.13 Modelo de datos y su intercambio con protocolo OPC 
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datapoint element a qué ítem OPC se conecta, tras haber escogido 
previamente OPC como el protocolo a utilizar.  
 
Por otra parte, OPC trabaja con los ítems reunidos en ciertas 
asociaciones, grupos OPC. Estos grupos definen a los clientes la forma en 
que se organizan los datos a los que quieren acceder. Describen el modo en 
que la información es empaquetada y enviada a los clientes y la frecuencia 
con que los clientes son informados de un cambio 
 
El espacio de nombres del servidor OPC tiene estructura de árbol, por lo 
que los clientes pueden buscar los ítems de información disponible en el 
servidor siguiente esta estructura (browsing).  
 
Varios modos del mecanismo de comunicación [16] han sido definidos 
para el acceso de datos.  
 
 En cuanto a la sincronización encontramos que la lectura/escritura puede 
ser realizada de modo síncrono o asíncrono. El modo síncrono supone que 
un cliente envía típicamente una solicitud de información y espera hasta 
que el servidor responde, es entonces cuando puede realizar alguna otra 
tarea. En el modo asíncrono, sin embargo, el cliente no espera la por la 
respuesta tras el envío de la solicitud, sino que realizará alguna otra tarea y 
más tarde recibirá la respuesta del servidor. 
 
 En cuanto al momento en que se realiza la lectura del dispositivo, 
encontramos tres posibilidades. La suscripción pública implica que el 
servidor envíe información al cliente si se produjo algún cambio de valor 
de un ítem dentro de un grupo. Esta posibilidad presenta la opción de que 
el cliente pueda definir rangos (porcentajes de cambio para los cuales no 
quiere recibir notificación). Esto es aplicado a grupos de ítems. Otra 
posibilidad es el modo bajo demanda, en el que el cliente solicita, cuando 
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lo desea, el valor de un ítem. Y la tercera posibilidad el refresco, por el 
que se leen, asíncronamente, todos los valores de un grupo. 
 
 En cuanto a la procedencia de los datos, el servidor puede mantener una 
copia local de los ítems de los datos del proceso, y el cliente OPC podrá 
especificar si quiere leer de la cache o directamente del dispositivo. La 
cache es normalmente más rápida y utilizada cuando el cliente no necesite 
acceder a datos “críticos”.   
 
4.2.4.3 Protocolo SPECS 
 
El protocolo SPECS [17] (Serial Protocol for the Experiment Control 
System) es un link serie de 10 Mbit/s diseñado para la configuración de la 
electrónica remota situada en el detector, por lo que trabajará en ambientes 
sensibles a la radiación. SPECS es un bus multi-esclavo y de maestro único, 
diseñado para ser un medio de comunicación entre sistemas electrónicos 
simple, rápido y barato. También ha sido diseñado para ser fiable, con 
protección contra errores, y flexible. Proporciona la interfaz I2C que permitirá 
el acceso a los dispositivos no estándar del Inner Tracker. 
 
Se comunica mediante un único maestro y hasta 32 esclavos (límite 
fijado por el rango de direcciones) a una tasa de 10 MHz gracias a cuatro 
líneas unidireccionales diferentes. Estas líneas son la de datos y la del reloj, 
desde el maestro al esclavo, y viceversa, del esclavo al maestro. 
 
El SPECS puede ser implementado de dos formas diferentes: conexión 
punto a punto, e implementación bus remoto. La primera implementación 
permite al usuario conectar el maestro a un solo esclavo. Es muy útil para 
pruebas o si por ejemplo cada esclavo necesita todo el ancho de banda del bus. 
Si el número de esclavos a acceder es importante y el ancho de banda 
pequeño, puede que sea más apropiado usar la segunda implementación. Esta 
permite conducir sobre 32 esclavos con un solo maestro a larga distancia; 
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solución que implica, sin embargo, el uso de repetidores remotos para 
asegurar la integridad de la señal. 
 
El maestro siempre toma el control del bus para realizar las operaciones 
requeridas. Las dos operaciones posibles para el maestro son los accesos de 
lectura y escritura.  
 
Normalmente, un esclavo no toma el control del bus sin que el maestro 
se lo haya requerido previamente. Tras un comando de escritura, él ejecuta la 
operación pero a priori no contesta nada, y el hecho de que no haya respuesta 
significa por tanto que la operación se realizó correctamente. Tras un 
comando de lectura, el esclavo toma el control del bus para proporcionar los 
datos requeridos. 
 
En caso de una transferencia sospechosa, el esclavo envía un mensaje de 
interrupción al maestro, en ambos modos, lectura y escritura. La interrupción 
es enviada tras un retraso conocido que sigue al comando del maestro.  
 
El esclavo puede tomar el control del bus sin que el maestro haya 
enviado ningún comando, este es el caso de las interrupciones. Entonces, de 
forma totalmente asíncrona, el esclavo toma el control del bus para enviar la 
interrupción al maestro. 
 
Finalmente, para evitar que cualquier dispositivo en el bus se quede en 
un estado anormal tras una transferencia errónea, se implementó en el maestro 
un temporizador (time-out).  
 
Para trabajar con el sistema SPECS hay disponibles unas librerías de 
funciones. Una librería de bajo nivel permite a los usuarios acceder a los 
registros del maestro y comunicarse con la electrónica utilizando alguno de 
los diferentes modos disponibles (I2C, JTAG, Bus Paralelo). La otra librería, 
de alto nivel, permite las funcionalidades comunes para escribir y leer los 
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datos directamente de la electrónica. Estas librerías son distribuidas tanto para 
plataformas tanto Windows como Linux.  
 
 




La parte de control jerárquico del Framework permite definir y operar 
con jerarquías de objetos cuyo comportamiento está modelado como Finite 
State Machines (Máquinas de Estados Finitos) [18]. Este modelado facilita la 
secuenciación y automatización de operaciones. 
 
Por otra parte se encarga de la ejecución del inicio, marcha y parada de 
todo el experimento o de sólo algunas partes de él (sub-detectores) de forma 
coherente, dando la opción además de usar los detectores en los diferentes 
modos de operación disponibles (calibrado, adquisición de datos, etc.).  
 
La arquitectura general del ECS consiste en una organización 
jerarquizada de elementos de control (Control Units), referidos como nodos 
padres, cada uno asumiendo la gerencia de un número variable de elementos 
de control de bajo nivel (Logical Units y DeviceUnits), referidos cómo nodos 
hijos. 
 
A continuación presentará la arquitectura de control jerarquizada elegida 
para el ECS del LHCb (y para sus subsistemas) y como implementarla usando 
las Finite State Machines del Framework. 
 
Según las especificaciones del equipo central del ECS de LHCb los 
sistemas de control de los subdetectores han de dividirse en cuatro dominios 
de control bien definidos, correspondientes a los cuatro tipos de actividades 
necesarias para manejar y supervisar un subdetector: HV, DCS, DAQ y 
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DAQI. Así mismo se definen cuatro tipos principales de FSM, con estados y 
acciones estandarizados, correspondientes a los cuatro dominios de control. 
 
El equipo central de ECS también define otra variable muy importante a 
tener en cuenta a lo largo del desarrollo del sistema de control de cada 
detector, el modo de funcionamiento. Antes de dar comienzo al experimento, 
los detectores deben ser probados tanto individual como conjuntamente. Por 
otra parte, una vez que los detectores han sido probados, también es necesario 
realizar ciertas calibraciones justo antes de comenzar la operación. Así, se 
define este conjunto de modos de operación (“TEST_RUN”, 
“CALIBRATION”, “PHYSICS”, “COSMICS”), en función de los cuales se 













Figura 4.14 Panel de definición de los modos de operación 
 
4.3.1 Arquitectura general modelada con Finite State 
Machines 
 
El ECS es un sistema jerarquizado y reactivo, formado como un árbol de 
nodos de control interconectados. En los niveles superiores se encuentran los 
nodos de control llamados Control Units (CU) en los que un operador puede 
conectarse para tomar el control del subárbol asociado. En el nivel más bajo se 
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encuentran los nodos de control llamados Device Units (DU) conectados a los 
componentes de hardware real que supervisan. 
 
La arquitectura es jerárquica porque cada nodo de control tiene un solo 
nodo maestro del que recibe comandos para ejecutar y un conjunto limitado de 
nodos hijos al que enviar comandos. Un nodo de control supone el punto de 
entrada para supervisar una subparte del detector, mientras que el nodo raíz 
controla todo el detector. 
 
Por otra parte es reactiva porque los nodos de control reaccionan ante 
eventos, que pueden ser de dos tipos y consiguientemente dispararán tipos de 
flujo de control distintos:  
 
• La recepción de un comando que manda el nodo padre. El flujo de 
comando se propaga a lo largo del árbol desde el operador (o el 
programa de control) conectado a una CU en un nivel superior, hacia 
abajo a los nodos DU de los niveles más bajos actuando en el 
hardware para ejecutar una acción real.  
 
• El cambio de estado en uno de los controladores hijos. El flujo de 
cambio de estado se propaga a lo largo del árbol desde el 
componente de hardware que cambia su estado hacia arriba a los 
nodos de control CU que reaccionarán para hacer frente a la nueva 
configuración de estados, sin remitirla por encima a su nodo padre si 
no es necesario.  
 
Todos los nodos de control publican un estado que representa el estado 
de la parte del subdetector que controla. La manera en que se deduce este 
estado es diferente si se trata de una CU o de una DU. 
 
A continuación se muestra en la figura 4.15 un ejemplo de la 
arquitectura de un sistema de control modelado con FSM.  
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 Figura 4.15 Arquitectura general del ECS 
 
En la figura se pueden observar también los protocolos de comunicación 
utilizados y a qué nivel. Como ya introdujimos, DIM y OPC serán los 
utilizados para en nuestro sistema de control. DIP será el utilizado para la 
comunicación entre el Detector Safety System (DSS), acelerador LHC y 
Technical Services (T.S., no mostrados en el árbol anterior) y el nodo de 
control del experimento LHCb. Como el presente Proyecto sólo se encargará 
del ECS del Inner Tracker, el protocolo DIP no es objeto de utilización por 
nuestra parte.  
 
Hay que hacer notar también que el código de colores utilizado para 
caracterizar los distintos tipos de nodo de control (Control, Logical y Device 
Unit que se explicarán a continuación) en la figura anterior, será el utilizado 
en adelante cuando se expongan las jerarquías diseñadas para el sistema de 
control del Inner Tracker (IT-ECS). 
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4.3.2 Concepto de Control Units 
 
Las Control Units son controladores situados en la parte más alta del 
árbol de control. Son el punto de la jerarquía al que un operador debe 
conectarse para tomar el control y supervisar el estado de una parte del 
detector.  
 
Cuando reciben un comando lo interpretan y coordinan su remisión a los 
nodos de niveles inferiores en modo paralelo o secuencialmente, y pueden 
traducirlo en otro comando diferente antes de reenviarlo. Pueden reaccionar 
síncrona o asíncronamente a un comando. En el primer caso, las CU esperarán 
a que el comando se haya propagado y ejecutado completamente en los 
niveles más bajos para calcular y publicar su nuevo estado. En el segundo 
caso, simplemente remitirán los comandos sin esperar a la ejecución en los 
niveles más bajos. 
 
Cuando un nodo cambia su estado la herramienta FSM lo comunica 
automáticamente a su nodo padre. Cuando una CU es notificada del cambio 
de estado de uno de sus hijos, recalcula su nuevo estado según se haya 
definido este en su código de control basado en el lenguaje smi++ que tiene en 
cuenta los estados de todos sus hijos como dato de entrada. 
 
 Cuando una CU es el padre que controla a un número elevado de hijos, 
las decisiones de cálculo de estado pueden estar basadas en reglas de mayoría 
del tipo “95% de los hijos de un cierto tipo en estado” en vez de testar 
individualmente el estado de cada hijo. Esto es útil por ejemplo en una cámara 
de muones o en un módulo de HV (High Voltage) con un número muy 
elevado de canales, los cuales no se quieren poner en estado ERROR si sólo 
algunos de ellos están en este estado. Sin embargo, esta posibilidad debe ser 
utilizada con cuidado para no enmascarar fallos de componentes. La regla por 
defecto a aplicar debe ser que todos los fallos sean convenientemente 
señalados, registrados y propagados al padre.  
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Cada CU está implementada como un proceso independiente que 
consume unos recursos computacionales considerables, lo cual puede llegar a 
sobrecargar la computadora de control. Con la herramienta para crear FSM de 
que dispone el FW es posible incluir varias CU como hilos en un proceso si 
sólo una de ellas tiene que ser usada como punto de conexión del operador. 
Este nodo de entrada es declarado como CU mientras que los otros serán 
definidos como Logical Unit (LU) asociadas a esta CU. 
 
La implementación de una Control Unit se realizará mediante la interfaz 

















Figura 4.16 Implementación de una Control Unit  
 
 
4.3.3 Concepto de Device Units  
 
Las Device Unit son las “hojas” del árbol de control que ordenan o 
reaccionan directamente al cambio en un componente de hardware. Engloban 
los datapoints de PVSS conectados con los componentes del hardware a 
través de los drivers de PVSS. 
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Cuando una DU recibe un comando, ejecuta una secuencia de comandos 
para escribir los valores necesarios en los datapoint elements correspondientes 
y así que el hardware lleve a cabo las acciones requeridas 
 
Cuando los cambios suceden en los registros del hardware o en su 
estado, PVSS cambia automáticamente el valor de los datapoint elements, 
imagen de los registros del hardware o de su estatus, que sucesivamente 
activan un script asociado a la DU. Este script de cambio de estado calcula el 
nuevo estado de la DU a partir del valor de los datapoint elements. 
 
El comportamiento de las DU se define mediante tres scripts: 
“Initialize”, “Status” y “Actions”: 
 
 Código de inicialización (Script Initialize): 
 
HardwareTypeDEVICE_initialize(string domain, string device) 
{ 
 // Global constants definition; 





 Código de estados (Script Status): 
 
HardwareTypeDEVICE_valueChanged(string domain,string device, 
int DEVICEstatus, string &fwState ) 
{ 
 if (DEVICEstatus == 0) { 
  fwState = "NOT_READY"; 
 } 
 else if (DEVICEstatus == 1) { 
  fwState = "CONFIGURING"; 
 } 
 else if (DEVICEstatus == 2) { 
  fwState = "READY"; 
 } 










 Código de comandos (Script Actions): 
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HardwareTypeDEVICE_doCommand(string domain, string device, 
string command) 
{ 
    if (command == "Configure") { 
    dpSet(device+".dpeStatus",1);  
              DEVICE_INIT(device);  
         } 
    if (command == "Start") { 
              DEVICE_START(device);     
    } 
    if (command == "Stop") {  
              DEVICE_STOP(device); 
    } 
}   
 
En la siguiente figura se muestra la interfaz de implementación de una 
Device Unit. Y pulsando en el botón “Configure Device” se despliega una 
















Figura 4.17 Interfaz de implementación de una Device Unit 
 
 
4.3.4 Operador y “propiedad”. Modos de particionamiento  
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Para poder enviar comandos a los diferentes nodos, un operador tiene 
que tomar el control del árbol entero, o de la parte en la que esté interesado, 
conectándose a su nodo de control, y convirtiéndose así en el “dueño” [19].  
 
Cuando el control ha sido tomado en un nivel intermedio del árbol, no 
será posible para otro operador conectarse a un nodo de nivel superior para 
tomar también el control sobre la misma subparte hasta que el primer operador 
suelte el nodo de control. El sistema FSM garantiza que cada nodo tiene un y 
sólo un “dueño” en cada instante y todos los nodos de un subárbol tienen el 
mismo “dueño”.  
 
Los nodos pueden recibir comandos de un solo operador o de varios 
dependiendo de su modo de exclusividad: 
• Modo exclusivo: sólo el “dueño” puede enviar comandos. 
• Modo compartido: cualquier otro operador con los derechos de 
acceso correctos puede enviar comandos. 
 
Sólo el “dueño” puede cambiar de un modo a otro. 
 
Particionar la jerarquía supone que los hijos de una CU estén “fuera” o 
“dentro” del árbol de control. Excluir un hijo de la jerarquía implica que su 
estado no será tenido en cuenta por el padre en el proceso de cálculo del 
nuevo estado, que el padre no le enviará comandos y que el operador “dueño” 
renuncia a la propiedad de modo que otro operador puede trabajar con él. Sólo 
el “dueño” puede excluir un componente de la jerarquía. 
  
La experiencia adquirida en otros experimentos ha demostrado que 
excluir completamente una parte del árbol no era suficiente y se definieron los 
siguientes modos de particionamiento, representados en la figura 4.18: 
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• Incluido: un componente está incluido en la jerarquía, recibe 
comandos de su padre y le envía su estado a éste. Tiene el mismo 
propietario que su padre. 
 
• Excluido: cuando un componente está excluido de la jerarquía no 
recibe comandos y su estado no es tenido en cuenta por su padre. No 
tiene “dueño”. Es el caso de un componente que falla y no tiene 
sentido seguir trabajando con él, el cual en caso de ser reparado y 
estar listo para operar, se incluiría de nuevo.  O el caso de que esté 
listo para trabajar en modo stand-alone, para calibración, test, etc. 
 
• Stand-alone: el componente no pertenece más a la jerarquía (se 
convierte en el nodo raíz de una nueva jerarquía) y tiene un nuevo 
“dueño”. 
 
• Comandos inhabilitados: un componente es parcialmente excluido 
de la jerarquía, no recibe comandos pero su estado es sin embargo 
tenido en cuenta por su padre. No hay cambio de “dueño”. Es el caso 
adecuado para cuando un experto precisa trabajar en un nodo (para 
resolver rápidamente un problema) ya que el experimento no 
continuará hasta que sea resuelto.  
 
• Manual: un componente es parcialmente excluido de la jerarquía y 
el experto trabaja en él. El experto es el nuevo “dueño” que quiere 
enviar comandos de forma exclusiva, pero el estado del nodo sigue 
siendo tenido en cuenta por su padre en la jerarquía original.  
 
• Ignorado: supone que el estado del nodo no sea tenido en cuenta por 
su padre pero que siga recibiendo comandos de él. Este modo puede 
ser útil si un componente divulga estados incorrectos (o si está 
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Figura 4.18 Modos de particionamiento 
 
Mientras un y solo un árbol de control jerárquico es el encargado del 
control del detector, puede ser útil tener otras vistas de algunas partes de los 
componentes del subdetector. La herramienta FSM permite la posibilidad de 
unir nodos que ya son parte del árbol de control principal, con un árbol de 
control alternativo, ofreciendo un nuevo árbol raíz. Esta vista de control 
alternativa de un conjunto de componentes basada en una segmentación 
diferente del detector, proporciona un camino para controlar una subparte del 
detector como un subdetector autónomo con todos los componentes 
necesarios para funcionar en modo stand-alone. 
 
 
4.3.5 Dominios del ECS y Finite State Machines que los 
definen 
 
Como ya se introdujo al inicio de esta sección, existen cuatro tipos de 
actividades necesarias para manejar y supervisar un subdetector, que se 
traducirán en cuatro dominios bien definidos, modelados de acuerdo a las 
especificaciones del equipo central del ECS. Estos dominios son: 
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• DAQ (Data Acquisition): este dominio incluye todos los 
componentes cuyo propósito es la adquisición y el filtrado de datos. 
Los componentes que engloba son las tarjetas electrónicas FrontEnd, 
tarjetas de trigger y programas de almacenamiento, y buffers de 
datos como las tarjetas TELL1. Los valores de configuración no son 
estáticos, dependen del modo de funcionamiento. 
 
• DAQI (Data Acquisition Infrastructure): se incluyen aquí todos los 
componentes que proporcionan recursos computacionales, de red y 
de alimentación necesarios para el funcionamiento del sistema de 
adquisición de datos. Encontramos aquí las fuentes de alimentación 
de las tarjetas FrontEnd, de trigger y TELL1, redes de comunicación 
para el control o transporte de datos. Son sistemas estables durante el 
período de funcionamiento. 
 
• DCS (Detector Control System o Infraestructure): integrado por 
todos los componentes relacionados con los llamados servicios  de 
control lento. Esto supone, monitorización de los estados de los 
sensores relacionados con escapes de agua, presión, temperatura, 
campos magnéticos, dispositivos internos o externos de seguridad 
del experimento. También engloba la supervisión de sistemas como: 
sistema de gas, sistema de refrigeración y sistema de fuentes de 
alimentación de la electrónica FrontEnd. Es una estructura 
normalmente estable durante el período de funcionamiento 
 
• HV (High Voltage): el dominio de alta tensión contiene todos los 
componentes de que constan las fuentes de alta tensión y que 
polarizan a los sensores del detector. En un primer momento fue 
incluido en el DCS, pero también en este caso la experiencia en otros 
experimentos ha demostrado que tener un control del HV global y 
flexible e independiente del ECS es muy útil en experimentos HEP. 
Los motivos son varios: 
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 Este domino presenta estados RAMPINGxx, los cuales se 
describirán más adelante. 
 
 El alto voltaje se utiliza para polarizar los sensores, y por lo 
tanto su manejo es bastante crítico. Ha de ser activado como 
paso final y de forma central para todos los detectores una 
vez que el resto de la infraestructura esté operando de forma 
correcto, de lo contrario no debe activarse. 
 
 Existen diferentes estados de voltaje en los que se va a 
trabajar durante el experimento. Por ejemplo, no es deseable 
bajar la tensión de polarización a 0 voltios cuando el 
experimento esta pausado y se tiene previsto que se reinicie 
de forma inminente, y lo que se hace es definir unas 
tensiones de apagado en las cuales los sensores no están en 
estado de deplexión, pero sí están polarizados con incluso 
varios cientos de voltios, y por lo tanto pasar a el estado de 
funcionamiento habitual supondría incrementar la tensión en 
unas decenas de voltios. De esta forma se ahorra mucho 
tiempo de ramping. 
 
El sistema de control de cada detector del LHCb debe estar organizado 
en estos cuatro dominios,  proporcionando por cada uno de ellos un nodo CU 
raíz. De esta manera se facilita la posterior integración de todos los ECSs de 
cada detector en el ECS general del experimento. Con motivo de simplificar el 
diseño del sistema ECS y exhibir una apariencia común para los operadores, 
se ha definido un esquema común de FSM, con estados y transiciones 
estandarizados, para que sean implementados en todos los nodos CU dentro de 
un dominio dado. Se recomienda también utilizar los mismos estados y 
acciones para los nodos DU en el mismo dominio siempre que sea posible. A 
continuación se describe las FSMs indicadas para cada dominio. 
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4.3.5.1 FSM del dominio DAQ 
 
Las FSM que dotarán de comportamiento a los controladores del 
FrontEnd y de adquisición de datos y la electrónica del trigger se basan en los 
estados mostrados en la siguiente tabla:   
 
Estado Semántica 
UNKNOWN No es posible comunicarse con el componente. No tenemos 
información sobre él y no podemos enviarle ningún comando 
NOT_READY El componente está bajo el control del ECS pero precisa una 
“fuerte” configuración antes de poder ser utilizado. 
READY El componente está bajo el control del ECS pero precisa una 
“ligera” configuración antes de poder ser utilizado. 
RUNNING 
El componente está totalmente configurado y tomando datos. Su 
configuración no puede ser modificada mientras esté en este estado, 
tiene que ser parado si es necesario cambiar su configuración. 
ERROR 
Por lo menos uno de los nodos hijos del componente ha publicado 
el estado ERROR, lo que significa que no es posible tomar datos 
válidos. 
Tabla 2 Semántica de los estados FSM del dominio DAQ 
 
Antes de que pueda ser utilizado y comience a trabajar, un componente 
del DAQ tiene que ser configurado convenientemente con los parámetros y 
settings correspondientes. Se han definido dos tipos de acciones de 
configuración. La primera de ellas llamada configuración pesada y activada 
por el comando “Configure”. Una de las especificaciones es que es una 
operación que toma más de unos segundos para llevarse a cabo, son acciones 
del tipo acceder a una base central de datos externa. Otra especificación es que 
implica un cambio importante en la manera en que trabajará el componente, 
por ejemplo cuando se cambia de modo normal a modo calibración.  
 
En la figura 4.19 se recoge el esquema de las FSM, mostrando cuando es 
posible enviar el comando “Configure” y cualquiera de los comandos 
disponibles para el dominio DAQ, así como cuales son las transiciones que 
desencadenan.  
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La otra es llamada configuración ligera y activada por el comando 
“Start”. Es una operación rápida de ejecutar, como por ejemplo copia de 
nuevos valores de alguna memoria o de datapoint elements locales de PVSS 






Accesible desde todos los 
estados en caso de 
cualquier hijo en  ERROR












todos los estados 
UNKNOWN 
 
Figura 4.19 Estados FSM y transiciones del dominio DAQ 
 
Los comandos “Configure”, “Start”, “Stop”, Reset son utilizados para 
llevar a cabo esas configuraciones. El “Start” es el aplicado al comienzo de 
funcionamiento. Para hacer posible que el sistema completo o una parte de él 
se pueda devolver siempre a una situación de régimen estable, en caso de que 
este se encontrase en estado de ERROR o en una situación inestable, los 
comandos “Reset” y “Stop” pueden ser aceptados y reenviados a todos los 
hijos estando en cualquiera de los estados. 
 
Algunas transiciones son automáticas. El estado ERROR es 
consecuencia del cambio de estado de alguno de los nodos hijo que pasa a 
publicar el estado ERROR. El UNKNOWN se puede dar al principio del 
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proceso de encendido del sistema, cuando el sistema de control no es capaz de 
cumplir con todas sus tareas. Puede aparecer también después del encendido 
del sistema cuando sucede una pérdida de comunicación con el sistema de 
control. Esto puede ser consecuencia por ejemplo de situaciones anormales en 
el hardware. 
 
Las transiciones desde cualquiera de estos dos estados pueden 
desembocar en cualquiera de los otros estados, como es descrito por las 
siguientes reglas evaluadas en el orden específico dado a continuación: 
 
If any child in state ERROR move to ERROR 
Else if any child in state UNKNOWN move to UNKNOWN 
Else if any child in state NOT_READY move to NOT_READY 
Else if any child in state READY move to READY 
Else move to RUNNING 
 
Si la transición de NOT_READY a READY para configurar el sistema 
demanda demasiado tiempo (más de unos segundos) el estado intermedio 
CONFIGURING debe ser publicado, en vez de publicar NOT_READY hasta 
que la transición finalice. El nodo de control saldrá automáticamente de este 
estado bajo la ocurrencia de las mismas condiciones que para el estado 
NOT_READY. Un temporizador Time-out (“se acabó el tiempo”) debe ser 
implementado para publicar un estado de ERROR en caso de que la transición 
se alargue durante demasiado tiempo. 
 
4.3.5.2 FSM del dominio DAQI 
 
Los componentes del dominio Infraestructura del DAQ publican un 
estado que simplemente mostrará si están preparados, READY, para satisfacer 
la tarea que tienen asignada o si por el contrario no lo están. La razón por la 
que pueden no estar listos no forma parte de las FSM de los nodos CU. Esta 
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información estará disponible en los DU de niveles inferiores, donde el panel 
ECS de monitorización específico del componente debe proporcionarla. 
 
A continuación se muestra el esquema de las FSM del dominio objeto de 
este apartado y se comentan los estados en la Error! Not a valid link.: 
 
OFF 








(Automática si todos 
los hijos OFF) 
(Automática si no todos 




(Automática si todos los 
hijos READY)  




OFF Ningún componente hijo está alimentado (encendido) o 
utilizable. 
NOT_READY Solamente algunos componentes hijos están READY (en DU 
pueden señalar un error) 
READY Todos los componentes hijos están READY 
Tabla 3 Semántica de los estados FSM del dominio DAQI 
 
4.3.5.3 FSM del dominio DCS 
 
Este dominio engloba una amplia variedad de componentes con 
comportamiento muy diferente y algunos de los cuales son simples 
dispositivos de monitorización sobre los que el ECS no tiene control. Las 
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FSM que modelan este dominio son las mismas que para el DAQI, publicando 
los estados mostrados en laError! Not a valid link..  
 
Estado Semántica 
OFF Los componentes hijo no están alimentados (encendido) o el 
proceso de monitorización no está corriendo. 
NOT_READY 
Los componentes hijo no están completamente READY (los 
parámetros del componente no tienen el valor de uso correcto 
(valores de alarma y errores están incluidos aquí)) 
READY Todos los componentes hijos están preparados (los parámetros de 
los componentes tienen el valor de uso correcto) 
 
Tabla 4 Semántica de los estados FSM del dominio DCS 
 
Al igual que para el DAQI, el mínimo de información es proporcionada 
a este nivel, pues se pretende conocer simplemente si el sistema está operativo 
o no. Información detallada sobre valores monitorizados o porqué un 
componente está en estado NOT_READY debe estar disponible en el panel 
específico asociado a la publicación de estados FSM del DU y en el panel de 
registro de errores. 
 
4.3.5.4 FSM del dominio HV 
 
Las FSM del dominio de HV han sido diseñadas con el propósito de dar 
al componente la oportunidad de tener varios valores de tensión de referencia. 
La tensión principal es aquella cuyo valor de uso es el más elevado. Pero en 
ciertas situaciones será útil no mantener permanentemente este valor de uso, 
para proteger el detector o evitar posibles sobre-corrientes (trips). El 
encendido de HV es una operación que consume bastante tiempo y que es 
necesario minimizar. La idea en estas circunstancias es mantener el valor de 
HV al mínimo nivel de voltaje en standby cuando el detector no esté siendo 
utilizado; de esta forma se protege el detector mientras se limita el tiempo 
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necesario para migrar de este valor bajo de standby al valor de uso 
establecido.  
 
En la figura 4.21 se muestran las FSM del dominio HV. Para que el 
esquema sea legible sólo se han incluido algunas de las transiciones posibles, 
ya que en realidad la CU puede migrar desde cualquier estado a cualquier 








Puede ir a cualquier otro estado  
 
Figura 4.21 : Estados FSM y transiciones del dominio HV 
 
Los estados RAMPING_XX han sido introducidos porque se anticipa 
que estas transiciones tomarán tiempos considerables. Así, después de un 
comando Go_XX, el nodo CU debe cambiar al correspondiente estado 
RAMPING_XX hasta que el cambio de estado de los hijos lo lleve 
automáticamente a otro estado. Todos los comandos acabarán con los DUs 
publicando uno de los estados conocidos o un ERROR de time-out (se acabó 
el tiempo) si un nivel estable de voltaje definido no es alcanzado durante un 
período definido (delay). Cuando se esté en estado RAMPING_XX y se 
notifiquen cambios de estado de los hijos, la CU de HV calculará su nuevo 
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If any child in state ERROR move to ERROR 
Else if all children in state STANDBY_1 move to STANDBY_1 
Else if all children in state STANDBY_2 move to STANDBY_2 
Else if all children in state READY move to READY 
Else if all children in state OFF move to OFF 
 
En las siguientes tablas se muestra la semántica de las FSM y los 
comandos permitidos. Los comandos están disponibles en cualquier estado 
para migrar a cualquier otro. También se muestras las distintas posibilidades 
de estado RAMPING_XX. 
 
Estado Semántica 
OFF No hay alimentación o el valor de voltaje es 0 
STANDBY_1 Bajo valor intermedio de voltaje proporcionado por los hijos 
STANDBY_2 Alto valor intermedio de voltaje proporcionado por los hijos 
READY Los hijos proporcionan el valor de uso de alto voltaje  
RAMPING_XX Por lo menos un hijo se está moviendo hacia un nuevo valor 
después del comando Go_XX 
WARNING Los hijos no están en el mismo estado 
ERROR Varios errores fatales señalados por uno o por la mayoría de los 
hijos. Accesible desde todos los estados. 
 
Tabla 5 Semántica de los estados FSM del dominio HV 
 
 






Tabla 6 Comandos posibles en el dominio HV 
 83
UDC – EPS Ferrol                                                              Implementación y Desarrollo de un Sistema de 
Proyecto Fin de Carrera                                    Control Distribuido para el Experimento LHCb del CERN 
Estado de transición Después del comando 
RAMPING_READY Go_READY 
RAMPING_STANDBY1 Go_ STANDBY1 
RAMPING STANDBY2 Go_STANDBY2 
RAMPING_OFF Go_OFF 
 
Tabla 7 Estados RAMPING_XX posibles en el dominio HV 
 
 
4.3.6 Herramienta fwFSMConfDB, “FSM configurator” 
 
En el apartado 4.2.3.1 se introdujo la base de datos Configuration DB 
(ConfDB) donde se almacenarán los valores de configuración dinámicos en 
forma de Recipe. Ya comentamos que la aplicación de un Recipe desde la 
ConfDB al dispositivo no es directa, sino que se hace una predescarga a la 
cache de PVSS y de aquí se aplica a los dispositivos. Para hacer esa 
predescarga y también para la aplicación a los dispositivos, el Framework 
pone a disposición de los diseñadores de ECS otra herramienta, la 
“fwFSMConfDB” [20], cuyo objetivo es sincronizar los contenidos de la 
Configuration DB  y de la cache interna de PVSS para asegurar que los datos 
de configuración para un modo de funcionamiento específico estén 
disponibles. Su funcionalidad ha sido extendida también a la aplicación de los 
Recipes a los dispositivos en la jerarquía FSM.  
 
Para ello, la herramienta proporciona un tipo de DU, el “FSM-ConfDB 
Type” o comúnmente llamado configurator, que deberá ser instanciado como 
diferentes DU a lo largo de la jerarquía de control. Habrá una DU 
configurator por cada CU ó LU y este se encargará de la configuración de 
todos los DU bajo el nodo de control. Al enviar un comando desde el nodo 
CU padre, se pasará a estas DU configurator el modo de operación como 
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argumento de ese comando. Tras la recepción de un comando determinado (ej. 
“Load”, “Configure”), el configurator descarga desde la ConfDB todos los 
Recipes indicados para el modo de operación, especificado por el comando, y 















1 2 3 4 1 2 3 4 1 2 3 4
ConfDB
CU LU DU DU FSM-ConfDB
X X
Figura 4.22 Configurator en una jerarquía FSM de control 
 Configuración “al vuelo”: se da cuando el comando enviado, por 
ejemplo “Configure”, está también definido para otros DU en el 
árbol. Esta configuración tiene a favor que no es necesario definir ni 
un comando ni un estado adicional para la jerarquía de FSM. Como 
inconveniente presenta que la descarga de Recipes se realizará como 
una tarea más durante la configuración 
 Predescarga de Recipes: el comando, por ejemplo “Load”, será 
definido solamente para el configurator. A favor tiene que se puede 
realizar la descarga en cualquier momento, por ejemplo, cuando se 
esté a punto de terminar un ciclo en modo “PHYSICS”, todavía 
estemos operando, se podrá preparar el modo “COSMICS”. En 
contra tiene que es necesario implementar el comando “Load” y el 
estado LOADED.  
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Para comenzar a operar con la jerarquía que incluye configurator es 
necesario realizar una inicialización. Durante este proceso, cada configurator 
construirá una lista con todos los DU de su dominio de control que tienen que 
ser configurados e inicializará la conexión con la ConfDB. Si estas tareas se 
realizan satisfactoriamente, el configurator pasará a estado READY, en caso 
contrario a ERROR. 
 
Otra cuestión a tener en cuenta en cuanto a la aplicación de Recipes es 
quién realizará la aplicación. Se dijo que el configurator puede llevar a cabo 
esta tarea, pero otra posibilidad es que el configurator se encargue sólo de la 

















En caso de que sea la DU la que aplique el Recipe, en el script se 
implementará un párrafo del tipo: 
 
HardwareType_doCommand(string domain, string device,   
string command){ 
  fwFSMConfDB_ApplyRecipeFromCache(domain,device,command);              
} 
Aquí se decide si el 
configurator será el que 
aplique el Recipe o será
el DU
Aquí se elige la 
jerarquía a la que se 
quiere añadir los 
configurators
Figura 4.23 Imagen de la herramienta FSM-ConfDB 
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5 Equipamiento a controlar y su 
particionamiento 
 
Se comenzará pues haciendo recuento de todos los elementos que 
componen el equipamiento a controlar. Se hará una breve introducción de las 
características técnicas de cada uno de ellos y se encuadrarán en uno de los 
cuatro dominios de control. Se expondrá además la distribución lógica de 
estos dispositivos (basada principalmente en la distribución física) que se 
diseñó para la implemtación del ECS, especificando aquellas partes que hay 
que integrar para su supervisión. 
 
Haciendo un breve resumen de la configuración del detector, el Inner 
Tracker está formado por tres estaciones, una detrás de otra, a lo largo de la 
tubería por la que pasa el haz de partículas (Beam Pipe), cada una de las 
cuales está compuesta por cuatro Detector Box, situadas dos a cada lado de la 
tubería y las otras dos encima y debajo de la misma, como se puede ver en la 

























Figura 5.1 Configuración del detector Inner Tracker 
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Cada Detector Box estará formada por 28 Ladders, distribuidos en 
cuatro planos de detección, y colodados uno al lado del otro. Fuera de la 
aceptancia del experimento, situadas en la base de la estructura del detector, se 
encontrarán dos Service Box por cada Detector Box. Cada Service Box alojará 
a una Control Board y a 16 Digitizer Board.  
 
A continuación, se hará un recuento de todos los dispositivos del 
equipamiento que hay que controlar e integrar en el ECS. Se mencionarán 
también las partes funcionales de éstos que son susceptibles de supervisión. 
 
 
5.1 Dispositivos a controlar en la Service Box 
 
Dentro del equipamiento que integra la Service Box del Inner Tracker 
encontramos tres dispositivos principales que tienen que ser controlados por el 
sistema de control del experimento:  
 Control Board 
 Digitizer Board 
 Backplane 
 
5.1.1 Control Board 
 
La Control Board del Silicon Tracker [21] ha sido diseñada y 
desarrollada para controlar el hardware del ST que se encuentre en la caverna 
del LHCb. Por ello, uno de los requerimientos que cumple es que los 
componentes que la integran sean tolerantes a los niveles de radiación 
presentes en la caverna. 
 
La Control Board proporciona las funcionalidades necesarias para llevar 
a cabo diferentes tareas de control y monitorización. A continuación se 
muestra en la figura 5.2 el diagrama de bloques funcionales de la CB y tras 
éste se describirán estos bloques.  
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 Figura 5.2 Diagrama de bloques de la Control Board 
 
 
1. Reguladores de tensión: Los distintos dispositivos de la Control Board 
precisan ser alimentados con tres voltajes diferentes: 2.5V, 3.3V y 5V. Para la 
generación de estos tres diferentes voltajes se utilizan tres reguladores de 
tensión LHC4913 resistentes a la radiación. Estos reguladores fueron 
diseñados por el grupo de microelectrónica del CERN. La línea de 4V que 
viene de la fuente de alimentación de baja tensión alimentará al regulador de 
2.5V y la línea de 7V alimentará a los reguladores de 3.3V y 5V. Estos tres 
voltajes serán monitorizados,  para lo que habrá tres líneas que se dirigirán a 
tres canales del DCU del SPECS slave (chip que será introducido en breve). 
 
2. Conectores frontales y del backplane: 
a. Los conectores frontales consisten en: 
i. 1 conector para la monitorización del entorno de la Detector Box. 
ii. 2 conectores RJ45 para la conexión en cadena SPECS. 
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iii. un conector fila de 6 pines para la monitorización de los 
interruptures de posicionamiento de la media estación IT. 
b. Los conectores del backplane son 2, tamaño medio DIN 41612. 
 
3. TTCrq: el TTCrq es una tarjeta mezzanine desarrollada por el grupo de 
microelectrónica del CERN, que contiene un chip TTCrx y otros componentes 
asociados tales como un pin-preamplificador y un QPLL. 
 
a. TTCrx [22]: es un receptor ASIC diseñado para el sistema de 
distribución del LHC Timing, Trigger and Control (TTC). El ASIC 
implementa una interfaz entre la electrónica FrontEnd y el sistema TTC. 
El receptor proporciona la señal de referencia de los relojes LHC, las 
decisiones del primer nivel de trigger y el número asociado de eventos y 
de disparos. Puede ser programado para compensar la propagación de 
retrasos asociados al detector y su electrónica. El chip soporta la 
transmisión de datos y de comandos sincronizados. Este es uno de los 
dispositivos que se tienen que configurar para poder operar 
correctamente. Por ejemplo, es necesario especificar con qué reloj se 
quiere trabajar o cuál será el retraso para las señales. Esto se llevará a 
cabo mediante lectura y escritura de los registros internos del chip. 
Además, durante la marcha habrá que monitorizar que no se pierde 
sincronía. 
 
b. QPLL: Phase-Locked Loop basado en un oscilador de cristal de 
cuarzo de voltaje controlado (VCXO). Su función es actuar como filtro y 
multiplicador de las señales de reloj. Se monitorizará la señal del QPLL 
que indica si éste está enganchado en fase o no.  
 
4. Chip Delay25 [23]: es una línea de retraso programable CMOS de 5 
canales. 4 de los canales permiten el retraso en fase de señales digitales 
periódicas o no periódicas. El quinto canal es un canal maestro que puede ser 
utilizado para retrasar en fase una señal de reloj y sirve de referencia de 
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calibración. La fase de cada canal puede ser programada con una resolución 
de 0.5 ns a través de la interfaz I2C. La frecuencia de referencia puede ser una 
de las siguientes: 32, 40, 64 u 80 MHz. Este será otro de los dispositivos a 
controlar. 
 
5. SPECS slaves: son dos tarjetas mezzanine alojadas en la CB, diseñadas 
para hacer de interfaz entre los dispositivos electrónicos y el sistema de 
control del experimento ECS. El sistema SPECS está compuesto por una 
tarjeta maestra PCI (normalmente situada en la sala de control lejos del 
ambiente hostil de radiación) que puede direccionar varios SPECS slave 
mezzanines. El núcleo de la mezzanine es una FPGA tolerante a la radiación. 
También contiene un ADC resistente a la radiación (DCU) y varios drivers y 
receptores tolerantes a la radiación que conducirán la comunicación SPECS al 
maestro. El SPECS slave proporciona tres interfaces estándar para controlar 
componentes que están en la tarjeta o a distancias de hasta 10 metros. Estos 
son: I2C, JTAG, y un bus paralelo, de los cuales nosotros solo utilizaremos el 
I2C. 
a. Chip DCU: El DCU es un chip desarrollado por el equipo de 
microelectrónica del CERN para digitalizar las salidas analógicas de los 
sensores. Desarrollado originalmente para el experimento CMS, es un 
ASIC (Aplication Specific Integrated Circuit) especial utilizado para la 
monitorización de algunos parámetros como voltajes y corrientes en los 
módulos de lectura FrontEnd [24]. Es un ADC de 12 bits y de 6 canales 
diseñado en la misma tecnología tolerante a la radiación que el GOL y el 
Beetle. El acceso a los registros internos del DCU estará disponible a 
través de la interfaz I2C El rango de entrada de estos canales es entre 0 y 
2.5V. El canal siete será un canal de temperatura no calibrado, 
conectado internamente al sensor de temperatura que lleva el DCU 
integrado. Los voltajes de los tres reguladores de la Control Board serán 
monitorizados por uno de estos DCU, así como varias temperaturas de la 
Detector Box y del backplane, e incluso una entrada adicional fue 
prevista para la temperatura de los reguladores. La distribución de 
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canales se muestra en las siguientes tablas, para los DCU internos tanto 
del SPECS slave 1 y como del 2: 
 
DCU interno del SPECS slave 2 
Canal Uso 
0 No utilizado (fuente corriente 10µA)
1 Temperatura 1 Detector Box 
2 Temperatura 2 Detector Box 
3 Temperatura 3 Detector Box 
4 Temperatura 4 Detector Box 
5  
DCU interno del SPECS slave 1 
Canal Uso 
0 No utilizado (fuente corriente 10µA)
1 Temperatura 1 backplane 
2 Temperatura 2 backplane 
3 Monitorización 2.5V CB 
4 Monitorización 5V CB 
5 Monitorización 3.3V CB 
   
Tabla 8 Asignación de canales del 
DCU interno del SPECS slave 2. 
Tabla 9 Asignación de canales del 
       DCU interno del SPECS slave 1. 
 
 
6. Dispositivos de encadenamiento SPECS: Es un compendio de 
repetidores implementados en la CB para encadenar varios SPECS slaves en 
el misma bus. 
 
7. Dispositivos de acondicionamiento de señal: usados para acondicionar 
las señales de temperatura y humedad. 
 
8. Chip DCU: este ADC ya ha sido introducido, pero en este caso será  
utilizado para muestrear las señales relativas a la humedad. La asignación de 
canales para el DCU montado sobre la Control Board es la siguiente: 
-Canal 1 → IA_IMEAS: estimación de la corriente a través del sensor de 
humedad HMX2000. 
-Canal 2 → HIH_RH/4: entrada dividida por cuatro para una señal del sensor 
HIH-3610 (con propósitos de eliminar fallos). 
-Canal 3 → IA_OUTRH: señal del sensor tras ser condicionado. 
-Canal 4 → IA_REF/3: valor dividido entre 3 de la salida de referencia del 
voltaje (para monitorizar el AD780). 
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-Canal 5 → RH_VEXC-: voltaje de excitación en el terminal negativo del 
sensor de humedad HMX2000. 
 
9. Selectores de bus I2C: es una tarjeta mezzanine cuyo propósito es 
demultiplexar el bus I2C de larga distancia en 8 buses I2C individuales (de 
tres líneas unidireccionales del SPECS hay que comunicarse con las dos líneas 
bidireccionales típicas del protocolo I2C). Estos buses I2C son necesarios para 
controlar los Beetles en la Detector Box y los GOLs en las Digitizer Board. 
 
 
5.1.2 Digitizer Board 
 
Se escogió una tecnología de transmisión óptica digital para transportar 
la información del Silicon Tracker desde el detector hasta la counting house. 
Así, los datos enviados por los Beetles son digitalizados por estas tarjetas con 
una resolución de 8 bits, multiplexados y convertidos a señal óptica.  
 
El esquema de una Digitizer Board se muestra en la siguiente figura, 
donde se ven sus principales bloques constitutivos. Los dispositivos que habrá 













 Figura 5.3 Esquema de una Digitizer Board 
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El GOL [25] es un transmisor ASIC, Gigabit Optcal Link, que fue 
diseñado para operar eficientemente bajo las condiciones de radiación que se 
encuentran en las inmediaciones de los detectores. Los registros internos del 
GOL serán accesibles mediante el protocolo I2C. Además de ser configurado, 
el GOL tiene que ser monitorizado para comprobar que no pierde 
sincronismo. 
 
El otro dispositivo a controlar perteneciente a la Digitizer Board es el 
chip DCU que ya se introdujo. Sin embargo, en este caso, sus canales 
monitorizarán diversas señales tanto de voltaje como de sobre-corriente, 
temperatura y sincronismo del QPLL. La asignación de canales para el DCU 
de la DB se muestra en la 
Tabla 10.    
 
Canal: Conectado a:  Comentarios: 
0 Sensor PT1000 en el Híbrido Fuente de corriente de 20µA 
1 Sensor de temperatura PT1000, amplificado por factor 11 
2 QPLL locked  
3 OCM pin analógico del regulador del Beetle Divisor de voltaje 1:5.7 
4 OCM pin digital del regulador del Beetle Divisor de voltaje 1:5.7 
5 Voltaje VDD del Beetle Divisor de voltaje 3.3:4.3 
6 Voltaje DCU Conectado internamente 
7 Temperatura DCU Conectado internamente 
 





Ya se expuso que la alimentación de la Control Board y los dispositivos 
que soporta se regula mediante los 3 reguladores que tiene la tarjeta. 
Exceptuando éstos, la alimentación de los diversos elementos se distribuirá a 
través del backplane de las Service Box. El backplane de la SB es utilizado 
para distribuir el control lento y las señales TTC entre la Control Board y las 
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Digitizer Board [26]. En el backplane de cada SB se situarán 48 reguladores 
de tensión lineales resistentes a la radiación que proporcionan a las DBs y a 
los híbridos voltajes regulados. El backplane está montado sobre un bloque de 
refrigeración que disipa el calor generado por los reguladores de tensión, que 
tienen una eficiencia de alimentación típica de aproximadamente el 50%. 
 
 
5.2 Dispositivos a controlar en la Detector Box 
5.2.1 Híbridos (electrónica de lectura en los Ladders) 
 
Se podría decir que un Ladder es el elemento constituyente fundamental 
del detector. Por extensión, el Híbrido de lectura será una de los dispositivos 
más importantes y que mayor control requiere. Los híbridos de lectura estarán 
formados por tres chips Beetle [27], cada uno de los cuales habrá que 
configurar para dar comienzo al funcionamiento.  
 
5.2.2 Sensores de temperatura y humedad 
 
En cuanto a monitorización de temperaturas, se trabajará con siete 
sensores y con las lecturas que realizan. En la Detector Box irán montados 
cuatro sensores PT1000; en el backplane de cada una de las dos Service Box  
que trabajan para una Detector Box se colocarán dos sensores del mismo tipo, 
y un último sensor irá montado sobre el híbrido. 
 
Entre los dispositivos a controlar se encontrará también un sensor de 
humedad. El HMX2000 es un sensor de humedad resistente a la radiación, que 
al igual que el DCU, fue inicialmente probado y caracterizado para el 
experimento CMS. El valor de salida no sigue una ecuación estándar general, 
de forma que el fabricante proporciona una hoja de información de calibración 
para cada sensor bajo demanda. La salida del sensor no solo depende de la 
humedad, sino también de ligeramente de la temperatura.  
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De la información de calibración, y asumiendo temperaturas entre 5 y 
10ºC, se encuentra que el valor de voltaje de salida más bajo está alrededor de 
-12.5mV para 0%RH. La señal de salida del sensor de humedad será 
acondicionada utilizando un amplificador de instrumentación en la Control 
Board. La salida de este circuito de acondicionamiento va a uno de los canales 
de entrada del DCU de la CB. 
 
 
5.3 Fuentes de alimentación de baja tensión Wiener 
MARATON 
 
Para el aprovisionamiento de baja tensión se utilizarán cuatro fuentes de 
alimentación Maratón de la empresa Wiener.  
 
MARATON [28], acrónimo de MAgnetic RAdiation TOlerant New 
power supply system, es una fuente de alimentación distribuida de alta 
densidad diseñada para proporcionar hasta doce canales de bajo voltaje/alta 
corriente en ambientes hostiles, con campos magnéticos elevados y altos 
niveles de radiación. Estos doce canales independientes son de 300W cada 
uno. Esta fuente fue diseñada para alimentar electrónica de bajo ruido con 
corriente media a alta (rango de corrientes 10A a 600A) sobre largas 
distancias. Se caracteriza además por proporcionar niveles de trip ajustables y 
completamente controlables, voltajes y límites de corrientes así mismo 
ajustables y  refrigeración por agua. 
El sistema de fuentes de alimentación consiste en tres componentes 
principales: rectificador primario, control remoto y caja de alimentación.  
 
El Rectificador Primario y el Control Remoto operarán en localidades 
donde las condiciones sean las estándares para la industria (ambiente seguro). 
La caja de alimentación está situada cerca de la electrónica que debe ser 
alimentada, y es capaz de operar en ese ambiente hostil, como ya dijimos, 
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campo magnético elevado y/o radiación. La distancia entre el convertidor-DC 







Entrada: 230V AC ±10%     
Salida: 385V DC, regulada
Control Remoto
Control de un convertidor 
DC/DC (máx. 12 canales)
MARATON Caja de alimentación






Figura 5.4 Vista de una fuente de alimentación y Esquema del sistema MARATON 
El rectificador primario convierte el voltaje estándar (100V… 230V AC, 
16A) a voltaje DC regulado (385V nominales). No hay aislamiento galvánico. 
 
La caja de alimentación MARATON utiliza los 238VDC del rectificador 
primario y genera hasta 12 bajos voltajes independientes de salida. Cada canal 
puede ser encendido o apagado independientemente. El voltaje de salida, la 
corriente límite y el nivel de protección del sobrevoltaje pueden ser ajustados 
en la cabecera de la caja de alimentación, mientras que el control remoto de 
las salidas, señales especiales para medir el sentido del voltaje, la corriente de 
salida y el estado de los canales y una señal para encender y apagar un canal, 
son dirigidos mediante dos conectores de 37 pins. Una entrada de reset global 
permite inhibir todas las salidas con tan sólo una señal (contacto cerrado). 
 
El sistema control remoto para MARATON (RCM) es capaz de 
controlar dos grupos de seis canales de salida, siendo la configuración 
estándar conectar un RCM a una caja de alimentación. Todas las señales de 
control (voltaje, corriente y estado) son señales diferenciales. Las salidas de 
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medida del voltaje de la caja de alimentación están conectadas a las entradas a 
través de resistencias de protección (y un divisor de tensión opcional). 
 
La comunicación con la fuente de alimentación MARATON se 
establecerá a través de un OPC Data Access.  
 
Las fuentes de baja tensión que acaban de ser introducidas, alimentarán 
a las Service Box y los distintos dispositivos que éstas soportan, Control 
Board y Digitizer Board, y a los Híbridos (electrónica de los Ladders). Se 
utilizarán cuatro fuentes Wiener Maratón, que con 12 canales independientes 
de LV cada una, proporcionan un total de 48 canales para satisfacer toda la 
alimentación de baja tensión. A cada Service Box le corresponderán dos de 
estos canales, uno de 4V y otro de 7V. 
 
 
5.4 Fuentes de alimentación de alta tensión CAEN 
 
Para la alimentación de alta tensión de los Ladders se utilizará un 
sistema CAEN modelo SY1527LC con módulos A1511B. Este sistema 
permite alojar en el mismo chasis una amplia gama de módulos con funciones 
diferentes, tales como módulos de alta/baja tensión y controladores. 
 
El cuerpo principal del sistema SY1527LC [29] está alojado en un rack 
de 19 pulgadas de ancho y 8U de alto y cobija cuatro secciones principales: 
• Sección de los módulos: con 16 slots para alojar tarjetas, 
distribuidores y controladores. 
• Sección de bandeja de ventiladores: alojando 6 ventiladores 
dispuestos en dos filas. 
• Sección de la fuente de alimentación: que consiste en la fuente de 
alimentación primaria y hasta 3 unidades de fuente de alimentación. 
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Figura 5.5 Fuente modular de alta tensión CAEN y uno de los módulos. 
 
Un punto importante del sistema SY1527LC es la interfaz sencilla de 
comunicación. La interfaz Ethernet (TCP/IP) permite acceso Telnet y la 
conexión vía OPC Server a un sistema de control SCADA. La programación 
software ofrece un conjunto de comandos unificados independientes de la 
interfaz utilizada para comunicarse con el sistema.  
 
Acceso multi-capa al sistema, vía Intranet, es previsto a través de la 
gerencia de tres perfiles de usuario adaptados. Estos tres perfiles de acceso 
son: invitado, usuario y administrador, cada uno de los cuales con protección 
de contraseña.  
 
El módulo modelo A1511B [30] aloja 12 canales de alta tensión flotante 
independientes (los canales no comparten ninguna referencia a tierra). El 
voltaje de salida puede ser programado y monitorizado en el rango de 0÷500 
V con una resolución de 100mV. Si el voltaje de salida difiere del valor 
programado en más de un 3%, el canal será puesto en condición o bien de 
OVERVOLTAGE o bien de UNDERVOLTAGE.  
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Por otra parte, para cada canal, un límite de protección de voltaje SVMAX 
puede ser fijado vía software con 1V de resolución y el voltaje de salida no 
podrá ser programado por debajo de este valor. Las tasas de HV RAMP-UP y 
RAMP-DOWN (velocidad a la que aumentará/disminuirá el valor del voltaje) 
pueden ser seleccionadas independientemente para cada canal en el rango 
1÷50 V/s  en incrementos de 1 V/s.  
 
La corriente de salida es monitorizada con una resolución de 100 nA/ 
1µA dependiendo del rango de corriente. Si un canal intenta publicar una 
corriente mayor que su valor límite programado, este será señalado para estar 
en condición de OVERCURRENT. El sistema SY1527 detecta este estado como 
un fallo y reacciona de acuerdo a los settings del parámetro de TRIP (tiempo 
máximo durante el que se permite la permanencia de la condición de 
OVERCURRENT). Esto es: 
 
1) TRIP = infinito (>1000s) Modo de corriente constante. 
El voltaje de salida se varía para mantener la corriente por debajo del 
límite programado. El canal se comporta como un generador de corriente 
constante. 
 
2) TRIP = finito (<1000s) Modo trip. 
En este caso el módulo se comporta como en el modo de corriente 
constante durante un tiempo igual al valor finito fijado como parámetro de 
trip, y luego es apagado de acuerdo a la opción de apagado seleccionada 
(Matar/Ramp-down). Si la opción matar es elegida, el voltaje bajará a cero 
a una tasa determinada por el valor del parámetro Ramp-Down 
programado para cada canal. 
 
El tiempo de TRIP puede ser programado en incrementos de 0.1s. El 
voltaje máximo de salida (VMAX Hardware) puede ser fijado, mediante un 
potenciómetro situado en el panel frontal, a un mismo valor común para todos 
los canales del módulo, y este valor puede ser leído vía software. El módulo 
aloja además un sensor de temperatura situado en la PCB cerca de los canales 
de HV: los valores de temperatura medidos por este sensor serán utilizados 
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para señalar la condición de OVERTEMPERATURE en el sistema SY1527. El 
módulo es proporcionado con una entrada "HV EN" que deshabilita los canales 
cuando no está conectada a tierra. 
 
 
5.5 Particionamiento en los cuatro dominios de control 
 
Una vez hecho recuento de la gran cantidad y variedad de elementos que 
integran el equipamiento a controlar, conviene diseñar algún tipo de 
agrupamiento para que el control se desarrolle de una forma modular, y no 
abordando la supervisión de cada dispositivo por separado.  
 
Por otra parte, ya se mencionó que todo el equipamiento a controlar debe 
estar incluido en uno de los cuatro dominios de control: DAQ, DCS, HV y 
DAQI. Parece lógico, por tanto, realizar la división en cuatro conjuntos de 
dispositivos que se correspondan con los cuatro dominios de control, y que 
supondrán un acercamiento a la jerarquía de control del experimento que se 
expondrá más adelante.  
 
Si bien este particionamiento se basa en reglas lógicas (funcionalidad de 
cada dispositivo), se intentará estar de acuerdo, en la medida de lo posible, 
con el particionamiento físico, es decir, con la posición física que ocupen los 
dispositivos en el detector.  
 
Estas asociaciones permitirán tener una visión global del equipamiento y 
de su integración en los distintos dominios de control. Pondrá de manifiesto 
también las relaciones que hay entre los dispositivos pertenecientes a un 
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5.5.1 Particionamiento del dominio de control DAQ 
 
En la siguiente figura se muestra el particionamiento del dominio DAQ. 
En este dominio habrá que controlar tres tipos de dispositivo:  
 
 Control Board y sus elementos constitutitos (excepto DCU) 
 Digitizer Board  
 Híbridos 
 
Un concepto muy importante que caracteriza el diseño realizado del IT-
ECS es el de partición. Con el propósito de homogeneizar el sistema de 
control, desde los coimienzos del diseño de la electrónica del Silicon Tracker, 
se intentó que los cuatro dominios siguieran, en la medida de lo posible, una 
asociación lógica similar de los distintos dispositivos. Por ello, se definió la 
partición. Una partición es el conjunto de cuatro Ladders (o Híbridos en el 
caso del dominio de adquisición de datos) y cuatro Digitizer Board. A su vez, 
una partición estará formada por cuatro unidades básicas, que es la unión de 



































































•GOL1, GOL2, GOL3: 0x 
…
•DCU: 0x
•GOL1, GOL2, GOL3: 0x 
…
Figura 5.6 Particionamineto del dominio DAQ 
DAQ LINK PARTITIONING
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En el esquema mostrado en la página anterior se refleja muy claramente 
este concepto de partición. Además, se ve el esquema de uniones que regirá la 
comunicación entre los tres dispositivos integrantes del DAQ.  
 
Si se observa la Control Board con detenimiento, se echará en falta uno 
de los componentes de ésta, el DCU. Este chip no ha sido añadido en este 
esquema conscientemente, pues las lecturas de sus canales están relacionadas 
única y exclusivamente con la humedad, por lo que se incluirá en el 
subdominio humedad del DCS y no en el de adquisición de datos DAQ. 
 
Para el DCU de la Digitizer Board pasa algo similar. Si bien uno de sus 
canales realiza una lectura interesante desde el punto de vista del DAQ, las 
lecturas del resto de canales serán completamente ajenas a él. En estas 




5.5.2 Particionamiento del subdominio de control LV 
 
En cuanto al la alimentación de baja tensión (LV), que constituye uno de 
los cinco subdominios del DCS, tendremos que integrar en el sistema de 
control los siguientes dispositivos: 
 Fuentes de alimentación Wiener MARATON 
 Reguladores del backplane de las Services Box 
 Canales 3, 4, 5 del DCU del SPECS slave 1 de la Control 
Board 
 Canales 3, 4, 5 del DCU de la Digitizer Board 
 
Es importante resaltar que el DCU (tanto del SPECS slave como de la 
DB) como entidad no será un dispositivo a controlar por este dominio de 
control, sino que sólo formarán parte de el los canales cuyas lecturas tengan 
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que ver con la alimentación de baja tensión. Esto cobrará sentido cuando se 
implemente la jerarquía de control modelada con las FSM, pues de estos DCU 
se implementarán dos o tres Device Units. 
 
A continuación se puede ver el agrupamiento lógico del dominio de baja 
tensión. También se muestra el esquema de las señales a controlar, así como 


















La electrónica del detector Inner Tracker precisa de una distribución de 
voltajes de 2.5V, de 3.3V y de 5V. El reparto de las cargas no sólo tiene que 
seguir un agrupamiento lógico, sino que tiene que tener en cuenta la máxima 
corriente que puede ser regulada por un solo regulador de voltaje.  
 
Cada Híbrido perteneciente a un Ladder tiene su propio regulador para 
alimentar 2.5V a los chips de lectura Beetle. Esto permite que los híbridos se 















• 16 x 2,5V Ana Beetle
• 16 x 2,5 Dig Beetle
• 4 x 5V DigBoard
• 8 x 2,5 DigBoard
• 4 x 3,3V BackPlane
*This is for 16 slots, 





• Ch3: OCM Ana
• Ch4: OCM Dig


























LV SYSTEM AND PARTITIONING
Figura 5.7 Particionamiento del dominio LV del DCS 
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la parte analógica y la digital de un Beetle, cada Híbrido es conectado a 
reguladores analógicos y digitales por separado.  
 
Con motivo de un uso eficiente de los reguladores, se decidió alimentar 
más de una Digitizer Board desde un solo regulador, y de acuerdo con los 
requerimientos de corriente, es posible alimentar dos DB desde un mismo 
regulador de 2.5V y hasta cinco DBs desde uno de 5V. Como el 
particionamiento general del sistema de control, y en este caso concreto el 
particionamiento de los buses I2C, corresponde con grupos de cuatro DBs, se 
decidió seguir el mismo concepto para la alimentación LV, alimentando 
cuatro DBs con un mismo grupo de reguladores, formado por dos reguladores 
de 2.5V y uno de 5V. Como cada partición de cuatro DBs posee su propia 
rama dentro de la red de distribución de reloj del backplane, se añadió un 
regulador de 3.3V en el grupo de reguladores correspondiente a una partición. 
Como resultado, el grupo de reguladores alimentando una partición de cuatro 
Digitizer Board y cuatro Híbridos estará integrado por: 
• 4 x 2.5V reguladores analógicos: alimentando los 3 Beetle de cada 
uno de los 4 Híbridos de la partición; máx. 0.8A cada uno.  
• 4 x 2.5V reguladores digitales: alimentando los 3 Beetle de cada uno 
de los 4 Híbridos de la partición; máx. 0.2A cada uno. 
• 1 x 5V regulador: alimentando a los receptores de línea y el reloj de 
las 4 Digitizer Board de la partición; 1.6A 
• 2 x 2.5Vreguladores: alimentando a los dispositivos deep-submicron 
de las 4 Digitizer Board de la partición; 2A cada uno. 
• 1 x 3,3V regulador: alimentando a la rama de reloj del backplane; 
185 mA. 
 
El total de reguladores sobre un backplane vendrá dado por la suma de 
los reguladores listados anteriormente multiplicados por cuatro (ya que cada 
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Service Box está formada por cuatro particiones), dando el total de 48 
reguladores que ya habíamos indicado. 
 
Los reguladores de voltaje sobre el backplane pueden señalar un estado 
de sobre-corriente (Over Current Monitoring) a través de una señal OCM. Si 
el límite de corriente, fijado mediante un resistor externo, es excedido, la señal 
OCM será puesta a 0.4V. En el caso de los Beetle ya se mencionó que la 
monitorización de sobre-corriente de los reguladores de alimentación de LV 
son monitorizados por el DCU de las DBs. Quedan pues por monitorizar 
aquellas líneas OCM de los reguladores que alimentan a las propias DB.  
 
Ya fue expuesto también que cada partición de DB será alimentada por 
dos reguladores de 2.5V, uno de 5V y otro de 3.3V, sumando un total de 16 
señales OCM que necesitan ser monitorizados. Esto se llevará a cabo 
mediante 32 entradas/salidas (I/O) configurables por el usuario implementadas 
en cada SEPCS mezanine. Estas pueden ser leídas o controladas por dos 
registros de 16 bits: “RegOutMSB” y “RegOutLSB” [21]. Estos registros 
pueden ser configurados en modo de entrada o de salida, mediante otros dos 
registros internos: “ConfRegOutMSB” y “ConfRegOutLSB”. Por defecto (tras 
el encendido o un reseteo) los registros están configurados en modo de entrada 
para evitar cualquier conflicto con la señal. Todas estas configuraciones serán 
implementadas en el sistema de control. 
 
Las 32 entradas/salidas del SPECS slave 1 son utilizadas básicamente 
para el control de los reguladores del backplane, mientras que las 
correspondientes líneas del slave 2 serán usadas también para otros 
propósitos. Las líneas utilizadas para las señales de inhibición de los 
reguladores (INH) están por defecto a nivel alto, así estarán inhabilitadas al 
inicio de la operación y tras un reseteo. Las líneas para leer las señales OCM 
de los reguladores de 3.3V y de 5V son atenuadas usando divisores de voltaje, 
para asegurar que los niveles altos sean menores que 3,3V en la entrada del 
SPECS. La asignación de las señales I/O de los registros es mostrada a 
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continuación (entre paréntesis se indica si la señal debe ser programada como 
entrada o salida):  
 
Slave1 bit-signal assignment: Slave2 bit-signal assignment: 
 
1) Hb_INH_7 (O) 
2) Hb_INH_6 (O) 
3) Hb_INH_5 (O) 
4) P1_DBs_INH (O) 
5) Hb_INH_4 (O) 
6) P0_DBs_INH (O) 
7) Hb_INH_2 (O) 
8) Hb_INH_3 (O) 
9) Hb_INH_0 (O) 
10) Hb_INH_1 (O) 
11) Hb_INH_9 (O) 
12) Hb_INH_8 (O) 
13) Hb_INH_11 (O) 
14) Hb_INH_10 (O) 
15) P2_DBs_INH (O) 
16) Hb_INH_12 (O) 
17) P3_DBs_INH (O) 
18) Hb_INH_13 (O) 
19) Hb_INH_14 (O) 
20) Hb_INH_15 (O) 
21) TTCrq RESET (O) 
22) TTCrq_QPLL RESET (O) 
23) QPLLs reset (O) 
24) RST_GOLs (O) 
25) P0_OC25V_#2 (I) 
26) P0_OC5V (I) 
27) P0_OC33V (I) 
28) P0_OC25V_#1 (I) 
29) P1_OC5V (I) 
30) P1_OC25V_#2 (I) 
31) P1_OC25V_#1 (I) 
32) P1_C33V (I) 
 
 
1) OCM_25V_CtrlBoard (I) 
2) L0ACCEPT_DE_Ctrl (O) 
3) OCM_5V_CtrlBoard (I) 
4) I2CSwitch_Ctrl4 (O) 
5) Amp_Con4 (I)  
6) I2CSwitch_Ctrl3 (I)     
7) DRV_DOWN_EN (O) 
8) X9-C1 (I/O)  
9) X9-A2 (I/O)  
10) X9-B2 (I/O)  
11) X9-A3 (I/O)  
12) DRV_UP_EN (O) 
13) Not Connected in CB 
14) Not Connected in CB 
15) TTCrqREADY (I) 
16) TTCrqLOCKED (I) 
17) TTCrqERROR (I) 
18) I2CSwitch_Ctrl2 (O)  
19) Amp_Con3 (I)  
20) I2CSwitch_Ctrl1 (O)  
21) Amp_Con2 (I)  
22) CtrlExt1 (O) 
23) Amp_Con1 (I)  
24) CtrlExt2 (O)  
25) P3_OC5V (I) 
26) P3_OC25V_#2 (I) 
27) P2_OC25V_#2 (I) 
28) P2_OC33V (I) 
29) P2_OC5V (I) 
30) P2_OC25V_#1 (I) 
31) P3_OC25V_#1 (I) 
32) P3_C5V (I) 
 
 
Tabla 11 Asignación de bits del registro “RegOut” para el SPECS slave 1 y el 2. 
 
 
5.5.3 Particionamiento de los subdominios de control 
temperatura y humedad 
 
Para el subdominio de temperatura, las señales a controlar serán las 
enviadas por los siete sensores de temperatura. Los dispositivos a controlar y 
que se traducirán en una Device Unit son: 
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 Canal 1 del DCU de la Digitizer Board 
 Canales 1 y 2 del DCU del SPECS slave 1 de la Control Board 



















Para el subdominio de humedad las señales a controlar serán las del 
DCU de la Control Board. Este será el único dispositivo que haya que 
controlar en este dominio y tendremos por tanto en la jerarquía un único tipo 
de Device Unit. 
 
 
TEMP AND HUMIDITY MONITORING
DCU: 0x
• Ch1:Temperature




















Ctrl Board DCU: 0x
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4 PT1000 Temp sensors
1 HMX2000 Hum. Sensor
SVCE. BOX 2
2 PT1000 Temp sensors 
from backplane
Figura 5.8 Particionamiento de los subdominios Temperatura y Humedad del DCS 
5.5.4 Particionamiento del dominio de control HV 
 
En el dominio de control de alta tensión habrá que controlar la operación 
de las fuentes de alta tensión. Un mismo canal alimentará a cuatro Ladders y 
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por tanto sólo se podrá operar con los cuatro a la vez (si se enciende el canal 
se encienden los cuatro, si se apaga se apagan los cuatro, etc.) Sin embargo, 
mediante un Patch Panel se podrá inhibir o desinhibir los Ladders. Aunque 
esto posibilite el apagar individualmente la alimentación de alta tensión de un 
solo Ladder, habrá que hacerlo manualmente a través de los pines del Patch 
Panel. Es por ello que el Patch Panel no formará parte de los dispositivos a 
controlar, si bien es cierto que habrá que tener algún tipo de interfaz donde 
almacenar la información de inhibición-deshibición de la alimentación HV de 






































5.6 Esquema de direccionamiento I2C 
 
El control de la electrónica del Inner Tracker situada en la caverna 
(Detector Boxes y Services Boxes) es llevado a cabo por lo dispositivos 
SPECS slaves. Como ya se explicó en el apartado 4.2.4.3, SPECS actúa de 
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interfaz proporcionando comunicación I2C con los dispositivos a controlar 
que se introdujeron también en los apartados precedentes. A modo resumen: 
 In Detector Box: Beetles 
 In Service Box: GOL´s, DCU´s, TTCrx and Delay chip. 
 
Los SPECS slaves pueden proporcionar hasta 12 líneas, que no serán 
implementadas en la tarjeta mezzanine SPECS, sino que deben ser 
implementadas en las tarjetas propias del usuario final. Con este fin, se 
proporcionan las siguientes señales: una salida de datos I2C de larga distancia, 
una entrada de datos I2C de larga distancia, una salida de reloj I2C de larga 
distancia, una entrada de reloj I2C de larga distancia, una señal de control de 
dirección para los drivers del bus externo, y una señal de control de selección 
para los drivers del bus externo.  
 
La mayoría de los dispositivos a controlar a través de I2C en el detector 
Inner Tracker son Beetles y GOLs.  
 
Fue necesario realizar un agrupamiento de los dispositivos a controlar, 
de forma que con el mismo bus I2C se pudieran controlar varios de ellos. La 
solución más obvia fue agruparlos de la misma manera que el 
particionamiento de adquisición de datos, HV y LV, el mismo que se acaba de 
mostrar en los apartados anteriores. En la siguiente figura se pueden ver 




Figura 5.10 Particionamineto de lectura I2C 
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Así, de acuerdo con estos grupos de cuatro Ladders, se tienen 12 Beetles 
a controlar por una sola línea I2C. Parece natural, por tanto, agrupar los GOLs 
de la misma forma, ya que cada uno de ellos está asociado a un Beetle. 
Resumiendo, cada línea I2C se encargará del control de un grupo de cuatro 
Ladders o de un grupo de cuatro Digitizer Board. Es necesario señalar en este 
punto que mientras para el Ladder sólo habrá 3 Beetles a controlar, para las 
DB habrá 3 GOLs y 1 DCU. 
 
En esta situación, se debe definir un esquema de direccionamiento de 
acuerdo a la distribución I2C que se acaba de plantear. Como ideas generales 
y especificaciones para la definición de este esquema se pueden mencionar y 
recordar: 
 Sería interesante tener la misma dirección I2C para cada par 
Beetle/GOL, pero en buses físicamente diferentes, ya que cada 
Beetle está asociado a un GOL desde el punto de vista de la 
adquisición de datos. Como están situados en tarjetas físicamente 
diferentes, también parece lógico controlarlos a través de líneas I2C 
diferentes. 
 Cada Híbrido aloja 3 Beetles y cada Digitizer Board tiene 3 GOLs + 
1 DCU. 
 El particionamiento del sistema de control seguirá el 
particionamiento de adquisición de datos: grupos de cuatro Ladders. 
 Debido a especificaciones I2C, los grupos de direcciones 
B´0000XXX y B´111XXX están reservados. 
 La dirección del bit GOL [A0] está reservada para el 
direccionamiento de registros internos. 
 DCU [A2 A1 A0] están reservados para el direccionamiento de 
registros internos.  
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De acuerdo con esto podemos definir un direccionamiento de basado en 
la figura 5.11. Se pueden utilizar los 2 MSB (Most Significant Bit) de la 
dirección I2C de cada Beetle/GOL/DCU como un ID de la tarjeta, que nos 
permitirá distinguir hasta cuatro tarjetas en un grupo (según el 
particionamiento se tienen un máximo de cuatro tarjetas por grupo). Los cinco 
bits restantes serán referidos al interior de la tarjeta: algunos de ellos son 
referidos a un dispositivo interno (como el GOL o el DCU) y el resto serán 
referidos a registros internos. 
 
A0A6
Board ID Hardwired In Board Address
 
Figura 5.11 Esquema general de direccionamiento. 
 
 
La figura 5.12 muestra la definición completa del esquema de 
direccionamiento I2C. En ella se puede observar que la asignación de bits para 
los Beetles y para los GOLs es la misma, si bien difieren únicamente en el 
LSB [A0] (Least Significant Bit). Los bits [A4 A3] deben ser puestos a [1 0] 
en cada componente y [A2 A1] son utilizados como bits de dirección interna, 
ésto es, para distinguir los diferentes Beetles/GOL dentro de la tarjeta 
(tendremos 3 Beetles/GOLs en cada tarjeta). En el Híbrido, el bit [A0] puede 
ser puesto a 1 ó 0, pero 0 es más sencillo ya que no precisa de soldadura. En la 
Digitizer Board [A0] es utilizado internamente por los GOLs para referirse al 
Registro Puntero ([A0] = 0) o al Registro Datos ([A0] = 1). 
 
Si nos fijamos en la Digitizer Board nos daremos cuenta que el bit [A4] 
está puesto a 1 para direccional los GOLs y a 0 para direccionar el DCU. 
Haciendo ésto nos aseguramos de que no es possible tener una dirección del 
tipo B`0000XXX (rango de direcciones reservadas en el protocolo I2C) al 
direccionar los Beetles y GOLs. Esta es la razón por la que también ponemos 
un 1 en el bit de dirección del DCU [A3]. Los 3 LSB de la dirección del DCU 
son utilizados internamente para referirse a los diferentes registros internos. 
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U ⇒ For GOL internal addressing: 
•A0=0 Pointer register
•A0=1 Data register
U ⇒ For DCU internal addressing: 
•[A2 A1 A0] used by CREG [000], 







Each pair Beetle / GOL will have 
the same values both for the 
board ID and the hardwired 
address bits inside the board [IA1 
IA0].
X ⇒ Indifferent value. A0=0
easier, no bounding necessary 
This bit is set to “1” for
GOL addressing and to “0”
for DCU
Must be set to “1” to avoid 
using address B`0000XXX
Board ID 1 0 IA1 IA0 U
A0A6
Board ID 1 0 IA1 IA0 X
A0A6
Board selection bits: 
up to 4 boards
Chip selection bits: up
to 4 chips in a board




Figura 5.12 Esquema de direccionamiento para el bus I2C 
 
 
Así, desde el punto de vista del Sistema de Control del Experimento, una 
dirección I2C será 7 bits: [A6 A5 A4 A3 A2 A1 A0]. Resumiendo, el 
direccionamiento se realiza de la siguiente manera (solo se menciona el 
direccionamiento de los GOLs ya que el de los Beetles es el mismo): 
 
 [A6 A5] indican el número de Digitizer Board. Tenemos hasta 4 por 
grupo (particionamiento IT). 
 
 [A4] indica el tipo de dispositivo a direccionar en la Digitizer Board: 
o If [A4]=0 ⇒ DCU direccionado. En este caso: 
 [A3] =1. 
 [A2 A1 A0] se necesitan para el direccionado de los 
registros internos del DCU. 
 
o If [A4]=1 ⇒ GOL direccionado. En este caso: 
 [A3] =0. 
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 [A2 A1] indican qué GOL se está direccionado en la 
Digitizer Board. Tenemos hasta 3. 
 [A0] utilizado para el direccionamiento de los 
registros internos del GOL. 
 
Para el caso del bus I2C interno de la Control Board, a través del que se 
controlarán el Delay25, el TTCrq y el DCU, el esquema será similar y 
responderá a la siguiente figura. 
 
 
                                                     1
                                                 
1 La decisión de cuántos Ladders y cuántas Digitizer Boards se tendrán por Service Box aún 
no ha sido tomada. (Una Detector Box contiene 28 Ladders y tiene a su disposición 32 slots 
para Digitizer Boards en sus dos Service Box correspondientes) 
A4 A3 A2 A1 A0A6 A5
A4 A3 A2 A1 A0A6 A5
A4 A3 A2 A1 A0A6 A5
Delay25 Chip I2C address definition. ‘X’ bits are used 
internally
TTCrq I2C address definition. ‘X’ bits are used internally
DCU I2C address definition. ‘X’ bits are used internally




Figura 5.13 Esquema de direccionamiento para el bus de la Control Board
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Una vez explicada la arquitectura del sistema de control que se ha de 
implementar para el detector a controlar, y presentadas las herramientas de las 
cuales se dispone, se está en posición de desarrollar el Sistema de Control 
(ECS) específico para el detector Inner Tracker. 
 
Como ya se introdujo en el capítulo anterior, toda la infraestructura a 
controlar debe estar distribuida entre los cuatro dominios de control comunes 
del experimento LHCb: DAQ, DAQI, DCS y HV. En primer lugar se debe 
hacer compilación de todos los dispositivos que han de ser controlados y 
monitorizados, y después encuadrarlos en el dominio al que pertenezca cada 
uno. Por otra parte, se debe diseñar una jerarquía de control, de acuerdo con 
las pautas del equipo central de ECS del LHCb, que integre de forma 
coherente toda esa infraestructura y le confiera un comportamiento lo más 
automatizado posible.  
 
 
6.1 Jerarquía de control del Inner Tracker y 
Nomenclatura 
 
El equipo central de ECS supervisará y controlará el experimento global 
desde los cuatro dominios LHCb, y el Inner Tracker (y todos los demás 
subdetectores) deberá comunicarse con ellos a través de cuatro dominios IT 
respectivamente. Esto es una premisa que debe ser satisfecha. A partir de aquí 
cada detector decidirá un particionamiento adecuado para el control de todos 
sus disposistivos, es decir, la jerarquía se expandirá en cuantos niveles sean 
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necesarios y los dispositivos se agruparán en nuevos dominios de forma que 
se desprenda un significado tanto lógico como físico de la jerarquía. 
 
El primer diseño jerárquico que se desarrolló para el Inner Tracker fué 
el más intuitivo posible: división de los cuatro dominios IT requeridos en las 
tres estaciones del detector (St1 a St3) y división de cada estación a su vez en 
las cuatro cajas de detector (Box A, C, Up, Down). Debido a que en varios 
casos uno de los dispositivos que interviene en la adquisición de datos es 
compartido por dos Detector Box, se decidió  agrupar las cajas del detector 
por parejas y eliminar un nivel, teniendo así en vez de nivel “Station” y 
subnivel “Detector Box”, un único nivel “Half Station” integrado por dos 
Detector Box.  
 
Este nuevo particionamiento del Inner Tracker-ECS (IT-ECS) se 
muestra a continuación en la figura 6.1, así como su integración en el sistema 













































Figura 6.1 Parte superior de la jerarquía de control del IT-ECS 
Interfaz con los dominios de LHCb 
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El dominio DCS, por prescripción del equipo central, está integrado a su 
vez por otros cinco dominios: Bajo Voltaje, Refrigeración, Temperatura, 
Humedad y Gas. Para el caso del Inner Tracker, se decidió particionar el 
primer nivel del DCS en Half Stations y a continuación en los cinco dominios 
mencionados, pudiendo mantener así la semejanza jerárquica con el DAQ, 
DAQI y HV, y obtener un sistema homogéneo. Esta explicación será 



















Por otra parte, pensando en el período de desarrollo tanto del ECS como 
de producción material del detector, se implementaron además dos nodos de 
control supervisor suplementarios, IT-V1 e IT-V2. IT-V1 está orientado a 
pruebas con una Half Station (incluso con una única Detector Box), pues 
desde el nodo IT-St1A, como muestra la figura 6.2, por ejemplo, se puede 
tomar el control de los cuatro dominios DCS_St1A, HV_St1A, DAQ_St1A y 


































Figura 6.2 Control alternativo para el período de pruebas. 
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simulación de una situación real del experimento. IT-V2 está orientada al 
último período de la fase de desarrollo, cuando tanto el detector como el ECS 
han finalizado (en principio) su desarrollo y construcción y se precisa analizar 
el comportamiento de todo el detector y comprobar que todo funciona según 
lo previsto antes de integrarlo en el conjunto total de LHCb.   
 
Referente al particionamiento, ya se introdujo otro de los conceptos 
importantes en el ECS, el de partición, establecido al comienzo del diseño del 
ECS para posibilitar la homogeneidad de la jerarquía. Debido a que un mismo 
canal de alta tensión (HV) alimenta a cuatro Ladder y que uno de los 
regulador de la alimentación de baja tensión (LV) se encarga de cuatro DBs, 
se decidió agrupar a los cuatro Ladder y sus correspondientes Digitizer 
Boards en una misma unidad lógica, común para los cuatro dominios de 
control, formando así lo que se acaba de introducir como una partición. 
Recapitulando, una Detector Box estará integrada por siete particiones, que a 
su vez estarán integradas por cuatro unidades básicas, que es el conjunto 
Ladder + Digitizer Board.  
 
En cuanto a la nomenclatura, es imprescindible que ésta sea clara e 
inequívoca, pues los dispositivos reales serán identificados dentro del sistema 
de control por el nombre que se les asigne. Este nombre será el de la DU que 
haga de interfaz entre él y el ECS. La convención a la que se llegó es la 
siguiente: 
 
Ladder IT_St$i$j_BOX$k_l$l_s$s                    
Digitizer Board IT_St$i$j_BOX$k_SB$z_DB$p          DAQ 
Control Board IT_St$i$j_BOX$k_SB$z_CB          
DCS LV Dig.Boards IT_St$i$j_BOX$k_LVp$n_DB 
DCS TEMP Ladder IT_St$i$j_BOX$k_l$l_s$s_TEMP        
HV DU, partition IT_St$i$j_BOX$k_HVp$n 
 
i-station = 1:3 
j-side = A( boxes A and U), C (boxes C and B) 
k-box = A, U, C, D 
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z-svceBox = 1:2 
p-digBoard = 1:16 
l- and s- ladder layer and sector = 1:4 and 1:7 
n- partition = 1:7  
 
Tabla 12 Nomenclatura de los Device Unit / dispositivos 
 
En cuanto al nombre de las CU y LU comenzará siempre por IT, se 
continuará en función del dominio al que pertenezca y se desarrollará según el 
particionamiento tanto lógico como físico diseñado para cada dominio. Los 
nombres de cada nodo (excepto para las DU) corresponderán con el dado en la 
jerarquía diseñada para cada dominio, y que se irán exponiendo a lo lardo de 
este capítulo. 
   
Para homogeneizar el código y prevenir errores, se ha tomado el 
siguiente estándar para los estados: 
 
Estado Valor del DPE Color 
NOT_READY 0 Amarillo 
CONFIGURING 1 Amarillo 
READY 2 Azul 
RUNNING 3 Verde 
ERROR 4 Rojo 
OFF 5 Azul 
UNKNOWN else Rojo 
 
Tabla 13 Convención de estados 
 
 
6.2 Creación de las imágenes del Hardware y de los 
archivos de configuración: “Recipes” 
 
Una vez hecho recuento de todo el equipamiento a controlar y diseñada 
la jerarquía de control, lo primero será crear las imágenes de los dispositivos 
reales en el sistema de control. Estas imágenes son los datapoint con los que 
trabaja PVSS y que ya fueron introducidos en el apartado 4.1.4. Para el 
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equipamiento que no sea un estándar comercial, como pueden ser las fuentes 
de alimentación tanto de bajo como alto voltaje, y que sean diseños 
específicos para el experimento, se utilizará una de las herramientas del 
Framework: HW Tool. Esta herramienta también facilitará la creación de 
Recipes para cada tipo de hardware. 
 
Una gran parte de los dispositivos que se han de controlar son accedidos 
a través del protocolo de comunicaciones SPECS. Todos estos dispositivos 
contienen registros, y es necesario darles una imagen en el sistema. Además 
de definir los tipos de hardware que se han de controlar, la HW Tool facilitará 
la definición de estos registros. Cada registro será representado por un 
datapoint que contendrá los datapoint element “writings”, “writingStatus”, 
“readings”, “readingStatus”, “operation” y “settings”, que serán utilizados por 



















Figura 6.3 Datapoint del chip Delay25, 
resaltando el registro “Control2” 
Figura 6.4 Datapoint de  la Control Board
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En la figura 6.3 se muestra como ejemplo el DPE creado para 
representar el chip Delay25. Este chip contiene seis registros, creados a través 
de la HW Tool con la información que le proporcionamos. Cada uno de los 
registros contendrá los DPE que se muestran para el registro “CR2”. 
 
Por otra parte, un tipo de dispositivo puede estar integrado por otros. 
Esto se expondrá mejor con un ejemplo como el de la 6.4. La Control Board 
(CB) del Silicon Tracker estará compuesta, entre otros dispositivos, por dos 
SPECS slaves, por un TTCrq, un chip Delay25 y un DCU. En primer lugar se 
definirá el tipo de hardware de cada uno de estos dispositivos, con sus 
registros correspondientes. A continuación se definirá el tipo de hardware 
Control Board (HwTypeSPECSCONTROL_BOARD) y se incluirán en su 
estructura los tipos de dispositivos previamente definidos. La Hw Tool 
permite además crear “registros virtuales”, es decir, DPE que no tengan 
comunicación con el hardware real. En el caso de la CB se han añadido dos 
registros virtuales: uno de tipo cadena, “STsettings”, donde se almacenará 
información concerniente a la CB y que a priori no existía un “lugar” donde 
guardarla, y otro de tipo entero, “ctrlBoardStatus”, que se utilizará para 
calcular el estado de la CB cuando se trabaje con las Finite State Machines. 
 
Una vez definido el tipo de hardware, las estructuras representativas del 
equipamiento a controlar, habrá que instanciar las entidades reales, es decir, 
crear un DP único en el sistema de control que represente a un dispositivo real 
y único en el equipamiento. Siguiendo con la figura 6.4, se pueden ver los DP 
resultantes de haber instanciado cuatro CBs del tipo de hardware 
HwTypeSPECSCONTROL_BOARD. Cada una de estas CB tienen un 
nombre que será único en el sistema y servirá para identificarlas, en el 
ejemplo, se han instanciado las CB de cada una de las dos Services Box 
correspondientes a las Detector Box A y Detector Box U (que integran la Half 
Station A). En cuanto a la nomenclatura, cabe señalar que las CBs se han 
nombrado de acuerdo con el estándar definido en el apartado anterior. 
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Todo el hardware creado de esta forma contendrá un DPE llamado, 
device.settings, que almacenará la información necesaria para comunicarse 
con el dispositivo real, ésta es:  
Figura 6.5 Definición de los tipos de dispositivos con la HwTool e 
instancias de Control Board 
• SPECS PC: PC en el que está instalado el SPECS maestro.  
• Master ID: número de identificación del SPECS maestro.  
• Slave address: dirección del SPECS slave a través del cual se 
comunicará.  
• I2C bus: dirección I2C del bus que se utilizará para la comunicación. 
• Speed: velocidad de transmisión a la que se quiere trabajar; éste 
campo es opcional.   
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Una vez registrada esta información en los DPE del dispositivo que se 
acaba de crear, cabe la posibilidad de establecer comunicación. Para ello, los 
registros creados deben ser “subscritos”, es decir, todos los settings 
específicos serán enviados al servidor donde serán almacenados en una lista. 
De esta forma no hay que enviar los settings específicos cada vez que se 
realice una lectura o escritura. Esto significa que se ha establecido para estos 
registros una comunicación DIM entre un cliente DIM de PVSS y el servidor 
DIM del SPECS. Los servicios serán publicados para lectura y escritura desde 
el lado del servidor. 
 
Como ya introdujimos, la segunda de las funcionalidades de la HwTool 
es la de definir los Recipes para cada Hardware Type [31]. Un Recipe es un 
grupo de valores determinados indicados para un conjunto de registros 
determinados y para un modo de operación específico. 
 
Cuando la operación del detector da comienzo, durante la inicialización 
se querrá que valores determinados de configuración sean escritos en ciertos 
registros predefinidos de antemano. Esto se llevará a cabo mediante la 
aplicación de un Recipe. 
 
Al igual que ocurría con el hardware, primero se creará un tipo de 
Recipe, que contendrá los registros del hardware con el valor que se quiera 
escribir en ellos. De forma similar, registros de diferentes dispositivos pueden 
ser incluidos en el mismo Recipe. Una vez definido el tipo, se podrán 
almacenar diferentes valores de configuración para este grupo de registros 
bajo diferentes nombres. 
 
Retomando el ejemplo de la Control Board, un tipo de Recipe puede 
contener los registros “ConfRegOUTMSB”, “CongRegOUTLSB”, 
“RegOUTMSB” y “RegOUTLSB” del SPECS slave1 (para habilitar la 
alimentación de baja tensión) y los registros “GCR” (para fijar la frecuencia 
de trabajo), “CR1”, “CR2”, “CR3”, “CR4” (para fijar los retrasos, delay, de 
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diferentes señales) del chip Delay25 que contiene la CB. Dependiendo del 
modo de operación (PHYSICS, COSMIC, TESTRUN) se querrá aplicar a los 
registros mencionados un valor u otro. Se crearán por tanto Recipes del mismo 
tipo con diferente nombre que almacenen los distintos valores a aplicar 
(CONTROL_BOARD_PHYSICS, CONTROL_BOARD_TESTRUN).  
 
Como veremos a continuación, cuando se trabaje con la jerarquía de 
control definida con las Finite State Machines y se envíe desde el nodo del 
nivel superior un comando de configuración con un parámetro de 
funcionamiento asociado a él, se aplicará al hardware el Recipe apropiado 
asociado a ese parámetro.   
 
 
6.3 Dominio de control IT-DAQ: adquisición de datos 
 
 
El dominio de adquisición de datos está formado por dos entidades 
fundamentales: TELL1 y electrónica FrontEnd. TELL1 [32] es una tarjeta de 
adquisición de datos específicamente diseñada para los requerimientos del 
experimento LHCb y usada por prácticamente todos los subdetectores en el 
experimento. La funcionalidad de la tarjeta implementa identificación de 
datos, almacenamiento L1 (nivel 1) y supresión de ceros. Trabaja a la tasa de 
transferencia de evento de 1,11MHz, cuyo valor viene dado por la tasa 
máxima de eventos del LO (nivel 0) y está diseñada para el uso con 
equipamiento estándar Gigabit ethernet así como con switches y routers.  
 
La electrónica FrontEnd de nivel 0 [33] debe capturar y almacenar 
correctamente las señales provenientes del detector, generadas al impactar 
contra él las partículas que se desprenden en las colisiones de los haces del 
LHC, en un número amplio de canales (aproximadamente un millón). Las 
señales del detector desde los sensores de silicio son capturadas con suficiente 
resolución de tiempo por los chips Beetle. Los datos capturados son 
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almacenados en el pipeline del Beetle hasta que la decisión de Trigger de 
nivel 0 acepte o rechace los datos de un choque determinado de haces. Los 
datos aceptados deben ser extraídos del pipeline y temporalmente guardados 
en el buffer de nivel 0 (también implementado en el chip Beetle), esperando a 
ser transferidos.  
 
Los datos analógicos tras el chip Beetle son entonces enviados a través 
de líneas diferenciales de cables de cinco metros a las llamadas Service Box, 
situadas fuera de la aceptancia del detector. En las Service Box, los datos son 
digitalizados por las llamadas Digitizer Boards (tarjetas digitalizadoras) con 
una resolución de 8 bits, multiplexados y convertidos a señal óptica. La señal 
digital-óptica es posteriormente transmitida a través de fibras de 100 metros 
de longitud a la Counting House a la tarjeta receptora TELL1, que forma parte 
de las tarjetas preprocesadoras de nivel 1.     
 
En la siguiente figura se muestra el esquema de transmisión de la 
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Figura 6.6 Esquema de la electrónica de lectura 
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Como ya se introdujo, la Control Board situada en la Service Box 
proporciona las funcionalidades necesarias para llevar a cabo diferentes tareas 
de control y monitorización, a saber: control lento y rápido de la electrónica 
de lectura y digitalización Silicon Tracker (Digitizer Boards), control y 
monitorización de los reguladores de alimentación de LV, y monitorización de 
las temperaturas y humedad de la Detector Box. Las Digitizer Boards están 
conectadas a la Control Card a través del backplane de la Service Box.  
 
En el apartado 5.1 se presentaron los dispositivos a controlar y, como se 
puede deducir de la introducción al esquema de adquisición de datos que se 
acaba de realizar, los dispositivos que deben ser controlados bajo el dominio 
DAQ son los siguientes: TELL1, Control Board, Digitizer Board e Híbridos 
(chips Beetles). Estamos entonces en posición de diseñar la jerarquía que 
implemente el control de la electrónica del DAQ.  
 
La tarjeta TELL1 no se introdujo en el apartado del equipamiento a 
controlar y se hace necesario explicar el motivo. Al ser una tarjeta 
extremadamente compleja, y utilizada a su vez por los distintos detectores 
integrantes del experimento LHCb, el equipo central de ECS se encarga del 
diseño del control de ésta, y proporciona las Control Unit y Device Unit. Los 
diseñadores del ECS de cada detector sólo tendrán por tanto que integrar este 
subsistema en el suyo.  
 
A continuación se explicará el diseño escogido para la jerarquía FSM de 
control del IT. Partiendo de la figura 6.1, y situándonos en el dominio para 
una Half Station, se decidió subdividirlo en un nodo TELL1 y otro FrontEnd 
(FE). El dominio TELL1 para una Half Station estará formado por siete 
tarjetas, lo que implica que tres tarjetas y media se encargan del procesado de 
datos provenientes de una de las Detectror Box de la pareja que integra la Half 
Station. Es por ello que este dominio no se puede dividir en cajas, y por lo que 
se decidió el particionamiento en medias estaciones. Por otra parte, el FE de 
cada Detector Box sí es totalmente independiente, por lo que se decidió 
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subdividir el nodo Half Station – FE en sus dos cajas integrantes. Cabe señalar 
aquí que esta subdivisión se lleva a cabo utilizando Logical Units, y no 






































































 Figura 6.7 Jerarquía de control IT-DAQ 
 
Nos encontramos entonces con una CU TELL1 por cada media estación, 
de la que dependen siete DU, que representan y actúan de interfaz con las 
siete tarjetas reales para esa media estación. Por otra parte tenemos siete 
particiones LU para cada Detector Box, de las que dependen los 28 Ladder y 
28 Digitizer Board, agrupados de cuatro en cuatro en cada partición, y las dos 
Control Board de las dos Service Box que operan para cada caja de detector. 
 
En cuanto al comportamiento, se han implementado para todos los nodos 
que acabamos de mencionar los estados generales del DAQ mostrados en la 
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figura 4.19. Los comandos posibles también son las generales, ejecutando sin 
embargo diferentes acciones para cada nodo. A continuación, se expondrá la 
lógica del comportamiento de cada nodo y las acciones que son llevadas a 
cabo con cada comando. 
 
 
6.3.1 Control Board 
 
Antes de crear el tipo de Device Unit que modelará el comportamiento 
de las Control Board, es necesario crear una imagen del tipo de dispositivo en 
el sistema. Esto se realizará según lo explicado en el apartado 6.2. En el caso 
de la CB, si se observa la figura 6.4, el tipo de DU corresponderá con el tipo 
de DP, que a su vez corresponde con el tipo de dispositivo creado con la 
HwTool (HwTypeSPECSCONTROL_BOARD) y los DU serán los DPE, imágenes en 
el sistema de las CB específicas. 
 
El comportamiento de la Control Board está implementado según las 
FSM generales para el DAQ. Podrá estar por tanto, en cualquiera de los 
estados mostrados en la figura 4.19, y las acciones posibles para la DU 
Control Board serán así mismo los comandos mostrados.  
 
Para el cálculo de su estado, el algoritmo utilizado se basará en un solo 
datapoint element: “device.ctrlBoardStatus”2. Este DPE es un registro virtual, 
pues no tiene comunicación con el hardware real, y son añadidos al DP que 
representa al dispositivo para registrar los cambios consecuencia de un 
comando o suceso externo y poder recalcular el estado del DU. Este DPE es 
de tipo entero y tomará valor de acuerdo a la convención establecida en la 
Error! Not a valid link., según el estado al que se quiera que pase la DU 
representante de la Control Board específica.  
 
                                                 
2 device se refiere al nombre del DU que representa la Control Board específica. Ejemplo de 
nombre de estos DPE sería: “IT_ST1C_BOXB_SB1_CB.ctrlBoardStatus” 
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El cálculo de este nuevo estado se hará de acuerdo a la siguiente 
función, que tiene cuatro parámetros, siendo domain el nodo padre (el 
inmediatamente superior) al que pertenece la DU, device y “ctrlBoardStatus” 
lo ya mencionado y fwState una variable de salida cuyo valor se imprimirá en 
el panel de control:       
 
HwTypeSPECSCONTROL_BOARD_valueChanged( string domain, 
string device, int ctrlBoardStatus, string &fwState ) 
{ 
 if (ctrlBoardStatus == 0) { 
  fwState = "NOT_READY"; 
 } 
 else if (ctrlBoardStatus == 1) { 
  fwState = "CONFIGURING"; 
 } 
 else if (ctrlBoardStatus == 2) { 
  fwState = "READY"; 
 } 
 else if (ctrlBoardStatus == 3) { 
  fwState = "RUNNING"; 
 } 
 else if (ctrlBoardStatus == 4) { 
  fwState = "ERROR"; 
 } 
 else { 




Para que la DU cambie a un estado determinado, debe cambiar el valor 
del DPE al que está asociado su estado, y ésto se realizará  mediante la 





que en este caso implicaría el cambio al estado READY (según la convención 
de laError! Not a valid link.). 
 
Para poder comenzar a operar con la Control Board [21] es necesario 
que ciertos registros adquieran unos valores determinados, y más 
concretamente, que sean sólo ciertos bits de determinados registros los 
configurados. Esta configuración se llevará a cabo mediante la ejecución de 
una serie de funciones bajo el comando “Configure”. El código del comando 
“Configure” será como sigue:  
 129
UDC – EPS Ferrol                                                              Implementación y Desarrollo de un Sistema de 
Proyecto Fin de Carrera                                    Control Distribuido para el Experimento LHCb del CERN 
if (command == "Configure") 
{ 
dpSet(device+".controlBoardStatus",1); 
INIT_TTCrx(device);    
INIT_SPECS_CHANB_DELAY(device);   
INIT_D25CHIP_DELAYS(device); 
DELAY_FINE_CLOCK_DES(device);  
DELAY_TEST_PULSE(device);     
dpSet(device+".specsStatus",2);    
} 
   
 
La primera de las funciones a ejecutar ‘INIT_TTCrx’, realizará tres 
tareas. La primera es reinicia el TTCrx [22], que se realizará escribiendo en el 
registro “Status”. La segunda es comprobar que tras el reseteo el bit 4 de ese 
registro tiene el valor adecuado, y si no cambiarlo. El TTCrx proporciona dos 
salidas de reloj y se quiere trabajar con el segundo, por ello habrá que habilitar 
la salida Clock40Des2, que será la tercera tarea a realizar. Esto implica poner 
a uno el bit 2 del registro “Control”. 
 
La siguiente función, ‘INIT_SPECS_CHANB_DELAY’, sirve para fijar que 
el SPECS slave1 trabaje con el reloj externo ClockDes y deshabilitar el 
oscilador local. Se leerá pues el contenido del registro de control 
“Mezza_Ctrl” y se hará un “OR” al bit 2. 
 
A continuación, la función ‘INIT_D25CHIP_DELAYS’ escribirá en los 
registros “GCR”, “CR1”, “CR2”, “CR3” y  “CR4” del chip Delay25 [23]. El 
primer registro enumerado se utilizará para fijar el modo de reloj, es decir, la 
frecuencia a la que se quiere trabajar, 40 Mz en nuestro caso. Los otros cuatro 
serán utilizados para habilitar las salidas de cuatro canales del D25 y para 
programar los retrasos (delays) que se quiere imprimir a la señal de cada uno 
de los canales.  
 
Escribiendo en los registros del TTCrx “FineDelay1” y “FineDelay2”, se 
puede cambiar la fase del reloj para los dos relojes independientes del ASIC 
en saltos de 125 ns ente 0 y 25 ns. La función ‘DELAY_FINE_CLOCK_DES’ 
permite elegir el valor de retraso (fineDelay) y a cuál de los dos relojes debe 
aplicarse, Clock40Des1 o Clock40Des2. 
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La última de las funciones ejecutada con el comando “Configure” es 
‘DELAY_TEST_PULSE’ que, como su nombre indica, permite programar el 
retraso de la señal TestPulse (TP) correspondiente al canal 3 del chip Delay25. 
Primero se fijará el pulso de calibración de retraso del canal B, en saltos de 
25ns, a través del registro “ChanBDelay” del SPECS slave1 y luego se 
escribirá el en el registro “CR3” del D25 el retraso requerido para la señal TP. 
  
Al iniciar la configuración, la DU pasa a estado CONFIGURING. Si la 
primera de las funciones no se ejecuta correctamente, se trunca la 
configuración y se regresa al estado “NOT_READY” dando la opción de 
enviar de nuevo el comando “Configure”; en caso contrario, continúa la 
ejecución del código y se entra en la segunda función; y así sucesivamente, 
hasta el momento en que todas las funciones hayan sido ejecutadas 
satisfactoriamente, momento en que la Control Board pasará de estado 
CONFIGURING a estado READY. 
 
Una vez que la Control Board ha sido configurada, está en condiciones 
de operación, y se podrá mandar el comando “Start”. Para que la CB 
comience a funcionar se deben habilitar unas salidas; en concreto, poner a uno 
los bits 2 (L0_ACCEPT_DE_Ctrl), 7 (DRV_DOWN_EN) y 12 (DRV_UP_EN) del 
registro “RegOutLSB” del SPECS slave2 de la CB; ésto se realiza mediante la 
función ‘CONTROL_BOARD_START’: 
 
if(command == "Start") { 
    CONTROL_BOARD_START(device);    
} 
 
 Esta función leerá en primer lugar el registro “RegOutLSB” del SPECS 
slave2, al dato de lectura se le hará un “OR” con las máscaras definidas para 
habilitar los bits mencionados y no modificar el contenido de los demás bits, y 
este nuevo valor será escrito en el registro y leído de vuelta. Si todas las 
sentencias se realizan correctamente, se hará que la Control Board pase a 
estado RUNNING mediante un ‘dpSet’.  
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Una vez en estado RUNNING, es preciso monitorizar el valor de ciertos 
bits del registro “RegOut” del SPECS slave2. Estos bits son el 15 
(TTCrq_READY), 16 (TTCrq_LOCKED) y 17 (TTCrq_ERROR), y se pretende 
comprobar en cada momento que el TTCrq está listo, está sincronizado y no 
está en error, respectivamente. Para ello se realizará, todavía dentro de la 
función ‘CONTROL_BOARD_START’, un ‘dpConnect’ al DP 
device.ctrlBoardStatus llamando a la función ‘CB_START_MONITORING’. Esta 
última función leerá continuamente el registro “RegOut” del SPECS slave2 y 
comprobará que los valores de esos bits son los adecuados para el estado 
RUNNING (1 para el bit 15 y para el 16 y 0 para el 17). En caso de que 
alguno de ellos cambiase, la Control Board pasaría a estado ERROR.  
 
De la misma forma que se podía comenzar la operación de la Control 
Board enviando el comando “Start”, se puede parar el funcionamiento de la 
misma enviando el comando “Stop” (siempre que se esté en estado 
RUNNING). El envío de este comando llamará a la siguiente función: 
 
if (command == "Stop") {  
     CONTROL_BOARD_STOP(device); 
} 
 
Este comando supone invertir el comando “Start” y la función 
‘CONTROL_BOARD_STOP’ realizará las accionas opuestas a la función 
‘CONTROL_BOARD_START’. Esto es, inhabilitar las salidas mencionadas y parar 
la monitorización de los bits que se especificó. 
 
En cuanto al comando “Recover”, su implementación será la más 
sencilla. Hará que la CB pase al estado NOT_READY y pueda ser 
configurada de nuevo. El código será: 
 
if (command == "Recover") {  
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A continuación se muestra un ejemplo de panel de control para la 
Control Board. En este panel concreto se está configurando la CB de la 
Service Box 1 correspondiente a la Detector Box U de la estación 1. Junto al 
nombre de la CB se puede leer “CONFIGURING” bajo un fondo amarillo. 
Este valor corresponde al de la variable de salida fwState, como ya se adelantó 
al introducir la función ‘HwTypeSPECSCONTROL_BOARD_valueChanged’ que 
calcula el estado del tipo de Device Unit CB.  
 
En el pié de los paneles se situará siempre un campo para mostrar 
mensajes, como por ejemplo los de transcurso de ejecución de un comando. 
En este caso se está informando que la inicialización del TTCrx se realizó con 
éxito. Esto también se indica mediante el color azul que bordea al TTCrx 


















 Figura 6.8 Panel de control de la Control Board 
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En el momento de tomar la imagen se estaba ejecutando la función 
‘INIT_D25CHIP_DELAYS’. Por ello, el borde de la figura que representa al D25 
está en amarillo. Cuando la ejecución de la función finalice (caso de hacerlo 
satisfactoriamente) ese mismo borde pasaría a estar, al igual que el TTCrx, de 
color azul. 
 
Hay que señalar aquí que el código de colores seguido se ajusta a las 
directrices que marca el equipo central. 
 
También se monitorizará en el panel el valor dado a las distintas 
variables que intervienen en las funciones ejecutadas durante el proceso de 
configuración. En el caso concreto mostrado, no se visualiza todavía valor 
alguno puesto que el proceso de inicialización aún no finalizó. 
 
A la izquierda del panel, un LED indica si la alimentación de baja 
tensión (LV) está encendida o no. Además, se implementó un botón que 
disparará el panel de control en modo “experto”, es decir, para un operador 
especializado.    
 
 
6.3.2 Digitizer Board 
 
El estado de una Digitizer Board estará basado, entre otras cosas, en el 
estado de los tres GOLs que contiene, por lo que el cálculo de los estados no 
se realizará en función del valor de un solo datapoint element, como en el 
caso de la Control Board, sino que se calculará en función de cuatro DPE: 
“device.GOL1.GOLstatus”,“device.GOL2.GOLstatus”,“device.GOL3.GOLstatus” 
y “device.digBoardStatus”3. Los valores que puede adquirir el DPE 
“digBoardStatus” son los mismos que para “ctrlBoardStatus”, es decir, 
                                                 
3 Al igual que para la Control Board, el DPE base para calcular el estado del DU que 
representa una Control Board específica será del tipo: 
“IT_ST1C_BOXB_SB1_DB15.digBoardStatus” 
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cualquiera de los de la Tabla 13. Los valores que podrá adquirir el DPE 
“GOLstatus” de los GOLs, sin embargo, serán diferentes. Para saber cuál es el 
estado de los GOLs se monitorizará el registro Status1 [25] , en el que se 
podrá leer si el GOL está trabajando correctamente, si se produjo un error 
SEU4 o si el GOL está fallando pero no por un SEU. En función de estas 
lecturas, se utilizará el comando ‘dpSet’ para fijar el valor de 
device.GOLx.GOLstatus (2 = error SEU, 0 = error y 1 = OK). El código que 
calcula el estado de la DU Digitizer Board será: 
 
HwTypeSPECSDIGITIZER_BOARD_valueChanged( string domain,      
        string device, 
      int digBoardStatus, 
      int GOL1.GOLstatus, 
      int GOL2.GOLstatus, 
      int GOL3.GOLstatus, string &fwState ) 
{ 
if (digBoardStatus == 0) { 
fwState = "NOT_READY"; 
} 
elseif (digBoardStatus == 1) { 
fwState = "CONFIGURING"; 
} 
elseif (digBoardStatus == 2) { 
fwState = "READY"; 
} 
elseif((digBoardStatus == 3) && (GOL1.GOLstatus == 1) && 
       (GOL2.GOLstatus == 1) && (GOL3.GOLstatus == 1)) { 
fwState = "RUNNING"; 
} 
 
elseif((digBoardStatus == 4) || 
       (GOL1.GOLstatus == 0) || (GOL1.GOLstatus == 2) || 
       (GOL2.GOLstatus == 0) || (GOL2.GOLstatus == 2) || 
       (GOL3.GOLstatus == 0) || (GOL3.GOLstatus == 2)) { 
fwState = "ERROR"; 
} 
else { 
fwState = "UNKNOWN"; } 
} 
 
Al igual que ocurría con la Control Board, para poder operar con la 
Digitizer Board es necesario que ciertas variables adquieran unos valores 
determinados. Estos valores, fijos a priori para la Digitizer Board y para un 
modo de operación determinado, saldrán del Recipe indicado para ese modo 
                                                 
4 Single Event Upset: Perturbación momentánea en las señales internas del chip debido a 
radiación. En circuitos digitales puede suponer el cambio de un bit en un registro. 
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de operación. La aplicación de este Recipe en el caso de la DB la realizará la 
propia DU, la Digitizer Board. Estas acciones se ejecutarán al enviar el 
comando “Configure” y el código será: 
 
if (command == "Configure") 
{ 
dpSet(device+".digBoardStatus",1); 
if(fwFSMConfDB_waitForStateChange(domain,               
fwFSMConfDB_getDomainConfigurator(domain),10)==0){   
if(fwFSMConfDB_ApplyRecipeFromCache(domain,device,command))
{ 
      dpSet(device+". digBoardStatus",2);  
}  
else  




El Recipe para las Digitizer Board contiene los valores de configuración 
que deben ser escritos en los registros “Config3” y “Config2” de los tres 
GOLs. El valor escrito en el registro “Config3” define la corriente de 
operación para el diodo láser (Laser Diode, LD), y en nuestro caso la 
estableceremos en 3mA. El registro “Config2” define la corriente de carga del 
Phase-Locked Loop (PLL) interno. Para que el contenido de los registros de 
configuración del chip sea utilizado para definir la corriente del PLL y la 
corriente LD, el bit 8 del registro “Config3” debe ser puesto a 1; es por ello 
que se escribe primero en el registro “Config3” y luego en el “Config2”. 
 
Si la configuración se ejecuta correctamente la Digitizer Board pasará de 
estado CONFIGURING a estado READY, en caso contrario volvería al 
estado NOT_READY. 
 
Una vez realizada la configuración, tanto los GOLs como la Digitizer 
Board están listos para comenzar a operar, esto es, no es necesario ningún tipo 
de encendido adicional. La diferencia entre el estado READY y el 
RUNNING, es que en el segundo se monitoriza un registro de los GOLs para 
cerciorarse de que ciertos bits mantienen el valor de funcionamiento correcto. 
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La transición entre READY y RUNNING se iniciará al enviar el comando 
“Start”. 
 
El comando “Start” ejecutará un ‘dpSet’ al DPE digBoardStatus con el 
valor 3 (primera de las condiciones para estar en estado RUNNING), a 
continuación comenzará la monitorización del registro “Status1” de los tres 
GOLs y por último realizará una lectura de este registro. El código será:  
 






Con la lectura del registro, se actualiza el valor del DPE y se llamará a la 
función ‘CHECK_GOL_STATUS’ ya que se había realizado previamente el 
‘dpConnect’. 
 
Debido a la posibilidad de los errores SEU, el chip GOL fue 
implementado con redundancia modular triple y votación por mayoría. Lo 
primero significa que la información de pérdida de sincronía se registra en tres 
parejas de bits: Status1<7:6>, Status1<5:4> y Status1<3:2>, mientras que la 
votación por mayoría significa que si el valor de dos de las parejas es idéntico, 
ese es el estado del chip. La función ‘CHECK_GOL_STATUS’ recibe el valor del 
dpe “GOLstatus” como parámetro, registro en el cual están las tres parejas de 
bits, y los compara primero entre si, y después con los que indicarían un 
funcionamiento adecuado del chip. Si las tres parejas de bits presentan valores 




que haría que la Digitizer Board pasara a estado ERROR. En caso 
contrario, se evaluará cuantas de las tres parejas indican un funcionamiento 
adecuado, si son dos o más se ejecutaría un ‘dpSet’ con el valor 1, que dejaría 
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a la DB en estado RUNNING, y si son menos de dos se ejecutará un ‘dpSet’ 
con el valor 0 que hará pasar a la Digitizer Board a estado ERROR.   
El comando “Stop” detendrá la monitorización del registro “Status1” de 
los GOLs y hará que la Digitizer Board pase a estado READY:  
 





En el caso de la Digitzer Board, la implementación del comando “Reset” 
varía de la línea general que se está siguiendo para cada comando y cada 
dispositivo. El reseteo de las DBs se ejecuta desde la Control Board, y no es 
posible resetear las DBs individualmente, sino que sólo se puede realizar el 
reseteo de todas las tarjetas de una misma Service Box (16 DBs ó, lo que es lo 
mismo, cuatro particiones). Es por ello que el comando Reset de la DU de la 
Digitizer Board no ejecuta ninguna función de reseteo real, pues supondría 
que  la Control Board recibiera la orden de resetear las DBs 16 veces, y por 
ello simplemente hace que la DB pase a estado NOT_READY:  
 
if(command == "Reset") {          
    dpSet(device+".digBoardStatus",0); 
} 
 
Sin embargo, el comando “Reset” sí se ha implementado como función 
que resetea las Digitizer Board de una misma Service Box a nivel del FE de 
cada Detector Box. Para realizar ésto es necesario poner a uno el bit 24 del 
SPECS slave1 de la Control Board de dicha SB. El comando “Reset” 
ejecutará la función ‘RESET_GOLs’, la cual realiza una lectura del registro 
“RegOutMSB”, hace un “OR” a ese bit para volver a escribir al nuevo valor 
en el registro (acción que realizará el reseteo) y deshace el “OR” para dejar el 
registro con el valor previo.  
 
El último comando que queda por presentar para la Digitizer Board es el 
“Recover”. Cuando una DB esté en estado ERROR se podrá enviar este 
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comando, que realizará una re-configuración de los chips, pasando la DB a 
estado READY o, en caso de fallo en la ejecución de alguna de las funciones 
de configuración, a estado NOT_READY. El comando “Recover” pues tendrá 





El comportamiento del Ladder, desde el punto de vista del DAQ, 
dependerá del comportamiento de los tres chips Beetle que soporta. Es por 
ello que el estado de la DU Ladder dependerá, además del DPE 
device.ladderDAQstatus, de los tres DPE device.Beetle1.beetleStatus, 
device.Beetle2.beetleStatus y device.Beetle3.beetleStatus, de modo análogo a 
como la Digitizer Board dependía de ella misma y de los tres GOLs.  
 
Desde el punto de vista del Beetle como chip [27], éste no podrá estar en 
estado ERROR, y una vez configurado no habrá diferencia entre los estados 
READY y RUNNING. Pero para integrarlo como parte del Ladder en las 
FSM, el código será entonces:  
 
HwTypeSPECSLADDER_valueChanged(string domain,string device, 
      int ladderDAQstatus, 
      int Beetle1.beetleStatus, 
      int Beetle2.beetleStatus, 
      int Beetle3.beetleStatus, string &fwState ) 
{ 
if (ladderDAQstatus == 0) { 
fwState = "NOT_READY"; 
} 
elseif (ladderDAQstatus == 1) { 
fwState = "CONFIGURING"; 
} 
elseif (ladderDAQstatus == 2) { 
fwState = "READY"; 
} 
elseif( (ladderDAQstatus == 3)      && 
  (Beetle1.beetleStatus == 1) && 
        (Beetle2.beetleStatus == 1) && 
  (Beetle3.beetleStatus == 1)) { 
fwState = "RUNNING"; 
} 
elseif((ladderDAQstatus == 4)      || 
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       (Beetle1.beetleStatus == 0) || 
       (Beetle2.beetleStatus == 0) ||  
 (Beetle3.beetleStatus == 0)) { 
fwState = "ERROR"; 
} 
else { 
fwState = "UNKNOWN"; } 
} 
 
El comando “Configure” será el único que ejecute una función 
comunicativa con el hardware, pues hará que se aplique un Recipe para 
escribir en los registros de los Beetles los valores de configuración específicos 
para el modo de operación, PHYSICS en nuestro caso. El código de 
configuración será el mismo que el de la Digitizer Board, cambiando 
digBoardStatus por ladderDAQstatus. 
 
En cuanto al resto de comandos válidos en el dominio DAQ, en 
principio simplemente ejecutarán la función ‘dpSet’ al DPE 
“device.ladderDAQstatus” con el valor correspondiente a la convención de 
estados (Tabla 13) para hacer cambiar de estado a la DU del Ladder. 
 
 
6.3.4 DAQ Control Units 
 
Las CU del dominio DAQ seguirán el patrón general definido por el 
grupo central de control de LHCb. Sin embargo, es preciso realizar ciertos 
cambios en la lógica para que el envío de comandos hacia nodos de niveles 
inferiores sea secuencial, para que las funciones implementadas en cada 
comando de cada DU no se ejecuten a la vez, y prevenir así errores de 
interferencia. 
 
A continuación, se muestra el código del comando “Configure” en una 
CU DAQ. En primer lugar se envía la orden de configuración a los hijos de un 
tipo determinado de dispositivo y cuando estos estén listos, se requerirá la 
configuración de los hijos de otro tipo, y así sucesivamente. 
      
 140
UDC – EPS Ferrol                                                              Implementación y Desarrollo de un Sistema de 
Proyecto Fin de Carrera                                    Control Distribuido para el Experimento LHCb del CERN 
do CONFIGURE(sMode = RUN_TYPE) $ALL$FwFSMConfDBDUT 
do Configure(RUN_TYPE = "PHYSICS")$HwTypeSPECSCONTROL_BOARD 
if( $ALL$HwTypeSPECSCONTROL_BOARD not_in_state READY ) then 
 move_to NOT_READY 
endif 
do Configure(RUN_TYPE="PHYSICS")$HwTypeSPECSDIGITIZER_BOARD 
if ( $ALL$HwTypeSPECSDIGITIZER_BOARD not_in_state READY )  
then 
 move_to NOT_READY 
endif 
do Configure(RUN_TYPE = "PHYSICS") $HwTypeSPECSLADDER 
 move_to CONFIGURING 
 
Lo que hace este código es inicializar en primer lugar el configurator 
que se introdujo en el apartado 4.3.6. Este tipo de dispositivo, tipo 
FSMConfDB, se encarga de la descarga del Recipe de la base de datos 
Configuration DB a memoria cache de PVSS. Si la inicialización de los nodos 
configurator se finalizó satisfactoriamente, los DU pasarán de estado 
NOT_READY a estado READY. En caso contrario pasarían a ERROR. Es 
absolutamente necesario que estas DU alcancen el estado READY para llevar 
a cabo la completa configuración del sistema. En este caso, se comenzará la 
configuración las Control Boards y, de la misma forma, si alcanzan el estado 
READY se pasará a configurar las Digitizer Board, sino se pasará a estado 
ERROR. Si las configuraciones se ejecutaron correctamente hasta aquí, se 
pasará a configurar los Ladders. 
 
 
6.3.5 Implementación del subsistema de control IT-DAQ 
 
Creados los datapoint imagen del proceso y los tipos de nodos que 
regirán el comportamiento de los CU, LU y DU que integren la jerarquía de 
control, se está en disposición de implementar el subsistema de control para el 
dominio DAQ.  
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Para construir el árbol utilizaremos la herramienta del Framework 
“Device Editor & Navigator”. En la siguiente figura se muestra esta 
herramienta en la que se implementan los tres nodos de control IT (izquierda). 
Se puede comprobar, además, que la implementación de la derecha 





















Cuando el experimento esté en marcha y el sistema de control operando, 
si nos situados al nivel de una Half Station, el panel de control que verá el 
operador será el mostrado en la siguiente figura.  
 
A este nivel, se están englobando gran cantidad de dispositivos, por lo 
que no se pasará por pantalla ningún valor. Este panel pretende simplemente 
esquematizar el nivel en el que se encuentra dentro de la jerarquía. Por 
supuesto, cada nodo mostrará su estado y tendrá una serie de comandos 






Figura 6.9 Device Editor and Navigator 
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Si ahora el operador pincha sobre alguno de los hijos, descenderá un 
nivel en la jerarquía y se mostrará un nuevo panel; si, por ejemplo, el hijo 
elegido para descender es IT_DAQ_St1A_FE_BOXU, se abrirá el panel mostrado 
en la figura 6.11. 
 
En dicha figura se está viendo el proceso de configuración de la 
electrónica FrontEnd de la Detector BoxU. Se figuran además las cuatro 
Digitizer Board que integran una partición.  
 
Para la partición 2 se observa que tres de las DB ya fueron configuradas 
(color azul, estado READY). Sin embargo, como aún queda una por ser 
configurada, el estado resumen de la partición será CONFIGURING. 
 
 
Figura 6.10 Panel de control del DAQ a nivel de Half Station 
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Otra de las funcionalidades que ofrece el panel es el reseteo de cada 
Service Box. Por motivos que ya fueron explicados en el apartado 6.3.2, las 
DB no pueden ser reseteadas individualmente y tampoco se puede ejecutar 
esta función con el comando “Reset”. Es por ello que fue implementada como 
botones en el panel. Ahora bien, cuando el operador pulse alguno de ellos, 
será advertido por un panel auxiliar e instado a responder si continuar con el 









Figura 6.11 Panel de control del DAQ a nivel de FrontEnd de una Detector Box 
Figura 6.12 Uno de los paneles advertencia que aparecerán desde el ECS 
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Si ahora el operador estuviera interesado en ver el estado de los 
dispositivos que integran, por ejemplo, la partición 1, debería pinchar sobre 
St1A_FE_BOXU_partition1. Se descendería entonces un nivel más en la 
jerarquía y se mostraría el panel de la figura  6.13.  
 
Aquí se ven qué DU integran la partición, qué cuatro Ladders y qué 
cuatro Digitizer Board. 
 
Se muestra además mediante un LED, para cada dispositivo, si la 
alimentación de baja tensión (LV) está activa o no. Para el caso de los Ladder, 
otro LED indica lo mismo para la alimentación de alta tensión (HV). 
Siguiendo con el ejemplo, los dispositivos acaban de ser configurados y 
acaban de alcanzar el estado READY. Como es lógico, la alimentación HV de 
los Ladders no será encendida hasta el momento justo en que se vaya a 
comenzar la operación (y obviamente cuando todas las configuraciones se 

















Figura 6.13 Panel de control de una partición del dominio DAQ 
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Cabe resaltar un punto del ejemplo, y es el Ladder IT_St1A_BOXU_l1_2. 
Por algún motivo, el dispositivo no fue configurado correctamente (o está 
defectuoso y no se quiere trabajar con él) y se ha sido excluido de la jerarquía. 
Además de carecer de color la etiqueta de estado de la DU, y de la cruz roja 
que se muestra a la derecha de ésta, la figura representativa del Ladder 
también carecerá de color. 
 
Para testar las funciones que ejecuta cada comando, así como los 
distintos dispositivos que integran la electrónica de lectura, se implementó el 
panel que se muestra a continuación. En él, también se puede simular un error 
SEU en los GOLs, para comprobar que el registro “Status” del mismo se está 













Figura 6.14 Panel de pruebas de la electrónica 
6.4 Dominio de control IT-DCS: sistema de control del 
detector 
 
Como ya se introdujo anteriormente, el dominio DCS consta a su vez de 
cinco dominios: LV, Temperatura, Humedad, Refrigeración y Gas. 
 
El control del dominio Gas no es responsabilidad del Inner Tracker, con 
lo cual no será tema del presente Proyecto. Pero sí es nuestra responsabilidad 
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integrarlo con el resto del sistema, para monitorizar su estado y valores de 
lectura de alguna variable de entorno. 
 
 
6.4.1 IT-LV: alimentación de baja tensión  
 
El esquema diseñado para el LV-DCS pretende ser lo más próximo 
posible a la jerarquía del DAQ. Sin embargo, para el dominio DCS se parte de 
una singularidad, pues este nodo se subdivide en cinco dominios 
completamente independientes entre si, lo cual añade un nivel intermedio a la 
jerarquía.  
 
Recapitulando la morfología ya introducida para la parte superior de la 
jerarquía DCS, se encuentra el nodo superior IT-DCS (al igual que ocurría con 
el IT-DAQ) que será la interfaz con el nodo LHCb-DCS del equipo central de 
control del experimento; a continuación la subdivisión en Half Stations y éstas 
a su vez subdivididas en los cinco subdominios DCS. Si nos centramos en el 
subdominio de baja tensión, objeto de este capítulo, se separó el control de la 
alimentación de baja tensión de las dos Detector Box que integran cada Half 
Station por ser totalmente independiente. A continuación se muestra la 
jerarquía diseñada. 
 
El LV de cada Detector Box estará integrado en primer lugar por cuatro 
DU que dan comportamiento a los cuatro canales Wiener que alimentan a 
pares, uno de 4V y otro de 7V, cada una de las dos Service Box que dan 
servicio a esa Detector Box. 
 
 En segundo lugar, se encuentra una DU representativa de la regulación 
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Y por último, habrá siete particiones LU, compuestas cada una por dos 
DU. Una DU se encargará del comportamiento de la alimentación de cuatro 
Ladders y la otra de la alimentación de las correspondientes cuatro 
DigitizerBoard. 
 
Para comenzar con el control de las fuentes de alimentación, como ya se 
expuso para el caso de la Control Board, Digitizer Board y Ladder, es 
necesario crear las imágenes de todas las variables en el sistema de control, 
los datapoints. Al tratarse de un dispositivo comercial estándar, el grupo de 
desarrollo del Framework proporciona una herramienta que los crea 
automáticamente, simplemente especificando el modelo y número de canales 







































Figura 6.15 Jerarquía FSM del subdominio de alimentación de baja tensión (DCS-LV) 
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Sin embargo, un mismo canal de Wiener se utilizará para alimentar 
diversos componentes. La regulación a los diversos elementos se distribuirá a 
través del backplane de las Service Box y formarán parte también del 
equipamiento a controlar. Habrá por ello que crear en el sistema los datapoint 
imagen de estos dispositivos, y por corresponder éstos a un elemento no 
comercial, será preciso utilizar la HW Tool presentada en el apartado 4.2 para 
definir nuestros propios modelos de datapoint.   
 
Los DP del sistema de control PVSS estarán conectados a los ítems del 









Este dominio se encargará principalmente de tareas de monitorización de 
temperaturas. Es muy importante controlar en cada momento que la 
temperatura sea la adecuada y que no se superen ciertos valores. Para ello, se 
situaron diversos sensores en las posiciones de interés y serán leídos a través 
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de los chips DCU ensamblados tanto en la Digitizer Board como en la Control 
Board. 
 
Resumiendo los sensores de temperatura disponible, en la Detector Box 
irán montados cuatro sensores PT1000; en el backplane de cada una de las dos 
Service Box  que trabajan para una Detector Box se colocarán dos sensores del 
mismo tipo, y un último sensor irá montado sobre el híbrido. 
 
Como ya se mencionó anteriormente, en cada placa mezzanine del 
SPECS slave irá implementado un chip DCU, varios de cuyos canales serán 
utilizados para la monitorización de las temperaturas de interés, tanto de la 
Detector Box como de los backplane y la de los reguladores. 
La temperatura del Híbrido será leída por el canal 1 del DCU de la 
Digitizer Board. Las cuatro temperaturas tomadas en la Detector Box serán 
leídas por los canales 1, 2, 3 y 4 del DCU montado sobre el SPECS slave 2 de 
la Control Board. Los canales 1 y 2 del DCU ensamblado en el SPECS slave 1 
de la Control Board leerán dos temperaturas del backplane de la Service Box a 
la que pertenece. Y por último se implementó una entrada adicional para la 
supervisión de la temperatura de los reguladores de cada SB, el canal 5 del 
SPECS slave 2. 
 
Estos cuatro grupos de temperaturas se corresponderán con las Device 
Units de la jerarquía diseñada para este dominio.  
 
Partiremos del dominio general IT-DCS dividido en las seis medias-
estaciones. Cada una de ellas será particionada en los cinco subdominios del 
DCS, como ya se indicó en el apartado anterior. Se llega entonces al nivel de 
la jerarquía de interés en este apartado, nodo IT-DCS-Subestación-TEMP, a 
partir del cual falta exponer el diseño del árbol.  
 
Debido a que la lectura de todas las temperaturas relativas a una 
Detector Box se realiza mediante dispositivos completamente independientes 
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para otra Detector Box (todos los DCU se encuentran en la propia caja o en 
sus SB correspondientes) se decidió separar en subjeraquías la supervisión de 
las temperaturas concernientes a una caja.   
 
Bajo el dominio TEMP-BOXj se encontrarán tres Device Unit: una 
resumirá el estado de las temperaturas de la Detector Box, y las otras dos se 
encargarán de los estados de las temperaturas concernientes a cada una de las 
dos Service Box (backplane y reguladores).  
 
Por otra parte, se incluyeron siete Logical Units correspondientes a cada 
“partición” y que agrupan a cuatro DU representativos de la temperatura de 
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La jerarquía diseñada para el dominio Humedad será de todo el sistema 
de control la más sencilla, pues sólo habrá que monitorizar los canales del 
DCU  que acaban de ser explicados y controlar que los valores se mantienen 
dentro de los límites establecidos. Además, sólo es preciso supervisar la 
humedad de cada Detector Box, hecho que reduce enormemente el número de 
sensores a colocar, suponiendo también menor número de DCUs a 
monitorizar y que se traduce por tanto en menor número de dispositivos a 
controlar y modelizar dentro de la jerarquía de control del dominio Humedad. 
 
El árbol de control partirá, al igual que previamente se hizo para los 
dominios Baja Tensión y Temperatura, de un nodo IT-DCS que será 
subdividido en las seis Half Station. Descendiendo un nivel, cada Half Station 
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será fragmentada en los cinco subdominios propios del DCS. Y situándonos 
en un nodo IT-DCS-StXY-HUM encontramos que pertenecen a él dos DU 


























El control de la refrigeración se realizará mediante un PLC, de cuya 
programación se encarga un grupo externo a la colaboración del Inner 
Tracker. La parte que corresponde al IT, y por tanto objeto de este Proyecto, 
es integrar la supervisión del PLC en la arquitectura de control general. Así 
pues, el dominio Refrigeración sólo desarrollará tareas de monitorización. 
 
El Framerwork proporciona una herramienta para facilitar la integración 
del control de los PLCs en el sistema de control del experimento. Esta 
herramienta es la Cooling and Ventilation (fwCaV). Para trabajar con ella es 
necesario el fichero de configuración del PLC. La herramienta leerá este 
fichero y creará automáticamente los datapoint necesarios para trabajar en un 
sistema PVSS. Así, todas las variables de lectura (y los de escritura también) 
con las que trabaja el PLC estarán unidas a los datapoint del sistema ECS, 
pudiendo monitorizar en cualquier momento un valor determinado. 
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Figura 6.20 Esquema del sistema de refrigeración 
 
El panel de control para este subdominio del DCS será un esquema del 
sistema en el que se podrán mostrar los valores monitorizados de las variables 
que se desee. 
 
 
6.5 Dominio de control IT-HV: alimentación de alta 
tensión 
 
El dominio de alta tensión será el último en ser encendido durante la 
puesta en marcha del detector. Si bien las fuentes de alimentación utilizada 
son estándar y hay una herramienta del Framework que ayuda a configurar el 
sistema, el tratamiento dado a este dominio es más complejo por el hecho de 
que un mismo canal de HV alimenta a cuatro Ladders y que por otra parte 
estos se puedan inhibir manualmente para apagarlos. Finalmente se decidió 
que la DU fuera un canal de HV, o lo que es lo mismo una partición. En la 
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partición se resumirá el estado de los cuatro Ladders desde el punto de vista 
de la alimentación HV. 
 
Como la alimentación de HV de una Detector Box es independiente de 
la alimentación de otra, se separan el control en dos ramas diferente. Así nos 
encontramos bajo el nodo IT-HV, interfaz con el nodo central LHCb-HV, las 
seis Half Stations y bajo éstas el control por separado de la alimentación de las 
dos Detector Box que integran una Half Station. Bajo la LU de la Detector 

































A Figura 6.21 Jerarquía FSM del dominio de control HV 
 
A continuación se muestran los paneles de control que verá un operador 
cunado se trabaje con la jerarquía que se acaba de explicar. 
 
El primer panel es el del nivel de estación integrado por cuatro Detector 
Box. Se puede ver en la figura como el nodo padre está en estado WARNING 
porque uno de sus hijos está en ese estado y está a punto de mandarse el 
comando “Recover” al hijo para que salga de ese estado. En el momento en 
que esto suceda, el padre recalculará su estado teniendo en cuenta el nuevo 
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Figura 6.22 Panel de control del dominio HV de una estación del Inner Tracker 
Si descendemos un nivel en la jerarquía y el operador pincha, por 
ejemplo, sobre la Detector Box U, aparecerá el panel que se muestra a 
continuación en la figura 6.23. En él se ve como todos los hijos están en 
estado OFF y se va a mandar el comando “Go_READY” desde el padre para 
encender todos los canales de HV y ponerlos al voltaje de funcionamiento. 
 
Si se observa el panel se puede ver también como uno de los Ladders ha 
sido inhibido manualmente mediante el correspondiente pin del Patch Panel. 
 
Si en este panel se pincha sobre el botón Recipe o sobre el Actual de una 
determinada partición, se abrirá uno de los paneles mostrados a continuación. 
El panel que abre el botón Recipe permite guardar valores de configuración y 
crear así los archivos de configuración, Recipe, que son guardados en la base 
de datos ConfigurationDB. El panel de Actual permite aplicar valores 
determinados sin tener que almacenarlos en la base de datos. 
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Figura 6.24 Paneles de configuración de HV 
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Para el período de pruebas tanto de los canales como de las 
comunicaciones, se diseñaron varios paneles de control. Muchas de las 
aplicaciones de implementadas en estos paneles son reutilizadas en los paneles 


















Figura 6.25 Panel de pruebas HV  
 
Uno de los dispositivos que tenía a su disposición el grupo GAES para 
las pruebas de los Ladders era una caja de ciclos térmicos. En la caja se 
podían poner a prueba hasta un máximo de seis Ladders. El panel de pruebas 
de HV diseñado estaba orientado a su funcionamiento en paralelo con la caja 
de ciclos térmicos. 
 
Otro de las aplicaciones diseñadas para el período de pruebas es la 
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Figura 6.26 Panel de pruebas de HV 
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7 Conclusiones  
 
La primera conclusión que puede ser extraída del presente Proyecto es 
que se tiene un primer prototipo de Sistema de Control del Experimento para 
el detector Inner Tracker que cumple con todos los objetivos que fueron 
establecidos. Este primer prototipo satisface además los requisitos 
establecidos de antemano por el equipo central responsable de los sistemas de 
control, siendo aceptado como válido por éste. 
 
El Proyecto, tras exponer el diseño del sistema, así como las premisas de 
partida y las herramientas que se tuvieron a disposición, recoge la 
implementación del prototipo alcanzado y el tratamiento dado a los problemas 
surgidos. Supone pues, la memoria justificativa de las soluciones adoptadas.  
 
Se ha alcanzado un amplio conocimiento del software de control PVSS 
II, así como de las distintas herramientas que integran el Framework, 
utilizándolas adecuadamente en cada caso. Por otra parte, se adquirió un 
completo dominio del paquete Finite State Machines, básico para el desarrollo 
del sistema de control. 
 
Tras adquirir un alto nivel de comprensión de los distintos dispositivos 
que componían el equipamiento a controlar, se implementaron sus imágenes 
en el sistema mediante la herramienta HwTool, y se definió su 
comportamiento como máquinas de estados finitos, utilizando el paquete 
FSM, que suponen objetos con estados completamente definidos y 
transiciones entre ellos.   
 
Se diseñó un Sistema de Control jerarquizado y se implementó 
utilizando la herramienta del FW Device Editor and Navigator y las máquinas 
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de estados finitos definidas previamente. Esta jerarquía se dividió en los 
dominios de control especificados por el equipo central: DAQ, DCS y HV. 
 
Además, se adquirieron los conceptos necesarios para trabajar con los 
distintos protocolos de comunicación (DIM, OPC y SPECS) e intercambiar 
información con los dispositivos, asumiendo el control de éstos. 
 
También se diseñó una interfaz gráfica, compuesta por un conjunto de 
paneles asociados a cada nivel de la jerarquía de control, para asumir el 
control del sistema. Esta interfaz se orientó a la supervisión del Sistema de 
Control por un operador no especializado. 
 
Por último, mencionar que todos los conocimientos adquiridos y 
recogidos en este Proyecto, suponen conceptos básicos de cualquier entorno 
de automatización, permitiendo a la autora su aplicación en cualquier campo 
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8 Líneas futuras 
 
Como primera vía de continuidad para el presente Proyecto se presenta 
la posibilidad de trasladar el sistema de control del Inner Tracker al otro 
subdetector de silicio del experimento LHCb, el Trigger Tracker. Este 
subdetector (TT) junto al IT forman el Silicon Tracker. El equipamiento que 
compone la electrónica de lectura del TT es el mismo que para el IT (salvo 
pequeñas diferencias, como por ejemplo que el Híbrido de un Ladder en el 
caso del IT está integrado por tres chips Beetle y en el caso del TT por 
cuatro). Aunque el esquema de lectura es también el mismo, los subdetectores 
difieren considerablemente en cuanto a particionamiento (el TT está formado 
por una sola estación y consta de parte A y parte B) por lo que será necesaria 
una revisión completa de la jerarquía. 
  
Por otra parte, como ya fue avanzado en el capítulo de introducción, este 
Proyecto forma parte de un desarrollo iterativo y, si bien esta primera versión 
del sistema de control cumple con los requerimientos principales establecidos, 
será objeto de trabajos posteriores la revisión del modelo para comprobar si se 
adecua a premisas futuras. Además, esta revisión futura permitiría 
retroalimentar el proceso de desarrollo y rediseñar las soluciones ya 
alcanzadas que sean efectivas pero poco elegantes. 
 
Un punto futuro a desarrollar para la mejora del sistema de control sería 
implementar un sistema completo de alarmas. Esto daría lugar a un sistema 
más robusto. 
 
Otra cuestión importante a tener en cuenta en cualquier sistema 
automatizado es el Control de Acceso. Las tareas que sólo un operador 
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“experto” pueda realizar, deberían estar protegidas con un sistema de 
contraseñas. 
 
Otro punto de vital importancia en un futuro no muy lejano es probar el 
funcionamiento del prototipo bajo “condiciones experimentales reales”, es 
decir, con partículas aceleradas que impacten contra el detector. Aunque la 
mayoría de comandos, transiciones y estados FSM posibles en la jerarquía de 
control han sido testados, hay ciertas excepciones, como la adquisición de 
datos o el suceso de un SEU (Single Event Upset), que no se producirán hasta 
el funcionamiento del detector en conjunto con el acelerador LHC. Es por ello 
que se presenta como línea futura de trabajo muy necesaria el poner en 
funcionamiento el LHC para realizar unas primeras pruebas del Detector y 
comprobar el buen comportamiento del Sistema de Control del Experimento.  
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10 Glosario de términos 
 
 
ADC Analog to Digital Converter. 
ASIC Application Specific Integrated Circuit. 
CB Control Board, tarjeta de control del hardware del Silicon Tracker. 
CERN European Organization for Nuclear Research. 
CMOS Complementary metal–oxide–semiconductor, tipo de circuito integrado 
CU Control Unit, tipo de nodo de la jerarquía FSM. 
DAQ Data Acquisition, dominio de control de la jerarquía FSM. 
DAQI Data Acquisition Infrastructure, dominio de control de la jerarquía FSM. 
DB Digitizer Board, tarjeta digitalizadora del Silicon Tracker. 
DCS Detector Control System, dominio de control de la jerarquía FSM. 
DCU  Detector Control Unit, chip ASIC. 
DIM Dstributed information Management System, sistema de comunicación para entornos distribuidos o mixtos. 
DIP Data Interchange Protocol 
DP Datapoint, principal variable con la que trabaja PVSS. 
DPE Datapoint element, instancia de la principal variable con que trabaja PVSS 
DU Device Unit, tipo de nodo de la jerarquía FSM. 
D25 Delay25, chip electrónico. 
ECS Experiment Control System. 
FE FrontEnd Electrónics.electrónica de primer nivel. 
FSM Finite State Machines, paquete software para modelar el comportamiento de la jerarquía de control. 
FW Framework, conjunto de herramientas para desarrollar el ECS. 
GOL Gigabit Optical Link serializer, chip serializador. 
HV High Voltage (alto tensión), dominio de control de la jerarquía FSM. 
IT Inner Tracker, subdetector del experimento LHCb. 
 167
UDC – EPS Ferrol                                                              Implementación y Desarrollo de un Sistema de 
Proyecto Fin de Carrera                                    Control Distribuido para el Experimento LHCb del CERN 
I2C Inter Integrated Circuit Protocol, protocolo de comunicación serie de dos hilos desarrollado por Philips para el control de dispositivos. 
LHC Large Hadron Collider, acelerador del CERN. 
LHCb Large Hadron Collider beauty, experimento del CERN.  
LU Logical Unit, tipo de nodo de la jerarquía FSM. 
LV Low Voltage (baja tensión), dominio de control de la jerarquía FSM. 
OCM Over Current Monitoring, señal de sobrecorriente  
OPC OLE for Process Control, protocolo de comunicación. 
PVSS Visualización del proceso y Sistema de Control, software industrial de 
automatización y control de sistemas. 
SB Service Box, elemento del hardware del Silicon Tracker, aloja 16 Digitizer Board y 1 Control Board 
SCADA System Control and Data Adquisition, paquetes comerciales para el 
control, monitorización y supervisión de procesos.  
SPECS Serial Protocol for the Experiment Control System of LHCb 
ST Silicon Tracker, colaboración de los dos detectores de micropistas de silíceo del experimento LHCb. 
TELL1 Tarjeta de adquisición de datos común para el experimento LHCb.  
TT Trigger Tracker, subdetector que junto con el detector Trigger Tracker integra el Silicon Tracker. 
TTCrq Tarjeta mezanine componente de la Control Board. 
TTCrx Timing Trigger and Control, receptor ASIC para los detectores de LHC.  
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