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APPROXIMATION AND ORTHOGONALITY IN SOBOLEV SPACES
ON A TRIANGLE
YUAN XU
Abstract. Approximation by polynomials on a triangle is studied in the Sobolev
space W r
2
that consists of functions whose derivatives of up to r-th order have
bounded L2 norm. The first part aims at understanding the orthogonal structure
in the Sobolev space on the triangle, which requires explicit construction of an
inner product that involves derivatives and its associated orthogonal polynomials,
so that the projection operators of the corresponding Fourier orthogonal expansion
commute with partial derivatives. The second part establishes the sharp estimate
for the error of polynomial approximation in W r
2
, when r = 1 and r = 2, where
the polynomials of approximation are the partial sums of the Fourier expansions
in orthogonal polynomials of the Sobolev space.
1. Introduction
The purpose of this paper is to study approximation by polynomials and orthogo-
nality in the Sobolev space on the regular triangle in R2.
1.1. Background. In order to explain our motivation and our results, we start with
a discussion of approximation and orthogonality on an interval in one variable.
For a function f ∈ L2[0, 1], it is well-known that the n-th partial sum, Snf , of the
Fourier-Legendre expansion of f is the n-th polynomial of best approximation in the
norm ‖ · ‖ of L2[0, 1]. In other words,
‖f − Snf‖ = inf
P∈Πn
‖f − P‖ =: En(f),
where Πn denotes the space of polynomials of degree at most n. It is also known that
polynomial approximation on [0, 1] is heavily influenced by the boundary behavior of
f . For a fixed positive integer r, it is easy to see that the derivatives of Snf satisfies
(1.1)
∥∥∥φk [f (k) − (Snf)(k)]∥∥∥ ≤ cn−r+kEn−k(f (r)), 0 ≤ k ≤ r,
where φ(x) =
√
x(1 − x). However, for approximation in the Sobolev space W r2 [0, 1]
that consists of functions whose derivatives of up to rth order are all in L2[0, 1], the
above error estimate is weaker than what is possible. Indeed, we can find a polynomial
pn of degree n such that, see Section 3 below,
(1.2) ‖f (k) − p(k)n ‖ ≤ cn
−r+kEn−k(f
(r)), 0 ≤ k ≤ r.
Furthermore, the polynomial pn can be chosen as the n-th partial sum of the Fourier
expansion of f in terms of orthogonal polynomials associated with an inner product
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that contains derivatives, and these polynomials are extensions of the Jacobi polyno-
mials P
(α,β)
n so that α = β = −r for n large. The orthogonality of this type has been
studied in various forms in orthogonal polynomials (see, for example, the recent survey
[17, Section 6]) under the name Sobolev orthogonal polynomials, but not yet in approx-
imation or in orthogonal series. Estimates closely related to (1.2) have been studied
in approximation theory under the name simultaneous approximation (see, for exam-
ple, [14]), but not associate to orthogonal expansion in the Sobolev space. Analogue
estimates were established in the study of spectral methods for numerical solution of
differential equations (cf. [5, 6, 10, 11]), in which the orthogonality ofW r2 [0, 1] is either
implicitly used by assuming zero boundary conditions, or defined differently, and the
estimate has the norm of f (r) in place of En−r(f
(r)) in the right hand side of (1.2). As
can be seen by this brief description, the result of this nature is of fundamental nature
and has attracted attentions from several areas.
We aim at establishing results in the spirit of (1.2) on regular domains in higher di-
mension. In a recent work [16], we studied the approximation on the unit ball Bd in Rd
and its application in the spectral theory. One of the main tasks there is to construct an
appropriate inner product in the Sobolev space W 2r (B
d), involving derivatives, so that
its corresponding orthogonal polynomials formerly extend the orthogonal polynomials
with respect to the weight function (1−‖x‖2)µ to negative integer in µ parameter and,
more importantly, the corresponding partial sum operator for the Fourier orthogonal
expansion commutes with the powers of gradient, or powers of Laplace operator, up to
certain order. This commuting property, together with several new recent results on
approximation on the sphere and on the unit ball, enables us to establish an analogue
of (1.2) on the unit ball.
The current paper is devoted to establish analogous results on the triangle, which
turns out to be substantially more complex than the problem on the interval and on
the unit ball. Throughout this paper we work with the triangle
△ := {(x, y) : x ≥ 0, y ≥ 0, x+ y ≤ 1}
and all functions appear in the paper are real valued. Classical orthogonal polynomials
on the triangle are orthogonal with respect to the inner product
(1.3) 〈f, g〉α,β,γ :=
∫
△
f(x, y)g(x, y)̟α,β,γ(x, y)dxdy,
where α, β, γ > −1 and the weight function ̟α,β,γ is defined by
(1.4) ̟α,β,γ(x, y) := x
αyβ(1− x− y)γ .
Several families of orthogonal polynomials can be given in terms of the Jacobi polyno-
mials P
(α,β)
m [9, Section 2.4]. One mutually orthogonal family, in particular, consists
of polynomials
(1.5) Pα,β,γk,n (x, y) := (x+ y)
kP
(α,β)
k
(
y − x
x+ y
)
P
(2k+α+β+1,γ)
n−k (1− 2x− 2y)
for 0 ≤ k ≤ n. With respect to this basis, the n-th partial sum operator, denoted by
Sα,β,γn f , of the Fourier orthogonal expansion of f ∈ L
2(̟α,β,γ) is defined by
(1.6) Sα,β,γn f :=
n∑
m=0
m∑
k=0
f̂α,β,γk,m P
α,β,γ
k,m , f̂
α,β,γ
k,m :=
〈f, Pα,β,γk,m 〉α,β,γ
〈Pα,β,γk,m , P
α,β,γ
k,m 〉α,β,γ
.
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Thus, Sα,β,γn f is the polynomial of best approximation in L
2(̟α,β,γ). More precisely,
the standard Hilbert space result shows that
(1.7) En(f)α,β,γ := inf
p∈Π2n
‖f − p‖L2(̟α,β,γ) =
∥∥f − Sα,β,γn f∥∥L2(̟α,β,γ ) ,
where Π2n stands for the space of polynomials of total degree at most n in two variables.
We study approximation in the Sobolev spaceW r2 on the triangle. The work contains
two parts. In the first part, we show that the setup in (1.6) can be formerly extended
to α, β, γ being −1 or −2, for which we need to define inner products for W r2 , instead
of for L2, and construct their orthogonal polynomials by first extending Pα,β,γk,n to
negative parameters. In the second part, we use the construction in the first part to
study approximation in the Sobolev space. Best approximation by polynomials on the
triangle has been studied in [20] for weighted Lp spaces and in [19], where it is studied
for all polytopes. With the partial sum Sα,β,γn f as the polynomial of approximation,
similar behaviors as in (1.1) appear in the estimate for approximation of derivatives.
Our goal is to derive analogue of (1.2).
1.2. Main results. To state our results, we need further notations. For m ∈ N30,
m = (m1,m2,m3), define |m| := m1 +m2 +m3 and
∂m := ∂m11 ∂
m2
2 ∂
m3
3 , where ∂3 := ∂2 − ∂1.
Let L2 = L2(̟0,0,0). For a positive integer r, the Sobolev space W
r
2 is defined by
W r2 := {f ∈ L
2 : ∂mf ∈ L2, |m| ≤ r},
which is the standard Sobolev space since setting m3 = 0 in the definition gives the
same space. Let ‖ · ‖ := ‖ · ‖L2. We define the norm of W
r
2 by
(1.8) ‖f‖W r
2
:=
∑
|m|≤r
‖∂mf‖ ∼
∑
m1+m2≤r
‖∂m11 ∂
m2
2 f‖ ,
where A ∼ B means 0 < c1 ≤ A/B ≤ c2 as usual. We define another Sobolev space
on the triangle, in which we define the error of approximation in terms of En(f)α,β,γ .
Definition 1.1. For a positive integer r, define
W2r2 := {f ∈ L
2 : ∂mf ∈ L2 (̟r−m2,r−m1,r−m3) , 0 ≤ mi ≤ r, |m| ≤ 2r}.
For f ∈ W2r2 and m = (m1,m2,m3) with mi ∈ {0, 1, . . . , r}, define
(1.9) E
(2r)
n−2r(f) :=
∑
|m|=2r
0≤mi≤r
En−2r(∂
mf)r−m2,r−m1,r−m3.
For example, for r = 1, we have
E
(2)
n−2(f) = En−2(∂1∂2f)0,0,1 + En−2(∂2∂3f)0,1,0 + En−2(∂3∂1f)1,0,0.
We now state our main results on approximation, in which S−1,−1,−1n and S
−2,−2,−2
n
are polynomials of degree n constructed in Section 7 and Section 10, respectively, and
c is a positive constant independent of n.
Theorem 1.2. Let f ∈ W22 and let pn = S
−1,−1,−1
n f . Then
‖f − pn‖ ≤
c
n2
E
(2)
n−2(f) and ‖∂if − ∂ipn‖ ≤
c
n
E
(2)
n−2(f), i = 1, 2.
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Theorem 1.3. Let f ∈ W42 and let pn = S
−2,−2,−2
n f . Then
‖f − pn‖ ≤
c
n4
E
(4)
n−4(f), ‖∂if − ∂ipn‖ ≤
c
n3
E
(4)
n−4(f), i = 1, 2,
and
‖∂i∂jf − ∂i∂jpn‖ ≤
c
n2
E
(4)
n−4(f), i, j = 1, 2.
For more refined estimates, see Section 14 and Section 16. Evidently, we can state
the left hand side of the estimates in the norm of W r2 . Moreover, by iterating the
estimate in Corollary 11.5 in Section 11, we have the following corollary:
Corollary 1.4. Let f ∈ W2r2 for an integer r ≥ s with s = 1 or s = 2. For n ≥ 2r,
(1.10) ‖f − S−s,−s,−sn f‖W s2 ≤ c n
−2r+sE
(2r)
n−2r(f).
It is worthwhile to emphasis that our result indicates that W2r2 is the right Sobolev
space for estimating error of approximation in W s2 . As an immediate corollary of
(1.10), we can deduce a weaker result
‖f − S−s,−s,−sn f‖W s2 ≤ c n
−2r+s
∑
|m|=2r
0≤mi≤r
‖∂mf‖L2(̟r−m2,r−m1,r−m3 ),
since En(f)α,β,γ ≤ ‖f‖L2(̟α,β,γ), in which we can also replace the norm of ∂
mf by
‖∂mf‖L2 since ̟α,β,γ(x, y) ≤ 1 if α, β, γ ≥ 0 and state a still weaker estimate
‖f − S−s,−s,−sn f‖W s2 ≤ c n
−2r+s
∑
|m|=2r
0≤mi≤r
‖∂mf‖.
The estimates in these results are useful for the spectral method for numerical
solution of partial differential equations. Under the assumption that the function
vanishes on the boundary of the triangle, a weaker estimate in the case of s = 1 was
established in [15], in which E
(2r)
n−2r(f) in the right hand side of (1.10) is replaced by
the norm of partial derivatives.
One natural question is why stops at s = 1 and 2. The reason lies in the complexity
of the structure on the triangle, which goes far beyond previous cases. In the beginning,
it is not even clear what should be the correct formulation of the right hand side of our
estimates in Theorems 1.2 and 1.3. Although our approach is simple conceptually, there
are many technical obstacles and new phenomena, as outlined in the next subsection.
Now we have the correct formulation, perhaps the problem could be understood at the
next level.
1.3. Main steps in the proof. The proof requires a thorough understanding of
orthogonal structure in the Sobolev space on the triangle. The task is substantially
more difficult than the situation on the interval and on the unit ball. We point out
major steps and main obstacles in our development below.
Let Vn(̟α,β,γ) be the space of polynomials of degree n that are orthogonal to poly-
nomials of lower degrees with respect to 〈·, ·〉α,β,γ . The polynomials P
α,β,γ
k,n , 0 ≤ k ≤ n,
consist of a mutually orthogonal basis for Vn(̟α,β,γ); moreover, by the symmetry of
̟α,β,γ, we can obtain two more mutually orthogonal bases for this space by simultane-
ously permuting (x, y, 1− x− y) and (α, β, γ). For approximation on the triangle, the
main tool is often the reproducing kernel of the space Vn(̟α,β,γ), which has a close
form formula independent of a particular choice of bases (see [7, 9, 13, 20]). In our
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current work, however, we need detail knowledges of these polynomial bases, such as
their various recurrence relations and expressions of their derivatives.
A complication regarding these bases is that we need to extend these polynomials
so that their parameters can be negative integers. The usual extension in [18] reduces
the degree of P
(α,β)
n when α, β are negative integers and, as a consequence, unsuitable
for our purpose. A new extension was defined and used successfully in [16]. Let us
denote by Jα,βn this extension and denote by J
α,β,γ
k,n the polynomial P
α,β,γ
k,n in (1.5) with
the Jacobi polynomials replaced by Jα,βk . Since a family of orthogonal polynomials on
the unit ball can be given in terms of spherical harmonics and the Jacobi polynomials
on the radial variable, in spherical-polar coordinates, the simple structure of the ball
reduces the main problem on the negative parameter to one variable. This is, however,
no longer the case for the triangle. What we ultimately need is J−r,−r,−rk,n for some
positive integer r, for which we need numerous explicit properties of Jα,βn . Analytic
continuation shows that most properties of Jα,βn follow from those of the classical Jacobi
polynomials if α and β are not negative integers, but what we need are often singular
cases that do not follow from analytic continuation, for which a careful analysis is
required.
Taking our cue from the situation on [0, 1] and on the unit ball, we need to study
the orthogonality of Vn(̟α,β,γ) = span{J
α,β,γ
k,n : 0 ≤ k ≤ n}, when α, β, γ are negative
integers. The orthogonality is defined with respect to an inner product that necessarily
involves derivatives. When one or all parameters are −1, such an orthogonality is
studied in [4] from the point of view that orthogonal polynomials are eigenfunctions of
the characteristic differential operator. There are, however, many such inner products.
What we need for studying approximation in the Sobolev space is an inner product
for which the projection operators of the Fourier orthogonal expansion commute with
partial derivatives. To construct such an inner product, we need detailed knowledge on
Jα,β,γk,n , in particular, its derivatives. Taking a partial derivative of J
α,β,γ
k,n increases two
parameters by 1, a new complication that does not appear in the case of orthogonal
polynomial on the unit ball, and this reflects in the definition of W2r2 .
On a technical level, the partial derivative ∂3 of J
α,β,γ
k,n takes a simple form, which
allows us to deduce the commuting relation for ∂3, but not so for the partial derivatives
∂1 and ∂2. Instead, we work with two other bases of polynomials obtained from J
α,β,γ
k,n
by simultaneously permutation. For α, β, γ > −1, each of the three bases is a mutually
orthogonal basis of Vn(̟α,β,γ), but the mutual orthogonality fails to hold when the
parameters are negative integers. This forces us to construct not just one but three
inner products for each Sobolev space, so that each basis is mutually orthogonal for one
of the inner products and is orthogonal to polynomials of lower degrees with respect
to two other inner products. In addition, the three partial sum operators need to be
the same, so that the partial sum operators commute with all partial derivatives up to
order r.
Finally, to prove our estimates, we use orthogonal expansions. Taking, for example,
the estimate in Theorem 1.2 as an example. The commuting of partial derivatives
with the projection operators allows us to express the Fourier coefficients of partial
derivatives of the function, such as ∂̂1∂3f
1,0,0
k,n , in terms of of f̂
−1,−1,−1
k,m , which allows
us to expand the right hand side of the estimate, by the Parseval identity, as a series
that contains only Fourier coefficients f̂−1,−1,−1k,m . Furthermore, we can express the
orthogonal polynomials with one set of parameters in terms those with another set
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of parameters, such as writing J−1,−1,−1k,n in terms of J
0,0,0
k,n , which allows us to write
the left hand side of the estimate as a series that contains only Fourier coefficients
f̂−1,−1,−1k,m . These make it possible to compare the two sides and derive the desired
estimates.
The work relies heavily on properties and relations of several families of orthogonal
polynomials on the triangle, and requires manipulations of a plethora of formulas. We
have used a computer algebra system in this work, not only for verifying formulas, al-
though all recursive and differential relations in the next three sections and all Sobolev
inner products are so verified, but also for discovering relations and searching for ap-
propriate Sobolev inner products. In fact, it is hard to image that the work could be
carried out without using a computer algebra system.
1.4. Organization of the paper. We start with the extended Jacobi polynomials,
Jα,βn , for which α and β can be less than −1. In the next section, we establish relations
and identities among these polynomials, for which particular attention will be paid to
the singular cases that do not follow from analytic continuation. In Section 3, we
study the orthogonality of J−ℓ,−mn and show how this allows us to establish estimates
in (1.2). Although related results have been studied in several areas, as discussed at
the end of the Subsection 1.1, we include this section since our results, based on a
new extension of the Jacobi polynomials with negative parameters, do not seem to be
exactly the same, and it is a prelude of our study in two variables.
We develop properties of the family of polynomials Jα,β,γk,n and two other families
derived from simultaneous permutations in Section 4. These include recursive relations
for polynomials with different sets of parameters, derivatives, and differential operators,
all in explicit forms. Many of these relations are developed for the first time, which
will be useful in future studies.
The orthogonality of the extended Jacobi polynomials on the triangle is discussed
in Sections 5–10. Indexed by the parameters (α, β, γ), we start from (α, β,−1) and its
permutations in Section 5, followed by (−1,−1, γ) in Section 6, (−1,−1,−1) in Section
7, (−2, α, β) in Section 8, (−2,−1,−1) in Section 9 and, finally, (−2,−2,−2) in Section
10. The goal is to choose an inner product that has an orthonormal basis in Vn =
span{Jα,β,γk,n : 0 ≤ k ≤ n}, so that its corresponding orthogonal projection commutes
with certain partial derivatives. Our development is based on the realization that
inner products for the Sobolev space can be defined somewhat inductively according
to the parameters. The process is still complicated, since we often have to take linear
combinations of polynomials in Vn and modify the inner product at the same time.
Furthermore, in each case, we need to define three inner products, for the family of
Jα,β,γk,n and two other families derived from permutation, respectively.
We start the proof of approximation part of the results in Section 11, where we prove
a result for best approximation in L2 norm in the classical setting of α, β, γ > −1,
which provides a prelude for the proof in latter sections. The approximation behavior
of Sα,β,γn f is studied in Section 12 when γ = −1, in Section 13 for α = β = −1, and
in Section 14 for α = β = −1 and γ = −2. These three sections provide intermediate
steps that are needed for the estimates of derivatives in our main results. The case
α = β = γ = −1 is treated in Section 14, which gives the proof of Theorem 1.2.
Finally, the case α = β = γ = −2 is considered in Section 16, which gives the proof of
Theorem 1.3.
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2. Jacobi polynomials of negative parameters
For α, β > −1, the Jacobi polynomials are defined by
P (α,β)n (t) =
(α + 1)n
n!
2F1
(
−n, n+ α+ β + 1;α+ 1;
1− t
2
)
in hypergeometric function 2F1. They are orthogonal to each other with respect to the
weight function wα,β(t) := (1 − t)α(1 + t)β on [−1, 1], and
hα,βn :=
∫ 1
−1
[
P (α,β)n (t)
]2
wα,β(t)dt(2.1)
=
2α+β+1
2n+ α+ β + 1
Γ(n+ α+ 1)Γ(n+ β + 1)
n!Γ(n+ α+ β + 1)
.
As it is shown in [18], writing the 2F1 in the following explicit form
P (α,β)n (t) =
n∑
k=0
(k + α+ 1)n−k (n+ α+ β + 1)k
(n− k)! k!
(
t− 1
2
)k
(2.2)
extends the definition of P
(α,β)
n (t) for α and β being any real numbers. However, a
reduction of the polynomial degree occurs if −n − α − β ∈ {1, 2, . . . , n} in such an
extension. To avoid this degree reduction, we renormalized the Jacobi polynomials in
[16] and provided another definition that works for all parameters. More precisely, the
following definition was given in [16]:
Definition 2.1. For α, β ∈ R and n = 1, 2, . . ., define
Jα,βn (t) :=
n∑
k=ι0
(k + α+ 1)n−k
(n− k)! k!(n+ α+ β + k + 1)n−k
(
t− 1
2
)k
, n ∈ N0,(2.3)
where ι0 = ι
α,β
0 (n) := −n− α− β if −n− α− β ∈ {1, 2, . . . , n} and ι0 = 0 otherwise.
For convenience, we also define P
(α,β)
n (t) = Jα,βn (t) = 0 whenever n is a negative
integer. This extends the definition of the Jacobi polynomials to all α, β ∈ R, in
particular, to α, β being negative integers. It is easy to see that Jα,βn is a polynomial
of degree n for all α, β. For α, β > −1, these are just renormalization of the ordinary
Jacobi polynomials, as seen below.
Proposition 2.2. If ια,β0 (n) = 0, then
(2.4) Jα,βn (t) =
1
(n+ α+ β + 1)n
P (α,β)n (t).
Furthermore, Jα,βn is an analytic function of α, β if −n− α− β /∈ {1, 2, . . . , n}.
Proof. If ια,β0 (n) = 0, then −n−α−β < 1 or −n−α−β > n, so that (n+α+β+1)n 6= 0.
Consequently, the identity
(n+ α+ β + 1)n
(n+ α+ β + k + 1)n−k
= (n+ α+ β + 1)k
establishes (2.4). Furthermore, if −n − α − β /∈ {1, 2, . . . , n}, then ια,β0 (n) = 0 and
Jα,βn depends continuously on α, β by the explicit formula in (2.3). 
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As a consequence, many identities of the ordinary Jacobi polynomials extend to
Jα,βn immediately. For example,
(2.5) Jα,βn (−t) = (−1)
nJβ,αn (t), if − n− α− β /∈ {1, 2, . . . , n}.
This identity, however, fails to hold if ια,β0 (n) 6= 0. We should point out that J
α,β
n may
not be continuous as a function of (α, β) when ια,β0 (n) 6= 0. For example, ι
−2,0
0 (1) = 1,
and J−2,01 (t) = −
1
2 (1 − t) does not equal to the limit of J
−2,β
1 (t) = −
1
2 (1 +
2
β − t) as
β → 0.
The three-term relation satisfied by the Jacobi polynomials takes the form
(2.6) tJα,βn (t) = 2(n+ 1)J
α,β
n+1(t) + a
α,β
n J
α,β
n (t) + b
α,β
n J
α,β
n−1(t),
when writing in Jα,βn , where
aα,βn :=
β2 − α2
(2n+ α+ β)(2n+ α+ β + 2)
,
bα,βn :=
2(n+ α)(n+ β)(n+ α+ β)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1)
.
In the following, we will state a number of properties of these extended Jacobi
polynomials. Although analytic continuation can be used to extend most of these
identities from ordinary Jacobi polynomials to almost all parameters in R, we often
need to consider exceptional cases of −n−α−β ∈ {1, 2, . . . , n}. Hence, it is necessary
to give a proof for these identities.
Proposition 2.3. For α, β ∈ R and n ≥ 0,
d
dt
Jα,βn (t) =
1
2
Jα+1,β+1n−1 (t).(2.7)
Proof. If ια,β0 (n) = 0, this follows from (2.4) and the classical result on the derivative
of P
(α,β)
n . Assume now ι
α,β
0 (n) 6= 0. Then ι
α,β
0 (n) = −n − α − β is an integer in
{1, 2, . . . , n}. A quick check shows that ια+1,β+10 (n − 1) = ι
α,β
0 (n) − 1, so that J
α,β
n
and Jα+1,β+1n−1 contain the same number of monomial terms. Taking derivative of J
α,β
n
in (2.3) and then shifting the summation index by 1, so that the summation starts
from ια+1,β+10 (n − 1), it is easy to verify (2.7) by working with the hypergeometric
expansions. 
Proposition 2.4. For α ∈ R, m = 0, 1, 2, . . .,
Jα,−mn (t) =
(n−m)!
2mn!
(1 + t)mJα,mn−m(t), n ≥ m+max{0, ⌊−α⌋}.(2.8)
Furthermore, for β ∈ R and ℓ = 0, 1, 2, ...,
J−ℓ,βn (t) =
(−1)ℓ(n− ℓ)!
2ℓn!
(1 − t)ℓJℓ,βn−ℓ(t), n ≥ ℓ.(2.9)
For m, ℓ = 0, 1, 2, . . . , and n ≥ m+ ℓ,
J−ℓ,−mn (t) =
(−1)ℓ(n−m− ℓ)!
2ℓ+mn!
(1 − t)ℓ(1 + t)mJℓ,mn−ℓ−m(t).(2.10)
Proof. If α > −1, then −n − α + m < −n + m + 1 ≤ 1 for n ≥ m, which implies
that ια,−m0 (n) = 0. If α ≤ −1, then −n − α +m < 1 if n ≥ m + ⌊−α⌋, which again
implies that ια,−m0 (n) = 0. Consequently, (2.8) follows from (2.3) and property of the
ordinary Jacobi polynomials [18].
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The proof of (2.9) requires more work. For β ∈ R, the expansion J−ℓ,βn in (2.3)
contains a factor (k − ℓ + 1)n−k in the numerator, which is equal to 0 if k < ℓ. If
ι−ℓ,β0 (n) ≤ ℓ, then the summation starts from ℓ, so that a shift in k leads to
J−ℓ,βn (t) =
n−ℓ∑
k=0
(k + 1)n−k−ℓ
(k + ℓ)!(n− k − ℓ)!(n+ β + k + 1)n−k−ℓ
(
t− 1
2
)k+ℓ
.
Furthermore, in this case −n + ℓ − β ≤ ℓ is equivalent to −n − β < 0, so that
ιℓ,β0 (n − ℓ) = 0. Rewriting the Pochhammer symbols in the above expression in the
form of (a)k, it is easy to see that (2.9) holds in this case. In the remaining case of
ι−ℓ,β0 (n) > ℓ, we see that ℓ < −n+ ℓ−β ≤ n is equivalent to ℓ < −n−β ≤ n− ℓ, which
shows immediately that ιℓ,β0 (n−ℓ) = ι
−ℓ,β
0 (n)−ℓ. Hence, shifting the summation index
by ℓ in the expression of J−ℓ,βn in (2.3), we can verify (2.9) as in the first case.
Finally, (2.10) follows from applying (2.9) first and then applying (2.8). 
It is worthwhile to note that (2.8) does not hold if α < 0 and m < n < m+ ⌊−α⌋,
whereas (2.9) holds, in contrast, for all β ∈ R and n ≥ m.
There are numerous identities for the ordinary Jacobi polynomials and all can be
generalized to our extended polynomials. We shall state a few that will be needed for
studying derivatives of the Jacobi polynomials on the triangle.
Proposition 2.5. For α, β ∈ R and n ∈ N, define
(2.11) τα,βn :=
n+ β
(2n+ α+ β)(2n+ α+ β + 1)
,
if 2n+ α+ β 6= 0 and 2n+ α+ β + 1 6= 0, and define
τ−n,−nn := 1 and τ
−n−1,−n
n := −1.
Then the relations
Jα,βn (t) = J
α+1,β
n (t)− τ
α,β
n J
α+1,β
n−1 (t),
Jα,βn (t) = J
α,β+1
n (t) + τ
β,α
n J
α,β+1
n−1 (t),
(2.12)
hold if either one of the following conditions satisfies:
(1) 2n+α+β 6= 0, 2n+α+β+1 6= 0, and either n+α+β+1 6= 0 or n+α+β+1 = 0
but α+ 1 ∈ {−1,−2, . . . ,−n}.
(2) β = −n, α = −n or α = −n− 1.
Proof. If α, β > −1, these are classical identities for the Jacobi polynomials (cf. [1,
(22.7.18)]). For general α, β, we consider the first identity, which holds, by Proposition
2.2, if ια,β0 (n) = ι
α+1,β
0 (n) = ι
α+1,β
0 (n − 1). These three indexes are not equal if
−n − α − β = 1, n and n + 1. If 2n + α + β 6= 0 and 2n + α + β + 1 6= 0 but
n + α + β + 1 = 0, then ια,β0 (n) = ι
α+1,β
0 (n − 1) = 1 by ι
α+1,β
0 (n) = 0. For the
identity to hold, we require the constant term of Jα+1,βn to be zero. This term is given
by (α + 2)n/n!
2, which is zero if and only if α + 1 = −1,−2, . . . ,−n. This proves
(1). If 2n + α + β = 0 or 2n + α + β = 0 but n + β 6= 0, then τα,βn is undefined
and (2.12) cannot hold. If 2n + α + β = 0 and n + β = 0, then α = β = −n,
ι−n,−n0 (n) = n, ι
−n+1,−n
0 (n) = n − 1 and ι
−n+1,−n
0 (n − 1) = 0. However, it is easy
to verify directly that J−n,−nn (x) =
1
n!
(
t−1
2
)n
, J−n+1,−nn−1 (x) =
1
(n−1)!
(
t−1
2
)n−1
, and
J−n,−nn (x) =
1
n!
(
t−1
2
)n
+ 1(n−1)!
(
t−1
2
)n−1
, which shows that the first identity in (2.12)
holds if α = β = −n. Similarly, if 2n + α + β = 0 and n + β = 0, then α = −n− 1,
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β = −n, and ι−n−1,−n0 (n) = 0, ι
−n,−n
0 (n) = n and ι
−n,−n
0 (n − 1) = 0. A direct
computation shows that
J−n−1,−nn (x) =
n∑
k=0
1
k!(n− k)!
(
t− 1
2
)k
, J−n,−nn−1 (x) =
n−1∑
k=0
1
k!(n− k)!
(
t− 1
2
)k
,
so that the first identity in (2.12) follows from a direct verification. This completes
the proof. 
Proposition 2.6. For α, β ∈ R and n ∈ N,
(2.13)
1− t
2
Jα+1,βn−1 (t) = αJ
α,β−1
n (t)− (n+ α)J
α−1,β
n (t).
Proof. If α, β > −1, the identity can be verified directly by working with the hyperge-
ometric expansions, which also holds if ια+1,β0 (n − 1) = ι
α,β−1
0 (n) = ι
α−1,β
0 (n). That
these three identities are not equal only if n+ α+ β = 0, for which ια+1,β0 (n− 1) = 0
and the other two indexes are equal to 1. However, there is a shift of index due to the
multiple of (1− t)/2 in the left hand side, from which it follows easily that the identity
holds in this case as well. 
Proposition 2.7. For α, β ∈ R and n ∈ N,
1 + t
2
Jα+1,β+1n−1 (t) = nJ
α,β
n (t) +
n+ β
2n+ α+ β
Jα+1,βn−1 (t),
1− t
2
Jα+1,β+1n−1 (t) = −nJ
α,β
n (t) +
n+ α
2n+ α+ β
Jα,β+1n−1 (t),
(2.14)
where the first identity holds if 2n + α + β 6= 0 and either n + α + β + 1 6= 0 or
n+α+β+1 = 0 and α+1 = −1,−2, . . . ,−n, whereas the second identity holds under
the same assumption with α and β interchanged. Furthermore, if 2n+ α+ β = 0 and
n+ β = 0, then
1 + t
2
J−n+1,−n+1n−1 (t) = nJ
−n,−n
n (t) + J
−n+1,−n
n−1 (t),
1− t
2
J−n+1,−n+1n−1 (t) = −nJ
−n,−n
n (t) + J
−n,−n+1
n−1 (t).
(2.15)
Proof. If the ι0 indexes of the three polynomials are equal, then the identity can be
verified directly by working with the hypergeometric expansions. In general, we write
(1 + t)/2 = 1 + (t− 1)/2 and comparing the coefficients of (t− 1)j in two sides of the
identity. The three indexes are not equal if n + α + β + 1 6= 0, or 2n+ α + β 6= 0. If
n+ α+ β + 1 = 0, then ια+1,β+10 (n− 1) = 0 and the other two indexes are equal to 1.
We need the constant term of Jα+1,β+1n−1 to be zero, which holds if (α + 2)n−1 = 0, or
α + 1 6= −1,−2, . . . ,−n. If 2n + α + β = 0, then we need n + β = 0, which leads to
α = −n and β = −n. In this case, the identity (2.15) can be verified directly. 
3. Sobolev inner product and its orthogonal basis on an interval
Let 〈·, ·〉 be an inner product in a Sobolev space that contains the space of poly-
nomials of one real variable. Let {Qn}n≥0 be the sequence of orthogonal polynomials
with respect to this inner product, with Qn being a polynomial of degree precisely n.
Then the Fourier orthogonal expansion with respect to this basis is defined by
f(t) =
∞∑
n=0
f̂nQn(t), where f̂n :=
〈f,Qn〉
〈Qn, Qn〉
.
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The n-th partial sum of this expansion is defined by
Snf(t) = Sn(f ; t) :=
n∑
k=0
f̂kQk(t), n = 0, 1, 2, . . . .
In the following, we will consider an inner product 〈·, ·〉α,β with α, β being two param-
eters, for which Jα,βn are orthogonal when α, β are negative integers. This is possible
for n ≥ n0 for some n0 depending on α and β, but require modification of polynomials
for n < n0. We will adopt the convention of using Ĵ
α,β
k and S
α,β
n (f) to denote the
orthogonal polynomials and the n-th partial sum of the orthogonal expansion.
Denote the derivative by ∂ and let ∂kf := f (k) for k = 0, 1, 2, . . .. For m ∈ N0, let
Wm2 := {f ∈ L
2[0, 1] : ∂kf ∈ L2[0, 1], k = 1, 2, . . . ,m}.
It should be mentioned that the inner products that we construct below are termed
as discrete-continuous Sobolev inner product. It was considered in [2] when one pa-
rameter is a negative integer and in [3] when both parameters are negative integers;
see also the discussion in [17, Section 6]. Because of our modification of the Jacobi
polynomials, we need to study them below.
3.1. Sobolev Inner product for Jα,−mn and J
−m,β
n . Let α > −m − 1 and m =
1, 2, . . .. For λk > 0, k = 0, 1, . . . ,m− 1, define α
♯ := max{0, ⌊−α⌋} and
(3.1) 〈f, g〉α,−m :=
∫ 1
0
f (m)(t)g(m)(t)(1 − t)α+mdt+
m−1∑
k=0
λkf
(k)(0)g(k)(0).
For n = 0, 1, . . . , we define the polynomials Ĵα,−mn by
Ĵα,−mn (t) =

Jα,−mn (2t− 1), n ≥ m+ α
♯,
Jα,−mn (2t− 1)−
min{n,m}−1∑
k=0
Jα+k,−m+kn−k (−1)
tk
k!
, n < m+ α♯.
We shall prove that Ĵα,−mn consists of a mutually orthogonal basis and we denote by
Sα,−mn the n-th partial sum operator of the Fourier orthogonal expansion with respect
to this basis.
Proposition 3.1. Let m = 1, 2, . . . and α > −m − 1, the polynomials {Ĵα,−mn :
n = 0, 1, 2, . . .} are mutually orthogonal with respect to the inner product 〈·, ·〉α,−m.
Furthermore, for n ≥ k,
(3.2) ∂kSα,−mn (f) = S
α+k,−m+k
n−k (∂
kf), k = 1, . . . ,m.
Proof. For n ≥ m, we claim that ∂kĴα,−mn (0) = 0 for 0 ≤ k ≤ m − 1. Indeed, if
n ≥ m + α♯, this follows readily from (2.8) whereas if m < n < m + α♯, this follows
from the definition of Ĵα,−mn and (2.7). Hence, for n ≥ m, we only need to consider
the integral part of 〈f, Ĵα,−mn 〉α,−m. Consequently, applying (2.7) shows that
(3.3) 〈f, Ĵα,−mn 〉α,−m = 〈f
′, Ĵα+1,−m+1n−1 〉α+1,−m+1 = · · · = 〈f
(m), Ĵα+m,0n−m 〉α+m,0,
where the last inner product is the regular one for L2(̟α+m,0) since α + m > −1.
Since Ĵα+m,0n−m is, up to a multiple constant, the ordinary Jacobi polynomial, the or-
thogonality of Ĵα,−mn follows immediately from (3.3). If n < m, the definition of Ĵ
α,−m
n
implies that ∂kĴα,−mn (0) = δk,n for 0 ≤ k ≤ n − 1 and, since ∂Ĵ
α,−m
n = Ĵ
α+1,−m+1
n−1
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by (2.7), the same argument shows that, for n < m + α♯, 〈f, Ĵα,−mn 〉α,−m = · · · =
〈f (n), Ĵα+n,−m+n0 〉α+n,−m+n, from which the orthogonality Ĵ
α,−m
n follows immediately.
Setting f = Ĵα,−mn in the relation (3.3) also shows that
〈Ĵα,−mn , Ĵ
α,−m
n 〉α,−m = · · · = 〈Ĵ
α+m,0
n−m , Ĵ
α+m,0
n−m 〉α+m,0,
which implies, combining with (3.3) that f̂α,−mn = ∂̂f
α+1,−m+1
n−1 . Consequently, it
follows immediately from (2.7) that ∂Sα,−mn (f) = S
α+1,−m+1
n−1 (∂f). This is (3.2) when
k = 1 and its iteration proves the general case. 
Similarly, we can define the Sobolev inner product for the parameter (−ℓ, β). Let
β > −ℓ− 1 and ℓ = 1, 2, . . .. For λk > 0, k = 0, 1, . . . , ℓ− 1, define
(3.4) 〈f, g〉−ℓ,β :=
∫ 1
0
f (ℓ)(t)g(ℓ)(t)tβ+ℓdt+
ℓ−1∑
k=0
λkf
(k)(1)g(k)(1).
For n = 0, 1, . . . , we define the polynomials Ĵ−ℓ,βn by
Ĵ−ℓ,βn (t) =

J−ℓ,βn (2t− 1), n ≥ ℓ,
J−ℓ,βn (2t− 1)−
n−1∑
k=0
J−ℓ+k,β+kn−k (1)
(t− 1)k
k!
, n < ℓ.
This definition is simpler than that of Ĵα,−mn since (2.9) is less restrictive on n than
that of (2.8). Similar to Proposition 3.1, we can prove the following proposition:
Proposition 3.2. For ℓ = 1, 2, . . . and β > −ℓ − 1, the polynomials {Ĵ−ℓ,βn : n =
0, 1, 2, . . .} are mutually orthogonal with respect to the inner product 〈·, ·〉−ℓ,β. Fur-
thermore, for n ≥ k,
(3.5) ∂kS−ℓ,βn (f) = S
−ℓ+k,β+k
n−k (∂
kf), k = 1, . . . , ℓ.
Proof. If n ≥ ℓ, then ∂kĴ−ℓ,βn (1) = 0 for 0 ≤ k ≤ ℓ − 1 by (2.9) and ∂
kĴ−ℓ,βn (t) =
Ĵ−ℓ+k,k+βn−k (t) by (2.7). Consequently,
〈f, Ĵ−ℓ,βn 〉−ℓ,β = 〈f
′, Ĵ−ℓ+1,β+1n−1 〉−ℓ+1,β+1 = · · · = 〈∂
ℓf, Ĵ0,β+ℓn−ℓ 〉0,β+ℓ,
from which the orthogonality follows readily. If n < ℓ, we only need to consider the dis-
crete part in the inner product 〈f, Ĵ−ℓ,βn 〉−ℓ,β, and our definition of Ĵ
−ℓ,β
n gives orthog-
onality immediately. Furthermore, it is easy to verify that ∂Ĵ−ℓ,βn (t) = Ĵ
−ℓ+1,β+1
n−1 (t),
from which (3.5) follows. 
It should be pointed out that, together, the two propositions cover the case of
(−ℓ,−m) for all nonnegative integers ℓ and m. Let us also note that in the case of
J−m,−mn , we end up with two different constructions and two inner products.
3.2. Inner product for Jα,βn (1−2t) and further discussions. Even though J
α,β
n (t) =
(−1)nJβ,αn (−t) does not always hold when α and β are nonnegative integers, in-
ner products for Jα,βn (1 − 2t) can be derived, at lease conceptually, from those for
Jα,βn (1 − 2t) by a simple change of variables which requires, however, that the point
evaluations in the inner product will need to be evaluated at the point with 0 and 1 ex-
changed, and so does the Taylor expansion in the modification Ĵα,βn . It turns out that
we do not obtain new inner products and only need to modify orthogonal polynomials.
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Let us start with Jα,−mn (1− 2t). For n = 0, 1, . . . , we define J˜
α,−m
n by
J˜α,−mn (t) =

(−1)nJα,−mn (1− 2t), n ≥ m+ α
♯,
(−1)nJα,−mn (1− 2t)−
n−1∑
k=0
(−1)n−kJα+k,−m+kn−k (−1)
(t− 1)k
k!
, n < m+ α♯.
As in Proposition 3.1, we can prove the following proposition:
Proposition 3.3. For m = 1, 2, . . . and α > −m − 1, the polynomials J˜α,−mn , n =
0, 1, 2, . . ., are mutually orthogonal with respect to the inner product 〈·, ·〉−m,α defined
in (3.4). Furthermore, denote again by Sα,−mn f the corresponding n-th partial sum,
then, for n ≥ k,
(3.6) ∂kSα,−mn (f) = S
α+k,−m+k
n−k (∂
kf), k = 1, . . . ,m.
Similarly, for J−ℓ,βn (1− 2t), we define the polynomials Ĵ
−ℓ,β
n by
J˜−ℓ,βn (t) =

(−1)nJ−ℓ,βn (1− 2t), n ≥ ℓ,
(−1)nJ−ℓ,βn (1− 2t)−
n−1∑
k=0
(−1)n−kJ−ℓ+k,β+kn−k (1)
tk
k!
, n ≤ ℓ.
We can then prove, as in Proposition 3.1, the following proposition.
Proposition 3.4. For ℓ = 1, 2, . . . and β > −ℓ − 1, the polynomials J˜−ℓ,βn , n =
0, 1, 2, . . ., are mutually orthogonal with respect to the inner product 〈·, ·〉β,−ℓ defined in
(3.1). Furthermore, denote again by S−ℓ,βn f the corresponding n-th partial sum, then,
for n ≥ k,
(3.7) ∂kS−ℓ,βn (f) = S
−ℓ+k,β+k
n−k (∂
kf), k = 1, . . . , ℓ.
Both {Ĵα,−mn } in Proposition 3.1 and {J˜
−m,α
n } in Proposition 3.4 are mutually
orthogonal polynomials with respect to the inner product 〈·, ·〉α,−m in (3.1). Since the
dimension of the space of orthogonal polynomials of a fixed degree is 1, we must then
have Ĵα,−mn (t) = cnJ˜
−m,α
n (t), where cn is a multiple constant. By the definition of
these two families of polynomials, this last identity captures the failure of the identity
Jα,βn (−t) = (−1)
nJβ,αn (t) when α and β are certain negative integer values.
3.3. Approximation by polynomials in the Sobolev space. As an application of
the Sobolev orthogonality defined in this section, we prove a result on approximation
by polynomials in the Sobolev space. Let m be a positive integer and let 〈·, ·〉−m,−m
and Ĵ−m,−mn be defined as in Proposition 3.2. Let S
−m
n f := S
−m,−m
n f and Ĵ
−m
n :=
Ĵ−m,−mn . Recall that
S−mn f =
n∑
k=0
f̂mk Ĵ
−m
k (t), f̂
m
k =
〈f, J−mk 〉−m,−m
〈J−mk , J
−m
k 〉−m,−m
.
In particular, S0n is the n-th partial sum of the usual Legendre series.
Let ‖ · ‖ denote the norm of L2[0, 1] and denote the error of the best approximation
by polynomials in L2[0, 1] by
En(f)2 := inf
degp≤n
‖f − p‖ =
( ∞∑
k=n+1
|f̂0k |
2h0k
)1/2
,
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where the second equality is the standard Parseval identity and, by (2.1) and (2.4),
ĥ0k :=
∫ 1
0
[
Ĵ0k (t)
]2
dt =
2
(2k + 1)(k + 1)2k
∼ k−2k−1.
Theorem 3.5. For m = 1, 2, . . ., k = 0, 1, . . . ,m and n ≥ m,
(3.8) ‖∂kf − ∂kS−mn f‖2 ≤ c n
−m+kEn−m(∂
mf)2,
where c is a constant depending only on m.
Proof. By (2.7), it is easy to see that ∂mS−mn f = S
0
n−m(∂
mf) implies that
f̂−mk+m = ∂̂
mf0k, k = 0, 1, . . . .
Using both equations in (2.12), it is easy to deduce that, for k > m,
J−mk (t) = J
−m+1
k (t)− c
m
k J
−m+1
k−2 , c
m
k =
1
4(4(k −m)2 − 1)
∼ k−2.
Iterating the above identity shows that
Ĵ−mk (t) =
∑
0≤j≤m
cmk,j Ĵ
0
k−2j(t) with c
m
k,j ∼ k
−2j ,
where Ĵ0n(t) = J
0,0
n (2t− 1). Consequently, we see that
f(t)− S−mn f(t) =
∞∑
k=n+1
f̂−mk Ĵ
−m
k (t) =
∞∑
k=n+1
∂̂mf0k−m
∑
0≤j≤m
cmk,j Ĵ
0
k−2j(t)
=
∑
0≤j≤m
∞∑
k=n+1−2j
∂̂mf0k−m+2jc
m
k+2j,j Ĵ
0
k (t).
Exchanging the order of the summation and using the orthogonality of Ĵ0k , we obtain
‖f − S−mn f‖
2
2 ≤
n∑
k=n+1−2m
∣∣∣ ∑
n+1−k≤2j≤m
|∂̂mf0k−m+2j |c
m
k+2j,j
∣∣∣2ĥ0k
+
∞∑
k=n+1
∣∣∣ ∑
0≤j≤m
|∂̂mf0k−m+2j |c
m
k+2j,j
∣∣∣2ĥ0k.
It is easy to see that (cmk+2j,k)
2ĥ0k/ĥ
0
k−m+2j ∼ k
−2m for 0 ≤ j ≤ m/2, with a constant
of proportion depending only on m, so that, by the Cauchy-Schwarz inequality,
‖f − S−mn f‖
2
2 ≤ c
∞∑
k=n+1−2m
k−2m
∑
0≤j≤m
∣∣∣∂̂mf0k−m+2j ∣∣∣2 ĥ0k−m+2j
≤ c n−2m
∞∑
k=n+1−m
∣∣∣∂̂mf0k∣∣∣2 ĥ0k = c n−2m‖∂mf − S0n−m(∂mf)‖22.
This proves the case k = 0. The case k = m follows from (3.5). The intermediate cases
of 1 ≤ k ≤ m follow from the standard Landau-Kolmogorov inequality. 
This result, and the proof, provides a precursor for what lies ahead for our main
results on the triangle. We did not strike for the most general result and chose a proof
that is straight forward but more conceptual. As far as we know, the estimate (3.8) is
new since similar results in the literature have a modulus of smoothness in the right
hand side ([14]).
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4. Jacobi polynomials on the triangle and their properties
For α, β, γ ∈ R, let X = (x, y, 1 − x− y) and define, as in (1.4),
̟α,β,γ(x, y) := X
α,β,γ = xαyβ(1− x− y)γ , (x, y) ∈ △.
4.1. Jacobi polynomials on the triangle. If α, β, γ > −1, then ̟α,β,γ is integrable
on △ and we define an inner product
〈f, g〉α,β,γ :=
∫
△
f(x, y)g(x, y)̟α,β,γ(x, y)dxdy,
which is the same as (1.3). Let Vn(̟α,β,γ) be the space of orthogonal polynomials of
degree n with respect to this inner product.
Explicit bases of Vn(̟α,β,γ) can be given in terms of the Jacobi polynomials J
α,β
n .
A mutually orthogonal basis of Vn(̟α,β,γ) is given by (cf. [9, Section 2.4])
(4.1) Jα,β,γk,n (x, y) := (x+ y)
kJα,βk
(
y − x
x+ y
)
J2k+α+β+1,γn−k (1− 2x− 2y), 0 ≤ k ≤ n.
More precisely,
〈Jα,β,γk,n , J
α,β,γ
j,m 〉α,β,γ = h
α,β,γ
k,n δj,kδn,m,
where
hα,β,γk,n =
Γ(k + α+ 1)Γ(k + β + 1)Γ(k + α+ β + 1)Γ(n− k + γ + 1)
k!(n− k)!
(4.2)
×
Γ(n+ k + α+ β + 2)Γ(n+ k + α+ β + γ + 2)
Γ(2k + α+ β + 2)2Γ(2n+ α+ β + γ + 3)2
× (2k + α+ β + 1)(2n+ α+ β + γ + 2).
For convenience, we also define Jα,β,γk,n (x, y) = 0 for k < 0 or k > n. The triangle △ is
symmetric under the permutation of (x, y, 1− x− y). Furthermore, the inner product
〈·, ·〉α,β,γ is invariant under simultaneous permutation of (α, β, γ) and (x, y, 1− x− y).
As a consequence, define
Kα,β,γk,n (x, y) := (1− y)
kJγ,αk
(
2x
1− y
− 1
)
J2k+α+γ+1,βn−k (2y − 1), 0 ≤ k ≤ n,(4.3)
Lα,β,γk,n (x, y) := (1− x)
kJβ,γk
(
1−
2y
1− x
)
J2k+β+γ+1,αn−k (2x− 1), 0 ≤ k ≤ n,(4.4)
then both {Kα,β,γk,n : 0 ≤ k ≤ n} and {L
α,β,γ
k,n : 0 ≤ k ≤ n} are mutually orthogonal
basis of Vdn(̟α,β,γ); moreover,
〈Kα,β,γk,n ,K
α,β,γ
j,m 〉α,β,γ = h
γ,α,β
k,n and 〈L
α,β,γ
k,n , L
α,β,γ
j,m 〉α,β,γ = h
β,γ,α
k,n , 0 ≤ k ≤ n.
For latter use, we collect the relations between the three bases below:
Jα,β,γk,n (x, y) = K
β,γ,α
k,n (y, 1− x− y), J
α,β,γ
k,n (x, y) = L
γ,α,β
k,n (1− x− y, x),
Kα,β,γk,n (x, y) = L
β,γ,α
k,n (y, 1− x− y), K
α,β,γ
k,n (x, y) = J
γ,α,β
k,n (1− x− y, x),
Lα,β,γk,n (x, y) = J
β,γ,α
k,n (y, 1− x− y), L
α,β,γ
k,n (x, y) = K
γ,α,β
k,n (1− x− y, x).
(4.5)
With our extension of the Jacobi polynomials, the above definitions hold for all
α, β, γ ∈ R and so is (4.5). In the following we shall give the following definition:
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Definition 4.1. For α, β, γ ∈ R and n = 0, 1, 2, . . ., let Vn(̟α,β,γ)J be the space
spanned by {Jα,β,γk,n : 0 ≤ k ≤ n}; Vn(̟α,β,γ)K and Vn(̟α,β,γ)L are defined similarly.
Proposition 4.2. If α, β, γ > −1 or −α,−β,−γ /∈ N, then
(4.6) Vn(̟α,β,γ)J = Vn(̟α,β,γ)K = Vn(̟α,β,γ)L =: Vn(̟α,β,γ),
where =: means we remove the subscript J,K,L when they are equal.
Proof. If α, β, γ > −1, this follows from the fact that all three families of polynomials
are orthogonal with respect to 〈·, ·〉α,β,γ . In particular, this means that, for example,
each Jα,β,γk,n can be expressed as a linear combination of L
α,β,γ
j,n , 0 ≤ j ≤ n,
Jα,β,γk,n (x, y) =
n∑
j=0
cα,β,γj,k,n L
α,β,γ
j,n (x, y),
where the coefficient cα,β,γj,k,n is given explicitly by a multiple of a 3F2 Racah polynomial
([8, 12]). If −α,−β,−γ /∈ N, then ι0 indexes for both factors of the Jacobi polynomials
in Jα,β,γk,n , K
α,β,γ
k,n and L
α,β,γ
k,n are zero, and we can extend these relations by analytic
continuation. 
The relation (4.6) still holds for some triplets of α, β, γ that contain negative integers,
but it does not hold for all such triplets, as we shall see in later sections.
From Proposition 2.4, we can deduce the following relations:
Proposition 4.3. Let α̂ = max{0,−α} for α > −1 or α = −1.
Jα,β,γk,n (x, y) = c
α,β,γ
k,n X
α̂,β̂,γ̂Jα+2α̂,β+2β̂,γ+2γ̂
k−α̂−β̂,n−α̂−β̂−γ̂
(x, y), α̂+ β̂ ≤ k ≤ n− γ̂,(4.7)
Kα,β,γk,n (x, y) = c
γ,α,β
k,n X
α̂,β̂,γ̂Kα+2α̂,β+2β̂,γ+2γ̂
k−α̂−γ̂,n−α̂−β̂−γ̂
(x, y), α̂+ γ̂ ≤ k ≤ n− β̂,(4.8)
Lα,β,γk,n (x, y) = c
β,γ,α
k,n X
α̂,β̂,γ̂Lα+2α̂,β+2β̂,γ+2γ̂
k−β̂−γ̂,n−α̂−β̂−γ̂
(x, y), β̂ + γ̂ ≤ k ≤ n− α̂,(4.9)
where cα,β,γ is a constant which can be determined by the relations in Proposition 2.4.
4.2. Recursive relations. It is known that the Jacobi polynomials on the triangle
satisfies two three-term relations [9, p. 80]. What we will need are different types of
recursive relations between Jacobi polynomials of different parameters. Let τα,βn be
defined as in (2.11). We further define
(4.10) σα,βn :=
(n+ α)(n + α+ β)
(2n+ α+ β)(2n+ α+ β + 1)
.
Proposition 4.4. For α, β, γ ∈ R, assume n > −γ and n > −(α+ β + 1)/2. Then
Jα,β,γk,n (x, y) = J
α,β,γ+1
k,n (x, y) + τ
γ,2k+α+β+1
n−k J
α,β,γ+1
k,n−1 (x, y);(4.11)
moreover, if the conditions of Proposition 2.5 holds with k in place of n, then
Jα,β,γk,n (x, y) = J
α+1,β,γ
k,n (x, y)− τ
2k+α+β+1,γ
n−k J
α+1,β,γ
k,n−1 (x, y)(4.12)
+ τα,βk
(
(n− k + 1)Jα+1,β,γk−1,n (x, y)− σ
2k+α+β+1,γ
n−k J
α+1,β,γ
k−1,n−1(x, y)
)
;
Jα,β,γk,n (x, y) = J
α,β+1,γ
k,n (x, y)− τ
2k+α+β+1,γ
n−k J
α,β+1,γ
k,n−1 (x, y)(4.13)
− τα,βk
(
(n− k + 1)Jα,β+1,γk−1,n (x, y)− σ
2k+α+β+1,γ
n−k J
α,β+1,γ
k−1,n−1(x, y)
)
.
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Proof. The first identity follows from applying (2.11) to J2k+α+β+1,γn−k . It is easy to
check that n > −γ and n > −(α+ β+1)/2 guarantee that we can apply (2.11) in this
setting. For the second identity, we first apply (2.11) on Jα,βk in J
α,β
k,n and deduce
Jα,β,γk,n (x, y) =J
α+1,β,γ
k,n (x, y)− τ
2k+α+β+1,γ
n−k J
α+1,β,γ
k,n−1 (x, y)
− τα,βk (x + y)
kJα+1,βk−1
(
y − x
x+ y
)
J2k+α+β+1,γn−k (1 − 2x− 2y),
where we have also applied (2.11) on J2k+α+β+1,γn−k once. For the last term, we need
the identity
1− s
2
Jα,βm (s) = −(m+ 1)J
α−1,β
m+1 (s) + σ
α,β
m J
α−1,β
m (s),
which follows from the second identity in (2.15) and the second identity in (2.12).
Applying this identity on (x + y)J2k+α+β+1,γn−k (1 − 2x − 2y) completes the proof of
(4.12). The proof of (4.13) follows similarly. 
Evidently, by (4.5), each identity in the proposition also holds if we replace all Jα,β,γk,n
by Kβ,γ,αk,n or by L
γ,α,β
k,n , respectively, throughout the identity.
Proposition 4.5. Let τα,βn and σ
α,β
n be defined as in (2.11) and (4.10), respectively,
and let aα,βk and b
α,β
k be defined as in (2.6). Then
Jα,β,γk,n (x, y) = J
α+1,β+1,γ
k,n (x, y) + d
α,β
1,k,nJ
α+1,β+1,γ
k,n−1 (x, y) + d
α,β
2,k,nJ
α+1,β+1,γ
k,n−2 (x, y)
+ cα,β0,k,nJ
α+1,β+1,γ
k−1,n (x, y) + c
α,β
1,k,nJ
α+1,β+1,γ
k−1,n−1 (x, y) + c
α,β
2,k,nJ
α+1,β+1,γ
k−1,n−2 (x, y)
+ eα,β0,k,nJ
α+1,β+1,γ
k−2,n (x, y) + e
α,β
1,k,nJ
α+1,β+1,γ
k−2,n−1 (x, y) + e
α,β
2,k,nJ
α+1,β+1,γ
k−2,n−2 (x, y),
where
dα,β1,k,n := −
(
τ2k+α+β+2,γn−k + τ
2k+α+β+1,γ
n−k
)
, dα,β2,k,n := τ
2k+α+β+1,γ
n−k τ
2k+α+β+2,γ
n−k−1 ,
cα,β0,k,n := −c
α,β
k (n− k + 1), c
α,β
1,k,n :=
1
2
cα,βk
(
1− a2k+α+β+1,γn−k
)
,
cα,β2,k,n := −
1
2
cα,βk b
2k+α+β+1,γ
n−k , e
α,β
0,k,n := d
α,β
k (n− k + 1)(n− k + 2),
eα,β1,k,n := −d
α,β
k (n− k + 1)
(
σ2k+α+β,γn−k+1 + σ
2k+α+β+1,γ
n−k
)
,
eα,β2,k,n := d
α,β
k σ
2k+α+β+1,γ
n−k σ
2k+α+β,γ
n−k .
in which
cα,βk := τ
β,α+1
k − τ
α,β
k and d
α,β
k := τ
α,β
k τ
β,α+1
k−1 .
Proof. By combining the two identities in (2.12), it is easy to see that
Jα,βn (t) = J
α+1,β+1
n (t) + (τ
β,α+1
n − τ
α,β
n )J
α+1,β+1
n−1 (t)− τ
α,β
n τ
β,α+1
n−1 J
α+1,β+1
n−2 (t).
Applying this identity to the second Jacobi polynomial in Jα,β,γk,n , we obtain
Jα,β,γk,n (x, y) = (x+ y)
kJα+1,β+1k (s)J
2k+α+β+1,γ
n−k (t)(4.14)
+ (τβ,α+1k − τ
α,β
k )(x+ y)J
α+1,β+1,γ
k−1,n−1 (x, y)
+ τα,βk τ
β,α+1
k−1 (x+ y)
kJα+1,β+1k−2 (s)J
2k+α+β+1,γ
n−k (t),
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where s = (y − x)/(x + y) and t = 1 − 2x − 2y. For the first term in the right hand
side, we use (2.12) twice to obtain
(x+ y)kJα+1,β+1k (s)J
2k+α+β+1,γ
n−k (t) = τ
2k+α+β+1,γ
n−k τ
2k+α+β+2,γ
n−k−1 J
α+1,β+1,γ
k,n−2 (x, y)
− (τ2k+α+β+2,γn−k + τ
2k+α+β+1,γ
n−k )J
α+1,β+1,γ
k,n−1 (x, y) + J
α+1,β+1,γ
k,n (x, y).
For the second term in the right hand side of (4.14), we use the three-term relation
(2.6) on (x+ y)J2k+α+β+1,γn−k (1 − 2x− 2y) to obtain that
(x+ y)Jα+1,β+1,γk−1,n−1 (x, y) = −(n− k + 1)J
α+1,β+1,γ
k−1,n (x, y)
+
1
2
(
1− a2k+α+β+1,γn−k
)
Jα+1,β+1,γk−1,n−1 (x, y)−
1
2
b
2k+α+β+1,γ
n−k J
α+1,β+1,γ
k−1,n−2 (x, y).
For the third term in the right hand side of (4.14), we use the identity
1− t
2
Jα,βn (t) = −(n+ 1)J
α−1,β
n+1 (t) + σ
α,β
n J
α−1,β
n (t),
which is [1, (22.7.15)] written for Jα,βn , twice to write
(x+ y)kJα+1,β+1k−2 (s)J
2k+α+β+1,γ
n−k (t) = (n− k + 1)(n− k + 2)J
α+1,β+1,γ
k−2,n (x, y)
− (n− k + 1)(σ2k+α+β,γn−k+1 + σ
2k+α+β+1,γ
n−k )J
α+1,β+1,γ
k−2,n−1 (x, y)
+ σ2k+α+β+1,γn−k σ
2k+α+β,γ
n−k J
α+1,β+1,γ
k−2,n−2 (x, y).
Putting these together and computing the constants, we complete the proof. 
4.3. Derivatives of the Jacobi polynomials on the triangle. We will need a num-
ber of properties on the derivatives of these polynomials. To emphasis the symmetry
of the triangle, we make the following definition:
∂z := ∂y − ∂x, z = 1− x− y.
Furthermore, when variables are not specified, we shall denote partial derivatives with
respect to the first and the second variable by ∂1 and ∂2, respectively, and write
∂3 = ∂2 − ∂1 accordingly.
For α, β ∈ R and 0 ≤ k ≤ n, define
aα,βk,n :=
(k + β)(n + k + α+ β + 1)
(2k + α+ β)(2k + α+ β + 1)
(4.15)
for 2k + α+ β 6= 0 and 2k + α+ β + 1 6= 0, and define
a−k,−kk,n := n− k + 1 and a
−k−1,−k
k,n := −(n− k).(4.16)
Proposition 4.6. Let α, β, γ ∈ R and k, n ∈ N0 such that 0 ≤ k ≤ n. Then,
∂xJ
α,β,γ
k,n (x, y) = − a
α,β
k,nJ
α+1,β,γ+1
k−1,n−1 (x, y)− J
α+1,β,γ+1
k,n−1 (x, y),
∂yJ
α,β,γ
k,n (x, y) = a
β,α
k,nJ
α,β+1,γ+1
k−1,n−1 (x, y)− J
α,β+1,γ+1
k,n−1 (x, y),
∂zJ
α,β,γ
k,n (x, y) = J
α+1,β+1,γ
k−1,n−1 (x, y), 0 ≤ k ≤ n,
(4.17)
where the third equation holds for all n ∈ N0, the first identity holds if either one of
the following conditions satisfies:
(a) 2k+α+β 6= 0, 2k+α+β+1 6= 0, and either k+α+β+1 6= 0 or k+α+β+1 = 0
but α+ 1 ∈ {−1,−2, . . . ,−k}.
(b) α = −k, β = −k or α = −k − 1, β = −k,
whereas the second identity holds if α and β are exchanged in (a) and (b).
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Proof. Since ∂zf(x + y) = 0, the third identity follows directly from (2.7). Since
Jn,n(x, y) = (x + y)
nJα,βn ((y − x)/(x + y)), taking partial derivatives with respect to
x by (2.7), we see that
∂xJ
α,β,γ
n,n (x, y) = (x+ y)
n−1
[
nJα,βn (t)−
1 + t
2
Jα+1,β+1n−1 (t)
]
= −aα,βn J
α+1,β,γ+1
n−1,n−1 (x, y),
where t = (y − x)/(x + y) and the second identity follows from (2.14) or (2.15). If
0 ≤ k ≤ n− 1, taking derivatives with respect to x and using the same identity, with
n replaced by k, we see that
∂xJ
α,β,γ
k,n (x, y) =−
k + β
2k + α+ β
(x+ y)k−1Jα+1,βk−1
(
y − x
x+ y
)
J2k+α+β+1,γn−k (1− 2x− 2y)
− (x+ y)kJα,βk
(
y − x
x+ y
)
J2k+α+β+2,γ+1n−k−1 (1 − 2x− 2y)
if 2k + α+ β 6= 0. Now we apply (2.13) to obtain
J2k+α+β+1,γn−k (1 − 2x− 2y) =
n+ k + α+ β + 1
2k + α+ β + 1
J2k+α+β,γ+1n−k (1− 2x− 2y)
+
x+ y
2k + α+ β + 1
J2k+α+β+2,γ+1n−k−1 (1− 2x− 2y)
and apply the first identity in (2.12) on Jα,βk
(
y−x
x+y
)
, and then substitute the two
identities into the right hand side of ∂zJ
α,β,γ
k,n in the above. After cancellation of two
terms, we have proved the first identity of (4.17) under assumption (a). The other
cases can be dealt with similarly. 
As an example, we consider the case J−2,−1,−11,n , for which (b) is satisfied with k = 1
for ∂x. However, when α and β exchange positions, the condition is not satisfied for
∂y. In fact, it is not difficult to check that
∂yJ
−2,−1,−1
1,n (x, y) = nJ
−2,0,0
0,n−1 (x, y) − J
−2,0,0
1,n−1 (x, y) +
1
2n− 3
J−1,0,00,n−2 (x, y),
which shows that the identity (4.17) for ∂y does not hold in this case.
Proposition 4.7. Let α, β, γ ∈ R and k, n ∈ N0 such that 0 ≤ k ≤ n. Then,
∂xK
α,β,γ
k,n (x, y) =K
α+1,β,γ+1
k−1,n−1 (x, y), 1 ≤ k ≤ n,
∂yK
α,β,γ
k,n (x, y) = a
γ,α
k,nK
α,β+1,γ+1
k−1,n−1 (x, y) +K
α,β+1,γ+1
k,n−1 (x, y),
∂zK
α,β,γ
k,n (x, y) = − a
α,γ
k,nK
α+1,β+1,γ
k−1,n−1 (x, y) +K
α+1,β+1,γ
k,n−1 (x, y),
(4.18)
where the first equation holds for all n ∈ N0, the second identity holds if either one of
the following conditions satisfies:
(a) k+γ+α 6= 0, 2k+γ+α+1 6= 0, and either k+γ+α+1 6= 0 or k+γ+α+1 = 0
but γ + 1 ∈ {−1,−2, . . . ,−k}.
(b) γ = −k, α = −k or γ = −k − 1, α = −k,
whereas the third identity holds if γ and α are exchanged in (a) and (b).
Proof. This follows from (4.5) and Proposition 4.6. Indeed, if g(x, y) = f(z, x) with
z = 1− x− y, then
(4.19) ∂xg(x, y) = ∂3f(z, x), ∂yg(x, y) = −∂1f(z, x), ∂zg(x, y) = −∂2f(z, x).
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Applying this to Kα,β,γk,n (x, y) = J
γ,α,β
k,n (1− x− y, x), we deduce the stated results from
Proposition 4.6. 
Proposition 4.8. Let α, β, γ ∈ R and k, n ∈ N0 such that 0 ≤ k ≤ n. Then,
∂xL
α,β,γ
k,n (x, y) = − a
γ,β
k,nL
α+1,β,γ+1
k−1,n−1 (x, y) + L
α+1,β,γ+1
k,n−1 (x, y),
∂yL
α,β,γ
k,n (x, y) = − L
α,β+1,γ+1
k−1,n−1 (x, y), 1 ≤ k ≤ n,
∂zL
α,β,γ
k,n (x, y) = − a
β,γ
k,nL
α+1,β+1,γ
k−1,n−1 (x, y) − L
α+1,β+1,γ
k,n−1 (x, y),
(4.20)
where the second equation holds for all n ∈ N0, the first identity holds if either one of
the following conditions satisfies:
(a) k+γ+β 6= 0, 2k+γ+β+1 6= 0, and either k+γ+β+1 6= 0 or k+γ+β+1 = 0
but γ + 1 ∈ {−1,−2, . . . ,−k}.
(b) γ = −k, β = −k or γ = −k − 1, β = −k,
whereas the third identity holds if γ and α are exchanged in (a) and (b).
Proof. This again follows from (4.5) and Proposition 4.6. Indeed, if h(x, y) = f(y, z)
with z = 1− x− y, then
(4.21) ∂xh(x, y) = −∂2f(y, z), ∂yh(x, y) = −∂3f(y, z), ∂zh(x, y) = ∂1f(y, z).
Applying this to Lα,β,γk,n (x, y) = J
β,γ,α
k,n (y, 1− x− y), we deduce the stated results from
Proposition 4.6. 
4.4. Differential operators. Also useful are differential operators that have the Ja-
cobi polynomials on the triangle as eigenfunctions. For α, β, γ > −1, there is a second
order partial differential operator that has all elements of Vn(̟
α,β,γ) as eigenfunctions
with an eigenvalue that depends only on n (see, for example, [9, (8.2.3)]). Our first
proposition below contains a generalization of this operator from the second order to
2r order for r = 1, 2, . . ., which first appeared in [15].
Proposition 4.9. Let α, β, γ ∈ R. For r = 1, 2, . . . and n = (n1, n2, n3) ∈ N
3
0, define
Lα,β,γr := X
−α,−β,−γ
∑
|n|=r
(
r
n
)
∂nXα+n1+n3,β+n2+n3,γ+n1+n2∂n.
Then, for α, β, γ > −1,
(4.22) Lα,β,γr P = λ
α,β,γ
r,n P, ∀P ∈ Vn(̟α,β,γ),
where
λα,β,γr,n := (−n)r(n+ α+ β + γ + 2)r.
Moreover, if n > −α − β − γ − 2, then (4.22) holds for {Jα,β,γk,n : 0 ≤ k ≤ n} if
α, β > −1 or α + β /∈ Z, for {Kα,β,γk,n : 0 ≤ k ≤ n} if γ, α > −1 or γ + α /∈ Z, for
{Lα,β,γk,n : 0 ≤ k ≤ n} if β, γ > −1 or β + γ /∈ Z.
Proof. For α, β, γ > −1, this is proved in [15] by induction on r. If n > −α−β−γ−2 >
0, then ι2k+α+β+1,γ0 (n−k) = 0 for all 0 ≤ k ≤ n, so that the second Jacobi polynomial
J2k+α+β+1,γn−k (1− 2x− 2y) in J
α,β,γ
k,n can be extended analytically to γ ∈ R. Similarly,
for α+ β /∈ Z, ια,β0 (k) = 0, so that the first Jacobi polynomial in J
α,β,γ
k,n is analytically
extended to such α, β. Consequently, the identity (4.22) holds for Jα,β,γk,n , 0 ≤ k ≤ n,
by analytic continuation. The same proof works for Kα,β,γk,n and L
α,β,γ
k,n . 
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The identity (4.22) could also work for some other parameters. For example, it
works for α = β = γ = −1 by using, for example, Proposition 4.6. However, it does
not hold for all triplets of α, β, γ, since the relation (4.6) does not hold for all triplets.
Our next family of differential operators are pertinent to the three families of poly-
nomials and have eigenvalues depending on both k and n.
Proposition 4.10. For α, β, γ ∈ R and 0 ≤ k ≤ n,
∂z
(
Xα+1,β+1,0∂zJ
α,β,γ
k,n (x, y)
)
= µα,βk J
α,β,γ
k,n (x, y)X
α,β,0,
∂x
(
Xα+1,0,γ+1∂xK
α,β,γ
k,n (x, y)
)
= µγ,αk K
α,β,γ
k,n (x, y)X
α,0,γ ,
∂y
(
X0,β+1,γ+1∂yL
α,β,γ
k,n (x, y)
)
= µβ,γk L
α,β,γ
k,n (x, y)X
0,β,γ ,
(4.23)
where
µα,βk := −k(k + α+ β + 1),
and the first identity holds if −α,−β /∈ Z or α + β > −1, the second identity holds if
−γ,−α /∈ Z or γ + α > −1, and the third identity holds if −β,−γ /∈ Z or β + γ > −1.
Proof. For the first identity, using (4.17) twice, it is easy to see that the identity is
equivalent to, after dropping the common term and setting (y − x)/(x+ y) = t,(
−(α+ 1) + (α+ β + 1)
1− t
2
)
Jα+1,β+1k−1 (t) +
(1 − t2)
4
Jα+2,β+2k−2 (t)(4.24)
= −k(k + α+ β + 1)Jα,βk (t).
Either the condition −α,−β /∈ Z or the condition α+ β > −1 warrants that all three
ι0 indexes for the three Jacobi polynomials are zero, for which the above identity can
be verified directly by working with hypergeometric expansions. 
The first case for which the identity (4.24), hence the first identity in (4.23), fails is
k = 1, α = −2 and β = 0, for which α+ β = −2 < −1. For a fixed k, it is possible to
relax the restriction on the parameters. For example, a quick check shows that (4.24),
hence the first identity of (4.23), holds for all k if α = β = −1.
Combining the two types of differential operators in (4.22) and (4.23), we could
identify other types of differential operators that have the Jacobi polynomials on the
triangle as eigenfunctions.
Proposition 4.11. For α, β, γ ∈ R and 0 ≤ k ≤ n,(
∂2xX
α+2,β,γ+2∂2x + 2∂x∂yX
α+1,β+1,γ+2∂x∂y + ∂
2
yX
α,β+2,γ+2∂2y
)
Jα,β,γk,n (x, y),
= σα,β,γk,n X
α,β,γJα,β,γk,n (x, y)(
∂2yX
α+2,β+2,γ∂2y + 2∂y∂zX
α+2,β+1,γ+1∂y∂z + ∂
2
zX
α+2,β,γ+2∂2z
)
Kα,β,γk,n (x, y),
= σγ,α,βk,n X
α,β,γKα,β,γk,n (x, y)(
∂2zX
α,β+2,γ+2∂2z + 2∂z∂xX
α+1,β+2,γ+1∂z∂x + ∂
2
xX
α+2,β+2,γ∂2x
)
Jα,β,γk,n (x, y)
= σβ,γ,αk,n X
α,β,γJα,β,γk,n (x, y),
(4.25)
where
σα,β,γk,n := λ
α,β,γ
2,n − 2λ
α+1,β+1,γ
1,n µ
α,β
k + µ
α+1,β+1
k−1 µ
α,β
k ,
and the first identity holds if −α,−β /∈ Z or α + β > −1, the second identity holds if
−γ,−α /∈ Z or γ + α > −1, and the third identity holds if −β,−γ /∈ Z or β + γ > −1.
22 YUAN XU
Proof. By the definition of Lα,β,γr ,
Xα,β,γLα,β,γ1 = ∂xX
α+1,β,γ+1∂x + ∂yX
α,β+1,γ+1∂y + ∂zX
α+1,β+1,γ∂z
Xα,β,γLα,β,γ2 = ∂
2
xX
α+2,β,γ+2∂2x + ∂
2
yX
α,β+2,γ+2∂2y + ∂
2
zX
α+2,β+2,γ∂2z
+ 2∂x∂yX
α+1,β+1,γ+2∂x∂y + 2∂y∂zX
α+1,β+2,γ+1∂y∂z + 2∂z∂xX
α+2,β+1,γ+1∂z∂x.
Consequently, it follows that
Xα,β,γ
(
∂2xX
α+2,β,γ+2∂2x + 2∂x∂yX
α+1,β+1,γ+2∂x∂y + ∂
2
yX
α,β+2,γ+2∂2y
)
= Xα,β,γLα,β,γ2 − 2∂zX
α+1,β+1,γLα+1,β+1,γ1 ∂z + ∂zX
α+2,β+2,γ∂z.
Since ∂zJ
α,β,γ
k,n = J
α+1,β+1,γ
k−1,n−1 , it follows from (4.22) and (4.23) that
∂zX
α+1,β+1,γLα+1,β+1,γ1 ∂zJ
α,β,γ
k,n = λ
α+1,β+1,γ
1,n−1 ∂zX
α+1,β+1,γ∂zJ
α,β,γ
k,n
= λα+1,β+1,γ1,n−1 µ
α,β
k,nX
α,β,γJα,β,γk,n ,
where we have used the fact that ∂zg(x+ y) = 0, so that ∂zz
γF = zγ∂F , which allows
us to use (4.23). Furthermore, applying (4.23) twice, we obtain
∂zX
α+2,β+2,γ∂zJ
α,β,γ
k,n = µ
α+1,β+1
k−1 ∂zX
α+1,β+1,γ∂zJ
α,β,γ
k,n
= µα+1,β+1k−1 µ
α,β
k X
α,β,γJα,β,γk,n .
Putting these identities together and using (4.22) again proves the first identity. The
conditions under which these identitoes hold follow from those in (4.23). 
4.5. Orthogonal expansions on the triangle. If α, β, γ > −1 and f ∈ L2(̟α,β,γ),
then f has the orthogonal expansion
f =
∞∑
n=0
projα,β,γn f, proj
α,β,γ
n : L
2(̟α,β,γ) 7→ V
d
n(̟α,β,γ).
The projection operator projα,β,γn is independent of the particular choice of orthogonal
basis of Vn(̟α,β,γ). For a given basis, see J
α,β,γ
k,n , it can be written explicitly as
(4.26) projα,β,γn f(x) =
n∑
k=0
f̂α,β,γk,n J
α,β,γ
k,n , f̂
α,β,γ
k,n :=
〈f, Jα,β,γk,n 〉α,β,γ
hα,β,γk,n
,
where hα,β,γk,n = 〈J
α,β,γ
k,n , J
α,β,γ
k,n 〉α,β,γ is given in (4.2). We can also replace J
α,β,γ
k,n by
Kα,β,γk,n or L
α,β,γ
k,n in this expression of the projection operator. The n-th partial sum
of the orthogonal expansion is defined by
Sα,β,γn f(x, y) :=
n∑
k=0
projα,β,γk f(x, y),
which agrees with (1.6); it is the n-th polynomial of best approximation to f from Π2n
in the norm of L2(̟α,β,γ).
As an application of our three bases, we prove that the partial derivatives commute
with the projection operators defined in (4.26).
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Theorem 4.12. Let α, β, γ > −1. Then
∂1 proj
α,β,γ
n f = proj
α+1,β,γ+1
n−1 ∂1f,
∂2 proj
α,β,γ
n f = proj
α,β+1,γ+1
n−1 ∂2f,
∂3 proj
α,β,γ
n f = proj
α+1,β+1,γ
n−1 ∂3f.
(4.27)
Proof. We consider ∂3 first. By (4.17) and (4.23), an integration by parts shows that
〈∂3f, J
α+1,β+1,γ
k−1,n−1 〉α+1,β+1,γ = 〈∂3f, ∂3J
α,β,γ
k,n 〉α+1,β+1,γ = k(k+α+β+1)〈f, J
α,β,γ
k,n 〉α,β,γ,
where we have used the fact that ∂zh(x+ y) = 0. Moreover, it follows from (4.2) that
k(k + α + β + 1)hα,β,γk,n = h
α+1,β+1,γ
k−1,n−1 , so that f̂
α,β,γ
k,n = ∂̂3f
α+1,β+1,γ
k−1,n−1 for 1 ≤ k ≤ n.
Consequently, by (4.17),
∂3 proj
α,β,γ
n f =
n∑
k=1
f̂α,β,γk,n J
α+1,β+1,γ
k−1,n−1
=
n∑
k=1
∂̂3f
α+1,β+1,γ
k−1,n−1 J
α+1,β+1,γ
k−1,n−1 = proj
α+1,β+1,γ
n−1 ∂3f.
Since the projection operator is independent of a particular choice of orthogonal bases,
we can follow the same proof for ∂1 usingK
α,β,γ
k,n basis and for ∂2 using L
α,β,γ
k,n basis. 
We shall refer the relations in (4.27) as commuting relations of partial derivatives
and projection, or partial sum, operators. They play an essential role in establishing
the approximation behavior of Sα,β,γn in Section 11. For approximation in the Sobolev
space, we look for inner products for which such commuting relations hold for its
respective orthogonal polynomials
5. Sobolev orthogonality with one negative parameter
In this section, we consider the Sobolev orthogonality when only one parameter is
−1. Since many elements of the further development will appear in this first case, we
shall include full details and discussions.
5.1. The space Vn(̟α,β,−1). For α, β > −1, let
W 12 (̟α,β,0) :=
{
f ∈ L2(̟α,β,0) : x∂xf ∈ L
2(̟α,β,0), y∂yf ∈ L
2(̟α,β,0)
}
.
We start with the following bilinear form on W 12 (̟α,β,0) defined by
〈f, g〉Jα,β,−1 :=
∫
△
[x∂xf(x, y)∂xg(x, y) + y∂yf(x, y)∂yg(x, y)]̟α,β,0(x, y)dxdy
+ λ
∫ 1
0
f(x, 1− x)g(x, 1 − x)̟α,β,0(x, 1 − x)dx,
where λ > 0. In terms of classical inner product for the ordinary Jacobi polynomials,
we can also write
(5.1) 〈f, g〉Jα,β,−1 = 〈∂1f, ∂1g〉α+1,β,0 + 〈∂2f, ∂2g〉α,β+1,0 + λ〈f |z=0, g|z=0〉α,β ,
where the first two inner products are the ordinary inner products on the trian-
gle whereas the third one is the inner product of one variable with f |z=0(x, y) =
f(x, y)|z=0 = f(x, 1− x).
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It is easy to see that it is indeed an inner product. Recall that Vn(̟α,β,−1) denotes
the space spanned by Jα,β,−1k,n , 0 ≤ k ≤ n.
Proposition 5.1. The space Vn(̟α,β,−1) consists of orthogonal polynomials of degree
n with respect to 〈·, ·〉α,β,−1 and {J
α,β,−1
k,n , 0 ≤ k ≤ n} is a mutually orthogonal basis of
this space.
Proof. For 0 ≤ k ≤ n − 1, Jα,β,−1k,n (x, y) = c(1 − x − y)J
α,β,1
k,n−1(x, y) by (4.7), which
shows that Jα,β,−1k,n (x, 1 − x) = 0. Hence, for 0 ≤ k ≤ n− 1 and 0 ≤ l ≤ n, integrating
by parts shows that
〈Jα,β,−1k,n , J
α,β,−1
l,n 〉
J
α,β,−1 = −λ
α,β,−1
l,n
∫
△
Jα,β,−1k,n (x, y)J
α,β,−1
l,n (x, y)̟α,β,−1(x, y)dxdy,
where we have used (4.22), which extends to Jα,β,−1n,n as well by a direct computation.
If 0 ≤ k 6= l ≤ n− 1, then the above integral is zero by (4.7) and the orthogonality of
Jα,β,1k,n . If l = n, then the eigenvalue λ
α,β,−1
n,n = 0 so that the inner product is zero. 
For α, β, γ > −1, we have two other mutually orthogonal bases for Vn(̟α,β,γ),
which follows immediately from the invariance of the measure. The same holds for
Vn(̟α,β,−1) but it does require a proof now.
Proposition 5.2. The set {Kα,β,−1k,n : 0 ≤ k ≤ n} is a basis of Vn(̟α,β,−1), so is
{Lα,β,−1k,n : 0 ≤ k ≤ n}.
Proof. We give the proof only for Kα,β,−1k,n , the other case is similar. Let us write
the inner product 〈f, g〉
J
α,β,−1 = 〈f, g〉T + 〈f, g〉B, where the first one stands for the
integral over △ and the second one for the integral over [0, 1]. Let g be a generic
polynomial of degree at most n− 1. By (4.18) and the orthogonality of Kα+1,β,0n and
Kα,β+1,0n , it follows immediately that 〈K
α,β,−1
k,n , g〉T = 0. By (4.8), K
α,β,−1
k,n vanishes
when x + y = 1 for 1 ≤ k ≤ n, so that 〈Kα,β,−1k,n , g〉B = 0 for 1 ≤ k ≤ n. Finally,
since Kα,β,−10,n (x, 1−x) = J
α,β
n (1− 2x), it follows that 〈K
α,β,−1
0,n , g〉B = 0 as well. Since
Kα,β,−1k,n are polynomials of degree n that are orthogonal with respect to 〈·, ·〉
J
α,β,−1 to
lower degree polynomials, they form a basis of Vdn(̟α,β,−1). 
Although {Kα,β,−1k,n : 0 ≤ k ≤ n} is a basis of Vn(̟α,β,1), it is not a mutually
orthogonal one and neither is {Lα,β,−1k,n : 0 ≤ k ≤ n}. However, more can be said about
those two bases. Let us define
〈f, g〉
K
α,β,−1 := 〈∂1f, ∂1g〉α+1,β,0 + λ〈f |z=0, g|z=0〉α,β.(5.2)
Proposition 5.3. The set {Kα,β,−1k,n : 0 ≤ k ≤ n} consists of a mutually orthogonal
basis of Vn(̟α,β,−1) under the inner product 〈·, ·〉
K
α,β,−1.
Proof. For k ≥ 1, by (4.7), Kα,β,−1k,n (x, y) = c(1 − x − y)K
α,β,1
k−1,n−1(x, y), which van-
ishes if x = 1 − y. By (4.18), ∂xK
α,β,−1
k,n (x, y) = K
α+1,β,0
k−1,n−1(x, y) for k ≥ 1 and
∂xK
α,β,−1
0,n (x, y) = 0 by the definition of K
α,β,−1
0,n . Hence, for 1 ≤ k ≤ n and 0 ≤ l ≤ m,
〈Kα,β,−1k,n ,K
α,β,−1
l,m 〉
K
α,β,−1 = 〈K
α+1,β,0
k−1,n−1,K
α+1,β,0
l−1,n−1〉α+1,β,0 = 0,
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if n 6= m or if n = m but k 6= l. This also holds if we exchange k and l. In the remanning
case of k = 0 or l = 0, we use ∂xK
α,β,−1
0,n (x, y) = 0 and K
α,β,−1
0,n (x, y) = J
α,β
n (2y − 1),
so that the orthogonality follows from that of the Jacobi polynomials on [0, 1]. This
completes the proof. 
In exactly the same way, we can define the inner product
〈f, g〉Lα,β,−1 := 〈∂2f, ∂2g〉α,β+1,0 + λ〈f |z=0, g|z=0〉α,β(5.3)
and deduce the following result:
Proposition 5.4. The set {Lα,β,−1k,n : 0 ≤ k ≤ n} consists of a mutually orthogonal
basis of Vn(̟α,β,−1) under the inner product 〈·, ·〉
L
α,β,−1.
We observe that 〈f, g〉
K
α,β,−1+〈f, g〉
L
α,β,−1 is exactly 〈f, g〉
J
α,β,−1 with 2λ in place of λ.
It is interesting that the subspace Vn(̟α,β,−1) is the space of orthogonal polynomials
for three different inner products. This does not usually happen for ordinary (that is,
non-Sobolev) inner products and it is useful in the study of orthogonal expansions.
For f ∈W 12 (̟α,β,0), we can expand f in terms of J
α,β,−1
k,n and its inner product,
f =
∞∑
n=0
projJ
α,β,−1
n f, projn :W
1
2 (̟α,β,0) 7→ Vn(̟α,β,−1),
where the projection operator
(5.4) projJ
α,β,−1
n f =
n∑
k=0
f̂α,β,−1k,n,J J
α,β,−1
k,n , f̂
α,β,−1
k,n,J =
〈f, Jα,β,−1k,n 〉
J
α,β,−1
〈Jα,β,−1k,n , J
α,β,−1
k,n 〉
J
α,β,−1
We can also expand f in terms of Kα,β,−1k,n and its inner product or in terms of
Lα,β,−1k,n and its inner product. Let us denote the corresponding projection operators
by projK
α,β,−1
n and projL
α,β,−1
n , respectively. For example,
projK
α,β,−1
n f =
n∑
k=0
f̂α,β,−1k,n,K K
α,β,−1
k,n , f̂
α,β,−1
k,n,K =
〈f,Kα,β,−1k,n 〉
K
α,β,−1
〈Kα,β,−1k,n ,K
α,β,−1
k,n 〉
K
α,β,−1
.
Once an inner product is chosen, the projection operator is characterized by projn f ∈
Vn and projn f = f if f ∈ Vn. Since Vn(̟α,β,−1) is the space of orthogonal polynomials
for all three inner products, a moment reflection shows that the following holds:
Proposition 5.5. For n ≥ 0 and f ∈ W 12 (̟α,β,0),
projJ
α,β,−1
n f = projK
α,β,−1
n f = projL
α,β,−1
n f =: proj
α,β,−1
n f,
where =: means that we remove the subscript J,K,L when they are equal.
As a consequence of this proposition, we can now deduce the commutativity of
partial derivatives with the projection operators.
Theorem 5.6. For f ∈W 12 (̟α,β,0),
∂1 proj
α,β,−1
n f =proj
α+1,β,0
n−1 ∂1f,
∂2 proj
α,β,−1
n f =proj
α,β+1,0
n−1 ∂2f.
(5.5)
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Proof. For ∂1 we use the expansion in K
α,β,−1
k,n . If k ≥ 1, then ∂xK
α,β,−1
k,n (x, y) =
Kα+1,β,0k−1,n−1 by (4.18) and
〈Kα,β,−1k,n ,K
α,β,−1
k,n 〉
K
α,β,−1 = 〈K
α+1,β,0
k−1,n−1,K
α+1,β,0
k−1,n−1〉
K
α+1,β,0,
which implies immediately that f̂α,β,−1k,n,K = ∂̂1f
α+1,β,0
k−1,n−1,K . If k = 0, then ∂xK
α,β,−1
0,n (x, y) =
0. Hence, it follows that
∂x proj
α,β,−1
n f(x, y) =
n∑
k=1
f̂α,β,−1k,n,K K
α+1,β,0
k−1,n−1(x, y) = proj
α+1,β,0
n−1 (∂1f)(x, y).
The proof for ∂2 is similar if we use L
α,β,−1
k,n . 
5.2. The spaces Vn(̟α,−1,γ) and Vn(̟−1,β,γ). The orthogonality in these two cases
follows from simultaneous permutations of parameters and variables. Indeed, the poly-
nomials are related exactly as in (4.5) and the partial derivatives are related as in (4.19)
and (4.21), accordingly. The definitions of W(̟α,0,γ) and proj
α,−1,γ
n etc. should all
be straightforward. We record the inner product and basic facts below for future use
without proof.
For V(̟α,−1,γ), we define inner products
〈f, g〉
K
α,−1,γ :=〈∂2f, ∂2g〉α,0,γ+1 + 〈∂3f, ∂3g〉α+1,0,γ + λ〈f(·, 0), g(·, 0)〉α,γ ,
〈f, g〉
L
α,−1,γ :=〈∂2f, ∂2g〉α,0,γ+1 + λ〈f(·, 0), g(·, 0)〉α,γ ,
〈f, g〉
J
α,−1,γ :=〈∂3f, ∂3g〉α+1,0,γ + λ〈f(·, 0), g(·, 0)〉α,γ .
(5.6)
Then families {Kα,−1,γk,n : 0 ≤ k ≤ n}, {L
α,−1,γ
k,n : 0 ≤ k ≤ n}, {J
α,−1,γ
k,n : 0 ≤ k ≤ n} are
mutually orthogonal bases of Vn(̟α,−1,γ) with respect to the inner produc 〈·, ·〉
K
α,−1,γ ,
〈·, ·〉
L
α,−1,γ , 〈·, ·〉
J
α,−1,γ , respectively.
Theorem 5.7. For f ∈W 12 (̟α,0,γ),
∂2 proj
α,−1,γ
n f =proj
α,0,γ+1
n−1 ∂2f,
∂3 proj
α,−1,γ
n f =proj
α+1,0,γ
n−1 ∂3f.
For Vn(̟−1,β,γ), we define inner products
〈f, g〉L−1,β,γ :=〈∂3f, ∂3g〉0,β+1,γ + 〈∂1f, ∂1g〉0,β,γ+1 + λ〈f(0, ·), g(0, ·)〉β,γ ,
〈f, g〉J−1,β,γ :=〈∂3f, ∂3g〉0,β+1,γλ〈f(0, ·), g(0, ·)〉β,γ ,
〈f, g〉
K
−1,β,γ :=〈∂1f, ∂1g〉0,β,γ+1 + λ〈f(0, ·), g(0, ·)〉β,γ .
(5.7)
Then the families {L−1,β,γk,n : 0 ≤ k ≤ n}, {J
−1,β,γ
k,n : 0 ≤ k ≤ n}, {K
−1,β,γ
k,n : 0 ≤ k ≤ n}
are orthogonal bases of Vn(̟−1,β,γ) with respect to the inner products 〈·, ·〉
L
−1,β,γ,
〈·, ·〉
J
−1,β,γ , 〈·, ·〉
K
−1,β,γ , respectively.
Theorem 5.8. For f ∈W 12 (̟0,β,γ),
∂3 proj
−1,β,γ
n f =proj
0,β+1,γ
n−1 ∂3f,
∂1 proj
−1,β,γ
n f =proj
0,β,γ+1
n−1 ∂1f.
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6. Sobolev orthogonality with two negative parameters
In this section we consider the case when there are two negative parameters among
α, β, γ. Some of the inner products in this section are defined in terms of the inner
products in the previous section. We shall use λ > 0 as a generic number, which could
take different values even when it appears, explicitly or implicitly, in the same line.
6.1. The space Vn(̟−1,−1,γ). Let W
1
2 (̟−1,−1,γ) = {f ∈ L
2 : ∂3f ∈ L
2(̟0,0,γ)}.
For γ > −1, we define an inner product for W 12 (̟−1,−1,γ) by
〈f, g〉
J
−1,−1,γ := 〈∂3f, ∂3g〉0,0,γ + λ〈f(0, ·), g(0, ·)〉γ,−1,(6.1)
where 〈f(0, ·), g(0, ·)〉γ,−1 denotes the inner product of one variable, see (3.1),
〈f, g〉γ,−1 :=
∫ 1
0
f ′(y)g′(y)(1 − y)γ+1dy + λ0f(0)g(0)
applied on f(0, ·) and g(0, ·). This is indeed an inner product, since 〈f, f〉
J
−1,−1,γ = 0
implies that ∂zf(x, y) = 0, which implies that f(x, y) = f0(x+y), and 〈f0, f0〉
J
γ,−1 = 0.
Since 〈·, ·〉γ,−1 is an inner product of one variable, it follows that f0, hence f , is
identically zero.
We need the polynomials J−1,−1,γk,n , which satisfies
J−1,−1,γ0,n (x, y) = −
1
n
(x+ y)J0,0,γ0,n−1(x, y), J
−1,−1,γ
1,n (x, y) = −xJ
0,0,γ
0,n−1(x, y),
J−1,−1,γk,n (x, y) =
1
k(k − 1)
xyJ1,1,γk−2,n−2(x, y), 2 ≤ k ≤ n,
(6.2)
Proposition 6.1. The space Vn(̟−1,−1,g) consist of orthogonal polynomials of degree
n with respect to 〈·, ·〉−1,−1,γ and {J
−1,−1,γ
k,n : 0 ≤ k ≤ n} consists of a mutually
orthogonal basis of this space.
Proof. By (4.17), ∂zJ
−1,−1,γ
k,n (x, y) = J
0,0,γ
k−1,n−1(x, y) for 1 ≤ k ≤ n and ∂zJ
−1,−1,γ
0,n (x, y) =
0. Furthermore, by (6.2), J−1,−1,γk,n (0, y) = 0 for 1 ≤ k ≤ n. Consequently, it follows
that
(6.3) 〈f, J−1,−1,γk,n 〉
J
−1,−1,γ = 〈∂zf, J
0,0,γ
k−1,n〉
J
0,0,γ , 1 ≤ k ≤ n.
Together with ∂zJ
−1,−1,γ
0,n (x, y) = 0, this shows that 〈J
−1,−1,γ
l,n , J
−1,−1,γ
k,n 〉
J
−1,−1,γ = 0
if k 6= l, 0 ≤ l ≤ n and 1 ≤ k ≤ n. Furthermore, J−1,−1,γ0,n (0, y) = J
−1,γ
n (1 − 2y),
which is orthogonal with respect to 〈·, ·〉γ,−1, so that J
−1,−1,γ
0,n is indeed orthogonal to
polynomials of lower degrees. This completes the proof. 
In the definition of 〈·, ·〉−1,−1,γ we can replace the term of the integral over [0, 1] by
λ1
∫ 1
0
f(x, 0)g(x, 0)(1− x)γ+1dx+ λ2
∫ 1
0
f(0, y)g(0, y)(1− y)γ+1dy,
which is the inner product defined in [4]. For this modified inner product, {J−1,−1,γk,n :
0 ≤ k ≤ n} is still an orthogonal basis, as can be seen by the proof of Proposition 6.1
and
∂xJ
−1,−1,γ
0,n (x, 0) = −J
0,γ+1
n−1 (1 − 2x), ∂xJ
−1,−1,γ
1,n (x, 0) = nJ
0,γ+1
n−1 (1− 2x),
but J−1,−1,γ0,n and J
−1,−1,γ
1,n are no longer mutually orthogonal.
Following the same argument of Proposition 5.2, we prove the following proposition:
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Proposition 6.2. The set {K−1,−1,γk,n : 0 ≤ k ≤ n} consists of a basis for Vn(̟−1,−1,γ)
and so is {L−1,−1,γk,n : 0 ≤ k ≤ n}.
Proof. We give a proof only for K−1,−1,γk,n . Let g be a generic polynomial of degree at
most n − 1. By (4.18), it is easy to see that 〈K−1,−1,γk,n , g〉
J
−1,−1,γ = 0 for 1 ≤ k ≤ n.
Moreover, by (4.8) and (4.18), it is not hard to verify that ∂yK
−1,−1,γ
k,n (0, y) = 0
for 1 ≤ k ≤ n, which implies that 〈K−1,−1,γk,n , g〉γ,−1 = 0 for 1 ≤ k ≤ n. Finally,
K−1,−1,γ0,n (x, y) = J
γ,−1
n (2y − 1), which is the orthogonal polynomial for 〈·, ·〉γ,−1, so
that 〈K−1,−1,γ0,n , g〉γ,−1 = 0 as well. Consequently, K
−1,−1,γ
k,n ∈ Vn(̟−1,−1,γ). 
As in the case of (α, β,−1), we can define two other inner products for which
{K−1,−1,γk,n } and {L
−1,−1,γ
k,n } are mutually orthogonal, respectively. These inner prod-
ucts, however, involve second order derivatives. For λ > 0, we define
〈f, g〉
K
−1,−1,γ := 〈∂1f, ∂1g〉
K
0,−1,γ+1 + λ〈f(0, ·), g(0, ·)〉γ,−1(6.4)
on the space W 22 , where 〈·, ·〉−1,−1,γ is defined in (6.4). It is easy to see that this
is an inner product. Indeed, if 〈f, f〉−1,01,γ = 0, then f(x, y) = g(y) + xh(y) by
∂y∂xf(x, y) = 0 and ∂z∂xf(x, y) = 0, but then h(y) = 0 by ∂xf(0, y) = 0, and
g(y) = 0 by 〈g(0, y), g(0, y)〉γ,−1 = 0.
The polynomials K−1,−1,γk,n are given by
K−1,−1,γk,n (x, y) = (1− y)
kJγ,−1k
(
2x
1− y
− 1
)
J2k+γ,−1n−k (2y − 1).
In particular, it follows that
K−1,−1,γn−1,n (x, y) =
1
n
yJγ,1n−1(2y−1), K
−1,−1,γ
n,n (x, y) =
1
n
x(1−y)n−1Jγ,1n−1
(
2x
1− y
− 1
)
.
By (4.8), K−1,−1,γk,n (0, 0) = 0 for 0 ≤ k ≤ n.
Proposition 6.3. The system {K−1,−1,γk,n : 0 ≤ k ≤ n, n = 0, 1, 2, ...} is mutually
orthogonal with respect to the inner product 〈·, ·〉
K
−1,−1,γ.
Proof. By (4.8), it is easy to verify that ∂yK
−1,−1,γ
k,n (0, y) = 0 for 1 ≤ k ≤ n. Combining
with K−1,−1,γk,n (0, 0) = 0 for 0 ≤ k ≤ n and ∂xK
−1,−1,γ
k,n (x, y) = K
0,−1,γ+1
k−1,n−1 (x, y), we see
immediately that for 1 ≤ k ≤ n,
(6.5) 〈K−1,−1,γk,n , f〉
K
−1,−1,γ = 〈K
0,−1,γ+1
k−1,n−1 , ∂xf〉
K
0,−1,γ+1.
In particular, it follows that 〈K−1,−1,γk,n ,K
−1,−1,γ
l,m , f〉
K
−1,−1,γ = 0 when either k ≥ 1 or
l ≥ 1. In the remaining case of k = l = 0, we note that K−1,−1,γ0,n (x, y) = J
γ,−1
n (2y −
1), which is orthogonal with respect to the inner product 〈f, g〉
K
γ,−1. Together with
∂xK
−1,−1,γ
0,n (x, y) = 0, this shows that 〈K
−1,−1,γ
0,n ,K
−1,−1,γ
0,m 〉
K
−1,−1,γ = 0 if n 6= m. 
Similarly, for λ > 0, we can define
〈f, g〉L−1,−1,γ := 〈∂2f, ∂2g〉
L
−1,0,γ+1 + λ〈f(·, 0), g(·, 0)〉γ,−1(6.6)
on the space W 22 , where 〈·, ·〉−1,0,γ+1 is defined in (5.7). As an analogue of the case
〈·, ·〉
K
−1,−1,γ , the following holds:
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Proposition 6.4. The system {L−1,−1,γk,n : 0 ≤ k ≤ n, n = 0, 1, 2, ...} is mutually
orthogonal with respect to the inner product 〈·, ·〉
L
−1,−1,γ.
For f ∈W 12 (̟0,0,γ), we can expand f in terms of J
−1,−1,γ
k,n as
f =
∞∑
k=0
projJ
−1,−1,γ
n f, projn :W
1
2 (̟0,0,γ) 7→ Vn(̟−1,−1,γ),
where the projection operator is defined by
(6.7) projJ
−1,−1,γ
n f =
n∑
k=0
f̂−1,−1,γk,n,J J
−1,−1,γ
k,n , f̂k,n,J =
〈f, J−1,−1,γk,n 〉
J
−1,−1,γ
〈J−1,−1,γk,n , J
−1,−1,γ
k,n 〉
J
−1,−1,γ
.
We can also define the orthogonal expansions and the projection operators in terms
of 〈·, ·〉K−1,−1,γ and 〈·, ·〉
L
−1,−1,γ , respectively, in a similar manner. The corresponding
projection operators are denoted by proj−1,−1,γn,K and proj
−1,−1,γ
n,L , respectively. Since
all three families of polynomials are bases of Vn(̟−1,−1,γ), it follows that
projJ
−1,−1,γ
n f = projK
−1,−1,γ
n f = projL
−1,−1,γ
n f =: proj
−1,−1,γ
n f,
where =: means that we remove the subscripts J, L,Kwhen these three are equal.
Theorem 6.5. For f ∈W 12 (̟0,0,γ) ∩W
2
2 ,
∂1 proj
−1,−1,γ
n f = proj
0,−1,γ+1
n−1 ∂1f,
∂2 proj
−1,−1,γ
n f = proj
−1,0,γ+1
n−1 ∂2f,
∂3 proj
−1,−1,γ
n f = proj
0,0,γ
n−1 ∂3f.
Proof. We prove the case ∂3 and will suppress J in the subscript and the superscript.
Taking derivative and using ∂3J
−1,−1,γ
k,n = J
0,0,g
k−1,n−1(x, y) for 1 ≤ k ≤ n and = 0 for
k = 0, we obtain
(6.8) ∂3 proj
−1,−1,γ
n f(x, y) =
n∑
k=1
f̂−1,−1,γk,n J
0,0,γ
k−1,n =
n−1∑
k=0
f̂−1,−1,γk+1,n J
0,0,γ
k,n .
For 1 ≤ k ≤ n, setting f = J−1,−1,γk,n in (6.3) shows that
〈J−1,−1,γk,n , J
−1,−1,γ
k,n 〉−1,−,1,γ = 〈J
0,0,γ
k−1,n−1, J
0,0,γ
k−1,n−1〉0,0,γ ,
which implies that f̂−1,−1,γk+1,n = ∂̂3f
0,0,γ
k,n−1 for 0 ≤ k ≤ n− 1. Substituting these relations
into (6.8) completes the proof. The proof of the other two cases are similar, using the
identity (6.5) and its analogues for 〈·, ·〉
K
−1,−1,γ and 〈·, ·〉
L
−1,−1,γ . 
6.2. The spaces Vn(̟−1,β,−1) and Vn(̟α,−1,−1). As in the Subsection 5.2, we only
record, without proof, the basic fact that will be needed later.
For V(̟−a,β,−1), we define inner product
〈f, g〉
K
−1,β,−1 :=〈∂1f, ∂1g〉0,β,0 + λ〈f |z=0, g|z=0〉−1,β ,
〈f, g〉
L
−1,β,−1 :=〈∂2f, ∂2g〉−1,β+1,0 + λ〈f |z=0, g|z=0〉−1,β ,
〈f, g〉J−1,β,−1 :=〈∂3f, ∂3g〉0,β+1,−1 + λ〈f(0, ·), g(0, ·)〉−1,β,
(6.9)
where 〈·, ·〉0,β,0 is the ordinary inner product on the triangle, 〈·, ·〉−1,β+1,0 and 〈·, ·〉0,β+1,−1
are defined in (5.7) and (5.1), respectively; and 〈f |z=0, g|z=0〉−1,γ is the inner product
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(3.1) with m = 1 applied on f |z=0(x, y) = f(x, 1−x) and g|z=0(x, y) = g(x, 1−x), and
〈·, ·〉−1,γ is the inner product (3.4) applied on f(0, y) and g(0, y). Then the families
{K−1,β,−1k,n : 0 ≤ k ≤ n}, {L
−1,β,−1
k,n : 0 ≤ k ≤ n}, {J
−1,β,−1
k,n : 0 ≤ k ≤ n} are mutu-
ally orthogonal bases of Vn(̟−1,β,−1) with respect to the inner product 〈·, ·〉
K
−1,β,−1,
〈·, ·〉
L
−1,β,−1, 〈·, ·〉
J
−1,β,−1, respectively.
Theorem 6.6. For f ∈W 12 (̟0,β,0),
∂1 proj
−1,β,−1
n f = proj
0,β,0
n−1 ∂1f,
∂2 proj
−1,β,−1
n f = proj
−1,β+1,0
n−1 ∂2f,
∂3 proj
−1,β,−1
n f = proj
0,β+1,−1
n−1 ∂3f.
For the space Vn(̟α,−1,−1), we define inner product
〈f, g〉
L
α,−1,−1 :=〈∂2f, ∂2g〉α,0,0 + λ〈f(·, 0), g(·, 0)〉−1,α,
〈f, g〉
J
α,−1,−1 :=〈∂3f, ∂3g〉α+1,0,−1 + λ〈f(·, 0), g(·, 0)〉−1,α,
〈f, g〉
K
α,−1,−1 :=〈∂1f, ∂1g〉α+1,−1,0 + λ〈f |z=0, g|z=0〉−1,α,
(6.10)
where 〈·, ·〉α,0,0 is the ordinary inner product on the triangle, 〈·, ·〉α+1,0,−1 and 〈·, ·〉α+1,−1,0
are defined in (5.1) and (5.6), respectively, and 〈·, ·〉−1,γ is the inner product of one
variable (3.4) with ℓ = 1, and 〈f |z=0, g|z=0〉−1,α is the inner product of one variable
(3.1) applied on f |z=0(x) = f(x, 1 − x), g|z=0(x) = f(x, 1 − x). Then the families
{L−α,−1,−1k,n : 0 ≤ k ≤ n}, {J
−α,−1,−1
k,n : 0 ≤ k ≤ n}, {K
−α,−1,−1
k,n : 0 ≤ k ≤ n}
are mutually orthogonal bases of Vn(̟−α,−1,−1) with respect to the inner product
〈·, ·〉
L
−α,−1,−1, 〈·, ·〉
J
−α,−1,−1, 〈·, ·〉
K
−α,−1,−1, respectively.
Theorem 6.7. For f ∈W 12 (̟α,0,0),
∂1 proj
α,−1,−1
n f = proj
α+1,−1,0
n−1 ∂1f,
∂2 proj
α,−1,−1
n f = proj
−α,0,0
n−1 ∂2f,
∂3 proj
α,−1,−1
n f = proj
α+1,0,−1
n−1 ∂3f.
7. Sobolev orthogonality with parameter (−1,−1,−1)
For positive λ, we define an inner product for W 22 by
〈f, g〉
J
−1,−1,−1 := 〈∂3f, ∂3g〉
J
0,0,−1 + 〈f(0, ·), g(0, ·)〉−1,−1,(7.1)
where 〈·, ·〉−1,−1 is the inner product of one variable in (3.1) with ℓ = m = 1,
〈f, g〉−1,−1 :=
∫ 1
0
f ′(t)g′(t)dt + λ0f(0)g(0)
applied to f(0, y)g(0, y). It is easy to see that this is indeed an inner product.
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Let Vn(̟−1,−1,−1) be the space of orthogonal polynomials of degree n with respect
to this inner product. We need the polynomials J−1,−1,−1k,n , which satisfies, for n ≥ 2,
J−1,−1,−10,n (x, y) = (x+ y)J
0,0,−1
0,n−1 (x, y), J
−1,−1,−1
1,n (x, y) = −xJ
0,0,−1
0,n−1 (x, y),
J−1,−1,−1k,n (x, y) = −
xy(1 − x− y)
(n− k)k(k − 1)
J1,1,1k−2,n−3(x, y), 2 ≤ k ≤ n− 1,
J−1,−1,−1n,n (x, y) =
−1
n(n− 1)
xyJ1,1,0n−2,n−2(x, y).
(7.2)
Proposition 7.1. The set {J−1,−1,−1k,n : 0 ≤ k ≤ n} consists of a mutually orthogonal
basis of Vn(̟−1,−1,−1).
Proof. From (7.2), J−1,−1,−1k,n (0, 0) = 0 as long as n ≥ 1. From (7.2), it is easy to see
that ∂yJ
−1,−1,−1
k,n (y, 0) = 0 for 1 ≤ k ≤ n. Hence, it follows readily that, for 1 ≤ k ≤ n,
〈f, J−1,−1,−1k,n 〉
J
−1,−1,−1 = 〈∂3f, J
0,0,−1
k−1,n−1〉
J
0,0,−1.(7.3)
Now, since ∂zJ
−1,−1,−1
0,n (x, y) = 0, this implies immediately that J
−1,−1,−1
k,n is mutually
orthogonal to J−1,−1,−1l,n if 1 ≤ k ≤ n and 0 ≤ l ≤ n or 0 ≤ k ≤ n and 1 ≤ l ≤ n. In
the remaining case of k = l = 0, using ∂zJ
−1,−1,−1
0,n (x, y) = 0 and J
−1,−1,−1
0,n (0, y) =
J−1,−1n (1 − 2y), we deduce that
〈f, J−1,−1,−10,n 〉
J
−1,−1,−1 = 〈f, J
−1,−1
n (1− 2{·})〉−1,−1.(7.4)
Since J−1,−1n (1 − 2y) are orthogonal polynomials with respect to 〈·, ·〉−1,−1, this com-
pletes the proof. 
Proposition 7.2. For n ≥ 2, both {K−1,−1,−1k,n : 0 ≤ k ≤ n} and {L
−1,−1,−1
k,n : 0 ≤ k ≤
n} are bases of Vn(̟−1,−1,−1).
Proof. We give a proof only for K−1,−1,−1k,n . Let g be a generic polynomial of degree at
most n− 1. By (4.18), ∂zK
−1,−1,−1
1,n (x, y) = K
0,0,−1
1,n−1 (x, y) and
∂zK
−1,−1,−1
k,n (x, y) = −
n+ k − 1
2(2k − 1)
K0,0,−1k−1,n−1(x, y) +K
0,0,−1
k,n−1 (x, y), k 6= 1.
Hence, we see that 〈∂zK
−1,−1,−1
k,n , ∂zg〉
J
0,0,−1 = 0 by Proposition 5.2. Now, by (4.8), it
is easy to check that K−1,−1,−1k,n (0, 0) = 0 for 0 ≤ k ≤ n and n ≥ 2. Moreover, by (4.18)
again and by (4.8), it is not hard to verify that ∂yK
−1,−1,−1
k,n (0, y) = 0 and for 2 ≤ k ≤
n, which shows that 〈K−1,−1,−1k,n (0, ·), g〉−1,−1 = 0 for 2 ≤ k ≤ n. For the remaining two
cases, we have ∂yK
−1,−1,−1
1,n (0, y) = nJ
0,0
n (2y−1) and ∂yK
−1,−1,−1
1,n (0, y) = J
0,0
n (2y−1),
which shows that 〈K−1,−1,−1k,n (0, ·), g〉−1,−1 = 0 holds for k = 0 and 1 as well. Putting
together, we have shown that 〈K−1,−1,−1k,n , g〉
J
−1,−1,−1 = 0 for 0 ≤ k ≤ n and n ≥ 2, so
that K−1,−1,−1k,n ∈ Vn(̟−1,−1,−1). The proof for L
−1,−1,−1
k,n is similar. 
We can define two more inner products on W 22 for which K
−1,−1,−1
k,n and L
−1,−1,−1
k,n
are mutually orthogonal, respectively. Let
〈f, g〉K−1,−1,−1 :=〈∂1f, ∂1g〉
K
0,−1,0 + 〈f |z=0, g|z=0〉−1,−1,
〈f, g〉L−1,−1,−1 :=〈∂1f, ∂1g〉
L
−1,0,0 + 〈f(·, 0), g(·, 0)〉−1,−1,
(7.5)
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where 〈f |z=0, g|z=0〉−1,−1 is the inner product 〈·, ·〉−1,−1 applied on f(x, y)|z=0,
〈f |z=0, g|z=0〉−1,−1 :=
∫ 1
0
∂3f(x, 1− x)∂3g(x, 1− x)dx + λ0f(0, 1)g(0, 1).
and 〈·, ·〉−1,−1 is the inner product of one variable in (3.1) with ℓ = m = 1,
〈f, g〉−1,−1 :=
∫ 1
0
f ′(t)g′(t)dt+ λ0f(1)g(1).
Proposition 7.3. The set {K−1,−1,−1k,n : 0 ≤ k ≤ n} and {L
−1,−1,−1
k,n : 0 ≤ k ≤
n} are mutually orthogonal bases of Vn(̟−1,−1,−1) with respect to the inner product
〈·, ·〉
K
−1,−1,−1 and 〈·, ·〉
L
−1,−1,−1, respectively.
Proof. By their definitions, both K−1,−1,−1k,n and L
−1,−1,−1
k,n are defined in terms of
J−1,−1,−1k,n by permutations of (x, y, 1 − x − y), from which the stated results follow
from Proposition 7.1. 
For f ∈W 22 , we can expand f in terms of J
−1,−1,−1
k,n and its inner product,
f =
∞∑
k=0
projJ
−1,−1,−1
n f, projJn :W
1
2 (̟−1,−1,−1) 7→ Vn(̟−1,−1,−1),
where the projection operator is defined by, with (α, β, γ) = (−1,−1,−1),
(7.6) projJ
−1,−1,−1
n f =
n∑
k=0
f̂−1,−1,−1k,n,J J
−1,−1,−1
k,n ,
with f̂−1,−1,−1k,n,J defined in terms of J
−1,−1,−1
k,n . We can also expand f in terms of
K−1,−1,−1k,n and its inner product or in terms of L
−1,−1,−1
k,n and its inner product. Let
us denote the corresponding projection operators by projK
−1,−1,−1
n and projL
−1,−1,−1
n ,
respectively. Since Vn(̟−1,−1,−1) is the space of orthogonal polynomials for all three
inner products for n ≥ 2, these projection operators are equal.
Proposition 7.4. For n ≥ 2 and f ∈ W 12 ,
projJ
−1,−1,−1
n f = projK
−1,−1,−1
n f = projL
−1,−1,−1
n f =: proj
−1,−1,−1
n f.
We can again drop the subscript J,K,L when the three terms are equal, and we
shall do so also for the corresponding partial sum operators by S−1,−1,−1n f . We are
now ready to show that derivatives and the partial sum operators commute.
Theorem 7.5. For n ≥ 1 and f ∈W 22 ,
∂1S
−1,−1,−1
n f = S
0,−1,0
n−1 ∂1f,
∂2S
−1,−1,−1
n f = S
−1,0,0
n−1 ∂2f,
∂3S
−1,−1,−1
n f = S
0,0,−1
n−1 ∂3f.
Proof. Since f − S−1,−1,−1n f =
∑
m=n+1 proj
−1,−1,−1
m f , it is sufficient to prove that,
for n ≥ 2 and f ∈ W 12 ,
∂1 proj
−1,−1,−1
n f = proj
0,−1,0
n−1 ∂1f,
∂2 proj
−1,−1,−1
n f = proj
−1,0,0
n−1 ∂2f,
∂3 proj
−1,−1,−1
n f = proj
0,0,−1
n−1 ∂3f.
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In the case of ∂3, we suppress J in the subscript and superscript. Since ∂3J
−1,−1,−1
k,n =
J0,0,−1k−1,n−1 for 1 ≤ k ≤ n and = 0 for k = 0, and f̂
−1,−1,−1
k,n = ∂̂3f
0,0,−1
k−1,n−1 by (7.3),
the third identity on the projection operator follows immediately. For ∂1 and ∂2,
we use the formula of the projection operator in terms of K−1,−1,−1k,n and L
−1,−1,−1
k,n ,
respectively. 
8. Sobolev orthogonality with parameters (α, β,−2) and its
permutations
In this section we consider the orthogonality when the parameters are (α, β,−2).
This turns out to be a particular subtle case. For the space Vn(̟α,β,−2) spanned
by J−1,−1,−2k,n , we failed to find, after arduous effort, a full-fledged inner product that
satisfies both our requirements; namely, has an orthonormal basis in Vn(̟α,β,−2) and
has its partial sum operators commute with partial derivatives. There are many inner
products inW 22 that will have a slight modification of J
−1,−1,−2
k,n as an orthogonal basis,
but it is not good enough for our purpose. What we found at the end almost works
and it is sufficient for our study in the next section.
8.1. The space Vn(̟α,β,−2). For α, β > −1, we define
〈f, g〉
J
α,β,−2 := 〈f, g〉
◦
α,β,−2 +
∫ 1
0
∂xf(x, 1− x)∂xg(x, 1− x)x
α+1(1 − x)βdx(8.1)
+
∫ 1
0
∂yf(x, 1− x)∂yg(x, 1− x)x
α(1 − x)β+1dx,
where
〈f, g〉◦α,β,−2 :=
∫
△
(x2∂2xf(x, y)∂
2
xg(x, y) + 2xy∂x∂yf(x, y)∂x∂yg(x, y)
+ y2∂2yf(x, y)∂
2
yg(x, y))x
αyβdxdy.
Notice that this is not an inner product, since 〈f, f〉α,β,−2 = 0 implies that f(x, y) is
a constant. However, it is an inner product when applying to the space of functions
that is zero at the origin. Indeed, if 〈f, f〉α,β,−2 = 0, then 〈f, f〉
◦
α,β,−2 = 0 implies that
f(x, y) is a linear polynomial. Hence, by the remaining part of 〈f, f〉α,β,−2, it has to
be a constant.
We work with Jα,β,−2k,n , which are given by
Jα,β,−2k,n (x, y) = (x+ y)
kJα,βk
(
y − x
x+ y
)
J2k+α+β+1,−2n−k (1 − 2x− 2y), 0 ≤ k ≤ n− 2,
Jα,β,−2n−1,n (x, y) = (x+ y)
n−1Jα,βn−1
(
y − x
x+ y
)(
2n+ α+ β
2n+ α+ β − 1
− x− y
)
,
Jα,β,−2n,n (x, y) = (x+ y)
nJα,βn
(
y − x
x+ y
)
.
First we prove a lemma that will be needed in the sequel.
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Lemma 8.1. For α, β > −1, Jα,β,−2k,n are mutually orthogonal with respect to 〈·, ·, 〉
◦
α,β,−2.
Moreover, let Hα,β,−2k,n := 〈J
α,β,−2
k,n , J
α,β,−2
k,n 〉
◦
α,β,−2; then
Hα,β,−2k,n := h
α,β
k

(2n+ α+ β)(α + β + 1)2n+k+1
(α+ β + 1)22n
, 0 ≤ k ≤ n− 2,
(n− 1)(3n+ 2α+ 2β)
2n− 1 + α+ β
, k = n− 1,
n(n− 1)(2n+ α+ β + 1), k = n,
where hα,βk is defined in (2.1).
Proof. Integration by parts twice for each of the three terms in 〈·, ·〉
◦
α,β,−2, which leaves
no boundary terms because of the weight functions, we see that
〈f, Jα,β,−2k,n 〉α,β,−2 =
∫
△
Dα,β,−2f(x, y)Jα,β,−2k,n (x, y)dxdy.
where
Dα,β,−2 := ∂2xX
α+2,β,0 + 2∂x∂yX
α+1,β+1,0∂x∂y + ∂
2
yX
α,β+2,0∂2y .
Applying (4.25) with γ = −2, we then obtain that
〈Jα,β,−2l,m , J
α,β,−2
k,n 〉α,β,−2 = σ
α,β,−2
k,n
∫
△
Jα,β,−2l,m (x, y)J
α,β,−2
k,n (x, y)̟α,β,−2(x, y)dxdy,
where σα,β,−2k,n = (n− k − 1)2(n + k + α+ β)2, as can be verified from the formula of
σα,β,γk,n . Using the explicit formula of J
α,β,−2
k,n , we can reduce the evaluation of the last
integrals to the product of two integrals of one variable. This way we verify that the
above quantity is zero if k 6= l or n 6= m. Moreover, using the norm of ordinary Jacobi
polynomials in (2.1) and a direct computation when k = 1, we can then evaluate the
formula for Hα,β,−2k,n . We omit the details. 
By (4.7), Jα,β,−2k,n vanishes when x + y = 1 for 0 ≤ k ≤ n − 2. We need to modify
the system Jα,β,−2k,n to obtain a mutually orthogonal basis for 〈·, ·〉α,β,−2. We start with
the following lemma:
Lemma 8.2. For n ≥ 2, define
Fα,β,−2n (x, y) = J
α,β,−2
n−1,n (x, y)−
2n+ α+ β
n+ β
Jα,β,−2n,n (x, y)
Gα,β,−2n (x, y) = J
α,β,−2
n−1,n (x, y) +
2n+ α+ β
n+ α
Jα,β,−2n,n (x, y).
Then Fα,β,−2n , G
α,β,−2
n ∈ Vn(̟α,β,−2) satisfy
∂xF
α,β,−2
n (x, 1 − x) = 0, ∂yF
α,β,−2
n (x, 1− x) = −
2n+ α+ β
n+ β
Jα,β+1n−1 (1− 2x),
∂yG
α,β,−2
n (x, 1− x) = 0, ∂xG
α,β,−2
n (x, 1 − x) = −
2n+ α+ β
n+ α
Jα+1,βn−1 (1− 2x).
Proof. These follow from identities in (4.17), which give, for example, that
∂xF
α,β,−2
n (x, y) = −a
α,β
n−1,nJ
α+1,β,−1
n−2,n−1 (x, y),
∂yF
α,β,−2
n (x, y) = a
β,α
n−1,nJ
α,β+1,−1
n−2,n−1 (x, y)−
(
1 +
n+ α
n+ β
)
Jα,β+1,−1n−1,n (x, y).
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The stated results then follow from (4.7). 
We define a system of polynomials {Ĵα,β,−2k,n : 0 ≤ k ≤ n, n = 0, 1, 2, . . .} as follows:
Ĵα,β,−20,0 (x, y) = 1, Ĵ
α,β,−2
0,1 (x, y) = x+ y, Ĵ
α,β,−2
1,1 (x, y) = x− y,
and, for n ≥ 2,
Ĵα,β,−2k,n (x, y) = J
α,β,−2
k,n (x, y), 0 ≤ k ≤ n− 2,
Ĵα,β,−2n−1,n (x, y) = G
α,β,−2
n (x, y),
Ĵα,β,−2n,n (x, y) = F
α,β,−2
n (x, y)−
(n+ α)(n− 1)
α(2n− 1) + n(2n+ β − 1)
Gα,β,−2n (x, y).
Proposition 8.3. For n = 0, 1, . . ., the polynomials Ĵα,β,−2k,n , 0 ≤ k ≤ n, are mutually
orthogonal with respect to 〈f, g〉
J
α,β,−2. Furthermore, for n ≥ 2, {Ĵ
α,β,−2
k,n , 0 ≤ k ≤ n}
is a basis for Vn(̟α,β,−2).
Proof. Since Ĵα,β,−2k,n are linear combinations of elements in Vn(̟α,β,−2) for n ≥ 2,
they belong to this space.
Let 〈f, g〉
B
α,β,−2 = 〈f, g〉α,β,−2 − 〈f, g〉
◦
α,β,−2. As shown in the lema, J
α,β,−2
k,n are
mutually orthogonal with respect to 〈·, ·〉
◦
α,β,−2. For 0 ≤ k ≤ n − 2, the polynomials
Jα,β,−2k,n (x, y) contains a factor (1− x− y)
2, so that
〈f, Ĵα,β,−2k,n 〉
J
α,β,−2 = 〈f, J
α,β,−2
k,n 〉
◦
α,β,−2,
from which the orthogonality of these polynomials follows. For k = n − 1 and n,
the orthogonality of Ĵα,β,−2k,n with respect to the polynomials of lower degree follow
from the lemma. We only have to verify the mutually orthogonality of Ĵα,β,−2n−1,n and
Ĵα,β,−2n,n . Write Ĵ
α,β,−2
n,n (x, y) = F
α,β,−2
n (x, y) − c
α,β
n G
α,β,−2
n (x, y). A straightforward
computation shows that
〈Ĵα,β,−2n−1,n , Ĵ
α,β,−2
n,n 〉
J
α,β,−2 = 〈F
α,β,−2
n , G
α,β,−2
n 〉
◦
α,β,−2 − c
α,β
n 〈G
α,β,−2
n , G
α,β,−2
n 〉
◦
α,β,−2
− cn〈G
α,β,−2
n , G
α,β,−2
n 〉
B
α,β,−2
= Hα,β,−2n−1,n −
(2n+ α+ β)2
(n+ α)(n+ β)
Hα,β,−2n,n
− cα,βn
(
Hα,β,−2n−1,n +
(2n+ α+ β)2
(n+ α)2
(Hα,β,−2n,n + h
α+1,β
n−1 )
)
.
Solving for cα,βn so that the above expression equals to zero completes the proof. 
If we modify the definition of our definition 〈·, ·〉
J
α,β,2 in (8.1) to define
〈f, g〉∗α,β,−2 =〈f, g〉
◦
α,β,−2 + λ0f(0, 1)g(0, 1)
+ λ0,1∂1f(0, 1)∂1g(0, 1) + λ1,1∂2f(0, 1)∂2g(0, 1),
then it is easy to verify that the polynomials J˜k,n defined by
J˜α,β,−20,0 (x, y) = 1, J˜
α,β,−2
0,1 (x, y) = y − 1, J˜
α,β,−2
1,1 (x, y) = x,
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and, for n ≥ 2,
J˜α,β,−2k,n = J
α,β,−2
k,n (x, y), 0 ≤ k ≤ n− 2,
J˜α,β,−2n−1,n = J
α,β,−2
n−1,n (x, y)− J
α,β,−2
n−1,n (0, 1)− ∂xJ
α,β,−2
n−1,n (0, 1)x− ∂yJ
α,β,−2
n−11,n(0, 1)(y − 1),
J˜α,β,−2n,n = J
α,β,−2
n,n (x, y)− J
α,β,−2
n,n (0, 1)− ∂xJ
α,β,−2
n,n (0, 1)x− ∂yJ
α,β,−2
n,n (0, 1)(y − 1),
form a mutually orthogonal basis with respect to 〈·, ·〉α,β,−2. The polynomials J˜k,n,
however, no longer belong to V(̟α,β,−2).
We now define an inner product that works with Kα,β,−2k,n when α = 0. For β > −1
and λ > 0, define
〈f, g〉
K
0,β,−2 :=〈∂1f, ∂1g〉
K
1,β,−1 + λ〈f |z=0, g|z=0〉−1,β,(8.2)
where 〈·, ·〉
K
1,β,−1 is defined in (5.2) and 〈·, ·〉 is the inner product in one variable,
〈f |z=0, g|z=0〉−1,β :=
∫ 1
0
∂zf(1− y, y)∂zg(1− y, y)y
β+1dy + λ0f(0, 1)g(0, 1).
It is easy to see that this defines an inner product on the space W 22 . Indeed, if
〈f, f〉
K
0,β,−2 = 0, then f(x, y) = g(y) + xh(y) by ∂
2
xf(x, y) = 0, so that f(x, y) = g(y)
by ∂xf(1− y, y) = 0, and f(x, y) = 0 by ∂zf(1− y, y) = 0 and f(0, 1) = 0.
The polynomials K0,β,−2k,n are given by
K0,β,−2k,n (x, y) = (1− y)
kJ−2,0k
(
2x
1− y
− 1
)
J2k−1,βn−k (2y − 1), 0 ≤ k ≤ n.
Let Vn(̟0,β,−2)K be the space of orthogonal polynomials with respect to 〈·, ·〉0,β,−2.
Proposition 8.4. The system {K0,β,−2k,n , 0 ≤ k ≤ n, n = 0, 1, 2, . . .} is a mutually
orthogonal basis for Vn(̟0,β,−2)K .
Proof. For k ≥ 2,K0,β,−2k,n (x, y) = c(1−x−y)
2K0,β,2k−2,n−2, which implies that ∂zK
0,β,−2
k,n (1−
y, y) = 0. The last identity also holds for k = 1 since
K0,β,−21,n (x, y) = −(1− x− y)J
1,β
n−1(2y − 1)
and ∂zg(x + y) = 0. In particular, it follows that K
0,β,−2
k,n (0, 1) = 0 for 1 ≤ k ≤ n.
Hence, using the fact that ∂xK
0,β,−2
k,n (x, y) = K
1,β,−1
k−1,n−1(x, y) and ∂xK
0,β,−2
k,n (1−y, y) =
0, we see that, for k ≥ 1,
〈f,K0,β,−2k,n 〉
K
0,β,−2 = 〈∂xf,K
1,β,−1
k−1,n−1〉
K
1,β,−1
by the definition of 〈·, ·〉1,β,−1. In particular, this shows that 〈K
0,β,−2
k,n ,K
0,β,−2
l,m 〉
K
0,β,−2 =
0 when (k, n) 6= (l,m) and either k ≥ 1 or l ≥ 1. In the remaining case of k = l = 0,
we use the fact that ∂xK
0,β,−2
0,n (x, y) = 0, so that
〈f,K0,β,−20,n 〉
K
0,β,−2 = 〈f,K
0,β,−2
0,n−1 〉−1,β .
It is easy to see that K0,β,−20,n−1 (x, y) = J
−1,β
n (2y− 1) is precisely the orthogonal polyno-
mial with respect to 〈·, ·〉−1,β. This completes the proof. 
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If α 6= 0 and α > −1, we have
Kα,β,−21,n (x, y) =
1
α
(1− y + αx)Jα+1,βn−1 (2y − 1),
which no longer satisfies ∂zK
α,β,−2
1,n (x, y)(1−y, y) = 0 and the orthogonality of K
α,β,−2
1,n
fails to hold for 〈·, ·〉
K
α,β,−2 derived from the obvious modification of 〈·, ·〉
K
0,β,−2.
In exactly the same way, we can define for α > −1 and λ > 0,
〈f, g〉Lα,0,−2 :=〈∂2f, ∂2g〉
L
α,1,−1 + 〈f |z=0, g|z=0〉−1,α(8.3)
where 〈·, ·〉
L
α,1,−1 is defined in (5.3) and 〈f |z=0, g|z=0〉−1,α is the inner product of one
variable
〈f |z=0, g|z=0〉−1,α := λ2
∫ 1
0
∂zf(x, 1− x)∂zg(x, 1 − x)x
α+1dx+ λ3f(1, 0)g(1, 0).
Let Vn(̟0,β,−2)L be the space of orthogonal polynomials with respect to 〈·, ·〉
L
0,β,−2.
As an analogue of Proposition 8.4, we have the following:
Proposition 8.5. The system {Lα,0,−2k,n , 1 ≤ k ≤ n, n = 0, 1, 2, . . .} is a mutually
orthogonal basis of Vn(̟0,β,−2)K .
The proof relies on the identity
〈f, Lα,0,−2k,n 〉
L
α,0,−2 = 〈∂xf, L
α,1,−1
k−1,n−1〉
L
α,1,−1.
Proposition 8.6. For n = 0, 1, . . ., Vn(̟0,0,−2)K = Vn(̟0,0,−2)L =: Vn(̟0,0,−2).
Proof. Let g be a generic polynomial of degree at most n− 1. We show that K0,0,−2k,n
is orthogonal to g with respect to 〈·, ·〉L0,0,−2. Using (4.18), it follows immediately
from Proposition 5.4 that 〈∂2K
0,0,−2
k,n , ∂2g〉0,1,−1 = 0. Furthermore, from the proof of
Proposition 8.4, it follows easily that 〈K0,0,−2k,n |z=0, g|z=0〉−1,0 = 0 for 1 ≤ k ≤ n, an
this identity holds also for k = 0 as can be verified by working with K0,0,−20,n (x, 1−x) =
J−1,0n (1− 2x). 
It is worth to point out that {J0,0,−2k,n : 0 ≤ k ≤ n} does not belong to Vn(̟0,0,−2)K .
Indeed, as in the proof of the above proposition, it is easy to see that J0,0,−2k,n satisfies
〈∂1J
0,0,−2
k,n , ∂1g〉
K
0,0,−2 = 0. However, since
∂zJ
0,0,−2
1,n (1 − y, y) = J
1,1,−2
0,n−1 (1− y, y) = J
0,0
n (2y − 1)
is not orthogonal with respect to 〈·, ·, 〉−1,0, we see that 〈J
0,0,−2
1,n , f〉
K
0,0,−2 6= 0, so that
J0,0,−21,n /∈ Vn(̟0,0,−2)K .
We can define the projection operator and the Fourier partial sums with respect
to these inner products. As a consequence of the proof, we immediately deduce the
following proposition, in which the notations should be self-explanatory by now.
Proposition 8.7. For f ∈ W 22 ,
∂1 proj
0,β,−2
n,K f = proj
1,β,−1
n−1,K ∂1f and ∂2 proj
α,0,−2
n,L f = proj
α,1,−1
n−1,L ∂2f.
Proof. For ∂1, this is a direct consequence of the proof of the previous propositions,
since ∂xK
0,β,−2
k,n (x, y) = 0. For ∂2, we use L
0,β,−2
k,n . 
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8.2. The space Vn(̟α,−2,γ) and Vn(̟−2,β,γ). As in the Subsection 5.2, we again
record only basic facts for these two cases. The relations (4.5) extend to Ĵα,β,−2k,n . Thus,
we define, for example,
K̂α,−2,γk,n (x, y) = Ĵ
γ,α,−2
k,n (1− x− y, x), 0 ≤ k ≤ n.
For Vn(̟α,−2,γ) with α, γ > −1, we define
〈f, g〉
K
α,−2,γ :=
∫
△
(y2∂2zf(x, y)∂
2
zg(x, y) + 2yz∂z∂xf(x, y)∂z∂xg(x, y)(8.4)
+ z2∂2xf(x, y)∂
2
xg(x, y))x
αzγdxdy
+
∫ 1
0
∂zf(0, y)∂zg(0, y)y
α+1(1− y)γdy
+
∫ 1
0
∂xf(0, y)∂yg(0, y)y
α(1− y)γ+1dx.
This is not a full-fledged inner production. The polynomials K̂α,−2,γk,n , 0 ≤ k ≤ n, are
mutually orthogonal with respect to 〈f, g〉
K
α,−2,γ and, for n ≥ 2, {K̂
α,−2,γ
k,n , 0 ≤ k ≤ n}
is a basis for Vn(̟α,−2,γ). Moreover, we define inner products
〈f, g〉Lα,−2,0 : = 〈∂yf, ∂yg〉
L
α,−1,1 + λ〈f(·, 0), g(·, 0)〉−1,α,
〈f, g〉
J
0,−2,γ : = 〈∂zf, ∂zg〉
J
1,−1,γ + λ〈f(·, 0), g(·, 0)〉γ,−1.
(8.5)
where 〈·, ·〉Lα,−1,1 and 〈·, ·〉
J
α,−1,1 are defined in (5.6), 〈·, ·〉−1,α and 〈·, ·〉γ,−1 are inner
products of one variable, (3.4) with ℓ = 1 and (3.1) with m = 1, respectively. Then
{Lα,−2,0k,n , 1 ≤ k ≤ n} and {J
0,−2,γ
k,n , 1 ≤ k ≤ n} are mutually orthogonal with respect
to 〈·, ·〉
L
α,−2,0 and 〈·, ·〉
J
0,−2,γ , respectively.
Proposition 8.8. For f ∈ W 22 ,
∂2 projn,L f = proj
α,−1,1
n−1,L ∂2f and ∂3 proj
0,−2,γ
n,J f = proj
1,−1,γ
n−1,J ∂3f.
Moreover, Vn(̟0,−2,0)L = Vn(̟0,−2,0)J and projn,L f = projn,J f .
For Vn(̟−2,β,γ) with β, γ > −1, we define
〈f, g〉
L
−2,β,γ :=
∫
△
(y2∂2zf(x, y)∂
2
zg(x, y) + 2yz∂z∂yf(x, y)∂z∂yg(x, y)(8.6)
+ z2∂2xf(x, y)∂
2
xg(x, y))y
βzγdxdy
+
∫ 1
0
∂zf(x, 0)∂zg(x, 0)(1− x)
β+1xγdx
+
∫ 1
0
∂yf(x, 0)∂yg(x, 0)x
β(1− x)γ+1dx,
which is not a full-fledged inner product. Then the polynomials L̂−2,β,γk,n , 0 ≤ k ≤ n, are
mutually orthogonal with respect to 〈f, g〉
L
−2,β,γ and, for n ≥ 2, {L̂
−2,β,γ
k,n , 0 ≤ k ≤ n}
is a basis for Vn(̟−2,β,γ). We further define
〈f, g〉J−2,0,γ :=〈∂3f, ∂3g〉
J
−1,1,γ + 〈f(·, 0), g(·, 0)〉γ,−1,
〈f, g〉K−2,β,0 :=〈∂1f, ∂1g〉
K
−1,β,1 + 〈f(·, 0), g(·, 0)〉−1,β .
(8.7)
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where 〈·, ·〉
J
−1,1,γ and 〈·, ·〉
K
−1,β,1 are defined in (5.7), 〈·, ·〉−1,β and 〈·, ·〉γ,−1 are as in
(8.5). Then {J−2,0,γk,n , 1 ≤ k ≤ n} and {K
−2,β,0
k,n , 1 ≤ k ≤ n} are mutually orthogonal
with respect to 〈·, ·〉
J
−2,β,0 and 〈·, ·〉
K
−2,β,0, respectively.
Proposition 8.9. For f ∈ W 22 ,
∂3 proj
−2,0,γ
n,J f = proj
−1,1,γ
n−1,J ∂3f and ∂1 proj
−2,β,0
n,K f = proj
−1,β,1
n−1,K ∂1f.
Moreover, Vn(̟−2,0,0)J = Vn(̟−2,0,0)K and projn,J f = projn,K f .
9. Sobolev orthogonality with parameters (−1,−1,−2) and its
permutations
In this case we obtain three genuine inner products in W 22 for the three family of
bases. In particular, our inner product for the space generated by J−1,−1,−2k,m is based
on 〈·, ·〉
J
0,0,−2, even though the later is not a full-fledged inner product.
9.1. The space Vn(̟−1,−,1,−2). For f, g ∈W
2
2 , we defined an inner product
〈f, g〉J−1,−1,−2 =〈∂3f, ∂3g〉0,0,−2 + λ〈f(0, ·), g(0, ·)〉−2,−1 + f(1, 0)g(1, 0),(9.1)
where 〈·, ·〉−2,−1 is the inner product of one variable in (3.4) with ℓ = 2 and m = 1,
〈f, g〉−2,−1 :=
∫ 1
0
f ′′(t)g′′(t)tdy + λ0f
′(1)g′(1) + f(1)g(1).
That this is an inner product can be seen as follows: 〈∂3f, ∂3f〉0,0,−2 = 0 implies that
∂3f(x, y) is a constant, so that f(x, y) = ax + bg(x + y), hence, the part involving
∂y shows that g(x) must be a constant, thus f(x, y) = a(x + y) + b, which is zero by
f(0, 1) = 0 and f(1, 0) = 0.
We need to work with J−1,−1,−2k,n , which are given by
J−1,−1,−2k,n (x, y) = (x+ y)
kJ−1,−1k
(
y − x
x+ y
)
J2k−1,−2n−k (1− 2x− 2y), 0 ≤ k ≤ n.
In particular, we have
J−1,−1,−2n−1,n (x, y) = (x + y)
n−1J−1,−1n−1
(
y − x
x+ y
)(
2n− 2
2n− 3
− x− y
)
,
Jα,β,−2n,n (x, y) = (x + y)
nJ−1,−1n
(
y − x
x+ y
)
.
Let Vn(̟−1,−1,−2) be the space spanned by {J
−1,−1,−2
k,n : 0 ≤ k ≤ n}. In order to obtain
a mutually orthogonal basis for Vn(̟−1,−1,−2), we define the following polynomials.
Let
F−1,−1,−2n (x, y) := J
−1,−1,−2
n−1,n (x, y)− 2J
−1,−1,−2
n,n (x, y),
G−1,−1,−2n (x, y) := J
−1,−1,−2
n−1,n (x, y) + 2J
−1,−1,−2
n,n (x, y).
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We define a system of polynomials Ĵ−1,−1,−2k,n as follows:
Ĵ−1,−1,−20,0 (x, y) = 1, Ĵ
−1,−1,−2
0,1 (x, y) = x−
1
2
, Ĵ−1,−1,−21,1 (x, y) = 1− x− y,
Ĵ−1,−1,−20,2 (x, y) =
1
2
(1 − x− y)2, Ĵ−1,−1,−21,2 (x, y) = x(x− 1),
Ĵ−1,−1,−22,2 (x, y) = x(1 − x− 2y),
and, for n ≥ 3,
Ĵ−1,−1,−2k,n (x, y) = J
−1,−1,−2
k,n (x, y), 0 ≤ k ≤ n− 2,
Ĵ−1,−1,−2n−1,n (x, y) = G
−1,−1,−2
n (x, y),
Ĵ−1,−1,−2n,n (x, y) = F
−1,−1,−2
n (x, y)−
n− 2
2n− 3
G−1,−1,−2n (x, y).
Proposition 9.1. For n ≥ 0, the polynomials Ĵ−1,−1,−2k,n , 0 ≤ k ≤ n, are mutually
orthogonal with respect to 〈f, g〉J−1,−1,−2. Furthermore, for n ≥ 3, {Ĵ
−1,−1,−2
k,n , 0 ≤ k ≤
n} is a basis for Vn(̟−1,−1,−2).
Proof. The case n = 0, 1, 2 can be verified directly. For n ≥ 3, it is clear that
Ĵ−1,−1,−2k,n ∈ Vn(̟−1,−1,−2) for 0 ≤ k ≤ n. Thus, it remains to prove that they are
mutually orthogonal. These polynomials are defined so that they satisfy the relation
∂zĴ
−1,−1,−2
k,n (x, y) = Ĵ
0,0,−2
k−1,n−1(x, y), 1 ≤ k ≤ n
and we have ∂zĴ
−1,−1,−2
0,n (x, y) = 0. Furthermore, for n ≥ 3, Ĵ
−1,−1,−2
k,n contains a
factor xy for k = n − 1 and k = n, Ĵ−1,−1,−2k,n contains a factor xy(1 − x − y) for
2 ≤ k ≤ n − 2, Ĵ−1,−1,−21,n contains a factor x(1 − x − y)
2 and Ĵ−1,−1,−20,n contains a
factor (x + y)(1− x− y)2. In particular, it follows that
(9.2) 〈f, Ĵ−1,−1,−2k,n 〉
J
−1,−1,−2 = 〈∂zf, Ĵ
0,0,−2
k,n 〉
J
0,0,−2, 1 ≤ k ≤ n,
from which the orthogonality of Ĵ−1,−1,−2k,n and Ĵ
−1,−1,−2
l,n for either k ≥ 1 or l ≥ 1
follows readily. For the remaining case of k = l = 0, from ∂z Ĵ
−1,−1,−2
0,n (x, y) = 0,
Ĵ−1,−1,−20,n vanishing on (0, 1) and (1, 0), it follows that
〈f, Ĵ−1,−1,−20,n 〉
J
−1,−1,−2 = 〈f(0, ·), J
−1,−1,−2
0,n (0, ·)〉−2,−1.
It is easy to see that J−1,−1,−20,n (0, y) = J
−1,−2
n−1 (1−2y) are orthogonal polynomials with
respect to 〈·, ·〉−1,−2, the proof is completed. 
Proposition 9.2. For n ≥ 3, the systems {K−1,−1,−2k,n : 0 ≤ k ≤ n} and {L
−1,−1,−2
k,n :
0 ≤ k ≤ n} are both bases of Vn(̟−1,−1,−2).
Proof. We provide the proof only for K−1,−1,−2k,n . These polynomials satisfy, by (2.10),
that
K−1,−1,−2k,n (x, y) =
(n− 3)!
n!
x(1− x− y)2K1,−1,2k−3,n−3(x, y), 3 ≤ k ≤ n,
K−1,−1,−22,n (x, y) =
1
2
(1− x− y)2J−2,−1n−2 (2y − 1),
K−1,−1,−21,n (x, y) =
1
n
xyJ0,1n−2(2y − 1), K
−1,−1,−2
0,n (x, y) = J
−2,−1
n (2y − 1).
(9.3)
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Let g be a generic polynomial of degree less than n. First we verify the equation
〈∂3K
−1,−1,−2
k,n , ∂3g〉
J
0,0,−2 = 0. From the definition of the inner product in (8.1), we
write 〈·, ·〉
J
0,0,−2 = 〈·, ·〉T + 〈·, ·〉B, where 〈·, ·〉T is the integral over △ and 〈·, ·〉B consists
of the two integrals over [0, 1], the boundary part. That 〈∂3K
−1,−1,−2
k,n , ∂3g〉T = 0 fol-
lows from (4.18) and the orthogonality of ordinary Jacobi polynomials on the triangle;
for example, it is easy to see that ∂21∂3K
−1,−1,−2
k,n ∈ Vn−3(̟2,0,0) and the integral in
〈·, ·〉T contains a x
2 which is the weight function ̟2,0,0. Now, by (9.3) and the fact that
∂zg(x+y) = 0, we see that ∂1∂3K
−1,−1,−2
k,n (x, 1−x) = 0 and ∂2∂3K
−1,−1,−2
k,n (x, 1−x) = 0
for 2 ≤ k ≤ n, so that 〈∂3K
−1,−1,−2
k,n , ∂3g〉B = 0 for 2 ≤ k ≤ n. For k = 1, we derive
from (4.18) that
∂3∂1K
−1,−1,−2
1,n (x, y) = K
1,0,−1
0,n−2 (x, y) = J
0,1
n−2(2x− 1),
∂3∂2K
−1,−1,−2
1,n (x, y) = −2(n− 2)K
0,1,−1
0,n−2 (x, y) + (1− x− y)J
2,1
n−1(2x− 1),
so that ∂3∂2K
−1,−1,−2
1,n (x, 1− x) = J
0,1
n−2(1− 2x). Hence, by the orthogonality of J
0,1
n−2
and the definition of 〈·, ·〉B , it follows that 〈∂3K
−1,−1,−2
k,n , ∂3g〉B = 0 holds also for k = 1.
Moreover, the last equation holds for k = 0 as well, since ∂1K
−1,−1,−2
0,n (x, y) = 0 and
∂1∂3K
−1,−1,−2
0,n (x, 1−x) = K
−1,1,0
0,n−2 (x, 1−x) = J
0,1
n−2(1− 2x). Putting this together, we
have establish that 〈∂3K
−1,−1,−2
k,n , ∂3g〉
J
0,0,−2 = 0 for 0 ≤ k ≤ n.
Next we verify that 〈K−1,−1,−2k,n (0, ·), g(0, ·)〉−2,−1 = 0. For k = 1 or k ≥ 3, this
follows immediately from (9.3) because of the x factor in the polynomials. When
k = 2, the formula in (9.3) shows that K−1,−1,−22,n satisfy ∂yf(0, 1) = 0, f(0, 1) = 0.
Moreover, by (4.18),
∂2yK
−1,−1,−2
2,n (x, y) =
n(n− 1)
2
K−1,1,00,n−2 (x, y) +
2n
3
K−1,1,01,n−2 (x, y) +K
−1,1,0
2,n−2 (x, y),
which impies that ∂2yK
−1,−1,−2
2,n (0, y) =
n(n−1)
2 J
0,1
n−2(2y− 1) by J
0,−1
1 (−1) = J
0,−1
2 (−1)
= 0. Hence, by the orthogonality of J0,1n−2 we obtain 〈K
−1,−1,−2
2,n (0, ·), g(0, ·)〉−2,−1 = 0.
Furthermore, the case k = 0 can be verified directly from the explicit formula of
K−1,−1,−20,n in (9.3) and (2.7), and from using the orthogonality of J
0,1
n−2. Finally, it is
easy to verify that K−1,−1,−2k,n (1, 0) = 0 for 0 ≤ k ≤ n for n ≥ 4.
Putting these together, we have proved that 〈K−1,−1,−2k,n , g〉
J
−1,−1,−2 = 0 for 0 ≤ k ≤
n and n ≥ 3. Hence, K−1,−1,−2k,n ∈ Vn(̟−1,−1,−2). The proof is completed. 
We now define another inner product that has an mutually orthonormal basis based
on K−1,−1,−2k,n . We define
〈f, g〉
K
−1,−1,−2 :=〈∂1f, ∂1g〉
K
0,−1,−1 + λ〈f, g〉
K
−2,−1(9.4)
where 〈·, ·〉
K
0,−1,−1 is defined in (6.10) and 〈·, ·〉
K
−2,−1 is (3.4) with ℓ = 2 and m = 1
applied on f(1− y, y) and g(1− y, y),
〈f, g〉
K
−2,−1 :=
∫ 1
0
∂2yf(1−y, y)∂
2
yg(1−y, y)ydy+λ1∂yf(0, 1)∂yg(0, 1)+λ2f(0, 1)g(0, 1).
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To get a mutually orthogonal basis, we define
K̂−1,−1,−20,1 (x, y) = K
−1,−1,−2
0,1 (x, y)− 1,
K̂−1,−1,−2k,n (x, y) = K
−1,−1,−2
k,n (x, y), (k, n) 6= (0, 1), k ≥ 2
K̂−1,−1,−21,n (x, y) = K
−1,−1,−2
1,n (x, y) + (n− 1)K
−1,−1,−2
0,n (x, y), n ≥ 1.
Proposition 9.3. The system {K̂−1,−1,−2k,n : 0 ≤ k ≤ n, n = 0, 1, 2, ...} is mutually
orthogonal with respect to the inner product 〈·, ·〉
K
−1,−1,−2.
Proof. As in the proof of the previous proposition, using (9.3), we obtain
∂yK̂
−1,−1,−2
k,n (1− y, y) = 0 and ∂y∂zK̂
−1,−1,−2
k,n (1 − y, y) = 0, 1 ≤ k ≤ n,
and K−1,−1,−2k,n (0, 1) = 0 for 1 ≤ k ≤ n. Furthermore, since ∂xK
−1,−1,−2
0,n (x, y) = 0, we
see that ∂xK̂
−1,−1,−2
k,n (x, y) = ∂xK
−1,−1,−2
k,n (x, y) for 1 ≤ k ≤ n. As a result, it follows
that
(9.5) 〈f, K̂−1,−1,−2k,n 〉
K
−1,−1,−2 = 〈∂xf,K
0,−1,−1
k,n 〉
K
0,−1,−1, 1 ≤ k ≤ n,
from which it follows readily that 〈K̂−1,−1,−2j,m , K̂
−1,−1,−2
k,n 〉
K
−1,−1,−2 = 0 whenever j > 0
or k > 0. In the remaining case of j = k = 0, we deduce from
K−1,−1,−20,n (x, y) = J
−2,−1
n (2y − 1)
that ∂y∂zK
−1,−1,−2
0,n (1 − y, y) = ∂
2
yJ
−2,−1
n (2y − 1), so that, by ∂xK
−1,−1,−2
0,n (x, y) = 0,
it follows that
〈f, K̂−1,−1,−20,n 〉
K
−1,−1,−2 = 〈f, K̂
−1,−1,−2
0,n 〉
K
−2,−1.
It is easy to see that K̂−1,−1,−20,n (1− y, y) = J
−2,−1
n (2y − 1) is precisely the orthogonal
polynomials with respect to 〈·, ·〉−2,−1. This completes the proof. 
Next we define an inner product that works with the polynomials L−1,−1,−2k,n ,
L−1,−1,−2k,n (x, y) = (1− x)
kJ−1,−2k
(
2y
1− x
− 1
)
J2k−2,−1n−k (2x− 1), 0 ≤ k ≤ n.
Let 〈·, ·〉
L
−1,0,−1 be the inner product defined in Section 6.2. For λ4, λ5, λ6 > 0, define
〈f, g〉
L
−1,−1,−2 :=〈∂yf, ∂yg〉
L
−1,0,−1 + λ〈f, g〉
L
−2,−1,(9.6)
where 〈·, ·〉L−2,−1 is (3.4) with ℓ = 2 and m = 1 applied on f(x, 1− x) and g(x, 1− x),
〈f, g〉
L
−2,−1 :=
∫ 1
0
∂2xf(x, 1− x)∂
2
xg(x, 1− x)(1 − x)dx
+ λ1∂xf(1, 0)∂xg(1, 0) + λ2f(1, 0)g(1, 0).
To get a mutually orthogonal basis, we define
L̂−1,−1,−20,1 = L
−1,−1,−2
0,1 − 1, L̂
−1,−1,−2
k,n = L
−1,−1,−2
k,n , (k, n) 6= (0, 1).
Proposition 9.4. The system {L̂−1,−1,−2k,n : 0 ≤ k ≤ n, n = 0, 1, 2, . . .} is mutually
orthogonal with respect to the inner product 〈·, ·〉
L
−1,−1,−2.
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Proof. Using the explicit formulas of L−1,−1,−2k,n , we can verify that ∂yL
−1,−1,−2
0,n (x, y) =
0 and ∂xL
−1,−1,−2
k,n (x, 0) = 0 if 1 ≤ k ≤ n. Furthermore, L
−1,−1,−2
k,n (1, 0) = 0 for k ≥ 1.
Hence, it follows readily that
(9.7) 〈f, L−1,−1,−2k,n 〉
L
−1,−1,−2 = 〈∂yf, L
−1,0,−1
k,n 〉−1,0,−1, 1 ≤ k ≤ n,
which shows, in particular, that 〈L−1,−1,−2k,n , L
−1,−1,−2
l,m 〉
L
−1,−1,−2 = 0 whenever k ≥ 1 or
l ≥ 1. In the remaining case of k = l = 0, it is easy to see, using ∂yL
−1,−1,−2
0,n (x, y) = 0,
that
〈f, L−1,−1,−20,n 〉
L
−1,−1,−2 = 〈f, L
−1,−1,−2
0,n 〉
L
−2,−1, n ≥ 0.
Since L−1,−1,−20,n (x, y) = J
−2,−1
n (2x − 1) is precisely the orthogonal polynomial with
respect to 〈·, ·〉L−2,−1, this completes the proof. 
For n ≥ 3, Vn(̟−1,−1,−2) has three bases, Ĵ
−1,−1,−2
k,n , K̂
−1,−1,−2
k,n and L̂
−1,−1,−2
k,n ,
which are mutually orthogonal with respect to their corresponding inner product. As
a consequence, we have the following:
Proposition 9.5. For n ≥ 3,
proj−1,−1,−2n,J f = proj
−1,−1,−2
n,K f = proj
−1,−1,−2
n,L f := proj
−1,−1,−2
n f.
Let S−1,−1,−2n,J denote the n-th partial sum operator of the orthogonal expansion
with respect to the J−1,−1,−2k,n family. Define S
−1,−1,−2
n,K and S
−1,−1,−2
n,L likewise. Since
(9.8) f − Snf =
∑
m=n+1
projm f,
it follows from Proposition 9.5 that S−1,−1,−2n,J f = S
−1,−1,−2
n,K f = S
−1,−1,−2
n,L f for n ≥ 3,
which we denote by S−1,−1,−2n f .
Theorem 9.6. For n ≥ 3,
∂1S
−1,−1,−2
n f = S
0,−1,−1
n−1 ∂1f,
∂2S
−1,−1,−2
n f = S
−1,0,−1
n−1 ∂2f.
(9.9)
Proof. By the definition, we have
proj−1,−1,−2n f(x, y) =
n∑
k=0
〈f, K̂−1,−1,−2k,n 〉
K
−1,−1,−2
〈K̂−1,−1,−2k,n , K̂
−1,−1,−2
k,n 〉
K
−1,−1,−2
K̂−1,−1,−2k,n (x, y).
Since ∂1K̂
−1,−1,−2
k,n = K
0,−1,−1
k−1,n−1 for 1 ≤ k ≤ n and = 0 for k = 0, the first identity of
∂1 proj
−1,−1,−2
n f = proj
0,−1,−1
n−1 ∂1f,
∂2 proj
−1,−1,−2
n f = proj
−1,0,−1
n−1 ∂2f
(9.10)
follows immediately from (9.5). Similarly, the second identity follows from (9.7). The
stated identities follow from (9.8) as a consequence. 
Using (9.2), the same argument also shows that ∂3 proj
−1,−1,−2
n f = proj
0,0,−2
n−1 ∂3f .
However, 〈·, ·〉0,0,−2 is not a full-fledged inner product and we cannot claim ∂3S
−1,−1,−2
n f =
S0,0,−2n−1 ∂3f .
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9.2. The space Vn(̟−2,−1,−1) and Vn(̟−1,−2,−1). Again, we can derive the orthog-
onality in these two cases by simultaneous permutations. We extend relations in (4.5)
to modified polynomials such as Ĵ−1,−1,−2k,n and record the basic facts.
For Vn(̟−2,−1,−1), we defined three inner products,
〈f, g〉
L
−2,−1,−1 : = 〈∂yf, ∂yg〉
L
−2,0,0 + λ〈f(·, 0), g(·, 0)〉−2,−1 + f(0, 0)g(0, 0),
〈f, g〉
J
−2,−1,−1 : = 〈∂zf, ∂zg〉
J
−1,0,−1 + λ1〈f, g〉
J
−2,−1
〈f, g〉
K
−2,−1,−1 : = 〈∂xf, ∂xg〉
K
−1,−1,0 + λ2〈f, g〉
K
−2,−1,
(9.11)
where the first terms in the right hand are defined in previous sections, 〈·, ·〉−2,−1 is
the inner product of one variable as before and
〈f, g〉
J
−2,−1 :=
∫ 1
0
∂2xf(0, y)∂
2
xg(0, y)(1− y)dy + λ1∂xf(0, 0)∂xg(0, 0) + λ2f(0, 0)g(0, 0),
〈f, g〉
K
−2,−1 :=
∫ 1
0
∂2zf(0, y)∂
2
zg(0, y)ydy + λ1∂zf(0, 1)∂zg(0, 1) + λ2f(0, 1)g(0, 1).
Then each of {L̂−2,−1,−1k,n }, {Ĵ
−2,−1,−1
k,n }, and {K̂
−2,−1,−1
k,n } is mutually orthogonal with
respect to their inner product 〈·, ·〉
L
−2,−1,−1, 〈·, ·〉
J
−2,−1,−1, 〈·, ·〉
K
−2,−1,−1, respectively.
Furthermore, for n ≥ 3, each of these three families is a basis for Vn(̟−2,−1,−1).
Proposition 9.7. For n ≥ 3,
∂1S
−2,−1,−1
n f = S
−1,−1,0
n−1 ∂1f,
∂3S
−2,−1,−1
n f = S
−1,0,−1
n−1 ∂3f.
(9.12)
For Vn(̟−1,−2,−1), we defined three inner products.
〈f, g〉
K
−2,−1,−1 :=〈∂xf, ∂xg〉
K
0,−2,0 + λ〈f, g〉
K
−2,−1 + f(0, 0)g(0, 0),
〈f, g〉L−1,−2,−1 :=〈∂yf, ∂yg〉
L
−1,−1,0 + λ1〈f, g〉
L
−2,−1,
〈f, g〉
J
−1,−2,−1 :=〈∂zf, ∂zg〉
J
0,−1,−1 + λ2〈f, g〉
J
−2,−1,
(9.13)
where where the first terms in the right hand are defined in previous sections, and the
second terms are defined by
〈f, g〉
K
−1,−2 :=
∫ 1
0
∂2zf(y1− y)∂
2
zg(y, 1− y)ydy + λ1∂yf(1, 0)∂yg(1, 0) + f(1, 0)g(1, 0),
〈f, g〉
L
−2,−1 :=
∫ 1
0
∂2zf(x, 0)∂
2
zg(x, 0)(1− x)dx + λ1∂zf(1, 0)∂zg(1, 0) + λ2f(1, 0)g(1, 0),
〈f, g〉J−2,−1 :=
∫ 1
0
∂2yf(x, 0)∂
2
zg(x, 0)(1− x)dx + λ1∂zf(0, 0)∂zg(0, 0) + λ2f(0, 0)g(0, 0).
Then, each of {K̂−2,−1,−1k,n }, {L̂
−2,−1,−1
k,n }, and {Ĵ
−2,−1,−1
k,n } is mutually orthogonal with
respect to their inner product 〈·, ·〉
K
−2,−1,−1, 〈·, ·〉
L
−2,−1,−1, 〈·, ·〉
J
−2,−1,−1, respectively.
Furthermore, for n ≥ 3, each family is a basis for Vn(̟−1,−2,−1).
Proposition 9.8. For n ≥ 3,
∂2S
−1,−2,−1
n f = S
−1,−1,0
n−1 ∂2f,
∂3S
−1,−2,−1
n f = S
0,−1,−1
n−1 ∂3f.
(9.14)
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10. Sobolev orthogonality with parameters (−2,−2,−2)
In this final section on our Sobolev orthogonality, we consider the case (−2,−2,−2).
The inner products we define depend on what we have done in the previous sections.
The orthogonal subspace is defined as before, but further modification is needed for
obtaining an orthonormal basis.
For f, g ∈W 22 , we defined an inner product
〈f, g〉
J
−2,−2,−2 :=〈∂3f, ∂3g〉
J
−1,−1,−2 + 〈f, g〉
J
−3,−2(10.1)
where
〈f, g〉J−3,−2 :=λ1
∫ 1
0
∂2y∂xf(0, y)∂
2
y∂xg(0, y)(1− y)dy
+ λ2∂y∂xf(0, 0)∂y∂xg(0, 0) + ∂xf(1, 0)∂xg(1, 0) + λ3f(0, 1)g(0, 1).
That this is an inner product can be seen as follows: 〈∂zf, ∂zf〉
J
−1,−1,−2 = 0 implies
that ∂3f(x, y) = 0, so that f(x, y) = g(x + y), hence, the part involving ∂
2
y∂x shows
that g(x) must be a quadratic polynomials, thus f(x, y) = a(x + y)2 + b(x + y) + c,
which is zero if it vanishes on the three corner points of the triangle.
We need to work with J−2,−2,−2k,n , which are given by
J−2,−2,−2k,n (x, y) = (x+ y)
kJ−2,−2k
(
y − x
x+ y
)
J2k−3,−2n−k (1− 2x− 2y), 0 ≤ k ≤ n.
In particular, we have
J−2,−2,−20,n (x, y) = J
−3,−2
n (1 − 2x− 2y),
J−2,−2,−21,n (x, y) =
1
2
(y − x)J−1,−2n−1 (1− 2x− 2y),
J−2,−2,−2n−1,n (x, y) = (x + y)
n−1J−2,−2n−1
(
y − x
x+ y
)(
2n− 4
2n− 5
− x− y
)
,
J−2,−2,−2n,n (x, y) = (x + y)
nJ−2,−2n
(
y − x
x+ y
)
.
The fact that the last factor in J−2,−2,−2n−1,n does not vanish on the boundary causes
potential problem in making this polynomial orthogonal to J−2,−2,−2m,m for, say,m = n−1
or n. Moreover, the factor y − x in J−2,−2,−21,n is also insufficient for 〈·, ·〉
J
−3,−2. For
these reasons we need to modify these polynomials to obtain an mutually orthogonal
basis.
What we need is to define a new family of polynomials from appropriate linear
combinations among J−2,−2,−2k,n , with n fixed, so that they are mutually orthogonal
with respect to the inner product (10.1). We first define following two polynomials:
F−2,−2,−2n (x, y) := J
−2,−2,−2
n−1,n (x, y)− 2J
−2,−2,−2
n,n (x, y),
G−2,−2,−2n (x, y) := J
−2,−2,−2
n−1,n (x, y) + 2J
−2,−2,−2
n,n (x, y).
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We then define a system of polynomials Ĵ−2,−2,−2k,n as follows:
Ĵ−2,−2,−20,0 (x, y) = 1, Ĵ
−2,−2,−2
0,1 (x, y) = x, Ĵ
−2,−2,−2
1,1 (x, y) = y +
2
3
x,
Ĵ−2,−2,−20,2 (x, y) =
1
2
(x+ y)(2− x− y), Ĵ−2,−2,−21,2 (x, y) = x
2 − 2x− y,
Ĵ−2,−2,−22,2 (x, y) = x
2 − 2x− y2, Ĵ−2,−2,−20,3 (x, y) =
1
6
(x+ y)(3 − (x+ y)2),
Ĵ−2,−2,−21,3 (x, y) =
1
6
(y3 − 2x3 + 3(1− y)(y + x2)),
Ĵ−2,−2,−22,3 (x, y) =
1
2
(x2 + (x + y)(1− x2)),
Ĵ−2,−2,−23,3 (x, y) =
1
12
(3y(1− x2) + x(3− x2))
and, for n ≥ 4,
Ĵ−2,−2,−2k,n = J
−2,−2,−2
k,n (x, y), k = 0 and 2 ≤ k ≤ n− 2,
Ĵ−2,−2,−21,n = J
−2,−2,−2
1,n (x, y) +
n− 2
2
J−2,−2,−20,n (x, y);
Ĵ−2,−2,−2n−1,n = G
−2,−2,−2
n (x, y),
Ĵ−2,−2,−2n,n = F
−2,−2,−2
n (x, y)−
n− 3
2n− 5
G−2,−2,−2n (x, y).
Let Vn(̟−2,−2,−2) be the space spanned by {J
−2,−2,−2
k,n , 0 ≤ k ≤ n}.
Proposition 10.1. For n ≥ 0, the polynomials Ĵ−2,−2,−2k,n , 0 ≤ k ≤ n, are mutually
orthogonal with respect to 〈f, g〉
J
−2,−2,−2. Furthermore, for n ≥ 4, {Ĵ
−2,−2,−2
k,n , 0 ≤ k ≤
n} is a basis for Vn(̟−2,−2,−2).
Proof. The case n = 0, 1, 2, 3 can be verified directly. For n ≥ 4, it is clear that
Ĵ−2,−2,−2k,n ∈ Vn(̟−2,−2,−2) for 0 ≤ k ≤ n. Thus, it remains to prove that they are
mutually orthogonal. These polynomials are defined so that they satisfy the relation
∂zĴ
−2,−2,−2
k,n (x, y) = Ĵ
−1,−1,−2
k−1,n−1 (x, y), 1 ≤ k ≤ n
and we have ∂zĴ
−1,−1,−2
0,n (x, y) = 0. Furthermore, for n ≥ 4, Ĵ
−1,−1,−2
k,n contains a
factor xy for k = n − 1 and k = n, Ĵ−1,−1,−2k,n contains a factor x
2 for 2 ≤ k ≤ n − 2,
and Ĵ−1,−1,−20,n . Moreover, Ĵ
−1,−1,−2
1,n is modified so that we have
∂xĴ
−1,−1,−2
1,n (x, y) = −J
−1,−2,−1
1,n−1 (x, y) = xJ
0,−1
n−1 (1− 2x− 2y)
by (4.17), which shows that ∂xĴ
−1,−1,−2
1,n (0, y) = 0 and ∂xĴ
−1,−1,−2
1,n (1, 0) = 0. In
particular, it follows that
〈f, Ĵ−2,−2,−2k,n 〉−2,−2,−2 = 〈∂zf, Ĵ
−1,−1,−2
k,n 〉−1,−1,−2, 1 ≤ k ≤ n,(10.2)
from which the orthogonality of Ĵ−2,−2,−2k,n and Ĵ
−2,−2,−2
l,n for either k ≥ 1 or l ≥ 1
follows readily. For the remaining case of k = l = 0, from ∂zĴ
−2,−2,−2
0,n (x, y) = 0, we
see that
〈f, Ĵ−2,−2,−20,n 〉−2,−2,−2 = 〈f, J
−2,−2,−2
0,n 〉−3,−2.(10.3)
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Since ∂xĴ
−1,−1,−2
0,n (0, 0) = 0 and Ĵ
−1,−1,−2
0,n (0, 1) = 0, we can verify that J
−2,−2,−2
0,n (0, y) =
J−3,−2n (1− 2y) are orthogonal polynomials with respect to 〈·, ·〉−1,0. The proof is com-
pleted. 
Proposition 10.2. For n ≥ 4, the systems {K−2,−2,−2k,n : 0 ≤ k ≤ n} and {L
−2,−2,−2
k,n :
0 ≤ k ≤ n} are both bases of Vn(̟−2,−,2,−2).
Proof. We give a proof only forK−2,−2,−2k,n , the other case is similar. These polynomials
are given by
K−2,−2,−2k,n (x, y) = (1− y)
kJ−2,−2k
(
2x
1− y
− 1
)
J2k−3,−2n−k (2y − 1).
Let g be a generic polynomial of degree at most n − 1. By (4.18) ∂zK
−2,−2,−2
k,n ∈
V(̟−1,−1,−2) for 0 ≤ k ≤ n, so that 〈∂3K
−2,−2,−2
k,n , ∂3g〉
J
−1,−1,−2 = 0 by Proposition
9.2. Next, we verify that 〈K−2,−2,−2k,n , g〉
J
−3,−2 = 0 as well.
From the definition of K−2,−,2,−2k,n , we deduce, by (2.10) and (2.3), that
K−2,−2,−2k,n (x, y) =
(n− 4)!
n!
x2(1 − x− y)2K2,−2,2k−4,n−4(x, y), k ≥ 4,
K−2,−2,−23,n (x, y) =
1
12
(1 + 2x− y)(1− x− y)2J3,−2n−3 (2y − 1),
K−2,−2,−22,n (x, y) =
1
2
(1− x− y)2J1,−2n−2 (2y − 1),
K−2,−2,−21,n (x, y) = −(1− 2x− y)J
−1,−2
n−1 (2y − 1).
(10.4)
For k ≥ 4, the factor x2(1 − x − y)2 implies that K−2,−2,−2k,n satisfies ∂
i
y∂xf(0, y) = 0,
∂xf(1, 0) = 0, and f(0, 1) = 0, so that 〈K
−2,−2,−2
k,n , g〉
J
−3,−2 = 0 follows trivially. For
1 ≤ k ≤ 3, the identities in (10.4) imply, using (2.10) if necessary, that K−2,−2,−2k,n
satisfies ∂xf(0, y) = 0 and f(0, 1) = 0. Furthermore, direct computation using (2.7)
and (2.10) also shows that ∂x∂yf(0, 0) = 0 for 1 ≤ k ≤ 3. Hence, we only need to
consider the integral over ∂y∂xf(0, y) in 〈·, ·〉
J
−3,−2. For k = 3, we use the identity
∂y∂x
[
(1 + 2x− y)(1− x− y)2φ(y)
]
= 6x[f(y) + (−1 + x+ y)f ′′(y)]
to conclude that ∂2y∂xK
−2,−2,−2
3,n (0, y) = 0, which shows that 〈K
−2,−2,−2
3,n , g〉
J
−3,−2 = 0.
For k = 2, a direct computation by (2.7) shows that
∂y∂xK
−2,−2,−2
2,n (0, y) = 2J
2,−1
n−3 (2y − 1)− (1− y)J
3,0
n−4(2y − 1) = (n− 1)J
1,0
n−3(2y − 1),
where the last identity follows from (2.13) with α = 2 and β = 0, which is the orthog-
onal polynomials with respect to (1 − y)dy on [0, 1], so that 〈K−2,−2,−22,n , g〉
J
−3,−2 = 0.
The last equation holds for k = 1 as well, since a quick computation using (2.7) gives
∂y∂xK
−2,−2,−2
1,n (0, y) = J
1,0
n−3(2y − 1). Finally, if k = 0, then ∂xK
−2,−2,−2
0,n (x, y) = 0
and it is easy to see that 〈K−2,−2,−20,n , g〉
J
−3,−2 = 0.
Putting these together, we see that 〈K−2,−2,−2k,n , g〉
J
−2−2,−2 = 0 for 0 ≤ k ≤ n and
n ≥ 4. Hence, K−2,−2,−2k,n belong to Vn(̟−2,−2,−2). The proof is completed. 
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By permutation, we can also define two more inner products that work withK−2,−2,−2k,n
and L−2,−2,−2k,n , respectively. We define
〈f, g〉
K
−2,−2,−2 :=〈∂1f, ∂1g〉
K
−1,−2,−1 + 〈f, g〉
K
−3,−2,(10.5)
where
〈f, g〉
K
−3,−2 :=λ1
∫ 1
0
∂2z∂yf(x, 1− x)∂
2
z∂yg(x, 1− x)(1 − x)dx
+ λ2∂z∂yf(0, 1)∂z∂yg(0, 1) + ∂yf(0, 0)∂yg(0, 0) + λ3f(1, 0)g(1, 0),
and
〈f, g〉
L
−2,−2,−2 :=〈∂2f, ∂2g〉
L
−2,−1,−1 + 〈f, g〉
L
−3,−2,(10.6)
where
〈f, g〉
L
−3,−2 :=λ1
∫ 1
0
∂2x∂zf(x, 0)∂
2
x∂xg(x, 0)xdx
+ λ2∂x∂zf(1, 0)∂x∂zg(1, 0) + ∂zf(0, 1)∂zg(0, 1) + λ3f(0, 0)g(0, 0).
For n ≥ 0, we define
K̂−2,−2,−2k,n (x, y) = Ĵ
−2,−2,−2
k,n (1 − x− y, x), 0 ≤ k ≤ n,
L̂−2,−2,−2k,n (x, y) = Ĵ
−2,−2,−2
k,n (y, 1− x− y), 0 ≤ k ≤ n.
Proposition 10.3. The system {K−2,−2,−2k,n : 0 ≤ k ≤ n, n = 0, 1, 2, ...} is mutually
orthogonal with respect to the inner product 〈·, ·〉K−2,−2,−2. The system {L
−2,−2,−2
k,n :
0 ≤ k ≤ n, n = 0, 1, 2, ...} is mutually orthogonal with respect to the inner product
〈·, ·〉
L
−2,−2,−2.
For n ≥ 4, the space Vn(̟−2,−2,−2) has three bases, Ĵ
−2,−2,−2
k,n , K̂
−2,−2,−2
k,n and
L̂−2,−2,−2k,n , which are mutually orthogonal with respect to their corresponding inner
product. Let
(10.7) proj−2,−2,−2n,J f =
n∑
k=0
f̂−2,−2,−2k,n Ĵ
−2,−2,−2
k,n ,
where f̂−2,−2,−2k,n is defined in terms of Ĵ
−2,−2,−2
k,n , and define proj
−2,−2,−2
n,K and proj
−2,−2,−2
n,L
similarly.
Proposition 10.4. For n ≥ 4,
proj−2,−2,−2n,J f = proj
−2,−2,−2
n,K f = proj
−2,−2,−2
n,L f =: proj
−2,−2,−2
n f.
Let S−2,−2,−2n,J denote the n-th partial sum operator of the orthogonal expansion
with respect to the J−2,−2,−2k,n family. Define S
−2,−2,−2
n,K and S
−2,−2,−2
n,L likewise. As in
the previous section, it follows from Proposition 10.4 that S−2,−2,−2n,J f = S
−2,−2,−2
n,K f =
S−2,−2,−2n,L f for n ≥ 3, which also implies the following theorem.
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Theorem 10.5. Let S−2,−2,−2n denote either one of the three partial sum operators.
For n ≥ 3,
∂1S
−2,−2,−2
n f = S
−1,−2,−1
n−1 ∂1f,
∂2S
−2,−2,−2
n f = S
−2,−1,−1
n−1 ∂2f,
∂3S
−2,−2,−2
n f = S
−1,−1,−2
n−1 ∂3f.
Proof. The proof follows along the same line of proof for Theorem 9.6. For ∂3, we use
∂3Ĵ
−2,−2,−2
k,n = Ĵ
−1,−1,−2
k−1,n−1 for 1 ≤ k ≤ n and = 0 for k = 0 and (10.2) to conclude that
∂3 proj
−2,−2,−2
n f = proj
−1,−1,−2
n−1 ∂3f , which proves the third identity. For ∂1 and ∂2
we use the expansion of projn f in K
−2,−2,−2
k,n and L
−2,−2,−2
k,n , respectively. 
11. Approximation and Orthogonal Expansions for ̟α,β,γ
Starting from this section, we study approximation in the Sobolev spaces. Through-
out the rest of this paper, we denote
‖f‖α,β,γ := ‖f‖L2(̟α,β,γ) and ‖f‖ = ‖f‖L2(̟0,0,0).
We also adopt the convention that c is a positive constant, possibly depending on
some fixed parameters, and its value may vary at each occurrence, and cα, cα,β ... are
such constants that depend on the parameters in their subscript. Also recall that the
relation A ∼ B means that 0 < c1 ≤ A/B ≤ c2.
Let f̂α,β,γk,n and proj
α,β,γ
n f be defined as in (1.6). As a consequence of the commuting
relations in (4.27), we can state the action of the derivatives in terms of the Fourier
coefficients. Let aα,βk,n be defined as in (4.15) and (4.16).
Proposition 11.1. Let f̂α,β,γk,n be defined as in (4.26). Then
∂̂1f
α+1,β,γ+1
k,n−1 = −a
α,β
k+1,nf̂
α,β,γ
k+1,n − f̂
α,β,γ
k,n
∂̂2f
α,β+1,γ+1
k,n−1 = a
β,α
k+1,nf̂
α,β,γ
k+1,n − f̂
α,β,γ
k,n ,
∂̂3f
α+1,β+1,γ
k,n−1 = f̂
α,β,γ
k+1,n.
(11.1)
Proof. We use the expression of projα,β,γn f in terms of J
α,β,γ
k,n . By (4.17),
∂1 proj
α,β,γ
n f =
n∑
k=0
f̂α,β,γk,n
(
−aα,βk,nJ
α+1,β,γ+1
k−1,n−1 − J
α+1,β,γ+1
k,n−1
)
=
n−1∑
k=0
(
−aα,βk+1,nf̂
α,β,γ
k+1,n − f̂
α,β,γ
k,n
)
Jα+1,β,γ+1k,n−1 .
By the first identity in (4.27), this gives the first identity in (11.1). Considering
∂2 proj
α,β,γ
n f and using the second identity in (4.27), we can deduce likewise the second
identity in (11.1). Finally, the third identity follows from taking ∂3 derivative of
projα,β,γn and using the third identity in (4.27). 
Definition 11.2. Let Wr2 (̟α,β,γ) be the Sobolev space that consists of those functions
f ∈ L2(̟α,β,γ) such that
∂mf ∈ L2(ωα+m̂1,β+m̂2,γ+m̂3), |m| ≤ r,
where m̂1 = m1 +m3, m̂2 = m2 +m3 and m̂3 = m1 +m2 for m ∈ N
3
0.
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We now state a theorem on approximation for functions in W 12 (̟α,β,γ). Recall that
for α, β, γ > −1 and f ∈ L2(̟α,β,γ), we denote by En(f)α,β,γ , in (1.7), the error of
the best approximation of f by polynomials of degree at most n.
Theorem 11.3. Let a, β, γ > −1. If f ∈ W12 (̟α,α,γ), then
En(f)α,β,γ ≤
cα,β,γ
n
[En−1(∂1f)α+1,β,γ+1(11.2)
+En−1(∂2f)α,β+1,γ+1 + En−1(∂3f)α+1,β+1,γ] .
Proof. By the definition of the partial sum operator, it is easy to see that
[En(f)α,β,γ ]
2 =
∥∥f − Sα,β,γn f∥∥2α,β,γ = ∞∑
m=n+1
m∑
k=0
∣∣∣f̂α,β,γk,m ∣∣∣2 hα,β,γk,m .(11.3)
Furthermore, applying the first two identities of (11.1), we obtain likewise
[En−1(∂1f)α+1,β,γ+1]
2
=
∞∑
m=n
m∑
k=0
∣∣∣aα,βk+1,m+1f̂α,β,γk+1,m+1 + f̂α,β,γk,m+1∣∣∣2 hα+1,β,γ+1k,m ,
[En−1(∂2f)α,β+1,γ+1]
2
=
∞∑
m=n
m∑
k=0
∣∣∣aβ,αk+1,m+1f̂α,β,γk+1,m+1 − f̂α,β,γk,m+1∣∣∣2 hα,β+1,γ+1k,m .
(11.4)
Moreover, applying the third identity of (11.1), we also obtain
[En−1(∂3f)α+1,β+1,γ]
2 =
∞∑
m=n
m∑
k=0
∣∣∣f̂α+1,β+1,γk+1,m+1 ∣∣∣2 hα+1,β+1,γk,m .(11.5)
We now use (11.4) and (11.5) to bound (11.3). If 0 ≤ k ≤ m/2, we have
hα,β,γk,m
hα+1,β,γ+1k,m−1
=
(2k + α+ β + 1)(2k + α+ β + 2)
(k + α+ 1)(k + α+ β + 1)(m− k)(m+ k + α+ β + γ + 2)
∼
1
m2
by (4.2); similarly, hα,β,γk,m /h
α,β+1,γ+1
k,m−1 ∼ m
−2. Furthermore, by (4.15), we see that
f̂α,β,γk,m =
k + α+ 1
2k + α+ β + 2
(aα,βk+1,mf̂
α,β,γ
k+1,m+f̂
α,β,γ
k,m )−
k + β + 1
2k + α+ β + 2
(aβ,αk+1,mf̂
α,β,γ
k+1,m−f̂
α,β,γ
k,m )
so that ∣∣∣f̂α,β,γk,m ∣∣∣2 ≤ 2 ∣∣∣aα,βk+1,mf̂α,β,γk+1,m + f̂α,β,γk,m ∣∣∣2 + ∣∣∣aβ,αk+1,mf̂α,β,γk+1,m − f̂α,β,γk,m ∣∣∣2 .
Consequently, it follows from (11.4) that
∞∑
m=n+1
⌊m
2
⌋∑
k=0
∣∣∣f̂α,β,γk,m ∣∣∣2 hα,β,γk,m ≤ cn2
∞∑
m=n+1
m∑
k=0
∣∣∣f̂α,β,γk,m ∣∣∣2min{hα+1,β,γ+1k,m−1 , hα,β+1,γ+1k,m−1 }
≤
c
n2
(
[En−1(∂1f)α+1,β,γ+1]
2
+ [En−1(∂2f)α,β+1,γ+1]
2
)
.
If k ≥ m/2, then k ∼ m so that, by (4.2),
hα,β,γk,m
hα+1,β+1,γk−1,m−1
=
1
k(k + α+ β + 1)
∼
1
m2
,
which implies that the corresponding portion of the sum in (11.3) is bounded by cn−2
multiple of [En−1(∂3f)α+1,β+1,γ ]
2
by (11.5). This completes the proof. 
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Iterating the estimate (11.2), we obtain the following estimate for f ∈W r2 .
Corollary 11.4. Let α, β, γ > −1. If f ∈ Wr2 (̟α,β,γ), then
(11.6) En(f)α,β,γ ≤
cα,β,γ
nr
∑
|m|=r
En−r(∂
mf)α+m̂1,β+m̂2,γ+m̂3 .
It is easy to see that W2r2 (̟α,β,γ) coincides with W
2r
2 in the Definition 1.1. Recall
the error E
(2r)
n−2r(f) of approximation in W
2r
2 , defined in (1.9). Iterating the estimate
in (11.6) gives the following corollary:
Corollary 11.5. Let s and r be two positive integers, s ≤ r. For f ∈ W2r2 ,
E
(2s)
n−2s(f) ≤ c n
2s−2rE
(2r)
n−2r.
12. Approximation by Sα,β,−1n f and its permutations
With respect to the inner product 〈·, ·〉
J
α,β,−1 discussed in Section 5, we consider
approximation behavior of the corresponding partial sum operators. Let Sα,β,−1n be
the n-th partial sum operator of f defined by
Sα,β,−1n f :=
n∑
k=0
projα,β,−1k f =
n∑
m=0
m∑
k=0
f̂α,β,−1k,m J
α,β,−1
k,m ,
where f̂α,β,−1k,m is defined as in (5.4).
Theorem 12.1. For f ∈ W12 (̟α,β,0) and n = 1, 2, 3, ...,∥∥f − Sα,β,−1n f∥∥α,β,0 ≤ cα,βn [En−1(∂1f)α+1,β,0 + En−1(∂2f)α,β+1,0] .(12.1)
Proof. By the identity (4.11) with γ = −1, we have
Jα,β,−1k,n (x, y) = J
α,β,0
k,n (x, y) + c
α,β
k,nJ
α,β,0
k,n−1(x, y),
where
cα,βk,n :=
n+ k + α+ β + 1
(2n+ α+ β)(2n+ α+ β + 1)
.
Hence, we see that
projα,β,−1n f(x, y) =
n∑
k=0
f̂α,β,−1k,n
(
Jα,β,0k,n (x, y) + c
α,β
k,nJ
α,β,0
k,n−1(x, y)
)
.
Consequently, it follows that
f − Sα,β,−1n f =
∞∑
m=n+1
projα,β,−1m f
=
n∑
k=0
f̂α,β,−1k,n+1 c
α,β
k,n+1J
α,β,0
k,n +
∞∑
m=n+1
m∑
k=0
(
f̂α,β,−1k,m + f̂
α,β,−1
k,m+1 c
α,β
k,m+1
)
Jα,β,0k,m .
Recall that hα,β,0k,n denotes the L
2 norm of Jα,β,0k,n . We obtain immediately that
‖f − Sα,β,−1n f‖
2
α,β,0 =
n∑
k=0
|f̂α,β,−1k,n+1 c
α,β
k,n |
2hα,β,0k,n
+
∞∑
m=n+1
m∑
k=0
∣∣∣f̂α,β,−1k,m + f̂α,β,−1k,m+1 cα,βk,m+1∣∣∣2 hα,β,0k,m .
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Using the fact that (A+B)2 ≤ 2A2 + 2B2, it follows that
‖f − Sα,β,−1n f‖
2
α,β,0 ≤ 2
∞∑
m=n
m∑
k=0
∣∣∣f̂α,β,−1k,m+1 ∣∣∣2 ((cα,βk,m+1)2hα,β,0k,m + hα,β,0k,m+1)(12.2)
+ 2
∞∑
m=n+1
∣∣∣f̂α,β,−1m,m ∣∣∣2hα,β,0m,m .
Now, for 0 ≤ k ≤ m− 1, we deduce from Proposition 11.1 that
f̂α,β,−1k,m+1 = −
(
k + α+ 1
2k + α+ β + 2
∂̂1f
α+1,β,0
k,m +
k + β + 1
2k + α+ β + 2
∂̂2f
α,β+1,0
k,m
)
.
Using the expression of hα,β,γk,n in (4.2), it is easy to see that h
α,β,0
k,m+1/h
α+1,β,0
k,m ≤ cm
−2
and hα,β,0k,m+1/h
α,β+1,0
k,m ≤ cm
−2, so that∣∣∣f̂α,β,−1k,m ∣∣∣2 hα,β,0k,m ≤ cm2
(∣∣∣f̂α+1,β,0k,m ∣∣∣2 hα+1,β,0k,m−1 + ∣∣∣f̂α,β+1,0k,m ∣∣∣2 hα,β+1,0k,m−1 ) .
Similarly, (cα,βk,m+1)
2hα,β,0k,m /h
α+1,β,0
k,m ≤ cm
−2 and (cα,βk,m+1)
2hα,β,0k,m /h
α,β+1,0
k,m ≤ cm
−2, so
that
|f̂α,β,−1k,m+1 |
2(cα,βk,m+1)
2hα,β,0k,m ≤ cm
−2
(
|f̂α+1,β,0k,m |
2hα+1,β,0k,m + |f̂
α,β+1,0
k,m |
2hα,β+1,0k,m−1
)
Finally, we can also deduce from (11.1) that
f̂α,β,−γn,n = −
(
∂̂1f
α+1,β,γ+1
n−1,n−1 − ∂̂2f
α,β+1,γ+1
n−1,n−1
)
and from (4.2) that hα,β,0m,m /h
α+1,β,0
m−1,m−1 ≤ cm
−2. Together, they show that∣∣∣f̂α,β,−1m+1,m+1∣∣∣2hα,β,0m+1,m+1 ≤ cm2
(∣∣∣∂̂1fα+1,β,0m,m ∣∣∣2hα,β+1,0m,m + ∣∣∣∂̂2fα,β+1,0m,m ∣∣∣2hα,β+1,0m,m ) .
Substituting these inequalities into (12.2) proves the estimate
‖f − Sα,β,−1n f‖
2
α,β,0 ≤
2cα,β
(2n+ α+ β + 3)2
∞∑
m=n
m∑
k=0
∣∣∣∂̂1fα+1,β,0k,m ∣∣∣2hα+1,β,0k,m
+
2cα,β
(2n+ α+ β + 3)2
∞∑
m=n
m∑
k=0
∣∣∣∂̂2fα,β+1,0k,m ∣∣∣2hα,β+1,0k,m ,
which is exactly the estimate (12.1) by the Parseval identity for the orthogonal expan-
sions in L2(̟α+1,β,0) and in L
2(̟α,β+1,0), respectively. 
A more careful analysis shows that cα,β/n in the statement of the theorem can be
replaced by a more precise 2/(n+ α+ β + 3) when n ≥ 4.
We can also deduce an analogue of Theorem 12.1 for the two permutations of
(α, β,−1). These estimates will be needed later in the paper, so we record them
below.
Theorem 12.2. For f ∈ W12 (̟α,0,γ) and n = 1, 2, 3, ...,∥∥f − Sα,−1,γn f∥∥α,0,γ ≤ cα,γn [En−1(∂2f)α,0,γ+1 + En−1(∂3f)α+1,0,γ ] .(12.3)
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Theorem 12.3. For f ∈ W12 (̟0,β,γ) and n = 1, 2, 3, ...,∥∥f − S−1,β,γn f∥∥0,β,γ ≤ cβ,γn2 [En−1(∂3f)0,β+1,γ + En−1(∂1f)0,β,γ+1] .(12.4)
13. Approximation by S−1,−1,γn f and its permutations
We define by S−1,−1,γn the n-th partial sum operator defined by
S−1,−1,γn f :=
n∑
k=0
proj−1,−1,γk f =
n∑
m=0
m∑
k=0
f̂−1,−1,γk,m J
−1,−1,γ
k,m ,
where f̂−1,−1,γk,m is defined as in (6.7). From the commuting of the projection operators
and derivatives given in Theorem 6.5, we can deduce the fowling relations:
Proposition 13.1. Let f̂α,β,γk,n be defined with respect to the basis J
α,β,γ
k,n . Then
∂̂1∂2f
0,0,γ+2
0,m = f̂
−1,−1,γ
0,m+2 +
m+ 2
2
f̂−1,−1,γ1,m+2 −A0,m+2f̂
−1,−1,γ
2,m+2 ,
∂̂1∂2f
0,0,γ+2
k,m = f̂
−1,−1,γ
k,m+2 −Ak,m+2f̂
−1,−1,γ
k+2,m+2, k ≥ 1,
(13.1)
where
Ak,m :=
(m+ k)(m+ k + 1)
4(2k + 1)(2k + 3)
.(13.2)
Proof. It is easy to see that (11.1) works even when α and β are negative integers.
Hence, the identity (13.1) follows from combining the first two identities of (11.1) and
using aα,α+1k+1,m−1 − a
α,α
k+1,m = 0 for α = −1 and k ≥ 1, whereas this quantity is equal to
m/2 when a = −1 and k = 0 by (4.16). 
Proposition 13.2. For f ∈ W12 (̟0,0,γ),
(13.3) [En−1(∂3f)0,0,γ ]
2
=
∞∑
m=n
m∑
k=0
∣∣∣f̂−1,−1,γk+1,m+1∣∣∣2 h0,0,γk,m
and
[En−2(∂1∂2f)0,0,γ+2]
2
=
∞∑
m=n−1
∣∣∣∣f̂−1,−1,γ0,m+2 + m+ 22 f̂−1,−1,γ1,m+2 −A0,m+2f̂−1,−1,γ2,m+2
∣∣∣∣2 h0,0,γ+20,m
+
∞∑
m=n−1
m∑
k=1
∣∣∣f̂−1,−1,γk,m+2 −Ak,m+2f̂−1,−1,γk+2,m+2∣∣∣2 h0,0,γ+2k,m .(13.4)
Proof. Since the proof of Proposition 11.1 is a formal manipulation of formulas, it
holds also when α = β = −1. Since [En−1(∂3f)0,0,γ ]
2
= ‖∂3f − S
0,0,γ
n−1 (∂3f)‖
2
0,0,γ , the
identity (13.3) follows from the third identity of (11.1). Likewise, (13.4) follow from
(13.1). 
Theorem 13.3. For f ∈ W 12 (̟0,0,γ) ∩W
2
2 (̟0,0,γ+2) and n = 2, 3, . . .,∥∥f − S−1,−1,γn f∥∥0,0,γ ≤ c1,γn En−1(∂3f)0,0,γ + c2,γn2 En−2(∂1∂2f)0,0,γ+2.(13.5)
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Proof. By Proposition 4.5 with α = β = −1, we see that, for k 6= 1,
J−1,−1,γk,m (x, y) =J
0,0,γ
k,m (x, y) + e
γ
0,k,mJ
0,0,γ
k−2,m(x, y)(13.6)
+ dγ1,k,mJ
0,0,γ
k,m−1(x, y) + e
γ
1,k,mJ
0,0,γ
k−2,m−1(x, y)
+ dγ2,k,mJ
0,0,γ
k,m−2(x, y) + e
γ
2,k,mJ
0,0,γ
k−2,m−2(x, y),
where the coefficients are given explicitly by
dγ1,k,m :=
−2(m− k + γ)
(2m+ γ − 1)(2m+ γ + 1)
,
dγ2,k,m :=
(m− k + γ − 1)2
(2m+ γ − 2)2(2m+ γ − 1)2
,
eγ0,k,m :=
−(m− k + 1)2
4(2k − 3)(2k − 1)
,
eγ1,k,m :=
(m− k + 1)(m+ k − 1)(m− k + γ − 1)
2(2k − 3)(2k − 1)(2m+ γ − 1)(2m+ γ + 1)
,
eγ2,k,m :=
−(m+ k − 2)2(m+ k + γ − 2)2
4(2k − 3)(2k − 1)(2m+ γ − 2)2(2m+ γ − 1)2
,
whereas for k = 1,
J−1,−1,γ1,m (x, y) =J
0,0,γ
1,m (x, y) +
m
2
J0,0,γ0,m (x, y)(13.7)
+ dγ1,1,mJ
0,0,γ
1,m−1(x, y) +
m
2
dγ1,0,mJ
0,0,γ
0,m−1(x, y)
+ dγ2,1,mJ
0,0,γ
1,m−2(x, y) +
m
2
dγ2,0,mJ
0,0,γ
0,m−2(x, y),
where we have used the fact that τ−1,0m − τ
−1,−1
m = 0 when m 6= 1 and it is equal to
−1/2 when m = 1.
Let dγ0,k,m := 1. Substituting the relations (13.6) and (13.7) into f −S
−1,−1,γ
n f and
rearranging the sums, we conclude that
f−S−1,−1,γn f =
∞∑
m=n+1
m∑
k=0
f̂−1,−1,γk,m J
−1,−1,γ
k,m
=
∞∑
m=n+1
2∑
i=0
∞∑
m=n+1
[ (
dγi,0,m
(
f̂−1,−1,γ0,m +
m
2
f̂−1,−1,γ1,m
)
eγi,2,mf̂
−1,−1,γ
2,m
)
J0,0,γ0,m−i
+
m−i∑
k=1
(
dγi,k,mf̂
−1,−1,γ
k,m + e
γ
i,k+2,mf̂
−1,−1,γ
k+2,m
)
J0,0,γk,m−i
]
.
Recall that h0,0,γk,m denotes the L
2 norm of J0,0,γk,m . It follows immediately that
‖f−S−1,−1,γn f‖
2
0,0,γ
≤
2∑
i=0
∞∑
m=n+1
∞∑
m=n+1
[ ∣∣∣dγi,0,m(f̂−1,−1,γ0,m + m2 f̂−1,−1,γ1,m )eγi,2,mf̂−1,−1,γ2,m ∣∣∣2 h0,0,γ0,m−i
+
m−i∑
k=1
∣∣∣dγi,k,mf̂−1,−1,γk,m + eγi,k+2,mf̂−1,−1,γk+2,m ∣∣∣2 h0,0,γk,m−i].(13.8)
We need to bound the right hand side of (13.8) by these two quantities.
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For the sum with i = 0 in the right hand side of (13.8), we divided the sum over k
into three parts. For 1 ≤ k ≤ m/2, we have the identity
f̂−1,−1,γk,m + e
γ
0,k+2,mf̂
−1,−1,γ
k+2,m =
(
f̂−1,−1,γk,m −Ak,mf̂
−1,−1,γ
k+2,m
)
+
m
2(2k + 3)
f̂−1,−1,γk+2,m .
For 1 ≤ k ≤ m/2, we have m − k ∼ m, which shows, by (4.2), that h0,0,γk,m ≤
cm−4h0,0,γ+2k,m−2 and we also have
m2
k2 h
0,0,γ
k,m ≤ cm
−2h0,0,γk+1,m−1 by (4.2). Hence, it follows
that
∞∑
m=n+1
⌊m
2
⌋∑
k=1
∣∣∣f̂−1,−1,γk,m + eγ0,k+2,mf̂−1,−1,γk+2,m ∣∣∣2 h0,0,γk,m ≤ c ∞∑
m=n+1
m−2
⌊m
2
⌋∑
k=1
∣∣∣f̂−1,−1,γk+1,m ∣∣∣2 h0,0,γk,m−1
+ c
∞∑
m=n+1
m−4
⌊m
2
⌋∑
k=1
∣∣∣f̂−1,−1,γk,m −Ak,mf̂−1,−1,γk+2,m ∣∣∣2 h0,0,γ+2k,m−2
≤ cn−2 [En−1(∂3f)0,0,γ ]
2 + cn−4 [En−2(∂1∂2f)0,0,γ+2]
2 .
The same argument evidently applies to the case k = 0 as well. For m/2 ≤ k ≤ m, we
have |eγ0,k+2,m| ≤ c using k ∼ m, and the sum is bounded by cn
−2 [En−1(∂3f)0,0,γ ]
2
,
using h0,0,γk,m ≤ cm
−2h0,0,γk−1,m−1, which requires k ∼ m, and h
0,0,γ
k,m ≤ cm
−2h0,0,γk+1,m−1,
which holds for all k.
The other two sums in the right hand side of (13.8) are worked out along the same
line. We shall be brief. For the second sum, with i = 1, we have
dγ1,k,mf̂
−1,−1,γ
k,m + e
γ
1,k+2,mf̂
−1,−1,γ
k+2,m
=dγ1,k,m(f̂
−1,−1,γ
k,m −Ak,mf̂
−1,−1,γ
k+2,m )−Bk,mf̂
−1,−1,γ
k+2,m ,
where
Bk,m =
(γ + 1)(m+ k + 1)
2(2k + 3)(2m+ γ − 1)(2m+ γ + 1)
.
This is used for 1 ≤ k ≤ m/2, for which we bounded the sum on the first part in
the right hand side by cn−4 [En−2(∂1∂2f)0,0,γ+2]
2, using |dγ1,k,m| ≤ m
−1 and h0,0,γk,m ≤
cm−2h0,0,γ+2k,m−1 , which holds under m − k ∼ m, whereas we bounded the sum on the
second part in the right hand side by cn−2 [En−1(∂3f)0,0,γ ]
2
, using Bk,m ≤ c
1
m2
m
k and
m2
k2 h
0,0,γ
k+1,m ≤ cm
−2h0,0,γ+2k+1,m−1 ≤ c, again under m− k ∼ m. For m/2 ≤ k ≤ m, we use
|dγ1,k,m+1| ≤ cm
−1 and |eγ1,k+2,m+1| ≤ cm
−1, as well as h0,0,γk,m ≤ ch
0,0,γ
k±1,m, which holds
under k ∼ m, to bound the sum by cn−2 [En−1(∂3f)0,0,γ ]
2.
For the third term in the right hand side of (13.8), we have
dγ2,k,mf̂
−1,−1,γ
k,m + e
γ
2,k+2,mf̂
−1,−1,γ
k+2,m
=dγ2,k,m(f̂
−1,−1,γ
k,m −Ak,mf̂
−1,−1,γ
k+2,m )−Bk,mf̂
−1,−1,γ
k+2,m .
where
Bk,m =
(m+ γ)(m+ k)2
2(2k + 3)(2m+ γ − 2)(2m+ γ − 1)2(2m+ γ)
.
Notice that Bk,m is again bounded by c
1
m2
m
k . In this case, the case for 0 ≤ k ≤ m/2
follows by using h0,0,γk,m ≤ ch
0,0,γ+2
k,m and
m2
k2 h
0,0,γ
k,m ≤ ch
0,0,γ
k+1,m when m− k ∼ m. Finally,
the sum for m/2 ≤ k ≤ m follows by using |d2,k,m+2|
γ ≤ cm−2 and |e2,k+2,m+2|
γ ≤
cm−2 as well as h0,0,γk,m ≤ cm
2h0,0,γk±1,m+1 when k ∼ m. 
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We can also derive analogues of Theorem 13.3 for the two permutations of (−1,−1, γ).
They are recorded below for latter use.
Theorem 13.4. For f ∈ W 12 (̟0,β,0) ∩W
2
2 (̟0,β+2,0) and n = 2, 3, . . .,∥∥f − S−1,β,−1n f∥∥0,β,0 ≤ c1,βn En−1(∂1f)0,β,0 + c2,βn2 En−2(∂2∂3f)0,β+2,0.(13.9)
Theorem 13.5. For f ∈ W 12 (̟α,0,0) ∩W
2
2 (̟α+2,0,0), and n = 2, 3, . . .,∥∥f − Sα,−1,−1n f∥∥α,0,0 ≤ c1,αn En−1(∂2f)α,0,0 + c2,αn2 En−2(∂3∂1f)α+2,0,0.(13.10)
14. Approximation by S−1,−1,−1n f and the proof of Theorem 1.1.
Let S−1,−1,−1n be the n-th partial sum of the orthogonal expansion defined by
S−1,−1,−1n f :=
n∑
k=0
proj−1,−1,−1n f =
n∑
m=0
m∑
k=0
f̂−1,−1,−1k,m J
−1,−1,−1
k,m ,
where f̂−1,−1,−1k,m are defined as in (7.6). Our main result in this section is as follows:
Theorem 14.1. Let f ∈ W22 . Then∥∥∂1f − ∂1S−1,−1,−1n f∥∥ ≤ cn(En−2(∂2∂1f)0,0,1 + En−2(∂1∂3f)1,0,0),∥∥∂2f − ∂2S−1,−1,−1n f∥∥ ≤ cn(En−2(∂1∂2f)0,0,1 + En−2(∂2∂3f)0,1,0),∥∥∂3f − ∂3S−1,−1,−1n f∥∥ ≤ cn(En−2(∂1∂3f)1,0,0 + En−2(∂2∂3f)0,1,0),
(14.1)
and ∥∥f − S−1,−1,−1n f∥∥ ≤ cn2 (En−2(∂1∂2f)0,0,1 + En−2(∂2∂3f)0,1,0(14.2)
+ En−2(∂3∂1f)1,0,0
)
.
We note that that Theorem 1.1 follows immediately from this theorem. In fact, the
estimate on the derivatives in (14.1) is more refined than what we stated in Theorem
1.2.
For the proof, we start with the following proposition:
Proposition 14.2. For f ∈ W22 (̟−1,−1,−1).
[En(∂1∂3f)1,0,0]
2
+ [En(∂2∂3f)0,1,0]
2
(14.3)
= 2
∞∑
m=n+1
m∑
k=0
(∣∣∣f̂−1,−1,−1k,m+2 ∣∣∣2 + (m+ k + 3)24(2k + 3)2 ∣∣∣f̂−1,−1,−1k+2,m+2 ∣∣∣2
)
h1,0,0k,m ,
and, with Ak,m given in (13.2),
[En−2(∂1∂2f)0,0,1]
2
=
∞∑
m=n−1
∣∣∣∣f̂−1,−1,−10,m+2 + m+ 22 f̂−1,−1,−11,m+2 −A0,m+2f̂−1,−1,−12,m+2
∣∣∣∣2 h0,0,10,m
+
∞∑
m=n−1
m∑
k=1
∣∣∣f̂−1,−1,−1k,m+2 −Ak,m+2f̂−1,−1,−1k+2,m+2 ∣∣∣2 h0,0,1k,m .(14.4)
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Proof. Since (11.1) holds if one or all of α, β, γ are equal to −1, applying (11.1) twice
and using the explicit formulas for aα,βk,n in (4.15), we obtain
∂̂1∂3f
1,0,0
k,m = −f̂
−1,−1,−1
k,m+2 − a
0,0
k+1,m+1f̂
−1,−1,−1
k+2,m+2 ,
∂̂2∂3f
0,1,0
k,m = −f̂
−1,−1,−1
k,m+2 + a
0,0
k+1,m+1f̂
−1,−1,−1
k+2,m+2 ,
Since En(f)α,β,γ = ‖f −S
α,β,γ
n f‖α,β,γ, it then follows immediately from the definition
of Sα,β,γn that
[En(∂1∂3f)1,0,0]
2 =
∞∑
m=n+1
m∑
k=0
∣∣∣f̂−1,−1,−1k,m+2 + a0,0k+1,m+1f̂−1,−1,−1k+2,m+2 ∣∣∣2 h1,0,0k,m
[En(∂2∂3f)0,1,0]
2
=
∞∑
m=n+1
m∑
k=0
∣∣∣f̂−1,−1,−1k,m+2 − a0,0k+1,m+1f̂−1,−1,−1k+2,m+2 ∣∣∣2 h0,1,0k,m .
Since h1,0,0k,m = h
0,0,1
k,m by (4.2), we combine the two terms and use the explicit formula
of a0,0k+1,m+1 to obtain (14.3). The identity (14.4) is exactly (13.4), which holds for
γ = −1 since (13.1) does. 
Proof of Theorem 14.1. The derivative estimates are direct consequences of Theorem
7.5 and the estimates in Section 5.
For the proof of the function estimate, we first derive, from (4.11), the identity
J−1,−1,−1k,m = J
−1,−1,0
k,m + τ
−1,2k−1
m−k J
−1,−1,0
k,m−1 ,
where
τ−1,2k−1m−k =
m+ k − 1
2(m− 1)(2m− 1)
=
1
2(2m− 1)
(
1 +
k
m− 1
)
.
By the triangle inequality, we see that
‖f − S−1,−1,−1n f‖ =
∥∥∥ ∞∑
m=n+1
m∑
k=0
f̂−1,−1,−1k,m J
−1,−1,−1
k,m
∥∥∥
≤
∥∥∥ ∞∑
m=n+1
m∑
k=0
f̂−1,−1,−1k,m J
−1,−1,0
k,m
∥∥∥+ ∥∥∥ ∞∑
m=n+1
m∑
k=0
f̂−1,−1,−1k,m τ
−1,2k−1
m−k J
−1,−1,0
k,m−1
∥∥∥.(14.5)
We can then apply the expansion of J−1,−1,γk,m in (13.6), with γ = 0, and bound the
right hand side of (14.5) as in the proof of Theorem 13.3 by the two quantities in (14.3)
and (14.4).
We first work with the first sum in the right hand side of (14.5). The proof is
parallel to that of Theorem 13.3. Indeed, we have an analog of (13.8) in which f̂−1,−,1,γk,m
becomes f̂−1,−1,−1k,m but h
0,0,γ
k,m becomes h
0,0,0
k,m ; that is,
‖f − S−1,−1,0n f‖
2
≤
2∑
i=0
∞∑
m=n+1
∞∑
m=n+1
[ ∣∣∣d0i,0,m(f̂−1,−1,−10,m + m2 f̂−1,−1,−11,m )e0i,2,mf̂−1,−1,−12,m ∣∣∣2 h0,0,00,m−i
+
m−i∑
k=1
∣∣∣d0i,k,mf̂−1,−1,−1k,m + e0i,k+2,mf̂−1,−1,−1k+2,m ∣∣∣2 h0,0,0k,m−i].(14.6)
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Since (14.4) is exactly (13.4) with γ = −1 and h0,0,1k,m ∼ h
0,0,2
k,m for 0 ≤ k ≤ m/2, by
(4.2), the essential part of the proof that uses (14.4) follows exactly as in the proof of
Theorem 13.3. Moreover, when we need to use (14.3) instead of (13.3), we gain a m−2
as can be easily seen from h0,0,0k,m ∼ m
−2 k2
m2h
1,0,0
k+1,m−1 and h
0,0,0
k,m ∼ m
−2(m
2
k2 h
1,0,0
k−1,m−1),
both of which follow from (4.2). Hence, the right hand side of (14.6) is bounded cn−2
multiple of the quantities in (14.3) and (14.4) exactly as in the proof of Theorem 13.3.
This takes care of the first term.
For the second sum in the right hand side of (14.5), we write it as a sum of
two according to the sum τ−1,2k−1m−k =
1
2(2m−1) +
1
2(2m−1)
k
m−1 . The first sum is ex-
actly as before, apart from the factor 12(2m−1) , and it follows exactly as before since
h0,0,0k,m−1 ∼ m
2h0,0,0k,m , taking care of the fact that the second sum is over J
−1,−1,0
k,m−1 instead
of J−1,−1,0k,m . For the second sum, we need to modify the proof since f̂
−1,−,1,γ
k,m becomes
1
2(2m−1) f̂
−1,−1,−1
k,m
k
m−1 . Clearly, the factor
1
2(2m−1) can be used with h
0,0,0
k,m−1 ∼ m
2h0,0,0k,m
again. For the sum of i = 0 in the right hand side of (14.6), with km−1 factor, we write,
for k ≥ 1,
k
m− 1
f̂−1,−1,−1k,m + e
0
0,k+2,m
k + 1
m− 1
f̂−1,−1,−1k+2,m
=
k
m− 1
(
f̂−1,−1,−1k,m + e
0
0,k+2,mf̂
−1,−1,−1
k+2,m
)
+
1
m− 1
e00,k+2,mf̂
−1,−1,−1
k+2,m .
Since k/(m− 1) is bounded, the sum over the first term in the right hand side works
as before, and we are left with bounding the sum over | 1m−1e
0
0,k+2,mf̂
−1,−1,−1
k+2,m |
2h0,0,0k,m ,
which is easily seen to be bounded, using h0,0,0k,m−1 ∼ m
2h0,0,0k,m again, by cn
−6 multiple
of (14.3), with n−2 to spare. The same proof works for k = 0, where the additional
m/2 accompanying f̂−1,−1,−11,m is (14.6) gives a bound cn
−4 multiple of (14.3). The
two sums of i = 1 and i = 2 can be estimated in exactly the same way. We omit the
details. 
15. Approximation by S−1,−1,−2n and its permutations
We assume m ≥ 3 below. Recall that an orthonormal basis for Vm(W−1,−1,−2)
under 〈·, ·〉
J
−1,−1,−2 in (9.1) consists of Ĵ
−1,−1,−2
k,m , which are equal to J
−1,−1,−2
k,m if 0 ≤
k ≤ m− 2, and
Ĵ−1,−1,−2m−1,m =J
−1,−1,−2
m−1,m + 2J
−1,−1,−2
m,m
Ĵ−1,−1,−2m,m =
m− 1
2m− 3
J−1,−1,−2m−1,m −
2(3m− 5)
2m− 3
J−1,−1,−2m,m .
The Fourier coefficients f̂−1,−1,−2k,m are defined with respect to this basis. For 0 ≤ k ≤ m,
we define ĝk,m by
ĝk,m =

f̂−1,−1,−2k,m , 0 ≤ k ≤ m− 2,
f̂−1,−1,−2m−1,m +
m−1
2m−3 f̂
−1,−1,−2
m,m , k = m− 1,
2f̂−1,−1,−2m−1,m −
2(3m−5)
2m−3 f̂
−1,−1,−2
m,m , k = m.
(15.1)
It is then easy to see that
proj−1,−1,−2m f =
m∑
k=0
f̂−1,−1,−2k,m Ĵ
−1,−1,−2
k,m =
m∑
k=0
ĝk,mJ
−1,−1,−2
k,m .
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Lemma 15.1. Let ĝk,m be defined as in (15.1). Then
[En−2(∂1∂2f)0,0,0]
2 =
∞∑
m=n−1
∣∣∣∣ĝ0,m+2 + m+ 22 ĝ1,m+2 −A0,m+2ĝ2,m+2
∣∣∣∣2 h0,0,00,m
+
∞∑
m=n−1
m∑
k=1
|ĝk,m+2 −Ak,m+2ĝk+2,m+2|
2
h0,0,0k,m ,(15.2)
and, with Ak,m given in (13.2),[
En(∂
2
1∂3f)2,0,0
]2
+
[
En(∂
2
2∂3f)0,2,0
]2
(15.3)
= 2
∞∑
m=n+1
m∑
k=0
(
|dk+2,m+3ĝk+2,m+3|
2
+ |ĝk+1,m+3 + ck+3,m+3ĝk+3,m+3|
2
)
h2,0,0k,m ,
where
dk+2,m+3 =
m+ k + 4
2(k + 2)
, ck+3,m+3 =
(k + 1)(m+ k + 4)(m+ k + 5)
4(k + 2)(2k + 3)(2k + 5)
.
Proof. Since the proof of (13.1) can be derived from the derivatives of Jα,β,γk,n and the
identity ∂1∂2 proj
−1,−1,γ
n f = proj
0,0,γ+2
n−2 (∂1∂2f), it also holds for γ = −2 with ĝk,m in
place of f̂−1,−1,−2. Consequently, (15.2) follows. Now, using (4.17) repeatedly, it is
easy to see that
∂21∂3J
−1,−1,−2
k,m =ck,mJ
2,0,0
k−3,m−3 + dk,mJ
2,0,0
k−2,m−3 + J
2,0,0
k−1,m−3,
∂22∂3J
−1,−1,−2
k,m =ck,mJ
0,2,0
k−3,m−3 − dk,mJ
0,2,0
k−2,m−3 + J
0,2,0
k−1,m−3.
where ck,m = a
0,0
k−1,m−1a
1,0
k−2,m−2 and dk,m = a
0,0
k−1,m−1+a
1,0
k−1,m−2, which can be given
explicitly by (4.15).
By (9.10) and relations in Section 5, ∂21∂3 proj
−1,−1,−2
m f = proj
2,0,0
m−3(∂
2
1∂3f) and
∂22∂3 proj
−1,−1,−2
m f = proj
2,0,0
m−3(∂
2
2∂3f). Together, these allow us to derive that
∂̂21∂3f
2,0,0
k,m =ck+3,m+3ĝk+3,m+3 + dk+2,m+3ĝk+2,m+3 + ĝk+1,m+3,
∂̂22∂3f
0,2,0
k,m =ck+3,m+3ĝk+3,m+3 − dk+2,m+3ĝk+2,m+3 + ĝk+1,m+3,
which can be used in the series of
[
En(∂
2
1∂3f)2,0,0
]2
and
[
En(∂
2
2∂3f)0,2,0
]2
, respectively.
Since h2,0,0k,m = h
0,2,0
k,m , combining the two series leads to (15.3). 
Let S−1,−1,−2n be the n-th partial sum of the orthogonal expansion defined by
S−1,−1,−2n f :=
n∑
k=0
proj−1,−1,−2n f.
Theorem 15.2. For f ∈ W 22 and n = 3, 4, . . .,
‖f − S−1,−1,−2n f‖ ≤
c1
n2
En−2(∂1∂2f)0,0,0(15.4)
+
c2
n3
[
En−3(∂
2
1∂2f)2,0,0 + En−3(∂
2
2∂3f)0,2,0
]
.
Proof. We assume m ≥ 3 below. By (4.11), we deduce that
(15.5) Jα,α,−2k,m = J
α,α,0
k,m + u
α
k,mJ
α,α,0
k,m−1 + v
α
k,mJ
α,α,0
k,m−2,
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where
uαk,m =τ
−1,2k+2α+1
m−k + τ
−2,2k+2α+1
m−k =
2(m+ k + 2α+ 1)
(2m+ 2α− 1)(2m+ 2α+ 1)
,
vαk,m =τ
−2,2k+2α+1
m−k τ
−1,2k+2α+1
m−k−1 =
(m+ k + 2α)(m+ k + 2α+ 1)
4(m+ α− 1)(m+ α)(2m+ 2α− 1)2
.
For α = −1, we conclude, by the triangle inequality, that
‖f − S−1,−1,−2n f‖ =
∥∥∥ ∞∑
m=n+1
m∑
k=0
ĝk,mJ
−1,−1,−2
k,m
∥∥∥
≤
∥∥∥ ∞∑
m=n+1
m∑
k=0
ĝk,mJ
−1,−1,0
k,m
∥∥∥+ ∥∥∥ ∞∑
m=n+1
m∑
k=0
u−1k,mĝk,mJ
−1,−1,0
k,m−1
∥∥∥(15.6)
+
∥∥∥ ∞∑
m=n+1
m∑
k=0
v−1k,mĝk,mJ
−1,−1,0
k,m−2
∥∥∥
We need to bound the three sums in the right hand side of (15.6) by the quantities in
(15.3) and (15.2).
The estimate of the first sum is parallel to that of Theorem 14.1, which goes back
to the proof of Theorem 13.3. First of all, (15.2) is the same as (13.4), if we replace
f̂−1,−,1,γk,m by ĝk,m ∼ f̂
−1,−1,−2 and h0,0,γ+20,m by h
0,0,0
0,m . We have three sums as in the
right hand side of (14.6) with f̂−1,−,1,γk,m replaced by ĝk,m. Since h
0,0,0
k,m ∼ h
0,0,2
k,m for
0 ≤ k ≤ m/2, by (4.2), the part of the proof of Theorem 13.3 that uses (15.2) works
exactly in the current case. For the part |mk ĝk+2,m|
2h0,0,0k,m for 0 ≤ k ≤ m/2, we use
h0,0,0k,m ≤ cm
−6m2
k2 h
2,0,0
k,m−3 and h
0,0,0
k,m ≤ cm
−6m2
k2 h
2,0,0
k−2,m−3 to bound it by cn
−6 multiple
of the right hand side of (15.3). The parts that involve Bk,m in the sums of i = 1
and i = 2 are handled similarly. The case k ≥ m/2 can be bounded straightforwardly
as in the proof of Theorem 13.3. For example, for the sum with i = 1, we use the
fact that |d1,k,m+1| ≤ cm
−1 and |e1,k,m+1| ≤ cm
−1, and h0,0,0k,m ≤ cm
−4m2
k2 h
2,0,0
k,m−2 and
h0,0,0k,m ≤ cm
−4m2
k2 h
2,0,0
k−2,m−2 to show that term is bound by cn
−6 multiplied by the right
hand side of (15.3). The other two cases, i = 0 and i = 2, are handled similarly.
For the second and the third sums in the right hand side of (15.6), we need to
modify our proof since ĝk,m is replaced by ĝk,mu
−1
k,m and ĝk,mv
−1
k,m, respectively. Since
u−1k,m =
2(m− 1)
(2m− 3)(2m− 1)
+
2k
(2m− 3)(2m− 1)
v−1k,m =
1
4(2m− 3)2
+
k
4(2m− 3)(m− 2)(m− 1)
+
k2
4(2m− 3)2(m− 2)(m− 1)
.
the modification can be carried out as in the proof of Theorem 14.1. The sums that have
the main terms of u−1k,m and u
−1
k,m can be bounded similarly, since h
0,0,0
k,m ∼ m
2h0,0,0k,m+1 ∼
m4h0,0,0k,m+2. The remaining terms contain extra factors of
k
m in the case of u
−1
k,m,
k
m
and k
2
m2 in the case of v
−1
k,m. They can be easily handled because of the extra negative
powers of m. In the case of u−1k,m, this follows just as in the modification in the proof
of Theorem 14.1, so is the k4(2m−3)(m−2)(m−1) part of v
−1
k,m. In the remaining case of
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v−1k,m, we can write, for example,
k2
m2
ĝk,m+
(k + 1)2
m2
e0i,k+2,mĝk+2,m
=
k2
m2
(
ĝk,m + e
0
i,k+2,mĝk+2,m
)
+
2k + 1
m2
e0i,k+2,mĝk+2,m
Again the sum for the first term works as before since k2/m2 ≤ 1, and the sum over
the remaining cases can be easily bounded by (15.3). We omit the details. 
We can also derive estimate on the approximation of the first order derivatives by
using Theorem 9.6 and the estimates in Section 5. Since these are just intermediate
results in between Theorem 1.2 and Theorem 1.3, we shall not state them.
We can also derive analogues of Theorem 15.2 for the two permutations of (−1,−1, γ).
They are recorded below for latter use.
Theorem 15.3. For f ∈ W 22 and n = 3, 4, . . .,
‖f − S−1,−2,−1n f‖ ≤
c1
n2
En−2(∂2∂3f)0,0,0(15.7)
+
c2
n3
[
En−3(∂1∂
2
2f)2,0,0 + En−3(∂1∂
2
3f)0,2,0
]
.
Theorem 15.4. For f ∈ W 22 and n = 3, 4, . . .,
‖f − S−2,−1,−1n f‖ ≤
c1
n2
En−2(∂1∂3f)0,0,0(15.8)
+
c2
n3
[
En−3(∂2∂
2
3f)2,0,0 + En−3(∂2∂
2
1f)0,2,0
]
.
16. Approximation by S−2,−2,−2n f and proof of Theorem 1.3
Let S−2,−2,−2n be the n-th partial sum of the orthogonal expansion defined by
S−2,−2,−2n f :=
n∑
k=0
proj−2,−2,−2n f
where proj−2,−2,−2n are defined as in (16.1). Our main result in this section is as follows:
Theorem 16.1. For f ∈ W 22 , let pn = S
−2,−2,−2
n f . Then
‖f − pn‖ ≤
c1
n3
En−3(∂1∂2∂3)
+
c2
n4
[
En−4(∂
2
1∂
2
2)2,0,0 + En−4(∂
2
2∂
2
3)0,2,0 + En−4(∂
2
3∂
2
1)0,0,2
]
,
‖∂1f − ∂1pn‖ ≤
c1
n2
En−3(∂1∂2∂3) +
c2
n3
[
En−4(∂
2
1∂
2
2)0,0,2 + En−4(∂
2
3∂
2
1)2,0,0
]
,
‖∂2f − ∂1pn‖ ≤
c1
n2
En−3(∂1∂2∂3) +
c2
n3
[
En−4(∂
2
2∂
2
3)0,2,0 + En−4(∂
2
2∂
2
1)0,0,2
]
,
|∂3f − ∂3pn‖ ≤
c1
n2
En−3(∂1∂2∂3) +
c2
n3
[
En−4(∂
2
1∂
2
3)2,0,0 + En−4(∂
2
3∂
2
2)0,2,0
]
,
and
‖∂1∂2f − ∂1∂2pn‖ ≤
c1
n
En−3(∂1∂2∂3) +
c2
n2
En−4(∂
2
1∂
2
2)0,0,2,
‖∂2∂3f − ∂2∂3pn‖ ≤
c1
n
En−3(∂1∂2∂3) +
c2
n2
En−4(∂
2
2∂
2
3)0,2,0,
‖∂3∂1f − ∂3∂1pn‖ ≤
c1
n
En−3(∂1∂2∂3) +
c2
n2
En−4(∂
2
3∂
2
1)2,0,0.
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We note that Theorem 1.2 follows immediately from this theorem by applying (11.2)
on En−3(∂1∂2∂3). Furthermore, the estimate on the derivatives in Theorem 16.1 is
more refined than what we stated in Theorem 1.3.
We assume m ≥ 4 below. First we recall that a mutually orthogonal basis for
Vm(W−1,−1,−2) consists of Ĵ
−2,−2,−2
k,m , which are equal to J
−2,−2,−2
k,m if k = 0 or 2 ≤ k ≤
m− 2, and
Ĵ−2,−2,−21,m =J
−2,−2,−2
1,m +
m− 2
2
J−2,−2,−20,m
Ĵ−2,−2,−2m−1,m =J
−2,−2,−2
m−1,m + 2J
−2,−2,−2
m,m
Ĵ−2,−2,−2m,m =
m− 2
2m− 5
J−2,−2,−2m−1,m −
2(3m− 8)
2m− 5
J−2,−2,−2m,m .
Let f̂−2,−2,−2k,n be defined as in (16.1) For 0 ≤ k ≤ m, we define ĝk,m by
ĝk,m =

f̂−2,−2,−20,m +
m−2
2 f̂
−2,−2,−2
1,m , k = 0
f̂−2,−2,−2k,m , 0 ≤ k ≤ m− 2,
f̂−2,−2,−2m−1,m +
m−2
2m−5 f̂
−2,−2,−2
m,m , k = m− 1,
2f̂−2,−2,−2m−1,m −
2(3m−8)
2m−5 f̂
−2,−2,−2
m,m , k = m.
It is easy to see then
(16.1) proj−2,−2,−2m f =
m∑
k=0
f̂−2,−2,−2k,m Ĵ
−1,−1,−2
k,m =
m∑
k=0
ĝk,mJ
−2,−2,−2
k,m .
Lemma 16.2. Let ĝk,m be defined as in (16.1). Then
[En(∂1∂2∂3f)0,0,0]
2 =
∞∑
m=n+1
(∣∣∣∣ĝ1,m+3 + m+ 22 ĝ2,m+3 −A3,m+3ĝ3,m+3
∣∣∣∣2 h0,0,00,m
+
m∑
k=1
|ĝk+1,m+3 −Ak+3,m+3ĝk+3,m+3|
2
h0,0,0k,m
)
,(16.2)
where
Ak+3,m+3 =
(m+ k + 2)(m+ k + 3)
4(2k + 1)(2k + 3)
,
and
[
En(∂
2
1∂
2
3f)2,0,0
]2
+
[
En(∂
2
2∂
2
3f)0,2,0
]2
=
∞∑
m=n+1
m∑
k=0
(
|pk+3,m+4ĝk+3,m+4|
2
h2,0,0k,m
+ |ĝk+2,m+4 + qk+4,m+4ĝk+4,m+4|
2
h2,0,0k,m
)
,(16.3)
where
pk+3,m+4 =
m+ k + 4
2(k + 2)
, qk+4,m+4 =
(k + 1)(m+ k + 4)(m+ k + 5)
4(k + 2)(2k + 3)(2k + 5)
,
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and, furthermore,[
En(∂
2
1∂
2
2f)0,0,2
]2
=
∞∑
m=n+1
∣∣∣∣ĝ0,m+4 + s2,m+4(ĝ2,m+4 − m+ 44 ĝ3,m+4
)
+ t4,m+4ĝ4,m+4
∣∣∣∣2 h0,0,20,m
+
(∣∣∣∣ĝ1,m+4 + m+ 32 ĝ2,m+4 + s3,m+4ĝ3,m+4 + t5,m+4ĝ5,m+4
∣∣∣∣2 h0,0,21,m(16.4)
+
m∑
k=2
|ĝk,m+4 + sk+2,m+4ĝk+2,m+4 + tk+4,m+4ĝk+4,m+4|
2
h0,0,2k,m
)
,
where
sk+2,m+4 = −
(m+ k + 2)(m+ k + 3)
2(2k − 1)(2k + 3)
,
tk+4,m+4 =
(m+ k + 2)(m+ k + 3)(m+ k + 4)(m+ k + 5)
16(2k + 1)(2k + 3)2(2k + 5)
.
Proof. Using (4.17) three times, it is easy to see that
∂1∂2∂3J
−2,−2,−2
2,m = J
0,0,0
1,m−3 +
m− 1
2
J0,0,00,m−3,
∂1∂2∂3J
−2,−2,−2
k,m = J
0,0,0
k−1,m−3 −Ak,mJ
0,0,0
k−3,m−3, k 6= 2,
where Ak,m = a
−2,−2
k,m a
−2,−1
k−1,n−1. Hence, by ∂1∂2∂3 proj
−2,−2,−2
n f = proj
0,0,0
n−3 (∂1∂2∂3f),
it follows that
̂∂1∂2∂3f
0,0,0
0,m = ĝ1,m+3 +
m+ 2
2
ĝ2,m+3 −A3,m+3ĝ3,m+3,
̂∂1∂2∂3f
0,0,0
k,m = ĝk+1,m+3 −Ak+3,m+3ĝk+3,m+3, k ≥ 1,
from which (16.2) follows immediately. The proof of (16.3) follows along the same line,
using
∂21∂
2
3J
−2,−2,−2
k,m = J
2,0,0
k−2,m−4 + pk,mJ
2,0,0
k−3,m−4 + qk,mJ
2,0,0
k−4,m−4,
∂22∂
2
3J
−2,−2,−2
k,m = J
0,2,0
k−2,m−4 − pk,mJ
0,2,0
k−3,m−4 + qk,mJ
0,2,0
k−4,m−4,
where pk,m = a
−2,−2
k,m a
−1,−2
k,n−1 and qk,m = a
−2,−2
k,m a
−1,−2
k−1,n−1, which leads to
∂̂21∂
2
3f
2,0,0
k,m = ĝk+2,m+4 + pk+3,m+4ĝk+3,m+4 + qk+4,m+4ĝk+4,m+4,
∂̂22∂
2
3f
0,2,0
k,m = ĝk+2,m+4 − pk+3,m+4ĝk+3,m+4 + qk+4,m+4ĝk+4,m+4.
The identity (16.3) follows from these relations since h2,00k,m = h
0,2,0
k,m . Finally, the proof
of (16.4) relies on
∂21∂
2
2J
−2,−2,−2
1,m = J
0,0,2
1,m−4, ∂
2
1∂
2
2J
−2,−2,−2
2,m = J
0,0,2
2,m−4 +
m− 1
2
J0,0,21,m−4 + s2,mJ
0,0,2
0,m−4,
∂21∂
2
2J
−2,−2,−2
3,m = J
0,0,2
3,m−4 + s3,mJ
0,0,2
1,m−4 −
m
4
s2,mJ
0,0,2
0,m−4,
∂21∂
2
2J
−2,−2,−2
k,m = J
0,0,2
k,m−4 + sk,mJ
0,0,2
k−2,m−4 + tk,mJ
0,0,2
k−4,m−4, k ≥ 4,
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where s2,m = −a
−1,−1
2,m−2a
−1,0
1,m−3, sk,m = −(a
−1,−1
k,m−2a
−1,0
k−1,m−3 + a
−2,−2
k,m a
−2,−1
k−1,m−1) and
tk,m = a
−2,−2
k,m a
−2,−1
k−1,m−1a
−1,−1
k−2,m−2a
−1,0
k−3,m−3 for k ≥ 3. These identities are derived
from applying (4.17) repeatedly; for k ≥ 3, we used the identity aα,α+1k,m−1 = a
α,α
k,m, which
holds when α, k,m satisfy the condition (a) in Proposition 4.6, and we need to use
(4.17) under the condition (b) when k = 1, 2 and 3. From ∂21∂
2
2 proj
−2,−2,−2
n f =
proj0,0,2n−4 (∂
2
1∂
2
2f), it follows that
∂̂21∂
2
2f
0,0,2
0,m = ĝ0,m+4 + s2,m+4
(
ĝ2,m+4 +
m+ 4
4
ĝ3,m+4
)
+ t4,m+4ĝ4,m+4,
∂̂21∂
2
2f
0,0,2
1,m = ĝ1,m+4 +
m+ 3
2
ĝ2,m+4 + s3,m+4ĝ3,m+4 + t5,m+4ĝ5,m+4,
∂̂21∂
2
2f
0,0,2
k,m = ĝk,m+4 + sk+2,m+4ĝk+2,m+4 + tk+4,m+4ĝk+4,m+4,
from which (16.4) follows readily. 
Proof of Theorem 16.1. Our main task is to estimate ‖f−pn‖. The estimate for the first
order partial derivatives follow directly from Theorem 10.5 and the estimate in (15.4),
(15.7) and (15.8). Moreover, the estimate for the second order partial derivatives follow
form the commuting relation derived from Theorem 10.5, (9.9), (9.12) and (9.14), and
the estimates in Section 6.
We assume m ≥ 4 below. By (15.5), we can deduce as in the proof of Theorem 15.2
that
‖f − S−2,−2,−2n f‖
2 =
∥∥∥∥∥
∞∑
m=n+1
m∑
k=0
ĝk,mJ
−2,−2,−2
k,m
∥∥∥∥∥
≤
∥∥∥∥∥
∞∑
m=n+1
m∑
k=0
ĝk,mJ
−2,−2,0
k,m
∥∥∥∥∥+
∥∥∥∥∥
∞∑
m=n+1
m∑
k=0
ĝk,mu
−2
k,mJ
−2,−2,0
k,m−1
∥∥∥∥∥(16.5)
+
∥∥∥∥∥
∞∑
m=n+1
m∑
k=0
ĝk,mv
−2
k,mJ
−2,−2,0
k,m−2
∥∥∥∥∥ .
We need to bound the right hand side of (16.5) by the three quantities in (16.2), (16.3)
and (16.4). Since u−2k,m and v
−2
k,m behavior similarly as u
−1
k,m and v
−1
k,m, the second and the
third sums can be bounded similarly as the first sum, by appropriate modifications of
the proof as in the proof of Theorem 15.2. We shall omit the details of the modification
and concentrating on the estimate of the first sum.
Now, by Proposition 4.5 and (13.6), we derive that, for k 6= 2, 3,
J−2,−2,0k,m (x, y) =J
0,0,0
k,m (x, y) + v0,k,mJ
0,0,0
k−2,m(x, y) + w0,k,mJ
0,0,0
k−4,m(x, y)
+u1,k,mJ
0,0,0
k,m−1(x, y) + v1,k,mJ
0,0,0
k−2,m−1(x, y) + w1,k,mJ
0,0,0
k−4,m−1(x, y)
+u2,k,mJ
0,0,0
k,m−2(x, y) + v2,k,mJ
0,0,0
k−2,m−2(x, y) + w2,k,mJ
0,0,0
k−4,m−2(x, y)
+u3,k,mJ
0,0,0
k,m−3(x, y) + v3,k,mJ
0,0,0
k−2,m−3(x, y) + w3,k,mJ
0,0,0
k−4,m−3(x, y)
+u4,k,mJ
0,0,0
k,m−4(x, y) + v4,k,mJ
0,0,0
k−2,m−4(x, y) + w4,k,mJ
0,0,0
k−4,m−4(x, y),
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for k = 3,
J−2,−2,03,m (x, y) = J
0,0,0
3,m (x, y) + v0,3,mJ
0,0,0
1,m (x, y) +
2
m+1w0,3,mJ
0,0,0
0,m (x, y)
+u1,3,mJ
0,0,0
3,m−1(x, y) + v1,3,mJ
0,0,0
1,m−1(x, y) +
2
mw1,3,mJ
0,0,0
0,m−1(x, y)
+u2,3,mJ
0,0,0
3,m−2(x, y) + v2,3,mJ
0,0,0
1,m−2(x, y) +
2
m−1w2,3,mJ
0,0,0
0,m−2(x, y)
+u3,3,mJ
0,0,0
3,m−3(x, y) + v3,3,mJ
0,0,0
1,m−3(x, y) +
2
m−2w3,3,mJ
0,0,0
0,m−3(x, y)
+u4,3,mJ
0,0,0
3,m−4(x, y) + v4,3,mJ
0,0,0
1,m−4(x, y) +
2
m−3w4,3,mJ
0,0,0
0,m−4(x, y),
and for k = 2,
J−2,−2,02,m (x, y) = J
0,0,0
2,m (x, y) +
m−1
2 J
0,0,0
1,m (x, y) + v0,2,mJ
0,0,0
0,m (x, y)
+u1,2,mJ
0,0,0
2,m−1(x, y) +
m−1
2 u1,1,mJ
0,0,0
1,m−1(x, y) + v1,2,mJ
0,0,0
0,m−1(x, y)
+u2,2,mJ
0,0,0
2,m−2(x, y) +
m−1
2 u2,1,mJ
0,0,0
1,m−2(x, y) + v2,2,mJ
0,0,0
0,m−2(x, y)
+u3,2,mJ
0,0,0
2,m−3(x, y) +
m−1
2 u3,1,mJ
0,0,0
1,m−3(x, y) + v3,2,mJ
0,0,0
0,m−3(x, y)
+u4,2,mJ
0,0,0
2,m−4(x, y) +
m−1
2 u4,1,mJ
0,0,0
1,m−4(x, y) + v4,2,mJ
0,0,0
0,m−4(x, y),
where
v0,k,m := −
(m− k + 1)2
2(2k − 1)(2k − 5)
, w0,k,m :=
(m− k + 1)4
16(2k − 7)(2k − 5)2(2k − 3)
,
u1,k,m := −
4(m− k)
(2m− 3)(2m+ 1)
, v1,k,m :=
(m− k + 1)((2m− 1)2 + (2k − 1)(2k − 5))
2(2k − 1)(2k − 5)(2m− 3)(2m+ 1)
,
w1,k,m := −
(m− k + 1)3(m+ k − 3)
2
4(2k − 7)(2k − 5)2(2k − 3)(2m− 3)(2m+ 1)
,
u2,k,m :=
3(m− k − 1)2
2m(m− 2)(2m− 3)(2m− 1)
,
v2,k,m := −
3(k − 2)2(k − 1)2 −m(m− 2)(2(k − 2)(k − 1) + 3(m− 1)2)
4(2k − 1)(2k − 5)m(m− 2)(2m− 3)(2m− 1)
,
w2,k,m :=
3(m− k + 1)2(m+ k − 4)
2(m+ k − 3)2
32(2k − 7)(2k − 5)2(2k − 3)m(m− 2)(2m− 3)(2m− 1)
,
u3,k,m := −
(m− k − 2)3
(m− 2)(m− 1)(2m− 5)(2m− 3)2(2m− 1)
,
v3,k,m :=
(m− k)(m+ k − 3)2(7 + 2k(k − 3) + 2m(m− 3))
4(2k − 1)(2k − 5)(m− 2)(m− 1)(2m− 5)(2m− 3)2(2m− 1)
,
w3,k,m := −
(m− k − 1)(m+ k − 5)2(m+ k − 4)2(m+ k − 3)2
16(2k − 7)(2k − 5)2(2k − 3)(m− 2)(m− 1)(2m− 5)(2m− 3)2(2m− 1)
,
u4,k,m :=
−(m− k − 3)4
16(m− 3)(m− 2)2(m− 1)(2m− 5)2(2m− 3)2
,
v4,k,m := −
(m− k − 1)2(m+ k − 4)
2(m+ k − 3)2
32(2k − 1)(2k − 5)(m− 3)(m− 2)2(m− 1)(2m− 5)2(2m− 3)2
,
w4,k,m :=
(m+ k − 6)24
256(2k− 7)(2k − 5)2(2k − 3)(m− 3)(m− 2)2(m− 1)(2m− 5)2(2m− 3)2
,
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Let u0,k,m := 1. Writing J
−2,−2,−2
k,m in terms of J
0,0,0
k,m and rearranging the terms in the
summation, it is not difficult to see that
f−S−2,−2,−2n f =
∞∑
m=n+1
m∑
k=0
ĝk,mJ
−2,−2,−2
k,m
=
∞∑
m=n+1
4∑
i=0
[(
ui,0,mĝ0,m + vi,2,mĝ2,m +
2
m+1−iwi,3,mĝ3,m + wi,4,mĝ4,m
)
J0,0,00,m−i
+
(
ui,1,m(ĝ1,m +
m−1
2 ĝ2,m) + vi,3,mĝ3,m + wi,5,mĝ5,m
)
J0,0,01,m−i
+
m−i∑
k=2
(ui,k,mĝk,m + vi,k+2,mĝk+2,m + wi,k+4,m ĝk+4,m)J
0,0,0
k,m−i
]
.
Consequently, by the triangle inequality and the orthogonality of J0,0,0k,m , we conclude
that
‖f − S−2,−2,−2n f‖
2
≤
4∑
i=0
∞∑
m=n+1
[∣∣∣ui,0,mĝ0,m + vi,2,mĝ2,m + 2m+1−iwi,3,mĝ3,m + wi,4,mĝ4,m∣∣∣2 h0,0,00,m−i
+
∣∣ui,1,m(ĝ1,m + m−12 ĝ2,m) + vi,3,mĝ3,m + wi,5,mĝ5,m∣∣2 h0,0,01,m−i(16.6)
+
m−i∑
k=2
|ui,k,mĝk,m + vi,k+2,mĝk+2,m + wi,k+4,mĝk+4,m|
2
h0,0,0k,m−i
]
.
We now bound the right hand side of (16.6) by the sum of the three quantities in
(16.2), (16.3) and (16.4).
For each fixed i, there are three cases: k = 0, k = 1 and 2 ≤ k ≤ m. The estimates
below are tedious, but by no means difficult. We shall be brief and only give full detail
for the case i = 0.
For i = 0 and 2 ≤ k ≤ m, a direct verification shows that
ĝk,m + v0,k+2,mĝk+2,m+w0,k+4,mĝk+4,m = (ĝk,m + sk+2,mĝk+2,m + tk+4,mĝk+4,m)
+ m−12k+3 (ĝk+2,m +Ak+4,mĝk+4,m) +
m(m−1)
5(2k+3)(2k+5) ĝk+4,m.(16.7)
Thus, the sum over k is bounded by three sums whose summands are the three terms,
under absolute value, in the right hand side of (16.7). Together with the summation
overm, we see that the first sum is bounded by cm−8 multiple of the quantity in (16.4)
when 0 ≤ k ≤ m/2, since h0,0,0k,m ∼ m
−8h0,0,2k,m−4 when m−k ∼ m according to (4.2), and
it is bounded by cm−8 multiple of the quantity in (16.3) when k ≥ m/2, where we work
with the sum over pk,m, since h
0,0,0
k,m ∼ m
−8h2,0,0ℓ,m−4 for ℓ = k − 3, k − 1 and k + 1 when
k ∼ m; the second sum is bounded by cm−6 multiple of the quantity in (16.2), since
(m2/k2)h0,0,0k,m ∼ m
−6h0,0,0k+1,m−3; and the third sum is bounded by cm
−8 multiple of the
quantity in (16.3), working with the sum of pk,m, since (m
2/k2)h0,0,0k,m ∼ m
−6h2,0,0k+1,m−4.
For i = 0 and k = 1, a direct verification shows that
ĝ1,m +
m−1
2 ĝ2,m + v0,3,mĝ3,m + w0,5,mĝ5,m = (ĝ1,m +
m−1
2 + s3,mĝ3,m + t5,mĝ5,m)
+ m−15 (ĝ3,m +A5,mĝ5,m) +
m(m−1)
140 ĝ5,m.(16.8)
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Similarly, for i = 0 and k = 0, a direct verification shows that
ĝ0,m + v0,2,mĝ2,m +
2
m+1w0,3,mĝ3,m + w0,4,mĝ4,m(16.9)
= (ĝ0,m + s2,m
(
g2,m −
m
4 ĝ3,m
)
+ t5,mĝ5,m) +
m−1
3 (ĝ2,m +A4,mĝ4,m) +
m(m−1)
60 ĝ4,m.
It is easy to see that both these cases follow exactly as in the case of 2 ≤ k ≤ m. This
completes the estimate for the case i = 0.
The other four cases are estimated similarly. In place of (16.7), we have the identity
ui,k,mĝk,m+vi,k+2,mĝk+2,m + wi,k+4,mĝk+4,m(16.10)
=ui,k,m(ĝk,m + sk+2,mĝk+2,m + tk+4,mĝk+4,m)
+ λi,k,m (ĝk+2,m +Ak+4,mĝk+4,m) + µi,k,mĝk+4,m,
where λi,k,m and µi,k are rational functions of k and m. In all four cases, there is no
need to divide the sum over k into two sums over k ≤ m/2 and k ≥ m/2, respectively.
For the three terms corresponding to the right hand side of (16.10), the first sum
works since u2i,k,mh
0,0,0
k,m−i ≤ cm
−8h0,0,2k,m−4, the second sum works since λ
2
i,k,mh
0,0,0
k,m−i ≤
cm−6h0,0,0k+1,m−3, and the third sum works since µ
2
i,k,mh
0,0,0
k,m−i ≤ cm
−8m2
k2 h
2,0,0
k+1,m−4,
where m
2
k2 comes from pk,m. Similarly, in pace of (16.8), we have
bi,1,m(ĝ1,m+
m−1
2 ĝ2,m) + vi,3,mĝ3,m + wi,5,mĝ5,m
=bi,1,m(ĝ1,m +
m−1
2 + s3,mĝ3,m + t5,mĝ5,m)
+ λi,1,m (ĝ3,m +A5,mĝ5,m) + µi,1,mĝ5,m,
and, in pace of (16.9), we have
ui,0,mĝ0,m+vi,2,mĝ2,m +
2
m+1−iwi,3,mĝ3,m + wi,4,mĝ4,m
=ui,0,m(ĝ0,m + s2,m
(
g2,m −
m
4 ĝ3,m
)
+ t5,mĝ5,m)
+ λi,0,m (ĝ2,m +A4,mĝ4,m) + µi,0,mĝ4,m.
Both cases can be handled as in the case of 2 ≤ k ≤ m. We omit the details. 
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