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Abstract
Motivated by comparative genomics, Chen et al. [9] introduced the Maximum Duo-preservation
String Mapping (MDSM) problem in which we are given two strings s1 and s2 from the same al-
phabet and the goal is to find a mapping pi between them so as to maximize the number of
duos preserved. A duo is any two consecutive characters in a string and it is preserved in the
mapping if its two consecutive characters in s1 are mapped to same two consecutive characters
in s2. The MDSM problem is known to be NP-hard and there are approximation algorithms for
this problem [3, 5, 13], but all of them consider only the “unweighted” version of the problem
in the sense that a duo from s1 is preserved by mapping to any same duo in s2 regardless of
their positions in the respective strings. However, it is well-desired in comparative genomics to
find mappings that consider preserving duos that are “closer” to each other under some distance
measure [19].
In this paper, we introduce a generalized version of the problem, called the Maximum-Weight
Duo-preservation String Mapping (MWDSM) problem that captures both duos-preservation and
duos-distance measures in the sense that mapping a duo from s1 to each preserved duo in s2
has a weight, indicating the “closeness” of the two duos. The objective of the MWDSM problem is
to find a mapping so as to maximize the total weight of preserved duos. In this paper, we give
a polynomial-time 6-approximation algorithm for this problem.
1 Introduction
Strings comparison is one of the central problems in the field of stringology with many applications
such as in Data Compression and Bioinformatics. One of the most common goals of strings compar-
ison is to measure the similarity between them, and one of the many ways in doing so is to compute
the edit distance between them. The edit distance between two strings is defined as the minimum
number of edit operations to transform one string into the other. In biology, during the process of
DNA sequencing for instance, computing the edit distance between the DNA molecules of different
species can provide insight about the level of “synteny” between them; here, each edit operation is
considered as a single mutation.
∗Appeared in proceedings of the 23rd International Computing and Combinatorics Conference (COCOON
2017) [18]. This work was done when the author was at the University of Waterloo.
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s1: b a c b d c d d b a a c
s2: a c d b b c a d d a c b
Figure 1: An instance of the MDSM problem in which the mapping pi preserves three duos.
In the simplest form, the only edit operation that is allowed in computing the edit distance is to
shift a block of characters; that is, to change the order of the characters in the string. Computing
the edit distance under this operation reduces to the Minimum Common String Partition (MCSP)
problem, which was introduced by Goldstein et al. [14] (see also [21]) and is defined as follows. For
a string s, let P (s) denote a partition of s. Given two strings s1 and s2 each of length n, where s2 is
a permutation of s1, the objective of the MCSP problem is to find a partition P (s1) of s1 and P (s2)
of s2 of minimum cardinality such that P (s2) is a permutation of P (s1). The problem is known to
be NP-hard and even APX-hard [14].
Recently, Chen et al. [9] introduced a maximization version of the MCSP problem, called the
Maximum Duo-preservation String Mapping (MDSM) problem. A duo in a string s is a pair of
consecutive characters in s. For two strings s1 and s2, where s2 is a permutation of s1 under a
mapping pi, we say that a duo is preserved in the mapping pi, if its two consecutive characters are
mapped to same two consecutive characters in s2. Notice that if partitions P (s1) and P (s2) are a
solution of size r for an instance of the MCSP problem, then this solution can be used to obtain
a mapping pi from s1 to s2 that preserve n − r duos. As such, given two strings s1 and s2, the
objective of the MDSM problem is to compute a mapping pi from s1 to s2 that preserves a maximum
number of duos. See Figure 1 for an example.
Related Work. Since the MCSP problem is NP-hard [14], there has been many works on de-
signing polynomial-time approximation algorithms for this problem [10, 11, 12, 14, 17]. The best
approximation results thus far are an O(log n log∗ n)-approximation algorithm for the general ver-
sion of the problem [12], and an O(k)-approximation for the k-MCSP problem [12] (the k-MCSP
is a variant of the problem in which each character can appear at most k times in each string).
In terms of the parameterized complexity, the problem is known to be fixed-parameter tractable
with respect to k and the size of an optimal partition [6, 16], as well as the size of an optimal
solution only [7]. For the MDSM problem, we observe that since the MCSP problem is NP-hard [14],
the MDSM problem (i.e., its maximization version) is also NP-hard, and in fact even APX-hard [4].
Moreover, the problem is also shown to be fixed-parameter tractable with respect to the number
of duos preserved [2]. Boria et al. [4] gave a 4-approximation algorithm for the MDSM problem,
which was subsequently improved to algorithms with approximation factors of 7/2 [3], 3.25 [5] and
(recently) (2 + ) for any  > 0 [13].
Motivation and Problem Statement. Observe that in the MDSM problem mapping a duo from
s1 to a preserved duo in s2 does not consider the position of the two duos in s1 and s2. In Figure 1,
for instance, the first ac in s1 is mapped to the second ac in s2 and the second ac in s1 is mapped
to the first ac in s2. But, another (perhaps more realistic) mapping would be the one that maps
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the first ac in s1 to the first ac in s2 and the second one in s1 to the second one in s2. The
latter mapping would become more desirable when solving the problem on strings of extremely long
length. In fact, considering the applications of the MDSM problem in comparative genomics, it is
much more desirable to find mappings that take into account the position of the preserved features
in the two sequences [19, 15]. One reason behind this is the fact that focusing on giving priority
to preserving features that are “closer” to each other (distance-wise under some distance measure)
provides better information about the “synteny” of the corresponding species [19, 15].
In this paper, we introduce a more general variant of the MDSM problem, called the Maximum-
Weight Duo-preservation String Mapping (MWDSM) problem. In this problem, in addition to s1 and
s2, we are also given a weight function defined on pairs of duos that considers the position of the
duos in s1 and s2, and so better captures the concept of “synteny” in comparative genomics. Now,
the objective becomes maximizing the total weight of the preserved duo (instead of maximizing the
number of them). Let us define the problem more formally. For a string s, we denote by D(s) the set
of all duos in s ordered from left to right. For example, if s = acbbda, thenD(s) = {ac, cb, bb, bd, da}.
Definition 1.1 (The MWDSM Problem). Let s1 and s2 be two strings of length n. Moreover, let
w : D(s1)×D(s2)→ R+ denote a weight function. Then, the MWDSM problem asks for a mapping pi
from s1 to s2 that preserve a set S of duos such that∑
d∈S
w(d, pi(d))
is maximized over all such sets S, where pi(d) denotes the duo in s2 to which d ∈ s1 is mapped.
We note that the weight function is very flexible in the sense that it can capture any combination
of duos-preservation and duos-distance measures. To our knowledge, this is the first formal study
of a “weighted version” of the MDSM problem.
Our Result. Notice that the MWDSM problem is NP-hard as its unweighted variant (i.e., the
MDSM problem) is known to be NP-hard [14]. We note that the previous approximation algorithms
for the MDSM problem do not apply to the MWDSM problem. In particular, both 7/2-approximation
algorithm of Boria et al. [3] and (2 + )-approximation algorithm of Dudek et al. [13] are based
on the local search technique, which is known to fail for weighted problems [20, 8]. Moreover, the
3.25-approximation algorithm of Brubach [5] relies on a triplet matching approach, which involves
finding a weighted matching (with specialized weights) on a particular graph, but it is not clear
if the approach could handle the MWDSM problem with any arbitrary weight function w. Finally,
while the linear programming algorithm of Chen et al. [9] might apply to the MWDSM problem, the
approximation factor will likely stay the same, which is k2, where k is the maximum number of
times each character appears in s1 and s2.
In this paper, we give a polynomial-time 6-approximation algorithm for the MWDSM problem for
any arbitrary weight function w. To this end, we construct a vertex-weighted graph corresponding
to the MWDSM problem and show that the problem reduces to the Maximum-Weight Independent
Set (MWIS) problem on this graph. Then, we apply the local ratio technique to approximate the
MWIS problem on this graph. The local ratio technique was introduced by Bar-Yehuda and Even [1],
and is used for designing approximation algorithms for mainly weighted optimization problems (see
Section 2 for a formal description of this technique). While the approximation factor of our algorithm
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is slightly large in compare to that of algorithms for the unweighted version of the problem [3, 5],
as we now have weights, our algorithm is much simpler as it benefits from the simplicity of the
local ratio technique. To our knowledge, this is the first application of the local ratio technique to
problems in stringology.
Organization. The paper is organized as follows. We first give some definitions and preliminary
results in Section 2. Then, we present our 6-approximation algorithm in Section 3, and will conclude
the paper with a discussion on future work in Section 4.
2 Preliminaries
In this section, we give some definitions and preliminaries. For a graph G, we denote the set of
vertices and edges of G by V (G) and E(G), respectively. For a vertex u ∈ V (G), we denote the set
of neighbours of u by N [u]; note that u ∈ N [u].
Let w ∈ Rn be a weight vector, and let F be a set of feasibility constraints on vectors x ∈
Rn. A vector x ∈ Rn is a feasible solution to a given problem (F,p) if it satisfies all of the
constraints in F . The value of a feasible solution x is the inner product w ·x. A feasible solution is
optimal for a maximization (resp., minimization) problem if its value is maximal (resp., minimal)
among all feasible solutions. A feasible solution x is an α-approximation solution, or simply an
α-approximation, for a maximization problem if w · x ≥ α ·w · x∗, where x∗ is an optimal solution.
An algorithm is said to have an approximation factor of α (or, it is called an α-approximation
algorithm), if it always computes α-approximation solutions.
Local Ratio. Our approximation algorithm uses the local ratio technique. This technique was
first developed by Bar-Yehuda and Even [1]. Let us formally state the local ratio theorem.
Theorem 2.1. [1] Let F be a set of constraints, and let w,w1 and w2 be weight vectors where
w = w1 + w2. If x is an α-approximation solution with respect to (F,w1) and with respect to
(F,w2), then x is an α-approximation solution with respect to (F,w).
We now describe how the local ratio technique is usually used for solving a problem. First, the
solution set is empty. The idea is to find a decomposition of the weight vector w into w1 and w2
such that w1 is an “easy” weight function in some sense (we will discuss this in more details later).
The local ratio algorithm continues recursively on the instance (F,w2). We assume inductively that
the solution returned recursively for the instance (F,w2) is a good approximation and need to prove
that it is also a good approximation for (F,w). This requires proving that the solution returned
recursively for the instance (F,w2) is also a good approximation for the instance (F,w1). This step
is usually the main part of the proof of the approximation factor.
Graph GI . Given an instance of the MWDSM problem, we first construct a bipartite graph GI =
(A∪B,E) as follows. The vertices in the left-side set A are the duos in D(s1) in order from top to
bottom and the vertices in the right-side set B are the duos in D(s2) in order from top to bottom.
There exists an edge between two vertices if and only if they represent the same duo. See Figure 2
for an example. Boria et al [4] showed that the MDSM problem on s1 and s2 reduces to the Maximum
Constrained Matching (MCM) problem on GI , which is defined as follows. Let A = a1, . . . , an and
B = b1, . . . , bn. Then, we are interested in computing a maximum-cardinality matching M such
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Figure 2: The graph GI corresponding to s1 = abacddd and s2 = acddbad.
that if (ai, bj) ∈M , then ai+1 can be only matched to bj+1 and bj+1 can be only matched to ai+1. In
the following, we first assign weights to the edges of GI and will then show that a similar reduction
holds between the MWDSM problem on s1 and s2, and a weighted version of the MCM problem on GI .
To weigh the edges of GI , we simply assign w(al, br) as the weight of e, for all e ∈ E(GI), where
al ∈ A and br ∈ B are the endpoints of e and w(al, br) is given by Definition 1.1. Now, we define the
Maximum-Weight Constrained Matching (MWCM) problem as the problem of computing a maximum-
weight matching M in GI such that if (ai, bj) ∈M , then ai+1 can be only matched to bj+1 and bj+1
can be only matched to ai+1. To see the equivalence between the MWDSM problem on s1 and s2 and
the MWCM problem on GI , let S be a feasible solution to the MWDSM problem with total weight w(S)
determined by a mapping pi. Then, we can obtain a feasible solution S′ for the MWCM problem on GI
by selecting the edges in GI that correspond to the preserved duos in S determined by pi such that
w(S′) = w(S). Moreover, it is not too hard to see that any feasible solution for the MWCM problem on
GI gives a feasible solution for the MWDSM problem with the same weight. This gives us the following
lemma.
Lemma 2.1. The MWDSM problem on s1 and s2 reduces to the MWCM problem on GI .
By Lemma 2.1, any feasible solutionM with total weight w(M) for the MWCM problem on GI gives
a mapping pi between the strings s1 and s2 that preserves a set of duos with total weight w(M). As
such, for the rest of this paper, we focus on the MWCM problem on GI and give a polynomial-time 6-
approximation algorithm for this problem on GI , which by Lemma 2.1, results in an approximation
algorithm with the same approximation factor for the MWDSM problem on s1 and s2.
3 Approximation Algorithm
In this section, we give a 6-approximation algorithm for the MWCM problem. We were unable to apply
the local ratio directly to the MWCM problem on GI due to the constraint involved in the definition of
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the problem. Instead, we construct a vertex-weighted graph GC , called the conflict graph, and show
that the MWCM problem on GI reduces to the Maximum-Weight Independent Set (MWIS) problem on
GC . We then apply the local ratio to approximate the MWIS problem on GC , which results in an
approximation algorithm for the MWCM problem on GI . Consequently, this gives us an approximation
algorithm for the MWDSM problem on s1 and s2 by Lemma 2.1.
Graph GC . We now describe the concept of conflict. We say that two edges in E(GI) are con-
flicting if they both cannot be in a feasible solution for the MWCM problem at the same time, either
because they share an endpoint or their endpoints are consecutive on one side of the graph, but not
on the other side. The following observation is immediate.
Observation 3.1. Let e1 = (ai, bj) and e2 = (ak, bl) be two conflicting edges in E(GI). Then,
either k ∈ {i− 1, i, i+ 1} or l ∈ {j − 1, j, j + 1}.
1 2
3 4
We define the conflict graph GC as follows. Let V (GC) be
E(GI); that is, V (GC) is the set of all edges in GI . For a ver-
tex i ∈ V (GC), we denote the edge in E(GI) corresponding to i by
ei. Two vertices i and j are adjacent in GC if and only if ei and ej
are conflicting in GI . The conflict graph GC corresponding to the
graph GI in Figure 2 is shown on the right.
To assign weights to the vertices of GC , let i be a vertex of GC . Notice that i corresponds to
the edge ei = (al, br) in E(GI), where al ∈ A and br ∈ B are preserved duos. Then, the weight of
vertex i is defined as w(i) := w(al, br) in which recall that w(al, br) is the weight assigned to these
preserved duos by Definition 1.1. Although not precisely defined, we again note that the weight
function is very flexible and it can capture any combination of duos-preservation and duos-distance
measures.
Lemma 3.1. The MWCM problem on GI reduces to the MWIS problem on GC .
Proof. Suppose that S is a feasible solution to the MWCM problem on GI with total weight w(S). For
each edge ei ∈ S, add the vertex i ∈ V (GC) to S′. Clearly, S′ is an independent set because two
vertices i and j in S′ being adjacent would imply that ei and ej are conflicting in GI , contradicting
the feasibility of S. To see w(S′), notice that
w(S′) =
∑
i∈S′
w(i) =
∑
ei=(al,br)∈S
w(al, br) =
∑
ei∈S
w(ei) = w(S).
Now, suppose that S′ is an independent set in GC with total weight w(S′). For each u ∈ S′, add
eu ∈ E(GI) to S. First, S is a feasible solution for the MWCM problem on GI because the vertices
of GC corresponding to any two conflicting edges in S would be adjacent in GC , contradicting the
fact that S′ is an independent set. Moreover,
w(S) =
∑
ei∈S
w(ei) =
∑
ei=(al,br)∈S
w(al, br) =
∑
i∈S′
w(i) = w(S′).
This completes the proof of the lemma.
By Lemma 3.1, any approximation algorithm for the MWIS problem on GC results in an approx-
imation algorithm with the same factor for the MWCM problem on GI . As such, for the rest of this
section, we focus on the MWIS problem on GC and show how to apply the local ratio technique to
compute a 6-approximation algorithm for this problem on GC .
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Approximating the MWIS Problem on GC . We first formulate the MWIS problem on GC as a
linear program. We define a variable x(u) for each vertex u ∈ V (GC); if x(u) = 1, then vertex u
belongs to the independent set. The integer program assigns the binary values to the vertices with
the constraint that for each clique Q, the sum of the values assigned to all vertices in Q is at most
1.
maximize
∑
u∈V (GC)
w(u) · x(u) (3.1)
subject to
∑
v∈Q
x(v) ≤ 1 ∀ cliques Q ∈ GC ,
x(u) ∈ {0, 1} ∀u ∈ V (GC)
Note that the number of constraints in (3.1) can be exponential in general, as the number
of cliques in GC could be exponential. However, for the MWIS problem on GC , we can consider
only a polynomial number of cliques in GC . To this end, let u = (ai, bj) be a vertex in GC . By
Observation 3.1, if v = (ak, bl) is in conflict with u = (ai, bj), then either k ∈ {i − 1, i, i + 1} or
l ∈ {j − 1, j, j + 1}. Let Si−1u denote the set of all neighbours v of u in GC such that v = (ai−1, bs)
for some bs ∈ B (recall the bipartite graph GI = (A ∪ B,E)). Define Siu and Si+1u analogously.
Similarly, let Sj−1u be the set of all neighbours v of u such that v = (as, bj−1) for some as ∈ A, and
define Sju and Sj+1u analogously. Let M := {i − 1, i, i + 1, j − 1, j, j + 1}. Then, by relaxing the
integer constraint of the above integer program, we can formulate the MWIS problem on GC as the
following linear program.
maximize
∑
u∈V (GC)
w(u) · x(u) (3.2)
subject to
∑
v∈Sru
x(v) ≤ 1 ∀u ∈ V (GC),∀r ∈M,
x(u) ≥ 0 ∀u ∈ V (GC)
Notice that the linear program (3.2) has a polynomial number of constraints. These constraints
suffice for the MWIS problem on GC because, by Observation 3.1, the vertices u = (ai, bj) and v
of GC corresponding to the two conflicting edges eu and ev in GI belong to Sru, for some r ∈ M .
Moreover, we observe that any independent set in GC gives a feasible integral solution to the linear
program. Therefore, the value of an optimal (not necessarily integer) solution to the linear program
is an upper bound on the value of an optimal integral solution.
We are now ready to describe the algorithm. We first compute an optimal solution x for the
above linear program. Then, the rounding algorithm applies a local ratio decomposition of the
weight vector w with respect to x. See Algorithm 1. The key to our rounding algorithm is the
following lemma.
Lemma 3.2. Let x be a feasible solution to (3.2). Then, there exists a vertex u ∈ V (GC) such that∑
v∈N [u]
x(v) ≤ 6.
Proof. Let u ∈ V (GC). Notice that u corresponds to an edge inGI ; that is, u = (ai, bj), where ai and
bj are a pair of preserved duos in the mapping pi from s1 to s2. Observe that v ∈ N [u] for some v =
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Algorithm 1 ApproximateMWIS(GC)
1: Delete all vertices with non-positive weight. If no vertex remains, then return the empty set;
2: Let u ∈ V (GC) be a vertex satisfying ∑
v∈N [u]
x(v) ≤ 6.
Then, decompose w into w := w1 +w2 as follows:
w1(v) :=
{
w(u) if v ∈ N [u],
0 otherwise.
3: Solve the problem recursively using w2 as the weight vector. Let S′ be the independent set
returned;
4: If u is not adjacent with some vertex in S′, then return S := S′∪{u}; otherwise, return S := S′.
(ak, bl) ∈ V (GC) if and only if (ak, bl) conflicts with (i, j) in GI . LetM := {i−1, i, i+1, j−1, j, j+1}
and define the set Sru as above, for all r ∈M . Note that the vertices in Sru form a clique in GC , for
all r ∈M , because the set of edges corresponding to the vertices of Sru in GI all share one endpoint
(in particular, this endpoint is in A if r ∈ {i − 1, i, i + 1} or it is in B if r ∈ {j − 1, j, j + 1}). See
Figure 3 for an illustration. This means by the first constraint of the linear program (3.2) that∑
v∈Sru
x(v) ≤ 1,
for all r ∈M . Therefore, we have∑
v∈N [u]
x(v) ≤
∑
r∈M
∑
v∈Sru
x(v) = |M | = 6.
This completes the proof of the lemma.
We now analyze the algorithm. First, the set S returned by the algorithm is clearly an indepen-
dent set. The following lemma establishes the approximation factor of the algorithm.
Lemma 3.3. Let x be a feasible solution to (3.2). Then, w(S) ≥ 16(w · x).
Proof. We prove the lemma by induction on the number of recursive calls. In the base case, the set
returned by the algorithm satisfies the lemma because no vertices have remained. Moreover, the
first step that removes all vertices with non-positive weight cannot decrease the right-hand side of
the above inequality.
We now prove the induction step. Suppose that z and z′ correspond to the indicator vectors for
S and S′, respectively. By induction, w2 ·z′ ≥ 16(w2 ·x). Since w2(u) = 0, we have w2 ·z ≥ 16(w2 ·x).
From the last step of the algorithm, we know that at least one vertex from N [u] is in S and so we
have
w1 · z = w(u)
∑
v∈N [u]
z(v) ≥ w(u).
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Figure 3: Graph GI with edge u = (ai, bj). The edge corresponding to any vertex v ∈ N [u] in GC
is incident to at least one of the six vertices in {i− 1, i, i+ 1, j − 1, j, j + 1.
Moreover, by Lemma 3.2,
w1 · x = w(u)
∑
v∈N [u]
x(v) ≤ 6w(u).
Hence, w1 · x ≤ 6w(u) ≤ 6(w1 · z), which gives w1 · z ≥ 16(w1 · x). Therefore, we conclude that
(w1 +w2) · z ≥ 16(w1 +w2) · x and so w(S) ≥ 16w · x. This completes the proof of the lemma.
Since there exists at least one vertex u for which w2(u) = 0 in each recursive step, Algorithm 1
terminates in polynomial time. Therefore, by Lemmas 2.1, 3.1 and 3.3, we have the main result of
this paper.
Theorem 3.1. There exists a polynomial-time 6-approximation algorithm for the MWDSM problem
on s1 and s2.
4 Conclusion
In this paper, we studied a weighted version of the MDSM problem [9] that considers the position of
the preserved duos in the respective input strings (i.e., the MWDSM problem). This is a natural variant
of the problem, as considering the position of the preserved features in the strings provides solutions
with better quality in many applications, such as in comparative genomics in which more weight
could indicate more synteny between the corresponding preserved features. We gave a polynomial-
time 6-approximation algorithm for the MWDSM problem using the local ratio technique. Although
the approximation factor of our algorithm is a bit large in compare to that of algorithms for the
unweighted version of the problem, our algorithm is much simpler as it benefits from the simplicity
of the local ratio technique. Giving approximation algorithms with better approximation factors
for the MWDSM problem remains open for future work.
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