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Abstract We consider stochastic programs conditional on some covariate informa-
tion, where the only knowledge of the possible relationship between the uncertain
parameters and the covariates is reduced to a finite data sample of their joint distri-
bution. By exploiting the close link between the notion of trimmings of a probability
measure and the partial mass transportation problem, we construct a data-driven Dis-
tributionally Robust Optimization (DRO) framework to hedge the decision against
the intrinsic error in the process of inferring conditional information from limited
joint data. We show that our approach is computationally as tractable as the stan-
dard (without side information) Wasserstein-metric-based DRO. Furthermore, our
DRO framework can be conveniently used to address data-driven decision-making
problems under contaminated samples and naturally produces distributionally robust
versions of some local nonparametric predictive methods, such as Nadaraya-Watson
kernel regression and K-nearest neighbors, which are often used in the context of con-
ditional stochastic optimization. Leveraging results from empirical point processes
and optimal transport, we show that our approach enjoys performance guarantees.
Finally, the theoretical results are illustrated using a single-item newsvendor problem
and a portfolio allocation problem with side information.
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1 Introduction
The premise of the field of Optimization Under Uncertainty is that decisions are af-
fected by random phenomena (usually represented as a random vector) and the goal
of the decision-maker is to minimize a risk functional of the associated uncertain
decision cost (its expectation, for instance). The Digital Age has astonishingly in-
creased the ability of human beings to make, compile and record observations about
their society and Nature in the form of data, which, in turn, has furnished us with
the opportunity to improve the task of decision-making by way of data-driven ap-
proaches. Consequently, today’s decision-makers not only collect observations of the
uncertainties directly affecting their decision-making processes, but may also gather
data about measurable exogenous variables (also known as covariates and explana-
tory variables in the jargon of Statistics) that may have some predictive power on
those uncertainties [7]. In the Operations Research and Machine Learning communi-
ties, these variables are often referred to as side information or features [39].
In the framework of Optimization Under Uncertainty, the side information acts by
changing the probability measure of the uncertainties. In fact, if the joint distribution
of the features and the uncertainties were known, this measure change would corre-
spond to conditioning that distribution on the side information given. Unfortunately,
in practice, the decision-maker only has an incomplete picture of such a joint distri-
bution in the form of a finite data sample. The development of optimization methods
capable of exploiting the side information to make improved decisions, in a context
of limited knowledge of its explanatory power on the uncertainties, defines the ulti-
mate purpose of the so-called Prescriptive Stochastic Programming or Conditional
Stochastic Optimization paradigm. This paradigm has recently become very popular
in the technical literature, see, for instance, [7,11,39] and references therein. More
specifically, a data-driven approach to address the newsvendor problem, whereby the
decision is explicitly modeled as a parametric function of the features, is proposed
in [7]. This approach thus seeks to optimize said function. In contrast, the authors
in [11] formulate and formalize the problem of minimizing the conditional expecta-
tion cost given the side information, and develop various schemes based on machine
learning methods (typically used for regression and prediction) to get data-driven
solutions. Their approach is non-parametric in the sense that the optimal decision
is not constrained to be a member of a certain family of functions of the features.
The inspiring work in [11] has been subject to further study and improvement in
two principal directions, namely, the design of efficient algorithms to trim down the
computational burden of the optimization [23] and the development of strategies to
reduce the variance and bias of the decision obtained and its associated cost (the pair-
ing of both interpreted as a statistical estimator). In the latter case, we can cite the
work in [14], where they leverage ideas from bootstrapping and machine learning
to confer robustness on the decision and acquire asymptotic performance guarantees.
Similarly, the authors in [12] and [39] propose regularization procedures to reduce the
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variance of the data-driven solution to the conditional expectation cost minimization
problem that is formalized and studied in [11]. A scheme to robustify the data-driven
methods introduced in this work is also proposed in [13] for the setting of dynamic
decision-making.
A different, but related thrust of research focuses on developing methods to con-
struct predictions specifically tailored to the optimization problem that is to be solved
and where those predictions are then used as input information. Essentially, the pre-
dictions are intended to yield decisions with a low disappointment or regret. This
framework is known in the literature as (smart) Predict-then-Optimize, see, e.g., [24,
6] and references therein.
Our research, in contrast, builds upon recent advances in Distributionally Ro-
bust Optimization (DRO), which has emerged as a powerful and versatile modeling
paradigm to protect the task of decision-making against the ambiguity of the underly-
ing probability distribution of the uncertainties. We refer the interested reader to [41]
for a recent survey on the topic. Nevertheless, the technical literature on the use of
DRO to address Prescriptive or Conditional Stochastic Programming problems is still
scarce. To the best of our knowledge, only the works [20,13] may be used to exploit
feature information in a DRO framework. However, in order to do so, in [20], they
resort to a scenario-dependent ambiguity set. Furthermore, their objective is to mini-
mize a joint expectation and consequently, their approach cannot directly handle the
Conditional Stochastic Optimization setting we consider here. In the case of [13], the
authors propose to use the conditional empirical distribution given by a local predic-
tive method as the center of the Wasserstein ball that characterizes the DRO approach
in [37]. This proposal, nonetheless, fails to explicitly account for the inference error
associated with the local estimation.
Our objective is to develop a fully data-driven DRO framework to handle condi-
tional stochastic programs where the decision is simultaneously robustified not only
against the ambiguity of the probability law of the uncertainties, but also, of equal im-
portance, the limited knowledge of the relationship between these uncertainties and
the potentially explanatory features. Our approach, therefore, does not require any
parametric or non-parametric estimation of that relationship, because the inference
process is naturally embedded within the distributionally robust optimization itself.
For this purpose, even though our aim is to optimize a conditional expectation, our
framework works with a sample from the true joint data-generating distribution of
the features and the uncertainties, which is, indeed, the sort of information that is
typically available to the decision-maker, in practice. We build our approach around
the notion of trimmings of a probability measure and partial mass transportation.
Moreover, we leverage theory from empirical point processes to support our model-
ing framework and, more particularly, to show that, under some conditions, it enjoys
a finite sample guarantee and is asymptotically consistent.
We believe our work is a powerful and seamless extension of the Wasserstein-
based DRO framework proposed in [37] to tackle conditional stochastic programs,
and offers a handy and natural way to robustify inference processes for decision-
making that are often carried out by way of K-nearest neighbors (KNN) and Nadayara-
Watson kernel regression.
Our main contributions can be summarized as follows:
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1. Modeling power: We develop a general framework to handle prescriptive stochas-
tic programs within the DRO paradigm. Our DRO framework is based on a new
class of ambiguity sets that exploit the close and convenient connection between
trimmings and the partial mass problem to immunize the decision against the
error incurred in the process of inferring conditional information from joint (lim-
ited) data. The result is a novel fully data-driven DRO approach to tackle de-
cision problems under uncertainty with side information. In addition, our DRO
framework covers, as special cases, distributionally robust versions of some lo-
cal nonparametric predictive methods such as Nadaraya-Watson kernel regression
and K-nearest neighbors, which are used in the context of conditional stochastic
optimization [14,12,13,39].
On a different front, we also show that our approach serves as the natural frame-
work for the application of DRO in data-driven decision-making under contam-
inated samples (that is, samples that are corrupted by a contamination of their
distribution).
2. Computational tractability: We show that our framework is as complex as the
standard Wasserstein-metric-based DRO approach proposed in [37], i.e., without
side information. In other words, we are able to extend the mass-transportation
approach to the realm of Conditional Stochastic Optimization while preserving
its appealing tractability properties.
3. Theoretical results and performance guarantees: Leveraging theory from nearest
neighbors and optimal transport, we show, for suitably calibrated ambiguity sets,
that: i) the worst-case optimal expected cost for any fixed sample size N leads
to an upper confidence bound on the out-of-sample performance attained by the
optimizers of our DRO model (finite sample guarantee); and ii) those optimizers
almost surely converge to an optimizer of the true optimal expected cost as N
grows to infinity (asymptotic consistency).
4. Numerical results: Finally, we conduct a series of numerical experiments to illus-
trate and analyze the ability of our framework to address optimization problems
under uncertainty in the presence of side information. For this purpose, we con-
sider two test problems, namely, the single-item newsvendor problem, and a port-
folio allocation problem that has been widely used in the technical literature on
Prescriptive Stochastic Programming [9,14,34,39]. In addition, we evaluate our
approach in two different scenarios that may appear in the real-life use of Condi-
tional Stochastic Optimization. In particular, we first consider the case where the
side information takes the form of a specific realization of the feature vector. In
this instance, we compare our DRO approach with the KNN method described in
[11], the robustified KNN proposed in [13], and a KNN followed by the standard
Wassertein-distance-based DRO model introduced in [37], as suggested in [13]
too. From a practical standpoint, all these approaches essentially differ from ours
in that they are two-step procedures that fail to integrate the impact of the un-
certainty in the KNN inference error on the conditional expectation. Unsurpris-
ingly, this impact proves to be significant, especially when the sample size N is
small. Highly interesting too, our approach is able to disclose solutions with good
out-of-sample performance for the newsvendor problem in those cases where the
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standard Wassertein-distance-based DRO model proposed in [37] is known to de-
liver the Sample-Average-Approximation optimizer.
In the second scenario, the side information is given as an uncertainty set for the
features. Comparatively, this setup has received much less attention in the litera-
ture on Conditional Stochastic Optimization, even though it is quite frequent (for
example, in the realm of probabilistic forecasting) to encapsulate the information
on the features in the form of a confidence set. In this case, we illustrate the ben-
efits of our framework in the portfolio allocation problem and compare it with
other sensible approaches that only work with the samples for which the outcome
of the feature vector belongs to the given uncertainty set.
The rest of the paper is organized as follows. In Section 2, we formulate our DRO
framework to address decision-making problems under uncertainty in the presence of
side information and show that it is as tractable as the standard Wasserstein-metric-
based DRO approach developed in [37]. Section 3 elaborates on the case in which
the side information reduces to a specific realization of the feature vector, more pre-
cisely, the instance where the side information represents an event of zero probability.
In Section 4, we extend the theory to the case in which the side information corre-
sponds to an event of known and positive probability and discuss its application to
data-driven decision-making under contaminated samples. The situation in which the
probability of such an event is positive, but unknown, is treated in Section 5. Section 6
provides the results from numerical experiments and, finally, Section 7 concludes the
paper.
Notation. We will use R to represent the extended real line, and adopt the con-
ventions of its associated arithmetic. Moreover, R+ stands for the set of non-negative
real numbers. We employ lower-case bold face letters to represent vectors. The in-
ner product of two vectors u,v will be denoted as 〈u,v〉 = uT v. Given any norm
‖·‖ in the Euclidean space (of a certain dimension d), the dual norm is defined as
‖u‖∗= sup‖v‖61〈u,v〉. Let g be a function fromRd toR, we will say that g is a proper
function if g(x) < +∞ for at least one x and g(x) > −∞ for all x ∈ Rd . In addition,
the convex conjugate function of g, g∗, is given by g∗(y) := supx∈Rd 〈y,x〉− g(x). It
is well known that if g is a proper function, then g∗ is a proper function as well. The
support function of set A, SA, is defined as SA(b) := supa∈A〈b,a〉. The recession cone
of a non-empty set A ⊆ Rd is given by {b ∈ Rd / a+ λb ∈ A, ∀a ∈ A, ∀λ > 0}.
The Lebesgue measure in Rd is denoted as λ d . We use the symbol δξ to represent
the Dirac distribution supported on ξ . Besides, we reserve the symbol “̂” for ob-
jects which are dependent on the sample data. The K-fold product of a distribution
Q will be denoted as QK . The symbols E and P denote, respectively, “expectation”
and “probability” (the context will give us the measure under which that expectation
or probability is taken). Finally, we will assume in the rest of the paper that we al-
ways have measurability of the objects about which we consider expectations and
conditional expectations and these are well defined.
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2 Data-driven distributionally robust optimization with side information
In this paper, we propose a general framework for data-driven distributionally robust
optimization with side information that relies on two related tools, namely, the opti-
mal mass transport theory and the concept of trimming of a probability measure. In
the following section, we introduce some preliminaries that will help us motivate and
justify our proposal.
2.1 Preliminaries and motivation
We study the general setting of a decision maker that seeks to optimize a known ob-
jective function that is contingent on some uncertain phenomena. We model these
phenomena as a random vector which follows a certain (but unknown) probability
distribution. As is often the case in practice, we assume that the only information the
decision maker has on the uncertain phenomena is reduced to a finite set of obser-
vations or data presumably sampled from their probability distribution. We consider,
however, that these data also include observations about some exogenous variables,
covariates or features that may have some predictive power on the uncertain phe-
nomena driving the decision-making process. The decision maker wants, therefore,
to exploit this enriched information to optimize the expected value of their decision.
We list next the ingredients that are key to mathematically formulating this prob-
lem:
– The decision variable x ∈ X ⊆ Rn.
– The random vector y with support set Ξy ⊆ Rdy , whereby we model the uncer-
tainty affecting the value of the decision.
– Some covariates (or features) modeled by a random vector z with support set
Ξz ⊆ Rdz .
– The objective function f (x,ξ ) to be minimized, where ξ := (z,y).
Given a new piece of information on the features, which we denote by the event
ξ ∈ Ξ˜ , the decision maker seeks to compute the optimal decision that minimizes the
(true) conditional expected cost:
J∗ := inf
x∈X
EQ
[
f (x,ξ ) / ξ ∈ Ξ˜
]
= inf
x∈X
EQΞ˜ [ f (x,ξ )] (1)
where Q is the true joint distribution of ξ := (z,y) with support set Ξ ⊆ Rdz+dy
and QΞ˜ is the associated true distribution of ξ conditional on ξ ∈ Ξ˜ . Hence, we
implicitly assume thatQΞ˜ is a regular conditional distribution and that the conditional
expectation (1) is well defined.
An example of Ξ˜ would be Ξ˜ := {ξ = (z,y) ∈ Ξ : z ∈Z }, with Z ⊆ Ξz being
an uncertainty set built from the information on the features. We note that this defini-
tion includes the case in which Z reduces to a singleton z∗ representing a particular
realization of the features.
Unfortunately, when it comes to solving problem (1), neither the true distribution
Q nor —even less so— the conditional one QΞ˜ are generally known to the decision
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maker. Actually, the decision maker typically counts only on a data sample consist-
ing of N observations ξ̂ i := (ẑi, ŷi) for i = 1, . . . ,N. This set of observations solely
provide the decision maker with limited knowledge of Q and, therefore, the solution
to problem (1) per se is, in practice, out of reach. Faced with this fact, the best the
decision maker can do is to approximate the solution to (1) with some (probabilistic)
performance guarantees. Within this context, Distributionally Robust Optimization
(DRO) emerges as a powerful modeling framework to achieve that goal. In a few
words, the DRO approach aims at finding a decision x ∈ X that is robust against all
conditional probability distributions that are somehow plausible given the informa-
tion at the decision maker’s disposal. This is mathematically stated as follows:
inf
x∈X
sup
QΞ˜∈ÛN
EQΞ˜ [ f (x,ξ )] (2)
where ÛN is a so-called ambiguity set that contains all those plausible conditional
distributions. For this purpose, this ambiguity set must be built from the available
information on ξ , which, in our case, comprises the N observations ξ̂ i := (ẑi, ŷi),
i = 1, . . . ,N. The subscript N in ÛN is intended to underline this issue. Furthermore,
the condition QΞ˜ (Ξ˜) = 1 for all QΞ˜ ∈ ÛN is implicit in the construction of that set.
In our setup, however, problem (2) poses a major challenge, which has to do with
the fact that the observations ξ̂ i, i = 1, . . . ,N, pertain to the true joint distribution
Q, and not to the conditional one QΞ˜ . In fact, it occurs frequently that none of the
observations {ξ̂ i}Ni=1 represents a (past) realization of the event ξ ∈ Ξ˜ and, thus, are
not a direct expression of QΞ˜ , roughly speaking. Consequently, we need to build an
ambiguity set ÛN for the plausible conditional distributions from the limited joint
information on Q provided by the data {ξ̂ i}Ni=1.
At this point, we should note that there are several approaches in the technical
literature to handle the conditional stochastic optimization problem (1) for the partic-
ular case in which Ξ˜ is defined as Ξ˜ := {ξ = (z,y) ∈ Ξ : z = z∗}. For example, the
authors of [11] approximate (1) by the following conditional estimate
inf
x∈X
N
∑
i=1
wiN(z
∗) f (x,(z∗, ŷi)) (3)
where wiN(z∗) is a weight function that can be given by various non-parametric
machine learning methods such as K-nearest neighbors, kernel regression, CART,
and random forests. Formulation (3) can be naturally interpreted as a (conditional)
Sample-Average-Approximation (SAA) of problem (1). Also, they demonstrate that,
under certain assumptions, problem (3) produces statistically consistent estimates of
the optimal solution x∗ of (1). In addition, it is shown in [11] that the direct application
of SAA to {ŷi}Ni=1, where the covariates {ẑi}Ni=1 are ignored, can lead to suboptimal
decisions that are neither consistent nor asymptotically optimal.
The authors in [12] extend the work in [11] to accommodate the setting in which
the outcome of the uncertainty y may be contingent on the taken decision x. For this
purpose, they work with an enriched data set comprising observations of the uncer-
tainty y, the decision x and the covariates z, and allow the weights in (3) to depend
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on x too. Besides, they add terms to the objective function of (3) to penalize esti-
mates of its variance and bias. The case in which the weight function (3) is given by
the Nadaraya-Watson (NW) kernel regression estimator is considered in [39], where
they leverage techniques from moderate deviations theory to design a regularization
scheme that reduces the optimistic bias of the NW approximation and to provide in-
sight into its out-of-sample performance. The work in [14] focuses on conditional
estimators (3) where the weights are provided by the NW or KNN method. They
use DRO based on the relative entropy distance for discrete distributions to get de-
cisions from (3) that perform well on a large portion of resamples bootstraped from
the empirical distribution of the available data set.
Finally, the authors in [13] provide a robustified version of the conditional esti-
mator (3), which takes the following form
inf
x∈X
N
∑
i=1
wiN(z
∗) sup
y∈U iN
[ f (x,(z∗,y))] (4)
whereU iN := {y∈Ξy /
∥∥y− ŷi∥∥p 6 εN}. This problem can be understood as a robust
SAA method capable of exploiting side information.
In our case, however, we will follow a different path to address the conditional
stochastic optimization problem (1) by way of (2). More precisely, we will leverage
the notions of contamination and trimmings of a distribution and the related theory
of partial mass transportation.
2.2 The Partial Mass Transportation Problem and Trimmings
This section introduces some concepts about trimmings and the partial mass trans-
portation problem that will help us construct the ambiguity set ÛN in (2) from the
sample data {ξ̂ i}Ni=1. Although some of these concepts and results can be stated in
the more general framework of Polish spaces (metrizable, separable and complete
spaces), for the sake of simplicity, we restrict ourselves to probability measures de-
fined in Rd .
If Q(Ξ˜) = α > 0, the relationship between Q and QΞ˜ can be easily stated using
the concept of contamination of a distribution.
Definition 1 (Contamination of a distribution) Given two probabilities P,Q onRd ,
we say that P is a (1−α)-contaminated version of Q, if P = αQ+(1−α)R, where
R is some probability. A (1−α)-contamination neighbourhood of Q is the set of all
(1−α)-contaminated versions of Q and will be denoted asF1−α(Q).
We may, therefore, interpret the true probability distribution Q as a (1− α)-
contaminated version of QΞ˜ , that is, Q = αQΞ˜ + (1− α)R, for some probability
R (with R(Ξ˜) = 0), or equivalently, Q ∈F1−α(QΞ˜ ). This way, we can recast prob-
lem (1) as
J∗ := inf
x∈X
1
α
EQ
[
f (x,ξ )IΞ˜ (ξ )
]
(5)
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where the reformulation only requires that EQ
[| f (x,ξ )IΞ˜ (ξ )|]<∞ for all x∈ X (see
[29, eq. 6.2]).
The notion of contamination of a distribution is, in turn, closely related to that of
a trimming of a distribution, which we introduce below.
Definition 2 ((1−α)-trimmings, Definition 1.1 from [8]) Given 0 6 α 6 1 and
probability measures P,Q ∈ Rd , we say that Q is an (1−α)-trimming of P if Q is
absolutely continuous with respect to P, and the Radon-Nikodym derivative satisfies
dQ
dP 6
1
α . The set of all (1−α)-trimmings (or trimming set of level 1−α) of P will
be denoted byR1−α(P).
As extreme cases, we have that for α = 1, R0(P) is just P , while, for α = 0,
R1(P) is the set of all probability measures absolutely continuous with respect to P.
The link between trimming sets and contaminations of a distribution is given by
the following proposition.
Proposition 1 (Section 2.2. from [3]) Let P, Q be probabilities onRd and α ∈ (0,1],
then
Q ∈R1−α(P)⇐⇒ P = αQ+(1−α)R⇐⇒ P ∈F1−α(Q)
for some probability R.
Therefore, we can interchangeably write Q ∈F1−α(QΞ˜ ) or QΞ˜ ∈R1−α(Q).
Consider now the following minimization problem:
inf
R∈R1−α (P)
D(R,Q) (6)
where D is a probability distance.
Problem (6) is known as the (D,1−α)−partial (or incomplete) mass problem
[8]. While there is a variety of probability metrics we could choose from to play the
role of D in (6), here we will work with the spacePp(Rd) of probability distributions
supported on Rd with finite p-th moment and restrict ourselves to the p−Wasserstein
metric, Wp, for its tractability and theoretical advantages. In such a case (i.e., when
D = Wp), problem (6) is referred to as a partial mass transportation problem and
interpolates between the classical optimal mass transportation problem (when α = 1)
and the random quantization problem (when α = 0).
Given a probability Q on Rd , if α1 6 α2, thenR1−α2(Q)⊂R1−α1(Q). Especially
useful is the fact that a trimming set is a convex set, which is, besides, compact
under the topology of weak convergence. Moreover, we have that, if P, Q ∈Pp, then
P ∈R1−α(Q) if and only if Wp(P,R1−α(Q)) = 0. We refer to [4, Proposition 2.7] to
other interesting properties about the setR1−α(Q).
Intuitively, the partial optimal transport problem goes as follows:
We have an excess of offer of a certain quantity of mass at origin (supply) and a
mass that needs to be satisfied at destination (demand), so that it is not necessary to
serve all the mass (demand=α×supply). In other words, some (1−α)-fraction of the
mass at origin can be left non-served. The goal is to perform this task at the cheapest
transportation cost. If we represent the demand at destination by a target probability
distribution R, we can model the supply at origin as Qα , where Q is another probability
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distribution and the mass required at destination is α times the mass at origin. This
way, a partial optimal transportation plan is a probability measure Π on Rd ×Rd
with first marginal in R1−α(Q) and with second marginal equal to R that solves the
following cost minimization problem:
Wp(R1−α(Q),R) := min
Q′∈R1−α (Q)
Wp(Q′,R)
The following lemma allows us to characterize the connection between the joint
distribution Q and the conditional distribution QΞ˜ in problem (1) above in terms of
the partial mass transportation problem.
Lemma 1 Let Q ∈Pp(Rd) be a probability distribution such that Q(Ξ˜) = α > 0
and let QΞ˜ be the Q-conditional probability distribution given the event ξ ∈ Ξ˜ . Then,
QΞ˜ is the unique distribution that satisfies Wp
(
R1−α(Q),QΞ˜
)
= 0 and QΞ˜ (Ξ˜) = 1.
Proof We will prove the lemma by contradiction. Suppose there are two different
probability distributions QΞ˜ and Q
′
Ξ˜
such that
Wp
(
R1−α(Q),QΞ˜
)
=Wp(R1−α(Q),Q′Ξ˜ ) = 0
and QΞ˜ (Ξ˜) = Q
′
Ξ˜
(Ξ˜) = 1.
Because Wp
(
R1−α(Q),QΞ˜
)
=Wp(R1−α(Q),Q′Ξ˜ ) = 0, we know that QΞ˜ , Q
′
Ξ˜
∈
R1−α(Q). Therefore, by Proposition 1, we have
Q = αQΞ˜ +(1−α)R
Q = αQ′Ξ˜ +(1−α)R
′
for some probabilities R and R′ with R(Ξ˜) = R′(Ξ˜) = 0.
Since, by hypothesis, QΞ˜ and Q
′
Ξ˜
are different, there must exist an event A ⊂ Ξ˜
such that QΞ˜ (A) 6= Q′Ξ˜ (A). We take that event and compute Q(A) as follows:
Q(A) = αQΞ˜ (A)+(1−α)R(A) = αQ′Ξ˜ (A)+(1−α)R
′(A),
which renders a contradiction given that R(A) = R′(A) = 0. uunionsq
By way of Lemma (1), we can reformulate Problem (1) as follows:
inf
x∈X
sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (7a)
s.t.W pp (R1−α(Q),QΞ˜ ) = 0 (7b)
QΞ˜ (Ξ˜) = 1 (7c)
which now presents a form much more convenient to our purposes, that is, to get to the
DRO-type of problem (2) we propose. The change, nonetheless, has been essentially
cosmetic, because problem (7a) still relies on the true joint distributionQ and thereby,
is of no use in practice as it stands right now. To make it practical, we need to rewrite
it not in terms of the unknown Q, but in terms of the information available to the
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decision maker, i.e., the sample data {ξ̂ i}Ni=1. For that purpose, it seems sensible and
natural to replace Q in (7a) with its best approximation coming directly from the
data, namely, the empirical measure of the sample, Q̂N . Logically, to accommodate
the approximation, we will need to introduce a budget ρ˜ in equation (8b), that is,
(P) inf
x∈X
sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (8a)
s.t.W pp (R1−α(Q̂N),QΞ˜ )≤ ρ˜ (8b)
QΞ˜ (Ξ˜) = 1 (8c)
For convenience, hereinafter we will use Û (α, ρ˜) to denote the ambiguity set defined
by constraints (8b)–(8c). Under certain conditions, this uncertainty set enjoys nice
topological properties, as we state next. Before that, though, we need first to define
what we call the minimum transportation budget.
Definition 3 (Minimum transportation budget) Given α > 0 in problem (P), the
minimum transportation budget, which we denote as εNα , is the p-Wasserstein dis-
tance between the setPp(Ξ˜) and the (1−α)-trimming of the empirical distribution
Q̂N that is the closest to that set, that is,
εNα =
(
1
Nα
bNαc
∑
k=1
dist(ξ k:N , Ξ˜)
p+
(
1− bNαc
Nα
)
dist(ξ dNαe:N , Ξ˜)
p
) 1
p
(9)
where ξ k:N is the k-th nearest data point from the sample to set Ξ˜ and dist(ξ j, Ξ˜) :=
infξ∈Ξ˜ dist(ξ j,ξ ) = infξ∈Ξ˜ ||ξ j−ξ ||.
Importantly, the minimum transportation budget to the power of p, i.e., ε pNα , is the
minimum value of ρ˜ in (P) for this problem to be feasible. Furthermore, εNα is ran-
dom, because it depends on the available data sample, but realizes before the decision
x is to be made. It constitutes, therefore, input data to problem (P).
We note that, if the random vector y takes values in a set that is independent
of the feature vector z, i.e., for all z∗ ∈ Ξz, {y ∈ Ξy : ξ = (z∗,y) ∈ Ξ} = Ξy, then
dist(ξ j, Ξ˜) = infξ∈Ξ˜ ||ξ j−ξ ||= infξ=(z,y)∈Ξ˜ ||z j− z||.
Furthermore, in what follows, we assume that dist(ξ j, Ξ˜) (interpreted as a random
variable) conditional on ξ j /∈ Ξ˜ has a continuous distribution function. This ensures
that, in the case Q(Ξ˜) = 0, which we study in Section 3, there will be exactly K
nearest data points to Ξ˜ with probability one.
We are now ready to establish the topological properties of Û (α, ρ˜). The reader
is referred to Appendix A for a short compilation of concepts from measure theory
and the Wasserstein metric that are expected to help comprehend these properties.
Proposition 2 (Topological properties of the ambiguity set) Given Q ∈Pp(Rd),
α > 0, and ρ˜ > ε pNα , the ambiguity set of problem (P), Û (α, ρ˜), is non-empty, tight,
weakly compact, and p-uniformly integrable.
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Proof. See Appendix B.
Next we present an interesting result that adds more meaning and substance to
problem (P) by linking it to an alternative formulation more in the style of the Wasser-
stein data-driven DRO approach proposed in [37], where no side information is, how-
ever, taken into account.
Proposition 3 Given N > 1, Q(Ξ˜) = α > 0, and any positive value of ρ˜ , problem
(SP2) is a relaxation of (SP1), where (SP1) and (SP2) are given by
(SP1) sup
Q
EQ
[
f (x,ξ ) / ξ ∈ Ξ˜
]
(10a)
s.t. W pp (Q,Q̂N)6 ρ˜ ·α (10b)
Q(Ξ˜) = α (10c)
(SP2) sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (11a)
s.t.W pp (R1−α(Q̂N),QΞ˜ )6 ρ˜ (11b)
QΞ˜ (Ξ˜) = 1 (11c)
Moreover, if Q̂N(Ξ˜) = 0 or α = 1, then (SP1) and (SP2) are equivalent.
Proof To prove this proposition, we will make use of the following two technical
results that appear in [2].
Corollary 1 (Corollary 3.12 from [2]) Given two probabilities P,Q ∈Pp(Rd) and
α ∈ (0,1), there exists P1−α ∈ F1−α(Q) such that P1−α = αQ+(1−α)R1−α for
some R1−α ∈Rα(P) and Wp(P,P1−α) = minR∈F1−α (Q)Wp(P,R).
Proposition 4 (Proposition 3.14 from [2]) Take P,Q ∈Pp(Rd). If α ∈ (0,1), then
W pp (P,F1−α(Q)) = αW
p
p (R1−α(P),Q)
Moreover, if P̂1−α ∈ R1−α(P) is such that Wp(P̂1−α ,Q) = Wp (R1−α(P),Q), then
if we fix P˜1−α = 11−α
(
P−αP̂1−α
)
, we have that P1−α := αQ+ (1− α)P˜1−α ∈
F1−α(Q) and Wp (P,P1−α) =Wp (P,F1−α(Q)).
Now we prove the first claim of Proposition 3.
We show that every feasible solution of (SP1) can be mapped into a feasible
solution of (SP2) with the same objective function value. To this end, take Q as a
feasible solution of (SP1) and let QΞ˜ be the Q-conditional probability measure given
ξ ∈ Ξ˜ . Take Q̂N and QΞ˜ as the two probabilities in Corollary 1 with α ∈ (0,1).
There exists Q1−α ∈F1−α(QΞ˜ ) such that Q1−α =αQΞ˜+(1−α)Q˜1−α , with Q˜1−α ∈
Rα(Q̂N) and Wp(Q̂N ,Q1−α) = Wp(Q̂N ,F1−α(QΞ˜ )). Furthermore, it automatically
follows from Proposition 4 that W pp (Q̂N ,F1−α(QΞ˜ ) = αW
p
p (R1−α(Q̂N),QΞ˜ ).
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Since Q ∈ F1−α(QΞ˜ ), we deduce that W pp (Q̂N ,F1−α(QΞ˜ )) 6 W pp (Q̂N ,Q) 6
ρ˜ ·α . Hence, it holds that W pp (R1−α(Q̂N),QΞ˜ ) 6 ρ˜ . In other words, QΞ˜ is feasible
in (SP2). Besides, since QΞ˜ is the Q-conditional probability measure given ξ ∈ Ξ˜ ,
we have that EQ
[
f (x,ξ ) / ξ ∈ Ξ˜
]
= 1αEQ
[
f (x,ξ )IΞ˜ (ξ )
]
= EQΞ˜ [ f (x,ξ )] a.s.
Next we prove the second claim of the proposition. For this purpose, first we show
that, if Q̂N(Ξ˜) = 0, then every feasible solution of (SP2) can be also mapped into a
feasible solution of (SP1) with the same objective function value.
Take QΞ˜ feasible in (SP2) and consider Q̂1−α ∈R1−α(Q̂N) such thatWp(Q̂1−α ,QΞ˜ )
=Wp(R1−α(Q̂N),QΞ˜ ). Fix Q˜1−α =
1
1−α (Q̂N−αQ̂1−α). By Proposition 4, we have
Q1−α = αQΞ˜ +(1−α)Q˜1−α = αQΞ˜ + Q̂N−αQ̂1−α ∈F1−α(QΞ˜ )
Hence, Q1−α(Ξ˜) = α , because Q̂N(Ξ˜) gives zero measure to Ξ˜ and so does any of
its (1−α)-trimmings. Besides, we have that
W pp (Q̂N ,Q1−α) =W pp (Q̂N ,F1−α(QΞ˜ )) = αW
p
p (R1−α(Q̂N),QΞ˜ )6 αρ˜.
Therefore, Q1−α is feasible in (SP1) and QΞ˜ is the Q1−α -conditional probability
measure given ξ ∈ Ξ˜ .
Finally, if α = 1, then R1−α(Q̂N) = Q̂N , EQ
[
f (x,ξ ) / ξ ∈ Ξ˜
]
= EQ [ f (x,ξ )]
and the mapping is direct, namely, Q = QΞ˜ . uunionsq
Among other things, Proposition 3 reveals that parameter ρ˜ in problem (SP2), and
hence in problem (P), can be understood as a cost budget per unit of transported
mass. Likewise, parameter α can be interpreted as the amount of mass (in per unit)
of the empirical distribution Q̂N that must be transported to the support Ξ˜ . This in-
terpretation of parameters ρ˜ and α will be useful to follow the rationale behind the
DRO solution approaches we develop later on.
On the other hand, despite the connection between problems (SP1) and (SP2) that
Proposition 3 unveils, the latter is qualitatively more amenable to further generaliza-
tion and analysis. Examples of this are given by the relevant cases α = 0, for which
problem (SP1) is ill-posed, while problem (SP2) is not, and α unknown, for which
the use of trimming sets in (SP2) allows for a more straightforward treatment. We
will deal with both cases in Sections 3 and 5, respectively. Before that, we provide an
implementable reformulation of the proposed DRO problem (P).
2.3 Towards a tractable reformulation of the partial mass transportation problem
In this section, we put the proposed DRO problem (P) in a form more suited to tackle
its computational implementation and solution. For this purpose, we first need to
introduce a technical result whereby we characterize the trimming sets of an empirical
probability measure.
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Lemma 2 Consider the sample data {ξ̂ i}Ni=1 and their associated empirical mea-
sure Q̂N = 1N ∑
N
i=1 δξ̂ i . The set of all (1−α)-trimmings of Q̂N is given by all proba-
bility distributions in the form ∑Ni=1 biδξ̂ i such that 0 ≤ bi ≤
1
Nα , ∀i = 1, . . . ,N, and
∑Ni=1 bi = 1.
Proof The form of any (1−α)-trimming of Q̂N as ∑Ni=1 biδξ̂ i , along with the con-
dition bi ≤ 1Nα , follows directly from Definition 2 of a (1−α)-trimming. Naturally,
bi ≥ 0 and ∑Ni=1 bi = 1 are then required because any (1−α)-trimming is a probabil-
ity distribution. uunionsq
In short, Lemma 2 tells us that trimming a data sample of size N with level 1−α in-
volves reweighting the empirical distribution of such data by giving a new weight
less than or equal to 1Nα to each data point. Therefore, we can recast constraint
W pp (R1−α(Q̂N),QΞ˜ )6 ρ˜ in problem (P) as
min
bi,∀i6N
Wp
(
N
∑
i=1
biδξ̂ i ,QΞ˜
)
6 ρ˜1/p (12a)
s.t. 06 bi 6
1
Nα
, ∀i6 N (12b)
N
∑
i=1
bi = 1 (12c)
We are now ready to introduce the main result of this section.
Theorem 1 (Reformulation based on strong duality) For any value of ρ˜ > ε pNα ,
subproblem (SP2) is equivalent to the following one:
(SP2′) inf
λ>0;µ i,∀i6N;θ∈R
λρ˜+θ +
1
Nα
N
∑
i=1
µ i (13a)
s.t. µ i+θ > sup
(z,y)∈Ξ˜
(
f (x,(z,y))−λ ∥∥(z,y)− (ẑi, ŷi)∥∥p),∀i6 N
(13b)
µ i > 0, ∀i6 N (13c)
Proof Thanks to Lemma 2, the subproblem (SP2) can be written equivalently as fol-
lows:
(SP2) sup
QΞ˜ ; bi,∀i6N
EQΞ˜ [ f (x,ξ )] (14a)
s.t. QΞ˜ (Ξ˜) = 1 (14b)
Wp
(
N
∑
i=1
biδξ̂ i ,QΞ˜
)
6 ρ˜1/p (14c)
06 bi 6
1
Nα
, ∀i6 N (14d)
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N
∑
i=1
bi = 1 (14e)
which, in turn, can be reformulated as
sup
QΞ˜ ; Π ; bi,∀i6N
∫
Ξ˜
f (x,(z,y))QΞ˜ (dz,dy)
s.t. ∫
Ξ˜
QΞ˜ (dz,dy) = 1(∫
Ξ˜×Ξ
∥∥(z,y)− (z,y)′∥∥pΠ(d(z,y),d(z,y)′))1/p 6 ρ˜1/p{
Π is a joint distribution of (z,y) and (z,y)′
with marginals QΞ˜ and ∑
N
i=1 biδξ̂ i , respectively
06 bi 6 1Nα , ∀i6 N
∑Ni=1 bi = 1
(15)
=

sup
Qi
Ξ˜
; bi,∀i6N
N
∑
i=1
bi
∫
Ξ˜
f (x,(z,y))QiΞ˜ (dz,dy)
s.t.
∫
Ξ˜
QiΞ˜ (dz,dy) = 1, ∀i6 N
N
∑
i=1
bi
∫
Ξ˜
∥∥(z,y)− (ẑi, ŷi)∥∥p QiΞ˜ (dz,dy)6 ρ˜
06 bi 6 1Nα , ∀i6 N
∑Ni=1 bi = 1
(16)
where reformulation (16) follows from the fact that the marginal distribution of (z,y)′
is the discrete distribution supported on points (ẑi, ŷi), with probability masses bi,
i = 1, . . . ,N. Thus, Π is completely determined by the conditional distributions Qi
Ξ˜
of (z,y) given (z,y)′ = (ẑi, ŷi), i = 1, . . . ,N, that is,
Π(d(z,y),d(z,y)′) =
N
∑
i=1
biδ(ẑi,ŷi)(d(z,y)
′)QiΞ˜ (d(z,y))
Now we split up the supremum into two:
sup
06bi6 1NαN
,∀i6N
∑Ni=1 bi=1
sup
Qi
Ξ˜
,∀i6N
N
∑
i=1
bi
∫
Ξ˜
f (x,(z,y))QiΞ˜ (dz,dy) (17a)
s.t
∫
Ξ˜
QiΞ˜ (dz,dy) = 1, ∀i6 N (17b)
N
∑
i=1
bi
∫
Ξ˜
∥∥(z,y)− (ẑi, ŷi)∥∥p QiΞ˜ (dz,dy)6 ρ˜ : λ (17c)
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Using standard duality arguments, we equivalently rewrite the inner supremun as
sup
bi>0,∀i6N
bi6 1NαN
,∀i6N
∑Ni=1 bi=1
inf
λ>0
sup
Qi
Ξ˜
,∀i6N
λρ˜+
N
∑
i=1
bi
∫
Ξ˜
(
f (x,(z,y))−λ ∥∥(z,y)− (ẑi, ŷi)∥∥p)QiΞ˜ (dz,dy)
(18)
s.t
∫
Ξ˜
QiΞ˜ (dz,dy) = 1, ∀i6 N (19)
= sup
06bi6 1NαN
,∀i6N
∑Ni=1 bi=1
inf
λ>0
λρ˜+
N
∑
i=1
bi sup
(z,y)∈Ξ˜
(
f (x,(z,y))−λ ∥∥(z,y)− (ẑi, ŷi)∥∥p) (20)
= inf
λ>0
sup
06bi6 1NαN
,∀i6N
∑Ni=1 bi=1
λρ˜+
N
∑
i=1
bi sup
(z,y)∈Ξ˜
(
f (x,(z,y))−λ ∥∥(z,y)− (ẑi, ŷi)∥∥p) (21)
= inf
λ>0;µ i,∀i6N;θ∈R
λρ˜+θ +
1
Nα
N
∑
i=1
µ i (22)
s.t. µ i+θ > sup
(z,y)∈Ξ˜
(
f (x,(z,y))−λ ∥∥(z,y)− (ẑi, ŷi)∥∥p) , ∀i6 N
(23)
µ i > 0, ∀i6 N (24)
where we have swapped the supremum and the infimum in (20) by appealing to
Sion’s min-max theorem [43], given that the objective function in (20) is linear in
the bi, i= 1, . . . ,N, over a compact convex set, and a positively weighted sum of con-
vex functions in λ . uunionsq
Remark 1 (Limiting case α = 0) In the limiting case that α = 0, or more generally,
in those instances in which 1Nα > 1, problem (SP2’) can be simplified even further
with µ i = 0,∀i6 N.
Surely the most important takeaway message of Theorem 1 is that problem (P)
is as tractable as the standard Wasserstein-metric-based DRO formulation proposed
in [37] and [33]. In these two works, conditions under which a supremum like (23),
which is the major source of complexity of problem (SP2’), can be recast in a more
tractable form are provided. As an example, Appendix C provides a more refined re-
formulation of (SP2’), whereby the problems we solve in Section 6 can be directly
handled. This appendix also contains a procedure to construct a maximizer of prob-
lem (SP2), that is, a worst-case distribution.
In the following section, we focus on the particular case of decision-making under
uncertainty with side information, which, probably due to its practical usefulness, has
to date, received the most attention from operation researchers. This is the case in
which the true joint distribution Q is known to be absolutely continuous with respect
to the Lebesgue measure and assign measure zero to the set Ξ˜ .
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3 The case Q λ d and Q(Ξ˜) = α = 0.
Suppose that the true joint distribution Q governing the random vector ξ := (z,y)
admits a density function with respect to the Lebesgue measure λ d , with d = dz+dy.
Furthermore, consider the event ξ ∈ Ξ˜ , where Ξ˜ is defined as Ξ˜ = {ξ = (z,y) ∈ Ξ :
z = z∗}. This means that Q(Ξ˜) = α = 0.
Therefore, our focus in this case is on the particular variant of problem (1) given
by
J∗ := inf
x∈X
EQ [ f (x,(z,y)) / z = z∗] (25)
As previously mentioned, problem (25) has become a central object of study in what
has recently come to be known as Prescriptive Stochastic Programming or Con-
ditional Stochastic Optimization, (see, e.g., [7,12,13,11,14,23,39] and references
therein).
Devising a DRO approach to problem (25) using the standard Wasserstein ball
Wp(Q̂N ,Q)6 ε is of no use here, because any point from the support of Q̂N with an
arbitrarily small mass can be transported to the set Ξ˜ at an arbitrarily small cost in
terms of Wp(Q̂N ,Q). This way, one could always place this arbitrarily small particle
at a point (z∗,y′) ∈ argmax
(z,y)∈Ξ˜
f (x,(z,y)). In contrast, problem (P), which is based
on partial mass transportation, offers a richer framework to seek for a distributional
robust solution to (25). Indeed, if α = 0, problem (P) takes the following form:
(Pα=0) inf
x∈X
sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (26a)
s.t.W pp (R1(Q̂N),QΞ˜ )≤ ρ˜ (26b)
QΞ˜ (Ξ˜) = 1 (26c)
where we recall that R1(Q̂N) is the set of all probability distributions that are abso-
lutely continuous with respect to the empirical measure Q̂N .
ConstraintW pp (R1(Q̂N),QΞ˜ )≤ ρ˜ also allows for a single point from the support
of Q̂N with an arbitrarily small mass to be transported to Ξ˜ . However, in this case,
this movement does entail a cost, which is given by the Wasserstein distance travelled
by the particle per unit of transported mass.
Notwithstanding the above, even though problem (Pα=0) enables the decision
maker to enforce some sense of similarity or closeness between the empirical and
conditional measures Q̂N and QΞ˜ by way of constraint (26b), it is too flexible as
for the size of the portion of Q̂N that is to be close or similar to QΞ˜ . Actually, con-
straint (26b) imposes that QΞ˜ must be close to any distribution absolutely continuous
with respect to Q̂N . In general, this will cause problem (Pα=0) to deliver too con-
servative decisions x. Besides, under some smoothness conditions on the density of
Q, these decisions will not converge to an optimal solution of problem (1) for N
sufficiently large.
In fact, if the density of Q is sufficiently smooth, it is known that QΞ˜ can be
inferred from information on Q within a neighborhood of z = z∗. This essentially
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means that the portion of mass from the empirical distribution Q̂N that is the closest
to Ξ˜ is statistically representative of the conditional distribution QΞ˜ . Very conve-
niently, constraint W pp (R1−α(Q̂N),QΞ˜ ) ≤ ρ˜ in problem (P) restricts the worst-case
conditional distribution to those that differ at most ρ˜ (in Wasserstein distance) with
respect to a portion of mass of Q̂N greater than or equal to α . Perhaps, parameter α
can be more intuitively interpreted as the minimum amount of points of Q̂N (in per
unit) that are to take part in the computation of the distance W pp (R1−α(Q̂N),QΞ˜ ).
Inspired by popular data-driven local predictive methods such as the K nearest
neighbours and kernel regression, we will solve problem (P) for a series of pairs
(αN , ρ˜N), both of which tend to zero appropriately as N increases, that is,(
P(αN ,ρ˜N)
)
inf
x∈X
sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (27a)
s.t.W pp (R1−αN (Q̂N),QΞ˜ )≤ ρ˜N (27b)
QΞ˜ (Ξ˜) = 1 (27c)
Indeed, we will show that, in doing so, problem
(
P(αN ,ρ˜N)
)
naturally produces dis-
tributionally robustified versions of those popular methods when applied to solve
problem (1). We formalize these ideas next.
Remark 2 Throughout this section, we will assume that dist(ξ̂ i, Ξ˜) = ‖ẑi−z∗‖. This
assumption is standard in the technical literature. The geometry of the joint support
set Ξ is expected to have a negligible impact on the asymptotic performance of prob-
lem
(
P(αN ,ρ˜N)
)
(i.e., for large samples), because, under some smoothness condition
on Q and K/N → 0, it holds that dist(ξ̂K:N , Ξ˜)→ ‖ẑK:N − z∗‖ → 0 almost surely
(see [15, Lemmas 2.2 and 2.3]), where ẑK:N is the z-component of the K-th near-
est neighbor to z∗ after reordering the data sample {ξ̂ i := (ẑi, ŷi)}Ni=1 in terms of
‖ẑi− z∗‖ only. In contrast, we conjecture that the boundary effects may be relevant
in the finite-sample regime (i.e., for small samples), as we briefly discussed later on.
3.1 Towards a finite sample guarantee
In the sequel, we show that, for a finite sample of size N and a suitable choice
of positive values for parameters (αN , ρ˜N), the optimal objective value of problem(
P(αN ,ρ˜N)
)
constitutes an upper confidence bound on the actual cost of the decision
that this problem yields under the true conditional distribution (finite-sample guar-
antee). To this end, we start first by recalling some basic terminology and concepts
frequently used in DRO.
The out-of-sample performance of a given data-driven candidate solution x̂N to
problem (1) is defined as EQ[ f (x̂N ,ξ )/ξ ∈ Ξ˜ ] = EQΞ˜ [ f (x̂N ,ξ )]. We say that a data-
driven method built to address problem (1) enjoys a finite sample guarantee, if it
produces pairs (x̂N , ĴN) satisfying a relation in the form
QN
[
EQ[ f (x̂N ,ξ )/ξ ∈ Ξ˜ ]6 ĴN
]
> 1−β (28)
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and ĴN is a certificate for the out-of-sample performance of x̂N (i.e., an upper bound
that is generally contingent on the data sample). The probability in the right-hand
side of (28), i.e., 1−β , is known as the reliability of (x̂N , ĴN) and can be understood
as a confidence level.
We claim that our data-driven method
(
P(αN ,ρ˜N)
)
enjoys a a finite sample guar-
antee, if the Lebesgue density of the joint true distribution Q is smooth enough.
Let φ denote this density. The following assumption formalizes what we mean by
“smooth”.
Assumption 1 (Condition (3.6) from [25]) Let B(z∗,r) := {z ∈ Ξz : ||z− z∗|| 6 r}
denote the closed ball in Rdz with center z∗ and radius r. The random vector ξ :=
(z,y) has a joint density φ that verifies the following for some r0 > 0.
1. It admits uniformly for r ∈ [0,r0] and y ∈ Rdy the following expansion:
φ(z∗+ r u,y) = φ(z∗,y)
[
1+ r〈u, `1(y)〉+O(r2`2(y))
]
(29)
where u ∈ Rdz with ||u||= 1, and where `1 : Rdy → Rdz and `2 : Rdy → R satisfy∫
(||`1(y)||2+ |`2(y)|2)φ(z∗,y)dy< ∞.
2. The marginal density of z is bounded away from zero in B(z∗,r0).
Now we are ready to state the key result on which the finite sample guarantee of(
P(αN ,ρ˜N)
)
is based. This result, in turn, relies on theory from random point processes
and nearest neighbors.
Proposition 5 (Case α = 0: Concentration tail inequality) Suppose that the true
conditional distribution QΞ˜ is light-tailed in the sense that there exists a constant
a > p such that EQΞ˜ [exp(‖y‖a)] < ∞ and that Assumption 1 holds. Then, there are
constants c,C > 0 such that, for all ε > 0,N > 1, it holds
QN
[
Wp
(
R1−αN (Q̂N),QΞ˜
)
− εK > ε
]
6 β(p,NαN)(ε)+O
(
K1/2
(
K
N
)2/dz)
(30)
where αN > 0, K := dNαNe, εK is the minimum transportation budget as in Defini-
tion 3, and
β(p,NαN)(ε) := I{ε61}C

exp(−cKε2) if p> dy/2,
exp(−cK(ε/ log(2+1/ε))2) if p = dy/2,
exp(−cKεdy/p) if p ∈ (0,dy/2)
(31)
+C exp(−cKεa/p)I{ε>1}
Proof Since K>NαN (and hence, αN 6 dNαNeN ), we have thatR1− KN (Q̂N)⊆R1−αN (Q̂N).
Therefore,
Wp
(
R1−αN (Q̂N),QΞ˜
)
6Wp
(
R1− KN (Q̂N),QΞ˜
)
We will focus then on upper bounding the p-Wasserstein distance in the right-hand
side of the above inequality. For this, we take one measure fromR1− KN (Q̂N), specifi-
cally, the
(
1− KN
)
-trimming of Q̂N made up of the K nearest points of Q̂N to Ξ˜ , which
we denote as 1K ∑
K
j=1 δ(ẑ,ŷ) j:N .
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This way, by the triangle inequality, we can write:
Wp
(
1
K
K
∑
j=1
δ(ẑ,ŷ) j:N ,QΞ˜
)
6Wp
(
1
K
K
∑
j=1
δ(ẑ,ŷ) j:N ,
1
K
K
∑
j=1
δ(z∗,ŷ) j:N
)
+Wp
(
1
K
K
∑
j=1
δ(z∗,ŷ) j:N ,QΞ˜
)
(32)
where we have that Wp
(
1
K ∑
K
j=1 δ(ẑ,ŷ) j:N ,
1
K ∑
K
j=1 δ(z∗,ŷ) j:N
)
= εK .
Thus,
Wp
(
R1− KN (Q̂N),QΞ˜
)
− εK 6Wp
(
1
K
K
∑
j=1
δ(z∗,ŷ) j:N ,QΞ˜
)
As a consequence, for any β > 0, it holds that, if
QN
[
Wp
(
1
K
K
∑
j=1
δ(z∗,ŷ) j:N ,QΞ˜
)
> ε
]
6 β ,
then QN
[
Wp
(
R1− KN (Q̂N),QΞ˜
)
− εK > ε
]
6 β , which, in turn, renders
QN
[
Wp
(
R1−αN (Q̂N),QΞ˜
)
− εK > ε
]
6 β .
Let QK:N be the random point process with support on Ξ˜ and whose realizations
are also samples of size K, but generated by sampling N times the true joint prob-
ability distribution Q and selecting the K data points nearest to Ξ˜ (in terms of the
features). With this definition, we have that, for any β > 0,
QN
[
Wp
(
1
K
K
∑
j=1
δ(z∗,ŷ) j:N ,QΞ˜
)
> ε
]
6 β
if, and only if, QK:N
[
Wp
(
1
K ∑
K
j=1 δ(z∗,ŷ) j:N ,QΞ˜
)
> ε
]
6 β . Furthermore, from [25,
Theorem 3.5.2], we can deduce that
Hell(QKΞ˜ ,Q
K:N) = O
(
K1/2
(
K
N
)2/dz)
(33)
where Hell stands for Hellinger distance.
In turn, from [28], it is known that
dTV (QKΞ˜ ,Q
K:N)6 Hell(QKΞ˜ ,Q
K:N) = O
(
K1/2
(
K
N
)2/dz)
where dTV is the total variation distance.
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Besides, sinceQΞ˜ is light-tailed, [27, Theorem 2] tells us that, for any K > 1,ε >
0, there exist constants c,C > 0 such that
QKΞ˜
[
Wp
(
Q̂K ,QΞ˜
)
> ε
]
6 βp,K(ε) (34)
with
βp,K(ε) :=I{ε61}C

exp(−cKε2) if p> dy/2,
exp(−cK(ε/ log(2+1/ε))2) if p = dy/2,
exp(−cKεdy/p) if p ∈ (0,dy/2)
(35)
+C exp(−cKεa/p)I{ε>1}
where Q̂K is the empirical distribution ofQΞ˜ supported on K points, that is,
1
K ∑
K
j=1 δ(z∗,y j)
for some (z∗,y1),(z∗,y1), . . . ,(z∗,yK) ∈ Ξ˜ .
We finally have all the ingredients needed to complete the proof: Take ϒ as the
set of K-tuples (y1, . . . ,yK) such that Wp
(
1
K ∑
K
j=1 δ(z∗,y j),QΞ˜
)
> ε . By definition of
the total variation distance, we have
|QKΞ˜ (ϒ )−Q
K:N(ϒ )|6 dTV (QKΞ˜ ,Q
K:N)6 O
(
K1/2
(
K
N
)2/dz)
Therefore, if QK
Ξ˜
[
Wp
(
Q̂K ,QΞ˜
)
> ε
]
6 βp,K(ε), then it holds that, at most,
QK:N
[
Wp
(
1
K
K
∑
j=1
δ(z∗,y j),QΞ˜
)
> ε
]
is lower than or equal to βp,K(ε)+O
(
K1/2
(K
N
)2/dz). Hence,
QK:N
[
Wp
(
1
K
K
∑
j=1
δ(z∗,ŷ) j:N ,QΞ˜
)
> ε
]
6 βp,K(ε)+O
(
K1/2
(
K
N
)2/dz)
(36)
By reversing the chain of implications, we get to the result stated in the theorem.
uunionsq
The probabilistic bound (30) guarantees that the ambiguity set
W pp (R1−αN (Q̂N),QΞ˜ )≤ ρ˜N , with ρ˜N = (ε+ εK)p
in problem
(
P(αN ,ρ˜N)
)
is a confidence set of level 1−β(p,NαN)(ε)−O
(
K1/2
(K
N
)2/dz)
for the true unknown conditional distribution QΞ˜ . Unsurprisingly, the confidence
level of this set is clearly dominated by the term O
(
K1/2
(K
N
)2/dz), that is, by the
extent to which the portion of mass αN from the empirical joint distribution Q̂N that
is closest to Ξ˜ can be considered as representative of QΞ˜ . This confidence degrades
quickly with the portion of mass αN and the dimension of the feature vector dz. Note
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that, for the right-hand side in (30) to vanish as N grows to infinity, we need NαN→∞
and αN → 0 at a rate in the order of 1Ns , with 1> s> dz4+dz .
On a different front, the bound (33) on the Hellinger distance between QK
Ξ˜
and
QK:N , which we borrow from [25, Theorem 3.5.2 ], relies on the order statistics of N
i.i.d. replicates of the random variable ‖z− z∗‖. We conjecture that this bound might
have to be revisited for those cases in which the support set Ξy of the uncertainty y
changes with the feature vector z∗. In the general application of our approach, how-
ever, the sample data {ξ̂ i}Ni=1 is to be ordered based on their distance to the support
set Ξ˜ . In principle, this seems a more sensible criterion, since the ordering of the data
points according to ‖z− z∗‖, which ignores the geometry of the joint support set Ξ ,
may thus lead to a probability measure QK:N that assigns strictly positive probability
to events that are unrealizable under the true random point process governed by QK
Ξ˜
.
This is an issue that is worth of further consideration, but that is outside the scope of
this paper.
Lastly, Proposition 5 allows us to establish the following theoretical result on a
finite sample guarantee for the proposed DRO approach with side information.
Theorem 2 (Case α = 0: Finite sample guarantee) Suppose that the assumptions
of Proposition 5 hold. Given N > 1, choose αN ∈ (0,1] such that O
(
K1/2
(K
N
)2/dz)<
1 (whenever possible), with K := dNαNe. For O
(
K1/2
(K
N
)2/dz) < β < 1, define
εN(β ,αN) as the value obtained by equating the right-hand side of (31) to β −
O
(
K1/2
(K
N
)2/dz) and solving for ε . Then, for all O(K1/2 (KN )2/dz) < β < 1 and
ρ˜N > (εN(β ,αN)+ εK)p, we have that the pair (x̂N , ĴN) delivered by problem
(
P(αN ,ρ˜N)
)
with parameters ρ˜N and αN enjoys the finite sample guarantee (28).
Proof The claim directly follows from Proposition 5, which guarantees that
QN
(
QΞ˜ ∈ Û (αN , ρ˜N)
)
> 1−β
for any ρ˜N > (εN(β ,αN)+ εK)p. Hence,
EQ[ f (x̂N ,ξ )/ξ ∈ Ξ˜ ] = EQΞ˜ [ f (x̂N ,ξ )]
6 ĴN := sup
QΞ˜
{
EQΞ˜ [ f (x̂N ,ξ )] : QΞ˜ ∈ Û (αN , ρ˜N)
}
with probability at least 1−β . uunionsq
It is clear that the finite sample guarantee established in Theorem 2 loses its power
and interest when the sample size N is small. This is to be expected, since, for N
small, very little or nothing about the true conditional distributionQΞ˜ can be inferred
from the nearest neighbors with confidence, even if Assumption 1 on the joint dis-
tribution of the data holds and QΞ˜ is light-tailed. However, as we will show in the
numerical experiments later on, it is precisely in this situation, that is, when N is
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small, that our DRO approach can more clearly outperform other alternative methods
available in the technical literature, by protecting the decision against the highly un-
reliable information on QΞ˜ conveyed by the nearest neighbors. To understand why,
one should note that, to prove Proposition 5, we have taken one of possibly infinite
measures from the trimming set R1− KN (Q̂N), in particular, the
(
1− KN
)
-trimming of
Q̂N , to make use of the triangle inequality (32). This implies that, in practice, the
probabilistic bound (30) is expected to be too conservative, because the ambiguity
set Û (αN , ρ˜N) is potentially much richer. Actually, the probabilistic bound (30) is
also valid for a data-driven method that uses a K-nearest neighbors followed by the
standard Wasserstein-based DRO approach proposed in [37], as suggested in [13,
Section 5]. Intuitively speaking, by increasing ρ˜N in problem
(
P(αN ,ρ˜N)
)
, the deci-
sion x is not only robustified against the incomplete information provided by a finite
data sample, but also against the risk that the nearest data points to Ξ˜ could not be
good representatives of the true conditional distribution QΞ˜ .
Finally, we acknowledge that the value of Theorem 2 is fundamentally theoretical
(it relies on some constants that are not determined), because, in practice, a proper
tuning of the parameters defining problem
(
P(αN ,ρ˜N)
)
should be conducted by way
of data-driven procedures, as we illustrate in the numerical experiments later on.
3.2 Asymptotic consistency
In the following sections, we show that the solutions of the distributionally robust
optimization problem
(
P(αN ,ρ˜N)
)
converge to the solution of the targeted conditional
stochastic program (1) as N increases, for a careful choice of parameters αN and ρ˜N .
This result is underpinned by the fact that, under that selection of parameters αN and
ρ˜N , any distribution in Û (αN , ρ˜N) converges to the true conditional distribution QΞ˜ .
To prove this, we need to assume some regularity conditions on the features z and on
the conditional densities of the random vector y.
Assumption 2 (Regularity and boundedness) We assume that
1. There exists C˜> 0 and r0 > 0 such that P(‖z∗−z‖6 r)> C˜rdz , for all 0< r6 r0.
2. There exists an integrable function ` : Rdy → R+ such that for all y ∈ Rdy∣∣φy/z=z′(y)−φy/z=z∗(y)∣∣6 `(y)‖z′− z∗‖, ∀z′ such that ‖z′− z∗‖6 r0 (37)
where φy/z=z′(·) stands for the density function of y conditional on z = z′.
3. The uncertainty y is bounded, that is, ‖y‖ 6 M almost surely for some constant
M > 0.
We note that Assumptions 2.1 and 2.2 are automatically implied by Assumption 1,
but we explicitly state them here for ease of readability.
Lemma 3 (Convergence of transported trimmed distributions) Suppose that As-
sumption 2 holds and take (αN , ρ˜N) such that αN → 0, NαNlog(N) → ∞, and ρ˜N → 0 a.s.,
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with ρ˜N > ε pNαN , where εNαN is the minimum transportation budget as in Definition 3.
Then, we have that
Wp(QNΞ˜ ,QΞ˜ )→ 0 a.s.
where QN
Ξ˜
:= ∑Ni=1 bNi δ(z∗,ŷi) ∈ Û (αN , ρ˜N) is the distribution that results from trans-
porting the distribution ∑Ni=1 bNi δ(ẑi,ŷi) in the trimming setR1−αN (Q̂N) onto Ξ˜ .
Proof Since y is bounded, we only need to prove that QN
Ξ˜
converges weakly to
QΞ˜ . For this purpose, take a continuous and bounded function h and let m(z
∗) =
E[h(y)/z = z∗]. We have
∣∣∣∣∣ N∑i=1 bNi h(ŷi)−m(z∗)
∣∣∣∣∣6
∣∣∣∣∣ N∑i=1 bNi h(ŷi)−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣+
∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣
We deal with each of the terms in the inequality above one by one. First, we use
[22, Lemma 6] to get
P
(∣∣∣∣∣ N∑i=1 bNi h(ŷi)−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε / ẑ1, . . . , ẑN
)
6 2exp
( −(NαN)ε2
4‖h‖∞ (2‖h‖∞+ ε)
)
Given that
P
(∣∣∣∣∣ N∑i=1 bNi (h(ŷi)−m(ẑi))
∣∣∣∣∣> ε
)
=E
[
P
(∣∣∣∣∣ N∑i=1 bNi (h(ŷi)−m(ẑi))
∣∣∣∣∣> ε / ẑ1, . . . , ẑN
)]
we have
P
(∣∣∣∣∣ N∑i=1 bNi h(ŷi)−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε
)
6 2exp
( −(NαN)ε2
4‖h‖∞ (2‖h‖∞+ ε)
)
(38)
Now let ` be an integrable function satisfying condition (37). Hence, for any z′
such that ‖z′− z∗‖6 r0
|m(z′)−m(z∗)|6 ‖h‖∞ ‖`‖1 ‖z′− z∗‖=: L ‖z′− z∗‖ (39)
In addition,∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣=
∣∣∣∣∣ N∑i=1 bNi (m(ẑi)−m(z∗))
∣∣∣∣∣6 N∑i=1 bNi |m(ẑi)−m(z∗)|
Let J be the number of samples such that their distance from the set Ξ˜ is smaller
than or equal to r0. We can write∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣6 J∑i=1 bNi:N |m(ẑi:N)−m(z∗)|+
N
∑
i=J+1
bNi:N |m(ẑi:N)−m(z∗)|
6 L
J
∑
i=1
bNi:N ‖ẑi:N− z∗‖+2‖h‖∞
N
∑
i=J+1
bNi:N
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6 L W1
(
QNΞ˜ ,
N
∑
i=1
bNi δ(ẑi,ŷi)
)
+2‖h‖∞
N
∑
i=J+1
bNi:N
6 L Wp
(
QNΞ˜ ,
N
∑
i=1
bNi δ(ẑi,ŷi)
)
+2‖h‖∞
N
∑
i=J+1
bNi:N
6 L(ρ˜N)
1
p +2‖h‖∞
N
∑
i=J+1
bNi:N
Next we upper bound the second term in right-hand side of the last inequality.
N
∑
i=J+1
bNi:N 6 sup
{
N
∑
i=J+1
bNi:N ,06 bNi:N 6
1
NαN
,∀i;
N
∑
i=1
bNi:N = 1;
N
∑
i=1
bNi:N ‖ẑi:N− z∗‖p 6 ρ˜N
}
= inf
{
1
NαN
N
∑
i=1
µi:N +θ +λρ˜N , µi:N +θ +λ ‖ẑi:N− z∗‖p− γi:N = 0, ∀i = 1, . . . ,J;
µi:N +θ +λ ‖ẑi:N− z∗‖p− γi:N = 1, ∀i = J+1, . . . ,N; λ > 0; γi:N ,µi:N > 0,∀i
}
It suffices to take a feasible solution. In particular, we consider µi:N = 0, ∀i, θ = 0,
and λ = 1/rp0 , which renders
N
∑
i=J+1
bNi:N 6
ρ˜N
rp0
Hence, ∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣6 L(ρ˜N) 1p + 2‖h‖∞rp0 ρ˜N
Consequently, we essentially need that limN→∞ ρ˜N = 0 with probability one. To show
this, since ρ˜N > ε pNαN , we decompose ρ˜N into ε
p
NαN plus ∆ρ˜N and use (ε
p
NαN +
∆ρ˜N)1/p 6 εNαN +(∆ρ˜N)
1/p to recast the above expression as∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣6 L εNαN + 2‖h‖∞rp0 ε pNαN +L (∆ρ˜N) 1p + 2‖h‖∞rp0 ∆ρ˜N
Importantly, the budget ∆ρ˜N is under the decision-maker’s control, who simply
needs to guarantee that ∆ρ˜N→ 0 so that the last two terms in the right-hand side of the
previous inequality vanishes. Group these two terms into aN(∆ρ˜N), set K := dNαNe
and note that εNαN 6 ‖ẑK:N− z∗‖.
Thus, for any arbitrary ε > 0,
P
(∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣−aN(∆ρ˜N)> ε
)
6 P
(
L‖ẑK:N− z∗‖> ε2
)
+P
(
2‖h‖∞
rp0
‖ẑK:N− z∗‖p > ε2
)
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In turn,
P
(
L‖ẑK:N− z∗‖> ε2
)
= P
(
‖ẑK:N− z∗‖> ε2L
)
P
(
2‖h‖∞
rp0
‖ẑK:N− z∗‖p > ε2
)
= P
(
‖ẑK:N− z∗‖> r0
(
ε
4‖h‖∞
) 1
p
)
Furthermore, due to the first point in Assumption 2, it holds that
P(‖ẑK:N− z∗‖> η)6 exp
(
−C˜
8
Nηdz
)
for any 0 < η 6 r0 and provided that KN 6
C˜
2η
dz (see [36, formula (34)], which is an
application of the lower-tail Chernoff’s bound).
Therefore, in that case,
P
(∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣−aN(∆ρ˜N)> ε
)
6 exp
(
−C˜
8
N
( ε
2L
)dz)
+ exp
(
−C˜
8
Nrdz0
(
ε
4‖h‖∞
) dz
p
)
whenever
K
N
6min
{
C˜
2
( ε
2L
)dz
,
C˜ rdz0
2
(
ε
4‖h‖∞
) dz
p
}
which we guarantee, for N large enough, by enforcing αN → 0.
This way, for any arbitrarily small ε > 0, we finally have
P
(∣∣∣∣∣ N∑i=1 bNi h(ŷi)−m(z∗)
∣∣∣∣∣−aN(∆ρ˜N)> ε
)
6 2exp
(
−(NαN)(ε/3)2
4‖h‖∞ (2‖h‖∞+ ε/3)
)
+ exp
(
−C˜
8
N
( ε
3L
)dz)
+ exp
(
−C˜
8
Nrdz0
(
ε
6‖h‖∞
) dz
p
)
(40)
The last two terms in the right-hand side of (40) are summable over N, while the
first one is summable if NαNlog(N) → ∞. Consequently, the Borel-Cantelli Lemma allows
us to conclude that
P
(
lim
N→∞
∣∣∣∣∣ N∑i=1 bNi h(ŷi)−m(z∗)
∣∣∣∣∣−aN(∆ρ˜N) = 0
)
= P
(
lim
N→∞
∣∣∣∣∣ N∑i=1 bNi h(ŷi)−m(z∗)
∣∣∣∣∣= 0
)
= 1
given that aN → 0 when ∆ρ˜N → 0. Thus, QNΞ˜ converges weakly to QΞ˜ almost
surely. uunionsq
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The following corollary extends the convergence to any distribution in the pro-
posed ambiguity set (apart from the transported trimmings of the empirical distribu-
tion).
Corollary 2 (Convergence of conditional distributions) Suppose that the condi-
tions in Lemma 3 hold. Then, it follows that
Wp(QNΞ˜ ,QΞ˜ )→ 0 a.s.
where QN
Ξ˜
is any distribution from the ambiguity set Û (αN , ρ˜N).
Proof This corollary is an immediate result of the previous lemma. With some abuse
of notation, let∑Ni=1 bNi δ(ẑi,ŷi) be the distribution in the trimming setR1−αN (Q̂N) such
that Wp
(
R1−αN (Q̂N),QNΞ˜
)
=Wp
(
∑Ni=1 bNi δ(ẑi,ŷi),Q
N
Ξ˜
)
.
By the triangle inequality, we have
Wp(QNΞ˜ ,QΞ˜ )6Wp
(
QNΞ˜ ,
N
∑
i=1
bNi δ(ẑi,ŷi)
)
+Wp
(
N
∑
i=1
bNi δ(ẑi,ŷi),QΞ˜
)
(41)
where W pp
(
QN
Ξ˜
,∑Ni=1 bNi δ(ẑi,ŷi)
)
6 ρ˜N , because QNΞ˜ ∈ Û (αN , ρ˜N). We use again the
triangle inequality to upper bound the second term in the right-hand side of (41).
Wp
(
N
∑
i=1
bNi δ(ẑi,ŷi),QΞ˜
)
6Wp
(
N
∑
i=1
bNi δ(ẑi,ŷi),
N
∑
i=1
bNi δ(z∗,ŷi)
)
+Wp
(
N
∑
i=1
bNi δ(z∗,ŷi),QΞ˜
)
where∑Ni=1 bNi δ(z∗,ŷi) is the distribution with support on Ξ˜ that is closest (in p-Wasserstein
distance) to ∑Ni=1 bNi δ(ẑi,ŷi). Therefore,
W pp
(
N
∑
i=1
bNi δ(ẑi,ŷi),
N
∑
i=1
bNi δ(z∗,ŷi)
)
6W pp
(
N
∑
i=1
bNi δ(ẑi,ŷi),Q
N
Ξ˜
)
6 ρ˜N
That is,∑Ni=1 bNi δ(z∗,ŷi) is in Û (αN , ρ˜N) and is precisely one of the transported trimmed
distributions to which Lemma 3 refers.
Hence,
Wp(QNΞ˜ ,QΞ˜ )6 2(ρ˜N)
1
p +Wp
(
N
∑
i=1
bNi δ(z∗,ŷi),QΞ˜
)
Since both ρ˜N → 0 and Wp
(
∑Ni=1 bNi δ(z∗,ŷi),QΞ˜
)→ 0 a.s. by Lemma 3, the claim
of the corollary follows. uunionsq
Finally, the next Theorem formally states the asymptoptic consistency guarantee
of our model.
Theorem 3 (Asymptotic consistency) Suppose that the assumptions in Corollary 2
hold. Then, we have
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(i) If for any fixed ξ ∈ Ξ˜ , f (·,ξ ) is continuous on X, and for any fixed value x ∈ X,
f (x,ξ ) is continuous in ξ and there is L > 0 such that | f (x,ξ )| 6 L(1+ ‖ξ‖p)
for all x ∈ X and ξ ∈ Ξ˜ , then we have that ĴN → J∗ almost surely when N grows
to infinity.
(ii) Let XN ,X∗ be the set of optimal solutions of problems
(
P(αN ,ρ˜N)
)
and (25), re-
spectively. If the assumptions in (i) are satisfied, the feasible set X is closed and
XN ,X∗ are non-empty, then we have that any accumulation point of the sequence
{xN}N is almost surely an optimal solution of problem (25).
Proof Set vN(x) = supQΞ˜∈Û (αN ,ρ˜N)
EQΞ˜ [ f (x,ξ )] and v(x) = EQΞ˜ [ f (x,ξ )]. LetF be
the class of random functions defined as follows
F :={ f (ξ ) := f (x,ξ ) continuous such that x ∈ X
and ∃L> 0 with | f (x,ξ )|6 L(1+‖ξ‖p), ∀x ∈ X ,∀ξ ∈ Ξ˜} (42)
and let D be the pseudometric between two probability measures P and Q given by
D(P,Q) := sup
f∈F
|EP[ f ]−EQ[ f ]|
For two sets of probability measures U1 and U2, define the excess of U1 over U2 as
D(U1,U2) := sup
P∈U1
inf
Q∈U2
D(P,Q)
First, we show that vN(x)< ∞ for all x ∈ X . Fix x ∈ X and define
V := {EQΞ˜ [ f (x,ξ )]} and VN := {EQΞ˜ [ f (x,ξ )] : QΞ˜ ∈ Û (αN , ρ˜N)}.
The function f satisfies the following uniform-integrability-type condition for all x,
lim
t→∞ sup
QΞ˜∈Û (αN ,ρ˜N)
∫
{Ξ˜ :| f (x,ξ )|>t}
| f (x,ξ )|QΞ˜ (dξ ) = 0
due to the limitation on the maximum growth of f established in point (i) and the
p-uniform integrability of Û (αN , ρ˜N). Furthermore, the set Û (αN , ρ˜N) is also tight.
Consequently, by [44, Proposition 1], we have that the set VN is compact (and hence
bounded). Thus, vN(x)< ∞.
Let aN := infv∈VN v, bN := supv∈VN v and c := infv∈V v = supv∈V v. Now, denote
the Hausdorff distance between the respective convex hulls of the sets V and VN as
H(convV ,convVN). We have
H(convV ,convVN) =H(V ,convVN) = max{|bN− c|, |c−aN |}
where
bN− c = max
QΞ˜∈Û (αN ,ρ˜N)
EQΞ˜ [ f (x,ξ )]−EQΞ˜ [ f (x,ξ )]
c−aN = EQΞ˜ [ f (x,ξ )]− minQΞ˜∈Û (αN ,ρ˜N)
EQΞ˜ [ f (x,ξ )]
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On the other hand, by [31, Proposition 2.1 (c)] and the definition of the Hausdorff
distance, the following holds
H(V ,convVN)6H(V ,VN) = max(D(V ,VN),D(VN ,V )) = D(VN ,V )
where
D(VN ,V ) = max
v′∈VN
d(v′,V ) = max
v′∈VN
min
v∈V
|v′− v|
= max
QΞ˜∈Û (αN ,ρ˜N)
∣∣∣EQΞ˜ [ f (x,ξ )]−EQΞ˜ [ f (x,ξ )]∣∣∣
6 max
QΞ˜∈Û (αN ,ρ˜N)
sup
x∈X
∣∣∣EQΞ˜ [ f (x,ξ )]−EQΞ˜ [ f (x,ξ )]∣∣∣
= max
QΞ˜∈Û (αN ,ρ˜N)
D(QΞ˜ ,QΞ˜ )
=D(Û (αN , ρ˜N),QΞ˜ )
Note that D(Û (αN , ρ˜N),QΞ˜ )
N→∞−→ 0, because, for any f ∈ F , we have that
EQΞ˜ [ f ]
N→∞−→ EQΞ˜ [ f ] under Corollary 2 and Proposition 8 in Appendix A. Thus,
H(V ,convVN)6H(V ,VN) = D(VN ,V )6D(Û (αN , ρ˜N),QΞ˜ )
Therefore,
|vN(x)− v(x)|6H(V ,convVN)6D(Û (αN , ρ˜N),QΞ˜ )
N→∞−→ 0
Hence, since the inequality above is independent of the value of x, we have
limN→∞ supx∈X |vN(x)− v(x)|= 0 a.s.
Now, we show that the functions vN(x) and v(x) are continuous in x ∈ X : Fix
an arbitrary x ∈ X and consider a sequence (xN)N such that xN → x as N grows to
infinity. We want to prove that vN(xN)→ vN(x) and v(xN)→ v(x). First, there exist
QxN ,Qx ∈ Û (αN , ρ˜N) such that vN(xN)=EQxN f (xN ,ξ ) and vN(x)=EQx f (x,ξ ). For
any ε > 0, there exists N′ > 0 sufficiently large such that for N > N′ the following
holds:
|vN(xN)− vN(x)|= |EQxN f (xN ,ξ )−EQx f (x,ξ )|
6 |EQxN f (xN ,ξ )−EQxN f (x,ξ )|+ |EQxN f (x,ξ )−EQx f (x,ξ )|
6 ε/2+ ε/2 = ε
since |EQxN f (xN ,ξ )−EQxN f (x,ξ )|< ε/2 because f is continuous in x and
|EQxN f (x,ξ )−EQx f (x,ξ )|6D(QxN ,Qx)6D(QxN ,QΞ˜ )+D(QΞ˜ ,Qx)
N→∞−→ 0,
because D(Û (αN , ρ˜N),QΞ˜ )
N→∞−→ 0. As ε > 0 is arbitrary, this implies that the func-
tion vN(x) is continuous in x ∈ X . Similarly, since f is continuous in x, we have that
the function v(x) is continuous in x ∈ X . Finally, as vN(x) and v(x) are continuous in
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x ∈ X and limN→∞ supx∈X |vN(x)− v(x)| = 0 a.s., we deduce from [47, Lemma 3.4]
that ĴN → J∗ a.s. and the proof of (i) is done.
The proof of (ii) follows from the application of [35, Lemma 3.8]. uunionsq
Remark 3 The theoretical framework underpinned by Lemma 3, Corollary 2 and
Theorems 2 and 3 leaves the decision-maker with considerable freedom to choose
the values αN and ρ˜N . In the following two corollaries, we show that our framework
naturally produces distributionally robust variants of popular non-parametric regres-
sion techniques such as the K-nearest neighbors and the Nadaraya-Watson kernel
regression. This could serve as guidance in the selection of αN and ρ˜N . Besides, in
Section 6, we illustrate how to tune those parameters using a data-driven procedure.
Corollary 3 (Distributionally robust K-nearest neighbors) Let KN be the number
of nearest neighbors, chosen such that KN → ∞, KN/N→ 0 and KNlogN → ∞ when the
sample size N grows to infinity. This defines a standard KNN regression method.
Take problem
(
P(αN ,ρ˜N)
)
, set αN :=KN/N and compute the minimum transporta-
tion budget εKN as in Definition 3. Problem
(
P(αN ,ρ˜N)
)
for any sequence of ρ˜N ,
N ∈ N, such that ρ˜N = ε pKN +∆ρ˜N with ∆ρ˜N ↓ 0 is a distributionally robust vari-
ant of that KNN method.
Proof The proof of this claim directly follows from the fact that all the conditions in
Lemma 3 are satisfied if we choose αN = KN/N. Actually, if we set ρ˜N = ε pKN , the
ambiguity set consisting of all distributions QN
Ξ˜
such that QN
Ξ˜
∈ Û (αN , ρ˜N) is reduced,
for each N ∈ N, to the singleton QN
Ξ˜
:= ∑KNi=1
1
KN
δ(z∗,ŷi:N), where ŷi:N represents the
y-coordinate of the data point in the sample that is the i-th nearest neighbor. The
decision-maker can thus use the extra budget ∆ρ˜N to control the degree of robustness
of the KNN solution. uunionsq
Corollary 4 (Distributionally robust Nadaraya-Watson kernel regression) Con-
sider a Nadaraya-Watson (NW) kernel regression method with bandwidth hN such
that hN → 0 and NhdzN / log(N)→ ∞ when N grows to infinity. Also, assume that the
non-negative KernelK of the NW method satisfies that there exist positive numbers
c1, c2 and r such that c1I{‖v‖6r} 6K (v)6 c2I{‖v‖6r}.
Let wi, i = 1, . . . ,N be the weights given by the NW method to the data points in
a certain sample of size N and let wmax := maxi wi. Compute
ρ˜NWN =
N
∑
i=1
wi dist
(
(ẑi, ŷi), Ξ˜
)p
.
The choices αN := 1/(Nwmax) and ρ˜N := ρ˜NWN + ∆ρ˜N with ∆ρ˜N ↓ 0 produce an
asymptotically consistent and distributionally robust Nadaraya-Watson kernel regres-
sion method.
Proof To prove this corollary, we will use the following lemma, which appears in
[21].
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Lemma 4 (Lemma 4.1 from [21]) If n is a binomial random variable with parame-
ters N and pˆ, then
∞
∑
N=1
E [exp(−sn)]< ∞, f or all s> 0
whenever N pˆ/ logN→ ∞.
Define Ai as the event (‖ẑi− z∗‖ 6 rhN). Then, n = ∑Ni=1 IAi is a binomial ran-
dom variable with parameters N and pˆ = P(‖ẑi− z∗‖ 6 rhN) that represents the
number of samples that are given a weight different from zero by the NW method.
By Assumption 2, it follows that pˆ > C˜rdzhdzN , when rhN < r0. Furthermore, by the
way the weights are constructed in this method and the choice of αN , we have that
ρ˜NWN > ε
p
NαN , provided that n> 1. In that case, it also holds 1/n6 w
max 6 c2/(c1 n)
and thus, (c1 n)/c2 6 NαN 6 n. Notice that the event (n = 0) can happen only in
a finite number of instances as N increases. Indeed, for N sufficiently large, P(n =
0) = (1− pˆ)N 6 exp(−N pˆ) 6 exp
(
−NC˜rdz hdzN
)
, which is summable over N, be-
cause NhdzN / log(N)→ ∞. Therefore, in practice, the bandwidth of the NW method
could be occasionally augmented in those specific instances so that n ≥ 1, without
affecting the convergence of the method.
Thus, we have
ρ˜NWN 6
c2
c1 n
N
∑
i=1
‖ẑi− z∗‖p IAi 6
c2rph
p
N
c1
→ 0
because hN tends to 0 as N grows to infinity.
Now, we need to revisit Equation (38), since NαN is here random (contingent on
the training sample). In particular, we have
P
(∣∣∣∣∣ N∑i=1 bNi h(ŷi)−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε / ẑ1, . . . , ẑN
)
6 2exp
( −(NαN)ε2
4‖h‖∞ (2‖h‖∞+ ε)
)
6 2exp
( −(c1 n/c2)ε2
4‖h‖∞ (2‖h‖∞+ ε)
)
for any arbitrary ε > 0.
Hence,
P
(∣∣∣∣∣ N∑i=1 bNi h(ŷi)−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε
)
6 E
[
2exp
( −(c1 n/c2)ε2
4‖h‖∞ (2‖h‖∞+ ε)
)]
The summability with respect to N of the expectation in the right-hand side of the
inequality above is ensured by Lemma 4, given that, for N large enough, N pˆ/ logN >
C˜rdzNhdzN / log(N) → ∞. The Borel-Cantelli lemma does the rest to conclude the
proof.
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While not explicitly required in this proof, it is easy to check that αN → 0 almost
surely as well. Note that c1 nc2 N 6 αN 6
n
N , with E
[ n
N
]
= pˆ→ 0, since hN → 0. Using
[22, Lemma 6], we get, for any ε > 0,
P
(∣∣∣ n
N
− pˆ
∣∣∣> ε)= P(∣∣∣∣∣ N∑i=1 1N (IAi − pˆ)
∣∣∣∣∣> ε
)
6 2exp
(
− Nε
2
2(1+ ε)
)
which is summable with respect to N. Thus, limN→∞ nN = pˆ = 0 with probability one
(as expected) and consequently, αN → 0 a.s. uunionsq
Similarly as before, the extra budget ∆ρ˜N can be used by the decision-maker to
robustify the NW solution. Nevertheless, in this case, since ρ˜NWN > ε
p
NαN , the ambigu-
ity set is not necessarily a singleton, meaning that our DRO approach already confers
some degree of robustness on the decision vector x even if we set ρ˜N = ρ˜NWN .
We conclude this section with a corollary that extends Lemma 3 to the case of
unbounded uncertainty y under certain conditions. This extension guarantees that the
solution to problem
(
P(αN ,ρ˜N)
)
is asymptotically consistent also for this case.
Corollary 5 (Extension of Lemma 3 to unbounded y) Suppose that Assumptions 2.1
and 2.2 hold. Consider the true data-generating distribution Q of the random vector
ξ := (z,y) with support Ξ := Ξz×Rdy and define m(z∗) = E[‖y‖a/z = z∗], for some
a> p.
Assume that there exists a constant m > 0 such that m(z) < m for almost all
z ∈ Ξz, and that there are non-negative numbers (σ ,ν) such that
logE
[
exp{t(‖y‖a−m(z))}
/
z = z∗
]
6 σ2t2/2, |t| ≤ 1/ν ,
for almost all z∗ ∈ Ξz. Then, if the sequence (αN , ρ˜N), N ∈ N, meets the conditions
stated in Lemma 3, we have that the convergence result enunciated in that lemma
also applies in the following two cases: i) a = p and function ` : Rdy → R+ in As-
sumption 2.2 is such that
∫ ‖y‖p`(y)dy< R< ∞; and ii) a> p.
Proof Since the weak convergence of distributions is guaranteed by way of Lemma 3,
we just need to prove that
∫
Ξ˜ ‖y‖pdQNΞ˜ →
∫
Ξ˜ ‖y‖pdQΞ˜ (i.e., convergence of the p-th
moment, see Proposition 8 in Appendix A). For this purpose, we will use different
strategies in cases i) and ii).
Case i): Here we will follow a strategy similar to that used to prove Lemma 3.
We have∣∣∣∣∣ N∑i=1 bNi ‖ŷi‖p−m(z∗)
∣∣∣∣∣6
∣∣∣∣∣ N∑i=1 bNi ‖ŷi‖p−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣+
∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣
To upper bound the first term in the right-hand side of the above inequality, we will
exploit the subexponential character of ‖ŷi‖p, i = 1, . . . ,N (understood as random
variables). To this end, we will employ the following technical result, which corre-
sponds to Theorem 2.51 in [10].
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Theorem 4 (Theorem 2.51 from [10]) Let Z1, . . . ,Zn be a finite sequence of inde-
pendent and centered random variables such that, for all 1 6 k 6 n, the random
variable Zk satisfies logE[exp(tZk)] 6 l(t) for any t > 0, with l(t) being a function
from [0,∞) to [0,∞] with a concave derivative such that l(0) = l′(0) = 0.
Denote SN = b1Z1 + . . .+ bNZN for some positive real numbers b1, . . . ,bN . For
any positive ε ,
P(SN > ε)6 exp
(
−‖b‖
2
1
‖b‖22
l∗
(
ε
‖b‖1
))
where l∗ stands for the convex conjugate of l.
By assumption, we have
logE [exp{t(‖y‖p−m(z∗))}/z = z∗]6 σ
2t2
2
for 06 t 6 1/ν and for almost all z∗ ∈Ξz
We take then l(t) := σ
2t2
2 , if 0 6 t 6 1/ν , and l(t) := ∞, if t > 1/ν . Therefore,
l∗(s) = s
2
2σ2 , if 0< s6 σ
2/ν and l∗(s) = sν − σ
2
2ν2 , if s> σ
2/ν .
Thus, for any arbitrary ε > 0,
P
(∣∣∣∣∣ N∑i=1 bNi ‖ŷi‖p−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε/ ẑ1, . . . , ẑN
)
6 2 exp
(
−‖b‖
2
1
‖b‖22
l∗
(
ε
‖b‖1
))
It holds ‖b‖1 = 1, ‖b‖22 6 1/NαN , and sν − σ
2
2ν2 >
s
2ν , if s> σ
2/ν . Hence,
P
(∣∣∣∣∣ N∑i=1 bNi ‖ŷi‖p−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε
)
6 2 exp
(
−NαNε
2
2σ2
)
I(ε6σ2/ν)
+2 exp
(
−NαNε
2ν
)
I(ε>σ2/ν)
which is summable with respect to N because NαNlog(N) → ∞.
To deal with the term
∣∣∑Ni=1 bNi m(ẑi)−m(z∗)∣∣, we first note that∣∣∣∣∣ N∑i=1 bNi m(ẑi)−m(z∗)
∣∣∣∣∣6 N∑i=1 bNi |m(ẑi)−m(z∗)|
where
|m(ẑi)−m(z∗)|=
∣∣∣∣∫ ‖y‖p φy/z=ẑi(y)dy−∫ ‖y‖p φy/z=z∗(y)dy∣∣∣∣
6
∫
‖y‖p ∣∣(φy/z=ẑi −φy/z=z∗)(y)∣∣dy
6 ‖ẑi− z∗‖
∫
‖y‖p `(y)dy
6 R ‖ẑi− z∗‖
for any ẑi such that ‖ẑi− z∗‖6 r0.
We finish the proof of case i) here, because, from this point on, it proceeds as in
Lemma 3 by just replacing L and 2‖h‖∞ with R and m, respectively.
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Case ii): Based on the corollary to [17, Theorem 25.12], it suffices to show that
sup
N
∫
Rdy
‖y‖adQNΞ˜ < ∞
We first compute the integral for a fixed N.
∫
Rdy
‖y‖adQNΞ˜ =
N
∑
i=1
bNi ‖ŷi‖a =
N
∑
i=1
bNi (‖ŷi‖a−m(ẑi))+
N
∑
i=1
bNi m(ẑi)
≤
∣∣∣∣∣ N∑i=1 bNi (‖ŷi‖a−m(ẑi))
∣∣∣∣∣+m
By Theorem 4, we have, for any arbitrary ε > 0,
P
(∣∣∣∣∣ N∑i=1 bNi ‖ŷi‖a−
N
∑
i=1
bNi m(ẑi)
∣∣∣∣∣> ε
)
6 2 exp
(
−NαNε
2
2σ2
)
I(ε6σ2/ν)
+2 exp
(
−NαNε
2ν
)
I(ε>σ2/ν)
which is summable with respect to N, because NαNlog(N) → ∞. Take ε := ε0 > 0, there
must then exist a sufficiently large N0 such that∣∣∣∣∣ N∑i=1 bNi (‖ŷi‖a−m(ẑi))
∣∣∣∣∣< ε0
for N > N0 with probability one.
Therefore, ∫
Rdy
‖y‖adQNΞ˜ 6 ε0+m
for large enough N > N0.
Thus,
sup
N
∫
Rdy
‖y‖adQNΞ˜ 6max
{
sup
N<N0
∫
Rdy
‖y‖adQNΞ˜ , ε0+m
}
< ∞ a.s.
uunionsq
Remark 4 The proof of Corollary 5 is considerably simplified if it holds
|m(z)−m(z∗)|6 R ‖z− z∗‖
for almost all z ∈ Ξz and some R > 0. In this case, for instance, we do not need the
almost-everywhere boundedness condition on random variable m(z).
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4 The case of known Q(Ξ˜) = α > 0. Applications in data-driven
decision-making under contaminated samples
The case of known Q(Ξ˜) = α > 0 arises in the situation where the feature vector z is
known to live within a full dimensional (i.e. having a non-empty interior) uncertainty
set Z . Besides, it may be also useful in other relevant and practical contexts, for
instance, in data-driven optimization under uncertainty when the available dataset
contains contaminated samples.
When Q(Ξ˜) = α > 0 and known, we can solve the following DRO problem:
(P(α,ρ˜N)) infx∈X
sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (43a)
s.t.W pp (R1−α(Q̂N),QΞ˜ )≤ ρ˜N (43b)
QΞ˜ (Ξ˜) = 1 (43c)
As we show below, problem P(α,ρ˜N) enjoys a finite sample guarantee and produces
solutions that are asymptotically consistent, i.e., that converge to the true solution
(under complete information) given by problem (1). This is somehow hinted by the
connection between problems (SP1) and (SP2) highlighted in Proposition 3.
Proposition 6 (Case α > 0: Concentration tail inequality) Suppose that the true
joint probability distribution Q is light-tailed, i.e., there exists a constant a > p > 1
such that EQ [exp(‖ξ‖a)] < ∞. Then, there are constants c,C > 0 such that, for all
ε > 0,α > 0, and N > 1, it holds
QN
[
Wp
(
R1−α(Q̂N),QΞ˜
)
> ε
α1/p
]
6 βp(ε,N) (44)
where
βp(ε,N) :=I{ε61}C

exp(−cNε2) if p> d/2,
exp(−cN(ε/ log(2+1/ε))2) if p = d/2,
exp(−cNεd/p) if p ∈ (0,d/2)
(45)
+C exp(−cNεa/p)I{ε>1}
with d = dz+dy.
Proof Take the true joint distributionQ, its conditional distribution given ξ ∈ Ξ˜ , i.e.,
QΞ˜ , and the empirical distribution Q̂N . By Proposition 4, we have
αW pp
(
R1−α(Q̂N),QΞ˜
)
=W pp
(
Q̂N ,F1−α(QΞ˜ )
)
Besides, we can write Q = αQΞ˜ +(1−α)R, where R is some probability such that
R(Ξ˜) = 0. In other words, Q ∈F1−α(QΞ˜ ). Thus,
W pp
(
Q̂N ,F1−α(QΞ˜ )
)
6W pp
(
Q̂N ,Q
)
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α
1
pWp
(
R1−α(Q̂N),QΞ˜
)
6Wp
(
Q̂N ,Q
)
QN
(
α
1
pWp
(
R1−α(Q̂N),QΞ˜
)
> ε
)
6QN
(
Wp
(
Q̂N ,Q
)
> ε
)
where the right-hand side of the last inequality is upper bounded by (45) according
to [27, Theorem 2]. uunionsq
Theorem 5 (Case α > 0: Finite sample guarantee) Suppose that the assumptions
of Proposition 6 hold. Given N > 1 and α > 0, choose β ∈ (0,1). Determine εN(β )
as the value obtained by equating the right-hand side of (45) to β and solving for
ε . Then, for all ρ˜N >max(ε pN(β )/α,ε
p
Nα), where ε
p
Nα is the minimum transportation
budget as in Definition 3, the pair (x̂N , ĴN) that is solution to problem
(
P(α,ρ˜N)
)
enjoys the finite sample guarantee (28).
Proof For problem
(
P(α,ρ˜N)
)
to be feasible, we must have ρ˜N > ε pNα . Since Propo-
sition 6 ensures that QN
(
QΞ˜ ∈ Û (α, ρ˜N)
)
> 1−β for any ρ˜N > ε
p
N
α , then it follows
that
EQ[ f (x̂N ,ξ )/ξ ∈ Ξ˜ ] = EQΞ˜ [ f (x̂N ,ξ )]
6 ĴN := sup
QΞ˜
{
EQΞ˜ [ f (x̂N ,ξ )] : QΞ˜ ∈ Û (α, ρ˜N)
}
with probability at least 1−β . uunionsq
We point out that, in the case α > 0, data points may fall into the set Ξ˜ . Logically,
the contribution of these points to the minimum transportation budget ε pNα is null and
their order (the way their tie is broken) is irrelevant to our purpose.
Lemma 5 (Case α > 0: Convergence of conditional distributions) Suppose that
the assumptions of Proposition 6 hold. Choose a sequence βN ∈ (0,1), N ∈ N, such
that ∑∞N=1βN < ∞ and limN→∞ εN(βN)→ 0. Then,
Wp(QNΞ˜ ,QΞ˜ )→ 0 a.s.
for any sequence QN
Ξ˜
, N ∈N, such that QN
Ξ˜
∈ Û (α, ρ˜N)with ρ˜N =max(ε pN(βN)/α,ε pNα).
Proof Take N large enough and let Q̂N/Ξ˜ be the conditional probability distribution
of Q̂N given ξ ∈ Ξ . We have
Wp(QNΞ˜ ,QΞ˜ )6Wp(Q
N
Ξ˜ , Q̂N/Ξ˜ )+Wp(Q̂N/Ξ˜ ,QΞ˜ )
We show that the two terms in the right-hand side of the above inequality vanish with
probability one as N grows to infinity. We start with Wp(Q̂N/Ξ˜ ,QΞ˜ ).
Let I denote the subset of observations ξ̂ i := (ẑi, ŷi) for i = 1, . . . ,N, such that
ξ̂ i ∈ Ξ˜ . It follows from the Strong Law of Large Numbers that Q̂N(Ξ˜) = |I|N =
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αN → α almost surely. Besides, since the sequence βN ,N ∈ N is summable and
limN→∞ εN(βN)→ 0, the Borel-Cantelli Lemma and Proposition 6 implies
Wp
(
R1−α(Q̂N),QΞ˜
)
→ 0 a.s.
Then, from Lemma 1, we deduce that Wp(Q̂N/Ξ˜ ,QΞ˜ )→ 0 with probability one.
We can deal with the termWp(QNΞ˜ , Q̂N/Ξ˜ ) in a similar fashion, except for the sub-
tle difference that, in this case, we require ρ˜N = max(ε pN(βN)/α,ε
p
Nα), so that, for
all N ∈ N, problem P(α,ρ˜N) delivers a feasible QNΞ˜ in the sequence. Hence, in order to
prove that Wp(QNΞ˜ , Q̂N/Ξ˜ )→ 0 almost surely, we need to show that limN→∞ εNα = 0
with probability one. This is something that can be directly deduced from the defini-
tion of εNα , namely,
ε pNα :=W
p
p (R1−α(Q̂N),Pp(Ξ˜)) = min
Q′∈Pp(Ξ˜)
W pp (R1−α(Q̂N),Q′) (46)
6W pp
(
R1−α(Q̂N),QΞ˜
)
→ 0 a.s. (47)
uunionsq
Note that, by Equation (9) in Definition 3, we have that εNα > 0 if and only if
dNαe> |I| ⇔ dNαe
N
>
|I|
N
= αN = Q̂N(Ξ˜)⇔ α > αN
Once the convergence of QN
Ξ˜
to the true conditional distribution QΞ˜ in the p-
Wasserstein metric has been established by the previous lemma, an asymptotic con-
sistency result analogous to that of Theorem 3 can be also derived. We omit it here
to avoid redundancy. In the following remark, we show how problem P(α,ρ˜N) can be
used to make distributionally robust decisions in a context where the data available
to the decision-maker is contaminated.
Remark 5 (Data-driven decision-making under contaminated samples) Suppose that
the dataset ξ̂ i := (ẑi, ŷi) for i = 1, . . . ,N is composed of correct and contaminated
samples. The decision maker only knows that a sample is correct with probability α
and contaminated with probability 1−α , but she does not know which type each sam-
ple belongs to. Thus, the data have been generated from a mixture distribution given
by P = αQ∗+(1−α)R, where Q∗ is the correct distribution and R a contamination.
In our context, this is equivalent to stating that Q∗ ∈R1−α(P), which, in turn, can
be formulated as Wp(R1−α(P),Q∗) = 0. Since we only have limited information on
P in the form of the empirical distribution P̂N , we propose to solve problem P(α,ρ˜N),
that is,
inf
x∈X
sup
Q
EQ [ f (x,ξ )] (48a)
s.t.W pp (R1−α(P̂N),Q)≤ ρ˜N (48b)
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where we have assumed that the correct distribution Q∗, the contamination R and the
data-generating distribution P are all supported on Ξ .
The decision-maker can profit from the finite sample guarantee that the solution to
problem (48a)–(48b) satisfies as per Theorem 5, with ρ˜N > ε pN(β )/α , β ∈ (0,1), since
ε pNα = 0 in this case. Furthermore, if we choose a summable sequence of βN ∈ (0,1),
N ∈ N, such that limN→∞ εN(βN) = 0, then we have that
P∞
(
lim
N→∞
Wp
(
R1−α(P̂N),Q∗
)
= 0
)
= 1 (49)
In plain words, for N large enough, the decision vector x is being optimized by
way of problem (48a)–(48b) over the “smallest” ambiguity set that almost surely con-
tains the correct distribution Q∗ of the data (in the absence of any other information
on Q∗). In fact, this makes our DRO approach to deal with contaminated samples
distinctly more convenient than that of [19] and [26]. Essentially, they suggest to
optimize over a 1-Wasserstein ball centered at P̂N of radius ρ˜ , that is,
inf
x∈X
sup
Q
EQ [ f (x,ξ )] (50a)
s.t.W1(P̂N ,Q)≤ ρ˜ (50b)
under the argument that for ρ sufficiently large, the Wasserstein ball contains the true
distribution of the data Q∗ with a certain confidence level. For instance, the author
of [26] uses the triangle inequality and the convexity property of the Wasserstein
distance to establish that W1(P̂N ,Q∗) 6 W1(P̂N ,P) + (1−α)W1(R,Q∗), so that the
extra budget (1−α)W1(R,Q∗) would ensure that Q∗ is within the Wasserstein ball
with a given confidence level (a similar argument is made in [19]). In practice, though,
this extra budget as such cannot be computed, because neither the correct distribution
Q∗ nor the contamination R are known to the decision-maker. However, our approach
naturally encodes it in the ambiguity set (48b). Indeed, for N large enough, result (49)
tells us that the correct distribution Q∗ belongs, almost surely, to the (1−α)-trimming
set of the empirical distribution P̂N . It follows precisely from this that Wp(P̂N ,Q∗)→
Wp(αQ∗ + (1−α)R,Q∗) 6 αWp(Q∗,Q∗) + (1−α)Wp(R,Q∗), i.e., Wp(P̂N ,Q∗) 6
(1−α)Wp(R,Q∗).
In short, our approach offers probabilistic guarantees in the finite-sample regime
and, in the asymptotic one, naturally exploits all the information we have on Q∗,
namely, Q∗ ∈R1−α(P), to robustify the decision x under contamination.
5 The case of unknown Q(Ξ˜) = α > 0.
In this section, we make some remarks on how we can use the proposed DRO ap-
proach to deal with the case in which Q(Ξ˜) = α > 0 is unknown. For this purpose,
we first introduce a proposition that will allows us to design a distributionally robust
strategy to tackle problem (1) by means of problem (P).
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Proposition 7 Suppose that Q(Ξ˜) = α > 0. Take 0< α ′ < α and any positive value
of ρ˜ . Given N > 1, the following problem
(SP3) sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (51a)
s.t.W pp (R1−α ′(Q̂N),QΞ˜ )6 ρ˜ (51b)
QΞ˜ (Ξ˜) = 1 (51c)
is either fully equivalent to (SP2), i.e., to problem (11a)–(11c), if 1N > α or a relax-
ation otherwise.
Proof The proof of the proposition is trivial and directly follows from the fact that
R1−α(Q̂N)⊂R1−α ′(Q̂N), if α ′ 6 α , and that R1−α(Q̂N) =R1−α ′(Q̂N) if, besides,
1
Nα > 1. uunionsq
Based on Proposition 7, we could use the following two-step safe strategy to
handle the case of unknown Q(Ξ˜) = α > 0:
1. First, solve the following uncertainty quantification problem (see [37] for further
details),
αN := inf
Q∈BεN (Q̂N)
Q(ξ ∈ Ξ˜) = 1− sup
Q∈BεN (Q̂N)
Q(ξ /∈ Ξ˜) (52)
where the radius εN of the Wasserstein ball has been chosen so that αN represents
the minimum probability that the joint true distribution Q of the data assigns to
the event ξ ∈ Ξ˜ with confidence 1−βN , βN ∈ (0,1).
2. Next, solve problem (P(αN ,ρ˜N)), that is,
inf
x∈X
sup
QΞ˜
EQΞ˜ [ f (x,ξ )] (53a)
s.t. W pp (R1−αN (Q̂N),QΞ˜ )≤ ρ˜N (53b)
QΞ˜ (Ξ˜) = 1 (53c)
with ρ˜N > ε pN(βN)/αN .
Now suppose thatQ∈BεN(βN)(Q̂N) and therefore, αN 6α (this is a random event
that occurs with probability at least 1−βN). Following a line of reasoning similar to
that in the proof of Proposition 6, we have
α
1
pWp
(
R1−α(Q̂N),QΞ˜
)
6Wp
(
Q̂N ,Q
)
6 εN(βN)
W pp
(
R1−αN (Q̂N),QΞ˜
)
6W pp
(
R1−α(Q̂N),QΞ˜
)
6 ε
p
N(βN)
α
6 ε
p
N(βN)
αN
= ρ˜N
Hence, QΞ˜ ∈ Û (αN , ρ˜N) with probability at least 1−βN . In other words, the two-
step procedure here described does not degrade the reliability of the DRO solution.
Furthermore, the minimum transportation budget εNαN that makes problem (P(αN ,ρ˜N))
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feasible is always zero here, if the event ξ ∈ Ξ˜ has been observed at least once. This
is so because the uncertainty quantification problem of step 1 ensures that αN is lower
than or equal to the fraction of training data points falling in Ξ˜ . Moreover, when N
grows to infinity, this uncertainty quantification problem reduces to computing such
a fraction of points, which, by the Strong Law of Large Numbers converges to the
real α , i.e., αN → α with probability one. Therefore, in the asymptotic regime, this
case resembles that of known α > 0.
We notice, however, that, in practice, setting ρ˜N > ε pN(βN)/αN may result in too
large budgets ρ˜N , and thus, in overly conservative solutions, because, as εN is in-
creased, αN decreases to zero. Actually, in those cases where the uncertainty quan-
tification problem (52) delivers αN = 0, constraint (53b) in problem (P(αN ,ρ˜N)) is,
for sure, non-binding and as such, can be removed. For this reason, in Section 6, we
provide an alternative data-driven procedure to address the case α > 0, in which we
simply set αN = Q̂N(Ξ˜) in problem (P(αN ,ρ˜N)) and use the data to tune the robustness
parameter ρ˜N .
6 Numerical Experiments
The following simulation experiments are designed to provide numerical evidence
on the performance of the DRO framework with side information we propose with
respect to other methods available in the technical literature. These experiments are
structured around the two cases α = 0 (Section 6.1) and α > 0 (Section 6.2), with
α :=Q(Ξ˜).
6.1 Case Q(Ξ˜) = α = 0.
To numerically illustrate this case, we consider two well-known problems, namely,
the (single-item) newsvendor problem and the portfolio allocation problem, both
posed in the form infx∈X EQ
[
f (x,ξ )/ξ ∈ Ξ˜
]
to allow for side information. We com-
pare four data-driven approaches to address the solution to these two problems: Our
approach, i.e., problem P(αN ,ρ˜N) with αN = KN/N, which we denote “DROTRIMM”;
a Sample Average Approximation method based on a local predictive technique, in
particular, the K nearest neighbors, which we refer to as “KNN” (see [11] for further
details); this very same local predictive method followed by a standard Wasserstein-
metric-based DRO approach to robustify it, as suggested in [13, Section 5], which we
call “KNNDRO”; and the robustified KNN method (4), also proposed in [13], which
we term “KNNROBUST.” We clarify that KNNDRO uses the K nearest neighbors
projected onto the set Ξ˜ as the nominal “empirical” distribution that is used as the
center of the Wasserstein ball in [37].
We also remark that the newsvendor problem and the portfolio optimization prob-
lem have been intentionally selected, because they are structurally different, espe-
cially when seen from the lens of the standard Wasserstein-metric-based DRO ap-
proach proposed in [37]. Indeed, the newsvendor problem features an objective func-
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tion with a Lipschitz constant with respect to the uncertainty that is independent of
the decision x. Consequently, as per [37, Remark 6.7], KNNDRO renders the same
minimizer for this problem as that of KNN, that is, as that of the Sample Average
Approximation method applied to the local predictive estimate of the conditional dis-
tribution given by the KNN method, whenever the support set Ξ˜ is equal to the whole
space. This is, in contrast, not true for the portfolio allocation problem, which has
an objective function with a Lipschitz constant with regard to the uncertainty that
depends on the decision x.
In all the numerical experiments, we take the p-norm with p= 1 and, accordingly,
we use the Wasserstein distance of order 1. Thus, all the optimization problems that
we solve are linear programs. We consider a series of different values for the size N
of the sample data. Unless stated otherwise in the text, for each N, we choose as the
number of neighbors, KN , the value bN/ log(N + 1)c, where b·c stands for the floor
function. Nevertheless, for the portfolio allocation problem, we also test the values
bN0.9c and b√Nc, all of which satisfy the conditions of Lemma 3, to assess the impact
of the number of neighbors on the out-of-sample performance of the four methods we
compare.
Recall that we denote x∗ ∈ argminx∈X EQΞ˜ [ f (x,ξ )] and J∗ = EQΞ˜ [ f (x∗,ξ )],
which, in practice, are unknown to the decision maker, but that, for analysis pur-
poses, we estimate using a discrete proxy of the true conditional distribution QΞ˜ . In
the case of the newsvendor problem, this proxy is made up of 1085 data points, re-
sulting from applying the KNN method (with the logarithmic rule) to 10 000 samples
from the true data-generating joint distribution. In the case of the portfolio optimiza-
tion problem, we have an explicit form of QΞ˜ , which we utilize to directly construct
a 10 000-data-point approximation. To compare the four data-driven approaches we
consider, we use two performance metrics, specifically, the out-of-sample perfor-
mance of the data-driven solution and its out-of-sample disappointment. The for-
mer is given by J = EQΞ˜ [ f (x̂
m
N ,ξ )], while the latter is calculated as J− ĴmN , where
m = {KNN, KNNROBUST, DROTRIMM, KNNDRO} and ĴmN is the objective func-
tion value yielded by the data-driven optimization problem solved by method m. We
point out that a negative out-of-sample disappointment represents a favorable out-
come.
Since EQΞ˜ [ f (x̂
m
N ,ξ )] and ĴmN are random variables (they are direct functions of the
sample data), we conduct 200 runs for every N, each run with an independent sample
of size N. This way we can get (visual) estimates of the out-of-sample performance
and disappointment for several values of the sample size N for different independent
runs. These estimates are illustrated in the form of box plots in a series of figures.
In these figures, besides, the dotted black horizontal line corresponds to either the
optimal solution x∗ (only in the newsvendor problem, where the dimension of the
decision vector x is equal to one) or to its associated optimal cost J∗ with complete
information (i.e., without ambiguity about the true joint data-generating distribution).
Critical to methods KNNROBUST, KNNDRO, and DROTRIMM is the selection
of the robustness parameter, that is, the radius or budget that controls their degree of
conservatism and the reliability of their solution. This role is played, for instance, by
parameter ρ˜N in problem P(αN ,ρ˜N). As is customary in practice, we use a data-driven
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procedure to tune and set the robustness parameter of each method. In particular, for
a desired value of reliability 1−β ∈ (0,1) (in our numerical experiments, we set β to
0.15), and for each method j, where j= {KNNROBUST, KNNDRO, DROTRIMM},
we aim for the value of the robustness parameter for which the estimate of the ob-
jective value Ĵ jN given by method j provides an upper (1−β )-confidence bound on
the out-of-sample performance of its respective optimal solution (see Equation (28)),
while delivering the best out-of-sample performance. As the optimal robustness pa-
rameter is unknown, because the true conditional distribution is itself unknown, and
depends on the available data sample, we need to derive an estimator paramβ , jN that
is also a function of the training data. We construct paramβ , jN and the corresponding
reliability-driven solution as follows:
1. We generate kboot resamples (with replacement) of size N, each playing the role
of a different training dataset. In our experiments we set kboot = 50. Moreover,
we build a validation dataset determining the KNval -neighbors of the Nval data
points of the original sample of size N that have not been used to form the training
dataset.
2. For each resample k = 1, . . . ,kboot and each candidate value for param, we com-
pute a solution by method j with parameter param on the k-th resample. The
resulting optimal decision is denoted as x̂ j,kN (param) and its corresponding ob-
jective value as Ĵ j,kN (param). Thereafter, we calculate the out-of-sample perfor-
mance J(x̂ j,kN (param)) of the data-driven solution x̂
j,k
N (param) over the validation
dataset.
3. From among the candidate values for param such that Ĵ j,kN (param) exceeds the
value J(x̂ j,kN (param)) in at least (1−β )× kboot different resamples, we take as
paramβ , jN the one yielding the best out-of-sample performance averaged over the
kboot validation datasets.
4. Finally, we compute the solution given by method j with parameter paramβ , jN ,
x̂ jN := x̂
j
N(param
β , j
N ) and the respective certificate Ĵ
j
N := Ĵ
j
N(param
β , j
N ).
We recall that, in our approach, the robustness parameter ρ˜N must be greater
than or equal to the minimum transportation budget to the power of p, that is, ε pNαN .
Therefore, if we decompose ρ˜N as ρ˜N = ε pNαN +∆ρ˜N , what one really needs to tune
in DROTRIMM is the budget excess ∆ρ˜N . Furthermore, we know, in light of Propo-
sition 5, that for the same amount of budget ∆ρ˜N , our approach will lead to more
robust decisions x than KNNDRO. This is so because the worst-case distribution in
KNNDRO is also feasible in DROTRIMM. Consequently, in practice, the tuning of
one of these methods could guide the tuning of the other.
Lastly, all the simulations have been run on a Linux-based server using up to 116
CPUs running in paralell, each clocking at 2.6 GHz with 4 GB of RAM. We employ
Gurobi 9.0 [30] under Pyomo 5.2 [1] to solve the associated linear programs.
6.1.1 The single-item newsvendor problem
In this subsection, we deal with the popular single-item newsvendor problem. Ac-
cording to [45], In recent years, many firms have started to collect more data and
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explore data science techniques for improved decision making. In line with this devel-
opment, data-driven approaches have also been suggested for the newsvendor prob-
lem. Most of these approaches assume that there are not only historical observations
on demand, but also on related external variables, called features, such as price,
customer data, Twitter feeds, and weather forecast. The newsvendor problem has re-
ceived a lot of attention lately (see, for example, [7,32,34,45] and references therein)
and is still considered a challenging and multifaceted problem. It is known that the
solution to the single-item newsvendor problem is equivalent to that of a quantile
regression problem, where the goal is to estimate the quantile b/(b+h) of the distri-
bution of the uncertainty y, with h and b being the unit holding and backorder costs,
respectively.
For the particular instance of this problem we analyze next, we have considered
h = 1 and b = 10. Furthemore, the true joint distribution of the data ξ̂ i := (ẑi, ŷi),
i = 1, . . . ,N is assumed to follow a mixture (with equal weights) of two normal bi-
variate distributions with means µ1 = [0.6,0.75]T , µ2 = [0.5,−0.75]T and covariance
matrices Σ1 =
[
0.5 0
0 0.01
]
, Σ2 =
[
0.0001 0
0 0.1
]
respectively. Therefore, the support set
of this distribution is the whole space Rdz+dy , with dz = dy = 1. Besides, we consider
as Z the singleton {z∗ = 0.62}, with Ξ˜ being the real line R as a result. Figure (1a)
shows a heat map of true joint distribution, together with a kernel estimate of the
probability density function of the random variable y conditional on z = 0.62. As
can be seen, the demand may be negative, which, in the context of the newsvendor
problem, can be interpreted as items being returned to the stores due to, for example,
some quality defect. The set of candidate values from which the robustness param-
eters in methods KNNROBUST, KNNDRO and DROTRIMM have been selected is
the discrete set composed of the thirty linearly spaced numbers between 0 and 2.5.
Figures (1b), (1c), and (1d) illustrate the box plots corresponding to the quantile
estimators (i.e., the optimal solution of the problem), the out-of-sample disappoint-
ment and the out-of-sample performance delivered by each of the considered data-
driven approaches for various sample sizes and runs, in that order. The colored shaded
areas have been obtained by joining the 15th and 85th percentiles of the box plots,
while the associated bold colored lines link their means. The true optimal quantile
(with complete information) and its out-of-sample performance are also depicted in
Figures (1c) and (1b), respectively, using black dotted lines.
Interestingly, whereas the quantiles estimators provided by DROTRIMM and
KNNDRO both lead to negative out-of-sample disappoinment, KNNDRO exhibits
substantially worse out-of-sample performance and disappointment in expectation
and volatility. Recall that KNNDRO delivers the same solutions provided by KNN
for this problem. Its behavior is, therefore, influenced by the bias introduced by the K-
nearest neighbors estimation, which is particularly notorious for small-size samples
in this case, given the shape of the true conditional density, see Figure (1a). Actu-
ally, for some runs, the K-nearest neighbors, and hence KNNDRO, lead to negative
quantile estimates, while the true one is positive and close to one. By construction,
KNNDRO is largely affected by the estimation error of the conditional probability
distribution incurred by the local predictive method. On the contrary, our approach
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Fig. 1: Newsvendor problem with features: True distributions, quantile estimate and
performance metrics
DROTRIMM offers a natural protection against this error and a richer spectrum of
data-driven solutions. Indeed, DROTRIMM is able to identify solutions that lead to a
better out-of-sample performance with a negative out-of-sample disappointment.
On the other hand, the mean of the quantile estimator delivered by KNNROBUST
is significantly far from the optimal one (with complete information) for small sam-
ple sizes, but it manages to keep the out-of-sample disappointment below zero in
return. To do so, nevertheless, KNNROBUST tends to produce more costly solutions
on average for small size samples at least, as inferred from their out-of-sample per-
formance in Figure (1d). Bear in mind that KNNROBUST constructs uncertainty sets
around the y-coordinates of the K nearest neighbors, while leaving their weights un-
altered. However, the issue with the nearest neighbors here is that, for small sample
sizes, there is a large probability that the weight 1KN given to the KN closest neigh-
bors in some samples is too big, that is, they are over-represented. KNNROBUST is
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unable to capture the potential negative impact of this plausible overweight on the
objective function.
6.1.2 Portfolio optimization
We consider next an instance of the portfolio optimization problem that is based on
that used in [12] and [14]. The instance corresponds to a single-stage portfolio op-
timization problem in which we wish to find an allocation of a fixed budget to six
different assets. Thus, x ∈ R6+ denote the decision variable vector, that is, the asset
allocations, and their uncertain return is represented by y ∈ R6. In practice, these
uncertain returns may be influenced by a set of features. First, the decision maker
observes auxiliary covariates and later, she selects the portfolio. We consider three
different covariates that can potentially impact the returns and that we denote as
z = (z1,z2,z3). The decision maker wishes to leverage this side information to im-
prove their decision-making process in which the goal is to maximize the expected
value of the return while minimizing the conditional value at risk (CVar) of the port-
folio, that is, the risk that the loss (−〈x,y〉)+ := max(−〈x,y〉,0) is large. Using the
reformulation of the CVar (see [42] and [14]) and introducing the auxiliary variable
β ′, the decision-maker aims to solve the following optimization problem given the
value of the covariate z∗(= (1000,0.01,5) in the numerical experiments):
min
(x,β ′)∈X
E
[
β ′+
1
δ
(−〈x,y〉−β ′)+−λ 〈x,y〉/ z = z∗] (54)
where the feasible set of decision variables of the problem, that is, X is equal to
{(x,β ′)∈R6+×R : ∑6j=1 x j = 1}. We set δ = 0.5 and λ = 0.1 to simulate an investor
with a moderate level of risk aversion. The parameter λ ∈ R+ serves to tradeoff
between risk and return, and δ refers to the (1−δ )-quantile of the loss distribution.
We take the same marginal distributions for the covariates as in Section 5.2 of [14],
i.e., z1;N (1000,50), z2;N (0.02,0.01) and log(z3);N (0,1). Furthermore,
we follow their approach to construct the joint true distribution of the covariates and
the asset returns. In particular, we take
y/(z=(z1,z2,z3));N6(µ+0.1·(z1−1000)·v1+1000·z2 ·v2+10 ·log(z3+1)·v3,Σ)
with v1 = (1,1,1,1,1,1)T , v2 = (4,1,1,1,1,1)T , v3 = (1,1,1,1,1,1)T , and
µ =
(
86.8625 71.6059 75.3759 97.6258 52.7854 84.8973
)T
Σ 1/2 =

136.687 ∗ ∗ ∗ ∗ ∗
8.79766 142.279 ∗ ∗ ∗ ∗
16.1504 15.0637 122.613 ∗ ∗ ∗
18.4944 15.6961 26.344 139.148 ∗ ∗
3.41394 16.5922 14.8795 13.9914 151.732 ∗
24.8156 18.7292 17.1574 6.36536 24.7703 144.672

Notice that, unlike in [14], not all the features affect equally all the asset returns.
For all the methods, we have standardized the covariates z and the asset returns y
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using their means and variances. In all the simulations, the robustness parameter that
each of the methods uses (i.e., εN in KNNROBUST, the radius of the Wassertein
ball, ρN , in KNNDRO, and the budget excess ∆ρ˜N in DROTRIMM) has been chosen
from the discrete set of candidate values {b ·10c : b ∈ {0, . . . ,9}, c ∈ {−2,−1,0}},
following the data-driven procedure previously described.
Similarly to the case of the single-item newsvendor problem, Figure 2 shows,
for various sample sizes and 200 runs, the box plots pertaining to the out-of-sample
disappointment and the out-of-sample performance associated with each of the con-
sidered data-driven approaches. Each of the three subplots in the figure has been ob-
tained with a different rule to determine the number KN of nearest neighbors. Increas-
ing this number seems to have a positive effect on the convergence speed of all the
methods for this instance, although KNNROBUST (and KNNDRO to a lesser extent)
has some trouble ensuring the desired reliability level, with the 85% line above 0 for
the largest values of N we represent. In contrast, DROTRIMM manages to keep the
disappointment negative. This is, in addition, accompanied by an important improve-
ment of the the out-of-sample performance (in line with the criterion for selecting the
best portfolio that we have established). Actually, DROTRIMM produces boxplots
that appear to be shifted downward, i.e., in the direction of better objective function
values. On the other hand, the KNN method substantially improves its performance
by employing a larger number of neighbors. However, it is way too optimistic in any
case.
To facilitate the analysis of the results shown in Figure 2, we also provide Fig-
ure 3, which illustrates the (random) performance of the methods KNNROBUST,
DROTRIMM and KNNDRO as a function of their respective robustness parameter,
estimated over 200 independent runs. Again, the shaded areas cover the 15th and
85th percentiles, while the bold colored lines correspond to the average performance.
The various plots are obtained for N = 30 and N = 400, with the number of neigh-
bours given by the logarithmic rule. These plots are especially informative, because
they provide insight into the potential of each method to identify good solutions.
Indeed, unlike the results displayed in Figure 2, those shown in Figure 3 are inde-
pendent of the specific validation procedure used to tune the robustness parameters
of the methods. Notice that the out-of-sample performance of all the three meth-
ods stabilizes around the same value as their respective robustness parameters grow
large enough. This phenomenon is analogous to that discussed in [37, Section 7.1].
However, the value we observe here does not correspond to the “equally weighted
portfolio,” because we have standardized the data on the asset returns. As a result,
the “robust portfolio” that delivers this out-of-sample performance depends on and
is solely driven by the standard deviations of the different assets. Very interestingly,
DROTRIMM is able to uncover portfolios whose out-of-sample performance fea-
tures a better mean-variance trade-off, in general. Furthermore, it requires a smaller
value of the robustness parameter to guarantee reliability. All this is more evident
(and useful) for the case N = 400, as we explain next. When N = 30, all the meth-
ods need large values of their robustness parameter to ensure reliability, so they all
tend to operate close to the “robust portfolio” we mentioned above. DROTRIMM can
certainly afford lower values of ∆ρ˜ in an attempt to improve performance, but this
proves not to be that profitable for such a small sample size, for which the robust port-
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(c) KN = bN0.5c
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(d) KN = bN0.5c
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(e) KN = bN0.9c
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(f) KN = bN0.9c
Fig. 2: Portfolio problem with features: Performance metrics
folio performs very well. As N increases, the robust portfolio loses its appeal, since
its performance gradually becomes comparatively worse. DROTRIMM is then able
to identify portfolios that perform significantly better in expectation, while providing
an estimate of their return such that the desired reliability is guaranteed. For their
part, KNNDRO and KNNROBUST are also able to discover solutions with an actual
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Fig. 3: Impact of the robustness parameter with 200 training samples, KN =
bN/(log(N+1))c and δ = 0.5, λ = 0.1
average cost lower than that of the robust portfolio (albeit with a worse expectation
and a higher variance than those given by DROTRIMM). However, they are more
prone to overestimate their returns.
6.2 Case α > 0. Portfolio optimization
We use the same portfolio allocation problem presented before to illustrate the case
α > 0. To this end, we assume instead that the feature vector lives in an uncertainty
setZ such thatQ(Ξ˜)> 0. In particular, we considerZ := {z∈R3 : ‖z˜‖∞ 6 r}, with
z˜ being the standardized feature vector. Thus, we have that Ξ˜ is given by
Ξ˜ := {(z,y) ∈ R3+6 : ‖z˜‖∞ 6 r}
We take r = 0.6 for the simulation experiments.
We draw 50 000 samples from the true joint data-generating distribution through
the explicit form of y/z given in the previous case. We then use the conditional em-
pirical distribution made up of those samples falling within Ξ˜ , specifically, 7306 data
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points, as a proxy of the true conditional distributionQΞ˜ . Consequently, we have that
Q(Ξ˜)≈ 0.14612. We wish to solve the following optimization problem
min
(x,β ′)∈X
E
[
β ′+
1
δ
(−〈x,y〉−β ′)+−λ 〈x,y〉/ (z,y) ∈ Ξ˜] (55)
with the rest of the parameters being equal to the values taken in the previous instance
of the problem.
We also compare here four data-driven approaches to solve problem (55), namely:
– Our two approaches, i.e., problem P(α,ρ˜N) with α :=Q(Ξ˜) (that is approximately
equal to 0.14612, as we have just mentioned), denoted as “DROTRIMM1” and
problem P(αN ,ρ˜N), where αN := Q̂N(Ξ˜) is an estimate of α . We refer to this ap-
proach as “‘DROTRIMM2.” In principle, this would be the natural approach that
a decision-maker with no knowledge of α would use.
– A sample average approximation (SAA) method that works with the samples
falling in Ξ˜ .
– The previous SAA method followed by a standard Wasserstein-metric-based DRO
approach to robustify it, which we call “SAADRO”.
As in the previous numerical experiments, we employ a similar bootstrapping
procedure based on the available data sample to tune the robustness parameter that
each method j, with j ∈ {DROMTRIMM1, DROTRIMM2, SAADRO}, uses. More
specifically, for each j ∈ {DROMTRIMM1, DROTRIMM2, SAADRO} and a given
value of reliability 1−β ∈ (0,1) (in our numerical experiments, we set β to 0.15), we
seek an estimator paramβ , jN that leads to the best out-of-sample performance, while
guaranteeing the desired level of confidence 1−β . For each sample of size N, we use
the following algorithm to derive paramβ , jN and the corresponding portfolio solution:
1. We construct kboot resamples (with replacement) of size N, each playing the role
of a different training dataset. In our experiments we use kboot = 50. Moreover,
we build a validation dataset (per resample) from those data points of the original
sample of size N that fall in Ξ˜ , but that have not been involved in the resample.
We only consider resamples from which we can build a validation set of at least
one data point. Furthermore, unlike DROTRIMM1 and DROTRIMM2, SAADRO
can only be implemented if we have at least one data point falling within Ξ˜ in
the training set (the same happens to SAA). Thus, we implicitly assume that the
source sample has no less than two data points in Ξ˜ .
2. For each resample k = 1, . . . ,kboot and each candidate value for param (taken
from the discrete set {b · 10c : b ∈ {0, . . . ,9}, c ∈ {−3,−2,−1,0}}), we com-
pute a solution by method j with parameter param on the k-th resample. The
resulting optimal decision is denoted as x̂ j,kN (param) and its corresponding ob-
jective value as Ĵ j,kN (param). Thereafter, we calculate the out-of-sample perfor-
mance J(x̂ j,kN (param)) of the data-driven solution x̂
j,k
N (param) over the validation
dataset.
3. From among the candidate values for param such that Ĵ j,kN (param) exceeds the
value J(x̂ j,kN (param)) in at least (1−β )× kboot different resamples, we take as
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paramβ , jN the one yielding the best cost performance averaged over the kboot
resamples.
4. Finally, we compute the solution given by method j with parameter paramβ , jN ,
x̂ jN := x̂
j
N(param
β , j
N ) and the respective certificate Ĵ
j
N := Ĵ
j
N(param
β , j
N ).
Figure 4 shows the box plots pertaining to the out-of-sample disappointment and
performance associated with each of the considered data-driven approaches for var-
ious sample sizes. The box plots have been obtained from 200 independent runs per
sample size N. The SAA method provides portfolios that, in expectation, perform rea-
sonably well, especially when the sample size is large enough. However, SAA defi-
nitely fails to ensure the desired level of reliability. As for the three approaches that in-
corporate robustness in the decision-making, DROTRIMM1 and DROTRIMM2 seem
to systematically identify reliable portfolios with a better expected performance than
those given by SAADRO.
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Fig. 4: Portfolio problem with features: Performance metrics. Case α > 0 and δ =
0.5, λ = 0.1
To investigate the ability of SAADRO, DROTRIMM1 and DROTRIMM2 to iden-
tify good portfolios, we provide Figure 5, which is analogous to Figure 3 in the case
α = 0. Observe that both DROTRIMM1 and DROTRIMM2 guarantee reliability for
smaller values of their robustness parameter than SAADRO. This gives the former a
competitive advantage over the latter, essentially because it appears that a better out-
of-sample performance (in expectation) is, in general, aligned with a lower distribu-
tional robustness (this finding is consistent with the fact that the unreliable SAA solu-
tion performs fairly well in terms of the weighted mean-risk asset returns). To be more
precise, taking a small sample size N (say 50) and an equal value for each of their
robustness parameters, DROTRIMM1 and DROTRIMM2 deliver portfolios with an
actual expected cost (and variance) that is lower than or approximately equal to that
of the portfolios provided by SAADRO. They do so for any value of their robustness
parameter. Furthermore, when N is increased, even though there exists a range of val-
ues of the robustness parameter for which SAADRO also identifies portfolios with a
good performance out of sample, these are discarded by the method because they do
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Fig. 5: Case α > 0, impact of the robustness parameter with 200 training samples and
δ = 0.5,λ = 0.1
not comply with the reliability specification. For instance, take N = 400. SAADRO
needs a radius larger than 0.2-0.3 to ensure reliability. However, for these values
of the Wasserstein-ball radius, the portfolios given by SAADRO result in an actual
expected cost above −70. On the other hand, DROTRIMM2 guarantees reliability
with a value of its robustness parameter above 0.003-0.004, for which, in addition, it
provides solutions with an actual expected cost below −77.
To further support this finding, we conclude this section with Figure 6, which is
similar to Figure 4. Nonetheless, Figure 6 has been obtained through a different ex-
periment, in which the value of the robustness parameter that each method uses has
been optimally selected from the discrete set previously indicated. In other words, the
results shown in that figure are those a decision-maker would obtain in the hypothet-
ical case that the true conditional distribution QΞ˜ could be used to tune the robust-
ness parameters of the DRO methods. Therefore, these results correspond to the best
solutions that can be obtained from SAADRO, DROTRIMM1 and DROTRIMM2,
and confirm that our approaches (especially, DROTRIMM2) can potentially identify
portfolios that significantly outperform those delivered by SAADRO under the same
reliability requirement.
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Fig. 6: Portfolio problem with features: Performance metrics under an optimal selec-
tion of the robustness parameters. Case α > 0 and δ = 0.5, λ = 0.1
7 Conclusions
In this paper, we have developed a novel, fully data-driven framework to address
stochastic programs conditional on a given covariate context. By leveraging the con-
cepts of trimmings of a probability distribution and partial mass transportation, we
can make decisions distributionally robust against the uncertainty in the whole pro-
cess of inferring the conditional probability measure of the random parameters from
a finite sample coming from the true joint data-generating distribution. Our approach
has emerged as a natural, versatile and powerful upgrade of the Wasserstein-metric-
based DRO framework, through endowing it with the ability to exploit side infor-
mation and without harming its good tractability properties. Through a series of nu-
merical experiments built on the single-item newsvendor problem and a portfolio
allocation problem, we have demonstrated that our method attains notably better out-
of-sample performance than existing alternatives. This is especially true in the case
of small-size data samples, where the information on the conditional probability dis-
tribution conveyed by the joint sample can be very limited or even misleading. We
have supported these empirical findings with theoretical analysis, showing that our
approach enjoys attractive performance guarantees.
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A Auxiliary measure theoretic concepts and Wasserstein metric
This appendix compiles some definitions and results from measure theory that underlie our research. It
starts with some concepts related to the weak convergence of measures and compactness. Subsequently,
some known facts in connection with the topology generated by the Wasserstein metric Wp are presented.
We denote the set of all Borel probability measures supported onX asP(X ). Although some of the fol-
lowing concepts and results are still true in the more general setting of Polish spaces, we restrict ourselves
here to X ⊆ Rd . Similarly, we denote the p-Wasserstein space as Pp(X ), that is, the set of all Borel
probability measures supported on X with a finite p-th moment. It is well-known that the p-Wassertein
metric defines a metric inPp(X ) [46, Theorem 7.3].
Definition 4 (Weak convergence of probability measures) Given a sequence of probability measures
{QN}N ⊆P(X ), we say that it converges weakly to Q if
lim
N→∞
∫
X
`(ξ )QN(dξ ) =
∫
X
`(ξ )Q(dξ ) (56)
for all bounded and continuous function ` onX .
Definition 5 (Tightness) A given setK ⊆P(X ) is tight if for all ε > 0, there is a compact set Xε ⊂X
such that infQ∈K Q(Xε )> 1−ε . IfK reduces to a singleton, then we refer to the “tightness of a probability
measure”.
Definition 6 (Closed sets) A given setK ⊆P(X ) is closed (under the topology of weak convergence)
if for all sequence {QN}N ⊂K such that QN converges weakly to Q, we have Q ∈K .
The following theorem, which is known as Prokhorov’s Theorem, connects the notions of weak compact-
ness and tightness.
Theorem 6 (Prokhorov’s Theorem) A setK ⊆P(X ) is tight if and only if the closure ofK is weakly
compact inP(X ).
Definition 7 (Weak compactness) A setK ⊆P(X ) is weakly compact if for all sequence of probabil-
ity measures {QN}N ⊂K , there exists a subsequence {QN′}N′ that converges weakly to Q ∈K .
Definition 8 (p-uniform integrability) A set K ⊆P(X ) is said to have p-uniformly integrable mo-
ments if
lim
t→∞
∫
{ξ/‖ξ‖>t}
‖ξ‖pQ(dξ ) = 0 uniformly w.r.t. Q ∈K (57)
Finally, we introduce a proposition that connects some of the concepts presented above with the
Wasserstein metric. In particular, this proposition establishes the topological properties of the Wasserstein
space.
Proposition 8 (Prop. 7.1.5 from [5] and Th. 7.12 from [46]) Given p > 1 and X ⊆ Rd a closed set,
we have: Pp(X ) endowed with Wp is a Polish space. A closed set K ⊆Pp(X ) is weakly compact if
and only if it has p-uniformly integrable moments (and hence tight). In particular, given a sequence of
probability measures {QN}N ⊆Pp(X ), the following statements are equivalent:
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1. Wp(QN ,Q)→ 0.
2. QN converges weakly to Q and {QN}N has p-uniformly integrable moments.
3. QN converges weakly to Q and the following holds∫
X
‖ξ‖pQN(dξ ) N→∞−→
∫
X
‖ξ‖pQ(dξ ).
4. For any L> 0 and any continuous function ` :X →R such that verifies |`(ξ )|6 L(1+‖ξ‖p) for all
ξ , the following holds ∫
X
`(ξ )QN(dξ )
N→∞−→
∫
X
`(ξ )Q(dξ ).
Remarks. Proposition 8 implies that the topology generated byWp and the weak topology do coincide
on any subsetK which has p-uniformly integrable moments. We note that assertion 2 in Proposition 8 is
reduced to weak convergence ifX is a compact set (see for example [38, Corollary 2.2.2 ]).
B Proof of Proposition 2
Proof The set Û (α, ρ˜) is non-empty, because ρ˜ > ε pNα . We can equivalently rewrite Û (α, ρ˜) as{
QΞ˜ ∈P(Ξ˜) :W pp (R,QΞ˜ )6 ρ˜ for some R ∈R1−α (Q̂N)
}
.
If α > 0, then the trimming set R1−α (Q̂N) is tight and weakly compact, see [18, Lemmas 2 and 3].
Furthermore, Û (α, ρ˜) is a subset of
K :=
{
QΞ˜ ∈P(Rd) :W pp (R,QΞ˜ )6 ρ˜ for some R ∈R1−α (Q̂N)
}
which is tight and weakly compact by [40, Proposition 3]. The tightness of Û (α, ρ˜) is trivially guaranteed,
since any subset of a tight set is also tight. Hence, by Prokhorov’s theorem, to demonstrate that Û (α, ρ˜)
is also weakly compact, it suffices to show that it is closed. For this purpose, let {QN
Ξ˜
}N be a sequence
of probability measures in Û (α, ρ˜) that converges weakly to Q. We need to show that Q is in Û (α, ρ˜)
too. In turn, since Û (α, ρ˜) is a subset of K , which is closed, this boils down to proving that the weak
limit satisfies the condition Q ∈P(Ξ˜), that is, Q(Ξ˜) = 1. Given that the sequence {QN
Ξ˜
}N converges
weakly to Q and the support set Ξ˜ is closed, Portmanteau’s theorem (see [16, Theorem 2.1]) tells us that
limsupN→∞QNΞ˜ (Ξ˜) = 16 Q(Ξ˜). This implies that Q(Ξ˜) = 1.
Finally, the p-uniform integrability of our ambiguity set follows from Proposition 8 in Appendix A.
To apply this proposition, we only need to check that any distribution of Û (α, ρ˜) has a finite p-th moment.
From [4] (see p. 363 for the the case p = 2, although the proof works similarly for any p > 1), we know
that R1−α (Q̂N) ⊂Pp(Rd) if Q ∈Pp(Rd). Now, assume that there is a distribution QΞ˜ in Û (α, ρ˜)
that does not have a finite p-th moment. If this were the case, we would have Wp(QΞ˜ ,R) = ∞ for some
R ∈ R1−α (Q̂N), which is in contradiction with the fact that Wp(QΞ˜ ,R) must be less or equal to a finite
ρ˜1/p. uunionsq
C Tractable reformulation and maximizer of problem (SP2)
Next we provide a more manageable reformulation of problem (SP2), which can be directly used to address
the decision-making problems considered in Section 6. We omit, however, its proof as it runs in parallel
with that of [37, Theorem 4.2] and [33, Theorem 8]. Said reformulation relies on the following assumption.
Assumption 3 The region Ξ˜ is a closed convex set, and f (x,ξ ) := maxk6K gk(x,ξ ), with gk , for each
k 6 K, being a proper, concave and upper semicontinuous function with respect to ξ (for any fixed value
of x ∈ X) and not identically ∞ on Ξ˜ .
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Theorem 7 Let p,q > 1 such that 1p +
1
q = 1. If Assumption 3 holds, then for any value of ρ˜ > ε
p
Nα ,
subproblem (SP2) is equivalent to the following finite convex problem:
(SP2′′) inf
λ ,µ i ,θ ,vik ,v′ik ,wik ,w
′
ik
λρ˜+θ +
1
Nα
N
∑
i=1
µ i (58a)
s.t. µ i >[−gk]∗((vik,wik)− (v′ik,w′ik)) (58b)
+SΞ˜ ((v
′
ik,w
′
ik))−
〈
(vik,wik),(ẑi, ŷi)
〉
(58c)
+ϕ(q)λ
∥∥∥∥ (vik,wik)λ
∥∥∥∥q∗−θ , ∀i6 N,∀k 6 K (58d)
λ > 0 (58e)
µ i > 0, ∀i6 N (58f)
where [−gk]∗((vik,wik)− (v′ik,w′ik)) is the conjugate function of −gk evaluated at (vik,wik)− (v′ik,w′ik)
and SΞ˜ is the support function of Ξ˜ . Moreover, ϕ(q) = (q− 1)q−1/qq if q > 1, and ϕ(1) = 1. If λ = 0,
then 0
∥∥∥∥ (vik,wik)0
∥∥∥∥q∗ := limλ↓0 λ
∥∥∥∥ (vik,wik)λ
∥∥∥∥q∗.
In problem (SP2”), we have suppressed the dependence of functions gk on x for ease of notation.
The following theorem serves us to construct a maximizer (i.e., a worst-case distribution) of problem
(SP2). Again, we omit its proof, as it is analogous to the proof of [37, Theorem 4.4] and [33, Theorem 9].
Theorem 8 (Worst-case distributions) Under the assumptions of Theorem 7, the worst-case expectation
in (SP2) is equal to the optimal objective value of the following finite convex optimization problem
sup
γik ,qik
N
∑
i=1
K
∑
k=1
γikgk
(
ξ̂ i− qikγik
)
s.t.
N
∑
i=1
K
∑
k=1
γik
∥∥∥ qikγik ∥∥∥p ≤ ρ˜
N
∑
i=1
K
∑
k=1
γik = 1
K
∑
k=1
γik 6 1Nα ∀i≤ N
γik ≥ 0 ∀i≤ N, ∀k ≤ K
ξ̂ i− qikγik ∈ Ξ˜ ∀i≤ N, ∀k ≤ K
(59)
where 0gk(ξ̂ i− qik0 ) is interpreted as the value which makes the function γikgk(ξ̂ i− qikγik ) upper semicon-
tinuous at (qik,γik) = (qik,0). Also, the constraint ξ̂ i−qik/0 ∈ Ξ˜ means that qik is in the recession cone
of Ξ˜ , and 0‖qik/0‖p is understood as limγik↓0 γik ‖qik/γik‖p.
Moreover, if we assume that p > 1 or that Ξ˜ is bounded (with p> 1), then if (γ∗ik,q∗ik) maximizes the
problem above, we have that the discrete probability distribution QΞ˜ defined as
QΞ˜ =
N
∑
i=1
K
∑
k=1
γ∗ikδξ ∗ik
where ξ ∗ik := ξ̂ i− q
∗
ik
γ∗ik
∈ Ξ˜ , represents a maximizer of the worst-case expectation problem.
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