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Two dual problems are proposed for the minimax problem: minimize 
max,, ,, $(x, y). subject to g(x) < 0. A duality theorem is established for each dual 
problem. It is revealed that these problems are intimately related to a class of 
nondifferentiable programming problems. 
1. INTRODUCTION 
Recently some papers have appeared ealing with programming problems 
with particular types of nondifferentiable objective functions (see, for 
example, [ 1, 71). Duality relationships are also considered for each problem. 
In this paper, a more general class of nondifferentiable functions is presented 
and duality theory for the programming problems involving such functions is 
considered. 
The objective functions we treat here are of the type [2,9] 
f(x) = ;fc 4(X? YX !I> 
where $(e, a): R” x R” + R is a continuous function with continuous 
derivatives with respect to x and Y is a specified compact subset in R”. 
Notice thatfis not differentiable in general and thatf(.) is a convex function 
whenever 4(., y) is a convex function of x for each y. 
The primal problem is as follows: 
Problem (P) 
Minimize f(x) 
subject o xEX= {xER”/ g(x)<O}, 
where f is the function defined by (1) and g(a): R” -+ RP is a convex and 
differentiable function. We assume that X is nonempty. 
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The purpose of this paper is to formulate two dual problems to 
Problem (P) and then to establish duality relationships. One of them has an 
extra restrictive condition, while the other does not. We obtain a duality 
theorem for each dual problem (Theorems 1 and 2) and converse duality is 
also discussed (Theorem 3). 
In [8] a wider class of nondifferentiable programming problems is treated. 
However, our dual problems take forms different from that in [8] and, 
moreover, we can consider converse duality, while in [8] this concept is 
difficult to discuss. 
Throughout this paper, it is assumed that #(s, y) is a convex function of x 
for each y. V,d and Vg denote the gradient vectors of d(., y) and g(.), 
respectively. Given a real-valued function f on R”, V’f denotes the n x n 
Hessian matrix. 
2. DUALITY THEOREM 
For each x E X, we define 
J(x)= (.I-  gjc4 = 01 
Y(x) = i Y E y I 4(x, Y) = ;:t 4(x, z> 1. 
We denote by $? the set of triplets (s, A,J), where s ranges over the 
integers 1 < s < n + 1, A = (A, ,..., 1,) is an s-dimensional vector with Ai > 0 
(i = l,..., s), Cf= i li = 1, and J= (yi ,..., y,) is an ms-dimensional vector 
such that 
IY , ,..‘9 Y,} c Y(x) (2) 
for some x E X. 
For each (s, 1, p) E 9, we define 
S(s, A, y) = 
I 
(x, p) E R” x RP 1 x and p satisfying ( y, ,..., y,} c Y(x) and 
Now we define a dual problem as follows: 
Problem (D) 
Maximize 
(S,A.fiEy hdSX,A,y7 f(x) + ,tl p.igj(x). 
If, for a triplet (s, 1, ji> in p’, the set S(s, A, 7) is empty, we define the 
supremum over it to be --co. 
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The next theorem states a duality relationship between Problems (P) and 
(D) under the convexity condition imposed on the functions 0 and g. 
THEOREM 1. Let x* E X be an optimal solution of (P) and let Vgj(X*) 
(j E J(x*)) be linearly independent. Then there exist (s*, A*, p) in %/ and 
p* E RP, ,a* > 0, with (x*,p*) E %(s*, A*, p) such that (s*, A*, p) and 
(x*, p*) give an optimal solution to (D). Furthermore, the two problems (P) 
and (D) have the same extremal values. 
Proof. Since x* is an optimal solution of (P) and Vgj(x*) (j E J(x*)) are 
linearly independent, Theorem 1 of [9] and its corollary guarantee the 
existence of a positive integer s*, 1 < s* < n + 1, A0 = (A:,..., A$) with A; > 0 
(i= l,..., s*), p = (yf ,..., y$) with yT E Y(x*) (i = l,..., s*), and 
/p= (p” , ,..., pj) with ,uJ > 0 (j = l,..., p) such that 
f npv,qqx*, yT) + 5 ,u;vgj(x*) = 0, 
i=l j=l 
luy gj(x*> = O, j = l,..., p. 
Let a=C~l,A~. Then (s*,(r-lA’,p) belongs to 9, and (~*,a-‘~1’) to 
X(s*, a-‘lo, J?). Put A* = a-‘,IO and ,u* = a-%‘. We first show that 
(x*,p*) attains the maximum of the following problem: 
Maximize Ax) + ,f Pjgjtx) 
j=l 
subject o (x, lu> E s+*, A*, y-1. 
Take any (x,~) from X(s*, A*,?). Using {y:,..., yf} c Y(x) and the 
convexity of 4, g and remarking @g,(x*) = 0 (j = l,..., p), we have 
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in the last inequality, (x, p) E ,a^(~*, 1*, p) and g,(x*) < 0 (j = l,..., P) are 
used. Hence we obtain 
f(X*) = f(X*) + 2 /iTgj(x*) > f(x) + ’ Pj gj(x) (3) 
j=l ,T, 
for all (x,~) E .%(s*, A*, y”). 
To complete the proof, we must show for any (s, 1, J) in p that 
sup (X.LI)E fl(sJ,i? ./lx> + ,$ Pj gjtx> G fCx*)* i= 1 
We may assume that X(x, 1, J) is nonempty. Take any (x,~) from 
.K(s, 1, 7). By using f(x) = xi= i Ji@(X, yi), f(x*) > Cf= i 2,4(X*, yi) and 
\‘S=, ,uj gj(x*) < 0, we have 
Ax) + ,$, Pj gjCx) -ftx*) 
G ' ni#(x> Yi) + i Pjuij(x> - ] ' Ai#(X*9 Yi) + $ Pjgj(x*)l 
,rl j=l i*] j=l 
~ - ~ niV*~(X, yi)+ ~ lu/vgj(X) (X* -X)=0, 
I i=l j=l I 
since (x, p) belongs to X(s, ,&jr). Thus (4) is proved. From (3) and (4) 
follows the first assertion of this theorem. Sincef(x*) is the extremal value 
of (P), (3) implies the second assertion. Q.E.D. 
3. ALTERNATIVE DUALITY THEOREM 
As a special case of the programming problems considered, we can obtain 
the problem studied in [7, 81 by letting 
4(x, Y) = k(x) + x’y, 
where t denotes the transpose and k(.) is a convex and differentiable function 
defined on R”. In addition, the set Y is assumed to be a compact convex 
subset in R”. Notice that in this case the set j? can be represented by the set 
of elements w in Y such that x’w = sup,,r x’z for some x of X. It is easily 
seen that our problems (P) and (D) correspond to Problems (P’) and (D’) of 
[8, Sect. 21, respectively. In [8] another dual problem (D”) is introduced, 
which is obtained by removing one of the constraints from Problem (D’). 
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In view of this, it is interesting to introduce a less restrictive dual problem 
as follows: 
Problem (D) 
Maximize sup i ni#(x9 Yi) + i PjgjCx>* 
(s,l,j9c~ W,r)d3s,A,i? i=l j=l 
Here $? denotes the set of triplets (s, A, y), where s ranges over the integers 
1 <s < n f 1, A = (A, ,..., A,), A, > 0 (i = l,..., s), with C;=r Ai = 1, 
u=tv I ,..., y,) with yi E Y for all i = l,..., s, and we define 
S(S, 1, 7) = 
I 
(XT p) E R” X RP i A,V,~(X, Yi) 
i=l 
+ 2 ,ajvgj(x) = 0, p > 0 
j=l 
Note that condition (2) is dropped in this dual problem. In the above special 
case our (fz) corresponds to Problem (D”) of [8]. The objective of this and 
the next sections is to relate Problem (P) to (D) rather than to (D). 
To do this, let us consider the following primal and dual problems for 
each q = (s, A, jj) E g, 
Problem (P,) 
Minimize C n14(x7 Yi> 
i=l 
subject o xEX= {xl g(x)<O), 
Problem (D,) 
Maximize 
subject o 
These are a usual (convex and differentiable) programming problem and its 
dual problem. We denote the extremal values of Problems (P,) and (D,) by 
[P,] and [D,], respectively, and those of Problems (P), (D) and (b) by 
min(P), max(D) and max(b), respectively. 
The next theorem relates (P) to (f)). This theorem includes [8, Theorem 31 
as a special case, except for the constraint qualifications. 
THEOREM 2. If x* is optimal for (P) and Vg (x*) (jEJ(x*)) are 
linearly independent, then there exist (s*, A*, y*) in & and p”” E RP, ,a* > 0, 
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with (x*,p*) E Z(s*, A*, p) such that (s*, I*, p) and (x*,p*) give an 
optimal solution to (B). Furthermore, the two problems (P) and (B) have the 
same extremal values. 
ProoJ: Let q = (s, 1, jr) be an arbitrary element in j?. By 
f(x) > TJf=, 1,4(x, yi) for any x, we have 
min(P) 2 [P,]. 
By the weak duality theorem ([lo] or [5, Theorem 8.1.3]), we get 
P,l2 P,l. 
If the feasible set of Problem (D,) is empty, we define [D,] = -co. Hence 
we obtain 
Combining max(D) = SUP,~~ [D,] with the last inequality yields 
min(P) > max(D). (5) 
Since x* is optimal for (P), there exist (s*, I*, y”) and (x*, p*), which are 
obtained in the proof of Theorem 1. Obviously, (s*, A*, y”) E 9 and 
(x*, p*) E S(s*, A*, p). Moreover, we have J$ E Y(x*) (i = I,..., s*) and 
@gj(x*) = 0 (j = l,..., p). Hence 
max(8) > 5 Af$(x*, J$) + f7 lui*gj(x*) =f(x*) = min(P). 
i=l ,e, 
Combining this with (5), we have 
max(f3) = min(P). 
This completes the proof. 
4. CONVERSE DUALITY 
In this section we assume that the function $ is given by 
4(x, Y) = k(x)+ y’r(x), 
where k(.) and r(.) are convex and twice continuously differentiable 
functions from R” into R and Rm, respectively. The primal problem is thus as 
follows 
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Problem (P) 
Minimize f(x) = $a; k(x) + y’r(x>, 
subject o g(x) < 07 
where g is twice continuously differentiable. We derive a converse duality 
theorem between (P) and its dual problem introduced in the previous section. 
Let the compact constraint set Y be given by 
Y= {YERrnIh(Y)<O}, 
where /I(.): Rm + Rq is a convex and differentiable function. We assume that 
y= {YlY>Ol* 
We shall say that condition (C) is satisfied at y” E Y if 
v E Rq, utVh(yO) = 0, v’h(y’) = 0 and v ) 0 imply v = 0. cc> 
By the convexity of Y, it is easily seen that in this case Problem (f)) is: 
Problem (D) 
Maximize 
X.Y.Lc 
subject o 
k(x) + YV.4 + L&(x) 
Vk(x) + y’Vr(x) + p’Vg(x) = 0, 
P > 0, 
h(Y) < 0. 
LEMMA 1. Let (x*, y*,p*) be optimal for (D) and let the matrix 
V*k(x*) + V*y*‘r(x*) + V*,u*‘g(x*) be nonsingular. Suppose that condition 
(C) is satisfied at y*. Then y* belongs to Y(x*). 
ProoJ Since (x*, y*,p*) is an optimal solution for (b), by a direct 
application of the generalized Fritz John conditions [6] and using the 
hypotheses of this theorem, there exists a vector or E Rq, v > 0, such that 
-r(x*) + v’Vh( y*) = 0, 
v’h( y*) = 0, 
MY*) < 0. 
(6) 
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By the suficient conditions for optimality [4], (6) implies the optimality of 
y* in the following problem: 
Maximize yvx* > 
subject o h(Y) < 0. 
Therefore, we obtain y*‘r(x*) = supyev y’r(x*), which means that 
y* E Y(x*). This proves the lemma. 
THEOREM 3. Let (x*, y*,,u*) be as in Lemma 1. Then x* is optimalfor 
(F) and the two extremal values of Problems (rj) and (6) are equal. 
Proof: For this y*, let us consider the problem 
Problem(D,*) 
Maximize 
x,u 4-x) + y*W) + i&(x> 
subject o Vk(x) + y*’ Vr(x) + $ Vg(x) = 0, 
P 2 0. 
Since (x*, y*, PI*) is optimal for (D), (x*, p*) is optimal for (D,,,). Noticing 
that V’k(x*) + V’y*‘r(x*) + V%*‘g(x*) is nonsingular, we have, as in the 
proof of a theorem in [3] or [5, Theorem 8.1.61, 
p*‘g(x*) = 0, 
g(x*) < 0. 
(7) 
Combining (7) with Lemma 1 and referring to [9, Theorem 21, we conclude 
that x* is optimal for (P). Since y*‘r(x*) = supyay y’r(x*) and ,u*‘g(x) = 0, 
it is obvious that the extremal values of the two problems (P) and (b) are 
equal. This completes the proof. 
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