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Περίηψη
Στην παρούσια μεταπτυιακή διατριή παρουσιάζουμε την ανά-
πτυξη ενός εραείου με σκοπό την αξιοόηση της επίδρασης
στην απόδοση που έει η μεταητότητα τν παραμέτρν τν
τρανζίστορ στις κρυφές μνήμες και την αναζήτηση τν σεδια-
στικών ύσεν που ευώνται την αξιόπιστη ειτουρία με την
εάιστη επιάρυνση. Πιο συκεκριμένα ενσματώσαμε κατά-
ηα μοντέα που κάνουν εφικτή την στατιστική ανάυση της
απόδοσης μιας μνήμης cache υπό την παρουσία της μεταητό-
τητας τν παραμέτρν στον προσομοιτή HP Cacti και αξιο-
οήσαμε την απόδοσή διαφόρν αριτεκτονικών μνήμης cache.
Επιτρέποντας στο εραείο να ψάξει την έτιστη σεδίαση κρυ-
φής μνήμης κάτ από μια σειρά περιορισμών, επιτρέπουμε στους
σεδιαστές να κάνουν νρίς τις σστές επιοές στον κύκο
σεδίασης ενός οοκηρμένου και κατα συνέπεια να ετιώ-
σουν την αξιοπιστία και την αποδοτικότητα της κρυφής μνήμης.
Είνα προφανές ότι οι ύσεις που προκύπτουν διαφέρουν κατα
πού από αυτές αν ανοηούν οι διακυμάνσεις τν παραμέτρν,
εονώς που καταδυκνύει την αξία του προτεινόμενου εραείου.
x
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Abstract
In this master thesis a tool for capturing the eﬀect of para-
metric variations on caches and identifying the design solutions
that can ensure robust operation with minimum overhead is
being presented. Speciﬁcally, parametric variations are being
modeled within a popular cache simulation framework and
cache performance is being evaluated by tuning various knobs
at the circuit and architecture layer. By enabling the tool to
ﬁnd the optimum conﬁgurations under various constraints we
allow designers to make the right choices early in the design
cycle and consequently improve yield and eﬃciency. Apparently,
such solutions diﬀer substantially from the ones obtained if
variations are neglected, further necessitating the use of the
proposed tool.
Keywords: Memory design exploration and optimization, variation-
tolerant
xi
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Chapter 1
Introduction
1.1 Motivation and Contribution
Today’s trend is the increase of memory density for handling the huge
number of data generated by the numerous applications integrated within
a single device and their parallel execution on many core architectures. It
is apparent that such a trend has increased the percentage of memory com-
ponents within a system by more than 60% making them accountable for
most of the overall area and power consumption of an embedded system.
Such a trend may have been enabled up to now by the aggressive technol-
ogy scaling allowing the realization of miniature and portable devices but
unfortunately is under threat. Speciﬁcally, as devices are getting smaller it
is becoming more diﬃcult to fabricate them leading to variations in their
characteristics. Such variations may lead to delay failures as well as read
or write failures due to mismatches in the transistors of a memory cell.
Traditional design methodologies are assuming the worst process corner
for all the cells of a fabricated chip and based on that are applying guard-
bands to the size of each cell and access time of the memory. However,
such guardbands lead to overdesign increasing the cell and memory size
and slowing down the performance. This has as a result lower memory
density and performance contradicting with the trend described above.
Such a reality worsens further as devices are getting smaller and intra-die
variations within each transistor of a single cell and a chip are becoming
more important than inter-die variations. Under this situation applying
guardbands to each cell based on assumed worst case corner becomes even
more ineﬃcient since it aﬀects also the good transistors that are rather
more than the ones that are in the worst case corner. Although, industry
has already realized such facts, corner based design continues to be the
1
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popular variation aware method mainly due to the low complexity of the
applied models and number of simulations needed to verify the designs.
However, the overheads incurred of such overdesigns cannot be sustained
as we move deeper to nanometer nodes and thus new tools are needed that
could allow to capture the eﬀect of variations and hence help designers to
understand their impact and develop new more eﬃcient remedies.
Furthermore the memory caches play a signiﬁcant role in contemporary
computer systems. They often belong to the critical path of the design,
consume a non-negligible fraction of the total power and occupy more
than 50% of the die area. So their robust design is very critical for the
overall system performance.
To this end in this master thesis, we present a tool that captures the
eﬀect of parametric variations on caches and identiﬁes the design solutions
that can ensure robust operation with minimum overhead. Speciﬁcally,
parametric variations are being modeled within a popular cache simulation
framework and cache performance is being evaluated by tuning various
knobs at the circuit and architecture layer. By enabling the tool to ﬁnd
the optimum conﬁgurations under various constraints we allow designers
to make early in the design cycle the right choices that can improve yield
and eﬃciency. Apparently, such solutions diﬀer substantially from the ones
obtained if variations are neglected, further necessitating the use of the
proposed tool.
Overall, the contributions of the master thesis can be summarized as
follows:
1. Enable the evaluation of the impact of variations on diﬀerent com-
ponents of a cache by incorporating a more accurate than alpha
power law current model for sub-90-nm Metal-Oxide Semiconductor
Field Eﬀect Transistor (MOSFET)s [2].
2. Explore the sensitivity of diﬀerent cache conﬁgurations under vari-
ations and evaluate how they aﬀect the access time and leakage
power.
3. Reformulate the optimization of caches using as objective function
the yield rather than the conventional performance and power.
1.2 Related Work
There are modeling techniques for evaluating the impact of process
variations on the performance and yield of memories. Such modeling
2
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1.2. Related Work
eﬀorts necessary not only for revealing the impact of variations but also
for developing eﬃcient schemes for tacking them. In particular several
chip area models [20], power/leakage models [20, 22], access-time models
[45, 29, 38], and failure probability models [29, 38] have been published.
Mukhopadhyay et al. [29] derived analytic models of failure probabilities
(access-time failure, read/write failure, and hold failure) of Synchronous
Random-Access Memory (SRAM) cells due to random Vth variation and
proposed a methodology for SRAM-cell design in order to enhance the
yield of the memory array.
Sarangi et al. [38] extended the previous work with a more accurate
access time error model by 1) comprising of a systematic component in
total variation, 2) considering variation in Leﬀ, 3) modeling the maximum
access time of a line of SRAM rather than a single cell; and 4) using
the alpha-power current model that catches short channel eﬀects more
eﬀectively than the square-law model.
The previous works [29, 38] focus on the modeling and analysis of
variations in a single cell or an entire line of a cell array. However vari-
ations aﬀects and other components of SRAM such as sense ampliﬁer,
row decoder etc. Furthermore neither of the previous works investigate
the dependency between the sensitivity of critical path delay to variations
and a cache architecture.
Samandari-Rad et al. [37] has taken the previous works one step fur-
ther by 1) modeling and studying parametric variations except bitcell in
other SRAM components (sense ampliﬁer, row decoder, etc.) too and 2)
extracting the sensitivity of critical path delay to variations for diﬀerent
cache architectures and then ﬁnding the cache architecture that exhibits
the highest yield and meets the design requirements simultaneously.
Fin-Shaped Field Eﬀect Transistor (FinFET)s have emerged as promis-
ing substitutes of conventional CMOS because of the superior control of
short-channel eﬀects and processing scalability. In [23] it is presented an
integrated framework for simulation of power, delay, temperature, as well
as process variations of FinFET-based caches.
All previous works assume that all paths behave the same. However
a worst case cell instance is not necessarily in the same path with the
worst case sense ampliﬁer or the worst case row driver logic comprising
a total worst case. So a careless worst case combination would lead to
over-pessimistic results again.
Furthermore Monte Carlo (MC) is going to need prohibitively number
of simulations to estimate the yield of a bitcell that presents low Prob-
ability of Failure (PF). Low PF involves the exploration of the tails of the
real distribution while MC depicts eﬀectively the bulk of the distribution.
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Except from that, the higher the instance count of a certain memory
island exist, the more tail exploration is required. For this reason impor-
tance sampling variants and statistical techniques drawn from Extreme
Value Theory (EVT) have been deployed to derive the tail statistics and
predict the memory probability of failure [9, 21, 40].
Zuber et. al.[50] has taken into consideration in their work all the above
issues in statistical SRAM analysis for yield enhancement. They propose a
methodology implemented in a prototype tool called Memory Variability
Aware Modeling, or MemoryVAM in short that analyzes statistically any
parameter that can be measured in a SPICE/SPECTRE testbench, such
as access time, power, stability checks such as read voltage, and so on.
Although the statistical approach can be considered extremely accurate,
MemoryVAM doesn’t provide a systematic methodology to evaluate the
impact of parameters variation across diﬀerent memory cache architectures
within a reasonable time. Therefore there is a need for a tool that can allow
the fast exploration of various cache conﬁgurations and provide insights
regarding the failure probability of such conﬁgurations under variations.
This will help designers to identify yield-friendly cache conﬁgurations with
preferred performance and energy trade-oﬀs early in the design cycle.
1.3 Outline
The rest of the master thesis is organized as follows. Chapter 2 provides
an overview of a cache system. Chapter 3 presents the cache modeling
under Parametric Variations. Chapter 4 describes the statistical method-
ology to extract the cache statistics. Chapter 5 analyzes the results and
provides more insights on the achieved trade-oﬀs. Finally, conclusions are
drawn in Chapter 6.
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Cache memories play a signiﬁcant role in contemporary computer systems.
They often belong to the critical path of the design, consume a non-
negligible fraction of the total power and occupy more than 50% of the
die area. So their robust design is very critical for the performance as well
as the reliability of the overall system. In this chapter we describe the
architecture of a conventional cache memory and we present the formulas




The data array, at highest level, is consisted of multiple identical banks.
Every bank has its own address and data bus and can be concurrently
accessed. A bank is composed of multiple identical sub-banks which are
activated one at a time in every access. In turn, every sub-bank consists
of multiple identical mats. During an access all mats in a sub-bank are
activated and each mat contains a part of the accessed word in the bank.
Each mat is a self-contained memory structure made of 4 identical sub-
arrays and associated predecoding logic, with each sub-array being a two-
dimensional matrix of memory cells and associated peripheral circuitry.
An example of a layout of an array with 4 banks is shown in Figure 2.1. In
this case, each bank is shown to have four sub-banks and each sub-bank
four mats. Address and data are assumed to be distributed to the mats
5
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on H-tree distribution networks.
Figure 2.1: Layout of an example array with 4 banks. In this example each bank
has 4 subbanks and each subbank has 4 mats.
Mat & Sub-Array Organization
Amat is always consisted of four sub-arrays and associated predecoding/decoding
logic, which is located at the center of the mat and is shared by all four
subarrays. The high level composition of all mats is as shown in Figure 2.2.
Figure 2.2: High-level composition of a mat.
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Figure 2.3 shows the high-level composition of a sub-array.
Figure 2.3: High-level composition of a subarray.
Routing to mats
Address and data are routed to and from the mats on H-tree dis-
tribution networks. H-tree distribution networks, which route address and
data provide uniform access to all the mats in a large memory. Separate
request and reply networks are assumed for ease of pipelining multiple
accesses in the array. The request network carries addresses and data-in
from the edge of the array to the mats while the reply network carries
data-out from mats to the edge of the array. Request and reply networks
have similar structures; the request H-tree network is divided into two
networks:
1. The H-tree network from the edge of the array to the edge of the
bank
2. The H-tree network from the edge of the bank to the mats.
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The request H-tree network between the array edge and the banks is shown
in Figure 2.4.
Figure 2.4: Layout of edge of array to banks H-tree network.
The H-tree network from the edge of the bank is further divided into
two one-dimensional horizontal and vertical H-tree networks too.
2.3 Leakage Power Modeling
A chip consumes power even when it is not switching. In technol-
ogy nodes, prior to 90 nm, leakage power was negligible in comparison
to dynamic power. Unlike that in nanometer regime with low threshold
voltages and gate oxides, leakage can account for as much as a third of total
active power [44]. Leakage mechanisms include subthreshold conduction
between source and drain, gate leakage from the gate to body, and junction
leakage from source to body and drain to body, as illustrated in Fig-
ure 2.5[35, 41]. Subthreshold conduction is caused by thermal emission of
carriers over the potential barrier set by the threshold. Gate leakage is a
quantum-mechanical eﬀect caused by the tunneling through the extremely
thin gate dielectric. Junction leakage is caused by current through the p-n
junction between the source/drain diﬀusions and the body.
Below we account only sub-threshold component of leakage current
because our purpose is to provide a quick picture of the leakage power
and not to compute it accurately, like SPICE.
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Figure 2.5: Leakage current components
Calculation of Leakage Current
We make use of the methodology presented in [45, 24, 26, 48] to simply
provide an estimate of the drain-to-source sub-threshold leakage current
for all transistors that are oﬀ with VDD applied across their drain and
source. Based on the BSIM4.6.0 [48] equation for leakage in a MOSFET
transistor, our leakage model of a single transistor is given by the following
equation:
Ileak = eff  Cox  W
L







where eff is the carriers mobility, Cox is the gate oxide capacitance per
unit area, W/L is the aspect ratio of the transistor, ut is the thermal
voltage, Vth is the threshold voltage, n is the sub-threshold swing coeﬃcient,
and Voff is an empirically determined BSIM4.6.0 parameter. The above
equation is based on two assumptions:
1. Vgs = 0 — we only consider the leakage current when the transistor
is oﬀ.
2. Vds = Vdd — we only consider a single transistor here; the stack
eﬀect and the interaction among multiple transistors are taken into
account when we model the cell.
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Leakage Power Calculation for CMOS
Figure 2.6 illustrates the leakage power calculation for an inverter.
When the input is low and the output is high, there is subthreshold leakage
through the NMOS transistor whereas when the input is high and the
output is low, there is subthreshold leakage current through the PMOS
transistor. In order to simplify our modeling, we come up with a single
average leakage power number for each gate. Thus for the inverter, we





where Ileak pmos is the subthreshold current for the PMOS transistor and
Ileak nmos is the subthreshold current for the NMOS transistor.
Figure 2.7 illustrates the leakage power calculation for a NAND2 gate.
When both inputs are high, the output is low and for this condition there
is leakage through the PMOS transistors as shown. When either of the
inputs is low, the output is high and there is leakage through the NMOS
transistors. Because of the stacked NMOS transistors [25, 24] this leakage
depends on which input(s) is low. The leakage is least when both inputs
are low. Under standby operating conditions, for NAND2 and NAND3
gates in the decoding logic within the mats, we assume that the output
of each NAND is high (deactivated) with both of its inputs low. Thus we
estimate the leakage current of a NAND gate based on the leakage through
its stacked NMOS transistors when both inputs are low. We consider
the reduction in leakage due to the eﬀect of stacked transistors [19] and
calculate leakage for the NAND2 gate as follows:
Pleak nand2 = Ileak nmos  SFnand2  VDD (2.3)
where SFnand2 is derived based on knowledge of previous designs [25].
Leakage Power Equations
Below we present the equations to estimate the leakage power dissipation
is SRAMs.
Pleak = Pleak network + Pleak peripheral circuitry +
Pleak mem array
(2.4)
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Figure 2.6: Leakage in an inverter
Figure 2.7: Leakage in a NAND2 gate
Pleak mem cells = Nsubarr rowsNsubarr colsPmem cell (2.6)
Pmem cell = VDDIcell leakage (2.7)
Figure 2.8 shows the subthreshold leakage paths in an SRAM cell when
it is in idle/standby state [24, 26]. For a speciﬁc cell, the leakage current
is given by the following equation:
Icell leakage = (nNIN + nP IP )kdesign (2.8)
nN and nP are the number of NMOS and PMOS transistors in the cell,
and IN and IP are the leakage current of NMOS and PMOS. kdegign is the
design factor determined by the stack eﬀect and aspect ratio of transistors
[48].
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Figure 2.8: Leakage paths in a memory cell in idle state. BIT and BITB are
precharged to VDD.
2.4 Logic Gate Delay Modeling
The delay of each cache component, namely decoder, wordlines, bitline,
sense ampliﬁer, comparator, multiplexor drivers, output drivers as well as
wires and h-tree buﬀers was estimated by decomposing each component
into several equivalent RC circuits, and using simple RC equations to
estimate the delay of each stage. RC delay model is an approximation of
the non-linear transistor’s I-V and C-V curves with an average resistance
a.k.a eﬀective resistance and capacitance over the switching range of the
gate. Below we present the models used to estimate Reff , Cdrain and Cgate.
Gate and diﬀusion Capacitance
The following formulas 2.9 and 2.10 provide the gate and drain ca-
pacitances for a single transistor respectively:
Cgate(W ) = W  Leff  Cgate + Lpoly  Leff  Cpolywire (2.9)
where Leff and W is the eﬀective length and width of the transistor, Lpoly
is the length of the poly line going into the gate, Cgate is the capacitance
of the gate per unit area and Cpolywire is the poly line capacitance per unit
area.
Cdrain(W ) = AD W  Cdiffarea + PD  Cdiffside +W  Cdiffgate (2.10)
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where AD = WLD and PD = W + 2  LD are the source/drain area and
perimeter respectively (see ﬁgure 2.9). Cdiffarea, Cdiffside, and Cdiffgate are
process dependent parameters. Cdiffgate is the sum of the fringing ﬁelds
and the oxide capacitances due to gate/source and gate/drain overlap (see
ﬁgure 2.10).
Figure 2.9: Gate and Source/Drain 3D-realization
Figure 2.10: Gate and Source/Drain MOSFET Capacitance
Eﬀective Resistance
The eﬀective resistance R is the ratio of Vds to Ids averaged across the
switching interval of interest. We calculate the eﬀective resistance of a
13
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The eﬀective drive current is calculated using the following formulas





where IH = IDS(VGS = VDD; VDS = VDD2 ) and IL = IDS(VGS = VDD2 ; VDS =
VDD).
Equivalent RC Circuits
Figure 2.11(i) shows a typical ﬁrst-order circuits. The time for node x
to rise or fall can be determined using equivalent circuit of Figure 2.11(ii).
Here, the pull down path (assuming a rising input) is substituted by a
resistance, and the gate capacitance of the second stage and the drain
capacitance of the ﬁrst stage are replaced by a single capacitor. The
resistances and capacitances are calculated as shown previously. In case
a long wire connects two stages, parasitic capacitances and resistances of





Figure 2.11: Example Stage
The delay of the circuit in Figure 2.11 can be estimated using the
Horowitz timing model [18] (assuming a rising input):
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where uth is the switching voltage of the inverter, trise is the input rise time,
tf is the output time constant assuming a step input (tf = Req Ceq), and
b is the fraction of the input swing in which the output changes (we used
b = 0:5). For a falling input with a fall time of tfall, the above equation
becomes:








2tfall  b  uth
Vdd  tf (2.14)
In this case, b = 4 is used.
The delay of a gate is deﬁned as the time between the input reach-
ing the switching voltage (threshold voltage) of the gate, and the output
reaching the threshold voltage of the following gate. If the gate drives a
second gate with a diﬀerent switching voltage, the above equation need to
be modiﬁed slightly. If the switching voltage of the switching gate is uth1
and the switching voltage of the following gate is uth2, then:



















for a rising input, and








2tfall  b  uth













for a falling input.
The bitline and comparator equivalent circuits, unlike the other cache
components that can be approximated by simple ﬁrst-order stages like
the ones described previously, require more complex solutions. Figure 2.12
shows an equivalent circuit that can be used for the bitline and comparator














where ustart is the voltage at the beginning of the transition and uend is
the voltage at which the stage is considered to have ”switched” (ustart >
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uend). For the comparator, ustart is Vdd and uend is the switching voltage of
the multiplexor driver. For the bitline subcircuit, ustart is the precharged
voltage of the bitlines (upre) and uend is the voltage which causes the sense
ampliﬁer output to fully switch (upre   usense).
The above delay estimation assumes a step input. Bitline delay consid-
















Figure 2.12: Equivalent circuit for bitline and comparator
Access Time Equations
Below we present the equations to calculate access time and random-
cycle time in memory cache.
Taccess = Trequest network + Tmat + Treply netork (2.19)
Tmat = MAX(Trow dec path; Tcol dec path) (2.20)
Trow dec path = Trow dec + Tbitline + Tsenseamp (2.21)
Tcol dec path = Tcol dec (2.22)
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Although critical path mostly involves row decoder path, there are
certain partitions of data array, where column path act as critical because
both paths are active during a memory access [45].
Cycle Time Equations
We assume that SRAM supports a pipeline mechanism with placement
of latches at appropriate locations. More speciﬁcally we consider latches
between buﬀers in H-tree network and after row & column selection. Cycle
time is then determined by the slowest path between any two latches and
is given by:




In deep sub-micron era, the choice of wire model aﬀects substantially
the performance and the power consumption of large caches [30, 31]. The
properties of wires depend on a number of factors such as dimensions,
signaling, operating voltage/frequency etc. Based on signaling we can
distinguish two broad categories of RC wires: 1. Traditional full-swing
wires, 2. Diﬀerential, low-swing, low power wires. The former are employed
when optimal delay or delay/power trade-oﬀs are desirable by inserting
properly-sized repeaters at regular intervals across the wire, while the
latter are suitable for optimal power eﬃciency.
Wire Parasitics
The resistance and capacitance per unit length of a wire is given by
the following equations [16]
Rwire =

d  (thickness  barrier)(width  2barrier) (2.24)
where, d(< 1) is the loss in cross-sectional area due to dishing eﬀect [3]
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where the ﬁrst term corresponds to the sidewall capacitance, the second
term models the capacitance due to wires in adjacent layers, and the last
term corresponds to the fringing capacitance between the sidewall and the
substrate.
Global Wires
For a long repeated wire, the single pole time constant model for the




Ro(C0 + Cp) +
Ro
s
Cwire +RwiresC0 + 0:5RwireCwirel

(2.26)
In the above equation, C0 is the capacitance of the minimum sized repeater,
Cp is its output parasitic capacitance, Ro is its output resistance, l is the
length of the interconnect segment between repeaters and s is the size of
the repeater normalized to the minimum value. The values of C0, Cp, and
Ro are constant for a given process technology. Wire parasitics Rwire and
Cwire represent resistance and capacitance per unit length. The optimal
repeater sizing and spacing values can be calculated by diﬀerentiating











and ﬁnally the delay is given:
delay = 0:693    len (2.29)
where len is the length of the wire. The delay value calculated using the
above Loptimal and Soptimal is guaranteed to have minimum value.





where  is the PMOS to NMOS size ratio. Also Ileak is the leakage
current of a buﬀer and is computed using equation 2.1 evaluated for
W = Wmin:nmos  Soptimal.
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Figure 2.13: Interconnect segment
Low-swing Wires
A low swing interconnect system consists of three main components:
(1) Transmitter that generates and drives the low-swing signal, (2) Twisted
diﬀerential wires, and (3) Receiver ampliﬁer. Figure 2.14 shows a synchro-
nous low swing interconnect system that distributes clock signal to both
transmitter and receiver [16]. During the ﬁrst half of the cycle, the driver
is OFF and the diﬀerential wires are equalized to the same voltage. During
the second half of the cycle, the drivers turns ON. At the end of the cycle,
the receiver senses the diﬀerential voltage and ampliﬁes it to full-swing
levels.
Transmitter
Figure 2.14(iii) shows the transmitter for one of the wires. A sec-
ond transmitter using the complementary input drives the complementary
wire. The total delay of the transmitter is given by:
tdelay = nanddelay + inverterdelay + driverdelay (2.31)
Each gate in the above equation (nand, inverter, and driver) can be
reduced to a simple RC tree as described in 2.4. After that Horowitz
approximation (eqs. 2.13- 2.16) is applied to calculate the delay of each
gate.
The leakage power of the transmitter is computed using the equation
below:
Pleakage = 4  (Pleak   inv + Pleak   nand2) (2.32)
where Pleak inv and Pleak nand2 are the leakage power of an inverter and a
nand2 gate respectively which are discussed in section 2.3.
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Twisted diﬀerential wires
Figure 2.14(ii) shows the diﬀerential wires with twisting and equalizing.
The following equations present the time constant and capacitance values
of the segment that consist of low-swing drivers and wires.
tdriver = (Rdriver  (Cwire + Cdrain) +RwireCwire/2 +
(Rdriver +Rwire)  Csenseamp)
(2.33)
The Cwire and Rwire in the above equation represents resistance and ca-
pacitance parasitics of the low-swing wire. Rdriver and Cdrain are resistance
and drain capacitance of the driver transistors.
Leakage power is estimated for the driver logic (that drives the diﬀer-
ential wires) and is given utilizing the equation below:
Pleak = 4  Pleak inv (2.34)
where again Pleak inv is the leakage power of an inverter.
Receiver ampliﬁer
Figure 2.14(iv) shows the cross coupled inverter sense ampliﬁer circuit
used at the receiver. The delay and power values of the sense ampliﬁer are
directly calculated from the SPICE simulation [46].
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((i)) Overall System Architecture ((ii)) Diﬀerential Wire Circuit
((iii)) Transmitter Circuit ((iv)) Sense Ampliﬁer Circuit
Figure 2.14: Synchronous Low Swing Interconnect System
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3.1 Parametric Variations and Impact
In deep sub-micron technologies parameter variations aﬀect both timing
and power. As a result variability must be considered to design chips
according to speciﬁcations [43].
Delays are not constant: Variations in process, voltage, temperature,
and input values (PVTI) all contribute to the worst-case critical-path
delay. Designers add an extra worst-case delay component ,one for each
variation parameter, in the delay of critical path to ensure reliable circuit
operation, a.k.a. guardbanding. As technology scales down, especially bey-
ond 90 nm, variability increases and so safety delay margins do, to guarantee
correct circuit operation[4].
The ever growing variability in modern technologies exacerbates the
manufacturing of low performance chips as more parts have to be discarded.
As a consequence semiconductor industries have higher costs and less rev-
enue. Moreover, parameter variations are the main reason for leakage cur-
rent ﬂuctuations, which can vary by as much as a factor of 20 across dies
[4]. In the future, the tremendous increase in leakage currents and the
resulting high temperatures could lead to re-consider the standard burn-
in test [5].
Thus, by aﬀecting yield, increasing variability is becoming a reliability
concern. Alternative strategies are required to prevent extreme device and
circuit variability from stalling the beneﬁts of technology scaling. At Intel,
within-die parameter variability causes gate delay variations to be very
close to the minimum (hold) and maximum (setup) delay margins at the
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130 nm technology node [43].
The variability is expected to have substantial contribution in the de-
sign of future processors. The thrust for low-power designs that can be
operated for extended times is leading to near threshold computing in
which VDD is lowered close to threshold voltage (VTH). This may lead
to quadratic power savings but unfortunately it also makes circuits more
prone to variations increasing the mean but also the variance of the Vth
distribution.
To this end variability must be taken into account so in circuit as in
microarchitectural level to exploit performance scaling.
Introduction to Variations
Figure 3.1 presents a general classiﬁcation of the parameter variations.
Most process variations stem from equipment processing while environmen-
tal variations change with a part’s use and workload.
Figure 3.1: Parameter variations
Below we focus on Process Variations but the same analysis can be applied
to Environmental Variations too.
Process Variation
Die-to-die ﬂuctuations (from lot to lot and wafer to wafer) result from
factors such as processing temperature and equipment properties [6]. Con-
versely, Within-Die (WID) variations result from factors such as non
deterministic placement of dopant atoms and channel length variation
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across a single die. WID component further subdividing into random
and systematic components. By deﬁnition, systematic variations exhibit
spatial correlation and, therefore, nearby transistors share similar systema-
tic parameter values [14]. In contrast, random variation has no spatial
correlation and, therefore, a transistor’s randomly varying parameters
diﬀer from those of its immediate neighbors. Most generally, variation
in any parameter P can be represented as follows:
P = PD2D + PWID = PD2D + Prand + Psys (3.1)
In this work, we focus only on random component of WID variations
since random mismatch is becoming the most dominant source of WID
variations in the future technologies. Process variations are primarily captu-
red in threshold voltage Vth & gate length L. So we do not discuss anymore
about deterministic Vth or L in a given technology but for random Vth & L
sampled from a distribution. Now that Vth and Leff are random, leakage
power and delay follow a distribution as well.
We assume that the random components of Vth and Leff , Vthrand
and Leff rand respectively, are both normally distributed with zero mean.
For ease of analysis, we assume that Vthrand and Leff rand for a given
transistor are uncorrelated. The standard deviation of Vthrand complies
with Pelgrom rule [34] while the standard deviation of Leff rand is set to
the half of Vthrand as in [38].
3.2 Statistical delay estimation of CMOS
logic gates
Figure 3.2 depicts the procedure we followed to estimate the delay of
a CMOS logic gate in the presence of process variations.
Firstly we derive the equivalent RC circuit model for each logic gate of
the circuit as described in the previous chapter. Then we pick a random
value for Vth and Leff sampling from the underlying distribution of
each one and evaluate the current using eq. 3.2 for Leff = Leff nominal +
Leff and Vth = Vthnominal + Vth. After that Ieff is derived using the
equation 2.12. Then Reff which is a function of Ieff and Cg/diff can be
computed using the equations 2.10, 2.9 and 2.11 respectively. Now that
Reff and Cg/dif are known we can ﬁnd RC time constant  with respect
to the extracted equivalent RC circuit. Finally the gate delay is obtained
using the equations 2.13, 2.14, 2.15 and 2.16. We repeat the above steps
N times to extract the delay statistics. Figure 3.3 shows an estimation
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delay
Figure 3.2: Overall ﬂow of statistical delay estimation of CMOS logic gates
of the max cell access time distribution of a subarray with 256 rows and
2048 cols.
Alpha-power current law
We used the -power current model with  = 1:3, which reﬂects short-
channel eﬀects into IDS better than the Shockley model. The parameter
 was chosen 1.3 after experimentation with diﬀerent  values between 1
and 2. ITRS [3] provides detailed reports about any parameter for diﬀerent
technology nodes. The current of our model for  = 1:3 was in perfect
agreement with ITRS reports about Ion current (see ﬁgure 3.4).
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Figure 3.3: Maximum bitline access time distribution. The mean value is  =
6:74E   10s and the standard deviation is  = 2:74E   12s.
IDS =
8><>:





(Vgs   Vth)/2Vds; if Vds < Vd0
W
Leff
Pc(Vgs   Vth); if Vds  Vd0
(3.2)
In this equation Pc and Pu are constants and Vd0 is given by:
Vd0 = Pu(Vgs   Vth)/2 (3.3)
All three parameter Pc, Pv, Vd0 were extracted from SPICE simulations
using the PTM model [42] for 65, 45 and 32 nm technology nodes. Fig-
ure 3.6 shows the accuracy of -power and Shockley current model with
respect to HSpice for a 65 nm technology node.
Although Shockley current model is inaccurate in comparison with -
power model, it provides extensive runtime savings as it is much simpler.
Figure 3.5 shows the maximum cell access time distribution when Shock-
ley current model is employed. Both mean value and standard deviation
decreases compared to the distribution derived when -power model is
incorporated (see ﬁgure 3.3).
3.3 Statistical Estimation of Leakage
Power for CMOS
To extract the statistics of leakage power we repeat the following
steps: We pick a value for Vth and Leff sampling from their underlying
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Figure 3.4: Ids-Vds characteristics calculated by HSPICE simulations, -power
law model and Shockley model at Vgs = 1:1V for 65 nm technology.




















Figure 3.5: Max bitline access time distribution. The mean value is  = 1:94E  
10s and the standard deviation is  = 7:98E   13s.
distribution and then evaluate the leakage current formula eqn. 2.1 for
Leff = Leff nominal+ Leff and Vth = Vthnominal+ Vth. After that we apply
the equations 2.2 and 2.3 to ﬁnd the logic gate’s leakage power. We pro-
vide an example of the total leakage power distribution of a 4K subarray
as shown in ﬁgure 3.6 following the procedure we have just described .
HP Cacti reported a nominal leakage power of 5:5W which means that
process variations shifted the nominal value about 2W. As caches getting
larger the standard deviation is getting larger too.
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Total Leakage Power distribution
Figure 3.6: Total Leakage Power Distribution of a 4K subarray. The mean value
is  = 7:2E   3W and the standard deviation is sd = 0:036E   3W.
3.4 SRAM Links under variations
When we have to choose between diﬀerent cache architectures, to ﬁnd
the one that fulﬁlls our requirements optimally, there are some whose
network on SRAM chip dominates the overall cache performance. This
happens when the cache is divided into multiple banks which requires an
appropriate network to drive the data to the banks. A cache architecture
like that improves the cache throughput as more parallel cache accesses
are allowed, but occupies more area. As far as we know there is no prior
work that studied the impact of the variability in network on SRAM chip
to memory cache performance.
We consider variability in interconnect wires due to Chemical Mechani-
cal Planarization (CMP), especially for designs of minimum link delay
[15]. CMP causes surface imperfections in the interconnect wires because
of dishing and erosion as shown in ﬁgure 3.7. The change in the top surface
of the global interconnects due to dishing eﬀects changes the resistance of
the wires considerably [28] whereas the wire capacitance is not aﬀected too
much [1]. We consider that dishing eﬀect doesn’t aﬀect all the wires in the
same manner and as a result we treat it as a random variable. So it requires
statistical manipulation as described in the introduction of the current
chapter. We assume that the random component of dishing dishrandom
follows a normal distribution with 0 mean and standard deviation  =
6% [33]. To estimate the interconnect resistance and subsequently the
wire delay we picked a value sampling from dishing eﬀect distribution and
evaluate the wire resistance as described in the previous chapter N times.
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Figure 3.7: Surface imperfections in the interconnect wires because of dishing and
erosion
3.5 SRAM Yield-Estimation
The reliability of a circuit is measured by the number of the circuits
that satisfy all the constraints of the speciﬁcation to the total number
of manufactured circuits, such as 99% of manufactured circuits are faster
than 1 ns and consume less than 1 mW. This fraction is referred to as









fX(x)C(h(x)) dx1dx2 : : : dxn (3.4)
where x = (x1; x2; :::; xn) 1 is a n-dimensional vector of all independent
transistor parameters of a circuit, fX(x) =
Q
fX1(x1)fX2(x2) : : : fXn(xn) is
the multivariate probability distribution of x, y = h(x) is any circuit
metric and C is the constraint function which is deﬁned as 1 for circuits
that are considered to be working, and 0 otherwise. In the example, C(h) =
1 for h1(x) < 10−9s and h2(x) < 10−9W .
Monte Carlo Methods
MC provides a ﬂexible and elegant numerical solution for two very
classic computational problems in applied science that are met nearly in
any experiment. In order to obtain a picture of the distribution fo(h(x)) it
is only needed to derive a random sample xi drawn from the fX(i)(xi) and
then compute h(xi) repeating for i = 1; 2 : : : ; N . Furthermore MC is the
1Bold letters represent vector variables while non-bold letters scalar variables
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only general way to numerically solve multidimensional integrals, such as






xi  fX(i)(xi) (3.5)
A more accurate approach to estimate the yield is to interpolate the points
h(xi) to ﬁnd a continuous approximation of the output CDF Fo(h(xi)) and
then read the yield value at the desired constraint yc, P [Y  yc].
Importance Sampling
The main reason Monte Carlo cannot cope with high yield estimations,
in reasonable number of simulations, is because it wastes a lot of time
sampling around the mean rather than in the tails. To this end variance
reduction techniques are exploited to reduce the error of the estimate,
given a ﬁxed number of sample points [39]. One of the most common
variance reduction method is Importance Sampling (IS). IS [49, 21] is
choosing a good distribution that extracts more sample points from the
important regions rather than sampling blindly. Mathematically, the con-
















where  is the desired-parameter to estimate.
Exponent Monte Carlo
Exponent Monte Carlo (EMC) falls in IS techniques and was conceptu-
ally presented in [10]. The principle is to sample x1 : : :xN from gX(x) :=





(x2) : : : f
1 
Xn
(xn) (hence the name Exponent MC)
instead of fX(x). For  > 0, EMC samples less likely observations which
deﬁne the tails of fo(h(x)) more precisely than the bulk. Figures 3.8 and
3.9 show that gX(x) samples observations between -5 and -1 (x  -5 and
x  -1), falling in the tail of fX(x), with probability signiﬁcantly larger
than the natural distribution fX(x) does. It’s obvious that  = 0 reﬂects
the naive Monte Carlo while  = 1 represents a special case refereed as
entry sampling in [49].
An estimation of Yield (equation 3.4) is given now:
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xi  f 1 X (xi) (3.7)
Table 3.1 quantiﬁes the eﬀectiveness of EMC against the naive MC in
yield, especially high, estimation. It shows the number of MC and EMC
simulations needed to estimate a speciﬁed yield. To do that we estimate
the yield, for diﬀerent pass/fail f0 critical values, of a 32K subarray in
the presence of variability. We focus on max cell access delay performance
metric and classify a subarray as faulty if the max cell access delay exceeds
a speciﬁed critical value f0. More speciﬁcally we are counting the number
of simulation needed until a faulty observation is captured.
Yield MC simulations EMC simulations Speedup(MC/EMC)
98.7% 77 1 x77
99.7% 422 1 x422
99.9% 6499 1 x6499
>99.999% Too long! 27913 -
Table 3.1: Number of Monte Carlo simulations (2nd column) and EMC simu-
lations (3rd column) needed to estimate yield. Speed up of EMC compared to
regular MC (4th column)
The stricter the critical value is set the higher the yield to estimate.
MC required more than 100k simulations to estimate 99.999% yield .
Numerous methods generating normally distributed random numbers
have been proposed [7, 27]. We provide a very convenient exploitation
of EMC through the Ziggurat method [27]. Below we show step by step
how EMC distribution gX(x) = f (1 )X (x) could be transformed into an
equivalent normal distribution assuming that the natural distribution fX(x)
is normally distributed N(; ) too.







































. After that g(x) can be written as:
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where x0 = x and 0 = .
So it’s suﬃcient to ﬁrst pick x0 drawn from N(0; 0) and then return
x = x0/.
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The natural sampling function
Figure 3.8: The natural sampling function. The shaded area represents the prob-
















The EMC sampling function
Figure 3.9: The EMC sampling function. The shaded area represents the prob-
ability to sample an observation between x  -5 and x  -1.
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Chapter 4
Statistical SRAM Analysis
We incorporated the statistical methodology presented in [50] on top
of HP Cacti simulator [45]. The aforementioned methodology begins with
the extraction of the sensitivity to process variation of the critical path pa-
rameters in diﬀerent memory islands and then combines these sensitivity
information considering the connectivity of islands1 to reconstruct the
full memory statistics. Speciﬁcally it consists of the following consecutive
steps:
• For any critical path parameter 8 memory island i = 1 : : : I derive
sensitivity distribution Pi. Pi is the variation of parameter P
shifted around nominal.
• 8 island i = 1 : : : I, pick an Mi-sized sample Zi from the sensitivity
distribution Pi.
• 8 path pj from all M possible paths2, a parameter’s sensitivity
realization along all I-involved islands, can be described as: pj =
(z1; : : : ; zI), j = 1 : : :M , zi " Zi.
• 8 path pj evaluate parameter P ' P0 +
IP
i=1
ZP(zi) where P0 is the
nominal point. This rule provided good accuracy (  1% RMS error)
of all examples tested in [50].
• Select the worst of theM paths and assign that value to the memory
observation.
1An island is formally deﬁned as a set of transistors forming a memory component
whose instance count (multiplicity) and connectivity diﬀers to other islands.
2AllM bitcells are in unique paths.M = #mats:in:a:subbank * #cols:in:a:subarray
* #rows:in:a:subarray
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• Repeat the above steps n times with diﬀerent random sequences to
generate memory statistics.
We can distinguish two major points that make the above methodology
remarkable. First is the systematic evaluation of all possible paths and not
only the critical path based on the observation for example that a worst
case bitcell is not necessary on the same path with the worst case sense
ampliﬁer comprising a total worst case. Second considering variability
in subsets of all transistors increases the eﬀectiveness of any importance
sampling technique [17] that in turn improves the runtime of the statistical
analysis.
Although the statistical analysis followed in [50] achieves more accurate
results than others, which simulate only the critical path, their approach
doesn’t provide a systematic methodology to evaluate the impact of pa-
rameters variation across diﬀerent memory cache architectures.
4.1 Traditional Optimization
In order to ﬁnd the cache architecture that best meets the design
constraints we exploited the optimization function embedded in HP Cacti

















subject to Pdyn(arch)  (1 + a)min:dyn:power
Pleak(arch)  (1 + b)min:leak:power
Taccess(arch)  (1 + c)min:delay
Tcycle:time(arch)  (1 + d)min:cycle:time
(4.1)
where arch = fNbanks; Nsubbanks; Nmats:in:subbank; Nsubarr:rows; Nsubarr:cols; : : :g
is the unknown vector. Pdyn(arch), Pleak(arch), Taccess(arch) and Tcycle:time(arch)
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are the dynamic power, leakage power, access time and cycle time of a
solution respectively andmin:dynamic:power,min:leakage:power,min:delay
and min:cycle:time are their minimum (best) values. 0  a, b, c, d 
1 are user-speciﬁed variables that reduce the set of solutions to those
that deviate at most a%, b%, c%; and d% from the minimum values of
dynamic power, leakage power, delay and cycle time respectively. Finally
en:for:dyn:power:opt, en:for:delay:opt, en:for:leak:power:opt and en:for:cycle:time:opt
are user-speciﬁed boolean variables.
4.2 New Objective function
We modiﬁed the above optimization problem by taking into account
the parameters variability. In the presence of parameters variability Pdyn(arch),
Pleak(arch), Taccess(arch) and Tcycle:time(arch) are treated as random variables.
In MC-based statistical approach a random variable is represented by a
vector of values which reﬂects random variable’s distribution. In order to
guarantee worst case operation of the circuit we have to pick the worst
value from the corresponding vector of each performance metric. To do
that we substituted Pdyn(arch), Pleak(arch), Taccess(arch) and Tcycle:time(arch)
withmax(Pdyn(arch)),max(Pleak(arch)),max(Taccess(arch)),max(Tcycle:time(arch))
in the optimization problem. Also we extended the optimization problem
to seek for the cache architecture with the highest yield. The optimization
problem in mathematical terms has been transformed into the one below:
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subject to max(Pdyn(arch))  (1 + a)min:dyn:power
max(Pleak(arch))  (1 + b)min:leak:power
max(Taccess(arch))  (1 + c)min:delay
max(Tcycle:time(arch))  (1 + d)min:cycle:time
(4.2)
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Chapter 5
EVALUATION
In this section we demonstrate diﬀerent features of the proposed tool.
First we describe the test cases we used and then we provide some examples
at both block and system level of a cache to illustrate the capabilities of
our tool.
5.1 Experimental Setup
We selected 3 architectures of a 64K cache, in 65nm technology node,
with respect to the impact they have on total access time diﬀerent cache
components. More speciﬁcally we picked a cache conﬁguration where bitline
delay dominates the total access time, a cache conﬁguration where decoder
+ wordline delay contributes the most to the total access time and a cache
conﬁguration where h-tree network delay aﬀects the most the total access
time. The experimental setup is shown below:





cfg#1 1 0 0 256 2048
cfg#2 1 0 1 2048 128
cfg#3 1 0 256 16 64
Table 5.1: Cache conﬁgurations tested
5.2 Block Level Evaluation
Firstly the proposed tool oﬀers the capability to study the impact of
parametric variations on critical path parameters, such as delay, at the
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cfg#1 0.655372 0.99145 0.101269 1.7589
cfg#2 1.5296 0.702634 0.172301 2.4116
cfg#3 0.034369 0.205853 4.91608 5.1634

















cfg#1 37% 56% 5.7%
cfg#2 63% 29% 7.1%
cfg#3 0.6% 3.9% 95.2%
Table 5.3: Bitline, decoder & H-tree network delay as a percentage of total access
time of cache conﬁgurations under test
block level. As an example we present the Probability Density Function
(PDF)s of bitline, decoder & h-tree network delay of the cfg#1, cfg#2
and cfg#3 by applying the methodology shown in ﬁgure 3.5.


















Bitline delay distribution of cfg1
Figure 5.1: Bitline delay distribution of cfg#1. The mean value is  = 6:6387E 9s
and the standard deviation is  = 5:7098E   12s.
As we can see the impact of standard deviation in cfg#1 is negligible
while in cfg#2 is stronger. The more the rows in a subarray the greater
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Figure 5.2: Bitline delay distribution of cfg#2. The mean value is  = 1:5256E 9s
and the standard deviation is  = 5:3615E   11s.
the impact (SD/Mean) of standard deviation is becoming.



















decoder+wordline delay distribution of cfg1
Figure 5.3: Decoder+Wordline delay distribution of cfg#1. The mean value is
 = 9:9119E   10s and the standard deviation is  = 2:5040E   12s.



















Figure 5.4: Decoder+Wordline delay distribution of cfg#2. The mean value is
 = 7:0047E   10s and the standard deviation is  = 3:6974E   12s.
From ﬁgures 5.3 and 5.4 we can understand that the standard deviation of
decoder+wordline delay distribution has negligible impact in both cache
conﬁgurations under test.
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Figure 5.5: Htree delay distribution of cfg#3. The mean value is  = 4:9032E 9s
and the standard deviation is  = 2:6216E   10s.
The impact of variations in htree network delay shown in ﬁgure 5.5, about
5% of the mean value, indicates how important is the statistical analysis
of that component of a cache system.
5.3 System Level Evaluation
In addition the proposed tool can be used to evaluate cache performance
at the system level taking into consideration the connectivity of diﬀerent
blocks as well. In the ﬁgures below we present the PDF of the total access
time for cache conﬁgurations under test following the methodology de-
scribed in chapter 4.


















Figure 5.6: Total access time distribution of cfg#1. The mean value is  =
1:7875E   9s and the standard deviation is  = 1:1985E   12s.
As we can observe Vt and L variability caused a variation of some picoseconds
in total access time in all three cache conﬁgurations while the mean
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Total access time distribution of cfg2
Figure 5.7: Total access time distribution of cfg#2. The mean value is  =
2:6741E   9s and the standard deviation is  = 2:6788E   12s.

















Figure 5.8: Total access time distribution of cfg#3. The mean value is  = 5:71E 
9s and the standard deviation is  = 4:6116E   12s.
value moved slightly from the nominal value. Also it is apparent that
the distribution of cfg#3 is a skewed normal distribution which is a fact
that strengthens our approach to study variability statistically instead of
analytically making the assumption that all distributions are normal, as
previous works did.
Except from that the proposed tool can estimate the maximum values
of diﬀerent performance metrics exploiting the methodology presented in
[12, 13] which is based on EVT. Table 5.4 shows the estimated maximum
of total access time for the cache conﬁgurations we tested.
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Architectural cache exploration for Yield
enhancement
Also the proposed tool can be conﬁgured to ﬁnd the cache architecture
that exhibits the highest yield. That can be happen by setting as the
objective function (see equation 4.2) the yield maximization. Table 5.4
contains the yield estimates of cache conﬁgurations under test. In order
to estimate the yield we set as reliability constraint to the total access
time the 99.9% of the maximum access time. So every observation above
this threshold is considered faulty. As we can observe cfg#3 is the most




cfg#1 1.81865 1.81683 99.999999992%
cfg#2 2.82370 2.82087 99.999999998%
cfg#3 5.62616 6.62053 99.999999999%
Table 5.4: Yield estimation of cache conﬁgurations under test
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Chapter 6
Conclusion
In this master thesis project, we presented the steps we followed to
develop a tool that primarily attains the eﬀects of parametric variations
on cache memories as well as determines the design solutions that are able
to secure sturdy operating conditions while achieving minimum overhead.
Namely, we modeled parametric variations within a conventional cache
simulation framework and evaluated cache performance by adjusting va-
rious knobs both at the circuit and the architecture level. Allowing the
tool to identify the optimal conﬁgurations under the eﬀect of various
constraints, we empowered the designers to come up with the right choices
earlier in the design cycle and as a result to improve yield as well as
eﬃciency.
Throughout the evaluation of our results in Chapter 5, we showed that
a high yield estimation is feasible within reasonable runtime by exploiting
enhanced statistical methodologies such as IS. Another precious feature
in the hands of the designer, is that given a ﬁxed size cache memory is
capable to determine the cache architecture that exhibits the highest yield.
6.1 Future work
Parameters variations have been the center of attention in most contem-
porary works, with our approach being no exception. However, it would
be challenging to see works that focus in systematic parameters variation
as well. However, it would be challenging to see works that also model
systematic parameters variation. As far as our approach is concerned, the
key complication, which obstructed us from adapting it as a feature in our
tool was the requirement of layout information in order to achieve accu-
rate results. Another interesting aspect would be an attempt to estimate
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yield by utilizing EVT techniques like the one proposed in [8]. Finally, a
future prospect that concerns exclusively our proposed work would be the
modiﬁcation of our tool in order to comply with the 8-T and 10-T cell
models (besides the 6-T model that we currently utilize), as well as with
the FinFET transistor model.
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