With the advent of high throughput technologies, feature selection has become increasingly important in a wide range of scientific disciplines. We propose a new feature selection algorithm that performs extremely well in the presence of a huge number of irrelevant features. The key idea is to decompose an arbitrarily complex nonlinear models into a set of locally linear ones through local learning, and then estimate feature relevance globally within a large margin framework. The algorithm is capable of processing many thousands of features within a few minutes on a personal computer, yet maintains a close-to-optimum accuracy that is nearly insensitive to a growing number of irrelevant features. Experiments on eight synthetic and real-world datasets are presented that demonstrate the effectiveness of the algorithm.
Introduction
With the advent of high throughput technologies, feature selection has become increasingly important in a wide range of scientific disciplines. Its goal is to extract the most relevant information about each observed datum from a potentially overwhelming quantity of features to facilitate the underlying data analysis. In this paper, we consider feature selection for the purposes of data classification. Not only can its proper design reduce system complexity and processing time, but it can also enhance system performance in many cases.
Existing feature selection algorithms are traditionally categorized as wrapper or filter methods [1] . In wrapper methods, a classification algorithm is employed to evaluate the goodness of a selected feature subset, whereas in filter methods criterion functions evaluate feature subsets by their information content, instead of optimizing the performance of any specific classification algorithm directly. Hence, filter methods are computationally much more efficient, but usually perform worse than wrapper methods. One major issue with wrapper methods is their high computational complexity. Many heuristic algorithms (e.g., forward and backward selection [2] ) have been proposed to alleviate the computational issue. In the presence of tens of thousands features, a hybrid approach is usually adopted, wherein the number of features is first reduced by using a filter method, and then a wrapper method is used on the reduced feature set. Nevertheless, it still may take several hours to perform the search, depending on the classifier used in the wrapper method. Another issue with a wrapper method is its capability to perform feature selection for multiclass problems. To a large extent, this property depends on the capability of a classifier used in a wrapper method to handle multiclass problems. In many cases, a multiclass problem is first decomposed into several binary ones by using an error-correct-code method [3] , and then feature selection is performed for each binary problem. This strategy further increases the computational burden of a wrapper method. One issue that is rarely addressed in the literature is algorithm implementation. Wrapper methods require the train of a large number of classifiers and manually specification of many parameters. This makes their implementation and use rather complicated, demanding an expertise in machine learning.
Embedded methods have recently received an increased interest (see, for example, [4] and the references therein.). In contrast to wrapper methods, embedded methods incorporate feature selection directly into the learning process of a classifier. A feature weighting strategy is usually adopted that uses real-valued numbers, instead of binary ones, to indicate the relevance of features in a learning process. This strategy has many advantages. For example, there is no need to pre-specify the number of relevant features. Also, standard optimization techniques (e.g., gradient descent) can be used to avoid combinatorial search. Hence, embedded methods are usually computationally more tractable than wrapper methods. Still, computational complexity is a major issue when the number of features becomes excessively large. Other issues, such as algorithm implementation and extension to multiclass problems, remain.
In this paper, we propose a new feature selection algorithm that addresses many aforementioned issues with prior work, including the problems with computational complexity, solution accuracy, algorithm implementation, capability to handle an extremely large number of features, and extension to multiclass problems. The key idea is to decompose an arbitrary complex, nonlinear model into a set of locally linear ones through local learning, and then estimate the relevance of features globally within a large margin framework. We demonstrate that through linearization the feature selection problem can be easily solved by using well-established machine learning and numerical analysis techniques.
Related Work
Our approach is motivated by the ideas implemented in the RELIEF algorithm [5, 6] . RELIEF has been long regarded as a heuristic filter method, until recently we mathematically proved that RELIEF is an online algorithm that solves a convex optimization problem aimed at maximizing the average margin [7] . One major problem with RELIEF is that the nearest neighbors of a given sample are predefined in the original feature space, which typically yields erroneous nearest hits and misses in the presence of copious irrelevant features. The idea of using local information for estimating feature relevance is also exploited in the Simba algorithm [8] . One major problem with Simba is its implementation. The objective function optimized by Simba is characterized by many local minima. Also, Simba represents a constrained nonlinear optimization problem that cannot be easily solved by conventional optimization techniques. We empirically find that Simba performs well when the number of irrelevant features is small, but fails completely when there exist a relatively large number of irrelevant features (say 500). One possible explanation is that the chance for Simba to be stuck into local minima is increased dramatically with the number of features. Based on our mathematical analysis of RELIEF, we have recently proposed a new feature weighting algorithm referred to as I-RELIEF that performs significantly better than the abovementioned algorithms [7] . However, as with all other algorithms in the RELIEF family, the objective function optimized by I-RELIEF is not directly related to the classification performance of a learning algorithm. Moreover, unlike the proposed algorithm, both RELIEF and I-RELIEF cannot provide a sparse solution.
The idea of using a large margin algorithm for feature selection is not new. For example, Weston et. al propose to perform feature selection directly in the SVM formulation, where the scaling factors are adjusted using the gradient of a (loose) theoretical upper bound on the error rate [9] . SVM-RFE is a well-known algorithm specifically designed for large-scale feature selection problems [10] . It works by iteratively training a SVM classifier with the current set of features and heuristically removing the features with small feature weights. As with wrapper methods, the structural parameters of SVM (i.e., the regularization and kernel parameters) may need to be re-estimated using cross-validation during the iterations. Also, a linear kernel is usually used. From our personal communication with the authors, it may be computationally expensive to use SVM-REF with a nonlinear kernel for high-dimensional data. ℓ 1 -SVM with a linear kernel [11] , with a proper parameter tuning, can lead to a sparse solution, where only relevant features receive nonzero weights. A similar algorithm is logistical regression with ℓ 1 regularization. It has been proved that ℓ 1 regularized logistical regression has a logarithmical sample complexity with respect to the number of irrelevant features [12] . The logarithmic dependence on the input dimension matches the best known bounds proved in various feature selection contexts [12, 13] . However, the linearity assumption of data models limits their application to general problems.
Our Algorithm
In the section, we present the detailed formulation of our feature selection algorithm. We also analyze the convergence and computational complexity of our algorithm, as well as present its extension to multiclass problems.
be a training dataset, where x n is the n-th data sample containing J features, and y n is its corresponding class label. For clarity, we here consider only binary problems, while in Sec. 2.3 we generalize our algorithm to address multiclass problems. We first define the margin. Given a distance function, we find two nearest neighbors of each sample x n , one from the same class (called nearest hit or NH), and the other from the different class (called nearest miss or NM) [5] . The margin of x n is then defined as
is the distance function. For the purpose of this paper, we use the block distance to define a sample's margin and nearest neighbors, while other standard definitions may also be used. An intuitive interpretation of this margin is a measure as to how much x n can "move" in the feature space before being misclassified. By the large margin theory [14] , a classifier that minimizes a marginbased error function usually generalizes well on unseen test data. One natural idea then is to scale each feature, and thus obtain a weighted feature space, parameterized by a nonnegative vector w, so that a margin-based error function in the induced feature space is minimized. The margin of x n , computed with respect to w, is given by:
By defining z n = |x n − NM(x n )| − |x n − NH(x n )|, where | · | is an element-wise absolute operator, ρ n (w) can be simplified as:
which is a linear function of w and has the same form as the sample margin defined in SVM using a kernel function. An important difference, however, is that by construction the magnitude of each element of w in the above margin definition reflects the relevance of the corresponding feature in a learning process. This is not the case in SVM except when a linear kernel is used, which however can capture only linear discriminant information. Note that the margin thus defined requires only information about the neighborhood of x n , while no assumption is made about the underlying data distribution. This means that by local learning we can transform an arbitrary complex, nonlinear problem into a set of locally linear problems. The local linearization of a nonlinear problem allows us to avoid the computational difficulties of prior work. It also facilitates the mathematical analysis of our algorithm. The main problem with the above margin definition, however, is that the nearest neighbors of a given sample are unknown before learning. In the presence of thousands of irrelevant features, the nearest neighbors defined in the original space can be completely different from those in the induced space. To account for the uncertainty in defining local information, we develop a probabilistic model where the nearest neighbors of a given sample are treated as latent variables. Following the principles of the expectation-maximization algorithm [15] , we estimate the margin through taking the expectation of ρ n (w) by averaging out the latent variables:
are the probabilities that sample x i is the nearest miss or hit of x n , respectively. These probabilities are estimated through the standard kernel density estimation method: (2.4)
, ∀i∈M n , and (2.5)
where k(·) is a kernel function. Specifically, we use the
, where the kernel width determines the resolution at which the data is locally analyzed. To motivate the above formulation, we consider the well-known Fermat's problem where the two-class samples are distributed in a two-dimensional space, forming a spiral shape, as illustrated in Fig. 1a . A possible decision boundary is also plotted. If one walks from point A to B along the decision boundary, at any given point (say, point C), one obtains a liner problem locally. One possible linear formulation is given in Eq. (2.3). It is clear that for the T , we observe that most samples have positive margins (Fig. 1b) . The above arguments generally hold for arbitrary nonlinear problems for a wide range of values of kernel width, as long as the local linearity condition is preserved. We will shortly see that the performance of our algorithm is indeed robust against this parameter.
After the margins are defined, the problem of learning feature weights can be directly solved within a margin framework. Two most popular margin formulations are SVM [14] and logistic regression [16] . Due to the nonnegative constraint on w, the SVM formulation represents a large-scale optimization problem, while the problem size can not be reduced by transforming it into the dual domain. For computational convenience, we therefore perform the estimation in the logistic regression formulation [16] . In applications with a huge amount of features (e.g., molecular classification), we expect that most of features are irrelevant. To encourage the sparseness, one commonly used strategy is to add ℓ 1 penalty of w to an objective function. Examples, where this strategy has been shown successful, include LASSO for regression [17] , ℓ 1 -SVM [11] and ℓ 1 regularized logistic regression [12] for classification. Accomplishing sparse solutions by introducing the ℓ 1 penalty has been theoretically justified (see, for example, [18] and the references therein). With the ℓ 1 penalty, we obtain the following optimization problem:
where λ is a parameter that controls the penalty strength and consequently the sparseness of the solution. The optimization formulation (2.6) can also be written as:
For every solution w to (2.6) found using some particular value of λ, there is a corresponding value of β in (2.7) that will give the same solution. The optimization problem of (2.7) has an interesting interpretation. If we adopt a classification rule where x n is correctly classified if and only if marginρ n (w) ≥ 0, then
is the leave-one-out (LOO) classification error induced by using w, where I(·) is the indicator function. Since the logistic loss function is an upper bound of the misclassification loss function, up to a difference of a constant factor, (2.7) can be interpreted as finding a weighted feature space so that the upper bound of the LOO classification error in the induced space is minimized. Hence, the algorithm has two levels of regularization, i.e., the implicit LOO and explicit ℓ 1 regularization. We will shortly see that this property, together with the convergence property, leads to superior performance of the algorithm in the presence of copious irrelevant features, and that due to the LOO regularization, the performance of the algorithm is largely insensitive to a specific choice of λ.
Sincez n implicitly depends on w through the probabilities P (x i =NH(x n )|w) and P (x i = NM(x n )|w), we use a fixed-point recursion method to solve for w. In each iteration,z n is first computed by using the previous estimate of w, which is then updated by solving the optimization problem of (2.6). The iterations are carried out until convergence. It is interesting to note that though local learning is a highly nonlinear process, in each iteration we deal with a linear model.
For fixedz n , (2.6) is a constrained convex optimization problem. Due to the nonnegative constraint on w, it cannot be solved directly by using a gradient descent method. To overcome this difficulty, we reformulate the problem slightly as: (2.8)
thus obtaining an unconstrained optimization problem. It is easy to show that at the optimum solution we have w j = v j 2 , 1 ≤ j ≤ J. The solution of v can be readily found through gradient descent with a simple update rule: (2.9)
where ⊗ is the Hadamard operator, and η is the learning rate determined by the standard line search. Note that the objective function of (2.8) is no longer a convex function, and thus a gradient descent method may find a local minimizer or a saddle point. The following theorem shows that if the initial point is properly selected, the solution obtained when the gradient vanishes is the global minimizer. 
Proof. Due to the space limitation, we only present the sketch of the proof. The proof is done by examining the properties of Hessian matrices. It can be proved that a given stationary point x + is a global minimizer of g(x) if Hessian matrix H(x + ) is positive semidefinite, and a saddle point otherwise. If stationary point x + is found with an initial
is the global minimizer of g(x) since the saddle points are not reachable via gradient descent.
For fixedz n , the objective function of (2.6) is a strictly convex function of w. Theorem 2.1 assures that in each iteration, via gradient descent, reaching the global optimum solution of w is guaranteed. After the feature weighting vector is found, the pairwise distances among data samples are reevaluated using the updated feature weights, and the probabilities P (x i =NM(x n )|w) and P (x j =NH(x n )|w) are recomputed using the newly obtained pairwise distances. The two steps are iterated until convergence. The implementation of the algorithm is very simple. It is coded in Matlab with less than one hundred lines. Except for the standard linear search, no other built-in Matlab functions are used. The pseudo-code of the algorithm is presented in Fig. 2. 
Convergence Analysis
This section presents the convergence analysis of our algorithm. We begin by studying its asymptotic behavior. If σ → +∞, for all w ≥ 0 and i∈M n , we have lim
d(x n , x j |w) and 0 otherwise. Similar asymptotic behavior holds for P (x i =NH(x n )|w). From the above analysis, it follows that for σ → +∞ the algorithm converges to a unique solution in one iteration, since P (x i =NM(x n )|w) and P (x i =NH(x n )|w) are constants for any initial feature
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Input:
, stop criterion θ, kernel width σ, regularization parameters λ; (1) Initialization: set w (0) = 1, t = 0;
(4) Calculate P (x i =NM(x n )|w (t) ) and P (x j = NH(x n )|w (t) ) as in (2.4) and (2.5);
(5) Solve for v as in (2.9); weights. On the other hand, for σ → 0, rarely do we empirically observe that the algorithm converges. This suggests that the convergence behavior and convergence rate of the algorithm are fully controlled by the kernel width, which is formally stated in the following theorem. We use the Banach fixed point theorem to prove the convergence theorem. We first state the fixed point theorem without proof, which can be found for example in [19] . 
, and
.
Proof. (of Theorem 2.2):
The gist of the proof is to identify a contraction operator for the algorithm, and make sure that the conditions of Theorem 2.3 are met. To this end, we define
and specify the first step of the algorithm in a functional form as T 1 : R J ≥0 → P, where T 1(w) = p, and the second step as T 2 : P → R J ≥0 , where T 2(p) = w. Here R J ≥0 = {w : w ∈ R J , w ≥ 0}. Then, the algorithm can be written as
is a closed subset of normed space R J and complete, T is an operator mapping complete subset R J ≥0 into itself. Next, note that for σ → +∞, the algorithm converges with one step. We have lim σ→+∞ T (w 1 , σ) − T (w 2 , σ) = 0, for every w 1 , w 2 ∈ R J ≥0 . Therefore, in the limit, T is a contraction operator with contraction constant q = 0, that is, lim σ→+∞ q(σ) = 0. Therefore, for every ε > 0, there exists σ * such that q(σ) ≤ ε whenever σ > σ * . By setting ε < 1, the resulting operator T is a contraction operator. By the Banach fixed point theorem, our algorithm converges to a unique fixed point provided the kernel width is properly selected. The above arguments establish the convergence theorem of the algorithm.
The theorem ensures the convergence of the algorithm if the kernel width is properly selected. This is a very loose condition, as our empirical results show that the algorithm always converges for a sufficiently large kernel width. Also, the error bound in (2.10) tells us that the smaller the contraction number, the tighter the error bound and hence the faster the convergence rate. Our experiments suggest that a larger kernel width yields a faster convergence. Unlike many other machine learning algorithms (e.g., neural networks), the convergence and the solution of our algorithm are not affected by the initial value if the kernel width is fixed. Even if the initial feature weights were wrongly selected (e.g., investigators have no or false prior), and the algorithm started computing erroneous nearest misses and hits for each sample, the theorem assures that the algorithm will eventually converge to a unique solution. This property is experimentally demonstrated in Sec. 3.1 (see Fig. 4 ).
Computational Complexity and Fast Implementation
The main complexity of the algorithm comes from computing pairwise distances between data samples. Thus, the computational complexity of the algorithm is O(T N 2 J), where T is the number of iterations, J is the feature dimensionality, and N is the number of data samples. We empirically find that our algorithm usually converges within a few iterations (see Fig. 3 ). Hence, its computational complexity is comparable to that of RELIEF. A close look at the update equation of v, given by (2.9), allows us to further reduce complexity. If some elements of v are very close to zero (say less than 10 −4 ), the corresponding features can be eliminated from further consideration with a negligible impact on the subsequent iterations, thus providing a built-in mechanism for automatically removing irrelevant features during learning.
Feature Selection for Multiclass Problems
Some existing feature selection algorithms, originally designed for binary problems, can be naturally extended to multiclass settings, while for others the extension is not straightforward. In particular, for both embedded and wrapper methods, the extension largely depends on the capability of a classifier to handle multiclass problems. In many cases, a multiclass problem is first decomposed into several binary ones, and then feature selection is performed for each binary problem. This strategy further increases the computational burden of embedded and wrapper methods. Our algorithm does not suffer from this problem. A natural extension of the margin defined in (2.1) to multiclass problems is [20] :
where Y is the set of class labels, NM (c) (x n ) is the nearest neighbor of x n from class c, and D c is a subset of D containing only samples from class c. The derivation of our feature selection algorithm for multiclass problems by using the margin defined in (2.11) is straightforward.
Experiments
The effectiveness of the proposed algorithm is empirically validated on eight synthetic and real-world datasets. We demonstrate that our algorithm is capable of handling problems with an extremely large feature dimensionality.
Spiral Problem
We perform a simulation study on an artificially generated dataset, carefully designed to verify various important properties of the algorithm. This example, also called Fermat's spiral problem, is a binary classification problem. Each class has 230 samples distributed in a two-dimensional space, forming a spiral shape, as illustrated in Fig. 1 . In addition to the first two relevant features, each sample is represented by a varying number of irrelevant features, where this number is set to {50, 100, 500, 1000, 5000, 10000, 20000, 30000}. The number 30000 exceeds by far the amount of features experienced in most scientific fields. For example, human beings have about 25000 genes, and hence nearly all gene expression microarray platforms have less than 25000 probes. The added irrelevant features are independently sampled from the zeromean and unit-variance Gaussian distribution. Our task is to identify the first two relevant features. Note that only if these two features are used simultaneously can the two classes of samples be well separated. For most existing feature selection algorithms, identifying the two relevant features in this example is an extremely challenging task. Fig. 3 illustrates the dynamics of our algorithm performed on the spiral data with 10000 irrelevant features. The algorithm iteratively refines the estimates of weight vector w and probabilities P (x i =NH(x n )|w) and P (x i =NM(x n )|w) until convergence. Each sample is colored according to its probability of being the nearest miss or hit of a given sample indicated by a black cross. We observe that, with a uniform initial feature weights, the nearest neighbors defined in the original feature space can be completely different from the true ones. The plot also shows that the algorithm converges to a perfect solution in just three iterations. Fig. 4 presents the feature weights that our algorithm learns on the spiral data for a varying number of irrelevant features. The results are obtained for parameters σ and λ respectively set to 2 and 1, while the same solution holds for a wide range of other values of kernel widths and regularization parameters (insensitivity to a specific choice of these parameters will be discussed shortly). Fig. 4 shows that our algorithm performs remarkably well over a wide range of feature-dimensionality values that are of practical interest, with the same parameters. We also note that the feature weights learned across all feature-dimensionality values are almost identical. This result is a consequence of Theorem 2.2, which can be explained as follows. Suppose that we have two spiral datasets having 5000 and 10000 irrelevant features, respectively. Also, suppose that we first perform the algorithm on the second dataset, and that after some iterations the algorithm finds 5000 irrelevant features whose weights are very close to zero. Then, both problems are almost identical, except that the first problem has a uniform initial point (see line 1 of Fig. 2 ) and the second problem has a non-uniform initial point. By Theorem 2.2, the algorithm converges to the same solution for both problems. Of course, due to the randomness of irrelevant features and the finite number of iteration steps, the two solutions are slightly different. For example, in Fig. 4 , for the dataset with 30000 features, the algorithm selects one false feature as relevant, in addition to the two relevant ones. However, the weight associated with the selected irrelevant feature is much smaller than the weights of the two relevant ones.
One may be interested to know how many irrelevant features should be added to the dataset before the algorithm fails. We conduct an experiment where the number of irrelevant features are continuously increased. We find that the algorithm attains the almost identical solutions to those The algorithm iteratively refines the estimates of weight vector w and probabilities P (x i =NH(x n )|w) and P (x i =NM(x n )|w) until convergence. The result is obtained on the spiral data with 10000 irrelevant features. Each sample is colored according to its probability of being the nearest miss or hit of a given sample indicated by a black cross. The plot shows that the algorithm converges to a perfect solution in just three iterations. presented in Fig. 4 until 100000 irrelevant features are injected into the dataset. The algorithm fails simply because the computer is out of memory. This result suggests that our algorithm is capable of handling an extremely large number of irrelevant features, far beyond that needed in most dataanalysis settings one may currently encounter. This result is very encouraging, and deserves further theoretical analyses.
Our algorithm is computationally very efficient. Fig. 5 shows the CPU time it takes the algorithm to perform feature selection on the spiral dataset with different numbers of irrelevant features. The computer setting is Pentium4 2.80GHz with 2.00GB RAM. The stopping criterion is θ = 0.01. As can be seen, the algorithm runs for only 3.5s for the problem with 100 features, 37s for 1000 features, and 372s for 20000 features. The computational complexity is linear with respect to the feature dimensionality. To the best of our knowledge, no wrapper method has computational complexity even close to ours. Depending on the classifier used in search for relevant features, it may take several hours for a wrapper method to analyze the same dataset with only 1000 features, and yet there is no guarantee that the optimal solution will be reached, due to heuristic search.
The kernel width σ and the regularization parameter λ are two input parameters of the algorithm. Alternatively, they can be estimated through cross validation on training data. It is well-known that cross validation may produce an estimate with a large variance. Fortunately, this does not pose a serious concern for our algorithm. In Figs. 6 and 7 , we plot the feature weights learned with different kernel widths and regularization parameters. The algorithm performs well over a wide range of parameter values, yielding always the largest weights for the first two relevant features, while the other weights are significantly smaller. This suggests that the algorithm's performance is largely insensitive to a specific choice of parameters σ and λ, which makes parameter tuning and hence the implementation of our algorithm easy, even for researchers outside of the machine learning community. Fig. 8 presents the convergence analysis of our algorithm on the spiral dataset with 5000 irrelevant features, for λ = 1 and different kernel widths σ ∈ {0.01, 0.05, 0.5, 1, 10, 50}. We observe that the algorithm converges for a wide range of σ values, and that in general a larger kernel width yields a faster convergence. These results validate our theoretical convergence analysis, presented in Sec. 2.1.
Experiments on UCI Datasets
This section presents our feature selection results on seven benchmark UCI datasets [21] . The data information is summarized in Table 1. For each dataset, the set of original features is augmented by 5000 artificially generated irrelevant features. The irrelevant features are independently sampled from a Gaussian distribution with zero-mean and unit-variance. It should be noted that some features in the original feature sets may be irrelevant or weakly relevant, and hence may receive zero weights in our algorithm. Since the true relevance of the original features is unknown, to verify that our algorithm does indeed discover all relevant features, we compare the classification performance of SVM (with the RBF kernel) in two cases: (1) when only the original features are used, and (2) when the features selected by our algorithm are used. It is well known that SVM is very robust against noise, and that the presence of a few irrelevant features in the original feature sets should not significantly affect its performance. Hence, the classification performance of SVM obtained in the first case should be very close to that of SVM performed on the optimum feature subsets that are unknown to us a priori. Essentially, we are comparing our algorithm with an optimal feature selection algorithm. If SVM performs similarly in both cases, we may conclude that our algorithm achieves close-to-optimum solutions.
The structural parameters of SVM are estimated through ten-fold cross validation on training data. To further demonstrate that the performance of our algorithm is largely insensitive to a specific choice of the input parameters, we use kernel width σ = 2 and regularization parameter λ = 1 for all seven UCI datasets. The stopping criterion is θ = 0.01. The algorithm is run 10 times for each dataset. In each run, a dataset is randomly partitioned into training and test sets. The averaged classification errors and standard deviations of SVM are reported in Table 2 . The false discovery rate (FDR), defined as the ratio between the number of artificially added, irrelevant features with non-zero weights and the total number of irrelevant features (i.e., 5000), is reported in Table 2. Feature weights, learned in one sample trial, for each of seven datasets, are shown in Fig. 9 . From these experimental results, we observe the following:
(1) From Table 2 , we observe that SVM using the features identified by our algorithm performs similarly or even slightly better than SVM using the original features. It should be emphasized that the results are obtained in the presence of a huge number of irrelevant features, without estimating the optimal input parameters.
(2) In addition to successfully identifying relevant features, our algorithm performs remarkably well in removing irrelevant ones. The false discovery rate, averaged over seven datasets, is only 0.7/1000. The feature weights learned on one realization of each dataset are plotted in Fig. 9 . For ease of presentation, the maximum value of each feature weight vector is normalized to 1. For some datasets (e.g., banana and thyroid), the weights of the false positives are very small, Table 2 : Classification errors on test data and their standard deviations (%) of SVM performed on the seven UCI datasets contaminated by 5000 useless features. The second column records the performance of SVM performed on the features selected by our algorithm, and the third column is the results of SVM obtained by using the original features. The last two columns present the false discovery rates (FDR) and CPU times, and the last row presents the averaged FDR and CPU time. and we experimentally find that it is possible to achieve a perfect solution by slightly increasing the regularization parameter λ.
SVM
The averaged CPU times of seven datasets are presented in Table 2 . Our algorithm is capable of processing thousands of features within a few minutes on personal computers.
Conclusion
The newly proposed algorithm is formulated based on the concept that a given complex problem can be more easily, and yet accurately enough, analyzed by parsing it into a set of locally linear problems. Local learning allows us to capture local structure of the data, while the parameter estimation is performed globally to avoid possible overfitting. In comparison with other feature selection algorithms, our algorithm has many advantages. We have experimentally demonstrated that our algorithm is capable of handling problems with an extremely large feature dimensionality, without making any assumption on the underlying data distributions. Although, for clarity, we have mainly considered only binary problems, we have shown that the extension of our algorithm to multiclass settings is straightforward. Unlike most prior work whose implementation demands an expertise in machine learning, ours is very easy to implement. As with most machine learning algorithms, ours has two user defined parameters that can alternatively be estimated through cross validation. We have experimentally shown that the performance of our algorithm is largely insensitive to a wide range of values for these two parameters, which makes parameter tuning and hence the implementation of our algorithm easy in real applications.
Due to its high accuracy, low complexity, and simple implementation, we believe that the proposed framework may hold major potential for eventually solving the feature selection problem. Even in the current formulation, our algorithm is already capable of handling most feature selection problems one encounters in scientific research. Considering the increased demand for analyzing data with a large number of features in many research fields, we expect that the work presented in this paper will make a broad impact. 
