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Abstract
We prove that for n sufficiently large, if A is a family of permutations
of {1, 2, . . . , n} with no two permutations in A agreeing exactly once, then
|A| ≤ (n− 2)!, with equality holding only if A is a coset of the stabilizer
of 2 points. We also obtain a Hilton-Milner type result, namely that if A
is such a family which is not contained within a coset of the stabilizer of
2 points, then it is no larger than the family
B = {σ ∈ Sn : σ(1) = 1, σ(2) = 2, #{fixed points of σ ≥ 5} 6= 1}
∪{(1 3)(2 4), (1 4)(2 3), (1 3 2 4), (1 4 2 3)}
We conjecture that for t ∈ N, and for n sufficiently large depending on t,
if A is family of permutations of {1, 2, . . . , n} with no two permutations in
A agreeing exactly t− 1 times, then |A| ≤ (n− t)!, with equality holding
only if A is a coset of the stabilizer of t points. This can be seen as a
permutation analogue of a conjecture of Erdo˝s on families of k-element
sets with a forbidden intersection, proved by Frankl and Fu¨redi in [9].
1 Introduction
Let X be an n-element set, and let X(k) denote the collection of all k-element
subsets of X . We say a family A ⊂ X(k) is t-intersecting if any two sets in
A share at least t elements, i.e. |x ∩ y| ≥ t for any x, y ∈ A. Erdo˝s, Ko and
Rado [8] proved in 1961 that if n is sufficiently large depending on k and t, and
A ⊂ X(k) is t-intersecting, then |A| ≤
(
n−t
k−t
)
, with equality holding only if A is
the family of all k-sets containing some fixed t-element subset of X .
In [7], Erdo˝s asked what happens if we weaken the condition, and just forbid
an intersection of size exactly t−1. Frankl and Fu¨redi [9] proved that for k ≥ 2t
and for n sufficiently large depending on k, if A ⊂ X(k) such that no two sets in
A have intersection of size exactly t−1, then |A| ≤
(
n−t
k−t
)
, with equality holding
only if A is the family of all k-sets containing some fixed t-element subset of X .
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In this paper, we consider analogues of these problems for the symmetric
group Sn, the group of all permutations of {1, 2, . . . , n} =: [n]. We say that
a family of permutations A ⊂ Sn is t-intersecting if any two permutations
in A agree on at least t points — in other words, for all σ, τ ∈ A, we have
#{i : σ(i) = τ(i)} ≥ t.
Deza and Frankl [2] proved in 1977 that if A ⊂ Sn is 1-intersecting, then
|A| ≤ (n − 1)!. The case of equality turned out to be somewhat harder than
one might expect; this was resolved in 2003 by Cameron and Ku [1], and in-
dependently by Larose and Malvenuto [12], who proved that if A ⊂ Sn is an
intersecting family of size (n− 1)!, then A is a coset of the stabiliser of a point.
Deza and Frankl conjectured in [2] that for any t ∈ N, if n is sufficiently
large depending on t, and A ⊂ Sn is t-intersecting, then |A| ≤ (n − t)!. This
was proved in 2008, by the author and independently by Friedgut and Pilpel,
using very similar techniques (specifically, eigenvalue methods, combined with
the representation theory of Sn); we have written a joint paper, [6]. We also
proved that equality holds only if A is a t-coset of Sn (meaning a coset of the
stabiliser of t points), again provided n is sufficiently large depending on t.
Cameron and Ku [1] conjectured that if A ⊂ Sn is 1-intersecting, and A is
not contained in any 1-coset, then A is no larger than the family
{σ ∈ Sn : σ(1) = 1, σ(j) = j for some j > 2} ∪ {(1 2)},
which has size (1 − 1/e + o(1))(n − 1)!. This was proved by the author in
[4], using the representation theory of Sn combined with some combinatorial
arguments. It can be seen as an analogue of the Hilton-Milner Theorem [10] on
1-intersecting families of r-subsets of {1, 2, . . . , n}. In [5], the author proved a
generalization of the Cameron-Ku conjecture for t-intersecting families, namely
that if A ⊂ Sn is a t-intersecting family which is not contained within a coset
of the stabilizer of t points, then A is no larger than the family
{σ : σ(i) = i ∀i ≤ t, σ(j) = j for some j > t+ 1} ∪ {(1 t+ 1), . . . , (t t+ 1)}
which has size (1−1/e+o(1))(n− t)!. The proof uses similar ideas to in [4], but
both the representation theory and the combinatorial arguments are somewhat
more involved.
In this paper, we consider problem of forbidding just one intersection-size,
for families of permutations. We say that two permutations σ, pi ∈ Sn agree
on exactly k points if #{i ∈ [n] : σ(i) = pi(i)} = k. We make the following
conjecture.
Conjecture 1. For any t ∈ N, and for n sufficiently large depending on t, if
A ⊂ Sn with no two permutations in A agreeing on exactly t− 1 points, then
|A| ≤ (n− t)!,
and equality holds only if A is a t-coset of Sn.
This is a natural permutation analogue of the above-mentioned conjecture
of Erdo˝s on families of k-element sets with a forbidden intersection.
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Of course, a family of permutations in which no two permutations disagree
everywhere is precisely a 1-intersecting family, so the t = 1 case of Conjecture
1 holds for all n, by the above-mentioned results of Deza and Frankl and of
Cameron and Ku.
In this paper, we prove the t = 2 case of Conjecture 1.
Theorem 2. If n is sufficiently large, and A ⊂ Sn is a family of permutations
with no two permutations in A agreeing at exactly one point, then
|A| ≤ (n− 2)!,
and equality holds only if A is a 2-coset of Sn.
We also prove a corresponding stability result and a Hilton-Milner type re-
sult. We use similar techniques to in [4] and [6] — namely, eigenvalue techniques,
combined with the representation theory of Sn — but these techniques do not
work quite so cleanly in the present case. Indeed, they are only capable of prov-
ing asymptotic results, and must be combined with stability arguments to prove
the exact bound in Theorem 2.
Unfortunately, for each t ≥ 3 in Conjecture 1, our techniques yield only a
bound of O((n − 2)!). This remains true even if one uses ‘weighted’ versions of
Hoffman’s bound, such as Lova´sz’ theta-function bound (see for example [13]),
together with conjugation-invariant weightings. (While Lova´sz’ theta-function
concerns arbitrary weightings, not just conjugation-invariant ones, conjugation-
invariance is necessary if one wishes to use representation theory to analyse
eigenvalues and eigenspaces, via Theorem 4 below.) It seems that new tech-
niques will be required to solve the problem for t ≥ 3.
2 Notation, background and tools
In this section, we outline our notation, recall the tools we will use to prove our
main results, and give some background on the representation theory of Sn.
From now on, we will often abbreviate the condition ‘no two permutations
in A agree at exactly one point’ to ‘A has no singleton intersection’.
Let Γn be the graph on Sn where two permutations σ and τ are joined if
and only if they agree at exactly one point. This is the Cayley graph on Sn
generated by the set
En = {σ ∈ Sn : σ has exactly one fixed point}.
For n ∈ N, let dn denote the number of derangements of n, i.e. permutations
in Sn without fixed points; the inclusion-exclusion formula yields the familiar
identity
dn =
n∑
i=0
(−1)i
n!
i!
= (1/e+ o(1))n!.
Note that
|En| = ndn−1 = (1/e+ o(1))n!,
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so Γn is ndn−1-regular.
Observe that a family A ⊂ Sn in which no two permutations agree at exactly
one point, is precisely an independent set in V (Γn), meaning a set of vertices of
Γn with no edges of Γn between them.
Our first step will be to apply Hoffman’s eigenvalue bound to Γn.
Theorem 3 (Hoffman, [11]). Let Γ be a d-regular graph on N vertices, whose
adjacency matrix A has eigenvalues d = λ1 ≥ λ2 ≥ . . . ≥ λN . Then if X ⊂ V (Γ)
is an independent set, we have
|X | ≤
−λN
d− λN
N.
This will yield an approximate version of Theorem 2. To apply Theorem 3,
we will of course need to calculate the minimum eigenvalue of Γn. Since En is
a union of conjugacy-classes of Sn, we may analyse the eigenvalues of Γ using
representation-theoretic techniques. Before outlining these, we first give some
background on the representation theory of finite groups.
Background on the representation theory of finite groups
If G is a finite group, let C[G] denote the Euclidean space of all complex-valued
functions on G, equipped with the inner product
〈f, g〉 =
1
|G|
∑
σ∈G
f(σ)g(σ) (f, g ∈ C[G]),
and the corresponding Euclidean norm
||f ||2 =
√
1
|G|
∑
σ∈G
|f(σ)|2 (f ∈ C[G]).
Recall that a representation of G over C is a pair (ρ, V ), where V is a finite-
dimensional complex vector space, and ρ is a homomorphism from G to GL(V ),
the group of all invertible linear endomorphisms of V . The dimension of the
representation is the dimension of V . A representation (ρ, V ) is said to be ir-
reducible if it has no proper subrepresentation, i.e. there is no proper subspace
V ′ ≤ V such that V ′ is ρ(σ)-invariant for all σ ∈ G. We say that two repre-
sentations (ρ, V ) and (ρ′, V ′) are isomorphic if there is an invertible linear map
φ : V → V ′ such that such that φ(ρ(g)(v)) = ρ′(g)(φ(v)) for all g ∈ G and all
v ∈ V . In this case, we write (ρ, V ) ∼= (ρ′, V ′).
Recall that, as a vector space, C[G] may be equipped with the left-regular
representation, defined by
(ρreg(pi)(f))(σ) = f(pi
−1σ) (f ∈ C[G], σ, pi ∈ G).
For any finite group G, we can choose a complete set R of non-isomorphic
complex irreducible representations of G — i.e., a set of complex irreducible
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representations of G containing exactly one member of each isomorphism class
of complex irreducible representations of G. For each ρ ∈ R, let Uρ denote
the subspace of C[G] spanned by all isomorphic copies of ρ in the left-regular
representation. Then we have an orthogonal direct-sum decomposition
C[G] =
⊕
ρ∈R
Uρ,
and dim(Uρ) = (dim(ρ))
2 for all ρ.
We will use the following classical result to analyse the eigenvalues of Γ.
Theorem 4 (Frobenius / Schur / Diaconis-Shahshahani [3]). Let G be a finite
group, let X ⊂ G be an inverse-closed, conjugation-invariant subset of G, let
Γ = Cay(G,X) be the Cayley graph on G with generating set X, and let A be
the adjacency matrix of Γ. Let R be a complete set of non-isomorphic complex
irreducible representations of G. Then each Uρ is an eigenspace of Γ, with
corresponding eigenvalue
λρ =
1
dim(ρ)
∑
σ∈X
χρ(σ). (1)
Here, χρ denotes the character of ρ, i.e.
χρ(σ) = Trace(ρ(σ)).
Background and tools from the representation theory of S
n
We will now give some brief background on the representation theory of Sn. For
more detail, the reader may consult for example [14], or the exposition in [6].
As is well-known, there is an explicit one-to-one correspondence between
irreducible representations of Sn (up to isomorphism) and partitions of n.
Definition. A partition of n is a non-increasing sequence of positive integers
summing to n, i.e. a sequence α = (α1, . . . , αl) with α1 ≥ α2 ≥ . . . ≥ αl ≥ 1
and
∑l
i=1 αi = n.
If α is a partition of n, we write α ⊢ n. For example, (3, 2, 2) ⊢ 7. We
sometimes use the shorthand (3, 2, 2) = (3, 22).
Definition. The Young diagram of α = (α1, . . . , αl) is an array of n cells,
having l left-justified rows where row i contains αi cells.
For example, the Young diagram of the partition (3, 22) is
.
For each partition α of n, we may define an irreducible representation ρα of Sn
called the Schur module of α; the Schur modules {ρα : α ⊢ n} form a complete
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set of non-isomorphic irreducible complex representations of Sn. We write the
corresponding character as χα, and the corresponding dimension dim(ρα) = f
α.
An α-tableau is a Young diagram of shape α, each of whose cells contains a
different number between 1 and n. For example,
7 1 3
5 2
4 6
is a (3, 22)-tableau. We say that two α-tableaux are row-equivalent if they
contain the same numbers in each row. A row-equivalence-class of α-tableaux
is called a α-tabloid. Consider the natural action of Sn on the set of α-tabloids,
and let Mα denote the induced permutation representation. We write ξα for
the character of Mα; the ξα are called the permutation characters of Sn.
We can express the irreducible characters in terms of the permutation char-
acters using the determinantal formula: for any partition α of n,
χα =
∑
pi∈Sn
sgn(pi)ξα−id+pi. (2)
Here, if α = (α1, α2, . . . , αl), α− id + pi is defined to be the sequence
(α1 − 1 + pi(1), α2 − 2 + pi(2), . . . , αl − l + pi(l)).
If this sequence has all its entries non-negative, we let α− id + pi be the partition
of n obtained by reordering its entries, and we define ξα−id+pi = ξα−id+pi. If the
sequence has a negative entry, we define ξα−id+pi = 0.
For any partition α ⊢ n, and any permutation σ ∈ Sn, ξα(σ) is the trace
of the permutation representation Mα at σ, which is simply the number of
α-tabloids fixed by σ. For example, ξ(n−1,1)(σ) is the number of (n − 1, 1)-
tabloids fixed by σ, which is precisely the number of fixed points of σ. It will
be be convenient for us to express certain irreducible characters in terms of
permutation characters, via the determinantal formula.
We need one final representation-theoretic tool.
Definition. Let α be a partition of n. The transpose of α is the partition αt
whose Young diagram is obtained by transposing that of α. In other words, if
the Young diagram of α has k columns of heights c1 ≥ c2 ≥ . . . ≥ ck, then
αt = (c1, . . . , ck).
Lemma 5. For any partition α ⊢ n, we have
ραt ∼= ρα ⊗ sgn,
where sgn denotes the (1-dimensional) sign-representation of Sn, and ⊗ denotes
tensor product of representations. Hence,
χαt(σ) = χα(σ) sgn(σ) ∀σ ∈ Sn.
This will also be a useful tool for calculations.
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Preliminary results
In this section, we list some preliminary results which will be useful in our
proofs.
Theorem 4 implies that if Γ = Cay(Sn, X) is a normal Cayley graph on Sn,
then the eigenvalues of its adjacency matrix are given by
λα =
1
fα
∑
σ∈X
χα(σ) (α ⊢ n). (3)
Note that an eigenvalue λ has geometric multiplicity∑
α⊢n: λα=λ
(fα)2.
In our case of Γ = Γn, we can bound all but 8 of these eigenvalues by
O((n− 3)!), using only the fact that their geometric multiplicities are large. We
will do this using the following simple identity.
Lemma 6. If G is an N -vertex graph whose adjacency matrix A has eigenvalues
λ1 ≥ . . . ≥ λN (repeated with their multiplicities), then
N∑
i=1
λ2i = 2e(G).
Proof. We have
N∑
i=1
λ2i = Trace(A
2) = Trace(A⊤A) =
∑
i,j
A2i,j =
∑
i,j
Ai,j = 2e(G).
Combined with the fact that λα has multiplicity ≥ (fα)2, this immediately
implies the following.
Lemma 7. If Γ = Cay(Sn, X) is a normal Cayley graph on Sn, then its eigen-
values satisfy
|λα| ≤
√
|X |n!
fα
(α ⊢ n).
We now recall a bound on the dimensions fα from [6].
Definition. We say that a partition of n is k-fat if its Young diagram has first
row of length at least n−k, k-tall if its Young diagram has first column of height
least n− k, and k-medium otherwise.
Lemma 8. (See [6].) For any k ∈ N, there exists a positive constant ck such
that for any n ∈ N, and any k-medium partition α ⊢ n, we have
fα ≥ ckn
k+1.
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In particular, any 2-medium α has fα ≥ c2n3. Combined with Lemma 7,
and the fact that |En| = (1/e+o(1))n!, this yields a bound on all the eigenvalues
corresponding to 2-medium partitions.
Corollary 9. If α is a 2-medium partition of n, then
|λα| ≤
√
1/e+ o(1)n!
c2n3
≤ C(n− 3)!,
where C is an absolute constant.
3 An asymptotic result
We are now ready to prove our asymptotic version of Theorem 2.
Proposition 10. Let A ⊂ Sn be such that no two permutations in A agree on
exactly one point. Then
|A| ≤ (1 +O(1/n))(n− 2)!.
Proof. To prove this, we will simply calculate the minimum eigenvalue of Γn
and apply Theorem 3 (Hoffman’s bound). By Corollary 9, all the 2-medium
partitions α of n have
|λα| ≤ C(n− 3)!. (4)
There are 8 other partitions of n. Using equation (3), combined with the
determinantal formula (2), one finds that these have eigenvalues as follows.
α λα
(n) ndn−1
(1n) (−1)n−2n(n− 2)
(n− 1, 1) 0
(2, 1n−2) 0
(n− 2, 2) − ndn−1(n−1)(n−2)−2 (1 + (−1)
n(n− 2)/dn−1)
(2, 2, 1n−4) (−1)n−1(n− 2)2
(n− 2, 1, 1) − ndn−1(n−1)(n−2) (1− (−1)
n(n− 2)/dn−1)
(3, 1n−3) (−1)nn(n− 4)
Note that, since χ(n) ≡ 1 is the trivial character, by (3) we have
λ(n) = |En| = ndn−1.
In the case α = (n− 2, 2), the determinantal formula yields
χ(n−2,2) = ξ(n−2,2) − ξ(n−1,1).
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Note that ξ(n−2,2)(σ) = #{x ∈ [n]
(2) : σ(x) = x} is simply the number of pairs
which are fixed by σ, and ξ(n−1,1)(σ) is the number of fixed points of σ. We
have
f (n−2,2) = χ(n−2,2)(Id) = ξ(n−2,2)(Id)− ξ(n−1,1)(Id) =
(
n
2
)
− n.
Therefore, by (3), we have
λ(n−2,2) =
1(
n
2
)
− n
∑
σ∈En
(ξ(n−2,2)(σ)− ξ(n−1,1)(σ))
=
1(
n
2
)
− n

 ∑
ij∈[n](2)
∑
σ∈En
1{σ{i, j} = {i, j}} − ndn−1


=
1(
n
2
)
− n
((
n
2
)
(n− 2)dn−3 − ndn−1
)
=
1(
n
2
)
− n
((
n
2
)
(n− 2)
dn−1 + (−1)n−1(n− 2)
(n− 1)(n− 2)
− ndn−1
)
= −
n
2
((
n
2
)
− n
)(dn−1 + (−1)n(n− 2))
= −
ndn−1
2
((
n
2
)
− n
)(1 + (−1)n(n− 2)/dn−1)
= −
ndn−1
(n− 1)(n− 2)− 2
(1 + (−1)n(n− 2)/dn−1).
The calculations of λ(n−1,1) and λ(n−2,12) are very similar.
For α = (1n), we have χ(1n) = sgn, so by (3), we have
λ(1n) =
∑
σ∈En
sgn(σ) = n(en−1 − on−1),
where en and on denote the number of respectively even and odd derangements
in Sn. It is well-known (and can easily be proved by induction) that en − on =
(−1)n−1(n− 1) for all n. This yields
λ(1n) = n(en−1 − on−1) = (−1)
n−2n(n− 2).
For the calculations of λ(2,1n−2), λ(2,2,1n−4) and λ(3,1n−3), we use Lemma 5,
combined with (3) and the determinantal formula. For example,
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λ(2,2,1n−4) =
1(
n
2
)
− n
∑
σ∈En
sgn(σ)(ξ(n−2,2)(σ) − ξ(n−1,1)(σ))
=
1(
n
2
)
− n

 ∑
ij∈[n](2)
∑
σ∈En
sgn(σ)1{σ{i, j} = {i, j}} − n(en−1 − on−1)


=
1(
n
2
)
− n
((
n
2
)
(n− 2)(on−3 − en−3)− n(n− 2)(−1)
n−2
)
=
1(
n
2
)
− n
((
n
2
)
(n− 2)(−1)n−3(n− 4) + n(n− 2)(−1)n−1
)
= −
(−1)n−1
2
((
n
2
)
− n
) (n(n− 1)(n− 2)(n− 4) + 2n(n− 2))
= −
(−1)n−1n(n− 2)
(n− 1)(n− 2)− 2
((n− 1)(n− 4) + 2)
= −
(−1)n−1n(n− 2)
n(n− 3)
(n− 2)(n− 3)
= (−1)n−1(n− 2)2.
We see from equation (4) and the table following it that Γn has
λN = −(1 +O(1/n))
ndn−1
n2
.
Applying Theorem 3 (Hoffman’s bound) with d = ndn−1, N = n!, and the
above bound on λN , we see that any independent set A ⊂ V (Γn) has
|A| ≤ (1 +O(1/n))(n− 2)!,
proving Proposition 10.
From the above proof, we can also read off a two-family version of Proposition
10. Recall the following ‘cross-independent’ version of Hoffman’s theorem.
Theorem 11. Let Γ be a d-regular graph on N vertices, whose adjacency matrix
A has eigenvalues λ1 = d ≥ λ2 ≥ . . . ≥ λN . Let ν = max(|λ2|, |λN |). Then if
X,Y ⊂ V (Γ) with xy /∈ E(Γ) for any x ∈ X and any y ∈ Y , we have:√
|X ||Y | ≤
ν
d+ ν
N.
(For a proof, see for example [6].) By equation (4) and the table following
it, our graph Γn has ν = |λN | for n sufficiently large. Hence, Theorem 11
immediately gives the following.
Proposition 12. If A,B ⊂ Sn are families of permutations such that no per-
mutation in A agrees with any permutation in B at exactly one point, then
|A||B| ≤ (1 +O(1/n))((n − 2)!)2.
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This proposition will be used in the proof of our stability result in the next
section.
4 A stability result
Our main aim in this section is to prove the following stability result, which says
that a ‘large’ family of permutation with no singleton intersection, is ‘almost’
contained within a 2-coset.
Theorem 13. Let c > 0. Let A ⊂ Sn with no singleton intersection, and with
|A| ≥ c(n− 2)!. Then there exist i, j, k, l ∈ [n] such that
|A \ Ai7→j,k 7→l | ≤ Kc(n− 3)!,
where Kc > 0 depends only upon c.
In our proof, we will use the following additional notation. If f = f(n, c)
and g = g(n, c) are functions of n and c, we will write f = Oc(g) to mean
that for each c > 0, there exists Kc > 0 depending upon c alone, such that
f(n, c) ≤ Kcg(n, c) for all n ∈ N.
For two permutations σ, τ ∈ Sn, we write σ ∩ τ for the set {i : σ(i) = τ(i)},
i.e. for the set of points at which they agree. For A ⊂ Sn, and for distinct
i1, . . . , il ∈ [n] and distinct j1, . . . , jl ∈ [n], we write
Ai1 7→j1,i2 7→j2,...,il 7→jl := {σ ∈ A : σ(ik) = jk ∀k ∈ [l]}.
Similarly, for A ⊂ Sn, and for S, T ⊂ [n], we write
AS→T = {σ ∈ A : σ(S) ⊂ T }
for the subset of permutations in A which map S into T .
If H is an inner product space, and W is a subspace of H , we write PW :
H → H for orthogonal projection onto W .
If V is a finite set, and X ⊂ V , we write χX ∈ R
V for the characteristic
vector of X , meaning the vector whose ith coordinate is 1 if i ∈ X and 0 if
i /∈ X . We use f to denote the all-1’s vector in RV . We regard RV as an inner
product space, equipped with the inner product
〈x, y〉 =
1
|V |
∑
i∈V
xiyi;
we let
||x||2 =
√
1
|V |
∑
i∈V
x2i
denote the corresponding Euclidean norm.
We will need the following ‘stability version’ of Hoffman’s theorem.
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Lemma 14. Let Γ = (V,E) be an N -vertex, d-regular graph whose adjacency
matrix A has eigenvalues d = λ1 ≥ λ2 ≥ . . . ≥ λN . Let M ∈ {1, 2, . . . , N − 1},
and let
U = Span{f} ⊕
⊕
i>M
ker(A − λiI).
Let X ⊂ V be an independent set, and let α = |X |/N . Define
D = ||χX − PU (χX)||2,
i.e. D is the Euclidean distance from χX to U . Then
D2 ≤
(1− α)|λN | − dα
|λN | − |λM |
α.
For completeness, we include a proof.
Proof. Let u1 = f , u2, . . . , uN be an orthonormal basis of real eigenvectors of A
corresponding to the eigenvalues λ1, λ2, . . . , λN . Write
χX =
N∑
i=1
ξiui
as a linear combination of the eigenvectors of A. Note that
ξ1 = 〈χX , f〉 = |X |/N = α (5)
and
N∑
i=1
ξ2i = 〈χX , χX〉 = |X |/N = α. (6)
Then we have the crucial property:
0 =
1
N
∑
x,y∈X
Ax,y = 〈χX , AχX〉 =
N∑
i=1
λiξ
2
i ≥ λ1ξ
2
1 + λN
N∑
i=M+1
ξ2i + λM
M∑
i=2
ξ2i .
Note that
M∑
i=2
ξ2i = D
2
and
N∑
i=M+1
ξ2i = α− α
2 −D2,
using (5) and (6). Hence,
0 ≥ λ1α
2 + λN (α− α
2 −D2) + λMD
2.
Rearranging, we obtain:
D2 ≤
(1− α)|λN | − λ1α
|λN | − |λM |
α,
as required.
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We will also need the following two technical lemmas, which we prove using
Proposition 12.
Lemma 15. Let A,B ⊂ Sn such that for any σ ∈ A and τ ∈ B,
• If σ(1) = τ(1), then |σ ∩ τ | 6= 2;
• If σ(1) 6= τ(1), then |σ ∩ τ | 6= 1.
Then
|A||B| ≤ 4(1 +O(1/n))((n− 2)!)2.
Proof. Let
J = {j ∈ [n] : |A17→j | ≥
|A|
2n
}.
Then |A \ A1→J | < |A|/2, so |A1→J | > |A|/2.
Fix j ∈ [n], and consider the families
A17→j , B17→j.
Notice that
(1 j)A17→j , (1 j)B17→j
are families of permutations fixing 1 and with |σ∩ τ | 6= 2 for any σ ∈ (1 j)A17→j
and any τ ∈ (1 j)B17→j . Restricting them to {2, . . . , n} yields a pair of families
E ,F ⊂ S{2,...,n} with |σ ∩ τ | 6= 1 ∀σ ∈ E , τ ∈ F . Applying Proposition 12 to E
and F gives
|E||F| ≤ (1 +O(1/n))((n− 3)!)2,
so
|A17→j ||B17→j | ≤ (1 +O(1/n))((n − 3)!)
2.
Hence,
|A|
2n
|B17→j | < (1 +O(1/n))((n− 3)!)
2 ∀j ∈ J,
and therefore
|A||B17→j | < 2n(1 +O(1/n))((n − 3)!)
2 ∀j ∈ J.
Summing over all j ∈ J gives:
|A||B1→J | < 2(1 +O(1/n))((n− 2)!)
2. (7)
Notice that no permutation in A1→J can have singleton intersection with any
permutation in B19J , and therefore by Proposition 12 again,
|A1→J ||B19J | ≤ (1 +O(1/n))((n− 2)!)
2.
Hence,
|A||B19J | < 2(1 +O(1/n))((n− 2)!)
2. (8)
Combining (7) and (8) gives:
|A||B| ≤ 4(1 +O(1/n))((n− 2)!)2,
as required.
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Lemma 16. Let A,B ⊂ Sn such that for any σ ∈ A and any τ ∈ B,
• If exactly one of σ(1) = τ(1), σ(2) = τ(2) holds, then |σ ∩ τ | 6= 2;
• If both hold, then |σ ∩ τ | 6= 3;
• If neither holds, then |σ ∩ τ | 6= 1.
Then
|A||B| ≤ 16(1 +O(1/n))((n− 2)!)2.
Proof. Let
K = {k ∈ [n] : |A17→k| ≥
|A|
2n
}.
As in the proof of Lemma 15, we have |A\A1→K | < |A|/2, so |A1→K | > |A|/2.
Fix k ∈ [n], and consider the pair of families
A17→k, B17→k.
Notice that
(1 k)A17→k, (1 k)B17→k
are families of permutations fixing 1, such that for any σ ∈ (1 j)A17→j , and any
τ ∈ (1 j)B17→j ,
• if σ(2) = τ(2) we have |σ ∩ τ | 6= 3;
• if σ(2) 6= τ(2) we have |σ ∩ τ | 6= 2.
Restricting this pair of families to {2, . . . , n} yields a pair of families E ,F ⊂
S{2,...,n} such that for any σ ∈ E and any τ ∈ F ,
• if σ(2) = τ(2) we have |σ ∩ τ | 6= 2;
• if σ(2) 6= τ(2) we have |σ ∩ τ | 6= 1.
Applying Lemma 15 to E and F gives
|E||F| ≤ 4(1 +O(1/n))((n− 3)!)2,
so
|A17→k||B17→k| ≤ 4(1 +O(1/n))((n− 3)!)
2.
Hence,
|A|
2n
|B17→k| < 4(1 +O(1/n))((n− 3)!)
2 ∀k ∈ K,
i.e.
|A||B17→k| < 8n(1 +O(1/n))((n− 3)!)
2 ∀k ∈ K.
Summing over all k ∈ K gives
|A||B1→K | < 8(1 +O(1/n))((n − 2)!)
2. (9)
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Observe that A1→K , B19K are families of permutations satisfying the hypothe-
ses of Lemma 15, and therefore
|A1→K ||B19K | ≤ 4(1 +O(1/n))
2((n− 2)!)2.
Hence,
|A||B19K | ≤ 8(1 +O(1/n))
2((n− 2)!)2 (10)
Combining equations (9) and (10) gives
|A||B| ≤ 16(1 +O(1/n))((n − 2)!)2
as required.
We can now prove Theorem 13.
Proof of Theorem 13. Let A ⊂ Sn with no singleton intersection, and with
|A| ≥ c(n− 2)!.
Note that by taking Kc ≥ 1/c26, we may assume that c ≥ n−1/13 (other-
wise the conclusion of the theorem holds trivially). Note also that by taking
Kc ≥ n0(c)2, we may assume throughout that n ≥ n0(c) for any integer n0(c)
depending only on c.
We first apply Lemma 14 to our graph Γ = Γn, with X = A and M =
n!− (f (n−2,2))2 − (f (n−2,1
2))2, so that
{λM+1, λM+2 . . . , λN} = {λ(n−2,2), λ(n−2,12)},
and
U = Span{f} ⊕ U(n−2,2) ⊕ U(n−2,12).
By (4) and the table following it, we have
|λM | ≤ C(n− 3)! ≤
C′
n
|λN |,
where C′ is an absolute constant. Hence, by Lemma 14, we have
||χA − PU (χA)||
2
2 ≤ (1− c)(1 +O(1/n))||χA||
2
2.
Now let
Ut =
⊕
α⊢n: α is t-fat
Uα.
Since the partitions (n), (n− 2, 2) and (n− 2, 12) are all 2-fat, we have U ≤ U2,
so
||χA − PU2(χA)||
2
2 ≤ ||χA − PU (χA)||
2
2 ≤ (1− c)(1 +O(1/n))||χA||
2
2.
It follows from the proof of Lemma 7 in [5] that for any fixed c > 0 and
t ∈ N, if
||χA − PUt(χA)||
2
2 ≤ (1 − c)(1 +O(1/n))||χA||
2
2,
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then there exist i1, . . . , it and j1, . . . , jt such that
|Ai1 7→j1,...,it 7→jt | ≥ f(n)c(n− 2t)!,
where f(n) = Θ(
√
n/ logn), provided c = Ω(n−1/12) (which holds by assump-
tion).
Applying this with t = 2 shows that there exist i, j, k and l ∈ [n] such that
|Ai7→j,k 7→l| ≥ f(n)c(n− 4)!.
Without loss of generality, we may assume i = j = 1, k = l = 2. Hence, we
have
|A17→1,27→2| ≥ f(n)c(n− 4)!. (11)
Our aim is now to show that all but at most o((n− 2)!) of the permutations
in A fix either 1 or 2. To show this, it will suffice to prove the following.
Claim 1. If j 6= 1 and l 6= 2, then |A17→j,27→l| ≤ o((n− 4)!).
Proof of claim. First, we deal with the case j = 2, l = 1. Clearly, restricting
the families
A17→2,27→1, A17→1,27→2
to {3, 4, . . . , n} (‘deleting 1 and 2’) produces two families C,D ⊂ S{3,...,n} such
that |σ ∩ τ | 6= 1 ∀σ ∈ C, τ ∈ D. Applying Proposition 12 to C,D gives
|A17→2,27→1||A17→1,27→2| = |C||D| ≤ (1 +O(1/n))((n − 4)!)
2.
Therefore, by (11),
|A17→2,27→1| ≤ o((n− 4)!),
as required.
Next, we deal with the case j = 2, l /∈ {1, 2}. Without loss of generality, we
may assume that l = 3; we need to show that |A17→2,27→3| ≤ o((n − 4)!).
Consider the pair of families
A17→1,27→2, (1 3 2)A17→2,27→3.
Let σ ∈ A17→1,27→2, τ
′ = (1 3 2)τ where τ ∈ A17→2,27→3. Let a = σ
−1(3). Observe
that
• If τ(a) = 1, i.e. τ ′−1(3) = a, then σ(a) = τ ′(a) = 3, so σ and τ ′ agree
wherever σ and τ agree, and also at 1, 2 and a, but nowhere else. Hence,
σ and τ ′ cannot agree at exactly 4 points.
• If τ(a) 6= 1, i.e. τ ′−1(3) 6= a, then σ(a) 6= τ ′(a), and therefore σ and
τ ′ agree wherever σ and τ agree, and also at 1 and 2, but nowhere else.
Hence, σ and τ ′ cannot agree at exactly 3 points.
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Let
C = (A17→1,27→2)
−1, D = ((1 3 2)A17→2,27→3)
−1.
Then C and D are families of permutations fixing both 1 and 2. Moreover, for
any ρ ∈ C and any pi ∈ D,
• if ρ(3) = pi(3), then |ρ ∩ pi| 6= 4;
• if ρ(3) 6= pi(3), then |ρ ∩ pi| 6= 3.
Restrict C and D to {3, 4, . . . , n} (‘delete 1 and 2’) to obtain the families C′,D′ ⊂
S{3,...,n}. Observe that for any ρ
′ ∈ C′ and any pi′ ∈ D′,
• if ρ′(3) = pi′(3), then |ρ′ ∩ pi′| 6= 2;
• if ρ′(3) 6= pi′(3), then |ρ′ ∩ pi′| 6= 1.
Clearly, |C′| = |A17→1,27→2| and |D′| = |A17→2,27→3|. Applying Lemma 15 to C′
and D′ (with ground set {3, . . . , n}) shows that
|A17→1,27→2||A17→2,27→3| = |C
′||D′| ≤ 4(1 +O(1/n))2((n− 4)!)2.
Therefore, by (11),
|A17→2,27→3| ≤ o((n− 4)!)
as required.
The case l = 1, j /∈ {1, 2} is the same as the previous case. It remains to
deal with the case {j, l}∩{1, 2} = ∅. Without loss of generality, we may assume
that j = 3 and l = 4; we just need to show that |A17→3,27→4| ≤ o((n− 4)!).
Consider the pair of families
A17→1,27→2, (1 3)(2 4)A17→3,27→4.
Let σ ∈ A17→1,27→2, τ ′ = (1 3)(2 4)τ where τ ∈ A17→3,27→4. Let a = σ−1(3), and
let b = σ−1(4).
If τ(a) = 1, i.e. τ ′−1(3) = a, then σ(a) = τ ′(a) = 3. Similarly, if τ(b) = 2,
i.e. τ ′−1(4) = b, then σ(b) = τ ′(b) = 4. Hence, σ and τ ′ agree wherever σ and
τ agree, and also at 1 and 2, and possibly at a or b, but nowhere else.
Let
C = (A17→1,27→2)
−1, D = ((1 3)(2 4)A17→3,27→4)
−1.
Then C and D are families of permutations fixing both 1 and 2. Moreover, for
any ρ ∈ C and any pi ∈ D,
• if exactly one of ρ(3) = pi(3) and ρ(4) = pi(4) holds, then |ρ ∩ pi| 6= 4;
• if both hold, then |ρ ∩ pi| 6= 5;
• if neither hold, then |ρ ∩ pi| 6= 3.
Restrict C and D to {3, 4, . . . , n} (‘delete 1 and 2’) to obtain the families C′,D′ ⊂
S{3,...,n}; note that for any ρ
′ ∈ C′ and any pi′ ∈ D′,
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• if exactly one of ρ′(3) = pi′(3) and ρ′(4) = pi′(4) holds, then |ρ′ ∩ pi′| 6= 2;
• if both hold, then |ρ′ ∩ pi′| 6= 3;
• if neither hold, then |ρ′ ∩ pi′| 6= 1.
Clearly, |C′| = |A17→1,27→2| and |D′| = |A17→3,27→4|.
Applying Lemma 16 to C′ and D′ (with ground set {3, 4, . . . , n}) shows that
|A17→1,27→2||A17→3,27→4| = |C
′||D′| ≤ 4(1 +O(1/n))2((n− 4)!)2.
Therefore, by (11),
|A17→3,27→4| ≤ o((n− 4)!)
as required.
Summing the inequality in the above claim over all (n − 1)2 possible pairs
(j, l) gives:
|A \ (A17→1 ∪ A27→2)| =
∑
(j,l): j 6=1,l 6=2
|A17→j,27→l| ≤ o((n− 2))!.
It follows that |A17→1 ∪ A27→2| ≥ c(n− 2)!− o((n− 2)!), and therefore
max(|A17→1|, |A27→2|) ≥
1
2 (1− o(1))c(n− 2)! > c
′(n− 2)!,
where c′ := c/4, provided n is sufficiently large depending on c. Without loss of
generality, we may assume that
|A17→1| ≥ c
′(n− 2)!. (12)
Our next aim is to show that all but at most O((n−3)!) of the permutations
in A fix 1. To show this, it suffices to prove the following.
Claim 2. For each j 6= 1, we have |A17→j | ≤ O(1/c)(n− 5)!.
Proof of claim. Fix j 6= 1, and consider the pair of families
A17→1, (1 j)A17→j .
Let σ ∈ A17→1, τ ′ = (1 j)τ where τ ∈ A17→j . Let a = σ−1(j). If τ(a) = 1, i.e.
τ ′−1(j) = a, then σ(a) = τ ′(a) = j, so σ and τ ′ agree wherever σ and τ agree,
and also at 1 and a, but nowhere else. Hence, σ and τ ′ cannot agree at exactly
3 points. If τ(a) 6= 1, i.e. τ ′−1(j) 6= a, then σ(a) 6= τ ′(a), so σ and τ ′ agree
wherever σ and τ agree, and also at 1, but nowhere else. Hence, σ and τ ′ cannot
agree at exactly 2 points.
Let
C = (A17→1)
−1, D = ((1 j)A17→j)
−1.
Then C and D are families of permutations fixing 1. Moreover, for any ρ ∈ C
and any pi ∈ D,
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• if ρ(j) = pi(j), then |ρ ∩ pi| 6= 3;
• if ρ(j) 6= pi(j), then |ρ ∩ pi| 6= 2.
Restrict C and D to {2, 3, . . . , n} (‘delete 1’) to obtain the families C′,D′ ⊂
S{2,...,n}. Observe that for any ρ
′ ∈ C′ and any pi′ ∈ D′,
• if ρ′(j) = pi′(j), then |ρ′ ∩ pi′| 6= 2;
• if ρ′(j) 6= pi′(j), then |ρ′ ∩ pi′| 6= 1.
Clearly, |C′| = |A17→1,27→2| and |D′| = |A17→2,27→3|. Applying Lemma 15 to
C′,D′ yields
|C′||D′| ≤ 4(1 +O(1/n))((n− 3)!)2,
and therefore
|A17→1||A17→j | ≤ 4(1 +O(1/n))((n− 3)!)
2.
Hence, by (12),
|A17→j | ≤
4(1 +O(1/n))((n − 3)!)2
c′(n− 2)!
= O(1/c)(n− 5)!,
proving the claim.
Summing the inequality of the above claim over all j 6= 1 gives
|A \ A17→1| =
∑
j 6=1
|A17→j | ≤ O(1/c)(n− 4)!. (13)
Observe that A17→1 ⊂ Sn is a 2-intersecting family of permutations all fixing
1. Restricting A17→1 to {2, . . . , n} yields a 1-intersecting family of permutations
A′17→1 ⊂ S{2,...,n}, with
|A′17→1| ≥ c
′(n− 2)!.
Recall the following stability theorem for 1-intersecting families of permuta-
tions, proved by the author in [4].
Theorem 17. Let c > 0 be a positive constant. If A ⊂ Sn is a 1-intersecting
family of permutations with |A| ≥ c(n− 1)!, then there exist i, j ∈ [n] such that
all but at most Oc((n− 2)!) permutations in A map i to j.
Applying this theorem to A′17→1 (with ground set {2, . . . , n}), we see that
there exist i, j ≥ 2 such that all but at most Oc((n− 3)!) permutations in A17→1
map i to j. Without loss of generality, we may assume that i = j = 2, so
|A17→1 \ A17→1,27→2| ≤ Oc((n− 3)!).
Combining this with (13) yields
|A \ A17→1,27→2| ≤ Oc((n− 3)!),
completing the proof of Theorem 13.
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We immediately obtain the following corollary.
Corollary 18. For any c > 1− 1/e, and any n sufficiently large depending on
c, if A ⊂ Sn is a family of permutations with no singleton intersection and with
|A| ≥ c(n − 2)!, then there exist i, j, k and l such that every permutation in A
maps i to j and k to l, i.e. A is contained within a 2-coset of Sn.
Proof. By Theorem 13, there exist i, j, k and l such that
|A \ Ai7→j,k 7→l | ≤ O((n − 3)!).
Without loss of generality, i = j = 1 and k = l = 2, so
|A \ A17→1,27→2| ≤ O((n − 3)!).
Suppose for a contradiction that A contains a permutation τ not fixing both 1
and 2. It is easy to check that the number of permutations fixing both 1 and 2
and agreeing with τ at exactly one point is
(1/e+ o(1))(n− 2)!.
No such permutation can be in A, so
|A| = |A17→1,27→2|+ |A \ A17→1,27→2| ≤ (1− 1/e+ o(1))(n− 2)! + O((n− 3)!),
a contradiction provided n is sufficiently large depending on c.
Corollary 18 clearly implies our main theorem, Theorem 2.
5 A Hilton-Milner type result
In this section, we will use Theorem 13 to prove the following Hilton-Milner
type result.
Theorem 19. For n sufficiently large, if A ⊂ Sn is a family of permutations
with no singleton intersection, and A is not contained in a 2-coset of Sn, then
|A| ≤ |B|, where
B ={σ ∈ Sn : σ(1) = 1, σ(2) = 2, #{fixed points of σ ≥ 5} 6= 1}
∪ {(1 3)(2 4), (1 4)(2 3), (1 3 2 4), (1 4 2 3)}.
Equality holds only if A is a double translate of B, meaning that there exist
pi, τ ∈ Sn such that A = piBτ .
Proof. Let A be a family of maximum size satisfying the conditions of Theorem
19. Observe that B satisfies them, and has size
(n− 2)!− (n− 4)(dn−3 + 2dn−4 + dn−5) + 4 = (1− 1/e+ o(1))(n− 2)!.
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To see this, note that the number of permutations fixing 1 and 2 and with
exactly one fixed point ≥ 5 is
(n− 4)(dn−3 + 2dn−4 + dn−5).
Indeed, there are n−4 choices of a number p ≥ 5 to fix, and dn−3+2dn−4+dn−5
permutations whose fixed points are 1, 2, p and the numbers in some subset of
{3, 4}.
Therefore, by our assumption of the maximality of |A|,
|A| ≥ |B| = (1− 1/e+ o(1))(n− 2)!. (14)
By Theorem 13, there exist i, j, k and l such that
|A \ Ai7→j,k 7→l | ≤ O((n − 3)!).
By double translation, we may assume that i = j = 1 and k = l = 2, so
|A \ A17→1,27→2| ≤ O((n − 3)!).
By assumption, A must contain some permutation τ not fixing both 1 and 2.
There are four possibilities:
1. τ(1) = 2, τ(2) = 1;
2. τ fixes 1 or 2;
3. τ does not fix 1 or 2, but |τ{1, 2} ∩ {1, 2}| = 1;
4. τ{1, 2} ∩ {1, 2} = ∅;
First, we obtain bounds on |A17→1,27→2| in each of the cases 1-3.
In case 1, by considering the translated family Aτ−1(1 2), we may assume
that τ = (1 2). Hence, A17→1,27→2 cannot contain any permutation in the family
F1 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2, #{fixed points of σ ≥ 3} = 1},
since every σ ∈ F1 has |σ ∩ (1 2)| = 1. Observe that
|F1| = (n− 2)dn−3,
the number of permutations of {3, 4, . . . , n} with exactly one fixed point. Let
G1 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2} \ F1;
then
A17→1,27→2 ⊂ G1,
and therefore
|A17→1,27→2| ≤ |G1| = (n− 2)!− (n− 2)dn−3.
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In case 2, we may assume that τ(2) = 2, τ(1) = 3. Then, by considering the
translated family Aτ−1(1 3), we may assume that τ = (1 3). Hence, A17→1,27→2
cannot contain any permutation in the family
F2 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2, σ has no fixed points ≥ 4},
since every σ ∈ F2 has |σ ∩ (1 3)| = 1. Observe that
|F2| = dn−2 + dn−3,
since there are dn−2 permutations whose fixed points are 1 and 2, and dn−3
permutations whose fixed points are 1, 2 and 3. Let
G2 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2} \ F2;
then
A17→1,27→2 ⊂ G2,
and therefore
|A17→1,27→2| ≤ |G2| = (n− 2)!− dn−2 − dn−3.
In case 3, we may assume that τ(1) = 2 and τ(2) = 3. Then, by considering
the translated family Aτ−1(1 2 3), we may assume that τ = (1 2 3). Hence,
A17→1,27→2 cannot contain any permutation in the family
F3 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2, σ has exactly one fixed point ≥ 4},
since every σ ∈ F3 has |σ ∩ (1 2 3)| = 1. Observe that
|F3| = (n− 3)(dn−3 + dn−4),
since there are n − 3 choices of a point i ≥ 4 to fix, dn−3 permutations whose
fixed points are 1, 2 and i, and dn−4 permutations whose fixed points are 1, 2,
3 and i. Let
G3 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2} \ F3;
then
A17→1,27→2 ⊂ G3,
and therefore
|A17→1,27→2| ≤ |G3| = (n− 2)!− (n− 3)(dn−3 + dn−4).
It is easily checked that for each j ≤ 3,
|Gj | ≤ |B| − 4− dn−4 = (1− 1/e+ o(1))(n − 2)!. (15)
Since in case j, we have shown that A ⊂ Gj (for j = 1, 2, 3), it follows from (14)
that
|A \ A17→1,27→2| ≥ dn−4 + 4 = (1/e+ o(1))(n− 4)!. (16)
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We now show that this leads to a contradiction. The number of permutations
in Sn with at least ⌊n/2⌋ fixed points is at most(
n
⌊n/2⌋
)
(⌈n/2⌉)! = n!/(⌊n/2⌋)! = o((n− 4)!),
so the number of permutations in A\A17→1,27→2 with less than ⌊n/2⌋ fixed points
is at least (1/e−o(1))(n−4)!. Choose one such permutation pi ∈ A\A17→1,27→2.
We now prove the following.
Claim 3. In each of the cases 1-3, if there exists pi ∈ A \ A17→1,27→2 with at
most ⌊n/2⌋ fixed points, then
|A17→1,27→2| ≤ (1− 1/e− 1/(8e) + o(1))(n − 2)!.
Proof of claim. Let
N(pi) = {i ≥ 5 : pi(i) 6= i};
then |N(pi)| ≥ n− 4− ⌊n/2⌋ = ⌈n/2⌉ − 4.
Let
H = {σ ∈ Sn : σ fixes 1, 2, and at least two points in N(pi), and |σ ∩ pi| = 1}.
Observe that H ⊂ Gj , since each σ ∈ H has at least two fixed points ≥ 4, and
that A ∩ H = ∅. If pi fixes 1 or 2, then H is the set of permutations fixing 1,2,
and at least two points in N(pi), and disagreeing with pi at every point ≥ 3, so
has size
|H| ≥
(
|N(pi)|
2
)
dn−4 ≥
1
8 (1/e− o(1))(n − 2)!.
If pi does not fix 1 or 2, then H is the set of permutations fixing 1,2 and at least
two points in N(pi), and agreeing with pi at exactly one point ≥ 3, so we have
|H| ≥
(
|N(pi)|
2
)
(n− 6)dn−5 ≥
1
8 (1/e− o(1))(n− 2)!.
Since A17→1,27→2 ⊂ Gj , it follows that
|A17→1,27→2| ≤ |Gj | − |H|
≤ (1 − 1/e+ o(1))(n− 2)!− 18 (1/e− o(1))(n− 2)!
= (1 − 1/e− 1/(8e) + o(1))(n− 2)!,
as required.
Since |A \ A17→1,27→2| ≤ O((n − 3)!), it follows from the above claim that
|A| ≤ (1− 1/e− 1/(8e) + o(1))(n− 2)! +O((n − 3)!)
= (1− 1/e− 1/(8e) + o(1))(n− 2)!,
contradicting (14).
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Hence, we may assume that none of the cases 1-3 occur, so case 4 must
occur, i.e.
τ{1, 2} ∩ {1, 2} = ∅ ∀τ ∈ A \ A17→1,27→2. (17)
Take any τ0 ∈ A \ A17→1,27→2. Without loss of generality, we may assume
that τ0(1) = 3 and τ0(2) = 4. Then, by considering the translated family
Aτ−10 (1 3)(2 4), we may assume that τ0 = (1 3)(2 4). Hence, A17→1,27→2 cannot
contain any permutation in the family
F4 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2, #{fixed points of σ ≥ 5} = 1},
since every σ ∈ F4 has |σ ∩ (1 3)(2 4)| = 1. As observed above,
|F4| = (n− 4)(dn−3 + 2dn−4 + dn−5).
Let
G4 = {σ ∈ Sn : σ(1) = 1, σ(2) = 2} \ F4;
then
A17→1,27→2 ⊂ G4, (18)
and therefore
|A17→1,27→2| ≤ |G4|
= (n− 2)!− (n− 4)(dn−3 + 2dn−4 + dn−5)
= (1 − 1/e+ o(1))(n− 2)!.
We now prove the following.
Claim 4. Every permutation in A \A17→1,27→2 must fix {5, 6, . . . , n} pointwise.
Proof of claim. Suppose for a contradiction that some permutation ρ ∈ A \
A17→1,27→2 does not fix {5, 6, . . . , n} pointwise; without loss of generality, we
may assume that ρ(5) 6= 5. We assert that this forces A \ A17→1,27→2 to contain
a permutation pi with at most ⌊n/2⌋ fixed points.
Indeed, if ρ itself has at most ⌊n/2⌋ fixed points, we are done already, so we
may assume that ρ has more than ⌊n/2⌋ fixed points. Let
F (ρ) = {i ≥ 5 : ρ(i) = i}.
We have |F (ρ)| > ⌊n/2⌋ − 4.
Consider the family
M = {σ ∈ Sn : σ fixes 1, 2, 5 and some i ∈ F (ρ), σ(i) 6= ρ(i) for all other i ≥ 3}.
Observe thatM⊂ G4, since each permutation in G has at least two fixed points
≥ 5. However, each σ ∈ M has |σ ∩ ρ| = 1, since by (17), ρ cannot fix 1 or 2.
Hence,
A17→1,27→2 ⊂ G4 \M.
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Observe that
|M| ≥ |F (ρ)|dn−4 ≥
1
2 (1/e− o(1))(n− 3)!,
so by (14), we see that
|A \ A17→1,27→2| ≥
1
2 (1/e− o(1))(n− 3)!.
As observed above, there are at most n!/(⌊n/2⌋)! permutations with at least
⌊n/2⌋ fixed points, so there must be some permutation pi ∈ A \ A17→1,27→2 with
at most ⌊n/2⌋ fixed points, as asserted.
By exactly the same argument as in the proof of Claim 3, this implies that
|A17→1,27→2| ≤ |G4| −
1
8 (1/e+ o(1))(n− 2)!
= (1 − 1/e+ o(1))(n− 2)!− 18 (1/e+ o(1))(n− 2)!
= (1 − 1/e− 1/(8e) + o(1))(n− 2)!,
and therefore
|A| ≤ (1 − 1/e− 1/(8e) + o(1))(n− 2)! + |A \ A17→1,27→2|
≤ (1 − 1/e− 1/(8e) + o(1))(n− 2)! +O((n− 3)!)
≤ (1 − 1/e− 1/(8e) + o(1))(n− 2)!,
contradicting (14). The claim is proved.
Claim 4 says that
A \ A17→1,27→2 ⊂ S[4].
By (17), we have
A \ A17→1,27→2 ⊂ {(1 3)(2 4), (1 4)(2 3), (1 3 2 4), (1 4 3 2)}.
Combining this with (18), we see that
A ⊂ G4 ∪ {(1 3)(2 4), (1 4)(2 3), (1 3 2 4), (1 4 3 2)} = B.
Hence, by the maximality of A, A = B, proving the theorem.
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