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DENSITY OF UNIQUENESS TRIPLES
FROM THE DIAMOND AXIOM
ARI MEIR BRODSKY AND ADI JARDEN
Abstract. We work with a pre-λ-frame, which is an abstract elementary class
(AEC) endowed with a collection of basic types and a non-forking relation
satisfying certain natural properties with respect to models of cardinality λ.
We investigate the density of uniqueness triples in a given pre-λ-frame
s, that is, under what circumstances every basic triple admits a non-forking
extension that is a uniqueness triple. Prior results in this direction required
strong hypotheses on s.
Our main result is an improvement, in that we assume far fewer hypotheses
on s. In particular, we do not require s to satisfy the extension, uniqueness,
stability, or symmetry properties, or any form of local character, though we do
impose the amalgamation and stability properties in λ+, and we do assume
♦(λ+).
As a corollary, by applying our main result to the trivial λ-frame, it follows
that in any AEC K satisfying modest hypotheses on Kλ and Kλ+ , the set of
∗-domination triples in Kλ is dense among the non-algebraic triples. We also
apply our main result to the non-splitting relation, obtaining the density of
uniqueness triples from very few hypotheses.
1. Introduction
In Shelah’s two-volume series Classification Theory for Abstract Elementary
Classes [She09a, She09b], he invented a version of domination, called uniqueness
triples. By results of Shelah and others, the existence of uniqueness triples in a
good λ-frame allows us to obtain:
• the existence of a pre-(≤λ, λ)-frame [Sh:600] and [JS13, §5];
• the existence of a good λ+-frame, which in turn implies the existence of
models of cardinality λ+++ [Sh:600, §8] and [JS13];
• the existence of primeness triples [Sh:705, §4];
• a non-forking relation on sets [Sh:705, §5] and [JSi13];
• orthogonality on λ [Sh:705, §6];
• the amalgamation property in Kλ+ , in the presence of tameness [Jar16].
The last chapter of [She09b] presents a complicated proof of the following The-
orem, which provides the density of uniqueness triples in an almost-good λ-frame,
assuming weak diamond at the two successive cardinals λ+ and λ++ and a con-
straint on the number of models of cardinality λ++:
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Theorem 1.1 ([Sh:838, Theorem 4.32(1)] and [JS, Corollary 7.12]). Suppose that:1
(1) 2λ < 2λ
+
< 2λ
++
;
(2) s is an almost good or a semi-good λ-frame;
(3) I(λ++,K) < µunif(λ
++, 2λ
+
) ∼ 2λ
++
.
Then every basic triple has a non-forking extension that is a uniqueness triple.
In [Vas17, Fact 11.3 and Appendix E], extracting and clarifying a result of She-
lah implicit in [Sh:734, ⊙4 in the proof of Claim 7.12], Vasey obtains the existence
of uniqueness triples in a good λ-frame from weak diamond at λ+, assuming cat-
egoricity in λ as well as amalgamation and stability in λ+. While the categoricity
hypothesis can be removed if the goal is to obtain density of uniqueness triples
(rather than their existence in every basic type),2 and some of the axioms of the
good λ-frame are not used in Vasey’s proof, the proof appears to make essential
use of the extension and stability axioms on the pre-λ-frame.3
The main objective of this paper is to obtain the density of uniqueness triples
with as few constraints as possible on the pre-λ-frame s (Theorem 12.2). In partic-
ular, we do not require s to satisfy the extension, uniqueness, stability, or symmetry
properties, or any form of local character, though we do impose the amalgamation
and stability properties in λ+, and we do assume ♦(λ+).
As a corollary, by applying our main result to the trivial λ-frame, it follows
that in any AEC K satisfying modest hypotheses on Kλ and Kλ+ , the set of ∗-
domination triples inKλ is dense among the non-algebraic triples (Corollary 13.11).
In another corollary, we obtain the density of uniqueness triples with respect to the
non-splitting relation, assuming minimal hypotheses (Corollary 14.3).
1.1. Outline of this paper. The reader who is already familiar with abstract
elementary classes (AEC), non-forking frames, and uniqueness triples may begin
reading from Section 11. In order to make the paper almost self-contained, we
include some preliminaries in the early sections. However, these sections do in
fact include some very easy new results. In Section 3 we present basic properties of
AECs. In Section 4 we define the notion of isomorphic amalgamations. In Section 5
we define the notion of equivalent amalgamations, as a preliminary for the definition
of a uniqueness triple. In Sections 6 through 8, we present the material about non-
forking frames that is needed for the main results of the paper. In Section 9 we
discuss universal, saturated and homogeneous models. In Section 10 we define
uniqueness triples and give observations relating to this definition. In Section 11
we present an important version of the diamond principle, that was formulated
by Assaf Rinot and the first author. In Section 12 we prove our main result. In
Section 13 we give an application of our main result, where the existence of a non-
forking frame is not assumed, and in Section 14 we apply our main result to the
non-splitting relation. In Sections 15 and 16 we give variants of the main result.
2. Notation and conventions
Throughout this paper, K denotes an abstract elementary class (AEC, see Defi-
nition 3.1 below), and λ denotes an infinite cardinal. We use K for the (reflexive)
strong submodel relation on K, so that A ≺K B is reserved to mean “A K B and
1Here, I(λ,K) denotes the number of isomorphism types of models in Kλ, which is variously
denoted I˙(λ,K) in [Sh:838, Definition 0.2(2)], I(λ,K) in [JS13, Definition 1.0.15], and I(K, λ)
in [Bal09, Notation 4.17]. The definition of µunif and some of its properties can be found in [JS,
Section 5].
2For the connection between density and existence of uniqueness triples, see [JS13, Proposi-
tion 4.1.12].
3[Vas18a, Fact 6.4] appeals to superstability in order to obtain the required axioms.
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A 6= B” (cf. [JS13, Definition 1.0.14]). The term embedding will always mean K-
embedding. Kλ refers to the class of models in K with cardinality λ, accompanied
by the corresponding restriction of the relation K, and K>λ, K≥λ have similar
meanings. Models labelled with the letter N will generally be inK>λ, while models
labelled A,B, . . . ,M will generally be in Kλ.
We consider Sna to be a function with domain K that associates to every model
A ∈ K the collection Sna(A) of non-algebraic types over A.
3. Abstract elementary classes
The definitions and basic facts relating to abstract elementary classes may be
found in [Bal09], [She09a], [JS13], and [Gro].
Definition 3.1 (e.g. [Bal09, Definition 4.1]). Suppose τ is a fixed vocabulary. An
abstract elementary class is a classK of τ -models, with an associated binary relation
K on K (the strong-submodel relation), satisfying the following properties:
(1) Respecting isomorphisms: For all τ -models A, B, and C, and every isomor-
phism ϕ : B ∼= C:
(a) If B ∈ K then C ∈ K.
(b) If A,B ∈ K satisfy A K B, then ϕ[A] K C.
(2) K is a reflexive and transitive binary relation that refines the submodel
relation ⊆ (that is, A K B implies A ⊆ B for all A,B ∈ K).
(3) If δ > 0 and 〈Aα | α < δ〉 is a K-increasing sequence of models in K,
then:
(a)
⋃
α<δ Aα ∈ K.
(b) Aβ K
⋃
α<δ Aα for every β < δ.
(4) Smoothness: If δ > 0, 〈Aα | α ≤ δ〉 is a K-increasing, continuous sequence
of models in K, N ∈ K, and Aα K N for all α < δ, then Aδ K N .
(5) Coherence: For all A,B,C ∈ K, if A ⊆ B ⊆ C, A K C, and B K C,
then A K B.
(6) Löwenheim-Skolem-Tarski: There exists a smallest infinite cardinal λ (called
the Löwenheim-Skolem-Tarski number for K, or LST(K)) such that λ ≥ |τ |
and for every model N ∈ K and every subset Z of the universe of N , there
exists some M ∈ K such that M K N , |M | ≤ max{λ, |Z|}, and M
contains every element of Z.
Definition 3.2 (cf. [JS13, Definition 1.0.20(1)]). Suppose A,B,C,D ∈ K, and
gB : A →֒ B, gC : A →֒ C, fB : B →֒ D, and fC : C →֒ D are embeddings such
that fB ◦ gB = fC ◦ gC . Then we say that (fB, fC , D) is an amalgamation of B and
C over (A, gB , gC) and D is an amalgam of B and C over (A, gB, gC).
When gB = gC = idA, we simply say that the amalgamation is over A.
When D ∈ Kλ, we call the amalgamation a λ-amalgamation.
The following observation will be particularly useful in our applications (see
Definitions 12.3 and 15.3):
Fact 3.3. Suppose A,B,N• ∈ K are models such that A ≺K N•, and g : A →֒ B
is an embedding. If Ω : B →֒ N• is an embedding such that Ω ◦ g = idA, then for
every M ∈ K satisfying A ≺K M ≺K N•, (Ω, idM , N•) is an amalgamation of B
and M over (A, g, idA).
Remark 3.4. If N ∈ K is any model and Z is any subset of the universe of N ,
where |Z| = λ, the hypothesis LST(K) ≤ λ (such as in Definition 6.1(1) of a pre-
λ-frame, below) implies the existence of some model M ∈ Kλ such that M K N
and M contains every element of Z. If Z happens to include the universe of some
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model A ∈ K, where A K N , then A is necessarily a submodel of M , so that the
coherence property of the AEC (Definition 3.1(5)) guarantees that in fact A K M .
Recall that for a model A ∈ K, S(A) denotes the collection of all types over A.
Definition 3.5. Suppose A,B ∈ K are models satisfying A K B.
(1) For any p ∈ S(A) and b ∈ B, we say that b realizes p in B if p = tp(b/A;B).
(2) For any p ∈ S(A), we say that B realizes p if there is some b ∈ B that
realizes p in B.
(3) For any P ⊆ S(A), we say that B realizes P if B realizes every type in P .4
(4) [JS13, Definition 1.0.25] We say that B is full over A if B realizes S(A).
Fact 3.6. For all A,B ∈ K with A K B, if B is full over A, then |S(A)| ≤ |B|.
Lemma 3.7. Suppose A,B,C ∈ K are models such that A K B and A K C,
f : B →֒ C is an embedding such that f ↾A = idA, and P ⊆ S(A). If B realizes P ,
then so does C.
Proof. Suppose B realizes P , and consider arbitrary p ∈ P . Since B realizes p, we
fix b ∈ B such that p = tp(b/A;B). But then p = tp(f(b)/A;C), showing that C
realizes p, and completing the proof. 
Lemma 3.8. Suppose LST(K) ≤ λ, A ∈ Kλ, and p ∈ S(A). Then there is some
model B ∈ Kλ that realizes p.
Proof. As p ∈ S(A), we can fix some ambient model C ∈ K with A K C and some
b ∈ C that realizes p in C. As A ∈ Kλ, by LST(K) ≤ λ and Remark 3.4 we can fix
a model B ∈ Kλ containing b and every point of A, and such that A K B K C.
It is clear that p = tp(b/A;C) = tp(b/A;B), so that in fact B realizes p. 
Lemma 3.9. Suppose A ∈ K. Then
|S(A)| = |A|+ |Sna(A)| .
In particular, if A ∈ Kλ, then for every cardinal µ ≥ λ,
|S(A)| ≤ µ ⇐⇒ |Sna(A)| ≤ µ.
Proof. We have Sna(A) ⊆ S(A), and the difference S(A) \ Sna(A) consists of the
set of algebraic types over A, which is in one-to-one correspondence with the set of
points in A.
The “In particular” then follows from the fact that λ is an infinite cardinal. 
Definition 3.10 (cf. [Bal09, Definition 8.19(2)]). For an infinite cardinal µ, the
class Kµ satisfies:
(1) stability if |Sna(M)| ≤ µ for every M ∈ Kµ.
(2) almost stability if |Sna(M)| ≤ µ+ for every M ∈ Kµ.
Corollary 3.11. Suppose µ is some infinite cardinal.
(1) The class Kµ satisfies stability iff |S(M)| = µ for every M ∈ Kµ.
(2) The class Kµ satisfies almost stability iff |S(M)| ≤ µ
+ for every M ∈ Kµ.
Proof. This follows immediately from Lemma 3.9. 
Fact 3.12. For every A ∈ K, if |A| ≥ LST(K), then |S(A)| ≤ 2|A|.
Corollary 3.13. Suppose µ is an infinite cardinal such that µ ≥ LST(K) and
2µ = µ+. Then Kµ satisfies almost stability.
4Clauses (2) and (3) of this definition appear in Definition 1.24 in the arXiv version of [JS13],
but do not appear in the published version.
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Definition 3.14 (cf. [JS13, Definition 1.0.29]). Suppose N ∈ Kλ+ . A representa-
tion of N is a K-increasing, continuous sequence 〈Aα | α < λ+〉 of models in Kλ
whose union is N .5
Fact 3.15. Suppose LST(K) ≤ λ. Then:
(1) Every N ∈ Kλ+ has a representation.
(2) If N ∈ Kλ+ and A ∈ Kλ are such that A ≺K N , then there exists a
representation 〈Aα | α < λ+〉 of N such that A0 = A.
The following purely set-theoretic fact will be useful in our applications:
Fact 3.16. Suppose that 〈Xα | α ≤ λ+〉 and 〈Yα | α ≤ λ+〉 are two ⊆-increasing,
continuous sequences of sets such that |Xα| , |Yα| ≤ λ for every α < λ
+, and Xλ+ =
Yλ+ .
6 Then the set {
α < λ+
∣∣ Xα = Yα }
is a club subset of λ+.
In particular, if N ∈ Kλ+ , and 〈Aα | α < λ
+〉 and 〈Bα | α < λ+〉 are two
representations of N , then the set{
α < λ+
∣∣ Aα = Bα }
is a club subset of λ+.
Theorem 3.17 (cf. [JS13, Proposition 1.0.30]). Suppose that〈
(Aα, Bα, gα)
∣∣ α ≤ λ+ 〉
is a sequence such that
(1) 〈Aα | α ≤ λ
+〉 and 〈Bα | α ≤ λ
+〉 are K-increasing, continuous sequences
of models in K, where Aα, Bα ∈ Kλ for every α < λ+; and
(2) 〈gα : Aα →֒ Bα | α ≤ λ+〉 is a ⊆-increasing, continuous sequence of
embeddings.
Then there is a club subset C ⊆ λ+ such that for every α ∈ C,
gα[Aα] = Bα ∩ gα+1[Aα+1] = Bα ∩ gλ+ [Aλ+ ].
Proof. Write N := gλ+ [Aλ+ ]. We clearly have gα[Aα] ⊆ Bα∩gα+1[Aα+1] ⊆ Bα∩N
for every α < λ+. Thus we are looking for a club subset of ordinals α < λ+ such
that Bα ∩N ⊆ gα[Aα]. Now, the two sequences 〈gα[Aα] | α ≤ λ+〉 and 〈Bα ∩N |
α ≤ λ+〉 satisfy the hypotheses of Fact 3.16,7 so that the required conclusion follows
from that Fact. 
Lemma 3.18. Suppose that:
(1) δ is some ordinal;
(2) 〈Cα | α ≤ δ〉 and 〈Bα | α ≤ δ〉 are K-increasing, continuous sequences of
models in K;
(3) 〈gα : Cα →֒ Bα | α ≤ δ〉 is a ⊆-increasing, continuous sequence of embed-
dings; and
(4) b is some element of B0 \ gδ[Cδ].
5A representation is sometimes called a filtration. Note, however, that our definition (adapted
from [JS13]) is more restrictive than the one given in [Bal09, Exercise 4.7], as we require both
that the length of the sequence be λ+ (though allowing repetitions) and that every model in the
sequence have cardinality λ.
6In applications, it will generally be the case that |Xλ+ | = |Yλ+ | = λ
+, but formally we do not
require this as a hypothesis; it is possible that |Xλ+ | , |Yλ+ | ≤ λ, in which case the two sequences
〈Xα | α < λ+〉 and 〈Yα | α < λ+〉 are eventually constant (below λ+), so that Xα = Yα for a
cofinal set of ordinals α < λ+.
7It is not necessarily the case that Bα ∩N ∈ K for all α < λ+, which is why we need the more
general set-theoretic formulation of Fact 3.16.
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For every ordinal α ≤ δ, write qα := tp(b/gα[Cα];Bα).
Then for all α ≤ β ≤ δ, qα ∈ Sna(gα[Cα]) and qβ ↾ gα[Cα] = qα.
Proof. First, it follows from the hypotheses that gα[Cα] ≺K Bα and b ∈ Bα\gα[Cα]
for every α ≤ δ. Thus qα ∈ Sna(gα[Cα]) for every α ≤ δ.
Fix α ≤ β ≤ δ. Since gα[Cα] = gβ[Cα] K gβ[Cβ ] and Bα K Bβ , we have
qβ ↾ gα[Cα] = tp(b/gβ[Cβ ];Bβ) ↾ gα[Cα]
= tp(b/gα[Cα];Bβ)
= tp(b/gα[Cα];Bα) = qα. 
4. Isomorphic amalgamations
Although the notion of equivalence of amalgamations (to be defined in Section 5
below) turns out to be the more useful one in our context, we begin here by ex-
ploring the more natural notion of isomorphic amalgamations. This will allow us
to present two interesting connections between isomorphic and equivalent amalga-
mations (Facts 5.6 and 5.7 below) that do not require the amalgamation property.
Definition 4.1. Suppose A,B,C ∈ K, and gB : A →֒ B and gC : A →֒ C are
embeddings. Two amalgamations (fDB , f
D
C , D) and (f
F
B , f
F
C , F ) of B and C over
(A, gB, gC) are isomorphic amalgamations if there is an isomorphism ϕ : D ∼= F
such that fFB = ϕ ◦ f
D
B and f
F
C = ϕ ◦ f
D
C .
Fact 4.2. If (fB , fC , D) is an amalgamation of B and C over (A, gB, gC) and
ϕ : D ∼= F is any isomorphism, then (ϕ ◦ fB, ϕ ◦ fC , F ) is also amalgamation of B
and C over (A, gB, gC) and the two amalgamations are isomorphic.
Fact 4.3. Every amalgamation (fB, fC , G) of B and C over (A, gB, gC) is iso-
morphic to an amalgamation of the form (idB, f
D
C , D) and also to one of the form
(fFB , idC , F ).
Thus, when fixing a particular amalgamation (fB, fC , D) of B and C over
(A, gB, gC), we may always assume either that fB = idB or that fC = idC .
Fact 4.4. The following are equivalent:
(1) For all A,B,C ∈ Kλ with A K B and A K C, there exists an amalga-
mation (fB, fC , D) of B and C over A;
(2) For all A,B,C ∈ Kλ, and embeddings gB : A →֒ B and gC : A →֒ C, there
exists an amalgamation (fB, fC , D) of B and C over (A, gB, gC);
(3) For all A,B,C ∈ Kλ, and embeddings gB : A →֒ B and gC : A →֒ C, there
exists an amalgamation (idB, fC , D) of B and C over (A, gB, gC);
(4) For all A,B,C ∈ Kλ, and embeddings gB : A →֒ B and gC : A →֒ C, there
exists an amalgamation (fB, idC , D) of B and C over (A, gB, gC).
Furthermore, if LST(K) ≤ λ, then we may assume (in each case) that D ∈ Kλ.
Thus any one of the equivalent conditions in Fact 4.4 (with the additional require-
ment that D ∈ Kλ) may be taken as the definition of the amalgamation property
for Kλ (cf. [JS13, Definition 1.0.20(1)]).
Remark 4.5. Consider an amalgamation (fB, fC , D) of B and C over (A, gB, gC).
In the particular case where gC = idA and fB = idB, the requirement idB ◦ gB =
fC ◦ idA can be expressed as gB ⊆ fC or as fC ↾A = gB. Similarly, in the particular
case where gB = idA and fC = idC , the requirement fB ◦ idA = idC ◦ gC can be
expressed as gC ⊆ fB or as fB ↾A = gC .
DENSITY OF UNIQUENESS TRIPLES FROM THE DIAMOND AXIOM 7
5. Equivalence of amalgamations, extended
Definition 5.1 (cf. [JS13, Definition 4.1.2]). Suppose:
(1) A,B,C,D, F ∈ K, and gB : A →֒ B and gC : A →֒ C are embeddings;
(2) (fDB , f
D
C , D) and (f
F
B , f
F
C , F ) are two amalgamations ofB andC over (A, gB, gC).
Then we write (fDB , f
D
C , D) E (f
F
B , f
F
C , F ) if there are G ∈ K and embeddings
fGD : D →֒ G and f
G
F : F →֒ G such that f
G
D ◦f
D
B = f
G
F ◦f
F
B and f
G
D ◦f
D
C = f
G
F ◦f
F
C .
In such a case, we say that the triple (fGD , f
G
F , G) witnesses that (f
D
B , f
D
C , D) E
(fFB , f
F
C , F ). The negation of E is denoted 6E.
Fact 5.2. The relation E is reflexive and symmetric.
Fact 5.3. Suppose:
(1) A,B,C,D, F,G ∈ K, and gB : A →֒ B and gC : A →֒ C are embeddings;
(2) (fDB , f
D
C , D) and (f
F
B , f
F
C , F ) are two amalgamations of B and C over (A, gB, gC);
and
(3) (fGD , f
G
F , G) witnesses that (f
D
B , f
D
C , D) E (f
F
B , f
F
C , F ).
Then in particular, all of the following are true:
(1) (fGD , f
G
F , G) is an amalgamation of D and F over (B, f
D
B , f
F
B ).
(2) (fGD , f
G
F , G) is an amalgamation of D and F over (C, f
D
C , f
F
C ).
(3) (fGD , f
G
F , G) is an amalgamation of D and F over (A, f
D
B ◦ gB, f
F
B ◦ gB) =
(A, fDC ◦ gC , f
F
C ◦ gC).
Fact 5.4. Suppose:
(1) A,B,C,D,D∗ ∈ K are such that D K D∗;
(2) gB : A →֒ B and gC : A →֒ C are embeddings; and
(3) (fDB , f
D
C , D) is an amalgamation of B and C over (A, gB, gC).
Then (idD ◦f
D
B , idD ◦f
D
C , D
∗) is also an amalgamation of B and C over (A, gB , gC),
and (idD, idD∗ , D
∗) witnesses that (fDB , f
D
C , D) E (idD ◦ f
D
B , idD ◦ f
D
C , D
∗).
Fact 5.5 (cf. [Vas17, Remark E.7(2)(a)]). Suppose:
(1) A,B,C,D,D∗, F, F ∗, G ∈ K are such that D K D∗ and F K F ∗;
(2) gB : A →֒ B and gC : A →֒ C are embeddings;
(3) (fD
∗
B , f
D∗
C , D
∗) and (fF
∗
B , f
F∗
C , F
∗) are two amalgamations of B and C over
(A, gB, gC); and
(4) fD
∗
B [B] ∪ f
D∗
C [C] is a subset of D, and f
F∗
B [B] ∪ f
F∗
C [C] is a subset of F .
Then:
(1) (fD
∗
B , f
D∗
C , D) and (f
F∗
B , f
F∗
C , F ) are also amalgamations of B and C over
(A, gB, gC); and
(2) If (fGD∗ , f
G
F∗ , G) witnesses that (f
D∗
B , f
D∗
C , D
∗) E (fF
∗
B , f
F∗
C , F
∗), then (fGD∗◦
idD, f
G
F∗ ◦ idF , G) witnesses that (f
D∗
B , f
D∗
C , D) E (f
F∗
B , f
F∗
C , F ).
The following two facts connect the relation E with the notion of isomorphic
amalgamations.
Fact 5.6. Suppose:
(1) A,B,C,D, F ∈ K;
(2) gB : A →֒ B and gC : A →֒ C are embeddings; and
(3) (fDB , f
D
C , D) and (f
F
B , f
F
C , F ) are two amalgamations of B and C over (A, gB, gC).
Then the following are equivalent:
(1) (fDB , f
D
C , D) E (f
F
B , f
F
C , F );
(2) There exists an amalgamation (fD
∗
B , f
D∗
C , D
∗) of B and C over (A, gB, gC)
that is isomorphic to (fDB , f
D
C , D), as well as a model G ∈ K such that
D∗ K G and F K G.
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Fact 5.7. Suppose:
(1) A,B,C,D, F,M ∈ K;
(2) gB : A →֒ B and gC : A →֒ C are embeddings; and
(3) (fDB , f
D
C , D), (f
F
B , f
F
C , F ), and (f
M
B , f
M
C ,M) are three amalgamations of B
and C over (A, gB , gC).
If (fDB , f
D
C , D) is isomorphic to (f
F
B , f
F
C , F ) and (f
F
B , f
F
C , F ) E (f
M
B , f
M
C ,M), then
(fDB , f
D
C , D) E (f
M
B , f
M
C ,M).
Lemma 5.8. Suppose:
(1) LST(K) ≤ λ and Kλ satisfies the amalgamation property;
(2) A,B,C,D, F ∈ Kλ and N ∈ K≥λ;
(3) gB : A →֒ B and gC : A →֒ C are embeddings; and
(4) (fDB , f
D
C , D), (f
N
B , f
N
C , N), and (f
F
B , f
F
C , F ) are three amalgamations of B
and C over (A, gB , gC).
If (fDB , f
D
C , D) E (f
N
B , f
N
C , N) and (f
N
B , f
N
C , N) E (f
F
B , f
F
C , F ), then (f
D
B , f
D
C , D) E
(fFB , f
F
C , F ).
Proof. By LST(K) ≤ λ, fix M ∈ Kλ that includes fNB [B] ∪ f
N
C [C] and such
that M K N . Clearly, fNB [B] K M and f
N
C [C] K M . Next, suppose
(fN1D , f
N1
N , N1) witnesses that (f
D
B , f
D
C , D) E (f
N
B , f
N
C , N), and (f
N2
N , f
N2
F , N2) wit-
nesses that (fNB , f
N
C , N) E (f
F
B , f
F
C , F ). By LST(K) ≤ λ, fix M1 ∈ Kλ that
includes fN1D [D] ∪ f
N1
N [M ] and such that M1 K N1. Clearly, f
N1
D [D] K M1 and
fN1N [M ] K M1. Again by LST(K) ≤ λ, fixM2 ∈ Kλ that includes f
N2
N [M ]∪f
N2
F [F ]
and such that M2 K N2. Clearly, f
N2
N [M ] K M2 and f
N2
F [F ] K M2. Finally,
since Kλ satisfies the amalgamation property, fix an amalgamation (f
G
M1
, fGM2 , G)
ofM1 andM2 over (M, f
N1
N ↾M, f
N2
N ↾M). Then (f
G
M1
◦fN1D , f
G
M2
◦fN2F , G) witnesses
that (fDB , f
D
C , D) E (f
F
B , f
F
C , F ), as required. 
Corollary 5.9 (cf. [JS13, Proposition 4.1.3]). Suppose LST(K) ≤ λ. Then the
following are equivalent:8
(1) Kλ satisfies the amalgamation property;
(2) The relation E is transitive when restricted to λ-amalgamations;
(3) The relation E is an equivalence relation when restricted to λ-amalgamations.
Proof.
(1) =⇒ (2): Take N ∈ Kλ in Lemma 5.8.
(2) =⇒ (1): Consider arbitrary A,B,C ∈ Kλ such that A K B and A K
C. Then (idA, idA, A), (idA, idA, B), and (idA, idA, C) are three λ-amalgamations
ofA andA overA. Furthermore, (idB, idA, B) witnesses that (idA, idA, B) E
(idA, idA, A), and similarly (idA, idC , C) witnesses that (idA, idA, A) E (idA, idA, C).
By transitivity of E on λ-amalgamations, it follows that (idA, idA, B) E
(idA, idA, C). Thus, in particular (Fact 5.3), there exists an amalgama-
tion of B and C over A, and by LST(K) ≤ λ, we may take it to be a
λ-amalgamation.
(2) ⇐⇒ (3): By Fact 5.2. 
The preceding Corollary allows the following definition:
Definition 5.10. In Definition 5.1, if LST(K) ≤ λ, Kλ satisfies the amalgamation
property, and the models A,B,C,D, F are all in Kλ, then we say that (f
D
B , f
D
C , D)
8We could omit the constraint on LST(K) if we change the definition of E over λ-
amalgamations to require that the witnessing model G be in Kλ. However, that approach is
incompatible with defining E over arbitrary amalgamations.
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and (fFB , f
F
C , F ) are equivalent λ-amalgamations, and that the triple (f
G
D , f
G
F , G)
witnesses the equivalence of (fDB , f
D
C , D) and (f
F
B , f
F
C , F ).
Fact 5.11. If two λ-amalgamations are isomorphic, then they are equivalent.
6. Non-forking frames
Definition 6.1. A pre-λ-frame is a triple s = (K,⌣, S
bs) satisfying the following
properties:
(1) K is an AEC with λ ≥ LST(K) and Kλ 6= ∅.
(2) Sbs is a function with domain Kλ such that S
bs(A) ⊆ Sna(A) for every
A ∈ Kλ. We call Sbs(A) the set of basic types over A.
(3) ⌣ is a relation on quadruples of the form (A,B, c, C), where A,B,C ∈ Kλ,
A K B ≺K C, and c ∈ C \B.
(4) Invariance under isomorphisms: For all models A,B,C,C′ ∈ Kλ, every
isomorphism ϕ : C ∼= C′, and all c ∈ C \B:
(a) If ⌣(A,B, c, C), then ⌣(ϕ[A], ϕ[B], ϕ(c), C
′).
(b) If tp(c/B;C) ∈ Sbs(B), then tp(ϕ(c)/ϕ[B];C′) ∈ Sbs(ϕ[B]).
(5) Monotonicity: For all A,A′, B,B′, C, C′, C′′ ∈ Kλ with A K A
′ K
B′ K B ≺K C′ K C K C′′ and all c ∈ C′ \ B, if ⌣(A,B, c, C),
then ⌣(A
′, B′, c, C′) and ⌣(A
′, B′, c, C′′).
(6) Non-forking types are basic: For allA,C ∈ Kλ and all c ∈ C, if⌣(A,A, c, C)
then tp(c/A;C) ∈ Sbs(A).
Fact 6.2 (cf. [JS13, Proposition 2.1.2]). Suppose s = (K,⌣, S
bs) is a pre-λ-frame.
For all A,B,C,C∗ ∈ Kλ, every c ∈ C and every c∗ ∈ C∗, if A K B K C,
B K C∗, and tp(c/B;C) = tp(c∗/B;C∗), then
⌣(A,B, c, C) ⇐⇒ ⌣(A,B, c
∗, C∗).
By the above fact, ⌣ is really a relation on Galois-types, justifying the following
definition:
Definition 6.3. Suppose s = (K,⌣, S
bs) is a pre-λ-frame, A,B ∈ Kλ are such
that A K B, and p ∈ S(B) is a type. We say that p does not fork over A if
⌣(A,B, c, C) for some (equivalently, for every) c and C such that p = tp(c/B;C).
Definition 6.4. Suppose s = (K,⌣, S
bs) is a pre-λ-frame. We consider several
properties that s may satisfy, as follows. We say that s satisfies:
(1) Amalgamation property (AP), joint embedding property (JEP), or no max-
imal model (respectively) if the class Kλ satisfies the respective property.
(2) Type-fullness (or s is type-full) if Sbs = Sna ↾Kλ.
(3) Basic stability if
∣∣Sbs(A)∣∣ ≤ λ for every A ∈ Kλ.
(4) Basic almost stability [JS13, Definition 2.1.3] if
∣∣Sbs(A)∣∣ ≤ λ+ for every
A ∈ Kλ.
(5) Density of basic types (or just density) if: For all A,B ∈ Kλ with A ≺K B,
there is b ∈ B \A such that tp(b/A;B) ∈ Sbs(A).
(6) Transitivity if: For all A,B,C ∈ Kλ satisfying A K B K C and every
p ∈ S(C), if p does not fork over B and p ↾B does not fork over A, then p
does not fork over A.
(7) Existence [Vas16a, Definition 2.21(4)] if: For every A ∈ Kλ and every
p ∈ Sbs(A), p does not fork over A. Equivalently: For every A ∈ Kλ,
Sbs(A) = { p ∈ Sna(A) | p does not fork over A } .
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(8) Extension [Ar18, Definition 3.2(5)] if:9 For all B,C ∈ Kλ and every p ∈
Sbs(B), if B K C, then there is some q ∈ Sbs(C) extending
10 p that does
not fork over B.
(9) Uniqueness if: For all A,B ∈ Kλ and all p, q ∈ S(B), if A ≺K B, p ↾ A =
q ↾A, and both p and q do not fork over A, then p = q.
(10) Continuity if: For every nonzero limit ordinal δ < λ+, every K-increasing,
continuous sequence 〈 Aα | α ≤ δ 〉 of models in Kλ, and every type p ∈
S(Aδ), if for every α < δ, p ↾ Aα does not fork over A0, then p ∈ Sbs(Aδ)
and does not fork over A0.
(11) Local character if: For every nonzero limit ordinal δ < λ+, every K-
increasing, continuous sequence 〈Aα | α ≤ δ 〉 of models in Kλ, and every
type p ∈ Sbs(Aδ), there exists some α < δ such that p does not fork overAα.
(12) Symmetry if: For all A,C,D ∈ Kλ such that A ≺K C ≺K D, every c ∈ C
and every d ∈ D, if tp(c/A;D) ∈ Sbs(A) and tp(d/C;D) does not fork over
A, then there exist models B,F ∈ Kλ such that d ∈ B, A ≺K B ≺K F ,
D K F , and tp(c/B;F ) does not fork over A.
We will not require the local character and symmetry properties at all in the
applications in this paper.
Remark 6.5. The propertyKλ 6= ∅ does not follow from any of the other properties
listed in Definition 6.1, nor from any of the properties listed in Definition 6.4. Thus,
(∅, ∅, ∅) would be a pre-λ-frame (for any infinite λ) and even a good λ-frame if it
were not explicitly excluded by Clause (1) of Definition 6.1. In fact, the definition
of good λ-frame given in [JS13, Definition 2.1.1] does not exclude (∅, ∅, ∅).
Examples 6.6. Consider a given AEC K and any λ ≥ LST(K) such that Kλ 6= ∅.
We explore several examples of pre-λ-frames s = (K,⌣, S
bs) and examine which
properties they satisfy:
(1) Let ⌣ := ∅ and S
bs(A) := ∅ for every A ∈ Kλ. Then (K,⌣, S
bs) is
a pre-λ-frame satisfying basic stability, transitivity, existence, extension,
uniqueness, local character, continuity, and symmetry, but (in general) not
density. (This is a special case of Examples (3), (5), and (6) below.)
(2) Let⌣ := ∅ and S
bs := Sna↾Kλ. Then (K,⌣, S
bs) is a type-full pre-λ-frame
satisfying density, transitivity, uniqueness, continuity, and symmetry, but
(in general) not existence, extension, or local character. (This is a special
case of Examples (4) and (5) below.)
(3) Suppose we are given any relation ⌣ satisfying properties (3), (4)(a),
and (5) of Definition 6.1. Define the minimal Sbs compatible with prop-
erty (6) of Definition 6.1, by setting for all A ∈ Kλ:
Sbs(A) := { p ∈ Sna(A) | p does not fork over A } .
Then (K,⌣, S
bs) is a pre-λ-frame satisfying the existence property.
(4) Suppose we are given any relation ⌣ satisfying properties (3), (4)(a),
and (5) of Definition 6.1. Define Sbs := Sna ↾ Kλ. Then (K,⌣, S
bs) is
a type-full pre-λ-frame satisfying density, but (in general) not existence,
extension, or uniqueness.
9For simplicity, we choose a formulation of the extension property that implies the exis-
tence property. Alternative formulations of the extension property appear in [JS13, Defini-
tion 2.1.1(3)(f)], [Vas16a, Definition 2.21(5)] and [BV17, Definition 3.8(4)]. In the presence of
the transitivity and existence properties, they are all equivalent to the version given here.
10For types p ∈ S(B) and q ∈ S(C), where B K C, we say that q extends p if q ↾B = p.
DENSITY OF UNIQUENESS TRIPLES FROM THE DIAMOND AXIOM 11
(5) Suppose we are given Sbs satisfying properties (2) and (4)(b) of Defini-
tion 6.1. Then (K, ∅, Sbs) is a pre-λ-frame satisfying transitivity, unique-
ness, continuity, and symmetry, but (in general) not existence, extension,
or local character.
(6) Suppose we are given Sbs satisfying properties (2) and (4)(b) of Defini-
tion 6.1. Define the minimal non-forking relation⌣ compatible with the ex-
istence property. That is, we say that p does not fork over A iff p ∈ Sbs(A).
Equivalently,
⌣ :=
{
(A,A, c, C)
∣∣∣∣∣
A,C ∈ Kλ, A ≺K C, c ∈ C \A,
tp(c/A;C) ∈ Sbs(A)
}
.
Then (K,⌣, S
bs) is a pre-λ-frame satisfying transitivity, existence, unique-
ness, continuity, and symmetry, but (in general) not extension or local
character.
Several important examples of pre-λ-frames — the trivial λ-frame, and two pre-
λ-frames derived from the non-splitting relation — will be introduced and explored
in Sections 13 and 14 below.
Lemma 6.7. Suppose s = (K,⌣, S
bs) is a pre-λ-frame satisfying no maximal
model and density. Then Sbs(A) 6= ∅ for every A ∈ Kλ.
Proof. Consider arbitrary A ∈ Kλ. Since Kλ has no maximal model, fix B ∈
Kλ with A ≺K B. Then by the density property, there is b ∈ B \ A such that
tp(b/A;B) ∈ Sbs(A), as sought. 
Definition 6.8 ([JS13, Definition 3.1.1]). Suppose s = (K,⌣, S
bs) is a pre-λ-
frame.
(1) Let K3,bs denote the class of basic triples, that is,
K3,bs :=
{
(A,B, b)
∣∣ A,B ∈ Kλ, A ≺K B, b ∈ B \A, tp(b/A;B) ∈ Sbs(A) } .
(2) Define a binary relation bs on K3,bs by setting (A,B, b) bs (C,D, d) iff
A K C, B K D, b = d, and tp(b/C;D) does not fork over A.
Facts 6.9. Suppose s = (K,⌣, S
bs) is a pre-λ-frame.
(1) If (A,B, b) bs (C,D, b), then tp(b/C;D)↾A = tp(b/A;B), that is, tp(b/C;D)
extends tp(b/A;B).
(2) If tp(d/C;D) does not fork over A, then (A,D, d) bs (C,D, d).
(3) The relation bs is always antisymmetric.
(4) s satisfies the existence property iff bs is reflexive.
(5) s satisfies the transitivity property iff bs is transitive.
7. Non-forking relation and basic types over larger models
Recall that for a given pre-λ-frame (K,⌣, S
bs), the domain of Sbs is Kλ, and
the non-forking relation is defined with respect to types over models in Kλ. In this
section, we expand the non-forking relation and the class of basic types to include
types over models of cardinality > λ.
Definition 7.1 (cf. [JS13, Definition 2.6.2]). Suppose (K,⌣, S
bs) is a pre-λ-frame,
A ∈ Kλ and N ∈ K>λ are such that A K N , and p ∈ S(N). We say that p does
not fork over A if for every B ∈ Kλ, if A K B K N then p ↾ B does not fork
over A.
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Definition 7.2 ([JS13, Definition 2.6.4]). Suppose (K,⌣, S
bs) is a pre-λ-frame
and N ∈ K>λ. The type p ∈ S(N) is said to be basic if there is some A ∈ Kλ such
that A K N and p does not fork over A. The collection of basic types over N is
denoted Sbs>λ(N).
Notice that Sbs>λ(N) ⊆ S
na(N) for all N ∈ K>λ.
Remark 7.3. Definition 7.1 is a natural parallel to the definition of non-forking of
types over models inKλ. That is, if we apply the defining condition in Definition 7.1
to a model C in Kλ rather than to N in K>λ, we recover exactly the non-forking
relation of Definition 6.3.
Similarly, assuming that (K,⌣, S
bs) satisfies the existence property, the function
Sbs>λ is a natural parallel to S
bs. That is, if we apply the defining condition in
Definition 7.2 to a model C in Kλ rather than to N in K>λ, we recover exactly the
collection of types in Sbs(C).
Lemma 7.4. Suppose (K,⌣, S
bs) is a pre-λ-frame, N ∈ K>λ, and p ∈ Sbs>λ(N).
Then there is a triple (A,B, b) ∈ K3,bs such that A ≺K N , p does not fork over A,
and tp(b/A;B) = p ↾A.
Proof. As, in particular, p ∈ Sna(N), we fix some ambient model N∗ ∈ K>λ
with N ≺K N∗ and some b ∈ N∗ \ N that realizes p in N∗, that is, such that
p = tp(b/N ;N∗).
Since p ∈ Sbs>λ(N) (see Definition 7.2), we can fix A ∈ Kλ such that A ≺K N
and p does not fork over A. In particular (see Definition 7.1), p ↾ A does not fork
over A, so that p ↾A ∈ Sbs(A).
As A ≺K N ≺K N∗ and b ∈ N∗ \ N , we apply LST(K) ≤ λ and Remark 3.4
to fix B ∈ Kλ containing b and every point of A, and such that A ≺K B ≺K N∗,
where clearly b ∈ B \ A. Then tp(b/A;B) = tp(b/A;N∗) = tp(b/N ;N∗) ↾ A =
p ↾A ∈ Sbs(A), meaning that (A,B, b) ∈ K3,bs. 
In the particular case where N ∈ Kλ+ , the following Lemma allows us to restrict
our attention to models in a particular representation, when applying Definition 7.1.
Lemma 7.5. Suppose (K,⌣, S
bs) is a pre-λ-frame, N ∈ Kλ+ , p ∈ S(N), and
〈Aα | α < λ+〉 is a representation of N . Then the following are equivalent:
(1) p does not fork over A0;
(2) For every α < λ+, p ↾Aα does not fork over A0.
Proof.
(1) =⇒ (2): Clear from the definition, since A0 K Aα ≺K N for every
α < λ+.
(2) =⇒ (1): Consider any B ∈ Kλ such that A0 K B K N . As B ∈ [N ]
λ
and 〈Aα | α < λ+〉 is a representation of N , we can fix some α < λ+ such
that every point of B is in Aα. As B K N and Aα K N , it follows that
B is necessarily a submodel of Aα, so that the coherence property of the
AEC (Definition 3.1(5)) guarantees that in fact B K Aα. Since p ↾ Aα
does not fork over A0, it follows by monotonicity that p ↾ B does not fork
over A0, as required. 
Corollary 7.6. Suppose (K,⌣, S
bs) is a pre-λ-frame, N ∈ Kλ+ , and p ∈ S(N).
Then the following are equivalent:
(1) p ∈ Sbs>λ(N);
(2) There is some representation 〈Aα | α < λ+〉 of N such that for every
α < λ+, p ↾Aα does not fork over A0.
Proof.
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(1) =⇒ (2): By (1), fix A ∈ Kλ such that A K N and p does not fork over
A. By LST(K) ≤ λ and Fact 3.15(2), fix a representation 〈Aα | α < λ+〉
of N such that A0 = A. Then (2) follows from Lemma 7.5.
(2) =⇒ (1): Clearly A0 K N , and by Lemma 7.5 p does not fork over A0,
showing that p is basic. 
Fact 7.7 (Invariance under isomorphisms). Suppose (K,⌣, S
bs) is a pre-λ-frame,
A ∈ Kλ, N,N ′ ∈ K>λ, p ∈ S(N), and ϕ : N ∼= N ′ is an isomorphism. Using the
notation ϕ(p) from [JS13, Definition 2.5.3]:
(1) If p does not fork over A, then ϕ(p) does not fork over ϕ[A].
(2) If p ∈ Sbs>λ(N), then ϕ(p) ∈ S
bs
>λ(N
′).
8. Applying the continuity property
The following Lemma formalizes how the continuity property of a pre-λ-frame
(Definition 6.4(10)) is typically used at the limit stages in our recursive construc-
tions:
Lemma 8.1. Suppose that:
(1) s = (K,⌣, S
bs) is a pre-λ-frame satisfying the continuity property;
(2) δ ≤ λ+ is some nonzero limit ordinal;
(3) 〈Cα | α < δ〉 and 〈Bα | α < δ〉 are K-increasing, continuous sequences of
models in Kλ;
(4) 〈gα : Cα →֒ Bα | α < δ〉 is a ⊆-increasing, continuous sequence of embed-
dings;
(5) b is some element of Bα \ gα[Cα] for all α < δ; and
(6) For every α < δ, tp(b/gα[Cα];Bα) does not fork over g0[C0].
Define
Cδ :=
⋃
α<δ
Cα; Bδ :=
⋃
α<δ
Bα; gδ :=
⋃
α<δ
gα,
and write qδ := tp(b/gδ[Cδ ];Bδ).
Then:
(1) Cδ, Bδ ∈ K, and 〈Cα | α ≤ δ〉 and 〈Bα | α ≤ δ〉 are K-increasing, contin-
uous sequences of models;
(2) If N ∈ K is some model such that Cα K N for all α < δ, then Cδ K N ;
(3) 〈gα : Cα →֒ Bα | α ≤ δ〉 is a ⊆-increasing, continuous sequence of embed-
dings, so that 〈gα[Cα] | α ≤ δ〉 is a K-increasing, continuous sequences of
models in K;
(4) b ∈ Bδ \ gδ[Cδ]; and
(5) For every γ < δ,11 qδ does not fork over gγ [Cγ ], so that, in particular,
either qδ ∈ Sbs(gδ[Cδ ]) (if |Cδ| = λ) or qδ ∈ Sbs>λ(gδ[Cδ]) (if |Cδ| = λ
+).
Proof. Clause (1) is simply an application of Definition 3.1(3). Clause (2) is simply
the smoothness property of the AEC (Definition 3.1(4)). Clauses (3) and (4) are
immediate.
To prove (5): Write qα := tp(b/gα[Cα];Bα) for every α ≤ δ. Consider qδ,
which is an element of S(gδ[Cδ]). For every α < δ, we obtain qδ ↾ gα[Cα] = qα
by Lemma 3.18, and Clause (6) of the hypothesis gives that qα does not fork over
g0[C0]. We now consider three cases:
• Suppose δ < λ+. Since 〈gα[Cα] | α ≤ δ〉 is a K-increasing, continuous
sequence of models in Kλ, the continuity property of s (Definition 6.4(10))
gives qδ ∈ Sbs(gδ[Cδ]) and does not fork over g0[C0].
11In fact this is true for γ = δ as well, provided that |Cδ | = λ. (Even in Definition 7.1 we
defined non-forking only over models A ∈ Kλ.)
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• Suppose δ = λ+ but |Cλ+ | = λ, meaning that 〈Cα | α < λ
+〉 is eventually
constant. Fix some nonzero limit β < λ+ such that Cβ = Cλ+ . Then also
gβ = gλ+ , so that gλ+ [Cλ+ ] = gβ[Cβ ] ∈ Kλ, and
qλ+ = tp(b/gλ+ [Cλ+ ];Bλ+) = tp(b/gβ[Cβ ];Bλ+) = tp(b/gβ[Cβ ];Bβ) = qβ ,
which we already know does not fork over g0[C0] (and is therefore in
Sbs(gβ [Cβ ])).
• Suppose δ = λ+ and |Cλ+ | = λ
+. Since 〈gα[Cα] | α < δ〉 is a representation
of gδ[Cδ] ∈ Kλ+ , Lemma 7.5 gives that qδ does not fork over g0[C0], so that
in particular qδ ∈ Sbs>λ(gδ[Cδ ]).
Then, in all cases, by monotonicity, qδ does not fork over gγ [Cγ ] for all γ < δ. 
9. Universal, saturated, and homogeneous models
Notation 9.1. Throughout this section, µ denotes an infinite cardinal.
We recall the following definitions:
Definition 9.2 (cf. [Bal09, Definition 10.4]). Suppose N,N ′ ∈ Kµ are such that
N ≺K N ′. We say that N ′ is universal over N , and we write N ≺univK N
′, provided
that for every N+ ∈ Kµ, if N K N+ then there is an embedding f : N+ →֒ N ′
such that f ↾N = idN .
Definition 9.3. Suppose N ∈ Kλ+ . We say that N is:
(1) [JS13, Definition 1.0.25] saturated in λ+ over λ if for every model M ∈ Kλ
with M ≺K N , N is full over M ;
(2) [JS13, Definition 1.0.28] homogeneous in λ+ over λ if for all A,B ∈ Kλ with
A ≺K N and A K B, there is an embedding f : B →֒ N with f ↾A = idA.
We denote by Ksatλ+ the class of models in Kλ+ that are saturated in λ
+ over λ.
Definition 9.4. A model A ∈ Kµ is called an amalgamation base in Kµ if: For all
B,C ∈ Kµ with A K B and A K C, there exists a µ-amalgamation (fB, fC , D)
of B and C over A.
The following is immediate:
Fact 9.5. Kµ satisfies the amalgamation property iff every A ∈ Kµ is an amalga-
mation base in Kµ.
Lemma 9.6. Suppose that M ∈ Kµ and N ∈ K≥µ satisfy M K N . Suppose that
for every B ∈ Kµ with M K B there is some embedding f : B →֒ N such that
f ↾M = idM . Then:
(1) If min{LST(K), |N |} ≤ µ, then M is an amalgamation base in Kµ; and
(2) If LST(K) ≤ µ, then N is full over M , so that |S(M)| ≤ |N |.
(3) If M− ∈ Kµ satisfies M− K M and M− is an amalgamation base in
Kµ, then for every C ∈ Kµ satisfying M− K C there is some embedding
g : C →֒ N such that g ↾M− = idM− .
Proof.
(1) To see that M is an amalgamation base in Kµ, consider arbitrary B,C ∈
Kµ withM K B andM K C. By the hypothesis, we can fix embeddings
fB : B →֒ N and fC : C →֒ N such that fB ↾M = fC ↾M = idM . Then
(fB, fC , N) is an amalgamation of B and C over M . If |N | = µ, then this
amalgamation is already a µ-amalgamation. Otherwise, apply LST(K) ≤ µ
and Remark 3.4 to fix D ∈ Kµ containing every point of fB[B] ∪ fC [C],
and such that fB[B] K D ≺K N and fC [C] K D. Then (fB, fC , D) is a
µ-amalgamation of B and C over M .
DENSITY OF UNIQUENESS TRIPLES FROM THE DIAMOND AXIOM 15
(2) Consider arbitrary p ∈ S(M), and we shall show that N realizes p. As
LST(K) ≤ µ, by Lemma 3.8 we can fix some B ∈ Kµ that realizes p. Since
M K B, by the hypothesis we fix an embedding f : B →֒ N such that
f ↾M = idM . Then by Lemma 3.7, it follows that N realizes p.
Thus N realizes S(M), and it follows from fact 3.6 that |S(M)| ≤ |N |.
(3) Fix M− ∈ Kµ such that M− K M and M− is an amalgamation base
in Kµ, and consider any C ∈ Kµ such that M− K C. Since M− is an
amalgamation base in Kµ, we can fix a µ-amalgamation (h, idM , B) of C
and M over M−. In particular, B ∈ Kµ and M K B, so that by the
hypothesis there is an embedding f : B →֒ N such that f ↾ M = idM .
Setting g := f ◦ h, it is clear that g : C →֒ N is an embedding such that
g ↾M− = idM− , as sought. 
Corollary 9.7. Suppose N,N ′ ∈ Kµ are models such that N ≺univK N
′. Then:
(1) N is an amalgamation base in Kµ; and
(2) If LST(K) ≤ µ, then N ′ realizes S(N), so that |S(N)| ≤ µ.
Corollary 9.8. Suppose LST(K) ≤ λ, and N ∈ Kλ+ is homogeneous in λ
+ over
λ. Then:
(1) Every M ∈ Kλ satisfying M ≺K N is an amalgamation base in Kλ; and
(2) N ∈ Ksatλ+ , so that in particular, |S(M)| ≤ λ
+ for every M ∈ Kλ satisfying
M ≺K N .
Corollary 9.9. Suppose N−, N,N ′ ∈ Kµ are models such that N− K N ≺univK
N ′, and N− is an amalgamation base in Kµ. Then N
− ≺univ
K
N ′.
Lemma 9.10. Suppose N,N ′, N• ∈ Kµ are models such that N ≺
univ
K
N ′, and
g : N →֒ N• is an embedding. Then there is an embedding h : N• →֒ N ′ such that
h ◦ g = idN .
Proof. Fix a model N+ ∈ Kµ with N K N+ and an isomorphism ϕ : N+ ∼= N•
extending g. Since N ≺univ
K
N ′, we can fix an embedding f : N+ →֒ N ′ with
f ↾N = idN . Then h := f ◦ ϕ−1 is as sought. 
Fact 9.11. Suppose that Kµ satisfies stability, and N ∈ Kµ is an amalgamation
base in Kµ. Then there is some N
′ ∈ Kµ such that N ≺univK N
′.
Theorem 9.12. Suppose LST(K) ≤ µ. Then the following are equivalent:
(1) For every N ∈ Kµ there is some N ′ ∈ Kµ such that N ≺univK N
′;
(2) Kµ satisfies amalgamation and stability.
Proof. Combine Corollary 9.7 with Fact 9.11. 
Fact 9.13. Suppose that Kλ+ satisfies amalgamation and stability, and Kλ satisfies
amalgamation. Then for every N ∈ Kλ+ there is some N
′ ∈ Ksatλ+ such that
N ≺univ
K
N ′.
Fact 9.14 ([JS13, Proposition 1.0.31]). Suppose that Kλ satisfies the amalgamation
property, and LST(K) ≤ λ. Let N ∈ Kλ+ . Then N ∈ K
sat
λ+ iff N is homogeneous
in λ+ over λ.
Lemma 9.15. Suppose that Kλ satisfies JEP, and LST(K) ≤ λ. If there exists a
model that is homogeneous in λ+ over λ, then for every M ∈ Kλ there exists some
N ∈ Kλ+ such that M ≺K N and N is homogeneous in λ
+ over λ.
Proof. Fix N• ∈ Kλ+ that is homogeneous in λ
+ over λ, and let M ∈ Kλ be
arbitrary. By LST(K) ≤ λ, fix some model A ∈ Kλ such that A ≺K N•. Using
the JEP, we can fix a joint embedding (g, idA, B) of M and A. That is, B ∈ Kλ
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satisfies A K B, and g :M →֒ B is an embedding. By homogeneity of N , we can
fix an embedding f : B →֒ N• such that f ↾ A = idA. Considering the embedding
f ◦ g : M →֒ N•, we fix some model N ∈ Kλ+ that is isomorphic to N
• and such
that M ≺K N . Then N is as sought. 
However, the JEP is not needed for the following Theorem and its corollaries:
Theorem 9.16 (cf. [JS13, Theorem 2.5.8]). Suppose s = (K,⌣, S
bs) is a pre-
λ-frame12 satisfying amalgamation, no maximal model, basic almost stability, and
density.
Then for every M ∈ Kλ there exists some N ∈ Ksatλ+ such that M ≺K N .
Proof. Begin by fixing a bookkeeping function (bijection) ψ : λ+ × λ+ ↔ λ+ such
that ψ(γ, β) ≥ γ for all γ, β < λ+. Let M ∈ Kλ be given.
We shall build, recursively over α ≤ λ+, sequences〈
Mα
∣∣ α ≤ λ+ 〉 and 〈 〈 pα,β ∣∣ β < λ+ 〉 ∣∣ α < λ+ 〉
such that:
(1) 〈Mα | α ≤ λ+〉 is a ≺K-increasing, continuous sequences of models, with
M0 =M ;
and satisfying the following for every α < λ+:
(2) Mα ∈ Kλ;
(3) { pα,β | β < λ+ } = Sbs(Mα);
(4) Mα+1 realizes pγ,β, where (γ, β) = ψ
−1(α).
We carry out the recursive construction as follows:
• For α = 0: Fix M0 :=M .
• For a nonzero limit ordinal α ≤ λ+: Define
Mα :=
⋃
η<α
Mη.
• For a successor ordinal α + 1 < λ+, where 〈Mη | η ≤ α 〉 and 〈〈pη,β |
β < λ+〉 | η < α〉 have already been constructed:
By basic almost stability, we have
∣∣Sbs(Mα)∣∣ ≤ λ+. By density and
no maximal model (see Lemma 6.7), we have Sbs(Mα) 6= ∅. Thus we can
enumerate Sbs(Mα) as { pα,β | β < λ+ } (possibly with repetition).
Now, fix (γ, β) := ψ−1(α). We have γ ≤ α, so that pγ,β ∈ Sbs(Mγ) is
defined. By LST(K) ≤ λ and Lemma 3.8, we fix some B ∈ Kλ that realizes
pγ,β. In particular,Mγ ≺K B. As Kλ satisfies the amalgamation property,
we can fix an amalgamation (f, idMα ,Mα+1) of B and Mα over Mγ . Then
Mα+1 also realizes
13 pγ,β (see Lemma 3.7). We have Mα K Mα+1, but as
Kλ has no maximal model, we may expand Mα+1 to ensure that Mα ≺K
Mα+1.
This completes the recursive construction.
Write N := Mλ+ , so that N =
⋃
α<λ+ Mα ∈ Kλ+ , and in particular, M ≺K N .
It remains to show that N ∈ Ksatλ+ .
Claim 1. For every α < λ+ and every D ∈ Kλ satisfying Mα K D, there exists
some embedding h : D →֒ N such that h ↾Mα = idMα .
12All we really need for this Theorem and its corollaries is (K, Sbs) satisfying the stated
hypotheses. The non-forking relation⌣ is irrelevant here, but can be added arbitrarily if desired;
cf. Examples 6.6((5)&(6)).
13It is possible that pγ,β is already realized in Mη for some η ≤ α, but this does not matter.
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Proof. Consider arbitrary α < λ+ and D ∈ Kλ satisfying Mα K D. We shall
attempt to build, recursively over ε ≤ λ+, a sequence〈
(γε, Dε, gε)
∣∣ ε ≤ λ+ 〉
such that:
(1) 〈γε | ε ≤ λ+〉 is a strictly increasing, continuous sequence of ordinals ≤ λ+,
with γ0 = α;
(2) 〈Dε | ε ≤ λ+〉 is aK-increasing, continuous sequence of models, withD0 =
D;
(3) 〈gε : Mγε →֒ Dε | ε ≤ λ
+〉 is a ⊆-increasing, continuous sequence of
embeddings, with g0 = idMα ;
and satisfying the following for all ε < λ+:
(4) γε < λ
+;
(5) Dε ∈ Kλ; and
(6) gε[Mγε ] 6= gε+1[Mγε+1 ] ∩Dε.
We carry out the recursive construction as follows:
• For ε = 0: Set γ0 = α, D0 = D, and g0 = idMα .
• For a nonzero limit ordinal ε ≤ λ+: Define
γε := sup
η<ε
γη; Dε :=
⋃
η<ε
Dη; gε :=
⋃
η<ε
gη.
• For a successor ordinal ε + 1 < λ+, where (γε, Dε, gε) has already been
constructed, we consider two cases:
– Suppose gε[Mγε ] = Dε. That is, gε : Mγε
∼= Dε is an isomorphism, so
that h := g−1ε ↾D is an embedding from D into N such that h ↾Mα =
g−1ε ↾Mα = g
−1
0 ↾Mα = idMα . Thus the Claim is proven in this case,
and we terminate the recursive construction here.
– Otherwise, gε[Mγε ] ≺K Dε. By the density property, we can fix some
d ∈ Dε \ gε[Mγε ] such that tp(d/gε[Mγε ];Dε) ∈ S
bs(gε[Mγε ]). Fix
a model B ∈ Kλ with Mγε ≺K B together with an isomorphism
ϕ : B ∼= Dε extending gε. Let b := ϕ−1(d), so that b ∈ B. Then by
invariance of Sbs under the isomorphism ϕ−1 : Dε ∼= B, it follows that
tp(b/Mγε ;B) = tp(ϕ
−1(d)/ϕ−1[gε[Mγε ]];B) ∈ S
bs(ϕ−1[gε[Mγε ]]) = S
bs(Mγε).
Thus we can fix some β < λ+ such that tp(b/Mγε ;B) = pγε,β . Let
γε+1 := ψ(γε, β) + 1. Then γε < γε+1 < λ
+ and Mγε+1 realizes
pγε,β. Fix x ∈ Mγε+1 such that tp(x/Mγε ;Mγε+1) = pγε,β . Then
tp(b/Mγε ;B) = tp(x/Mγε ;Mγε+1). Thus by the amalgamation prop-
erty (so that types are “best-behaved”), we can fix a λ-amalgamation
(idB , f, C) of B and Mγε+1 over Mγε such that f(x) = b. In partic-
ular, f : Mγε+1 →֒ C is an embedding satisfying f ↾ Mγε = idMγε .
Then, as B K C and ϕ : B ∼= Dε is an isomorphism, we fix some
model Dε+1 ∈ Kλ such that Dε K Dε+1 together with an iso-
morphism ϕ+ : C ∼= Dε+1 extending ϕ. Then gε ⊆ ϕ ⊆ ϕ+. Let
gε+1 := ϕ
+ ◦ f . Then gε+1 : Mγε+1 →֒ Dε+1 is an embedding satisfy-
ing gε+1↾Mγε = ϕ
+◦f ↾Mγε = ϕ
+↾Mγε = gε. Furthermore, gε+1(x) =
ϕ+(f(x)) = ϕ+(b) = ϕ(b) = d, so that d ∈ gε+1[Mγε+1 ]∩Dε \ gε[Mγε ],
so that all the properties of the recursive construction are satisfied at
stage ε+ 1 in this case.
If we have managed to complete the recursive construction, then the sequence〈
(Mγε , Dε, gε)
∣∣ ε ≤ λ+ 〉
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violates the statement of Theorem 3.17. This contradiction shows that we must
have halted the recursive construction at some ε < λ+, and thus the Claim is
proven. 
Claim 2. N is homogeneous in λ+ over λ.
Proof. Consider arbitrary A ∈ Kλ satisfying A ≺K N . As A ∈ [N ]
λ and 〈Mα |
α < λ+〉 is a representation of N , we can fix some α < λ+ such that every point
of A is in Mα. Since A ≺K N and Mα ≺K N , it follows that A is necessarily a
submodel of Mα, so that the coherence property of the AEC (Definition 3.1(5))
guarantees that in fact A K Mα.
By the amalgamation property in Kλ, we have in particular (Fact 9.5) that
A is an amalgamation base in Kλ, so that by the previous Claim together with
Lemma 9.6(3) we obtain that for every B ∈ Kλ satisfying A K B, there exists
some embedding f : B →֒ N such that f ↾A = idA.
As N ∈ Kλ+ , this shows that N is homogeneous in λ
+ over λ. 
Thus, by LST(K) ≤ λ and Corollary 9.8, N ∈ Ksatλ+ , as sought. 
Corollary 9.17. Suppose s = (K,⌣, S
bs) is a pre-λ-frame satisfying amalgama-
tion, no maximal model, and density. Then the following are equivalent:
(1) s satisfies basic almost stability;
(2) Kλ satisfies almost stability;
(3) |S(M)| ≤ λ+ for every M ∈ Kλ;
(4) For every M ∈ Kλ there exists some N ∈ Ksatλ+ such that M ≺K N .
Proof.
(3) =⇒ (2) =⇒ (1): Sbs(A) ⊆ Sna(A) ⊆ S(A) for every A ∈ Kλ.
(1) =⇒ (4): This is Theorem 9.16.
(4) =⇒ (3): Consider arbitrary M ∈ Kλ. By (4), fix N ∈ Ksatλ+ such that
M ≺K N . In particular, N is full over M . Thus, by Fact 3.6, |S(M)| ≤
|N | ≤ λ+. 
Corollary 9.18. Suppose λ ≥ LST(K) is such that Kλ satisfies amalgamation and
no maximal model. If s = (K,⌣, S
bs) is a pre-λ-frame satisfying density and basic
almost stability, then every pre-λ-frame that satisfies density must also satisfy basic
almost stability.
Proof. By Corollary 9.17, since Clause (2) there depends only on the class Kλ and
not on the pre-λ-frame. 
Corollary 9.19. Suppose λ ≥ LST(K) is such that Kλ satisfies the amalgamation
property. Then the following are equivalent:
(1) Kλ satisfies no maximal model and almost stability;
(2) For every M ∈ Kλ there exists some N ∈ Ksatλ+ such that M ≺K N .
Proof. If Kλ = ∅, then the equivalence is vacuously true. Thus we assume Kλ 6= ∅,
and let s = (K,⌣, S
bs) be the trivial λ-frame of K (see Definition 13.5). Then by
Fact 13.6, s is a pre-λ-frame satisfying the density property.
(1) =⇒ (2): This implication now follows from Corollary 9.17((2) =⇒ (4)).
(2) =⇒ (1): First, consider arbitrary M ∈ Kλ, and we will show that it is
not maximal. By (2), fix N ∈ Kλ+ such thatM ≺K N . Choose some point
b ∈ N \M . Then we apply LST(K) ≤ λ and Remark 3.4 to fix B ∈ Kλ
containing b and every point of M , and such that M ≺K B ≺K N , where
clearly b ∈ B \M .
Hence there is no maximal model in Kλ. Almost stability then follows
from Corollary 9.17((4) =⇒ (2)). 
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10. Uniqueness triples
Notation 10.1. Throughout this section, we suppose that s = (K,⌣, S
bs) is a
pre-λ-frame satisfying the amalgamation property (in λ), so that Galois-types are
“best-behaved” [Bal09, p. 64] and equivalence of λ-amalgamations is well-defined
(see Section 5).
We begin this section with the following Lemma, showing that an extension of
type can always be amalgamated with the given ambient model that realizes the
restricted type:
Lemma 10.2. Suppose that A,B,C ∈ Kλ are such that A K B and A K C,
b ∈ B, and q ∈ S(C). If q ↾ A = tp(b/A;B), then there exists a λ-amalgamation
(fFB , idC , F ) of B and C over A such that q = tp(f
F
B (b)/C;F ).
Proof. Fix an ambient model D ∈ Kλ and d ∈ D that realizes q in D, that is,
such that C K D and q = tp(d/C;D). Then tp(b/A;B) = q ↾ A = tp(d/A;D).
Thus, since Kλ satisfies the amalgamation property, we can fix a λ-amalgamation
(fFB , idD, F ) of B and D over A such that f
F
B (b) = d. In particular, F ∈ Kλ
and D K F . Then (fFB , idC , F ) is a λ-amalgamation of B and C over A, and
q = tp(d/C;D) = tp(d/C;F ) = tp(fFB (b)/C;F ), as required. 
Our applications of Lemma 10.2 will typically be in conjunction with the exten-
sion property, as follows:
Corollary 10.3. Suppose that (A,B, b) ∈ K3,bs and C ∈ Kλ are such that A K
C. Suppose that s satisfies the extension property.
Then there exists a λ-amalgamation (idB, f
D
C , D) of B and C over A such that
tp(b/fDC [C];D) does not fork over A.
Remark 10.4. In the conclusion of Corollary 10.3, the fact that (idB, f
D
C , D) is
an amalgamation of B and C over A implies that fDC ↾ A = idA, so that in fact
A = fDC [A] K f
D
C [C] and tp(b/f
D
C [C];D) ↾A = tp(b/A;D) = tp(b/A;B), meaning
that tp(b/fDC [C];D) extends tp(b/A;B).
Proof of Corollary 10.3. Write p := tp(b/A;B), so that p ∈ Sbs(A). By the exten-
sion property, we can find some q ∈ Sbs(C) extending p that does not fork over A.
Then, by Lemma 10.2, we fix a λ-amalgamation (fFB , idC , F ) of B and C over A
such that q = tp(fFB (b)/C;F ).
Considering the embedding fFB : B →֒ F , we fix a model D ∈ Kλ with B K D
and an isomorphism ψ : D ∼= F extending fFB . As C K F , define f
D
C := ψ
−1 ↾ C,
so that fDC : C →֒ D is an embedding. As f
F
B ↾ A = idA, it follows that f
D
C ↾ A =
ψ−1 ↾A = idA, so that (idB, f
D
C , D) is a λ-amalgamation of B and C over A (that
is, in fact, isomorphic to (fFB , idC , F )). Furthermore, since q = tp(f
F
B (b)/C;F )
does not fork over A, it follows by invariance of the non-forking relation under the
isomorphism ψ−1 that tp(b/fDC [C];D) = tp(ψ
−1(fFB (b))/ψ
−1[C];ψ−1[F ]) does not
fork over ψ−1[A] = A, as sought. 
We will need a variant of Corollary 10.3 involving isomorphisms:
Corollary 10.5. Suppose that (A,B, b) ∈ K3,bs, A∗, C∗ ∈ Kλ are such that A∗ K
C∗, and ϕ : A∗ ∼= A is an isomorphism. Suppose that s satisfies the extension
property.
Then there exists a λ-amalgamation (idB, f
D
C∗ , D) of B and C
∗ over (A∗, ϕ, idA∗)
such that tp(b/fDC∗ [C
∗];D) does not fork over A.
Remark 10.6. In the conclusion of Corollary 10.5, the fact that (idB , f
D
C∗ , D) is an
amalgamation of B and C∗ over (A∗, ϕ, idA∗) implies that ϕ ⊆ fDC∗ , so that in
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fact A = ϕ[A∗] = fDC∗ [A
∗] K fDC∗ [C
∗] and tp(b/fDC∗ [C
∗];D) ↾ A = tp(b/A;D) =
tp(b/A;B), meaning that tp(b/fDC∗[C
∗];D) extends tp(b/A;B).
Proof of Corollary 10.5. Fix some isomorphism ϕ+ : C∗ ∼= C extending ϕ, so
that C ∈ Kλ and A K C. Then by Corollary 10.3, we fix a λ-amalgamation
(idB , f
D
C , D) of B and C over A such that tp(b/f
D
C [C];D) does not fork over A.
Define fDC∗ := f
D
C ◦ϕ
+, so that fDC∗ : C
∗ →֒ D is an embedding. Since fDC ↾A = idA
and ϕ[A∗] = A, it follows that fDC∗ ↾A
∗ = fDC ◦ϕ
+ ↾A∗ = fDC ◦ϕ = ϕ, showing that
(idB , f
D
C∗ , D) is a λ-amalgamation of B and C
∗ over (A∗, ϕ, idA∗). Furthermore,
fDC∗ [C
∗] = fDC ◦ ϕ
+[C∗] = fDC [C], so that in fact tp(b/f
D
C∗ [C
∗];D) does not fork
over A, as sought. 
Lemma 10.2 and its corollaries prompt the following question: Under what cir-
cumstances does a non-forking extension uniquely determine the λ-amalgamation
(up to equivalence of λ-amalgamations)?
Definition 10.7. Suppose that (A,B, b) ∈ K3,bs, and C ∈ Kλ is such that A ≺K
C. We say that C witnesses the non-uniqueness of (A,B, b) if there exist two
λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over A that are not
equivalent over A and such that tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ) and this type
does not fork over A.
Definition 10.8. A triple (A,B, b) ∈ K3,bs is a uniqueness triple if there is no
C ∈ Kλ witnessing the non-uniqueness of (A,B, b). The class of uniqueness triples
is denoted K3,uq.
From [JS13, §4.1]: “The element b represents the extension B over A.”
Remark 10.9. If s satisfies the extension and uniqueness properties, then by Lemma 10.2,
our definition of uniqueness triples is equivalent to the one given in [JS13, Defini-
tion 4.1.5].
Intuitively, we may think of (A,B, b) ∈ K3,uq as saying that B = cl(A ∪ {b}).
However, this intuition breaks down in some cases, as we see from the following
example:
Example 10.10. Let the vocabulary τ consist of a single binary-relation symbol
E. Let K be the class of all τ -models M such that E is interpreted in M as an
equivalence relation, and let K be the submodel relation ⊆. It is clear that K
is an AEC with LST(K) = ℵ0 (in fact every subset is a submodel), and that K
satisfies DAP, JEP, and no maximal model.
Fix any infinite cardinal λ, and define a non-forking relation on Kλ as follows.
For A,C,D ∈ Kλ with A K C ≺K D and d ∈ D \ C, we say tp(d/C;D) does
not fork over A provided that: if there is some c ∈ C such that c ED d, then
there is some a ∈ A such that a ED d. Define Sbs as in Example 6.6((3) or
(4)).14 Then (K,⌣, S
bs) is a type-full pre-λ-frame satisfying density, transitivity,
existence, extension, uniqueness, continuity, local character, and symmetry.
Now, let C := {a, b, c} be a model, with the equivalence relation EC dividing
C into two equivalence classes, {a} and {b, c}. Let A := {a} and B := {a, b} be
submodels of C. It is easy to see that both (A,B, b) and (A,C, b) are uniqueness
triples, even though B ≺K C. In particular, C is not the closure of A ∪ {b}, even
though (A,C, b) ∈ K3,uq.
We broaden Definition 10.7 in order to include witnesses to non-uniqueness via
isomorphism:
14The two definitions of Sbs coincide in this case!
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Definition 10.11. Suppose that (A,B, b) ∈ K3,bs, A∗, C∗ ∈ Kλ are such that
A∗ ≺K C∗, and ϕ : A∗ ∼= A is an isomorphism. We say that C∗ witnesses the
non-uniqueness of (A,B, b) via ϕ if there are some C ∈ Kλ and isomorphism
ϕ+ : C∗ ∼= C extending ϕ, where C witnesses the non-uniqueness of (A,B, b).
Lemma 10.12. Suppose that (A,B, b) ∈ K3,bs, A∗ ∈ Kλ, and ϕ : A
∗ ∼= A is an
isomorphism. Then the following are equivalent:
(1) (A,B, b) ∈ K3,uq;
(2) There is no C∗ ∈ Kλ witnessing the non-uniqueness of (A,B, b) via ϕ.
Proof.
(1) =⇒ (2): Clear from the definitions.
¬(1) =⇒ ¬(2): Suppose C witnesses the non-uniqueness of (A,B, b). In par-
ticular, C ∈ Kλ and A ≺K C. Let ψ : C ∼= C∗ be some isomorphism
extending ϕ−1, so that C∗ ∈ Kλ and A∗ ≺K C∗. Then ψ−1 : C∗ ∼= C
is an isomorphism extending ϕ. It follows that C∗ ∈ Kλ witnesses the
non-uniqueness of (A,B, b) via ϕ. 
Lemma 10.13. Suppose that (A,B, b) ∈ K3,bs, A∗, C∗, C• ∈ Kλ are such that
A∗ ≺K C∗, and ϕ : A∗ ∼= A and ψ : C∗ ∼= C• are isomorphisms. If C∗ witnesses
the non-uniqueness of (A,B, b) via ϕ, then C• witnesses the non-uniqueness of
(A,B, b) via ϕ ◦ (ψ ↾A∗)−1.
Proof. Suppose C∗ witnesses the non-uniqueness of (A,B, b) via ϕ. Then we can fix
C ∈ Kλ and an isomorphism ϕ+ : C∗ ∼= C extending ϕ, where C witnesses the non-
uniqueness of (A,B, b). Let A• := ψ[A∗]. Then A• ≺K C•, ϕ◦(ψ↾A∗)−1 : A• ∼= A is
an isomorphism, and ϕ+◦ψ−1 : C• ∼= C is an isomorphism extending ϕ◦(ψ↾A∗)−1.
Thus C• witnesses the non-uniqueness of (A,B, b) via ϕ ◦ (ψ ↾ A∗)−1. 
Lemma 10.14. Suppose that (A,B, b) ∈ K3,bs, A∗, C∗ ∈ Kλ are such that A∗ ≺K
C∗, and ϕ : A∗ ∼= A is an isomorphism. Then the following are equivalent:
(1) C∗ witnesses the non-uniqueness of (A,B, b) via ϕ;
(2) There exist two λ-amalgamations (fD
∗
B , idC∗ , D
∗) and (fF
∗
B , idC∗ , F
∗) of B
and C∗ over (A∗, ϕ, idA∗) that are not equivalent and such that tp(f
D∗
B (b)/C
∗;D∗) =
tp(fF
∗
B (b)/C
∗;F ∗) and this type does not fork over A∗.
Proof.
(1) =⇒ (2): Fix C ∈ Kλ and an isomorphism ϕ
+ : C∗ ∼= C extending ϕ,
where C witnesses the non-uniqueness of (A,B, b). Then we can fix two
λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over A that
are not equivalent over A and such that tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F )
and this type does not fork over A. In particular, D,F ∈ Kλ, C K D,
and C K F . Let ψD : D ∼= D∗ and ψF : F ∼= F ∗ be isomorphisms each
extending (ϕ+)−1, so that D∗, F ∗ ∈ Kλ, C∗ K D∗, and C∗ K F ∗. Then
(ψD ◦ fDB , idC∗ , D
∗) and (ψF ◦ fFB , idC∗ , F
∗) are two λ-amalgamations of B
and C∗ over (A∗, ϕ, idA∗).
If there exists (fGD∗ , f
G
F∗ , G) witnessing the equivalence of the two λ-
amalgamations (ψD ◦ fDB , idC∗ , D
∗) and (ψF ◦ fFB , idC∗ , F
∗) of B and C∗
over (A∗, ϕ, idA∗), then (f
G
D∗◦ψD, f
G
F∗◦ψF , G) would witness the equivalence
of the two λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over
A, a contradiction. Thus, the two λ-amalgamations of B and C∗ over
(A∗, ϕ, idA∗) are not equivalent.
Furthermore, since tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ), we can fix a λ-
amalgamation (fGD , f
G
F , G) of D and F over C such that f
G
D (f
D
B (b)) =
fGF (f
F
B (b)). But then (f
G
D ◦ ψ
−1
D , f
G
F ◦ ψ
−1
F , G) is a λ-amalgamation of D
∗
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and F ∗ over C∗ such that fGD ◦ ψ
−1
D (ψD ◦ f
D
B (b)) = f
G
F ◦ ψ
−1
F (ψF ◦ f
F
B (b)),
showing that tp(ψD ◦ fDB (b)/C
∗;D∗) = tp(ψF ◦ fFB (b)/C
∗;F ∗).
Finally, since tp(fDB (b)/C;D) does not fork overA, it follows from invari-
ance of the non-forking relation under the isomorphism ψD : D ∼= D∗ that
tp(ψD ◦ f
D
B (b)/C
∗;D∗) does not fork over A∗, completing the verification
of (2).
(2) =⇒ (1): Fix two λ-amalgamations (fD
∗
B , idC∗ , D
∗) and (fF
∗
B , idC∗ , F
∗)
of B and C∗ over (A∗, ϕ, idA∗) satisfying (2). In particular, D
∗, F ∗ ∈ Kλ,
C∗ K D∗, and C∗ K F ∗. Let ϕ+ : C∗ ∼= C be some isomorphism
extending ϕ, so that C ∈ Kλ and A ≺K C. Let ψD : D
∗ ∼= D and
ψF : F
∗ ∼= F be isomorphisms each extending ϕ+, so that D,F ∈ Kλ,
C K D, and C K F . Then (ψD ◦ fD
∗
B , idC , D) and (ψF ◦ f
F∗
B , idC , F )
are two λ-amalgamations of B and C over A. By arguments similar to
those in the proof of (1) =⇒ (2), these two λ-amalgamations show that C
witnesses the non-uniqueness of (A,B, b), thereby verifying (1). 
The following corollary shows that Definition 10.7 is the particular case of Defi-
nition 10.11 where ϕ = idA. That is, if ϕ = idA in Definition 10.11, then we may
omit “via ϕ”:
Corollary 10.15. Suppose that (A,B, b) ∈ K3,bs, and C ∈ Kλ is such that A ≺K
C. Then the following are equivalent:
(1) C witnesses the non-uniqueness of (A,B, b) via idA;
(2) C witnesses the non-uniqueness of (A,B, b).
Proof. This is the case ϕ := idA of Lemma 10.14. 
Lemma 10.16. Suppose that (A,B, b) ∈ K3,bs, A∗ ∈ Kλ and N ∈ Ksatλ+ are such
that A∗ ≺K N , and ϕ : A∗ ∼= A is an isomorphism. Then the following are
equivalent:
(1) (A,B, b) ∈ K3,uq;
(2) There is no C• ∈ Kλ witnessing the non-uniqueness of (A,B, b) via ϕ, with
A• ≺K C• ≺K N .
Proof.
(1) =⇒ (2): By Lemma 10.12.
¬(1) =⇒ ¬(2): Suppose (A,B, b) /∈ K3,uq. By Lemma 10.12, we fix some
C∗ ∈ Kλ witnessing the non-uniqueness of (A,B, b) via ϕ. In particular,
A∗ ≺K C∗. By Fact 9.14, since LST(K) ≤ λ and Kλ satisfies the amal-
gamation property, N ∈ Ksatλ+ is equivalent to the statement that N is a
homogeneous model in λ+ over λ. Thus, since A∗ ≺K N and A∗ ≺K C∗,
there is an embedding f : C∗ →֒ N with f ↾A∗ = idA∗ . Let C
• := f [C∗], so
that C• ∈ Kλ and A∗ ≺K C• ≺K N . Viewing f : C∗ ∼= C• as an isomor-
phism extending idA• , we see by Lemma 10.13 that in fact C
• witnesses
the non-uniqueness of (A,B, b) via ϕ, as sought. 
Lemma 10.17. Suppose that (A,B, b) ∈ K3,bs, A∗, C∗, C∗∗ ∈ Kλ are such that
A∗ ≺K C∗ ≺K C∗∗, and ϕ : A∗ ∼= A is an isomorphism. Suppose that s satisfies
transitivity and extension. If C∗ witnesses the non-uniqueness of (A,B, b) via ϕ,
then so does C∗∗.
Proof. Suppose C∗ witnesses the non-uniqueness of (A,B, b) via ϕ. Then we can
fix C ∈ Kλ and an isomorphism ϕ+ : C∗ ∼= C extending ϕ, where C witnesses the
non-uniqueness of (A,B, b). Fix some isomorphism ϕ++ : C∗∗ ∼= C• extending ϕ+,
so that C• ∈ Kλ and C ≺K C•. We will show that C• witnesses the non-uniqueness
of (A,B, b).
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Since C witnesses the non-uniqueness of (A,B, b), in particular, A ≺K C, and
we can fix two λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over A
that are not equivalent over A and such that tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ) and
this type does not fork over A. Write p := tp(b/A;B) and q := tp(fDB (b)/C;D), so
that p ∈ Sbs(A), q ∈ Sbs(C), and q ↾A = p.
By the extension property, we can find some r ∈ Sbs(C•) extending q that does
not fork over C. Since r ↾C = q does not fork over A, it follows by the transitivity
property that r does not fork over A.
Since C K D, C K C•, and r↾C = tp(fDB (b)/C;D), Lemma 10.2 gives us a λ-
amalgamation (fD
∗
D , idC• , D
∗) ofD and C• overC such that tp(fD
∗
D (f
D
B (b))/C
•;D∗) =
r. Then (fD
∗
D ◦ f
D
B , idC• , D
∗) is a λ-amalgamation of B and C• over A.
Similarly, since C K F , C K C
•, and r ↾ C = tp(fFB (b)/C;F ), Lemma 10.2
gives us a λ-amalgamation (fF
∗
F , idC• , F
∗) of F and C• over C such that r =
tp(fF
∗
F (f
F
B (b))/C
•;F ∗), so that (fF
∗
F ◦ f
F
B , idC• , F
∗) is a λ-amalgamation of B and
C• over A.
If there exists (fGD∗ , f
G
F∗ , G) witnessing the equivalence of the two λ-amalgamations
(fD
∗
D ◦ f
D
B , idC• , D
∗) and (fF
∗
F ◦ f
F
B , idC• , F
∗) of B and C• over A, then (fGD∗ ◦ f
D∗
D ,
fGF∗◦f
F∗
F , G) would witness the equivalence of the two λ-amalgamations (f
D
B , idC , D)
and (fFB , idC , F ) ofB andC overA, a contradiction. Thus, the two λ-amalgamations
of B and C• over A are not equivalent. Furthermore, tp(fD
∗
D ◦ f
D
B (b)/C
•;D∗) =
r = tp(fF
∗
F ◦ f
F
B (b)/C
•;F ∗), and we have already seen that r does not fork over
A. Altogether, this means that C• witnesses the non-uniqueness of (A,B, b). Since
ϕ++ : C∗∗ ∼= C• extends ϕ, it follows that C∗∗ witnesses the non-uniqueness of
(A,B, b) via ϕ, as sought. 
While non-uniqueness guarantees a non-forking extension realized in two differ-
ent amalgamations, the extension property together with Corollary 10.5 guarantees
the existence of at least one amalgamation with a non-forking extension. Thus we
obtain the following result, which will be crucial in our applications (see the proofs
of Theorems 12.2 and 15.1).
Lemma 10.18. Suppose that (A,B, b) ∈ K3,bs, A∗, C∗ ∈ Kλ and N• ∈ K≥λ are
such that A∗ K C∗ ≺K N•, and ϕ : A∗ ∼= A is an isomorphism. Suppose that
Ω : B →֒ N• is an embedding such that Ω◦ϕ = idA∗ . Suppose either that s satisfies
the extension property, or that C∗ witnesses the non-uniqueness of (A,B, b) via ϕ.
Then there exists a λ-amalgamation (idB, f
D
C∗ , D) of B and C
∗ over (A∗, ϕ, idA∗)
such that:
(1) tp(b/fDC∗ [C
∗];D) does not fork over A; and
(2) If C∗ witnesses the non-uniqueness of (A,B, b) via ϕ, then (idB, f
D
C∗ , D) 6E
(Ω, idC∗ , N
•) (where (Ω, idC∗ , N
•) is an amalgamation of B and C∗ over
(A∗, ϕ, idA∗) by Fact 3.3; and 6E is the negation of the relation E between
amalgamations of B and C∗ over (A∗, ϕ, idA∗), as in Definition 5.1).
Proof. We consider two cases:
• Suppose that C∗ witnesses the non-uniqueness of (A,B, b) via ϕ. (In partic-
ular, A∗ ≺K C∗.) Then, by Lemma 10.14, there exist two λ-amalgamations
(fD
∗
B , idC∗ , D
∗) and (fF
∗
B , idC∗ , F
∗) of B and C∗ over (A∗, ϕ, idA∗) that are
not equivalent and such that tp(fD
∗
B (b)/C
∗;D∗) = tp(fF
∗
B (b)/C
∗;F ∗) and
this type does not fork over A∗.
By Fact 3.3 we may consider the amalgamation (Ω, idC∗ , N
•) of B and
C∗ over (A∗, ϕ, idA∗). Since (f
D∗
B , idC∗ , D
∗) 6E (fF
∗
B , idC∗ , F
∗), by Lemma 5.8
(since D∗, F ∗ ∈ Kλ, even though possibly |N•| > λ) it cannot be that
both (fD
∗
B , idC∗ , D
∗) E (Ω, idC∗ , N
•) and (fF
∗
B , idC∗ , F
∗) E (Ω, idC∗ , N
•).
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Thus, without loss of generality, we may assume that (fD
∗
B , idC∗ , D
∗) 6E
(Ω, idC∗ , N
•).
Considering the embedding fD
∗
B : B →֒ D
∗, we fix a model D ∈ Kλ
with B K D and an isomorphism ψ : D ∼= D
∗ extending fD
∗
B . De-
fine fDC∗ := ψ
−1 ↾ C∗, so that fDC∗ : C
∗ →֒ D is an embedding. As
fD
∗
B ◦ ϕ = idA∗ , it follows that f
D
C∗ ↾ A
∗ = ψ−1 ↾ A∗ = ϕ, so that in
particular, ϕ ⊂ fDC∗ . Since tp(f
D∗
B (b)/C
∗;D∗) does not fork over A∗, it fol-
lows by invariance of the non-forking relation under the isomorphism ψ−1
that tp(b/fDC∗[C
∗];D) = tp(ψ−1(fD
∗
B (b))/ψ
−1[C∗];ψ−1[D∗]) does not fork
over ψ−1[A∗] = A. Furthermore, (idB, f
D
C∗ , D) is a λ-amalgamation of B
and C∗ over (A∗, ϕ, idA∗) that is isomorphic to (f
D∗
B , idC∗ , D
∗), so that by
Fact 5.7 we obtain (idB, f
D
C∗ , D) 6E (Ω, idC∗ , N
•), as required in this case.
• Otherwise, by our hypothesis, s must satisfy the extension property, and
the result follows from Corollary 10.5, as Clause (2) of our conclusion is
irrelevant. 
Fact 10.19. If (A,B, b) ∈ K3,uq, B∗ ∈ Kλ, and ϕ : B ∼= B∗ is an isomorphism,
then (ϕ[A], B∗, ϕ(b)) ∈ K3,uq.
That is, uniqueness is preserved by isomorphisms.
Unlike the class of basic triples, the class of uniqueness triples is not closed
under expansion of the ambient model. However, the following result ensures that
uniqueness is preserved when shrinking the ambient model:
Lemma 10.20. Suppose that A,B,B∗, C ∈ Kλ and b ∈ B \A are such that A ≺K
B K B
∗, A ≺K C, and (A,B, b) ∈ K
3,bs. If C witnesses the non-uniqueness of
(A,B, b), then it also witnesses the non-uniqueness of (A,B∗, b).
Proof. First, notice that tp(b/A;B) = tp(b/A;B∗), so that also (A,B∗, b) ∈ K3,bs.
Suppose that C witnesses the non-uniqueness of (A,B, b). Then we can fix
two λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over A that are
not equivalent over A and such that tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ) and this
type does not fork over A. In particular, D,F ∈ Kλ, C K D, and C K F .
By the amalgamation property, we can fix λ-amalgamations (fD
∗
B∗ , idD, D
∗) of B∗
and D over (B, idB , f
D
B ), and (f
F∗
B∗ , idF , F
∗) of B∗ and F over (B, idB, f
F
B ). Then
(fD
∗
B∗ , idC , D
∗) and (fF
∗
B∗ , idC , F
∗) are two λ-amalgamations of B∗ and C over A.
If there exists (fGD∗ , f
G
F∗ , G) witnessing the equivalence of the two λ-amalgamations
(fD
∗
B∗ , idC , D
∗) and (fF
∗
B∗ , idC , F
∗) of B∗ and C over A, then (fGD∗ ◦ idD, f
G
F∗ ◦ idF ,
G) would witness the equivalence of the two λ-amalgamations (fDB , idC , D) and
(fFB , idC , F ) of B and C over A, a contradiction. Thus, the two λ-amalgamations
of B∗ and C over A are not equivalent.
Furthermore, since b ∈ B, fD
∗
B∗ ↾ B = f
D
B , and f
F∗
B∗ ↾ B = f
F
B , it follows that
tp(fD
∗
B∗ (b)/C;D
∗) = tp(fDB (b)/C;D
∗) = tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ) =
tp(fFB (b)/C;F
∗) = tp(fF
∗
B∗ (b)/C;F
∗), and by hypothesis, this type does not fork
over A. Altogether, this means that C witnesses the non-uniqueness of (A,B∗, b),
as sought. 
Corollary 10.21. Suppose that A,B,B∗ ∈ Kλ are such that A ≺K B K B∗, and
b ∈ B \A. If (A,B∗, b) ∈ K3,uq, then (A,B, b) ∈ K3,uq.
Lemma 10.22. Suppose that s satisfies transitivity. Suppose that A∗, A,B,C ∈ Kλ
and b ∈ B \ A are such that A∗ K A ≺K B, A ≺K C, and ⌣(A
∗, A, b, B). If C
witnesses the non-uniqueness of (A,B, b), then it also witnesses the non-uniqueness
of (A∗, B, b).
DENSITY OF UNIQUENESS TRIPLES FROM THE DIAMOND AXIOM 25
Proof. First, since ⌣(A
∗, A, b, B), it follows that tp(b/A;B) ∈ Sbs(A) and also
tp(b/A∗;B) ∈ Sbs(A∗).
Suppose that C witnesses the non-uniqueness of (A,B, b). Then we can fix two
λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over A that are not
equivalent over A and such that tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ) and this type
does not fork over A. As A∗ K A, the two λ-amalgamations are also over A∗,
and remain non-equivalent over A∗. Letting r := tp(fDB (b)/C;D), we have r ↾A =
tp(fDB (b)/A;D) = tp(b/A;B). Since r does not fork over A and by hypothesis r ↾A
does not fork over A∗, we conclude by transitivity that r does not fork over A∗.
Altogether, C witnesses the non-uniqueness of (A∗, B, b). 
Corollary 10.23. Suppose that s satisfies transitivity, A∗, A,B ∈ Kλ are such that
A∗ K A ≺K B, and b ∈ B \ A. If (A∗, B, b) ∈ K3,uq and ⌣(A
∗, A, b, B), then
(A,B, b) ∈ K3,uq.
11. A more useful form of ♦
Throughout this section, κ denotes a regular uncountable cardinal. (In our
intended applications in this paper, κ will be λ+.)
Jensen [Jen72] introduced the diamond axiom ♦(κ) axiom to predict subsets
of κ. But usually what we want to guess are subsets of some structure of size
κ, not necessarily sets of ordinals. Encoding the desired sets as sets of ordinals
is cumbersome, and distracts us from properly applying the guessing/predicting
power of ♦. Thus, we appeal to a more versatile formulation of ♦, introduced by
Assaf Rinot and the first author:
Definition 11.1 ([BR, Definition 2], cf. [BR17, Definition 2.1]). ♦−(Hκ) asserts
the existence of a sequence 〈Ωβ | β < κ〉 of elements of Hκ such that for every
parameter z ∈ Hκ+ and every subset Ω ⊆Hκ, there exists an elementary submodel
M ≺FO Hκ+ with z ∈ M, such that κ
M := M ∩ κ is an ordinal < κ and
M∩ Ω = ΩκM .
Here, Hθ denotes the collection of all sets of hereditary cardinality less than θ,
and ≺FO denotes the first-order elementary-submodel relation between standard
models of the vocabulary {∈}.
Fact 11.2 ([BR17, Lemma 2.2]). For any regular uncountable cardinal κ:
♦(κ) ⇐⇒ ♦−(Hκ).
The proof of [BR17, Lemma 2.2] also shows the following:
Fact 11.3. If 〈Ωβ | β < κ〉 is a sequence witnessing ♦−(Hκ), then for every
parameter z ∈ Hκ+ and every subset Ω ⊆ Hκ, the following set is stationary in κ:
{ β < κ | ∃M ≺FO Hκ+ [z ∈ M, β =M∩ κ,M∩ Ω = Ωβ] }
12. Density of uniqueness triples
Here we state and prove the Main Theorem, that assuming ♦(λ+) and reasonably
minimal hypotheses on the pre-λ-frame, the class of uniqueness triples is dense
among the basic triples. Significantly, we do not require the pre-λ-frame to satisfy
any of the extension, uniqueness, stability, symmetry, or local character properties.
As we shall see, the trivial λ-frame to be introduced in Section 13 is an important
example of a pre-λ-frame in which the extension and uniqueness axioms may fail.
The weak hypotheses in our Main Theorem expand its versatility to apply to such
examples.
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Definition 12.1 (cf. [JS13, Definition 3.2.1(1)]). Suppose s = (K,⌣, S
bs) is a
pre-λ-frame. We say K3,uq is dense with respect to bs (or the class of uniqueness
triples is dense among the basic triples) if for every (A,B, b) ∈ K3,bs there is some
(C,D, b) ∈ K3,uq such that (A,B, b) bs (C,D, b).
Theorem 12.2 (Main Theorem). Suppose that:
(1) λ is an infinite cardinal such that ♦(λ+) holds;
(2) s = (K,⌣, S
bs) is a pre-λ-frame satisfying amalgamation, no maximal
model, density, transitivity, existence, and continuity;
(3) Kλ+ satisfies amalgamation and stability.
Then K3,uq is dense with respect to bs.
Before giving a formal proof, we describe its argument. Given a basic triple
(A,B, b), we begin by fixing a model N extending A that is saturated in λ+ over
λ, and a model N ′ that is universal over N . Then we attempt to construct a
λ+-length sequence of basic triples (Cα, Bα, b), each non-forking over A, with the
goal of encountering a uniqueness triple somewhere along the way, at which point
we are done. We consider Ωα (provided by the ♦ sequence) as a prediction of an
embedding of Bα into N
′, which determines an amalgamation of Bα and N over
(some submodel Aα ofN that is isomorphic to) Cα. At any stage where we have not
encountered a uniqueness triple, we arrange things so that the amalgamation of Bα
and N over Aα that we choose will be different from the predicted amalgamation. If
we manage to complete the construction up to λ+, then by the diamond principle,
the prediction will be realized on a stationary subset W of λ+, so that we get a
uniqueness triple for each α ∈ W .
Proof of Theorem 12.2. Consider arbitrary (A,B, b) ∈ K3,bs. Our goal is to find
C,D ∈ Kλ such that (C,D, b) ∈ K3,uq and (A,B, b) bs (C,D, b).
Step 1:
By ♦(λ+) we have 2λ = λ+, so that by Corollary 3.13, Kλ satisfies almost
stability. Then, as the pre-λ-frame s satisfies amalgamation, no maximal model,
and density, and A ∈ Kλ, we apply Corllary 9.17 to obtain N ∈ Ksatλ+ satisfying
A ≺K N .
As Kλ+ satisfies amalgamation and stability, by Theorem 9.12 we obtain N
′ ∈
Kλ+ such that N ≺
univ
K
N ′.
Without loss of generality we may assume that the respective universes of A, B,
N , and N ′ are all subsets of λ+.
By ♦(λ+) and Fact 11.2, fix a sequence 〈Ωα | α < λ+〉 witnessing ♦−(Hλ+).
The following definition is justified by Fact 3.3:
Definition 12.3 (α-level predicted amalgamation). Given an ordinal α < λ+,
models Aα, Bα ∈ Kλ such that Aα ≺K N , and an embedding gα : Aα →֒ Bα, if Ωα
is an embedding from Bα into N
′ such that Ωα ◦ gα = idAα , then:
• We say “the α-level predicted amalgamation exists”;
• We refer to (Ωα, idN , N ′) as the α-level predicted amalgamation; and
• For every M ∈ Kλ such that Aα ≺K M ≺K N , we refer to (Ωα, idM , N ′)
as the α-level predicted amalgamation of Bα and M over (Aα, gα, idAα).
Step 2:
We shall attempt to build, recursively over α ≤ λ+, a sequence〈
(Aα, Bα, gα)
∣∣ α ≤ λ+ 〉
such that:
(1) 〈Aα | α ≤ λ+〉 is a ≺K-increasing, continuous sequence of models, with
A0 = A;
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(2) 〈Bα | α ≤ λ+〉 is a K-increasing, continuous sequence of models, with
B0 = B;
(3) 〈gα : Aα →֒ Bα | α ≤ λ+〉 is a ⊆-increasing, continuous sequence of embed-
dings, with g0 = idA;
and satisfying the following for all α ≤ λ+:
(4) Aα, Bα ∈ Kλ if α < λ+;
(5) The universes of Aα and Bα are subsets of λ
+;
(6) Aα K N ;
(7) b ∈ Bα \ gα[Aα];
(8) tp(b/gα[Aα];Bα) does not fork over g0[A0];
(9) If α < λ+, (gα[Aα], Bα, b) /∈ K3,uq, and the α-level predicted amalgamation
exists, then (idBα , gα+1, Bα+1) 6E (Ωα, idAα+1 , N
′) (where (Ωα, idAα+1 , N
′)
is the α-level predicted amalgamation of Bα and Aα+1 over (Aα, gα, idAα),
as in Definition 12.3; and 6E is the negation of the relation E between
amalgamations of Bα and Aα+1 over (Aα, gα, idAα), as in Definition 5.1).
Notation 12.4. Given an ordinal α ≤ λ+ and (Aα, Bα, gα) satisfying Clauses (1),
(2), and (7) above, we write qα := tp(b/gα[Aα];Bα).
We now carry out the recursive construction:
• For α = 0: Set A0 := A, B0 := B, and g0 := idA. As (A,B, b) ∈ K3,bs, the
existence property guarantees that tp(b/A;B) does not fork over A, and all
of the requirements are satisfied.
• For a nonzero limit ordinal α ≤ λ+: Define
Aα :=
⋃
γ<α
Aγ ; Bα :=
⋃
γ<α
Bγ ; gα :=
⋃
γ<α
gγ .
Using the continuity property, Lemma 8.1 guarantees that all of the re-
quirements are satisfied.
• For β = α+ 1, we consider two possibilities:
– First, suppose (gα[Aα], Bα, b) ∈ K3,uq. In this case, we terminate the
recursive construction here and set C := gα[Aα] and D := Bα. From
the induction hypothesis, we obtain A = A0 = g0[A0] K gα[Aα] = C,
B = B0 K Bα = D, and tp(b/C;D) = tp(b/gα[Aα];Bα) does not
fork over g0[A0] = A, so that C and D satisfy the conclusion of the
Theorem in this case.
– Thus, from now on, we assume that (gα[Aα], Bα, b) /∈ K3,uq. By
the induction hypothesis, qα ∈ Sbs(gα[Aα]), so that (gα[Aα], Bα, b) ∈
K3,bs \ K3,uq. Viewing gα : Aα ∼= gα[Aα] as an isomorphism, since
N ∈ Ksatλ+ , we apply Lemma 10.16 to obtain Aα+1 ∈ Kλ witnessing
the non-uniqueness of (gα[Aα], Bα, b) via gα, with Aα ≺K Aα+1 ≺K N .
We now apply Lemma 10.18 with
(A,B,A∗, C∗, N•, ϕ) := (gα[Aα], Bα, Aα, Aα+1, N
′, gα) .
If the α-level predicted amalgamation exists, then let Ω := Ωα; oth-
erwise Ω can be chosen arbitrarily (since Aα ≺K N ≺K N ′ and
N ∈ Ksatλ+) but is actually irrelevant. We thus obtain a λ-amalgamation
(idBα , gα+1, Bα+1) ofBα andAα+1 over (Aα, gα, idAα) such that qα+1 =
tp(b/gα+1[Aα+1];Bα+1) does not fork over gα[Aα], and such that Clause (9)
of the recursive construction is satisfied. In particular, Bα+1 ∈ Kλ,
Bα K Bα+1, gα+1 : Aα+1 →֒ Bα+1 is an embedding such that
gα ⊆ gα+1, b ∈ Bα+1 \ gα+1[Aα+1], and qα+1 ∈ Sbs(gα+1[Aα+1]). By
the induction hypothesis, we know that qα does not fork over g0[A0],
so that by Lemma 3.18 and the transitivity property it follows that
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qα+1 does not fork over g0[A0]. We can easily ensure that the universe
of Bα+1 is a subset of λ
+.
Step 3: Suppose that we have managed to complete the recursive construction
as described above.
Let N− := Aλ+ and N
• := Bλ+ . Since N
− is the union of a λ+-length ≺K-
increasing sequence of models each of cardinality λ, it follows that N− ∈ Kλ+ . As
Kλ+ satisfies the amalgamation property, in particular N
− ∈ Kλ+ is an amalgama-
tion base (Fact 9.5). Since N− ≺K N by Clause (6) of the recursive construction,
we thus obtain from Corollary 9.9 that N− ≺univ
K
N ′.
Since N• =
⋃
α<λ+ Bα, where |Bα| = λ for every α < λ
+, it follows that
|N•| ≤ λ+. But gλ+ : N
− →֒ N• is an embedding, where |N−| = λ+, so that in
fact N• ∈ Kλ+ .
Then, since N− ≺univ
K
N ′, apply Lemma 9.10 to obtain an embedding h : N• →֒
N ′ such that h ◦ gλ+ = idN− . For every α ≤ λ
+, let hα := h ↾ Bα, so that
h = hλ+ =
⋃
α<λ+ hα.
Claim 1. For every α < λ+:
(1) hα ◦ gα = idAα .
(2) Aα K hα[Bα] ≺K N ′.
(3) (idBα , gα+1, Bα+1) and (hα, idAα+1 , N
′) are two amalgamations of Bα and
Aα+1 over (Aα, gα, idAα).
(4) (idBα , gα+1, Bα+1) E (hα, idAα+1 , N
′).
(5) If Ωα = hα then (gα[Aα], Bα, b) ∈ K3,uq.
Proof.
(1) Since gα ⊆ gλ+ , hα ⊆ h, and h ◦ gλ+ = idAλ+ .
(2) hα = h ↾Bα is an embedding from Bα into N
′, and by the previous clause,
Aα = hα ◦ gα[Aα] K hα[Bα] ≺K N ′.
(3) The fact that (idBα , gα+1, Bα+1) is an amalgamation of Bα and Aα+1 over
(Aα, gα, idAα) follows from gα ⊆ gα+1. The fact that (hα, idAα+1 , N
′) is an
amalgamation of Bα and Aα+1 over (Aα, gα, idAα) follows from hα ◦ gα =
idAα .
(4) hα+1 : Bα+1 →֒ N ′ is an embedding satisfying hα+1 ◦ idBα = hα and hα+1 ◦
gα+1 = idAα+1 , so that (hα+1, idN ′ , N
′) witnesses that (idBα , gα+1, Bα+1) E
(hα, idAα+1 , N
′), as sought.
(5) Suppose Ωα = hα. In particular, Ωα : Bα →֒ N ′ is an embedding satisfying
Ωα ◦ gα = hα ◦ gα = idAα , meaning that the α-level predicted amalgama-
tion exists, and (Ωα, idAα+1 , N
′) is the α-level predicted amalgamation of
Bα and Aα+1 over (Aα, gα, idAα). Furthermore, by Clause (4) above we
obtain (idBα , gα+1, Bα+1) E (Ωα, idAα+1 , N
′). Thus, by Clause (9) of the
recursion, it must be that (gα[Aα], Bα, b) ∈ K3,uq. 
Claim 2. There are stationarily many β < λ+ such that Ωβ = hβ.
Proof. Define the function rankh as follows: For any ordered pair (x, y) ∈ h, let
rankh(x, y) be the smallest ordinal α such that (x, y) ∈ hα.
Let Ω := h and z := {〈hα | α ≤ λ+〉, rankh}. The respective universes of N• and
N ′ are subsets of λ+, so that clearly Ω ⊆ Hλ+ and z ∈ Hλ++ . Thus, by Fact 11.3
and our choice of the sequence 〈Ωα | α < λ
+〉, the following set is stationary in λ+:
W :=
{
β < λ+
∣∣ ∃M ≺FO Hλ++ [z ∈ M, β =M∩ λ+,M∩ Ω = Ωβ ] }
Consider any β ∈W , and we must show that Ωβ = hβ .
Let M witness that β ∈ W . That is, M≺FO Hλ++ , z ∈ M, β =M∩ λ
+, and
M∩ Ω = Ωβ. In particular, β is a nonzero limit ordinal < λ+.
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For all α < β, by α, 〈hα | α ≤ λ+〉 ∈ M, it follows that hα ∈ M, and by
M |= |hα| < λ+ we have hα ⊆ M. Since β is a nonzero limit ordinal, it follows
that hβ =
⋃
α<β hα ⊆M∩ Ω = Ωβ .
Conversely, for any ordered pair (x, y) ∈ Ωβ =M∩Ω, we have rankh(x, y) ∈M,
so that rankh(x, y) is an ordinal < β, and it follows that (x, y) ∈ hβ . 
Fix some β < λ+ such that Ωβ = hβ , and set C := gβ [Aβ ] and D := Bβ .
By Clause (4) of the recursive construction we have C,D ∈ Kλ. Since Ωβ =
hβ , Claim 1(5) gives (C,D, b) = (gβ[Aβ ], Bβ, b) ∈ K3,uq. By Clauses (1) and (3)
of the recursive construction, we have A = A0 = g0[A0] K gβ[Aβ ] = C. By
Clause (2) we have B = B0 K Bβ = D. Finally, by Clause (8) we obtain
tp(b/C;D) = tp(b/gβ[Aβ ];Bβ) does not fork over g0[A0] = A, completing the proof
of the Theorem. 
13. *domination triples and the trivial frame
Uniqueness triples were defined with respect to a given pre-λ-frame. However,
given any AECK, there is a natural form of domination by which, given two models
A ≺K B both in K, we can think of an element b ∈ B \A as representing B as an
extension over A. We explore this concept here.
Throughout this section, we assume that Kλ satisfies the amalgamation prop-
erty, so that Galois-types are “best-behaved” [Bal09, p. 64] and equivalence of
λ-amalgamations is well-defined (see Section 5).
Definition 13.1. Suppose that K is an AEC, A,B,C ∈ Kλ with A ≺K B and
A K C, and b ∈ B \A. We say that C witnesses the non-∗-domination of (A,B, b)
if there exist two λ-amalgamations (fDB , idC , D) and (f
F
B , idC , F ) of B and C over A
that are not equivalent over A, but such that tp(fDB (b)/C;D) = tp(f
F
B (b)/C;F ) ∈
Sna(C).
Definition 13.2. Suppose A,B ∈ Kλ with A ≺K B, and b ∈ B \A. We say that b
∗-dominates B over A and that (A,B, b) is a ∗-domination triple in Kλ if there is
no C ∈ Kλ witnessing the non-∗-domination of (A,B, b). The class of ∗-domination
triples in Kλ is denoted K
3,dom
λ .
Remark 13.3. We use the * symbol in ∗-dominates and ∗-domination in order to
avoid conflict with the definition of a dominates N over M given in [JS13, Defini-
tion 4.1.6] and [JSi13, Definition 6.8], as well as with the definition of domination
triple given in [Vas17, Definition 3.4].
Remark 13.4. If (A,B, b) ∈ K3,domλ and C ∈ Kλ with A K C, there may or may
not exist any λ-amalgamation (fDB , idC , D) of B and C over A such that f
D
B (b) /∈ C.
In order to obtain the density of ∗-domination triples from our main result in-
volving uniqueness triples, we introduce the trivial λ-frame:
Definition 13.5 ([JS13, Definition 2.2.2]). Consider a given AEC K and any
λ ≥ LST(K) such that Kλ 6= ∅. Define
⌣ := { (A,B, c, C) | A,B,C ∈ Kλ, A K B ≺K C, c ∈ C \B }
(that is, every non-algebraic extension does not fork) and Sbs := Sna ↾Kλ. Then
(K,⌣, S
bs) is called the trivial λ-frame of K.
Fact 13.6 (cf. [JS13, Proposition 2.2.3]). Suppose K is an AEC and λ ≥ LST(K)
is such that Kλ 6= ∅. Then:
(1) The trivial λ-frame of K is a type-full pre-λ-frame satisfying density, tran-
sitivity, existence, local character, and continuity.
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(2) If Kλ satisfies the disjoint amalgamation property
15 (DAP), then the trivial
λ-frame satisfies extension.
(3) The trivial λ-frame satisfies basic stability (respectively, basic almost sta-
bility) iff the class Kλ satisfies stability (respectively, almost stability).
Remark 13.7. The trivial λ-frame usually does not satisfy uniqueness.
Remark 13.8. The trivial λ-frame is a special case of Examples 6.6((3)&(4)) above.
The following example (inspired by [Sh:838, Exercise 5.7]) shows that the amal-
gamation property is not sufficient to guarantee that the trivial λ-frame satisfies
the extension property:
Example 13.9. Let the vocabulary τ consist of a single unary-relation symbol U .
For any τ -model M , we consider UM (the interpretation of U in M) as a subset of
M . Let K be the class of all τ -models M such that
∣∣UM ∣∣ ≤ 1, and let K be the
submodel relation ⊆.
It is clear that K is an AEC with LST(K) = ℵ0 (in fact every subset is a sub-
model), and that K satisfies amalgamation (cf. the hint in [Sh:838, Exercise 5.7]).
Fix any infinite cardinal λ, and we show that the trivial λ-frame of K does not
satisfy the extension property (so that Kλ does not satisfy the DAP), as follows:
Fix models A,B,C ∈ Kλ such that A ≺K B, A ≺K C, U
A = ∅, UB = {b},
and UC = {c}. Consider the type p := (b/A;B), which is in Sbs(A). Suppose
q ∈ S(C) extends p. Then we can fix an amalgamation (f, idC , D) of B and C
over A such that q = tp(f(b)/C;D) (see Lemma 10.2). Since f : B →֒ D is
an embedding, UB(b) implies UD(f(b)). Since C K D, UC(c) implies UD(c).
But D ∈ K, so that
∣∣UD∣∣ ≤ 1, meaning that f(b) = c ∈ C, and it follows that
q = tp(c/C;D) /∈ Sna(C).
The trivial λ-frame provides the crucial link between ∗-domination triples and
uniqueness triples:
Fact 13.10. Suppose K is an AEC and λ ≥ LST(K) is such that Kλ 6= ∅. Let
s = (K,⌣, S
bs) be the trivial λ-frame of K. Then the ∗-domination triples in Kλ
are exactly the uniqueness triples in s; that is, K3,uq = K3,domλ .
We are now able to prove the density of ∗-domination triples from the diamond
axiom. In doing so, we see the importance of the weak set of hypotheses on the pre-
λ-frame in the statement of the Main Theorem (Theorem 12.2). In particular, the
fact that the Main Theorem does not require the extension or uniqueness properties
is crucial, in light of Example 13.9 and Remark 13.7 above.
Corollary 13.11. Suppose that:
(1) λ is an infinite cardinal such that ♦(λ+) holds;
(2) LST(K) ≤ λ, and Kλ satisfies amalgamation and no maximal model;
(3) Kλ+ satisfies amalgamation and stability;
(4) A,B ∈ Kλ satisfy A ≺K B, and b ∈ B \A.
Then there exist models C,D ∈ Kλ such that:
(1) (C,D, b) ∈ K3,domλ ; and
(2) A K C and B K D (so that, in particular, tp(b/C;D) extends tp(b/A;B)).
15This property is known in Fraïssé theory as the strong amalgamation property, but of course
the name disjoint amalgamation property used in abstract elementary classes is more descriptive.
Notice that [Sh:838, Exercise 5.7] provides an example of a good λ-frame satisfying AP but not
DAP.
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Proof. As LST(K) ≤ λ and clearly Kλ 6= ∅, we may define the trivial λ-frame
s = (K,⌣, S
bs) of K (Definition 13.5). By Fact 13.6(1), the trivial λ-frame is a
pre-λ-frame satisfying density, transitivity, existence, and continuity. Furthermore,
we have assumed that Kλ satisfies amalgamation and no maximal model, and Kλ+
satisfies amalgamation and stability. Finally, tp(b/A;B) ∈ Sna(A) = Sbs(A). Thus
we may apply Theorem 12.2 to obtain C,D ∈ Kλ such that (C,D, b) ∈ K3,uq,
A K C, and B K D. But K3,uq = K
3,dom
λ in the trivial λ-frame by Fact 13.10,
and we are done. 
14. Non-splitting
In this section, we apply our Main Theorem to the non-splitting relation, ob-
taining the density of uniqueness triples assuming the transitivity and continuity
properties only.
Recall:
Definition 14.1 (cf. [GV06, Definition 2.4], [Vas16a, Definition 3.2]). For λ ≥
LST(K), A,B ∈ K with A K B, and p ∈ Sna(B), we say that p does not λ-
split over A if: For all M1,M2 ∈ Kλ and every isomorphism f : M1 ∼= M2, if
A K M1 K B, A K M2 K B, and f ↾A = idA, then f(p ↾M1) = p ↾M2.
Let ⌣ns denote the non-λ-splitting relation.
Fact 14.2 (cf. [Vas16a, Remark 3.3]). Suppose λ ≥ LST(K) is such that Kλ 6= ∅.
Then sns = (K,⌣ns, S
na ↾Kλ) is a type-full pre-λ-frame satisfying density and
existence.
The extension, uniqueness and transitivity properties for sns are very prob-
lematic. This was a central difficulty addressed, for example, by Grossberg and
VanDieren in [GV06]. Vasey proved a limited version of extension for non-splitting
in [Vas18b, Lemma 4.11]. Since our Main Theorem does not require the extension
and uniqueness properties, we avoid the need to deal with those two properties.
However we do assume transitivity and continuity.
Let K3,uqns denote the classs of uniqueness triples in the pre-λ-frame sns.
Corollary 14.3. Suppose that:
(1) λ ≥ LST(K) is such that Kλ 6= ∅, and ♦(λ+) holds;
(2) sns satisfies the transitivity and continuity properties;
(3) Kλ satisfies the amalgamation property and has no maximal models;
(4) Kλ+ satisfies amalgamation and stability.
Then K3,uqns is dense with respect to non-splitting.
Proof. We have already seen (Fact 14.2) that sns is a pre-λ-frame satisfying density
and existence. Thus the result follows immediately from Theorem 12.2. 
We now compare our approach toward proving Corollary 14.3 with Vasey’s ap-
proach toward obtaining the existence of uniqueness triples in [Vas18a, Corol-
lary 6.5]. Vasey assumes superstability and shifts the non-splitting relation by
a universal extension, in order to obtain a good λ-frame (in particular, satisfying
the stability and extension axioms used in the proof of [Vas18a, Fact 6.4]) and
thereby derive that it is weakly successful, that is, satisfies the existence of unique-
ness triples. In contrast, because our Main Theorem (Theorem 12.2) does not
require extension and stability in the pre-λ-frame, we are able to obtain the density
of uniqueness triples with respect to the non-splitting relation itself, and without
assuming superstability.
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Remark 14.4. The coheir relation was generalized to the context of AECs by Boney
and Grossberg in [BG17] and further examined by Vasey in [Vas16b, Theorem 5.15].
In both papers, the extension property of coheir is not proven. Therefore we believe
the coheir relation to be another appropriate application of our Main Theorem.
15. Obtaining representations with many uniqueness triples
extending a given triple
In the proof of Theorem 12.2, we attempted to construct λ+-length sequences
of models, but we aborted the recursive construction upon encountering the first
uniqueness triple along the way. This raises the question: Is there some way we
can ensure the existence of an increasing λ+-length sequence of basic triples that
contains many uniqueness triples?
The essential difficulty is that without assuming the extension property, we can-
not necessarily obtain a non-forking extension at the successor stages. By contrast,
in the following Theorem, at the cost of requiring the extension property as an ad-
ditional hypothesis, we obtain representations extending the given basic triple and
containing stationarily many uniqueness triples. The extension property guarantees
that we can complete the construction to obtain a sequence of length λ+, with non-
forking extensions at every successor stage. As in the proof of Theorem 12.2, the
♦(λ+) axiom ensures that we obtain stationarily many uniqueness triples once the
construction is complete, but unlike in that proof, here the completed construction
is actually realized rather than considered hypothetically.
As an added bonus resulting from the extension axiom, if we begin with a given
saturated model N◦ that extends A, then by tweaking the construction slightly (see
Clause 6 of the recursive construction in the proof of Theorem 15.1 below), we can
ensure that the sequence 〈Aα | α < λ+〉 of models that we construct converges to
some model N isomorphic to N◦.
Theorem 15.1. Suppose that:
(1) λ is an infinite cardinal such that ♦(λ+) holds;
(2) s = (K,⌣, S
bs) is a pre-λ-frame satisfying amalgamation, transitivity, ex-
tension, and continuity;
(3) (A,B, b) ∈ K3,bs;
(4) N◦, N• ∈ Kλ+ satisfy N
◦ ∈ Ksatλ+ and A ≺K N
◦ ≺univ
K
N•.
Then there exist models N,N+ ∈ Kλ+ , representations 〈Aα | α < λ
+〉 of N and
〈Bα | α < λ+〉 of N+, and an embedding h : N+ →֒ N• such that:
(1) N ≺K N+ and b ∈ N+ \N ;
(2) N ∈ Ksatλ+ ;
(3) A0 = A and B0 = B;
(4) tp(b/N ;N+) does not fork over A;
(5) (Aα, Bα, b) ∈ K3,bs for every α < λ+;
(6) the set {
α < λ+
∣∣ (Aα, Bα, b) ∈ K3,uq }
is stationary in λ+; and
(7) h ↾N : N ∼= N◦ is an isomorphism and h ↾ A = idA.
Remarks 15.2.
(1) The existence of N◦ and N• as in Clause (4) of the hypotheses of Theo-
rem 15.1 follows (respectively) from Clauses (2) and (3) of the hypotheses
of Theorem 12.2. Thus the extension property is the only new requirement
in the hypotheses of Theorem 15.1 that was not assumed in Theorem 12.2.
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(2) In particular, it is significant that the uniqueness property is still not as-
sumed.
(3) By Lemma 7.5, Clause (4) of the conclusion of Theorem 15.1 implies that
for every α < λ+: tp(b/Aα;Bα) does not fork over A, so that (A,B, b) bs
(Aα, Bα, b) . Thus, the conclusion of Theorem 15.1 is clearly stronger than
that of Theorem 12.2, in that we obtain stationarily many uniqueness triples
extending the given basic triple rather than just one (at the cost of requiring
the extension axiom in the hypotheses).
Proof of Theorem 15.1. Step 1:
Without loss of generality we may assume that the respective universes of A, B,
N◦, and N• are all subsets of λ+.
By ♦(λ+) and Fact 11.2, fix a sequence 〈Ωα | α < λ+〉 witnessing ♦−(Hλ+).
The following definition is justified by Fact 3.3:
Definition 15.3 (α-level predicted amalgamation). Given an ordinal α < λ+,
models Cα, Bα ∈ Kλ such that Cα ≺K N◦, and an embedding gα : Cα →֒ Bα, if
Ωα is an embedding from Bα into N
• such that Ωα ◦ gα = idCα , then:
• We say “the α-level predicted amalgamation exists”;
• We refer to (Ωα, idN◦ , N
•) as the α-level predicted amalgamation; and
• For every M ∈ Kλ such that Cα ≺K M ≺K N◦, we refer to (Ωα, idM , N•)
as the α-level predicted amalgamation of Bα and M over (Cα, gα, idCα).
Step 2:
We shall build, recursively over α ≤ λ+, a sequence〈
(Cα, Bα, gα)
∣∣ α ≤ λ+ 〉
such that:
(1) 〈Cα | α ≤ λ+〉 and 〈Bα | α ≤ λ+〉 are K-increasing, continuous sequences
of models, with C0 = A and B0 = B;
(2) 〈gα : Cα →֒ Bα | α ≤ λ+〉 is a ⊆-increasing, continuous sequence of embed-
dings, with g0 = idA;
and satisfying the following for all α ≤ λ+:
(3) Cα, Bα ∈ Kλ if α < λ+;
(4) The universes of Cα and Bα are subsets of λ
+;
(5) Cα K N◦;
(6) N◦ ∩ α is a subset of Cα;
(7) b ∈ Bα \ gα[Cα];
(8) tp(b/gα[Cα];Bα) does not fork over A;
(9) If α < λ+, (gα[Cα], Bα, b) /∈ K
3,uq, and the α-level predicted amalgamation
exists, then (idBα , gα+1, Bα+1) 6E (Ωα, idCα+1 , N
•) (where (Ωα, idCα+1 , N
•)
is the α-level predicted amalgamation of Bα and Cα+1 over (Cα, gα, idCα),
as in Definition 15.3; and 6E is the negation of the relation E between
amalgamations of Bα and Cα+1 over (Cα, gα, idCα), as in Definition 5.1).
Notation 15.4. Given an ordinal α ≤ λ+ and (Cα, Bα, gα) satisfying Clauses (1),
(2), and (7) above, we write qα := tp(b/gα[Cα];Bα).
We now carry out the recursive construction:
• For α = 0: Set C0 := A, B0 := B, and g0 := idA. As (A,B, b) ∈ K3,bs, the
existence property (which is a consequence of the extension property; see
Definition 6.4 and footnote 9 there) guarantees that q0 = tp(b/A;B) does
not fork over A, and all of the requirements are satisfied.
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• For a nonzero limit ordinal α ≤ λ+: Define
Cα :=
⋃
γ<α
Cγ ; Bα :=
⋃
γ<α
Bγ ; gα :=
⋃
γ<α
gγ .
Using the continuity property, Lemma 8.1 guarantees that all of the re-
quirements are satisfied, recalling that g0[C0] = idA[A] = A.
• For β = α+ 1, we consider two cases:
– Suppose (gα[Cα], Bα, b) ∈ K
3,uq. Since Cα ≺K N
◦, begin by using
LST(K) ≤ λ and Remark 3.4 to fix a model Cα+1 ∈ Kλ that includes
Cα ∪ (N◦ ∩ (α+ 1)) and such that Cα K Cα+1 ≺K N◦.
– Otherwise: By the induction hypothesis, qα ∈ Sbs(gα[Cα]), so that
(gα[Cα], Bα, b) ∈ K3,bs \ K3,uq. Viewing gα : Cα ∼= gα[Cα] as an
isomorphism, since N◦ ∈ Ksatλ+ , we apply Lemma 10.16 to obtain
M ∈ Kλ witnessing the non-uniqueness of (gα[Cα], Bα, b) via gα, with
Cα ≺K M ≺K N◦. Then, by LST(K) ≤ λ and Remark 3.4, we can
fix a model Cα+1 ∈ Kλ that includes M ∪ (N
◦ ∩ (α + 1)) and such
that M K Cα+1 ≺K N◦. Since s satisfies transitivity and exten-
sion, by Lemma 10.17, Cα+1 also witnesses the the non-uniqueness of
(gα[Cα], Bα, b) via gα.
In both cases, since s satisfies the extension property, we continue by
applying Lemma 10.18 with
(A,B,A∗, C∗, N•, ϕ) := (gα[Cα], Bα, Cα, Cα+1, N
•, gα) .
If the α-level predicted amalgamation exists, then let Ω := Ωα; otherwise Ω
can be chosen arbitrarily (since Cα ≺K N◦ ≺K N• and N◦ ∈ Ksatλ+) but is
actually irrelevant. We thus obtain a λ-amalgamation (idBα , gα+1, Bα+1) of
Bα and Cα+1 over (Cα, gα, idCα) such that qα+1 = tp(b/gα+1[Cα+1];Bα+1)
does not fork over gα[Cα], and such that Clause (9) of the recursive con-
struction is satisfied. In particular, Bα+1 ∈ Kλ, Bα K Bα+1, gα+1 :
Cα+1 →֒ Bα+1 is an embedding such that gα ⊆ gα+1, b ∈ Bα+1\gα+1[Cα+1],
and qα+1 ∈ Sbs(gα+1[Cα+1]). By the induction hypothesis, we know that
qα does not fork over A, so that by Lemma 3.18 and the transitivity prop-
erty it follows that qα+1 does not fork over A. Of course, we can ensure
that the universe of Bα+1 is a subset of λ
+.
This completes the recursive construction.
Step 3:
It is clear from Clauses (5) and (6) of the recursive construction that Cλ+ = N
◦,
so that 〈Cα | α < λ+〉 is a representation of N◦.
For every α ≤ λ+, let Aα := gα[Cα]. Let N := Aλ+ . Then N = gλ+ [N
◦] ∈ Ksatλ+
and 〈Aα | α < λ+〉 is a representation of N .
Let N+ := Bλ+ . Since N
+ =
⋃
α<λ+ Bα, where |Bα| = λ for every α < λ
+, it
follows that |N+| ≤ λ+. But N ≺K N+ (since gλ+ : N
◦ →֒ N+ is an embedding),
where |N | = λ+, so that in fact N+ ∈ Kλ+ and 〈Bα | α < λ
+〉 is a representation
of N+.
Since N◦ ≺univ
K
N•, apply Lemma 9.10 to obtain an embedding h : N+ →֒ N•
such that h ◦ gλ+ = idN◦ . Since N = gλ+ [N
◦], it follows that h ↾N : N ∼= N◦ is an
isomorphism.
For every α ≤ λ+, let hα := h ↾Bα, so that h = hλ+ =
⋃
α<λ+ hα.
Claim 1. For every α < λ+:
(1) gα : Cα ∼= Aα is an isomorphism and Aα K Bα.
(2) Aα ∈ Kλ.
(3) hα ◦ gα = idCα .
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(4) (idBα , gα+1, Bα+1) and (hα, idCα+1, N
•) are two amalgamations of Bα and
Cα+1 over (Cα, gα, idCα).
(5) (idBα , gα+1, Bα+1) E (hα, idCα+1, N
•).
(6) If Ωα = hα then (Aα, Bα, b) ∈ K
3,uq.
Proof.
(1) gα is an embedding from Cα into Bα, and Aα is its image.
(2) By the closure of Kλ under the isomorphism gα.
(3) Since gα ⊆ gλ+ , hα ⊆ h, and h ◦ gλ+ = idCλ+ .
(4) The fact that (idBα , gα+1, Bα+1) is an amalgamation of Bα and Cα+1 over
(Cα, gα, idCα) follows from gα ⊆ gα+1. The fact that (hα, idCα+1, N
•) is an
amalgamation of Bα and Cα+1 over (Cα, gα, idCα) follows from hα ◦ gα =
idCα .
(5) hα+1 : Bα+1 →֒ N• is an embedding satisfying hα+1 ◦ idBα = hα and hα+1◦
gα+1 = idCα+1, so that (hα+1, idN• , N
•) witnesses that (idBα , gα+1, Bα+1) E
(hα, idCα+1 , N
•), as sought.
(6) Suppose Ωα = hα. In particular, Ωα : Bα →֒ N• is an embedding satisfying
Ωα ◦ gα = hα ◦ gα = idCα , meaning that the α-level predicted amalgama-
tion exists, and (Ωα, idCα+1 , N
•) is the α-level predicted amalgamation of
Bα and Cα+1 over (Cα, gα, idCα). Furthermore, by Clause (5) above we
obtain (idBα , gα+1, Bα+1) E (Ωα, idCα+1 , N
•). Thus, by Clause (9) of the
recursion, it must be that (Aα, Bα, b) ∈ K3,uq. 
For every α < λ+, we see from Clause (8) of the recursive construction that
tp(b/N ;N+) ↾Aα = tp(b/Aα;N
+) = tp(b/Aα;Bα) ∈ S
bs(Aα)
and this type does not fork over A = A0, so that by Lemma 7.5 we obtain that
tp(b/N ;N+) does not fork over A.
As g0 = idA and h ◦ g0 = h ◦ gλ+ ↾A = idA, it follows that h ↾A = idA.
It remains to show that the set{
α < λ+
∣∣ (Aα, Bα, b) ∈ K3,uq }
is stationary in λ+. In light of Claim 1(6), the following Claim suffices, proven
exactly like Claim 2 in the proof of Theorem 12.2:
Claim 2. There are stationarily many β < λ+ such that Ωβ = hβ.
This completes the proof of the Theorem. 
16. Starting from the top
Corollary 16.1. Suppose that:
(1) λ is an infinite cardinal such that ♦(λ+) holds;
(2) s = (K,⌣, S
bs) is a pre-λ-frame satisfying amalgamation, transitivity, ex-
tension, and continuity;
(3) N◦, N• ∈ Kλ+ are two models such that N
◦ ∈ Ksatλ+ and N
◦ ≺univ
K
N•;
(4) p ∈ Sbs>λ(N
◦).
Then there exist a model N ′ ∈ Kλ+ such that N
◦ ≺K N
′ K N
•, an element
d ∈ N ′ \ N◦, and representations 〈Cα | α < λ+〉 of N◦ and 〈Dα | α < λ+〉 of N ′
such that:
(1) p ↾ C0 = tp(d/C0;N
′);
(2) both p and tp(d/N◦;N ′) do not fork over C0;
(3) (Cα, Dα, d) ∈ K3,bs for every α < λ+; and
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(4) the set {
α < λ+
∣∣ (Cα, Dα, d) ∈ K3,uq }
is stationary in λ+.
Proof. By Lemma 7.4, fix a triple (A,B, b) ∈ K3,bs such that A ≺K N◦, p does not
fork over A, and tp(b/A;B) = p ↾A.
We then apply Theorem 15.1 to obtain models N,N+ ∈ Kλ+ , representations
〈Aα | α < λ+〉 of N and 〈Bα | α < λ+〉 of N+, and an embedding h : N+ →֒ N•,
altogether satisfying the conclusion of that Theorem.
Let N ′ := h[N+], let d := h(b), and for every α < λ+, let Cα := h[Aα] and
Dα := h[Bα].
Notice that C0 = h[A] = A and A ≺K B = B0 ≺K N
+, so that tp(d/C0;N
′) =
tp(h(b)/A;h[N+]) = tp(b/A;N+) = tp(b/A;B) = p↾A = p↾C0. All of the required
properties follow from their invariance under the isomorphism h : N+ ∼= N ′. 
Lemma 16.2. Suppose s = (K,⌣, S
bs) is a pre-λ-frame satisfying the uniqueness
property, A ∈ Kλ and N ∈ K>λ are models that satisfy A ≺K N , and p, q ∈ S(N)
are two types that both do not fork over A, and such that p ↾ A = q ↾ A. Then
p ↾M = q ↾M for every M ∈ Kλ with M ≺K N .
Proof. Consider any M ∈ Kλ with M ≺K N . Apply LST(K) ≤ λ and Remark 3.4
to fix B ∈ Kλ containing every point of A ∪M , and such that A K B ≺K N
and M K B. By Definition 7.1 of non-forking for types over larger models,
the fact that p and q do not fork over A implies, in particular, that both p ↾ B
and q ↾ B do not fork over A. But p ↾ B, q ↾ B ∈ S(B) where B ∈ Kλ, and
(p ↾B) ↾A = p ↾A = q ↾A = (q ↾B) ↾A, so that by the uniqueness property of s we
obtain p ↾B = q ↾B. Then p ↾M = (p ↾B) ↾M = (q ↾B) ↾M = q ↾M , as sought. 
Corollary 16.3. Suppose that s = (K,⌣, S
bs) is a pre-λ-frame satisfying the
uniqueness property. If N◦, N ′ ∈ Kλ+ , p, and d satisfy the conclusion of Corol-
lary 16.1, then in fact they satisfy the following property, stronger than Clause (1)
there:
(1∗) p ↾M = tp(d/M ;N ′) for every M ∈ Kλ with M ≺K N◦.
Proof. Apply Lemma 16.2 with A := C0, N := N
◦, and q := tp(d/N◦;N ′). 
Corollary 16.4. Suppose that, in addition to all of the hypotheses of Corollaries
16.1 and 16.3, K is (λ, λ+)-weakly tame [Bal09, Definition 11.6(1)].
Then any triple (N◦, N ′, d) satisfying the conclusion of Corollary 16.1 satisfies
the following property, even stronger than Clause (1∗) above:
(1∗∗) p = tp(d/N◦;N ′).
Proof. Property (1∗∗) follows from (1∗) and (λ, λ+)-weak tameness, recalling that
we have assumed N◦ ∈ Ksatλ+ . 
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