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-Resumen
En el procedimiento convencional para cultivar hay varios pasos que se deben realizar antes de
preparar el terreno. La eliminación de malezas es muy importante, ya que éstas podrían generar
un crecimiento pobre de la cosecha; el documento presentado se enmarca en este contexto, en
la obtención de metodologías óptimas de la eliminación de maleza mediante el desarrollo de
quemadores “inteligentes".
El proceso de preparación del suelo para los cultivos suele ser enmarcado en rutinas de quema
indiscriminadas que debilitan el suelo y hacen un uso ineficiente de combustible. El objetivo
de este estudio es desarrollar un nuevo sistema integrado para la detección y eliminación de
maleza de los campos de cultivo mediante el uso de visión artificial y quemado de maleza,
además de la integración de un sistema rentable y flexible que utilice una web-cam estándar
USB con el fin de obtener imágenes del campo. El sistema propuesto se basa en el hecho que la
identificación de maleza se puede hacer usando técnicas de detección de color a través de visión de
máquina, y el uso de las herramientas computacionales disponibles. Para la detección de malezas,
se desarrolla un algoritmo de procesamiento de imágenes mediante técnicas no paramétricas
(la regla del kn-vecino más cercano) para reconocimiento de patrones. La implementación del
sistema consiste de un sensor que adquiere imágenes y un software de post-procesamiento que
es el encargado de detectar la maleza, para así controlar el proceso de accionamiento de válvulas
para cada quemador, logrando una optimización del uso de combustible ademas de mantener
las propiedades del suelo. A través de la selección de válvulas adecuadas y el cálculo de la
intensidad de la llama deseada, se logra un equilibrio entre la cantidad de combustible requerido
y la temperatura necesaria para eliminar la maleza.
El algoritmo propuesto (basado en la regla del kn-vecino más cercano) mostró buenos resultados
en términos de costos y tiempos de procesamiento computacional, por lo que es viable para
su uso en aplicaciones de eliminación de malezas ya que la velocidad a la que se puede mover
el tractor no se ve limitada por el tiempo de procesamiento de cada imagen. La respuesta del
sistema se considera adecuada para su aplicación en las operaciones agrícolas reales.
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Capítulo1
Introducción y objetivos
Las nuevas dinámicas del mundo globalizado y la constante necesidad por desarrollar innova-
ciones tecnológicas que favorezcan la competitividad en el marco del desarrollo sostenible, es
uno de los retos que plantean las nuevas tendencias en agricultura.
El Hombre cambia el panorama que lo rodea para sacar beneficios de este, por esto, se remueven
plantas que crecen naturalmente en diferentes tipos de suelos para ser reemplazadas por otras
y así sacar provecho económico. Estas plantas pueden tener fines alimenticios, como es el caso
del cultivo de frutas y verduras, o puede tener la finalidad de obtener materias primas para
diferentes productos como biocombustibles que es el caso de la caña de azúcar, en el la zona del
valle en Colombia.
1.1. Definición del Problema
El proceso de preparación del suelo para los cultivos suele estar enmarcado en recorridos de
quemado con rutinas indiscriminadas que generan un debilitamiento del suelo y un uso inefi-
ciente del combustible. Es ante este panorama donde la agricultura de precisión surge como
una herramienta para optimizar el proceso de quemado, en el marco de esta nueva tendencia
de agricultura del siglo XXI se plantea el proyecto “Desarrollo de un sistema de control en la
aplicación de técnicas selectivas de eliminación de maleza"que se presenta para optar por el tí-
tulo de Magíster en Ingeniería Mecánica. La importancia del proyecto radica en que se presenta
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como una alternativa limpia para la preparación de los campos de cultivos, sin emplear algún
tipo de producto químico y haciendo un uso controlado y eficiente del combustible para activar
el mecanismo de quemado, que se describirá en detalle más adelante.
Es importante destacar que este proyecto ha sido desarrollado en el marco de los convenios de
Cooperación entre el Departamento de Ingeniería Mecánica y Mecatrónica de la Universidad Na-
cional de Colombia, Sede Bogotá y el Departamento de Agricultura Ecológica de la Universidad
de Kassel con sede en Witzenhausen, Alemania.
1.2. Agricultura de precisión: Ciencia y tecnología aplicada a procesos agrí-
colas
Hay situaciones donde las tecnologías convergen para fines comunes obteniendo resultados satis-
factorios como es el caso de la agricultura de precisión, donde diferentes ciencias de la ingeniería
se complementan para cultivar productos de mejor calidad y de una forma más eficiente, esto a
través de la optimización de los procesos involucrados en el cultivo de diferentes tipos de plantas.
La demanda por productos orgánicos se ha aumentado en los últimos años, así mismo se han
incrementado los requerimientos de las granjas orgánicas, llevándonos a explorar diferentes téc-
nicas de control de maleza, esto es debido a que para que un producto sea llamado orgánico debe
cumplir múltiples requerimientos, dentro de la temática que nos interesa es bastante importante
notar que se prohíbe el uso de productos químicos en cualquier etapa del cultivo de un producto
orgánico [89] [24]
La agricultura de precisión tiene sus orígenes en el desarrollo de los sistemas de posicionamiento
global (GPS), estos inicialmente fueron desarrollados para la milicia. El objetivo de empleo de
estos sistemas era conocer las coordenadas de donde se encontraban las tropas de tal forma que
podían monitorear su posición y ubicarlas estratégicamente con el fin de defenderse del enemigo
o atacarlo. Con el transcurso del tiempo como ocurre con muchos de los avances tecnológicos que
inicialmente prestaron servicios exclusivamente a la milicia (tales como el Internet), la tecnología
GPS se dio a conocer en el mundo comercial, actualmente se pueden adquirir sistemas GPS en
los cuales se puede obtener coordenadas de sitios en el planeta tales como Latitud, Longitud, y
Altitud, y también se puede conocer información adicional como mapas de carreteras y ciudades.
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El sistema de posicionamiento global GPS también incurrió en el campo de la agricultura, ha-
ciendo posible monitorear los campos de cultivo. Existe un inconveniente, debido a razones
de Seguridad Nacional, los satélites tienen un “ruido"que se introduce a propósito para que
las personas civiles no tengan información tan precisa de las coordenadas globales, este ruido
se introduce en los sistemas de posicionamiento global con fines comerciales, y puede gener-
ar desfases de hasta 400 pies (121.9 m). Este nivel de imprecisión hace imposible monitorear
un campo de cultivo, por lo cual se desarrolló una técnica que consiste en hallar la diferencia
ente un GPS que está en una ubicación fija con un GPS que está en movimiento. Este tipo
de configuración de GPS tiene el nombre de “Differential Global Positioning Satellite"DGPS, lo
cual permite obtener datos de posición con una precisión de un par de pies (menos de un metro).
Gracias a la capacidad de localizar puntos en el campo de cultivo, se pasó a adquirir y analizar
información específica sobre las diferentes regiones del campo. El desarrollo tecnológico en agri-
cultura de precisión ha permitido hacer grandes avances, de forma que es posible adelantar
tareas en la noche [90]. Así pues, se pueden obtener propiedades del suelo, tasas de rendimiento
del campo de cultivo, datos de humedad, temperatura, etc., todo esto dependiendo del tipo de
sensor que se utilice, en el caso puntual de la detección de maleza, se utilizó una WebCam para
determinar la presencia de maleza en los campos de cultivo, el hecho de que sea de noche o no
no afectará el sistema que se diseñó, ya que posee una cámara oscura con iluminación constante.
Este tipo de sistemas se han venido desarrollando para sistemas de aplicación de fertilizantes,
herbicidas y pesticidas [65], y en el área especifica de remoción de maleza con medios mecánicos
[88], también se debe destacar que se han implementado algoritmos de procesamiento de imá-
genes para identificar forma [100], color [101] y reflectividad de luz [36].
Dependiendo del tipo de sistema de agricultura de precisión que se quiera tener se tendrán unos
costos asociados, es decir, entre más preciso sea el sistema más costoso será, con esto, se puede
inferir que solo en grandes extensiones de cultivo es viable invertir dinero, pues el costo será
reembolsado en cuanto se ponga en operación el sistema [51].
La agricultura es una ciencia bastante extensa, por lo cual para tener una comprensión del
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problema se deben tener en cuenta ciertos conocimientos básicos o términos generales que se
manejaran a lo largo del documento.
1.2.1. Suelo
Un elemento clave en la agricultura es el suelo, que es una capa o un conjunto de capas for-
madas naturalmente con el paso de diferentes procesos de descomposición tanto de minerales,
vegetales y animales a través del tiempo. Este proceso lo convierte en un sistema estructurado y
biológicamente activo, haciéndolo apto para dar sustento a diferentes especies en nuestro planeta.
Los seres humanos también sacamos provecho de este y lo adaptamos para obtener nuestro sus-
tento. Esto lo hacemos a través del cultivo, dependiendo del tipo de suelo se pueden cultivar
diferentes especies de plantas. Los diferentes tipos de suelos se pueden caracterizar por una com-
posición química y biológica definida (Perfil del suelo).
El suelo es el hábitat de un conjunto de diferentes tipos microorganismos y animales pequeños
que contribuyen a la descomposición de material orgánico en nutrientes para alimentar las plan-
tas, por lo cual la presencia de estos microorganismos es fundamental en el proceso de cultivo.
Un cultivo es un método para hacer crecer seres vivos asegurando los requerimientos necesarios
para su desarrollo, en el caso de la agricultura se enfoca a hacer crecer plantas para diferentes
finalidades, en la búsqueda de mejorar estas condiciones existen tres etapas básicas en el pro-
cedimiento de cultivo.
Preparación del suelo.
Sembrado.
Cosecha.
Preparación del suelo
Para poder cultivar se debe realizar un proceso previo, este proceso se denomina preparación del
suelo, con este procedimiento se busca crear condiciones adecuadas y favorables para el desarrollo
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y crecimiento de las plantas, dentro de estas técnicas de preparación del cultivo hay una que es
especialmente importante para el desarrollo de esta investigación, la eliminación de malezas.
1.2.2. Maleza
En la producción de campos agrícolas, la maleza en una importante variable tanto económica
como ecológica [10]. La maleza es una planta que crece en lugares que no se desean, esta definición
hace que cualquier tipo de planta pueda ser una maleza, si esta aparece en medio de un lugar que
no se esperaba. Por ejemplo, en una casa no se espera que crezcan plantas entre los cimientos,
pero al crecer raíces o plantas sin previo aviso en estos lugares se pueden generar grietas, y peor
aún pueden llevar a la falla a las estructuras. Para el caso de un cultivo una maleza es una planta
que no es deseada en el cultivo, pues puede ser perjudicial para el crecimiento de las plantas que
se espera que crezcan al competir por los nutrientes y humedad del suelo.
1.3. Técnicas de control de maleza
Dentro de las técnicas más comunes de remoción de maleza se encuentran: método manual,
mecánico, químico y métodos térmicos de control de maleza, dentro de estos últimos se encuentra
el tema de interés en esta tesis, el control de maleza por medio de quemadores.
1.3.1. El método manual
Este método presenta desventajas cuando el terreno de cultivo es grande, pues realizar la remo-
ción de maleza tomaría mucho tiempo y un uso intensivo de mano de obra. Cultivar por hileras
también es una forma efectiva de control de maleza (Ver fig. 1.1 ), claro que solo es eficiente a
partir de que esta ya ha emergido del suelo, [75] debido a que tener el cultivo organizado de esta
forma hace mucho más fácil la búsqueda manual de maleza.
1.3.2. El método mecánico
Con este método se puede dañar la estructura del suelo al “revolcar"la tierra, pues el suelo
presenta diferentes capas y cada capa tiene sus propios animales pequeños y microorganismos,
que al cambiarlos de zona, se enfrentan unos contra otros desestabilizando el ecosistema propio
del suelo. Es menos eficiente que el uso de herbicidas [16]
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Figura 1.1: Cultivo por hileras
1.3.3. El método químico
La aplicación de herbicidas ha sido uno de los métodos más populares para el control de maleza.
Este método tiene una gran desventaja y es que dependiendo de los componentes químicos que
posea puede dañar la naturaleza del suelo, en algunas ocasiones tornándolo poco fértil, al cambiar
la estructura química del suelo y matar microorganismos que permiten la obtención de nutrientes
en el suelo, es decir, contaminando el suelo y el agua presente en el lugar de la aplicación [69],
además de ser muy costoso [58]. Los herbicidas también afectan el tamaño, número de hojas, el
crecimiento de las plantas, el rendimiento del cultivo, y por ejemplo en el maíz afecta también
la humedad del grano [10].
1.4. Métodos Térmicos de control de maleza
Dentro de los métodos térmicos de control de maleza se encuentran:
1.4.1. Aplicación de bajas temperaturas
Es ventajoso cuando existan riesgos al utilizar otros métodos. Para ejecutar la remoción de
maleza se pueden aplicar, nitrógeno liquido o hielo seco [27], aunque sigue siendo más eficiente
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la remoción por llama [15].
1.4.2. Aplicación de Vapor (Calor Húmedo)
Se han desarrollado máquinas para la aplicación de vapor en los campos de cultivo, se puede
aplicar directamente a la maleza o también a sus semillas, este tipo de procedimiento erradicará
eficientemente la mayoría de semillas de maleza que estén hasta 10cm de profundidad en el suelo
[97], el problema es que así como elimina eficientemente la maleza, esteriliza el suelo.
1.4.3. Aplicación de Calor Seco
Dependiendo del tipo de maleza que se quiera eliminar, hay unos rangos de temperatura a los
que morirá o no la maleza, en general, el procedimiento es pasar sobre la superficie a tratar con
una cámara que está a una temperatura de aproximadamente 68-70 °C . [99]
1.4.4. Solarización
Es una técnica que se basa en aprovechar al máximo la radiación solar, básicamente se cubre el
suelo a tratar con una capa de plástico, que atrapa la radiación y no le permite salir, calentando
el suelo a temperaturas por encima de los 65°C, teniendo como resultado la eliminación de
maleza [44].
1.4.5. Quema de maleza
La quema es de los métodos de control de malezas más antiguos, es bastante eficiente pues elim-
ina todas las malezas, y en el proceso de quemado se devuelve nitrógeno y fósforo al suelo junto
con el incremento del pH del mismo. Además de eliminar la maleza también elimina insectos
que pueden ser perjudiciales para el cultivo. Una de las grandes ventajas de la quema de maleza
es que se requieren pocos insumos. Las desventajas de este método radican en que la quema de
maleza no tiene control, lo cual lo hace interesante para la investigación pues al implementar
control en el proceso se podrían obtener resultados más óptimos.
Durante el proceso de quema de maleza simplemente se debe llevar la superficie de las hojas
de la planta a una temperatura umbral, con el fin de destruir las células de la planta con una
8 Capítulo 1. Introducción y objetivos
oleada de calor. En la figura 1.2, se puede observar la maleza después de la quema.
Figura 1.2: Maleza después del proceso de quemado
Como se ve anteriormente, no es necesario que la planta quede totalmente carbonizada si no
simplemente llevarla a ese umbral, la maleza morirá paulatinamente por que como sus células
han sido destruidas, no podrá llevar a cabo el proceso de fotosíntesis.
En la actualidad se han desarrollado equipos para la quema de maleza en diferentes países, inclu-
idos Alemania, Holanda, Suecia, y Dinamarca [43], es importante notar que estos equipos tienen
un alto costo inicial, pero que esta inversión será recuperada al momento de evaluar el costo de
remoción de maleza de forma manual Vs. la remoción de maleza por medio de quemadores [3]
[70]. El procedimiento de quema de maleza actual consiste en un quemador ubicado en la parte
posterior de un tractor. Este quemador tiene unas válvulas que lanzan llamas con la finalidad
de eliminar cualquier tipo de planta que se encuentre en el terreno antes de dar inicio al proceso
de cultivo en el campo, el procedimiento actual es simplemente prender el quemador y recorrer
todo el campo de cultivo.
Actualmente el conductor del tractor no ejerce control alguno sobre el quemador dada la in-
capacidad de regular el tiempo de quemado sobre la maleza debido a la velocidad del tractor
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y ubicación de la válvula (la válvula está atrás del tractor y el conductor se ubica adelante).
Además por motivos técnicos tiene válvulas de encendido a distancia, así que simplemente en-
ciende el quemador antes de comenzar el recorrido y quema todo el campo por donde va pasando
el tractor. Este procedimiento tiene ciertas desventajas, como por ejemplo es muy difícil de “en-
cender".
Este tipo de inconvenientes se planean solucionar con un sistema de encendido con llama piloto,
pues el quemador siempre estará encendido y lo que se activará será una válvula que permita un
flujo de combustible adecuado según sea el caso, debido a que el efecto de la quema descontrola-
da sobre el suelo es perjudicial por “Impedir el retorno de la materia orgánica al suelo, exponer
el suelo al impacto de las lluvias, promover la compactación del suelo, que es desfavorable a los
cultivos, creando propiedades repelentes al agua, haciendo que los suelos sean más secos, y al
crear una vegetación pastoril o de invasoras, propia del fuego."
Además, el quemador dispara la llama continuamente, lo cual provoca un gasto importante de
combustible, el más usado es gas propano [6] junto con emisiones de CO2 considerables. Por otro
lado, el uso constante de altas temperaturas de forma continua causa daños al suelo, matando
los microorganismos que hacen al suelo apropiado para cultivar, al aplicar la cantidad necesaria
de calor se garantiza la erradicación de la maleza actual, pero no de las semillas existentes en
ese instante, por lo cual este proceso no garantiza que a medida que se aplique este proced-
imiento se reduzca la quema de maleza en situaciones posteriores [6]. Existen diferentes estudios
que muestran la importancia del diseño del quemador, teniendo como resultado que los mejores
ángulos para la emisión de la llama se encuentran entre los 22,5° hasta los 45° [42] [74] [85].
La maleza usualmente se presenta en el campo en sectores aislados, es decir, aparece en forma
similar a nidos y no de manera constante y continua en el campo. Al implementar un sistema de
detección de maleza se podrá controlar la cantidad de calor requerido para matar la maleza sin
perjudicar las propiedades del suelo que la rodea y además regular el consumo de combustible
en el proceso de quemado al convertir este en un proceso selectivo.
El desarrollar un sistema que identifique maleza tendrá beneficios a nivel de eficiencia en el
gasto de combustible, y además se realiza una mejor protección del suelo durante el proceso de
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eliminación de maleza. Utilizando quemadores se puede asegurar un manejo más limpio y un
mejor cuidado y protección para el cultivo a sembrar. A través de la selección de válvulas y de
la intensidad de llama deseada en cada una de ellas se puede encontrar un equilibrio entre la
cantidad de combustible necesario y la temperatura necesaria para llevar la temperatura de las
hojas de la planta a su muerte.
Se han realizado modelos, que describen la respuesta de las plantas que son expuestas a que-
madores, teniendo como resultado que dependiendo del tamaño de la planta se necesitará más o
menos intensidad de calor [4] [5] [6], por lo cual se plantea diseñar un control para la intensidad
de llama según el tamaño de maleza detectada.
1.5. Objetivos
1.5.1. General
Diseñar e implementar un prototipo de bajo costo para la detección y eliminación de maleza en
los campos de cultivo.
1.5.2. Específicos
Procesar imágenes de campos de cultivos con el fin de segmentar 3 diferentes tipos de clases:
maleza, suelo y raíces.
Diseñar y construir una interfaz de potencia y comunicación que permita enviar una señal para
activar las válvulas que permiten accionar el dispositivo lanzallamas.
Diseñar y construir el soporte estructural para el sistema de control incluyendo los soportes para
cámara digital y soporte para computador portátil.
Evaluar el sistema integrado de detección y eliminación de maleza.
Capítulo2
Fundamentos teóricos
En este capítulo se pretende mostrar los conceptos que se deben tener en cuenta para el desarrollo
del algoritmo de detección de maleza, y así escoger los parámetros más apropiados para el diseño
e implementación de este.
La visión de máquina es de gran importancia en la actualidad, por ejemplo hoy en día se utiliza
para la inspección y detección de fallas de diferentes materiales, tales como láminas de metal
roladas en frío, acero inoxidable, aluminios y otros [71], en la agricultura también tiene mucha
importancia pues permite identificar diversos factores que son cruciales para el proceso de cultivo,
comenzando desde la detección de maleza.
2.1. Espacios de colores
Existen diferentes espacios en los cuales se pueden definir los colores. Estos espacios de color se
encuentran subdivididos en 5 modelos, como se ve en la Figura 2.1, de los cuales se explica con
más detalle el espacio de color RGB, el espacio de color L*a*b y el espacio de color YCbCr.
2.1.1. Espacio de color RGB
El sistema de colores RGB es un sistema donde las componentes para formar cualquier color se
adquieren a partir de la combinación de 3 colores individuales R para el color rojo, G para el
color verde y B para el color Azul. Este sistema de colores presenta mezcla de color aditiva, lo
cual quiere decir que el color blanco se obtiene al sumar luz roja con luz verde y luz azul.
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Figura 2.1: Espacios de color
Figura 2.2: Espacio de color RGB
A pesar de que el sistema RGB (figura 2.2 ) es uno de los más populares, existen otros sistemas
que muestran el espacio de color de una forma más comprensible como es el sistema de colores
CIE L*a*b
2.1.2. Espacio de color YCbCr
El espacio de color YCbCr, es un espacio de color tridimensional con tres parámetros diferentes
que definen el color en términos de una componente de luminosidad Y y dos de crominancia.
Las coordenadas Cb y Cr se refieren a la crominancia en azul y rojo respectivamente, la figura
2.3 muestra un plano del cubo de espacio de color YCbCr, en el cual la luminosidad Y toma un
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valor de 0.5.
Figura 2.3: Espacio de color YCbCr
2.1.3. Espacio de color L*a*b
El espacio de color CIE L*a*b, es un espacio de color tridimensional que nos muestra tres
parámetros diferentes a los del espacio RGB, en el caso del espacio de color CIE L*a*b, se tiene
una coordenada L para representar la luminosidad y las coordenadas a y b para representar los
colores lo cual hace más fácil la ubicación espacial de cada color.
La coordenada a, maneja un rango desde verde (-a) hasta magenta (+a), la coordenada b, tiene
un rango desde azul (-b) hasta amarillo (+b).
Distancias entre colores
Las distancias entre dos colores se pueden determinar de una forma simple utilizando la distancia
euclidiana, por ejemplo: si se tienen dos colores C1 y C2 representados por las coordenadas
(L1
∗, a1
∗, b1
∗) y (L2
∗, a2
∗, b2
∗), la distancia se podrá calcular de manera simple, así
Distancia =
√
(L2
∗ − L1∗)2 + (a2∗ − a1∗)2 + (b2∗ − b1∗)2 (2.1)
14 Capítulo 2. Fundamentos teóricos
Figura 2.4: Espacio de color CIE L*a*b
2.2. Etapas en algoritmos para procesamiento de imágenes
Para la detección de maleza se ha desarrollado diferentes técnicas a partir de características
como textura [64], forma [59], reflectancia espectral de plantas con redes neuronales artificiales
[26], y también se han utilizado métodos como la transformada de Wavelet [59], La transformada
de Hough [54], la transformada de Fourier [92].
Debido a esto en el mercado se pueden encontrar sistemas con visión de máquina de control de
maleza por medio de remoción mecánica, [78] (mas no con quema) y también hay sistemas que
dosifican herbicidas [14] [25].
Se ha demostrado que al analizar las imágenes simplemente con colocar un umbral de inten-
sidades no se obtendrán resultados confiables, así que Gerrish (1995) [33] propone tener en el
algoritmo de análisis y procesamiento una etapa de filtro de ruido y por supuesto colocar fi-
nalmente los umbrales (thresholding) que darán como resultado la imagen final deseada. Así
que básicamente los algoritmos de procesamiento de imágenes tienen diferentes secciones por
ejecutar, estas etapas son: captura, filtrado y selección de umbrales.
2.2. Etapas en algoritmos para procesamiento de imágenes 15
2.2.1. Captura
La captura es un momento crucial para el análisis de una imagen, pues dependiendo de la calidad
de datos obtenidos en este instante, esta se podrá analizar de la forma más apropiada. Durante
la captura de la imagen se pueden presentar diversos problemas, los más comunes se describen
a continuación.
Defectos posibles en las capturas
Viñeteo de imágenes
Este defecto se presenta en una imagen cuando se aprecia una variación de la luminosidad de
forma simétrica, por ejemplo, cuando vemos que una imagen tiene diferente iluminación en el
centro con respecto a los bordes.
Este tipo de defecto puede ocurrir por la misma geometría de los lentes de la cámara. el decre-
mento de luminosidad es proporcional a la cuarta potencia del coseno del ángulo de off-axis,
para un lente convencional en el cual el valor de este ángulo es de 20°, la luminosidad decae en
un factor de 0,78 [57].
Este defecto también se puede presentar por la disposición de la luz en el momento de capturar
la imagen.
En la Figura 2.5 se puede ver un caso de viñeteo.
Nitidez
Es notorio cuando la cámara no enfoca bien, y a partir de esto se tienen problemas de nitidez,
es decir, no se pueden ver claramente los bordes de un elemento dentro de una imagen.
En la Figura 2.6, se puede apreciar un problema de nitidez
Iluminación
La mala iluminación durante la captura de una imagen puede dar como resultado una imagen
con colores alterados.
En la Figura 2.7, se puede apreciar el cambio de tonalidad en los colores, este es uno de los
problemas más graves que hay en el momento de la captura, pues la información obtenida es
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Figura 2.5: Viñeteo
Figura 2.6: Problemas de nitidez
diferente a la real. Este problema se evita al controlar las condiciones de iluminación, volviendo
esta variable constante a lo largo de la toma de diferentes capturas y así obtener información
más homogénea.
La solución propuesta para los problemas anteriores es garantizar una iluminación apropiada
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Figura 2.7: Problemas de iluminación
y homogénea sobre la superficie a analizar. Para esto se diseñó una cámara oscura con ilumi-
nación con lampara de LEDs, lo cual mejora las condiciones y evita problemas como el viñeta y
mala iluminación. El funcionamiento de esta cámara oscura se explicará en mayor detalle en el
Capítulo 3.
2.2.2. Filtro
En esta etapa se trata de hacer un pre-procesamiento de la imagen, tratando de remover el
ruido presente en cada captura, en teoría la remoción de este ruido es posible [71]. Para el caso
del algoritmo implementado, la presencia de ruido no es de gran importancia pues el algoritmo
busca dos patrones maleza, o suelo y el ruido se pierde durante esta búsqueda. Esto se explica
con más detalle en el Capítulo 3.
2.2.3. Selección de umbrales
Se realiza una selección umbrales (thresholding), esto es comparar la señal contra un umbral,
dependiendo del umbral seleccionado a partir de los datos cargados se segmentará la imagen en
las clases deseadas. La umbralización de una imagen se refiera al proceso de seleccionar solamente
los píxeles que están por encima del umbral, y descartando los otro, de esta forma la captura
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inicial se transforma en una salida de información binaria con valores de uno en los píxeles que
cumplen con la condición y con un valor de cero para los que no la cumplen. Esta técnica se
ha utilizado en el pasado en diferentes situaciónes, por ejemplo para reconocer los cordones de
soldadura [94] o para determinar los caminos en las hileras de los cultivos [60] .
2.3. Algoritmos para encontrar patrones
Tareas que para un niño son sencillas como identificar el rostro de una persona, diferenciar las
frutas de las verduras, hablar un idioma, o identificar colores, son problemas que la humanidad
ha venido aprendiendo a solucionar con el transcurso de la evolución, estos problemas se podrían
resumir en problemas de reconocimiento de patrones.
2.3.1. Métodos no paramétricos
Algunos de los problemas de reconocimiento de patrones son más sencillos de resolver que otros
pues no se tiene una idea de adonde va la respuesta, tiene un conocimiento o experiencia previa
de como puede se puede solucionar el problema. Otros problemas de los cuales no se tiene refer-
encia previa, y no se conoce ni se puede aproximar su comportamiento se denominan problemas
no-parametrizados, pues como su nombre lo indica no podemos parametrizar el patrón como tal.
Para estos últimos existen diferentes métodos para encontrar patrones. Cuando es difícil de
parametrizar un comportamiento, la primera herramienta que se viene a la cabeza para solu-
cionar un problema es la probabilidad, es decir, preguntarse que probabilidades existe de que un
valor se presente en la región esperada, esto se llama la estimación de la densidad, el volumen
que encierra la región R se denomina V.
2.3.2. Estimación de la densidad
La probabilidad que una variable x caiga dentro de una región R se denota por p(x)δx para
δx → 0, esto es la probabilidad de la densidad y como se puede ver en la Figura 2.8, se puede
expresar como la derivada de la distribución acumulativa de la función P (x).
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Figura 2.8: Estimación de la densidad
P =
∫
R p(x
′)dx′
Si n muestras x1, ..., xn son independientes y están idénticamente distribuidas, la probabilidad
que k de esas n muestras entre en R es:
Pk =
(
n
k
)
P k(1− P )n−k
donde, el valor esperado para k es:
ε[k] = nP
Se espera que la distribución binomial para k apunte precisamente sobre la media, de forma que
la razón k/n sea una buena estimación de la probabilidad P . Si se asume que p(x) es continua
y que la región R es tan pequeña que en comparación p no varía de forma apreciable se puede
decir que:
∫
R p(x
′)dx′ ≃ p(x)V
Donde x es un punto dentro de R y V es el volumen encerrado por R, así pues la probabilidad
se puede estimar como:
p(x) ≃ k/n
V
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Si se ajusta el volumen V y se toman más muestras de entrenamiento, la razón k/n convergerá,
pero se obtendrá una estimación promedio de la probabilidad p(x), así:
P
V
=
∫
R p(x
′)dx′∫
R dx
′
Para obtener P (x) de forma más precisa, ahora se busca llevar V a un valor muy pequeño.
Para estimar la densidad en x, se forma una secuencia de regiones R1, R2, ..., que contengan x,
la primera región para ser usada con una muestra, la segunda región para ser usada con dos
muestras , y así sucesivamente. Vn es el volumen que encierra la región Rn, y Kn es el número
de muestras que aciertan dentro de la región Rn. Finalmente la probabilidad se puede estimar
de la siguiente forma
Pn(x) =
Kn/n
Vn
La estimación de densidad será consistente e imparcial si se cumplen las siguientes condiciones:
[95]
l´ım
n→∞
Vn = 0
l´ım
n→∞
Kn =∞
l´ım
n→∞
Kn/n = 0
Para mejorar la densidad de probabilidad existen dos caminos posibles, el primero es reducir
como una función de n una región inicial al especificar el volumen Vn, por ejemplo con una
función como Vn = 1/
√
n de tal forma que kn y kn/n se comporten apropiadamente para que
la probabilidad aumente, esto se llama el método “Parzen windows". La segunda posibilidad es
especificar kn como una función de n, como por ejemplo Kn =
√
n. Con este método lo que se
pretende es hacer crecer el volumen Vn hasta que encierre el valor kn como vecino x. este método
se denomina el método “Kn-Nearest-Neighbor Estimation" , con este último método se realiza
identificación de la maleza a través de imágenes obtenidas.
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Otros métodos de clasificación
Dentro de los métodos no-paramétricos de clasificación se encuentran las ventanas de Parzen,
las redes neuronales probabilistas, lógica difusa, aproximación por expansión de series, y la
estimación del kn−vecino más cercano, la cual se utilizó para la implementación del algoritmo
de detección de maleza, su funcionamiento se explica a continuación.
Gracias a la estimación del kn−vecino más cercano, se pueden encontrar múltiples patrones en
una región grande de datos. Debido a la forma de funcionamiento el algoritmo, se tienen tiempos
de respuesta rápidos y además el algoritmo es eficiente en las búsquedas de patrones. Una de
las claves fundamentales para el correcto funcionamiento de este, es la apropiada selección de la
muestra de prueba. En la implementación del algoritmo de detección de maleza, esta muestra
se introduce al momento de calibrar y ajustar los valores apropiados para la maleza y el suelo.
A continuación se describe el funcionamiento de la regla del vecino más cercano.
2.4. Estimación del kn−vecino más cercano
El algoritmo del vecino más cercano se basa en la idea de dejar que el volumen de la celda sea
función de los datos de entrenamiento y no una función arbitraria sobre todas las muestras. Por
ejemplo, para estimar p(x) desde n muestras de entrenamiento o prototipos se puede centrar
una celda sobre x y dejarla crecer hasta que capture kn muestras, donde kn es alguna función
especificada de n. Estas muestras son los vecinos más cercanos kn de x. Si la densidad es alta
cerca a x, la celda sera relativamente pequeña, lo cual conlleva a una buena resolución. Si la
densidad es baja, la celda crecerá hasta que entre en una región de alta densidad.
θ =
∫
V
p(x)dx (2.2)
Para un volumen pequeño se tiene que:
θ ∼ p(x)V (2.3)
La probabilidad θ se puede aproximar por la proporcion kn de un total de n muestras que caen
dentro del volumen V , de lo cual se puede notar que kn es función de x.
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θ ∼ kn
n
(2.4)
Así pues la densidad de probabilidad sera:
Pn(x) =
kn/n
Vn
(2.5)
Para que la probabilidad aumente, kn debe tener valores grandes, si n tiende a infinito entonces
kn debe tender a infinito, esto asegura que kn/n será una buena estimación de la probabilidad
dentro del volumen de la celda Vn. Sin embargo también se desea que kn crezca lo suficientemente
despacio para que el tamaño de la celda necesaria (volumen) para capturar kn muestras de
entrenamiento tienda a cero. Para esto debe cumplir que kn/n debe tender a cero también.
2.4.1. Estimación de probabilidades a posteriori
La estimación a posteriori P (ωi|x) se puede estimar de un grupo de n muestras etiquetadas al
usar las muestras para estimar las densidades involucradas. Suponga que se coloca una celda
de volumen V al rededor de x y capture k muestras, ki de las cuales se se convertiran en las
etiquetadas ωi. Así pues la estimación será:
pn(x|ωi) = ki/n
V
(2.6)
una estimación razonable para Pn(x, ωi) es:
Pn(x|ωi) = pn(x|ωi)c∑
j=1
pn(x|ωj)
=
ki
k
(2.7)
Para obtener la menor tasa de error se selecciona la categoría con más frecuencia dentro de la
celda. Si hay suficientes muestras y si la celda es suficientemente pequeña, se mejora el desempeño
del algoritmo.
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Cuando se debe decidir el tamaño de la celda, se pueden utliizar diferentes procedimientos como
por ejemplo las ventanas de Parzen. En el desarrollo del algoritmo a implementer se utilizo la
regla del vecino más cercano.
2.5. La regla del vecino más cercano
Mientras que el algoritmo del k-vecino-más-cercano fue propuesto para un k arbitrario, la forma
crucial de determinar el error de frontera se solucionó en primera instancia para k = 1. Este
algoritmo tiene simplicidad conceptual y computacional. Dn = x1, ..., xn denota un grupo de n
prototipos etiquetados, y x′ǫDn es el prototipo más cercano a el punto de prueba x. Entonces, la
regla del vecino más cercano para clasificar x es asignar la etiqueta asociada con x′. La regla del
vecino más cercano es un procedimiento sub-óptimo; su uso normalmente conlleva a una tasa
de error más grande que la mínima posible, la tasa de Bayes [?].
La etiqueta θ′ asociada con el vecino más cercano es una variable aleatoria, y la probabilidad de
que θ′ = ωi es la probabilidad a posteriori P (ωi|x′). Cuando el número de muestras es extenso, es
razonable asumir que x′ está lo suficientemente cercano a x de tal forma que P (ω|x′) ≃ P (ωi|x).
Como es prácticamente la misma probabilidad, el término significativo es ωi, la regla del vecino
más cercano concuerda con las probabilidades de forma efectiva de forma natural.
Se define ωm(x) por
P (ωm|x) = maxiP (ωi|x) (2.8)
Todos los puntos en una celda son etiquetados con la categoría del punto de entrenamiento. Una
forma de ver esto es la Teselación de Voronoi del espacio.
Cuando P (ωm|x) se acerca a la unidad, la selección del vecino más cercano es usualmente la
misma a la selección de Bayes. Esto significa , que cuando la mínima probabilidad de error
es pequeña, la probabilidad de error del vecino más cercano también será pequeña. Cuando
P (ωm|x) se acerca a 1/c, de tal forma que todas las clases son equitativamente parecidas, las
selecciones realizada por la regla del vecino más cercano y la regla de decisión de Bayes son las
mismas, y la probabilidad de error es aproximadamente 1− 1/c para ambas reglas.
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En el análisis del comportamiento de la regla del vecino más cercano se busca llegar al obtener
una probabilidad de error P (e|x) para un muestreo infinito, donde el promedio se realiza con
respecto a las muestras de entrenamiento. El promedio de la probabilidad de error incondicional
se puede determinar al promediar P (e|x) sobre todo x:
P (e) =
∫
P (e|x)p(x)dx (2.9)
2.5.1. Convergencia del vecino más cercano
Se observa que cuando la regla del vecino más cercano se usa con un grupo específico de n mues-
tras, el error resultante dependerá de las características de las muestras. Es decir, si diferentes
grupos de n muestras se usan para clasificar x, diferentes vectores de x′ se obtendrán para el
vecino más cercano de x. Como la decisión de la regla depende en este vecino más cercano, se
tiene una probabilidad condicional del error P (e|x, x′) que depende tanto de x como de x′. Al
promediar sobre x′, se obtiene que:
P (e|x) =
∫
P (e|x, x′)p(x′|x)dx′ (2.10)
Como x′ es por definición, el vecino más cercano de x, se espera que su densidad alcance su
máximo pico en la vecindad de x, y que sea muy pequeña en otro caso. Si n tiende a infinito se
espera p(x′|x) se aproxime a la función delta centrada en x; asumiendo que con un x dado, p(·)
es continua y diferente de cero. Bajo estas condiciones, la probabilidad de que cualquier muestra
caiga dentro de una hiperesfera S centrada sobre x es:
Ps =
∫
x′ǫS
p(x′)dx′ (2.11)
La probabilidad de que todo n de las muestras caiga fuera de la hiperesfera es (1−Ps)n, la cual
se acerca a cero cuando n tiende a infinito. Por lo tanto x′ converge en x en un probabilidad, y
p(x′|x) alcanza una función delta, como era esperado.
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2.5.2. Tasa de error para la regla del vecino más cercano
Se tiene n pares de variables aleatorias (x1, θ1), (x2, θ2), ..., (xn, θn), donde θj puede ser cualquiera
de los c estados de naturaleza ω1, ..., ωc. Se asume que esas parejas se generaron al seleccionar un
estado de naturaleza ωj para θj con probabilidad P (ωj) y luego seleccionando un xj de acuerdo
a la probabilidad p(x|xj), con cada par seleccionado de forma independiente. La muestra de
entrenamiento más cercana a x es cuando se selecciona un a pareja (x, θ), y x′j , está etiquetada
como θ′j . Así pues se tiene:
P (θ, θ′j |x, x′j) = P (θ|x)P (θ′j |x′j) (2.12)
La probabilidad condicional del error Pn(e|x, x′j) está dada por
Pn(e|x, x′j) = 1−
c∑
i=1
P (θ = ωi, θ
′ = ωi|x, x′j) (2.13)
Pn(e|x, x′j) = 1−
c∑
i=1
P (ωi|x)P (ωi|x′j) (2.14)
Si P (ωi|x) es continua en x, se obtiene que:
l´ım
n→∞
Pn(e|x) =
∫
[1−
c∑
i=1
P (ωi|x)P (ωi|x′)]δ(x′ − x)dx′ (2.15)
l´ım
n→∞
Pn(e|x) = 1−
c∑
i=1
P 2(ωi|x) (2.16)
entonces la tasa del error se puede describir como:
P = l´ım
n→∞
Pn(e) (2.17)
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P = l´ım
n→∞
∫
Pn(e|x)p(x)dx (2.18)
P =
∫
1−
c∑
i=1
P 2(ωi|x)p(x)dx (2.19)
2.5.3. Complejidad computacional de la regla del k−vecino más cercano
La complejidad computacional del algoritmo del vecino más cercano se debe analizar tanto
en espacio (almacenamiento de muestras) como en tiempo (búsqueda). Se tienen n etiquetas
de muestras de entrenamiento en d dimensiones, y se busca para encontrar la más cercana a
un punto de prueba x(k = 1). Se inspecciona cada punto almacenado, se calcula la distancia
Euclidiana hasta x, conservando la identidad del más cercano. Cada cálculo de distancia es O(d),
y su búsqueda es O(dn2).
Existen en general tres técnicas para reducir la carga computacional en las búsquedas del vecino
más cercano.
Cálculo de distancias parciales: Se calcula la distancia utilizando un subgrupo r de
todas las d dimensiones y si la distancia parcial es muy grande no se calcula más. La
distancia parcial basada en r dimensiones seleccionadas es:
Dr(a, b) =
√√√√ r∑
k=1
(ak − bk)2 (2.20)
donde r < d.
Pre-estructuración: Se crea un árbol de búsqueda en el cual las muestras se enlazan
selectivamente. Durante la clasificación, se calcula la distancia del un punto de prueba a
una o a unas pocas muestras almacenadas en la raíz y luego se consideran solo las muestras
enlazadas con esta. De éstas, se encuentra la que está más cerca al punto de prueba, y
recursivamente se consideran solo subsecuentes muestras enlazadas. Si el árbol está apropi-
adamente estructurado, se reducirá el nú7mero total de muestras que se necesitan buscar.
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Edición de muestras almacenadas: Se eliminan muestras inútiles durante el entre-
namiento. Es un método para reducir la complejidad del espacio O(n) al eliminar las
muestras que están rodeadas del puntos de entrenamiento de la misma categoría de eti-
quetas. La complejidad del algoritmo de edición es O(d3n[d/2] lnn) [23].
A continuación se muestra gráficamente el funcionamiento del algoritmo, donde n es el número
de muestras, n y n+1 son puntos a evaluar, Vn es el volumen al rededor del punto a evaluar en
donde se buscara el patrón, Vn pertenece a la región R.
El algoritmo implementado detecta 2 clases x1 (centroide de la clase), se refiere a la maleza, y
x2 se refiere al suelo. Se comienza al analizar un píxel n, en la figura 2.9 se observa que dentro
del volumen V a su alrededor no encuentra ningúna clase, por lo cual se aumenta el tamaño de
el volumen V como se puede ver en la Figura 2.10
Figura 2.9: Volumen inicial de análisis para Kn
En el segundo paso del tiempo t = 2 (Figura 2.10) se tiene que se encontró una clase, en este
caso x1 , por lo cual n se etiqueta con esta clase y ya no sigue buscando más (Figura 2.11),
Ahora se analiza el siguiente píxel n+ 1 (Figura 2.12).
En t = 4 y t = 5 (Figuras 2.12 y 2.13) vemos que se repite la situación descrita anteriormente,
pero en n+1 la clase más cercana ahora es x2 (Figura 2.14). Debido a esto toma como referencia
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Figura 2.10: Detección de patrón para Kn
Figura 2.11: Selección de etiqueta para Kn
este patrón.
Finalmente en la Figura 2.15 podemos observar como se puede segmentar la información de la
2.5. La regla del vecino más cercano 29
Figura 2.12: Volumen inicial de análisis para Kn+1
Figura 2.13: Detección de patrón para Kn+1
imagen de forma que se pueda conocer la ubicación de cada uno de los patrones buscados, en
este ejemplo solamente la maleza y el suelo.
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Figura 2.14: Selección de etiqueta para Kn+1
Figura 2.15: Asignación de etiquetas para todos los K
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2.6. Algoritmo aplicado en la segmentación de varias clases
Si se incrementa el numero de clases a identificar, el algoritmo funciona apropiadamente, como
podemos ver en la figura 2.17. Se implementó el algoritmo para segmentar 5 clases diferentes en
una imagen de un campo de flores. Sin importar el número de clases el algoritmo basado en la
regla del vecino más cercano tendrá un buen desempeño (Capítulo 4), lo cual lo hace apto para
aplicaciones en diferentes áreas del conocimiento (medicina, agricultura, procesos de fabricación,
etc.)
En la Figura 2.16, se puede ver como se etiquetaron los diferentes píxeles de la imagen, en el
espacio ∗a∗b
Figura 2.16: Píxeles etiquetados
Aplicando el algoritmo en el problema de detección de maleza para tres clases diferentes (Maleza,
suelo y raíces), obtenemos los resultados que observamos en la Figura 2.18 a partir de una
imagen inicial. En el caso de una imagen distinta pero segmentando con los mismos datos de
entrenamiento se puede ver una muy buena segmentación en la figura 2.19.
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Figura 2.17: Segmentación de cinco clases
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Figura 2.18: Ejemplo de segmentación 1
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Figura 2.19: Ejemplo de segmentación 2
Capítulo3
Descripción del algoritmo
implementado e Integración del
Sistema
A lo largo de este capítulo se explicará el funcionamiento general del algoritmo implementado
para la detección de maleza y cómo se integró al sistema de eliminación de maleza. Cada una
de las etapas del algoritmo se describirán para conocer los motivos por los cuales se diseñaron
de esta forma. También se se pretende dar a conocer como fue la implementación del mismo
El sistema que se propuso consta de:
Módulo de captura de imágenes
Módulo de análisis y procesamiento de imágenes
Modulo de control de válvulas del quemador
La idea es implementar este sistema teniendo en cuenta que se analizarán las imágenes por
colores. Un sensor de imágenes es un componente clave de casi cualquier sistema de detección
y/o clasificación de maleza [78]. En la acutalidad los sensores que identifiquan color satisfactori-
amente son muy costosos [71], por lo cual se optó por utilizar elementos más económicos, como
es el caso de una cámara Web, cuyos precios oscilan entre $ 30.000 y $ 130.000 COP.
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3.1. Módulo de captura de imágenes
El módulo de captura de imágenes consiste en una cámara que está conectada a un computador
(Figura3.1). Las condiciones óptimas para adquirir imágenes se determinaron con pruebas de
ensayo y error. Existen varias posibilidades para adquirir las imágenes, dentro de las ideas
iniciales se pensó en utilizar un cámara profesional a color de tipo CCD.
La otra idea que se presentó fue utilizar una cámara que capture imágenes en una escala de
grises pero con un filtro infrarrojo profesional. Esto es debido a que la clorofila, refleja muy bien
el infrarrojo, pero el uso de este tipo de cámaras y filtros incrementaba el costo del proyecto.
Figura 3.1: Adquisición de los datos
Debido a que se desea implementar un sistema de bajo coso y de fácil montaje, se decidió usar
una cámara Web convencional. Inicialmente se realizaron pruebas de 2pm a 9pm, en la sede
de agricultura orgánica de la Universidad de Kassel en Witzenhausen, Alemania. Al tratar de
comparar datos, se veía claramente que a medida que se presentaba cualquier cambio ligero de
luz, se dificultaba de manera significativa parametrizar las imágenes de forma que tuvieran las
mismas condiciones. Por lo cual posteriormente se decidió implementar una cámara oscura, con
la cual se pudiera regular la cantidad de luz deseada en cada una de las imágenes.
La cámara finalmente seleccionada fue una cámara web con conexión USB al computador, esta
cámara genera imágenes RGB.
3.1.1. Descripción general del algoritmo implementado
En la Figura 3.2 podemos ver conceptualmente como es la forma de funcionamiento general del
algoritmo para la parte de detacción de maleza, en general el algoritmo también detecta raices.
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A continuación se mostrara que sucede en cada una de las diferentes etapas del algoritmo.
Figura 3.2: Diagrama de flujo del algoritmo
Entrenamiento
La primera etapa, se refiere al Entrenamiento. La calibración y orientación de la cámara es un
procedimiento de importancia fundamental para el análisis de una imagen [34], debido a que
con este sensor se adquieren los datos a analizar, lo que sucede allí, es que se le da al programa
los patrones que debe encontrar. Para el funcionamiento de este algoritmo se debe diferenciar
la maleza del suelo, así que se decide que el programa busque dos patrones, un patrón que se
refiere a la maleza y otro patrón al suelo, así pues se tienen 2 parámetros de calibración. La
calibración se debe realizar tan solo una vez con una muestra de la maleza que se desea eliminar
en el cultivo. Esta etapa es fundamental para el correcto funcionamiento del algoritmo, pues
si se obtienen patrones mal etiquetados, el algoritmo de búsqueda encontrará lo que se brindo
como objetivo, es decir, la efectividad para que el programa encuentre lo que se desea, se basa
netamente en seleccionar apropiadamente lo que es maleza y lo que es suelo.
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Para realizar el entrenamiento del algoritmo, se da un conjunto de valores considerados pertenecientes
a un patrón x1 dentro de una imagen de muestra , por ejemplo se selecciona una parte donde
exista maleza, así pues se obtienen valores de a∗ y b∗ para cada uno de los píxeles pertenecientes
a este subconjunto de la imagen, y se saca un promedio aritmético de los valores de a∗ y b∗ para
tomarlos de referencia.
Adquisición de imágenes
Ya una vez realizado el entrenamiento, el programa inicia siempre con la sección de adquisición de
datos. Lo primero que se hace es activar el sensor, en este caso, una WebCam, con este dispositivo
se adquieren imágenes. La razón por la cual no se utilizó una cámara CCD (dispositivo de carga
acoplada) profesional es fundamentalmente el incremento en el costo del prototipo. Ademas se
probó el algoritmo se probo con 3 tipos de cámaras diferentes a lo largo de su implementación,
las cámaras fueron:
Logitech V-UBB39,
Genius VideoCAM Messenger.
Trust WB-8300X 2 MP.
Lo cual demostró que la adquisición con cámaras Web es posible y además brinda la resolución
necesaria para identificar colores en una imagen, siempre y cuando se conserven las condiciones
de iluminación de forma constante, si no se pueden presentar los problemas descritos en el
Capítulo 2. Además para el caso específico del las WebCam, se debe tener en cuenta que pequeñas
variaciones de luminosidad generan grandes cambios de tonalidad, lo cual llevó a la construcción
de una cámara oscura.
3.2. Módulo de análisis y Procesamiento de imágenes
Transformación de espacios de color
Inicialmente la cámara toma las imágenes en el formato RGB, posteriormente se pasa al for-
mato cieL∗a∗b∗, por medio de transformaciones entre espacios de color. La idea de realizar esta
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transformación es simplificar el manejo de variables, pues el manejo de colores en el espacio
cieL∗a∗b∗ es mucho más intuitivo que en el RGB.
La imagen se captura en el formato RGB 24 bits, con un tamaño de 160 x 120 píxeles. Lo primero
que se realiza es transformar la imagen al sistema de color L∗a∗b∗, debido a que este sistema es
bastante eficiente y fácil de “abstraer”, el sistema L∗a∗b∗ más específicamente CIEL∗a∗b∗ es un
espacio de color donde se maneja en la coordenada L la luminosidad y en a y b los opuestos del
color.
Búsqueda de patrones
Se ha demostrado que los beneficios del control automatizado en agricultura conllevan a au-
mentar la productividad. [96]. Se ha visto que en la agricultura, el área de procesamiento de
imágenes tiene una amplia aplicación, por ejemplo en China (China Agriculturar University) se
han llevado a cabo pruebas de algoritmos para diferenciar las plantas del suelo para guiar un
vehículo autónomo. en el caso del algoritmo desarrollado, la idea no es guiar el vehículo sino que
el quemador montado sobre el vehículo responda apropiadamente a la cantidad de maleza en el
campo que recorre.
El software de desarrollo es Matlab y se desarrolló una interfaz gráfica para facilitar el uso
del programa, el modo de funcionamiento del programa se explica en el apéndice A . En este
módulo es bastante importante denotar la rapidez en el momento de obtener resultados a partir
de la imagen inicial, existen resultados de procesamiento de imagen en tiempo real que toma
aproximadamente 0.2s por imagen [96], en el caso del desarrollo de este algoritmo es bastante
importante ya que dependiendo del tiempo de análisis por imagen depende la velocidad que
pueda tomar el tractor.
En el algoritmo desarrollado se alcanzó un tiempo promedio de análisis de 0,18s para imagenes
de tamaño pequeño (160 x 120 píxeles), lo cual permite velocidades apropiadas para el tractor,
la variable que limita la velocidad del tractor es el tiempo que debe estar encendido el quemador
sobre la maleza .
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Figura 3.3: Procesamiento de la información
Este módulo, se concentra en determinar si existe o no maleza en la imágenes capturadas an-
teriormente, el objetivo principal es remover cualquier tipo de planta, por lo cual se decide que
se debe localizar el color verde dentro de cada una de las imágenes que tengamos, pues como se
dijo anteriormente este procedimiento es previo al cultivo y se asume que cualquier planta que
haya crecido no se desea en ese momento, por lo tanto es Maleza.
La siguiente sección del algoritmo se refiere a la segmentación en las clases que se asignaron
con la calibración, esta búsqueda de patrones se hace por medio de un algoritmo dedicado a
encontrar patrones no-paramétricos. Con la regla del kn−vecino más cercano, básicamente lo
que se hace es generar vectores x1, x2 y x3 de muestras etiquetadas como Maleza, Suelo y Raíces
respectivamente, así pues, lo que continua es la búsqueda de estas clases en la imagen (matriz
de datos) para posteriormente binarizar la totalidad de la matriz en las tres clases buscados.
Simplificación de la información
Una vez buscados y encontrados los patrones, se sabe en que secciones de la imagen hay o no
maleza. Para simplificar el post procesamiento de la imagen y manipular los datos de una forma
más sencilla y más liviana de procesar, para evitar pérdidas de tiempo en procesamiento, se
procede a simplificar el arreglo de n ∗m ∗ l ∗ a ∗ b (donde n y m representan el tamaño de la
imágen en píxeles y L∗a∗b∗ representan las coordenadas del espacio del color), en un arreglo de
simplemente m ∗ n en información binaria. Es decir, se hace un recorrido sobre la información
en todo el arreglo que representa la imagen y en cada una de las posiciones se coloca 1, si
corresponde a un lugar que tiene maleza, y en el caso del suelo se asigna como valor 0.
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Promedio sectorizado
La imagen capturada se subdivide por un lado en el número de quemadores que van a ser
utilizados y en el otro lado en 3 instantes de tiempo. En el caso del diseño propuesto, se refiere a
cuatro quemadores, pues cada quemador pasará sobre el terreno en diferentes periodos de tiempo.
Así pues tenemos 12 subsecciones de la imagen que son de interés, en realidad dependiendo de
cada uno de los resultados en estas secciones se puede saber si se enciende o no el quemador.
Para esto se realiza es un promedio de cada uno de estos sectores, así en cada sección el promedio
será:
Prom =
m∑
j=1
n∑
i=1
Pixij
n×m (3.1)
Donde n×m es el tamaño de la matriz, y los valores i×j representan el tamaño de la subsección
a analizar. Por ejemplo en la siguiente matriz
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Cuadro 3.1: Promedio sectorizado
1 1 1 1
1 0 1 1
0 0 1 1
Tiene un tamaño 3× 4, según la cantidad de maleza se obtendrá un valor, con lo cual se puede
asumir que se puede regular la intensidad de la llama según la cantidad de maleza, en cada
sección. Pero, como se sabe que en realidad lo que daña o no a la maleza es un punto específico
de temperatura, se decide convertir esta señal de salida en digital, es decir, que se encienda o
no se encienda el quemador. Debido a esto se establece un valor mínimo de promedio con el
cual se encenderá el quemador, este valor corresponde a un porcentaje mínimo de maleza en
cada sección (i, j). el porcentaje mínimo de maleza por sección para activar la llama se escogió
como el 2,5% (Valor tomado en una consulta con un experto) que es bastante pequeño, no se
escogió 0% debido a que los agricultores orgánicos no tienen intención de erradicar por completo
la maleza [13], solo quitar la mayor parte que es la que genera pérdida de nutrientes para las
plantas a cultivar.
3.3. Funcionamiento del algoritmo implementado en el tiempo
La forma en que funciona el algoritmo a través del tiempo se ilustra con las siguientes imágenes.
Primero en las figuras 3.4 y 3.5 se puede observar el momento de la captura como se ve, la
imagen capturada se divide verticalmente en 3 instantes de tiempos diferentes , esto es debido
a que los quemadores pasaran por encima de esta seccion en 3 instantes de tiempo diferentes.
Figura 3.4: Vista superior, momento de la captura
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Figura 3.5: Vista lateral, momento de la captura
Además, se debe tener en cuenta que desde que el tractor toma la primera captura hasta que
saca el primer ciclo de respuestas en la parte del quemador existe un tiempo de retraso, pero solo
en esa primera vez, después cada análisis se realizará de forma continua, este retraso depende
de la velocidad del tractor y de la longitud que hay entre la cámara y el quemador.
Cuando ya el tractor se ha desplazado hasta llegar a la posición de la captura inicial se activan
los quemadores en 3 instantes de tiempo distintos para cada captura como se puede observar en
las figuras 3.6 y 3.7.
Figura 3.6: Vista superior, momento de encendido de quemadores
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Figura 3.7: Vista lateral, Momento de encendido de quemadores
3.4. Módulo de control de válvulas del quemador
El tercer y último módulo es el de salida de datos del sistema, esta salida lo que hace es controlar
la llama a través de la regulación de las válvulas de cada uno de los quemadores, para este circuito,
además de una tarjeta de salida de datos, fue necesario diseñar un circuito de potencia, para
poder manipular la válvula con el respectivo voltaje para activarla o desactivarla.
Figura 3.8: Control del quemador
Como se dijo anteriormente, no hay necesidad de carbonizar la maleza para comprobar que
realmente esté muerta, simplemente se debe dañar la estructura superficial de la planta para
que esta no pueda realizar el proceso de fotosíntesis que la mantiene con vida. La temperatura
que debe alcanzar la planta para comenzar a tener daño en las células es de 45°C [86], [55], [11].
También se ha reportado que normalmente la maleza muere con solo alcanzar temperaturas que
oscilan entre los 55 y 94°C [2], [21], [41].
También se ha encontrado que el tiempo de exposición a la llama debe estar entre 0.065 y 0.13seg.
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[86] [21] lo cual es equivalente a que el tractor se esté moviendo aproximadamente entre una
velocidad de 1,15 a 2,3 m/s, lo cual es congruente con los tiempos de procesamiento y ejecución
del programa de detección de maleza.
Durante la construcción de este módulo se tuvo en cuenta los ángulos de quemador, pues estos
ángulos afectan como la llama ataca la maleza y como mantiene una alta temperatura. [9]
Se ha determinado que los ángulos más apropiados del quemador oscilan entre los 22° a 90° [77],
[56], [39], [73], [85], este rango es muy amplio debido a que factores como el tipo de combustible,
la altura desde el suelo al quemador, la presión del combustible, el tipo de maleza, la velocidad
del tractor y por supuesto el viento son variables que afecta en gran medida la eficiencia del
control de maleza. Debido esto se han reportado discrepancias significativas entre los resultados
hallados sobre los mejores ángulos del quemador, dependiendo si estos han sido probados en
el laboratorio o en campo. Smilie y Thomas (1960) [80] encontraron que el mejor ángulo de
quemador en condiciones de laboratorio es de 22.5°, sin embargo pruebas en campo demostraron
que un ángulo de 45° era más apropiado.
Según Arscard (1998 [9]) y Hofman(1989 [41]) se recomienda utilizar una altura desde el que-
mador al suelo de 10 a 12 centímetros, para mejores resultado en la quema de maleza.
En las figuras 3.9 y 3.10, se muestra el circuito de potencia utilizado, para mas detalles de la
tarjeta impresa ver el anexo B.
Figura 3.9: Circuito
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Figura 3.10: 3D
Capítulo4
Análisis estadístico de los resultados
A través de la experimentación se puede comprobar como diferentes variables pueden afectar o no
un determinado proceso. En este caso se utiliza el diseño de experimentos como una herramienta
de análisis para el algoritmo desarrollado. La idea fundamental es determinar cuales variables
tienen efectos significativos durante el desempeño de los algoritmos y llegar a cuantificar cada
uno de esos efectos. Los factores de diseño fueron tipo de algoritmo, espacio de color, numero de
clases, tamaño. Los datos observados durante la experimentación fueron: tiempo de análisis, error
en la detección de maleza y error total. El error total se calculó con el error cuadrático medio
de las clases. El experimento se realizó con equipo portátil con procesador AMD Turion(tm)
de 64x2 bits a 1,60GHz, 2.5G de RAM con un sistema operativo Windows vista a 32 bits. Las
imágenes analizadas están en el espacio de color RGB de 24bits.
Con el fin de analizar el método del vecino más cercano se realizo un algoritmo alterno, este se
implemento basado en arboles de clasificación, pues estos permiten modelar entornos de clasifi-
cación no linear compleja, de tal forma que un problema de segmentación se puede solucionar
de forma sencilla, siempre y cuando las condiciones de clasificación estén bien definidas.
En la figura 4.1 se muestra un esquema del funcionamiento del algoritmo para segmentar las
imágenes en 3 clases diferentes: maleza, suelo y raíces.
El algoritmo también realiza segmentaciones apropiadas para la aplicación de detección y eli-
minación de maleza pero es más demorado en la clasificación de píxeles. La ventaja principal
del algoritmo es que analiza toda la imagen en vez de píxel por píxel, de tal forma que en el
caso de que toda la imagen sea de un solo tipo sea maleza, suelo o raíces, solo realizaría una
iteración, en el caso que no pueda identificar ninguna clase, divide la imagen y vuelve a ejecutar
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Figura 4.1: Algoritmo basado en arboles de clasificación
el algoritmo, de esta forma clasifica toda la imagen.
Factores de Diseño
Algoritmo: Se compararon dos tipos de algoritmo el primero basado en la regla del vecino más
cercano, y el segundo basado en clasificación por medio de árboles
Espacio de color: Se probaron previamente varios espacios de color para realizar la clasificación,
de los cuales los espacios que presentaron un mejor desempeño fueron el espacio YCbCr y el
espacio de color L*a*b
Clases: Con el fin de evaluar el desempeño del sistema se pretende analizar el comportamiento
de los algoritmos si se realiza la segmentación con 2 ó 3 clases
Tamaño: Una de las variables que se deseó analizar fue el tamaño de imagen, y observar que tan
rápido responden los algoritmos si se incrementa la información, número de píxeles a procesar.
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Datos Observados
Tiempo de análisis: Este dato es uno de los más importantes a analizar, pues la idea es
minimizarlo lo mayor posible y así aumentar la velocidad de desplazamiento del tractor. El
tiempo de análisis se refiere al tiempo que transcurre una vez se tienen los datos de la imagen
(incluyendo la transformación del espacio de color de RGB a L*a*b), hasta el momento en que
se realiza la clasificación y segmentación.
Error en la detección de maleza: Debido a que la detección de maleza es el objetivo prin-
cipal dentro de la clasificación, se pretende observar como al cambiar las variables, se puede
reducir el error. El parámetro de comparación para la clasificación se hizo por medio al segmen-
tar las imágenes manualmente y compararlas con la segmentación realizada por los algoritmos
implementados.
4.1. Diseño Factorial Completo
En un experimento factorial completo, las respuestas se miden por todas las combinaciones posi-
bles en los niveles del factor. El diseño experimental que se llevó a cabo, fue un diseño factorial
fraccionado con 4 factores de 2 niveles (2k) sin repeticiones (sólo se realizaron repeticiones para
escoger el valor medio de los tiempos de procesamiento), con el cual se corrieron los siguientes
experimentos.
Cuadro 4.1: Experimentos Realizados
Orden Algoritmo Sis. Color Tamaño Im. Clases
1 Trees Simple Pequeña 2
2 Knn YCbCr Pequeña 2
3 Trees L*a*b Pequeña 2
4 Knn L*a*b Pequeña 2
5 Trees YCbCr Grande 2
6 Knn YCbCr Grande 2
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Orden Algoritmo Sis. Color Tamaño Im. Clases
7 Trees L*a*b Grande 2
8 Knn L*a*b Grande 2
9 Trees YCbCr Pequeña 3
10 Knn YCbCr Pequeña 3
11 Trees L*a*b Pequeña 3
12 Knn L*a*b Pequeña 3
13 Trees YCbCr Grande 3
14 Knn YCbCr Grande 3
15 Trees L*a*b Grande 3
16 Knn L*a*b Grande 3
El experimento consintió en realizar 16 procesamientos de imágenes con diferentes parámetros,
los datos de salida, que se tomaron durante la experimentación fueron: Tiempo de análisis,
error en la detección de maleza y error total, donde los tiempos están en segundos y el error
esta en porcentaje. A continuación se muestran imágenes de segmentación realizada durante
los experimentos. En la figura 4.2 se puede apreciar el resultado de segmentación al utilizar
el algoritmo basado en la regla del vecino más cercano. En la figura 4.2 superior izquierda se
puede ver los píxeles que el algoritmo clasificó como maleza, en la figura superior derecha se
puede apreciar la segmentación realizada por una persona, en la figura inferior izquierda se
ve la diferencia que hay entre la segmentación por el algoritmo y la segmentación realizada
manualmente, esta diferencia es con la cual se realiza la cuantificación del error de detección
tomando como referencia la segmentación manual. En la figura 4.2 inferior izquierda se le aplica
a la imagen original una mascara para ver los píxeles de la imagen clasificada como maleza por
el algoritmo.
Asi como en la figura 4.2, se pudo observar la segmentación para la maleza, en las figuras 4.3
4.4, se pueden apreciar los resultados de segmentación realizada tanto manualmente como por
el algoritmo basado en la regla del vecino más cercano. En general como se puede apreciar la
detección de cada una de las clases es bastante buena, con el diseño experimental se cuantificó
que tan precisa fue la clasificación.
En las figuras 4.5, 4.6 y 4.7, se puede apreciar el desempeño del algoritmo basado en clasificación
por arboles, de lo cual se puede notar en una primer instancia que el algoritmo basado en la
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Figura 4.2: Detección de maleza con el algoritmo basado en la regla del vecino más cercano
Figura 4.3: Detección de suelo con el algoritmo basado en la regla del vecino más cercano
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Figura 4.4: Detección de raices con el algoritmo basado en la regla del vecino más cercano
regla del vecino más cercano es más preciso, ahora con el análisis experimental se muestra que
tan bueno es un algoritmo con respecto al otro y como se puede mejorar el desempeño de esto
con respecto a las variables analizadas.
Después de realizar cada uno de los 16 experimentos se obtuvieron los resultados que se pueden
ver en la tabla 4.2. A continuación se realizará el análisis del diseño experimental.
Cuadro 4.2: Resultados de los experimentos
Orden Tiempo
de análisis
(seg)
% Error
Maleza
% Error
suelo
% Error
Raices
% Error
Total
1 13,6971 3,8136 4,4488 - 4,1434
2 0,1055 2,7113 3,2988 - 3,0194
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Figura 4.5: Detección de maleza con el algoritmo basado en la classificación por arboles
Figura 4.6: Detección de suelo con el algoritmo basado en la classificación por arboles
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Figura 4.7: Detección de raices con el algoritmo basado en la classificación por arboles
Orden Tiempo
de análisis
(seg)
% Error
Maleza
% Error
suelo
%Error
Raices
%Error
Total
3 14,9696 5,1920 3,2352 - 4,3257
4 1,4856 2,1318 3,3636 - 2,8159
5 371,0756 2,9704 11,891 - 8,6665
6 1,1362 2,9497 7,6809 - 5,8180
7 409,2439 5,2083 10,5391 - 8,3126
8 7,6841 2,7159 7,4303 - 5,5939
9 12,2445 3,9784 5,1 1,9261 3,8964
10 0,1222 3,0534 4,5363 1,05000 3,2147
11 14,3982 5,3352 4,4818 1,60568 4,1283
12 1,4535 2,4318 5,0159 1,14091 3,2850
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Orden Tiempo
de análisis
(seg)
% Error
Maleza
% Error
suelo
%Error
Raices
%Error
Total
13 322,1205 3,0709 14,1344 3,43260 8,5828
14 1,4037 3,5369 9,1438 1,90853 5,76663
15 375,5736 5,2624 11,8027 3,36891 7,7103
16 6,7426 3,0375 9,8921 2,54722 6,1527
En los experimentos 1 a 8 no se tiene el valor para el error en la detección de raíces por que en
esos experimento se ensayo el algoritmo solo con la detección de dos clases: maleza y suelo.
4.2. Análisis de los datos obtenidos
A partir de los datos obtenidos se realizó un análisis observando como cada una de las salidas
de datos se ve afectada por los diferentes factores que se variaron durante la experimentación.
En primera instancia se analizará como varía el tiempo de análisis.
4.2.1. Tiempo de análisis vs. algoritmo, espacio de color, tamaño y número de
clases
Como se puede ver en la Figura 4.8, los efectos principales con la media de los datos para el tiem-
po de análisis son debidos básicamente al tipo de algoritmo y al tamaño de la imagen, como era
de esperarse una imagen más grande demanda más tiempo, pues es más información a analizar.
Respecto al tipo de algoritmo se puede ver que definitivamente el algoritmo implementado con
base a la regla del vecino más cercano es mucho más rápido que el de clasificación por arboles.
El sistema de color muestra una pequeña mejora al utilizarse el sistema de color YCbCr, respecto
al L*a*b, esto es básicamente por la transformación de espacios de color de la imagen original a
estos sistemas. Finalmente con respecto al numero de clases se puede apreciar que básicamente
el número de clases no influye significativamente en el tiempo de análisis del algoritmo.
En la gráfica de Pareto, Figura 4.9, se puede observar en que medida afectan cada una de las
variables y las posibles interacciones entre ellas para el tiempo de análisis. Así pues los datos
arrojados por la gráfica muestran que las variables que afectan significativamente el tiempo
de análisis son el tipo de algoritmo y el tamaño, de imagen. También se esperaba era que la
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Figura 4.8: Gráfica de efectos para Tiempo de Análisis
interacción entre estas dos variables también tuviese un peso significativo para los tiempos de
análisis. Como se puede ver las otras variables como sistema de color utilizado y número de clases
a segmentar, no tienen influencia significativa para el tiempo de análisis del los algoritmos.
Interacción de las variables para tiempo de análisis
Ahora se procede a mirar como afectan las interacción de variables afecta el tiempo de análisis.
En la figura 4.10, se pueden ver las interacciones de todas las variables analizadas entre si.
Interacción de algoritmo, espacio de color, tamaño y número de clases
La interacción del tipo de algoritmo con los dos sistemas de color propuestos para el experimento,
no muestra que existan diferencias significativas para el tiempo de análisis, por el contrario la
interacción del tipo de algoritmo con el tamaño de la imagen muestra que el algoritmo de
clasificación basado en arboles, es mucho más lento a medida que la información a analizar es
mayor, es decir a medida que la imagen es más grande, mientras que el algoritmo basado en la
regla del vecino más cercano, mantiene una relación constante, sin importar el numero de píxeles
a analizar la velocidad del algoritmo es la misma.
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Figura 4.9: Efectos Pareto para Tiempo de Análisis
Finalmente la interacción entre el tipo de algoritmo y número de clase a analizar tampoco
muestra variaciones significativas.
Interacción de espacio de color, tamaño y número de clases
La interacción tanto ente sistema de color y tamaño de imagen, y sistema de color y número
de clases no muestra variaciones significativas. Para el caso de el tiempo de análisis, el compor-
tamiento es similar en el caso de ambos sistemas de color.
Interacción de tamaño con número de clases
Como se puede ver en la figura 4.10, no existe interacción entre las variable tamaño de imagen
y numero de clases a segmentar.
En la figura 4.11, se puede observar una gráfica de cubos donde podemos apreciar que las
condiciones que arrojaron mejores resultados a lo largo del experimento fueron:
Algoritmo: Basado en la regla del vecino más cercano
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Figura 4.10: Gráfica de interacción para el error total
Sistema de color: YCbCr (aunque no es significativo)
Tamaño de imagen: Pequeña
Número de clases: No hay diferencia significativa puede ser 2 ó 3 clases
En la misma gráfica se puede observar que las condiciones que arrojaron el mayor tiempo durante
la experimentación fueron:
Algoritmo: Basado en arboles de clasificación
Sistema de color: L*a*b (aunque no es significativo)
Tamaño de imagen: Grande
Número de clases: No hay diferencia significativa puede ser 2 ó 3 clases
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Figura 4.11: Gráfica de cubos (medias de los datos) para tiempo de análisis
4.2.2. Error de detección de maleza vs. algoritmo, espacio de color, tamaño y
número de clases
De la Figura 4.12, se puede apreciar que la variable que afecta en mayor media la detección
de maleza es el tipo de algoritmo usado, siendo el algoritmo basado en la regla del vecino más
cercano el que presenta menor error, se debe tener en cuenta que aunque el desempeño del
algoritmo basado en la clasificación por arboles, es menos preciso, tiene errores de detección
por debajo del 4.5% lo cual es un error tolerable para la aplicación de quemado de maleza. La
variable que afecta en segundo lugar la detección de maleza es el sistema de color, la figura 4.12
muestra como se obtienen errores más pequeños con el sistema de color YCbCr, con respecto
al sistema de color L*a*b, más adelante se explica que tan significativo es esta variable en la
segmentación. El numero de clases a detectar afecta de forma significativa la detección de maleza,
siendo mas sencillo detectar maleza con menos clases, el error de detección de maleza aumenta
al aumentar el numero de clases a segmentar.
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La variable tamaño de imagen, no muestra que afecte de forma directa la detección de maleza.
Figura 4.12: Gráfica de efectos para el error de detección de maleza
La gráfica de Pareto para el error en la detección de maleza, figura 4.13, muestra la diferentes
variables que afectan de forma significativa la detección de maleza. Se puede apreciar que la
variable tipo de algoritmo y su interacción con el sistema de color o la interacción con el tamaño
de imagen son bastante significativas para cambiar el error de detección de maleza.
La variable sistema de color y su interacción con el tamaño de la imagen también son signi-
ficativas en el proceso de detección de maleza. En ultimo lugar la variable número de clases,
sin interacciones, muestra tener un nivel de significancia lo suficientemente alto para alterar la
respuesta de detección de maleza.
Interacción de las variables para error de detección de maleza
Al igual que para el caso de la interacción de variables para el tiempo de análisis, se pretende
mostrar la interacción de las variables para el error de detección de maleza. En la figura 4.14,
se pueden ver las interacciones de todas las variables analizadas entre si.
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Figura 4.13: Efectos Pareto para el error de detección de maleza
Interacción de algoritmo, espacio de color, tamaño y número de clases
La interacción entre el tipo de algoritmo y el sistema de colores muestra que para el algoritmo
basado en clasificación por arboles es más efectivo con el sistema de color YCbCr que con el
L*a*b, mientras que para el algoritmo basado en la regla del vecino más cercano se muestra que
con el sistema de colores L*a*b se tiene menor error en la detección de maleza.
La interacción del tipo de algoritmo con el tamaño de la imagen, muestra que existe una influencia
de forma que para el algoritmo basado en clasificación por arboles se tienen menores errores en
la detección de maleza, mientras que para el algoritmo basado en la regla del vecino más cercano
el error aumenta si el tamaño de la imagen también aumenta.
En el caso de la interacción del tipo de algoritmo con numero de clases se puede apreciar que
para ambos algoritmos se disminuye el error de detección de maleza al disminuir el número de
clases.
Interacción de espacio de color, tamaño y numero de clases
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Figura 4.14: Gráfica de interacción para el error total
La interacción entre sistema de color y tamaño de la imagen muestra que en el caso del color
YCbCr es más fácil detectar la maleza en imágenes pequeñas.
Cuando se analiza la interacción de sistema de color con numero de clases se puede notar que en
ambos sitemas de color se ver favorecida la detección de maleza con 2 clases mientras que con 3
clases el error de detección de maleza aumenta.
Interacción de tamaño con numero de clases
En esta interacción no hay diferencia entre tamaños de imagen. El numero de clases para reducir
el error de detección es 2.
En la gráfica de cubos 4.15, se puede observar que las condiciones que tienen mejores resultados
a lo largo del experimento fueron:
Algoritmo: Basado en la regla del vecino más cercano
Sistema de color: L*a*b
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Tamaño de imagen: No hay diferencia significativa
Número de clases: 2 clases
Las condiciones que arrojaron el mayor tiempo durante la experimentación fueron:
Algoritmo: Basado en arboles de clasificación
Sistema de color: YCbCr
Tamaño de imagen: No hay diferencia significativa
Número de clases: 3 clases
Figura 4.15: Gráfica de cubos (medias de los datos) para error maleza
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4.2.3. Error total vs. algoritmo, espacio de color, tamaño y número de clases
Para cada una de las clases a segmentar se obtuvieron valores de error. Se calculó un error
cuadrático medio con el error de la maleza, el suelo y las raíces, esto se hizo con el fin de
cuantificar el error del algoritmo al segmentar toda la imagen con diferentes clases.
En la Figura 4.16, el error total se ve afectado principalmente por el tipo de algoritmo y el
tamaño de imagen. Los errores de menor magnitud se encuentran con el algoritmo basado en la
regla del vecino más cercano y con un tamaño de imagen pequeña.
El sistema de color y el número de clases no afectan de forma significativa al error total.
Figura 4.16: Gráfica de efectos para error total
En el diagrama de Pareto, Figura 4.17, se puede apreciar que la variable que más afecta el error
total es el tamaño de la imagen, esto básicamente es debido a que la segmentación manual para
imágenes grandes se dificulta con respecto a la segmentación manual de imágenes pequeñas,
por tanto el resultado se presentó de esta forma. El tipo de algoritmo usado causa cambios
significativos en el error total calculado.
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Figura 4.17: Efectos Pareto para error total
Interacción de las variables para error total
En la figura 4.18, se presentan las interacciones entre las diferentes variables para el error total
calculado.
Interacción de algoritmo, espacio de color, tamaño y número de clases
La interacción entre el algoritmo y el sistema de color muestra que no hay diferencias significa-
tivas al escoger uno u otro sistema de color, en cambio cuando se analiza la interacción del tipo
de algoritmo con el tamaño de la imagen se puede apreciar que a medida que el tamaño de la
imagen aumenta el error también lo hace. En el caso de la interacción del tipo de algoritmo
con el numero de clases no se presentan variaciones significativas. En general el algoritmo que
presenta mejor comportamiento es el que está basado en la regla del vecino más cercano.
Interacción de espacio de color, tamaño y número de clases
Las interacciones de sistema de color con las variables tamaño de imagen y número de clases,
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Figura 4.18: Gráfica de interacción para el error total
no muestran cambios significativos con respecto a la variación de error total.
Interacción de tamaño con número de clases
Por último la interacción entre el tamaño de imagen y el número de clases tampoco presenta un
suficiente nivel de significancia para variar el error total.
En la figura 4.19, se aprecian las condiciones que arrojaron mejores resultados a lo largo del
experimento:
Algoritmo: Basado en la regla del vecino más cercano
Sistema de color: No hay diferencia significativa
Tamaño de imagen: Pequeña
Número de clases: No hay diferencia significativa
Las condiciones que arrojaron el mayor tiempo durante la experimentación fueron:
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Algoritmo: Basado en arboles de clasificación
Sistema de color: No hay diferencia significativa
Tamaño de imagen: Grande
Número de clases: No hay diferencia significativa
Figura 4.19: Gráfica de cubos (medias de los datos) para error total
En general al concluir el experimento se concluye que el algoritmo basado en la regla del vecino
más cercano es más rápido y tiene menores errores de detección de clases. Para mejorar los
tiempos de procesamiento es necesario manejar tamaños de imagen pequeños, con el fin de
analizar menos información.
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Capítulo5
Conclusiones y trabajo futuro
Existen diferentes técnicas de clasificación, a lo largo de este documento se explicó como se llegó
a solucionar un problema de segmentación; identificar en que lugar se encontraba la maleza
para eliminarla. Se mostró como el algoritmo basado en la regla del vecino más cercano puede
funcionar inclusive cuando existen más de 2 patrones, inclusive se probó, al segmentar una
imagen en 5 patrones diferentes (ver la sección 2.6 del capítulo 2).
El algoritmo finalmente se diseño para detectar tres patrones: maleza, suelo y raíces. El diseño
experimental que se realizó en el capítulo 4, se compararon dos algoritmos, el primero basado en
la regla del vecino más cercano y el segundo en clasificación por arboles. Para tener una precisión
en la segmentación de orden similar entre los algoritmos, se debieron realizar varias iteraciones
en el algoritmo basado en arboles de clasificación, lo cual generó que el tiempo de análisis con
esta técnica fuese mucho más lenta, aunque su segmentación es lo suficientemente buena para
detectar la maleza y posteriormente eliminarla, el tiempo de análisis limitaba drásticamente
la velocidad del tractor, por lo cual no fue practico implementarlo, mientras que los tiempos
alcanzados con el algoritmo basado en la regla del vecino más cercano son apropiados para
lograr un desplazamiento del tractor a una velocidad de trabajo regular.
Los tiempos de análisis se pueden mejorar al mejorar componentes físicos como un sistema de
adquisición de imágenes más profesional, lo cual incrementaría el costo del prototipo.
La razón principal para que el tiempo de análisis aumentará de forma significativa en los algo-
ritmos probados fue el tamaño de la imagen, es decir, la cantidad de información a clasificar.
En general los tiempos de análisis no tienen que ver ni con el sistema de color utilizado ni con
el número de patrones a clasificar, con lo cual se puede afirmar que el algoritmo funcionará en
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otras aplicaciones donde se necesite realizar selección de diferentes objetos en una imagen.
El algoritmo basado en clasificación por arboles aumenta significativamente el tiempo de análisis
al aumentar el tamaño de la imagen. Para el uso de este algoritmo se recomienda utilizar imágenes
de baja resolución para reducir tiempos de análisis, o disminuir la precisión en la segmentación,
mientras que con el algoritmo basado en la regla del vecino más cercano, los tiempos no aumentan
drásticamente al aumentar el tamaño de imagen.
Respecto al error de detección de maleza, se puede ver que el error disminuye con el sistema de
colores YCbCr para el algoritmo basado en arboles de clasificación mientras que para el basado
en la regla del vecino más cercano es mejor con el sistema de colores L*a*b. Esto puede mejorarse
para cada algoritmo al tener mejores datos de entrenamiento en el algoritmo, aunque con los
datos que se realizó el diseño experimental el error de detección de maleza no estuvo en ningún
caso por encima de 5, 4%.
En los resultados del diseño experimental se observó que la variable que más influyo en el error
total fue el tamaño de la imagen. En realidad lo que realmente determina que tan precisa va a
ser la segmentación es el tipo de algoritmo que se use, inclusive el experimento muestra que ni el
sistema de color utilizado ni el número de clases influyen significativamente en la clasificación de
todos los patrones en una imagen. Con el fin de tener errores de detección bajos se recomienda
tener mucho cuidado con la iluminación, asi pues que es de suma importancia seguir con una
cámara oscura con iluminación propia.
El proyecto se desarrolló a bajo costo con resultados bastante buenos, de lo cual se concluye que
sistemas como este se pueden implementar de una forma asequible.
Se planea cambiar el código a un compilador de licencia libre de tal forma que sea más económico
y fácil de distribuir.
Para mejorar el sistema se sugiere utilizar un sistema de mando a distancia, realizar una comu-
nicación inalámbrica, con el fin de dejar el computador de procesamiento en un lugar fijo del
campo de cultivo y solo enviar las ordenes al tractor.
En el futuro se planea que el algoritmo no solo sea efectivo para el proceso de eliminación de
maleza sino para el proceso de arado en los campos de cultivo.
ApéndiceA
Ejecución del algoritmo
A continuación se muestra como se utiliza el programa implementado.
En primera instancia se ejecuta el programa, con lo cual se muestra la siguiente ventana:
En la ventana anterior se puede seleccionar el tipo de entrada de datos, sea por cámara o sea de
archivos anteriores. Luego se continua con la etapa de calibración:
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Dependiendo si la calibración es con un archivo cargado o si es con una imagen capturada por
cámara sale la ventana calibración o calibración2.
Después de editar los valores correspondientes se pasa a la etapa de selección de muestras primero
para maleza
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luego para la tierra o suelo.
Finalmente se ejecuta el programa sea con la tarjeta de salida de datos o con una simulación en
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pantalla. La simulación en pantalla se muestra a continuación:
ApéndiceB
Circuito de potencia
A continuación se muestran los planos del circuito de potencia implementado
Ahora se muestran las imagenes correspondientes al circuito de potencia con SSRs sugerido para
tener un mejor desempeño.
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