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In cooperative communications different network nodes share their antennas
and resources to form a virtual antenna array and improve their performance
through spatial diversity. This thesis contributes to the advancement of coopera-
tive communications by developing and analyzing new multiple access cooperation
protocols that leverage the benefits of cooperation to upper network layers.
For speech communications networks, we propose a cooperative multiple ac-
cess protocol that exploits inherent characteristics of speech signals, namely, long
periods of silence, to enable cooperation without incurring bandwidth efficiency
losses. Using analytical and simulation results we show that the proposed pro-
tocol achieves significant increase in network throughput, reduction in delay, and
improved perceptual speech quality.
In TDMA networks, we investigate the problem of sharing idle time slots be-
tween a group of cooperative cognitive relays helping primary users, and a group
of cognitive secondary users. Analytical results reveal that, despite the apparent
competition between relays and secondary users, and even in case of mutual inter-
ference between the two groups, both primary and secondary users will significantly
benefit in terms of maximum stable throughput from the presence of relays.
For random access networks, we find a solution to the problem of achieving
cooperation gains without suffering from increased collision probability due to
relay transmissions. A novel cooperation protocol is developed and analyzed for
that purpose. Analytical and simulation results reveal significant improvements
in terms of throughput and delay performance of the network. Moreover, collision
probability is decreased.
Finally, in the framework of a cognitive radio network, we study the nega-
tive effects of spectrum sensing errors on the performance of both primary and
secondary networks. To alleviate those negative effects, we propose a novel joint
design of the spectrum sensing and channel access mechanisms. Results show sig-
nificant performance improvement in the maximum stable throughput region of
both networks.
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The proliferation of wireless applications with high demands in terms of signal
quality and high data rates, e.g., multimedia service through cellular networks,
has increased the attention toward the study of wireless channels. One major
challenge is the scarcity of the two fundamental resources for communications,
namely, energy and bandwidth. Another major challenges for communicating over
wireless channels is the fading nature of those channels. Fading results in random
fluctuations in the amplitude of the received signals that can result in the received
signal amplitude being very low to the extent that the receiver may not be able
to distinguish the signal from thermal noise [1], [2]. Fading is the result of the
random scattering from reflectors with different attenuation coefficients that results
in multiple copies of the signal arriving at the receiver with different gains, phase
shifts and delays. These multiple signal replicas can add together in constructive
or destructive ways resulting in the fading phenomenon [1], [2]. Therefore, there is
an urgent need for wireless communication protocols that can mitigate the fading
effect and improve the system performance.
1
1.1 Diversity
One solution to the fading nature of the wireless channels is the use of diversity
achieving schemes. Diversity can be defined as any technique by which multiple
copies of the signal are delivered to the receiver via independently fading channels
[2]. The probability of having all the channels in deep fade is much lower than
that of any individual channel. Independent channels could be generated in any of
the three physical domains: time, frequency, and space. In time, the same signal
can be transmitted at different well separated time slots to ensure uncorrelated
channel realizations. Diversity in the frequency domain could be achieved by the
transmission of the same signal over different frequency bands. Despite the gains in
signal quality, time diversity is achieved at the expense of increased system delay,
and frequency diversity is always associated with high bandwidth losses. Spatial
diversity on the other hand can be achieved through the use of multiple transmit
and/or receive antennas. The use of spatial diversity has gained a lot of interest in
the recent years since it does not incur a penalty on the system in terms of delay
or bandwidth. The diversity order of any scheme is defined as the rate of decay
of the probability of error (Pe) with the Signal-to-noise ration (SNR) when using







Spatial diversity could be achieved through the use of multiple-input-multiple-
output (MIMO) systems. A MIMO system is simply one where both the transmit-
ter and the receiver have multiple antennas. This implies that the transmitter has
the capability of transmitting a different signal from each antenna and the receiver
has as input different signals from each antenna. Therefore, MIMO channels have
the ability of adding more degrees of freedom to the conventional single antenna
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channels, which result in higher channel capacity as was shown in [3] and [4].
MIMO systems can provide performance improvement through diversity gain. For
example, if the number of antennas at the transmitter and receiver are M and N ,
respectively, and assuming independent fading between all antenna element pairs,
the probability of error at the receiver side can be shown to decay with the SNR
as SNR−MN . Code design to achieve diversity in flat fading MIMO systems, also
known as space-time codes, has been the focus of many researchers in the last
decade [5–7].
While it is feasible to equip base stations with multiple antennas, small mobile
units cannot have more than one antenna due to space constraints. This gave
rise to a revolutionary concept, namely, cooperative diversity [8–13]. Cooperative
communications benefit from the broadcast nature of the wireless channel to form
a distributed MIMO system via relaying.
1.2 Cooperative Diversity
The classical relay channel model based on additive white Gaussian noise (AWGN)
channels was presented in [14]. An upper bound on the channel capacity and
an achievable lower bound for the additive white Gaussian noise (AWGN) relay
channels were provided. Generally, the lower and upper bounds do not coincide
except for special cases as in the degraded relay channels. In [15], different coding
strategies haven been proposed, which achieve the ergodic capacity with phase
fading if the phase information is known locally and if the relays are near the
source.
3
1.2.1 PHY Layer Cooperation
User-cooperation has been first introduced and studied in [9,10]. A two-user code
division multiple access (CDMA) cooperative system, where both users are active
and use orthogonal codes, was implemented in this two-part series. Assuming the
knowledge of channel phases at the transmitter sides, increased data rates for the
cooperating users have been demonstrated.
In [12], the term cooperative diversity was introduced. Several cooperation
protocols were presented and their outage capacity was analyzed. Outage capacity
can be defined as the probability that the mutual information of a channel falls
below a certain required rate. Among the presented protocols are the decode-and-
forward, amplify-and-forward, selection relaying, and incremental relaying.
In amplify-and-forward, the relay simply scales the received version and trans-
mits an amplified version of it to the destination. Note that the amplified version
is noisy because of the noise added at the relay. Despite of the noise propagation,
it was shown in [12] that amplify-and-forward can achieve full diversity gain equal
to two, the number of cooperating nodes in this case. In the decode-and-forward,
the relay decodes the source symbol before re-transmitting to the destination. In
order to achieve a diversity of order two for the single-relay protocol, the relay
should be able to decide whether or not it has decoded correctly. This can be
achieved through the use of error detecting codes or the use of appropriate SNR
threshold at the relay node [16]. If the relay always forwards the source signal the
system will achieve a diversity of order limited by errors at the relay node(s) and
this is known as error propagation [17]. Symbol error rate performance analysis
for the single-node and multi-node decode-and-forward cooperation protocols were
provided in [16, 18].
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In selective relaying, the relay and the source are assumed to know the fade of
the channel between them, and if the signal-to-noise ratio of the signal received at
the relay exceeds a certain threshold, the relay performs decode-and-forward on
the message. On the other hand, if the channel between the source and the relay
falls below the threshold, the relay idles. Furthermore, assuming reciprocity in
the channel, the source also knows that the relay idles, and the source transmits
a copy of its signal to the destination instead. Selective relaying improves upon
the performance of decode-and-forward, as the signal-to-noise ratio threshold at
the relay can be designed to overcome the inherent problem in decode-and-forward
that the relay is required to decode correctly. Selection relaying was shown in [12]
to achieve diversity gain two.
In incremental relaying, it is assumed that there is a feedback channel from the
destination to the relay. The destination feeds back an acknowledgement to the
relay if it was able to receive the sources message correctly in the first transmission
phase, and the relay does not need to transmit then. It was shown in [12], that this
protocol has the best spectral efficiency among the proposed protocols because the
relay does not need to transmit always, and hence, the second transmission phase
becomes opportunistic depending on the channel fade of the direct channel be-
tween the source and the destination. Nevertheless, incremental relaying achieves
diversity order two [12].
1.2.2 MAC Layer Cooperation
Few works have studied the impact of cooperation on the multiple-access layers.
In [19], the authors developed a cognitive multiple access protocol that overcomes
the problem of bandwidth efficiency loss. The protocol in [19] exploits source
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burstiness to enable cooperation during silence periods of different nodes in a
TDMA network. In other words, a cooperative relay will detect and utilize empty
time slots in the TDMA frame to retransmit failed packets. Therefore, no extra
channel resources are allocated for cooperation and the system encounters no band-
width losses. The authors analyzed the protocols performance from a maximum
stable throughput point of view, and their results revealed significant performance
gains over conventional cooperation strategies.
Cooperation in random access networks has been considered in [20–22]. In [21],
the authors proposed a distributed version of network diversity multiple-access
(NDMA) [23] protocol and they provided pairwise error probability analysis to
demonstrate the diversity gain. In [20] and [22], the authors presented the notion
of utilizing the spatial separation between users in the network to assign cooperat-
ing pairs (also groups) to each other. In [22], spread spectrum random access pro-
tocols were considered in which nearby inactive users are utilized to gain diversity
advantage via cooperation assuming a symmetrical setup where all terminals are
statistically identical. However, the previously cited works still focus on physical
layer parameters as the diversity gains achieved and the outage probability. User
cooperation in slotted ALOHA random access network was investigated in [24],
where the gains of cooperation on the stability region of a network consisting of
multiple cooperating pairs is characterized.
1.3 Dissertation Outline
From the discussion above, the majority of the work on cooperative communica-
tions has focused on the different physical layer aspects of cooperation; protocol
design, analysis, possible tradeoffs, etc.
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In this thesis, our main goal is to shed more light on the impact of the coop-
erative communications paradigm on upper network layers. The main questions
we try to answer are; how can cooperation be enabled in upper network layers?
How network resources be assigned for cooperation? Finally, what are the possible
benefits and tradeoffs associated with cooperation in upper network layers?
1.3.1 Content-Aware Cooperative Multiple Access (Chap-
ter 2)
In Chapter 2, we propose a cooperative multiple access protocol that exploits
source traffic properties to enable cooperation without incurring any bandwidth
efficiency loss. Specifically, this protocol exploits the silence periods typical of
speech communications to enable relays to forward speech packets for active calls
using part of the free time slots left available by users that are silent. We provide
a complete characterization of the protocol’s performance using Markov-chains
based analysis. It is proved that through cooperation, a speech network can achieve
higher throughput, lower delays, and better perceptual speech quality. Because the
resources allocated to the relay were previously available for other users channel
access, no new exclusive channel resources are needed for cooperation and the
system encounters no bandwidth losses. On the other hand, the use of cooperation
imposes a tradeoff between the amount of help offered to active calls and the ability
of the network to admit new users. This tradeoff is identified and analyzed. It is
shown that by judicious control of this tradeoff it is possible to achieve through
cooperation significant performance improvements [25, 26].
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1.3.2 Opportunistic Multiple Access for Cooperative and
Cognitive Networks (Chapter 3)
In Chapter 3, we try to answer the questions of; how to share the under-utilized
channel resources between cooperative relays and cognitive secondary nodes? How
does the coexistence of primary relays and secondary nodes affect the performance
of both primary and secondary networks? And, what is the fundamental tradeoff
between them?
To answer these questions, we consider the uplink of a TDMA network as the
primary network, and start by studying how multiple cognitive relays can exploit
the empty time slots to offer help to the primary nodes. We address the problem
of how multiple relays share the resources among themselves, as well as, how
relays are assigned to primary nodes by proposing two different relay assignment
schemes. Then the presence of secondary nodes and their interaction with the
primary network is considered.
The described system is studied form a queuing theory point of view. And the
stability regions of both primary and secondary networks are characterized. It is
shown that because of possible collisions between relays and secondary users, the
set of queues in the network are interacting. In other words, the service process
of a given queue is dependent on the state of all other queues. To decouple the
interaction between queues and analyze the network, a dominant system approach
for the analysis of queues stability is necessary.
Results reveal that although relays occupy part of the empty time slots that
would have been available to secondary nodes, it is always beneficial to both
primary and secondary nodes that the maximum possible number of relays be
employed. On one hand, relays help the primary network achieve higher stable
8
throughput by offering different reliable paths for the packets to reach the des-
tination. On the other hand, relays will help primary nodes empty their queues
at a much faster rates, thus providing secondary nodes with more opportunities
to transmit their own information. It is interesting to note that even when sec-
ondary nodes interfere with relays transmissions, there is a significant improvement
in both primary and secondary throughput due to this fast rate of emptying the
queues [27, 28].
1.3.3 Joint Design of Spectrum Sensing and Channel Ac-
cess (Chapter 4)
In Chapter 4, we focus on the effects of spectrum sensing errors on the performance
of cognitive radio networks. We mainly try to answer the question of how the
spectrum sensing errors affects the performance of the cognitive radio network
from a multiple access protocol design point of view, and, how the joint design
of spectrum sensing and access mechanisms can mitigate the negative effects of
sensing errors.
We start by studying the effects of channel sensing errors on the performance
of the multiple access layer, and reach the conclusion that because of spectrum
sensing errors, the system suffers from severe degradation in the stability region of
both primary and secondary networks. To mitigate the negative effects of sensing
errors, we then propose a novel joint design of the spectrum sensing and access
mechanisms. The design is based on the observation that, in a binary hypothesis
testing problem, the value of the test statistic could be used as a measure of how
confident we are in the test outcome. The further the value of the test statistic is
from the decision threshold, the more confident we are that the decision is correct.
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Therefore, instead of using the hard decisions of the spectrum sensor to decide
whether to access the channel or not, a secondary user can have different access
probabilities for different values of the test statistic. Design of the joint spectrum
sensing and channel access scheme is formulated as an optimization problem. This
optimization problem is shown to be non-convex, and several approximations are
applied to the objective function to convert it to a convex problem which is easily
solved. Results reveal that there is a huge improvement in performance by virtue
of the proposed technique, and that the approximations applied do not result in
any significant performance penalties [29].
1.3.4 Random Access Cooperative Networks (Chapter 5)
Chapter 5 tries to answer the questions of how to enable cooperation in a random
access network without the possible increase in the number of packet collisions?
And, since cooperation introduces extra transmissions in the channel, what are the
benefits and possible tradeoffs associated with cooperation in this case?
To answer these questions, we start by proposing a cooperative protocol in
which a relay node is deployed to help different network nodes to forward their
packets to the access point (AP). Presence of the relay will help improve the
communication channel through the spatial diversity it creates. The main challenge
is, how to minimize the collision probability in order for the relay presence not
to degrade the network performance instead of improving it. Through a careful
design of the cooperation protocol, this goal is achieved by letting the relay deviate
from the channel access mechanism dictated by the 802.11 protocol and to access
the channel immediately after each transmission attempt on the channel. The
protocol design guarantees an uncontested access to the wireless medium to the
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relay. Analytical results reveal significant gains in terms of network throughput,
delay, the number of supported nodes, due cooperation and the proposed protocol.
Furthermore, it is shown that, by virtue of the protocol design, collision probability






As discussed in chapter 1, most of the work on cooperative communications has
focused on physical layer aspects of cooperation. Few are the works that consid-
ered the questions of; what are the effects of cooperative communications on the
performance of upper network layers? And how is it enabled and implemented
at these layers? In this chapter, we try to answer these questions by proposing a
multiple access protocol that makes use of the source traffic properties to enable
cooperation. Because the design of the protocol is highly dependent on the char-
acteristics of the source, we will consider a packet speech communication network.
Nevertheless, the main underlying ideas can be extended to other types of sources.
Speech communication has a distinct characteristic that differentiates it from
data communication. Speech sources are characterized by periods of silence in be-
tween talk spurts. The speech talk-silence patterns could be exploited in statistical
multiplexing-like schemes where silent users, release their channel resources, which
can then be utilized to admit more users to the network. This comes at the cost of
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requiring a more sophisticated multiple access protocol. One well-known protocol
to address this problem is the Packet Reservation Multiple Access (PRMA) pro-
tocol [31], which can be viewed as a combination of TDMA and slotted ALOHA
protocols. In PRMA, the channel is slotted, and users in talk spurts contend for
the channel in empty time slots. If a user is successful, then the slot is reserved for
that user. Users with reservations transmit their speech packets in their reserved
slots. When the talk spurt ends, the user stops transmitting packets, and its time
slot is free for other users to access.
If a user fails to transmit its packet due to channel errors, that user loses the
reservation, and reserved slot becomes free for contention again. Although the
effects of this operation is practically unnoticeable in channels where errors are
very infrequent, in channels with frequent errors (such as the wireless channel) the
loss of reservation due to an error has the potential to adversely affect the efficiency
of the protocol. This is because channel errors not only force the discarding of the
damaged packets, but also increase the network traffic and access delay, as users
with lost packets have to repeat the contention process again.
In this chapter we propose a cooperative multiple access protocol that uses
the properties of speech to increase the network capacity and the cooperation
efficiency. As is the case with established multiple access protocols, the network
capacity is increased by reserving network resources only to the users in a talk
spurt. Those users finishing a silence period need to contend for channel access
over a shared resource. At the same time, the use of cooperation increases the
system performance by helping users in a talk spurt reduce the probability of
dropping packets and having to contend again. Cooperation is achieved through
the deployment of a relay node. This relay node exploits the silence periods typical
13









Figure 2.1: A typical speech segment illustrating the on/off characteristic of speech.
The dashed lines take a value of 0.3 (chosen arbitrarily so the figure is sufficiently
clear) when speech is detected ”on” and a value of -0.3 when speech is detected
”off”.
of speech communications in a new way, it forwards speech packets for active
calls using part of the free time slots left available by users that are silent. Most
importantly, because the resources allocated to the relay were previously available
for other users contending for channel access, no new exclusive channel resources
are needed for cooperation and the system encounters no bandwidth losses. On the
other hand, the use of cooperation imposes a tradeoff between the amount of help
offered to active calls and the probability of a successful contention for channel
access. This kind of tradeoff is, in some sense, similar to the diversity-multiplexing
tradeoff in MIMO and other user cooperative systems. By judicious control of




2.1.1 Speech Source Model
Speech sources are characterized by periods of silence in between talk spurts that
account for roughly 60 % of the conversation time [32]. This key property could be
exploited to significantly improve the utilization of channel resources but with the
cost of requiring a more sophisticated multiple access protocol. Figure 2.1 shows
the voice signal amplitude for a speech sequence and illustrates the alternation of
speech between talking and silence periods. In the figure, the dashed line indicates
the state of the speech sequence, “on” or “off”, over the time. In order to make
the figure sufficiently clear we have chosen arbitrarily a value of 0.3 when speech
is detected “on” (talking state) and a value of -0.3 when speech is detected “off”
(silence state). In practice, the detection of the speech state is performed in the
source encoder through an algorithm named VAD (voice activity detector).
To model this alternation, each speech source in a conversation is modeled as
a two state Markov chain, namely, talk (TLK) and silence (SIL) states (Fig. 2.2).
In the figure, γ represents the transition probability from the talking state to the
silence state and σ is the transition probability from the silence state to the talking
state. The value of these two probabilities depend, of course, on the speech model
but also on the time unit used to model state transitions in the Markov chain. In
packet speech communications scenarios, as the one considered in this chapter, it
is convenient for the purpose of mathematical analysis, to choose the same basic
time unit for the Markov chain as the one used for channel access [33]. As will be
discussed in the next section, the channel is divided into TDMA time frames, each
of duration T seconds. Hence, it is suitable to choose the basic time unit for the
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SIL TLK
Figure 2.2: Speech source model using a Markov Chain. The two states TLK
and SIL, correspond to a speaker being in a talk spurt or a period of silence,
respectively.
Markov chain equal to T seconds also, which means that state transitions are only
allowed at the frame boundaries.
It is also customary in the Markov chain modeling of speech sources to assume
that the waiting time in any state has an exponential distribution [32]. Then, with
these assumptions in mind, the state transition probabilities for the Markov chain
can be calculated as follows: The transition probability from the talking state to
the silence state is the probability that a talk spurt with mean duration t1 ends in
a frame of duration T , which can be calculated as,
γ = 1 − e−T/t1 . (2.1)
Similarly, the transition probability from the silence state to the talking state is the
probability that a silence gap of mean duration t2 ends during a frame of duration
T , and is calculated as,
σ = 1 − e−T/t2 . (2.2)
2.1.2 Network Model
We consider a network with three types of nodes as illustrated in Fig. 4.2: source











Figure 2.3: Network and Channel model.
Figure 2.4: Flowchart of the PRMA protocol.
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channel and assume a packet network carrying speech traffic. Medium access in
the network is based on the Packet Reservation Multiple Access (PRMA) protocol
[31]. The PRMA protocol can be viewed as a combination of TDMA and slotted
ALOHA protocols where the channel is subdivided into time frames and each frame
is in turn subdivided into N time slots. Figure 2.4 shows a simple diagram of how
PRMA works. Those users in the process of starting a talk spurt contend for the
channel over empty time slots, independently of each other and with a fixed access
probability that we will denote as pv. If a user is successful in the contention
process, then a slot is reserved for that user; otherwise, the base station feeds back
a NULL message to make the slot available for contention in the next time frame.
Users with reserved slots keep the reservation, in principle for the duration
of the talk spurt, and use them to transmit their corresponding speech packets.
Upon ending a talk spurt, a user enters a silence state where it is not generating
or transmitting any packets. In this case, the base station feeds back a NULL
message to declare that the previously reserved time slot is free again for other
users to use (we assume immediate feedback of the NULL message). Note that the
PRMA protocol exploits the on-off nature of speech to improve the utilization of
the channel by reserving slots only to calls in a talk spurt. Nevertheless, note also
that because users contend for an empty time slot with certain probability, some
slots may be left unused even in situations of access congestion.
The state of every time slot (free or reserved) in the current frame is determined
by the base station feedback at the end of each time slot in the previous frame. It
is assumed that the feedback channel is error free, thus there is no uncertainty in
the state of any time slot. Moreover, it is assumed that the base station will also
feed back a NULL message in response to errors due to packet collisions during
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the contention process, as well as errors due to wireless channel impairments.
This means that a user will lose its reservation if it faces a channel error while
transmitting its packet.
Because speech communication is very sensitive to delay, speech packets require
prompt delivery. In PRMA, the voice packets from calls that fail the contention to
access the channel are placed in a waiting queue. If a packet remains undelivered
for a pre-specified maximum delay of Dmax frames, the packet is dropped from the
user’s queue.
2.1.3 Channel Model
The received signal at the base station can be written as
yB =
√
Gr−αB hBx + nB; (2.3)
similarly, the received signal at the relay
yR =
√
Gr−αR hRx + nR; (2.4)
where x is the transmitted signal, G the transmit power, assumed to be the same
for all users and the relay, rB and rR denotes the distance from any user to the
base station and to the relay, respectively, α is the path loss exponent, and hB
and hR are the channel fading coefficients for the user-base station and user-relay
links, respectively, which are modeled as zero-mean complex Gaussian random
variables with unit variance. The additive noise terms nB and nR are modeled as
zero-mean complex Gaussian random variables with variance N0. We assume that
the channel coefficients are constant for the transmission duration of one packet.
In this work, we only considered the case of a symmetric network, where all the
inter-users channels are assumed to be statistically identical (see Fig. 4.2).
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The success and failure of packet reception is characterized by outage events
and outage probabilities, which is defined as follows. For a target signal-to-noise
(SNR) ratio β (called outage SNR [34]), if the received SNR as a function of the
fading realization h is given by SNR(h), then the outage event O is the event
that SNR(h) < β, and Pr{SNR(h) < β} denotes the outage probability. This
definition is equivalent to the capture model in [35], [36]. The SNR threshold β
is a function of different parameters in the communication system; it is a function
of the application, the data rate, the signal-processing applied at encoder/decoder
sides, error-correction codes, and other factors. For example, varying the data rate
and fixing all other parameters, the required SNR threshold β to achieve certain
system performance is a monotonically increasing function of the data rate. Also,
increasing the signal-processing and encode/decoder complexity in the physical
layer reduces the required SNR threshold β for a required system performance.
For the channel model in (2.3) and (2.4), the received SNR of a signal trans-






Since the SNR in (2.5) is a monotone function of | hB |
2, the outage event for an
outage SNR β is equivalent to
{hB : SNRB < β} =
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Accordingly, and knowing that | hB |




















Similar relations hold for the outage probability between any user and the relay
(POR).
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2.2 Content-Aware Cooperative Multiple Access
Protocol
Transmission errors, which are inherent to wireless communication channels, have
a significant impact on the PRMA network performance [37]. On one side, if a user
experiences an error while contending for access to a time slot, it would fail on the
try and would have to contend again in another free slot. Moreover, if a user that
already holds a reserved slot experiences an error while sending a speech packet,
the user would have to give it up and go through the contention process again
because the base station would send a NULL feedback upon receiving a packet
with errors, which would also indicate that the reserved slot is free. These effects
translate into an increase in the number of contending users and, thus, a significant
increase in network traffic and in delay to gain a slot reservation. These effects
ultimately severely degrade the speech quality. In fact, the congestion may reach
a level where all users experience reduced speech quality due to packets dropped
due to excessive delay [31].
By enabling cooperation in the speech network, one can benefit from the spatial
diversity offered by cooperation to mitigate the wireless channel impairments. Here
we propose the deployment of a single relay node into the network. This node will
have the task of helping users holding slot reservations to forward their packets by
operating in an incremental decode-and-forward mode [12]. In this mode, the relay
first decodes the received packet, and then re-encodes and forwards a regenerated
version of the packet to the base station if necessary. In order to decide whether to
forward the packet or not, the relay utilizes limited feedback from the base station
in the form of automatic repeat request (here we consider the NULL feedback
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Reserved Relay Contention






Figure 2.5: The organization of time slots in a frame.
as the repeat request message to the relay). This means that the relay will only
forward the packets that were not successfully received by the base station. If the
relay successfully forwards the packet to the base station then the user owning that
packet will not lose its reservation and will continue sending new packets in the
upcoming frames. The rationale in introducing a relay is that it would result in a
more reliable end-to-end link and, hence, a reduction in the number of users losing
their reserved time slots. This leads to a further reduction in the average number
of contending users, and therefore, much lower access delay and packet dropping
probability, which ultimately improves speech quality.
To incorporate the relay operation into the network, we propose the frame
structure illustrated in Fig. 2.5. The first NT slots create a variable size (from
frame to frame) compartment of slots reserved for the talking users. Of the re-
maining (N−NT ) free slots, a fraction pr is assigned to the relay and the remaining
free slots are made available for contention. The ordering of slots in a frame is first
the NT slots reserved for the talking users, followed by NR slots assigned to the
relay, and the remaining slots are used in the contention process.
Through the base station ACK to a successful contention, all network members
will know that a new user has gained a reservation. This user’s reserved slot will
be appended to the end of the reserved slots compartment. When a user gives up
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its reservation, the base station feedback will inform all users that this time slot
will be free in the next frame. To keep the reserved slots compartment contiguous,
any user whose reserved slot is after the freed up slot will shift its transmission one
slot earlier in the next frame. It should be noted that rearrangement of reserved
slots is achieved through the information provided by the base station feedback,
and no extra scheduling is required.
In any specific frame, a fraction pr of the non-reserved slots is assigned to
the relay. In some frames, when the number of failed packets is smaller than the
number of relay slots, the relay might not use all its assigned slots to correct all the
failed packets. In such a case, when the base station detects the correction of all
failed packets, it sends a special feedback message declaring the end of the relay
slots and the start of the contention slots. Moreover, since the relay is helping
talking users only, no slots are assigned to the relay when there are no users with





0, NT = 0
round(pr(N − NT )), NT > 0
(2.8)
It is clear that the value of pr determines how much help the relay will offer
to talking users; also it determines the reduction in the number of free time slots
available for contention. Therefore, the introduction of cooperation poses a tradeoff
between the amount of help the relay offers to existing users and the ability of the
network to admit new users because of the reduction in the number of contention
slots. Since such tradeoff is governed by pr, the choice of the value of this parameter
is crucial for the optimal performance of the system. This issue will be addressed




Figure 2.6: User’s terminal model
2.3 Dynamic State Model
In this section, we develop an analytical model to study and measure the network
performance. Based on the models discussed above, a user can be in one of three
states: “SIL” when in a silence period, “CON” when contending for channel access,
and “TLK” when holding a slot reservation. The dynamics of user transitions
between these three states can be described by the Markov chain of Fig. 2.6 [33].
A user in SIL state moves to CON state when a new talk spurt begins. When there
is an available slot, with probability pv, a user in CON state will send the packet at
the head of its queue. If contention succeeds, a user in CON state transits to TLK
state, where it will have the slot reserved in subsequent frames. A user moves from
CON state to SIL state if its talk spurt ends before gaining access to the channel.
A user in TLK state transits to SIL state when its talk spurt ends, and transits
to CON state if its packet is not received correctly by the base station. This later
transition could be avoided if the relay is able to help that user.
Again, we will consider one complete frame as the time step for the Markov
chain. Although the actions of different users are independent, the transition
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probabilities between different states for a given user are in general dependent
on the number of users in CON and TLK states. These numbers will affect the
probability with which a user succeeds in contention. Moreover, the number of
users in TLK state will determine the number of slots assigned to the relay, and
hence the relay’s ability to help users.
In order to take these dependencies into consideration, the whole network will
be modeled as the two-dimensional Markov chain (MC , MT ), where MC and MT
are random variables denoting the number of users in CON and TLK states, re-
spectively. Assuming there are Mv users in the network, then the number of users
in the SIL state is MS = Mv − MC − MT . In what follows, we will analyze this
Markov chain and calculate its stationary distribution which will allow for the
derivation of different performance measures.
Let S1 = (MC1 , MT1), and S2 = (MC2 , MT2) be the system states at two con-
secutive frames. Then,
MC2 = MC1 + mSC + mTC − mCS − mCT , (2.9)
MT2 = MT1 + mCT − mTS − mTC , (2.10)
where mij denotes the number of users departing from state i ∈ {S, C, T} to state
j ∈ {S, C, T}, for example, mSC is the number of users departing from SIL state
to CON state. This implies that the transition probability between any two states
can be determined in terms of the distributions of mSC , mCS, mCT , mTS, and
mTC . Next we will calculate these distributions.
2.3.1 Distribution of mSC
From section 2.1.1, and since all users are independent, the number of users mak-
ing a transition from the SIL state to the CON state, mSC , follows a binomial
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distribution with parameter σ, where σ is defined in (2.2). Then,





σi(1 − σ)MS−i, i = 0, ..., MS. (2.11)
2.3.2 Distribution of mTS
From section 2.1.1, and from users independence, the number of users making a
transition from the TLK state to the SIL state, mTS, is binomially distributed
with parameter γ, where γ is defined in (2.1). Then,





γi(1 − γ)MT −i, i = 0, ..., MT . (2.12)
2.3.3 Distribution of mTC
A user leaves the TLK state to the CON state if its transmitted packet fails to
reach the base station successfully, and if the relay did not help that user. Also, a
user in TLK state will leave to SIL state if its talk spurt ends in the current frame
irrespective of the reception state of its last transmitted packet. This means that
this user will not attempt to retransmit its last packet in the talk spurt and the
relay will not try to help this user.
Given the number of users making transitions from TLK state to SIL state
(their talk spurt ended and have no packets to transmit), mTS, the number of
erroneous packets from the remaining users in the TLK state, ε, follows a binomial
distribution with parameter POB, the outage probability of the link between any
user and the base station as defined in (5.2). Therefore,










−i, i = 0, ..., M ′T , (2.13)
where M ′T = MT −mTS, the number of remaining users in the TLK state. Assume
that the relay can successfully receive εR packets out of the ε erroneous packets.
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Then, conditioned on ε, the number of successfully received packets by the relay,
εR, is also binomially distributed but with parameter POR, the outage probability
of the user-relay link, then,








R , i = 0, ..., ε. (2.14)
For each of the slots assigned to the relay, a packet among the εR packets in the
relay’s queue is selected at random and forwarded. It follows that for εR ≥ NR,
the number of successfully forwarded packets εF is binomially distributed with
parameter PORB, the outage probability of the link from relay to base station,








RB , i = 0, ..., NR, (2.15)
where NR is the maximum number of time slots assigned to the relay. For εR < NR,
the distribution of the number of successfully forwarded packets follows (2.15) for
i = 0, ..., εR − 1. The probability that εF = εR is











which accounts for all the possible combinations of successful and failed packet
transmissions before the εR
th successful packet.
Finally, the probability that i users make the transition from TLK state to CON
state is the probability that from the ε erroneous packets, the relay successfully
forwards (εF = εR − i) packets. Then the distribution of mTC is given by





Pr(εF = εR − i|εR = l)Pr(εR = l|ε = k)
×Pr(ε = k|mTS). (2.17)
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2.3.4 Distribution of mCT
Upon a successful contention, a user transits from the CON to the TLK state.
This transition occurs at the end of each free slot where contention can take place.
Thus, the number of contending users will vary from slot to slot. Suppose there
are MT reserved slots and the relay uses mR slots in a given frame. Then there are
(N −MT −mR) free slots for contention. We want to calculate the distribution of
the number of users that moved from CON state to TLK state at the end of the
last free slot. This distribution could be calculated using the following recurrence
model. Let q(M ′C) be the probability that a user succeeds in contention when there
are M ′C contending users, and pv the users’ channel access probability, then,





−1(1 − POB), (2.18)
which is the probability that only one user has permission to transmit and the
channel was not in outage during packet transmission.
Define Rk(M
′
C) as the probability that M
′
C users remain in the CON state at
the end of the kth available slot, (k = 0, 1, 2, ..., N − MT − mR). Conditioning on












M ′C = 0, 1, ..., MC , (2.19)
where MC is the number of users in the CON state at the beginning of the frame.







1, M ′C = MC
0, M ′C 6= MC
(2.20)
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and the boundary condition q(MC + 1) = 0, which follows from the fact that the
total number of contending users is MC . Finally, the distribution of mCT is
Pr(mCT = i|mR) = RN−MT−mR(MC − i), i = 0, ..., MC , (2.21)
i.e., the probability that i users succeed in contention in the current frame is equal
to the probability that (MC − i) users remain in the contention state at the end of
that frame.
To calculate the distribution of mR, the number of time slots the relay actually
uses out of its NR assigned slots, we condition on εR and εF , the number of packets
in the relay queue and the number of packets successfully forwarded by the relay,
respectively. The relay will use all of the NR assigned slots to successfully forward
εF packets in the following two cases; (i) εR ≥ NR, i.e., the relay has more packets
to forward than it has assigned time slots, (ii) εR < NR but 0 ≤ εF < εR, which
means that the relay has enough time slots, but is unable to successfully forward
all the packets in its queue (due to transmission errors). Therefore, Pr(mR =
NR|εR, εF ) = 1.
For the remaining case where εR < NR and εF = εR, it follows from (2.16) by
a simple change of variables that






i−εR, i = εR, ..., NR (2.22)
which is the probability that there are i failed transmissions before the εR
th suc-
cessful transmission.
2.3.5 Distribution of mCS
A user makes a transition from the CON state to the SIL state if its talk spurt
ends before gaining access to the channel. Conditioning on the number of users
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that successfully accessed the channel, mCT , and through the same argument as
in 2.3.2, we have





γi(1 − γ)MC−mCT −i, i = 0, ..., MC − mCT .
(2.23)
In what follows, we will not seek to remove the conditioning on mCT from this
distribution because this is the form we will be interested in when calculating the
state transition matrix later in this chapter.
At this point, it is important to remark that all the distributions calculated
above are state dependent because they generally depend on MC and MT . This
means that we have to calculate a different set of distributions for each possible
state of the system.
2.3.6 State transition probabilities
Here we consider the state transition matrix P. An element P (S1, S2) of this matrix
is the transition probability from state S1 = (MC1 , MT1) to state S2 = (MC2 , MT2).
It easily follows from (2.9) and (2.10), and the distributions developed above that
the transition probability P (S1, S2) is given by







Pr(mCS = x|mCT = y, S1)
×Pr(mTC = MT1 − MT2 + y − z|mTS = z, S1)
×Pr(mSC = MC2 − MC1 + x + y − z|S1)
×Pr(mCT = y|S1)Pr(mTS = z|S1), (2.24)
where M ′ = min(MC1 − x, N − MT1 − NR1), since the number of CON to TLK
transitions, mCT , cannot exceed the number of users remaining in the CON state
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after the CON to SIL transitions, or the total number of available time slots for
contention. It should be noted that,
P (S1, S2) = 0, if MT2 > min(MT1 + MC1 , N), (2.25)
since the number of users in TLK state in the next frame cannot exceed the total
number of time slots in a frame or the number of users in TLK and CON states
in the current frame. Also,
Pr(mTC = MT1 − MT2 + y − z|S1) = 0, if MT1 − MT2 + y − z > MT1 − z,
(2.26)
because the number of users leaving the SIL state cannot be larger than the number
of users initially in this state. And,
Pr(mSC = MC2 − MC1 + x + y − z|S1) = 0, if MC2 − MC1 + x + y − z > MS1 ,
(2.27)
because the number of users leaving the TLK state to the CON state cannot exceed
the difference between the number of users in the TLK state and the number of
users moving from TLK state to SIL state.
cannot be larger than the number of users initially in this state.
Finally, the stationary distribution vector π can be calculated as the left eigen-
vector of the maximum eigenvalue of the matrix P , or in other words, can be
obtained by solving π = πP.
2.4 Performance Analysis
To assess the performance of the speech network under our proposed cooperative
protocol, four measures will be considered: network throughput, multiple access
delay, packet dropping probability, and speech quality.
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2.4.1 Network Throughput
The throughput can be defined as the aggregate average amount of data trans-
ported through the channel in a unit time. In our case, the number of packets
successfully transmitted in a given frame can be decomposed into two components
linked by the tradeoff between the use of cooperation and reduction in the number
of contention slots. The first component corresponds to the contending users who
succeed in gaining access to the channel. The second corresponds to the talking
users who succeed in transmitting their packets to the base station, either directly
or through the help of the relay. Thus, the throughput can be expressed as
Th =
E {E {mCT |S1} + MT − E {mTC |S1}}
N
, (2.28)
where E{·} is the expectation operator. The term E {mCT |S1} corresponds to the
successful contention, whereas the number of successfully transmitted packets is
expressed as (MT − E {mTC |S1}), the number of users in TLK state minus the
expected number of users leaving the TLK state to the CON state, which are the
users with failures in their transmissions. Finally, the outermost expectation is
with respect to the stationary distribution of the system’s Markov chain.
2.4.2 Multiple Access Delay
The delay is the number of frames a user spends in the CON state before gaining
access to the channel. This delay is a function of the probability with which a user
succeeds in contention during a given frame. This success probability depends on
the network state at the instant the user enters the CON state, and will differ
from frame to frame according to the path the network follows in the state space.
Therefore, for exact evaluation of the multiple access delay, one should condition
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on the state at which the user of interest enters the CON state for the first time.
Starting from this state, the delay is obtained from the calculation of the statistics
of all possible paths the network follows in the state space till the user succeeds in
the contention process. It is possible to show that for a network with N time slots
per frame and Mv users, the total number of states is given by (Mv−N/2+1)(N+1)
for Mv ≥ N . For a network with Mv = N = 10, the number of states is 66. With
such large number of states, finding an exact expression for the multiple access
delay becomes prohibitively complex.
To get an approximate expression for the delay, we will assume that when the
user enters the contention state the system state will not change until that user
succeeds in contention. Thus, the success probability will be constant throughout
the whole contention process, and the delay at any given state will follow a ge-
ometric distribution with parameter ps(i), the success probability at any state i.







where Ω is the set of states where MC 6= 0 and π(i) is the i
th element of the
stationary distribution vector π.
The last step is to calculate the success probability ps(i). Given the assumption
that all users are statistically identical, the probability that a user succeeds during
contention in a given frame is equal to the probability that at least one user
succeeds during contention in that frame. Given that the frame starts with MC
contending users, and from the recursion of (2.19), the probability that no user
succeeds in contention is
RN−MT−NR(MC) =
(
1 − MCpv(1 − pv)
MC−1(1 − POB)
)(N−MT −NR) . (2.30)
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Therefore, the probability that at least one user succeeds in contention is
ps(i) =1 − RN−MT −NR(MC)
=1 −
(




2.4.3 Packet Dropping Probability
Speech communication is delay sensitive and requires prompt delivery of speech
packets. In the PRMA protocol, packets start to be dropped if they are delayed
in the network for more than a maximum allowable delay of Dmax frames. Based
on the assumption that the speech coder generates exactly one speech packet per
frame, every user will maintain a queue of length Dmax. Whenever the queue is
full at the start of a frame, the oldest packet is dropped until the user succeeds in
reserving a time slot. After gaining a reservation, in each frame the oldest packet
in the queue is transmitted and the new incoming packet is added at the end of the
queue. If the talk spurt ends before getting a slot reservation, all the packets in
the queue are dropped. Because of channel errors, a user with a reserved time slot
may lose its reservation and return to the group of contending users, thus risking
further packet dropping.
To analyze the packet dropping probability, we adopt the method developed
in [38] and [39] for the analysis of the PRMA protocol. First, we focus on the
case when a user is trying to access the channel for the first time. Given that
the system is in state i with MC contending users and MT users holding slot
reservations, consider a contending user whose talk spurt started at the current
frame. The talk spurt consists of L packets, where L is a random variable. The
user will start to contend for a time slot in the current frame and continue in
subsequent frames until it succeeds or the talk spurt ends. The user waits in the
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CON state for D frames to obtain a reservation. Using the assumption developed
in section 2.4.2 that the delay D is geometrically distributed, the probability that
a user waits for d frames given the system is in state i is
PD(d|i) = (1 − Ps(i))(Ps(i))
d, d = 0, 1, ... (2.32)
We need to distinguish between two different cases relating the length of the
talk spurt L and the maximum allowable delay Dmax. Moreover, we should note
the assumption that when a user transits to the silence state all remaining packets
in the buffer are dropped.
1. L ≤ Dmax: In this case, the buffer is long enough to store the whole talk
spurt. If reservation is obtained before the talk spurt ends, j packets are lost
if the transition from TLK to SIL occurred after the (L − j)th transmission
which has a probability of γ(1− γ)L−j . Otherwise, all the talk spurt packets






j, 0 ≤ d < L
L, d ≥ L
(2.33)
and the distribution of the number of dropped packets is given by






d=0 PD(d, i), nd = 0
∑∞
d=L+1 PD(d, i), nd = L
(2.34)
2. L > Dmax: In this case, after waiting Dmax frames, one packet is dropped per
frame until slot reservation is achieved. The dropped packet is the oldest in
the queue with an associated delay of Dmax. The number of dropped packets
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j, 0 ≤ d ≤ Dmax − 1
k, d = Dmax + k − 1,
k = 1, 2, ..., (L− Dmax)
L, d ≥ L
(2.35)
and its distribution







d=0 PD(d, i), nd = 0
(1 − Ps(i))(Ps(i))
nd, nd = 1, 2, ..., (L− Dmax)
∑∞
d=L PD(d, i), nd = L
(2.36)
We note here that although all the summations mentioned above have closed
form expressions, they tend to become complex and lengthy. Therefore, we avoid
writing them here, so as to keep the presentation compact. This will apply to the
next section.
The expected number of dropped packets for the above two cases, namely
E{nd|L ≤ Dmax, i} and E{nd|L > Dmax, i}, can be easily calculated using the
corresponding distributions and then combined to get the total expected number




E{nd|L ≤ Dmax, i}PL(l) +
∞∑
l=Dmax+1
E{nd|L > Dmax, i}PL(l),
(2.37)
where PL(l) is the probability mass function of the length of the talk spurt. From
the speech source model discussed in section 2.1.1, the talk spurt duration, L, is
geometrically distributed with parameter γ, i.e.,
PL(l) = γ(1 − γ)
l−1, l = 1, 2, ... (2.38)
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Finally, the packet dropping probability is the ratio of the average number of








where the sum is over Ω, the set of states with MC 6= 0 (since packets are dropped
only when the user is in the CON state).
Next we consider the packet dropping probability due to the first transition
from the TLK state to the CON state, which is caused by channel errors. First,
we need to make the following assumptions:
• Any user in TLK state has obtained its reservation with the first packet in
the talk spurt. This means no packets were dropped in the first contention
process. Furthermore, this packet is delayed by D0 = Davg frames, i.e., this
packet is delayed by the average multiple access delay calculated in section
2.4.2.
• The first channel error occurs while transmitting the jth packet of the talk
spurt. Since the first packet was delayed by D0 frames, the remaining maxi-
mum delay for the subsequent packets in the talk spurt is D1 = Dmax − D0
frames.
• There are L packets in the talk spurt, and L1 packets following and including
the jth packet which encountered a channel error.
Based on the time instant when the user left TLK state to CON state, we need to
analyze three cases:
Case 1:: Transmission instant of the jth packet is after the end of the talk
spurt. This means, D0 + (j − 1) ≥ L, or L1 ≤ D0. In this case all the remaining
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L1 packets are discarded without any contentions and
E{nd|L1 ≤ D0, i} = L1.
Case 2: Transmission instant of the jth packet is before the end of the talk spurt
and the remaining time till the end of the talk spurt is less than the maximum
remaining delay D1. That is, 0 < L − D0 − (j − 1) ≤ D1, or D0 < L1 ≤ Dmax. In
this case, no packets are dropped if the user gets a reserved slot before the end of
the talk spurt. Otherwise, all L1 are discarded.The number of dropped packets as





0, 0 ≤ d ≤ L1 − D0
L1, d > L1 − D0
(2.40)
and its distribution





d=0 PD(d), nd = 0
∑∞
d=L1−D0+1
PD(d), nd = L1
(2.41)
Case 3: L − D0 − (j − 1) > D1, or L1 > Dmax. In this case, the j
th packet
is dropped after waiting for D1 frames and a packet will be dropped every frame
till the user gets access to the channel. If the talk spurt ends before accessing the






0, 0 ≤ d ≤ D1 − 1
k, d = D1 + k − 1, k = 1, 2, ..., (L1 − Dmax)









d=0 PD(d, i), nd = 0
(1 − Ps(i))(Ps(i))
nd , nd = 1, 2, ..., (L1 − Dmax)
∑∞
d=L1−D0
PD(d, i), nd = L1.
(2.43)
Having the distributions of the number of dropped packets for each case, one
can calculate the corresponding expected number of dropped packets, E{nd|L1 ≤
D0, i}, E{nd|D0 < L1 ≤ Dmax, i}, and E{nd|L1 > Dmax, i}.
The next step is to average with respect to L1, the number of remaining packets
in the talk spurt after the first error. From the earlier assumptions, we have
Pr{L1 = l1|L = l} = u(1 − u)
(l−l1−1), l1 = 1, 2, ..., l − 1, (2.44)
where u is the user’s transition probability from the TLK state to the CON state.
A user leaves the TLK state to the CON state if: (i) packet transmission failed,
(ii) relay did not help that user, and (iii) talk spurt did not end during current
frame (had the talk spurt ended, the transition would have been to the SIL state).
Now, we need to consider the talk spurt length L. If (L − 1) ≤ Dmax, cases 1 and
2 above would occur, otherwise all three cases would occur. Therefore,
E{nd|L, i} = E{nd|L − 1 ≤ Dmax, i} + E{nd|L − 1 > Dmax, i}, (2.45)
where
E{nd|L − 1 ≤ Dmax, i} =
D0∑
L1=1
E{nd|L1 ≤ D0, i}Pr{L1|L}+
Dmax∑
L1=D0+1
E{nd|D0 < L1 ≤ Dmax, i}Pr{L1|L}, (2.46)
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and
E{nd|L − 1 > Dmax, i} =
D0∑
L1=1

















E{nd|L − 1 > Dmax, i}Pr{L}, (2.48)
where Pr{L} is defined in (2.38). As in (2.39), the packet dropping probability







After regaining access to the channel, a second transmission error may occur
and the user has to go through contention again and may lose some packets. This
process may be repeated several times till the end of the talk spurt. The number of
such cycles is a random variable because of the random nature of channel errors.
Furthermore, calculation of the packet dropping probability due to the second
and later errors becomes intractable due to the more complex scenarios to be
considered. To deal with this issue, the following approximation will be used [39].
Let k be the average number of transitions from TLK to CON states during a talk
spurt, k = u/γ, where u is the user’s transition probability from the TLK state to
the CON state. If u is small, k ≤ 1, and Pd can be approximated by
Pd = Pd0 + Pd1 ,
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and if u is large, then k > 1 and Pd can be approximated by
Pd = Pd0 + kPd1 .
2.4.4 Speech quality measure
We will base the voice quality assessment of our protocol on the predictive model
developed in [40]. This model uses source codec parameters, end-to-end delay
and packet dropping probability to predict the value of the conversational Mean
Opinion Score (MOSc) [41], a perceptual voice quality measure based on the ITU-
T PESQ quality measure standard [42, p. 862] that takes values in the range
from 1 (bad quality) to 5 (excellent quality). For the GSM AMR 12.2 kbps voice
codec [43], the (MOSc) can be estimated using [40] as,
MOSc = 3.91 − 0.17Pd + 1.57 · 10
−3D + 6.51 · 10−3P 2d
− 2.40 · 10−5D2 − 7.53 · 10−6PdD − 10
−4P 3d
+ 2.62 · 10−8D3 + 1.38 · 10−7PdD
2
− 5.51 · 10−8P 2d D, (2.50)
where Pd is the packet dropping probability and D is the average delay we calcu-
lated earlier.
2.5 Numerical Results and Discussions
In this section, we compare the performance of the proposed cooperative multiple
access protocol and the PRMA protocol without cooperation. The parameters
settings are as follows. The speech source model has a mean talk spurt and a
mean silence period duration of t1 = 1 and t2 = 1.35 seconds, respectively. The
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speech encoder has a 12.2 kbps data rate, and we assume each packet carries 114
bits of speech data as in the GSM system. Therefore, if each user sends a single
packet per frame, the frame duration is 9.35 ms. The maximum allowable delay is
20 ms, i.e., Dmax = 2 frames; this value of 20 ms is chosen based on the acceptable
delay for conversational interactive speech. For this setup it is possible to accept
delays of up to 100-150 ms [44]. However, there are other sources of delay such
as coding delay (typically 20 ms), network delay, delay at other transcoders in
the network, echo cancelers, etc.; so a value of 20 ms is a safe choice to ensure
good end-to-end delay behavior. Each frame is divided into N = 10 time slots,
contention permission probability pv = 0.3, SNR threshold β = 15 dB and path
loss exponent α = 3.7. The distance between any user and the base station is 100
m, between any user and the relay is 50 m, and between the relay and base station
is 100 m.
Figures 2.7-2.9 show the different performance measures vs. transmit power for
a fixed number of users Mv = 15. It is noted from the figures that there is a good
match between the analytical and simulation results, which validates our derived
analytical expressions. Fig. 2.7 depicts the gain in throughput due to cooperations.
For example, at a low power level of 50 mW, the non-cooperative throughput is
around 0.35 while the cooperative throughput with pr = 0.3 is around 0.53, which
amounts to an 80% increase.
The gains in delay and packet dropping probability are depicted in Figures
2.8 and 2.9, respectively, where again we can see significant decrease in delay and
packet dropping probability in the low power region. It is noted that increasing
the power decreases cooperation gains, which is due to the fact that at low power
levels the performance is limited by outage events, which is where the relay plays a
42























Figure 2.7: Network performance measures for 15 users and transmission power
varying from 10mW to 250mW: Throughput.
role in reducing the probability of such events. On the other hand, at high power
levels outage probability is low and the performance is limited by packet collisions.
For 75 mW transmission power, Fig. 2.10 shows the throughput against number
of users. A significant gain is achieved in throughput and in the number of users
maximizing this throughput. We see a 45 % increase in throughput and the number
of users maximizing the throughput increases from 14 to 20 users. But in a speech
network the maximum number of supported users should be defined by the speech
quality and not only the network throughput. Fig. 2.11 depicts the mean opinion
score (MOS) speech quality measure against the number of users. At MOS of 3.5
for example, which is an acceptable quality, we see that our protocol increases the
number of supported users from 23 to 26, or a 13 % increase in the number of
users.
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Figure 2.8: Network performance measures for 15 users and transmission power
varying from 10mW to 250mW: Approximate delay of (2.29).
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Figure 2.9: Network performance measures for 15 users and transmission power
varying from 10mW to 250mW: Packet dropping probability.
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Figure 2.10: Throughput vs. number of users.

























Figure 2.11: Speech quality vs. number of users.
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Figure 2.12: Throughput as a function of pr for 75mW transmission power.






















Figure 2.13: Delay as a function of pr for 75mW transmission power .
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To study the effect of the amount of resources assigned to the relay, Fig. 2.12
depicts the throughput as a function of pr for the case of a congested network
(Mv = 25) and a network with a moderate number of users (Mv = 15). It is noted
that throughput is initially increasing with pr, since increasing the pr increases the
relay’s ability to help more users combat channel fading, hence decreasing outage
probability and increasing the average number of successful packets per frame.
Then throughput starts to decrease as pr increases because of the network’s in-
ability to accept new users since the relay is occupying a larger portion of the
contention slots, thus leading to a reduction in the average number of TLK users
and a reduction in throughput. Delay performance as a function of pr is shown
in Fig. 2.13. While for a moderately loaded network the delay decreases with in-
creasing pr (up to the value of pr = 0.5 after which delay increases dramatically),
a congested network suffers from an increase in delay, which is associated with in-
creased packet dropping probability and decreased speech quality. This is mainly
due to the reduction in the number of contention slots in favor of the relay. This
effect appears in the congested network only because of the larger average number
of contending users compared to the moderately loaded case. Therefore, the intro-
duction of cooperation introduces a tradeoff between the amount of help provided
by the relay, and the network’s ability to serve users starting a talk spurt. From
Figures 2.12 and 2.13 we can see that by assigning about 30% to 50% of the free
resources to the relay good throughput performance is achieved while the delay is
kept at an acceptable level.
It should be noted that in this chapter we assumed a perfect feedback chan-
nel. However, situations may arise where the feedback message could take longer
than expected or be received in error by the relay or network users. Since it is
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through feedback messages that users and relay determine the state of each slot
in the upcoming frame and whether a packet needs retransmission or not, delays
or errors in these messages lead to ambiguity in the state of different time slots
and packet transmissions. One possible solution to deal with such an imperfect
feedback channel is to make different nodes take different actions in response to
lost or delayed feedback. For instance, a delayed or lost feedback after a packet
transmission by a user with a reserved slot can be considered by that user and
the relay as a NACK message; thus this packet will be considered for help by the
relay or retransmission by the user in the next frame, while for other users this
should be considered as an ACK message so the time slot involved will still be
considered as reserved in the next frame and no collisions occur with the original
user’s transmissions. For a contention slot, the situation should be different. All
users shall assume the delayed or lost feedback as a NACK message, so no slot
reservation is made and any user involved in the contention process will retry in
the next time slot.
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Chapter 3
Opportunistic Multiple Access for
Cooperative and Cognitive
Networks
In chapter 2, a multiple access protocol that makes use source traffic characteristics
to enable cooperation was considered. Specifically, silence periods in a speech
signal were exploited to enable relay transmissions helping network users, or could
be used to admit new users to the network. Furthermore, the tradeoff associated
with sharing the idle time slots between the relay and new network users was
investigated.
In a general data network, sources are also bursty in nature. Therefore, the pe-
riods of silence in which the source is not transmitting any data could be exploited
to enable cooperation without incurring any bandwidth efficiency losses [19]. As
the idle resources in the speech network of chapter 2 were used to admit new users,
idle resources in the data network might also be used to introduce a secondary net-
work to share these idle resources. This concept is well known as dynamic spectrum
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sharing, or cognitive radios [45].
From the analogy with the speech network of chapter 2, it is clear that coop-
erative communications and cognitive radios are closely related problems in the
sense that the available unused or under-used channel resources can be utilized
to improve the primary system performance via cooperation, or it can be shared
by a secondary system to transmit new information. Despite this fact, these two
problems have been studied independently.
In this chapter, we try to answer the questions: How can the under-utilized
channel resources be shared between cooperative relays and cognitive secondary
nodes? How does the coexistence of primary relays and secondary nodes affect the
performance of both primary and secondary networks? And, what is the funda-
mental tradeoff between them? At a first glance one might jump to the conclusion
that since relays are part of the primary network thus having higher priority over
secondary nodes, then the primary network will benefit from cooperation while sec-
ondary nodes will suffer from reduced channel access opportunities. We will prove
that this argument is not correct, and that even in the situation of interfering
relays and secondary transmissions, both networks will benefit from the presence
of relays in terms of maximum stable throughput.
To answer the questions posed above, we consider the uplink of a TDMA net-
work as the primary network, and start by studying how cognitive relays can exploit
the empty time slots to offer help to the primary nodes. We address the problem
of how multiple relays share the resources among themselves, as well as how re-
lays are assigned to primary nodes, by proposing two different relay assignment
schemes. Then the presence of secondary nodes and their interaction with the
primary network is considered. This chapter mainly focuses on the opportunistic
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multiple access aspect of the cognitive radio problem, as opposed to its dynamic
spectrum sharing aspect.
To access the channel, secondary nodes depend on sensing the channel for pri-
mary activity, either primary nodes or relay nodes transmissions. Since sensing
is not perfect, collisions might occur between primary and secondary transmis-
sions. In order to have an upper and lower bound on the system’s performance,
two extreme cases are considered in this chapter. The first is when secondary
nodes have the ability to perfectly sense relays’ transmissions, and thus access the
channel when all primary nodes and relay nodes queues are empty. In the second
case secondary nodes cannot sense relays’ transmissions at all. Since the cognitive
principle is based on the idea that the presence of the secondary system should be
transparent to the primary system (in this case both primary and relay nodes), ap-
propriate countermeasures should be adopted at the secondary nodes to minimize
interference with relay transmissions.
Because of the possible collisions between secondary and relay transmissions,
the nodes queues are interacting. To analyze the stability of the system’s queues
we resort to a stochastic dominance approach. Analyzing the stability of inter-
acting queues is a difficult problem that has been addressed for ALOHA systems
initially in [46]. Later in [47], the dominant system approach was explicitly intro-
duced and employed to find bounds on the stable throughput region of ALOHA
with a collision channel model. Many other works followed that to study the sta-
bility of ALOHA. In [48], necessary and sufficient conditions for the stability of
a finite number of queues were provided; however, the stable throughput region
was only explicitly characterized for a 3-terminals system. In [49], the authors
provided tighter bounds on the stable throughput region for the ALOHA system
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using the concept of stability ranks, which was also introduced in the same paper.
The stability of ALOHA systems under a multi-packet reception model (MPR)
was considered in [50] and [51]. Characterizing the stable throughput region for
interacting queues with M > 3 terminals is still an open problem.
The stability region is characterized for the two above mentioned scenarios and
compared to the case where the primary network doesn’t employ relays. Analytical
and numerical results reveal that although relays occupy part of the empty time
slots that would have been available to secondary nodes, it is always beneficial to
both primary and secondary nodes that the maximum possible number of relays
be employed. On one hand, relays help the primary network achieve higher stable
throughput by offering different reliable paths for the packets to reach the desti-
nation. On the other hand, relays will help primary nodes empty their queues at
a much faster rates, thus providing secondary nodes with more opportunities to
transmit their own information. It is interesting to note that even when secondary
nodes interfere with relays transmissions, there is a significant improvement in both
primary and secondary throughput due to this fast rate of emptying the queues.
3.1 System Models
We consider the uplink of a TDMA cellular network as the primary network. The
primary network consists of Mp source nodes numbered 1, 2, ..., Mp communicating
with a base station (BS) dp located at the center of the cell as illustrated in Fig. 4.2.
As part of the primary network, Mr cognitive relay nodes numbered 1, 2, ..., Mr
are deployed to help primary nodes forward their packets to the base station.
The relay nodes will exploit the under-utilized channel resources (time slots in






Figure 3.1: Network model
efficiency. A secondary network, consisting of Ms nodes numbered 1, 2, ..., Ms, tries
to exploit the unutilized channel resources to communicate their own data packets
using slotted ALOHA as their multiple access protocol. We consider a circular
cell of radius R. The BS is located at the center of the cell, and the different
nodes are uniformly distributed within the cell area. Let Mp = 1, 2, ..., Mp denote
the set of primary nodes, Mr = 1, 2, ..., Mr denote the set of relay nodes, and
Ms = 1, 2, ..., Ms denote the set of secondary nodes. .
3.1.1 Channel Model
The wireless channel between a node and its destination is modeled as a Rayleigh
flat fading channel with additive white Gaussian noise. The signal received at a













where Gi is the transmitting power, assumed to be the same for all nodes, ρij
denotes the distance between the two nodes, γ the path loss exponent, htij is the
channel fading coefficient between nodes i and j at time t and is modeled as
i.i.d zero mean, circularly symmetric complex gaussian random process with unit
variance. The term xti denotes the transmitted packet with average unit power,
and ntj denote i.i.d additive white Gaussian noise processes with zero mean and
variance N0. Since the arrivals, the channel gains, and the additive noise processes
are all assumed stationary, we can drop the index t without loss of generality.
As in the previous chapter, success and failure of packet reception are charac-























Each primary, relay, or secondary node has an infinite buffer for storing fixed
length packets. The channel is slotted in time and a slot duration equals the
packet transmission time. The arrivals at the ith primary node’s queue (i ∈ Mp),
and the jth secondary node’s queue (i ∈ Ms) are Bernoulli random variables,
i.i.d from slot to slot with mean λpi and λ
s
j , respectively. Hence, the vector
Λ = [λp1, ..., λ
p
Mp
, λs1, ..., λ
s
Ms] denotes the average arrival rates. Arrival processes
are assumed to be independent from one node to another.
Primary users access the channel by dividing the channel resources, time in









] denote a resource-sharing vector, where ωpi ≥ 0 is the fraction
of time allocated to node i ∈ Mp, or it can represent the probability that node i is
allocated the whole time slot [52]. The set of all feasible resource-sharing vectors




















In a communication network, the stability of the network’s queues is a funda-
mental performance measure. Stability can be loosely defined as having a certain
quantity of interest kept bounded. In our case, we are interested in the queue
size being bounded. More rigourously, stability can be defined as follows (for the
primary network alone). Denote the queue sizes of the transmitting nodes at any
time t by the vector Qt = [Qti, i ∈ Mp]. We adopt the following definition of







= F (x) and lim
x→∞
F (x) = 1. (3.5)
If limx→∞ limt→∞ inf Pr {Q
t
i < x} = 1, the queue is called substable. From the
definition, if a queue is stable then it is also substable. If a queue is not substable,
then it is unstable. An arrival rate vector Λ = [λp1, ..., λ
p
Mp
] is said to be stable
if there exists a resource sharing vector Ωp ∈ ̥p such that all the queues are
stable. The multidimensional stochastic process Qt can be easily shown to be
an irreducible and aperiodic discrete-time Markov chain process with a countable
number of states and state space ∈ Z
Mp
+ . For such a Markov chain, the process








> 0, i ∈ Mp. (3.6)
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If the arrival and service processes of a queueing system are strictly stationary,
then one can apply Loynes’s theorem to check for stability conditions [53]. This
theorem states that if the arrival process and the service process of a queueing
system are strictly stationary, and the average arrival rate is less than the average
service rate, then the queue is stable; if the average arrival rate is greater than the
average service rate then the queue is unstable.
3.2 Cognitive Cooperative Protocol with Multi-
ple Relays
In a TDMA system without relays, if a node does not have a packet to transmit, its
time slot remains idle, i.e., wasted channel resources. The possibility to utilize these
wasted channel resources to provide some sort of spatial diversity and increased
reliability to the TDMA system by employing a single cooperative relay node was
investigated in [19]. Here we consider the case of a network with multiple relay
nodes. We assume that relays can sense the communication channel to detect
empty time slots. This assumption is reasonable for the orthogonal multiple-access
scheme used, as there is no interference, and the relay can employ coherent or
feature detectors that have high detection probability [54]. In the presence of
interference, knowledge of the interference structure can help in the detection. The
second assumption we make is that the errors and delay in packet acknowledgement
feedback is negligible, which is reasonable for short length ACK/NACK packets as
low rate codes can be employed in the feedback channel.
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Sensing Data
Figure 3.2: Time slot structure, showing the sensing period used by the relays to
detect primary presence.
3.2.1 Cooperation Protocol
In this section, the cooperation protocol is presented. For the purpose of protocol
description and analysis we will assume that the relay selection phase has already
taken place, and that every primary node has assigned to it the best relay from the
group of available relays. Note that every primary node gets help from only one
relay, but a relay might help more than one primary node. Later in this section
we will propose two different relay selection criteria and compare between them.
The cooperative protocol operates as follows.
• At the beginning of each time slot, a node transmits the packet at the head of
its queue (if any) to the destination. Due to the broadcast nature of wireless
channel, relays can listen to the transmitted packets.
• If the packet is not received correctly by the destination, a NACK message
is fed back from the destination declaring the packet’s failure. If the relay
assigned to the packet owner was able to decode the packet correctly, it stores
the packet in its queue and sends back an ACK message to declare success-
ful reception of the packet at the relay. We assume that the ACK/NACK
feedback is immediate and error free.
• The node drops the packet from its queue if it is correctly received by either
the destination or the relay (an ACK is received from either the destination
or the relay).
58
• At the beginning of each time slot, relays sense the channel to check whether
the time slot is empty (not utilized for packet transmission) or not (see Fig.
4.1).
• Relays distribute the available time slots in a TDMA fashion. Therefore,
if a time slot is detected as empty, this free time slot will be assigned to
relay i ∈ Mr with probability ω
r







Mr) denote a resource-sharing vector, and the set of all
















• Relay i then transmits the packet at the head of its queue.
The proposed protocol is cognitive in the sense that it introduces a relay in
the network that tries detecting unutilized channel resources and use them to help
other nodes by forwarding packets lost in previous transmissions.
In this chapter, we make the assumption assume that there is enough guard
time at the beginning of each time slot that enables sensing, and that channel
sensing is error free. In the next chapter we will consider the case with imperfect
channel sensing, and the effect of sensing errors on the network’s performance.
3.2.2 Stability Analysis
In this section we characterize the maximum stable throughput region of the coop-
erative protocol and compare it against the maximum stable throughput of TDMA
without cooperation.
For the whole system to be stable, all queues therein should be stable. Hence,
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the stability region of the network is the intersection of the stability regions of the
source nodes’ queues, and the relay nodes’ queues.
Source Nodes Stability
First, we consider the stability region of the system defined by the source nodes’
queues. A source node succeeds in transmitting a packet if either the destination or
its assigned relay receive the packet successfully. Therefore, the success probability







= (1 − P oid) + (1 − P
o
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where Oij denotes complement of the event that the channel between node i and
receiver j ∈ (ri, d) (ri denotes the relay node assigned to node i, and d the desti-
nation) is in outage (i.e., the event that the packet was received successfully). If





= 1 − P oid. (3.9)
Therefore, for each queue i ∈ Mp, the queue behaves exactly as in a TDMA system
with success probability determined by (3.8) or (3.9). From Loynes’s theorem, the
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Next we consider the stability of the relays’ queues. In order to apply Loynes’
theorem, it is required that the arrival and service processes of the relays’ queues
are stationary. Let Qtj denote the j
th (j ∈ Mr) relay queue size at time t. Then






+ + X tj , (3.12)
where X ti represents the number of arrivals in time slot t and Y
t
i denotes the
possibility of serving a packet at this time slot from the ith relay queue (Y ti takes
values {0, 1}). Function (·)+ is defined as (x)+ = max(x, 0). Now we establish the
stationarity of the arrival and service processes. If source nodes’ queues are stable,
then by definition the departure processes from these nodes are stationary. A
packet departing from a node’s queue is stored in the relay’s queue (i.e., counted as
an arrival) if simultaneously the following two events happen: the node-destination
channel is in outage and the node-relay channel is not in outage. Hence, the arrival















where 1[·] is the indicator function and Ati denotes the event that slot t is assigned
to source node i. {Qti 6= 0} denotes the event that node i queue is not empty, i.e.,
the node has a packet to transmit, and according to Little’s theorem [55] it has
probability λpi /(ω
p
i Pi), where Pi is node i success probability and is defined in (3.8)
and (3.9). Finally, Sj denotes the set of source nodes to which relay j assigned to
help. The random processes involved in the above expression are all stationary,
hence, the arrival process to the relay is stationary. The average arrival rate to the
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Similarly, we establish the stationarity of the service process of the jth relay
queue. The service process of the relay queue depends by definition on the empty
slots available from primary nodes and the channel from relay to destination being
not in outage. By assuming that source nodes’ queues are stable, they offer sta-
tionary empty slots to the relay. Also the channel statistics is stationary, hence,
the relay’s service process is stationary. The service process of the jth relay’s queue















where U tj is the event that the current idle time slot is assigned to relay j to
service its queue, which has probability ωrj according to the TDMA resource sharing
policy employed by the relays. The average service rate of the relay can then be
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Using Loynes’ theorem, the stability condition for the jth relay queue is λrj < µ
r
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62
Finally, the maximum stable throughput region of the complete system defined by
the source nodes and relays queues is given by the intersection of the maximum
stable throughput regions of source nodes queues and relays queues, which can be
shown to be equal to
R = Rp
⋂
Rr = Rr. (3.19)
From 3.18 it is noted that the stability region for the cooperative protocol is
bounded by a hyperplane. Since the stability of TDMA is also determined by a
hyperplane, when comparing both stability regions it is enough to compare the
intersection of these hyperplanes with the coordinate axes . Considering the ith
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where it was assumed that relay node j is assigned to source node i. The corre-
sponding value for TDMA is given by
λp∗i (TDMA) = 1 − P
o
id. (3.21)
It is clear that the stability region for TDMA is completely contained inside
the stability region of the cooperative protocol if λp∗i (Coop) > λ
p∗
i (TDMA) for all
i ∈ Mp. Using (3.20) and (3.21), this condition is equivalent to
P ojd < P
o
id. (3.22)
These conditions have the following intuitive explanation. If the channel between
the relay and destination has higher success probability that the channel between
the terminal and destination, then it is better to have the relay help the termi-
nal transmit its packets. Note that (3.22) implies that TDMA can offer better
performance for the terminal whose outage probability does not satisfy (3.22).
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3.2.3 Relay Selection
In this section we propose two different relay assignment criteria and compare their
performance in terms of maximum stable throughput.
Nearest Neighbor
It is noted from (3.8) that the probability of a successful source node transmission
(correctly received by either the destination or the relay) is an increasing function
of the success probability of the source-relay link. This probability is in turn a
decreasing function of the distance between source node and relay node as seen
from (3.3). Therefore, in order to maximize source nodes service rates, one can
assign relays to source nodes based on the nearest neighbor criterion. That is, each
source nodes gets help from its closest relay.
Although this criterion for relay selection maximizes source nodes service rates,
it suffers from some performance degradation if the success probability of the
source-destination link is better than that of the relay-destination link, as discussed
above.
Based on this observation, the relay selection criterion is modified such that a
source node selects its nearest neighbor relay from the group of relays that are closer
to the destination than the source node itself. For the implementation of such a
selection criterion, we assume that each user can know its distance to the destina-
tion through, for example, calculating the average received power. Then through
a simple distributed protocol each node sends out a Hello message searching for
its nearest neighbors. This can be done using time of arrival (TOA) estimation
for example; see [56] and [57]. Each source node then selects the nearest neighbor
relay node with a distance closer to the destination than the source node itself.
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Maximum Success Probability
The nearest neighbor criterion considers only the maximization of the source node
service rate, and makes sure that there will be no performance degradation due to
the selection of an ill positioned relay.
In order to maximize the network’s stability region, the relay selection process
should be able to take the service rates of the relays into consideration. Intuitively,
it is beneficial (from a stability point of view) to favor the relays with higher service
rates over the ones with lower service rates. To take the relay-destination link into
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s.t. P ojd < P
o
ij , (3.23)
i.e., node i selects the relay that maximizes the overall packet success probability
over both source-relay and relay-destination links, under the constraint that the
relay-destination link has a higher success probability that the source-destination
link. Using the definition of the outage probability (4.3), it can be shown that the




s.t. ρjd < ρij , (3.24)
where ρij is the distance between source node i and relay node j, and ρid the dis-
tance between relay node j and the destination. Therefore, the maximum success
probability criterion reduces to a minimization of the sum of source-relay relay-
destination distances. It is noted that for a given source node, the optimal relay
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location is at the midpoint of the line between the source node and the destination.
This selection criterion can be implemented using the same distributed protocol
described above.
3.3 Opportunistic Multiple Access for Secondary
Nodes
In the previous section, the problem of utilizing the idle channel resources to enable
cognitive relays to help source nodes forward their packets was considered. Aside
from being used by relays, these idle channel resources could be used by a group
of secondary (unlicensed) nodes to transmit their own data packets. Therefore,
the use of these idle channel resources (time slots, in our network) offers either
diversity to the primary nodes through the group of relays, or multiplexing through
the group of secondary nodes that send new information over the channel.
In this section, we study the effect of sharing the idle time slots between relays
and secondary nodes on the performance of both primary and secondary networks.
Mainly, we focus on how the secondary network’s throughput is affected when
part of the idle channel resources are used by the relays, and how the primary
network throughput is affected when secondary transmissions interfere with relay
transmissions. Furthermore, we study the possibility that secondary nodes work as
relays for the primary network. By working as relays, the secondary nodes aim at
creating more transmission opportunities for themselves by helping primary nodes
empty their queues at a faster rate.
The secondary network consists of Ms nodes forming an ad-hoc network, in
which nodes are grouped into source-destination pairs where each source node
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communicates with its associated destination node. To access the channel, sec-
ondary nodes will sense the channel at the beginning of each time slot, as shown
in Fig. 4.1, to detect primary activity. As with the relays, we assume that the
primary detection process is error free. To share the idle time slots among the
secondary network, secondary nodes employ slotted ALOHA as a multiple ac-
cess protocol. Therefore, whenever an idle slot is detected, secondary nodes with
nonempty queues will attempt to transmit their packets with channel access prob-
ability αs.
Since both relay and secondary nodes sense the channel at the beginning of
each time slot, it is not necessary that secondary nodes will be able to detect
relay transmissions. In such situations, secondary packets will collide with relay
packets. To take these collision events into consideration, we will study two extreme
cases. The first is when the secondary nodes are always unable to detect relays
transmissions, thus always, colliding with relays if they decide to transmit at the
same time slot. The second case occurs when secondary nodes are all the time
able to detect relays presence successfully, thus no interference at all. The study of
these two cases enables us to find inner and outer bounds on the maximum stable
throughput region of the network.
Furthermore, we consider the tradeoff between the amount of help offered to the
primary network through relays, and the achievable throughput of the secondary
network. To study this tradeoff, we consider the case where relays limit their access
to the channel, therefore, providing secondary nodes with uncontested access to
the idle time slots. This is made possible by letting relays make their transmission
attempts in an empty time slot with probability an access αr. In other words,
when a relay has a packet to transit, and it encounters an idle time slot, it will
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transmit its packet with probability αr, and defer transmitting, in order to offer
allow secondary nodes to use that slot, with probability 1 − αr.
3.3.1 Case I: No Interference
Here we consider the case when secondary nodes are always able to successfully
detect relays transmissions. Therefore, no interference is exhibited by relay nodes
from secondary transmissions.
In order to share resources with secondary nodes, and enable secondary nodes
to access the idle time slots, relays will limit their access to the channel by utilizing
a transmission probability αr. In other words, when a relay detects an empty time
slot, it transmits the packet at the head of its queue with probability αr, and
remains silent with probability 1−αr. In this case, TDMA is still used to organize
relays access to idle time slots, and we assume that all relays will use the same
probability αr. Therefore, relays will collectively use a fraction αr of the idle time
slots to offer help to primary nodes, and secondary nodes will have a guaranteed
access to at least a fraction 1− αr of the idle time slots. The actual figure will be
higher since relays will not have packets to transmit all the time. It should also be
noted that, since all relays have the same access probability, this scheme will not
affect the relay selection process. In other words, if relay j is the optimal relay for
node i, then either it will remain its optimal relay, or under some conditions, it
will be better that node i does not use any relay.
Primary Network Stability Analysis
Since service processes of the primary nodes are not affected by how relays access
the channel, the stability region of the system comprised of primary queues is
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defined as in (3.11).
To characterize the stability region of the system composed of relays queues,
we first note that the arrival process to a relay queue is not affected by the relay’s
channel access mechanism. Therefore, the arrival process for relay queue j ∈ Mr
is defined as in (3.13), and its average arrival rate given by (3.13). For the jth relay
service process, stationarity of the service process could easily be established using
the same arguments used in the previous section. Therefore, the service process of

















where U tj is the event that the current idle time slot is assigned to relay j to service
its queue, which has probability ωrj according to the TDMA resource sharing policy
employed by the relays, and Pr is the event that relay j has permission to access
the channel in the current time slot, which has a probability αr. The average
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Using Loynes’ theorem, the stability condition for the jth relay queue is λrj < µ
r
j ,
and the stability region Rr of the system comprised of the relays’ queues can be























(1 − P ojd)
αr ≤ 1}, (3.27)
which can also be shown to be equal to the stability region of the whole primary
network (primary nodes and relays).
From (3.27) it is noted that the stability region in this case is also bounded
by a hyperplane. The intersection with the ith coordinate axis gives the maximum
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which is a monotonically increasing function in αr. Therefore, from the point of
view of primary network stability, it is always beneficial to assign most of the idle
resources to relays.
The condition in (3.22), defining when the cooperative protocol outperforms
TDMA, translates into
(
1 − P ojd
)
αr > (1 − P
o
id) , (3.29)
which tells us that, by limiting their access to the channel, relays appear to primary
nodes as having higher outage probabilities. Therefore, according to the value of
αr and different relays’ outage probabilities, some of the relays might be rendered
unusable, and situations might arise in which no relay is used at all.
Secondary Network Stability Analysis
Switching to the analysis of the secondary nodes stability, we recall that the sec-
ondary network consists of Ms nodes numbered 1, 2, ..., Ms, and having average
arrival rates [λs1, ..., λ
s
Ms]. Upon the detection of an idle time slot, a node with
non-empty queues will try to transmit the packet at the head of its queue with
access probability αs. A node’s sensing and channel access decisions are indepen-
dent from other nodes. We further assume for mathematical tractability that all
nodes have the same access probability αs.
To study the stability region of secondary nodes, we note first that, since sec-
ondary nodes are employing slotted ALOHA for multiple access, the secondary
nodes queues are interacting. In other words, the service rate of a given queue is
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dependent on the state of all other queues, i.e., whether they are empty or not.
Studying the stability conditions for interacting queues is a difficult problem that
has been addressed for ALOHA systems [47], [49] [50]. The concept of dominant
systems was introduced and employed in [47] to help findi bounds on the stability
region of ALOHA with collision channel. The dominant system in [47] was defined
by allowing a set of terminals with no packets to transmit to continue transmitting
dummy packets. In this manner, the queues in the dominant system stochasti-
cally dominate the queues in the original system. Or in other words, with the
same initial conditions for queue sizes in both the original and dominant systems,
the queue sizes in the dominant system are not smaller than those in the original
system.
To study the stability of the interacting system of queues consisting of sec-
ondary nodes queues, we make use of the dominant system approach to decouple
the interaction between queues. We define the dominant system as follows
• Arrivals at each queue in the dominant system are the same as in the original
system.
• Time slots assigned to primary node i ∈ Mp are identical in both systems.
• The outcomes of the “coin tossing” (that determines transmission attempts
of relay and secondary nodes) in every slot are the same.
• Channel realizations for both systems are identical.
• The noise generated at the receiving ends of both systems is identical.
• In the dominant system, secondary nodes attempt to transmit dummy pack-
ets when their queues are empty.
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Given identical initial queue sizes for both the original and dominant systems,
secondary nodes queues in the dominant system are never shorter than those in
the original one. This is true because in the dominant system, secondary nodes
suffer from an increased collision probability, thus longer queues, compared to the
original one since secondary nodes always have a packet to transmit (possibly a
dummy packet). This implies that relay nodes’ queues empty faster in the original
system and therefore relays see a lower probability of collision as compared to the
dominant system, and as a result will have shorter queues. Consequently, stability
conditions for the dominant system are sufficient for the stability of the original
system.
To prove the necessary conditions, we follow an argument similar to that used
by [47] and [50] for ALOHA systems to prove the “indistinguishability” of the
dominant and original systems at saturation. Consider the dominant system in
which secondary nodes transmit dummy packets. If along some realizations of
secondary queues of nonzero probability, secondary queues never empty, then the
original system and the dominant system are “indistinguishable”. Thus, with
a particular initial condition, if secondary queues in the dominant system never
empty with nonzero probability (i.e., it is unstable), then secondary queues in the
original system must be unstable as well. This means that the boundary of the
stability region of the dominant system is also a boundary for the stability region
of the original system. Thus, conditions for stability of the dominant system are
sufficient and necessary for the stability of the original system.
The service process of a secondary node depends on the idle time slots unused
by the primary and relay nodes. Therefore, the service process of the kth secondary
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which is the event that the primary node for which the current time slot is assigned
has an empty queue, and the relay for which the current time slot has either an








Event Ps is the event that a secondary node has a permission to transmit, which








is that only one
secondary node is transmitting in the current time slot; otherwise a collision will
occur and all packets involved will be lost. Finally, Otkd denotes the event that the
kth secondary node link to its destination is not in outage.
Assuming that primary and relay nodes’ queues are stable, then they offer
stationary empty slots. Also the channel statistics are stationary; hence, the sec-
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Using Loyne’s theorem along with (4.15), and from (3.27), the stability region


























































)Ms−1(1 − P okd), k ∈ Ms
}
. (3.32)
Dependence of secondary nodes service rates in (4.15) on the parameter αr
appears only through primary nodes success probabilities Pi defined in (3.8) and
(3.9), and relay nodes arrival rates, which are dependent on αr through the relay
assignment process. Clearly, a higher αr will result in primary nodes getting better
service from relays; thus, primary queues will have higher services rates. Therefore,
there will be a higher probability that primary queues are empty. Since relay
service rates explicitly depend on αr as shown in (3.26), higher αr will also mean
a higher probability of empty relay queues. This results in more idle time slots for
secondary nodes to exploit.
Case II: Maximum Interference
In the last section, the ideal case in which secondary nodes can sense relays’ pres-
ence was considered. Here we consider the worst case scenario where secondary
nodes cannot sense relay transmissions at all. In this case, collisions between re-
lays and secondary transmissions are inevitable. In case of a collision all packets
involved are lost, and a retransmission is necessary.
Again, to study the tradeoff between assigning idle resources to relays or sec-
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ondary nodes, the case where relays limit their access to the idle time slot and
have access probability αr is considered. Since the cognitive principle is based on
the idea that the presence of the secondary system should be transparent to the
primary system, the secondary nodes access probability αs will now play a crucial
role of limiting secondary interference to the primary network.
Because of the possible collisions between secondary and relay transmissions,
relay and secondary nodes queues form a system of interacting queues.
To study the stability of the interacting system of queues consisting of the
relay and secondary nodes queues, we make use of the dominant system approach
to decouple the interaction between the queues. The dominant system here will
be different from the one we used in the previous section because now relays are
involved in collisions. The dominant system in this case is defined as follows. For
j ∈ {1, 2}, define Dj as
• Arrivals at each queue in Dj are the same as in the original system.
• Time slots assigned to primary node i ∈ Mp are identical in both Dj and
the original systems.
• The outcomes of the “coin tossing” (that determines transmission attempts
of the relay and secondary nodes) in every slot are the same.
• Channel realizations for both systems are identical.
• The noise generated at the receiving ends of both systems is identical.
• In D1 relays will attempt to transmit dummy packets if their queues are
empty. Since secondary queues are interacting among themselves (an inter-
action that needs to be decoupled as well), secondary nodes will attempt to
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transmit dummy packets only if they are informed (with the aid of a “genie”)
that relays are not transmitting in the current time slot.
• In D2, secondary nodes attempt to transmit dummy packets when their
queues are empty, and relays operate normally.
Stability conditions for the above defined dominant system could be shown to
be necessary and sufficient for the stability of the original system through similar
arguments to the ones used in the previous section.
Dominant System D1
Under this dominant system, relays will be transmitting dummy packets if their
queues are empty. Since service processes of the primary nodes are not affected
by how relays access the channel, the stability region of the system comprised of
primary queues is defined as in (3.11).
We start by characterizing the stability region of the system defined by the
relays’ queues. As in the previous section, the average arrival rate to the relay is
unchanged and is given by (3.14). Relays’ service processes now depend on the
state of secondary queues in addition to the empty slots available from primary
nodes, and the channel from a relay to the destination not being in outage. The























which accounts for the events that, the primary node owning the current time slot
has an empty queue, the current time slot is assigned to relay j, the relay has
permission to transmit, the relay-destination link is not in outage, and finally, no
secondary node is transmitting, which is either due to empty queues or lack of
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Next, we consider the service processes for the secondary queues. Beside the
idle time slots unused by the primary nodes and other secondary nodes queues,
the service process of a secondary node now depends on whether or not relays have
permission to transmit. Therefore, the service process of the kth secondary node


























which is the event that the primary node for which the current time slot is assigned
has an empty queue, the relay has no permission to transmit, the kth secondary
node has permission to transmit, all other secondary nodes do not have permission,
and the secondary-destination link is not in outage. The average secondary service
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Ms−1(1 − P okd). (3.36)
Using Loynes’ theorem and (3.14), (3.34), and (4.30), the stability region for
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Under this dominant system, secondary nodes will be transmitting dummy packets
if their queues are empty. As it is the case in previous sections, the stability region
of the system comprised of primary queues is defined as in (3.11).
To characterize the stability region of the system defined by the relays queues,
we note that as in the previous section, the average arrival rate to the relay is























which differs from (3.33) in the term accounting for the state of secondary queues.
Here we have only the event that no secondary node has permission to transmit,
because even if the queues are empty, secondary nodes continue to transmit dummy















Next, we consider the service processes for the secondary queues. Here the
secondary service process is dependent on the states of different relay queues.






















































Ms−1(1 − P okd). (3.41)
Using Loynes’ theorem and (3.14), (3.39), and (4.32), the stability region for
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Ms−1(1 − P okd), k ∈ Ms
}
(3.42)
Finally, the whole stability region can be determined by taking the union over










The dependence of the stability region of (3.43) on the resource assignment
parameter αr is very complex to characterize. Looking at the stability conditions
of the system D1, it can be noted from (3.36) that, on one hand, the dependence
of the secondary queues service rates on the primary queues service rates makes
it beneficial to assign more idle slots to relays. On the other hand, because of
the possible collisions with relay transmissions, which is modeled with the term
(1−αr) in (3.36), it is better from a secondary network point of view to reduce the
amount of resources assigned to relays. Similarly, from (3.34) it is noted that the
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relay’s service rate has two competing components that depend on αr. The first
rises from primary queues service rates which are increasing in αr. The second is
the probability that secondary queues are empty, in which as discussed above, its
dependence on αr is not easily identified. If we then look at the dominant system
D2, it will be immediately clear from (3.39) and (4.32) that both primary and
secondary nodes will benefit from assigning more resources to relays.
3.3.2 Results and Discussions
First we present results for the proposed selection schemes by considering the
following scenario. Mp = 20 source nodes, and Mr = 1, ..., 20 relay nodes are
deployed uniformly in a circular cell of radius R = 200m, with the BS located at
the center of the cell. The propagation path loss is taken equal to γ = 3.7 and
the SNR threshold β = 35dB. The transmitted signal power is G = 100mW, and
the noise power is N0 = 10
−11. For ease of illustration we consider the aggregate




p, i ∈ Mp.
Fig. 3.3 compares the maximum stable throughput of the cooperative versus
non-cooperative networks as a function of the number of relays in the network.
Furthermore, it compares the performance of the two proposed relay selection
schemes. It is clear that the cooperative protocol outperforms its non-cooperative
counterpart; even with a single relay (which of course is not helping all the nodes)
a 25% increase in throughput is achieved. As the number of relays increases we
notice a fast increase in throughput; for example, with 5 relays the throughput is
increased by 128%. Increasing the number of relays to 10 leads to a 167% increase
in throughput. This is mainly because increasing the number of relays increases
the number of source nodes that are getting help from these relays, hence leading
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Figure 3.3: Maximum aggregate stable throughput vs. number of relays. Mp = 20
primary nodes.
to higher throughput.
From Fig. 3.3, it can be seen that the “maximum success probability” relay
selection criterion outperforms the“nearest neighbor” criterion by a margin of 3%
to 4% on average. Furthermore, it is noted that the gap between the two criteria
increases with increasing number of relays. This is due to the fact that with an
increased relay density in the network, there will be a higher probability that a
source node finds a relay at or near the optimal relay position corresponding to
that source node. While the “maximum success probability” criterion will be able
to select the relay at the optimal (or near optimal) location, the “nearest neighbor
criterion” will always pick the closest relay to the source node.
Next we consider the network stability region under the ideal case of no col-
lisions between secondary and relay nodes. In order to be able to visualize the
81






















Figure 3.4: System stability region with and without cooperation for different
values of αr.
network’s stability region, which has in general Mp + Ms dimensions, we plot the




i , for i ∈ Mp, against the




i , for i ∈ Ms.
Fig. 3.4 depicts the stability region of the system composed of the primary,
relays, and secondary nodes. The system has Mp = 20 primary nodes, Mr = 10
relay nodes, and Ms = 10 secondary nodes. The benefits of cooperation for both
primary and secondary networks are significant as illustrated. For instance, at
λp = 0.2 we observe a 350% increase in the secondary throughput. Moreover, it
is noted that both networks benefit from increasing the fraction of idle time slots
assigned to relays for cooperation. On one hand, the primary network benefits from
that increase since it will get better service from relays, which in turn increases
primary nodes service rates, thus, the network can have an extended stability region
82
















Figure 3.5: Stability region with different number of relays. Mp = 20 primary
nodes and Ms = 10 secondary nodes.
by sustaining higher arrival rates. On the other hand, secondary nodes benefit from
assigning a higher fraction of idle resources to relays, since this results in both
primary nodes and relays having higher service rates, thus, higher probability of
empty queues. With higher probability of empty queues, secondary nodes will have
an increased number of idle time slots to transmit their packets. So in conclusion,
under the current scenario of no interference between relays and secondary nodes,
it is beneficial to both primary and secondary networks to assign all idle resource
to cooperation.
Fig. 3.5 depicts the stability region of the system comprised of the primary,
relays and secondary nodes queues for αr = 1. It is clear that increasing the
number of relays in the network leads to significant improvement in the overall
stability region and not only affects primary nodes stability; e.g., for λp = 0.25 we
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Figure 3.6: System stability region with and without cooperation in case of collid-
ing relay and secondary transmissions for different values of αr.
see around 300% increase in secondary throughput when using 10 or 15 relays. This
is due to the fact that although it is apparent that increasing the number of relays
will use more and more of the idle time slots and hence decrease secondary nodes’
chance to access the channel, the relays help primary nodes empty their queues
at a faster rate, and hence provide the secondary nodes with more opportunities
to access the channel. We conclude that, with the secondary nodes able to detect
both primary and relay transmissions, it is always better to have the maximum
number possible of relays, and assign all free resources to cooperation since this
will maximize both primary and secondary networks throughput.
Finally, we consider the worst case scenario in which secondary nodes cannot
detect relay transmissions, hence always colliding with them. Fig. 3.6 depicts the
stability region for a system with Mp = 20 primary users, Ms = 10 secondary
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Figure 3.7: System stability region with and without cooperation in case of collid-
ing relay and secondary transmissions for different number of relays.
users, and Mr = 10 relays nodes, for different values of αr, and for different
values of relays in Fig. 3.7. Despite the fact that relay and secondary nodes
are competing for idle channel resources, significant improvements in the stability
regions of both primary and secondary network are observed. It is noted that, as in
the case without collisions, both networks benefit from assigning more resources for
cooperation, or increasing the number of relays in the primary network, although
this increase is apparently increasing the probability of collision. This is mainly
because the gains of cooperation on the service rates of (3.34), (4.30),(3.39), and
(4.32) exceed the degradation caused by collisions. These gains are even more
significant for higher primary arrival rate, where secondary nodes achieve much
higher throughput even in the case of increased interference.
To illustrate how the cooperation gains outweigh the degradation due to colli-
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to (1 − αr) as function of αr.








and (1 − αr)
that are the essence of the competition between these gains and degradation in
performance. It can be seen that below αr = 0.3 this ratio is less than 1, therefore,
the result is a degradation in performance, since relays are not providing enough
help to the primary network, and at the same time causing collisions with sec-
ondary transmissions. For αr > 0.3, cooperation gains start to outweigh collision
losses, and we start to notice throughput increase in both primary and secondary
networks. Finally, it is noted that the ratio in question is monotonically increasing
in αr, which agrees with the conclusions drawn earlier that it is always better to
assign all the idle resources to cooperation.
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Chapter 4
Joint Design of Spectrum Sensing
and Channel Access
In Chapter 3, opportunistic access to idle channel resources was considered. Specif-
ically, it was shown that idle resources in a wireless communications network could
be used for two groups of cognitive radio systems. The first system is composed of a
group of cooperative relays that have the ability to sense the medium for transmis-
sion opportunities and use these opportunities to offer diversity to primary nodes,
or the owners of the channel resources. The second system is comprised of a group
of secondary nodes that are interested in using the idle channel resource to transmit
their own data packets. Furthermore, the problem of sharing the under-utilized
channel resources between those two systems was thoroughly investigated.
To identify transmission opportunities, cognitive radio nodes resort to sensing
the wireless channel to detect the presence or absence of primary activity. The
fundamental assumption in Chapter 3, and in much of the work on cognitive radios
and dynamic spectrum sharing [58–61], is that the effects of the sensing mechanism
on the performance of the channel access mechanism is negligible. In other words,
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the assumption is made that secondary nodes have perfect knowledge of whether
primary nodes are active or not.
The above assumption allows the researcher to deal with the main two problems
of dynamic spectrum sharing and cognitive radios separately. The first problem is
spectrum access coordination between different secondary users while limiting the
level of interference to the primary system. In the literature, this problem has been
addressed on a negotiating/pricing basis [62–67] or an opportunistic basis [68], [69].
The second problem is the design of highly sensitive detectors to accurately detect
the presence or absence of transmissions from primary users.
This chapter will focus on the effects of spectrum sensing errors on the perfor-
mance of cognitive radio networks. While the issue of spectrum sensing errors has
been investigated at the physical layer [54,70–73], cognitive multiple access design
in the presence of sensing errors has received little attention. This chapter will deal
with that latter aspect of the problem; specifically, we try to answer the questions:
How does the spectrum sensing errors affect the performance of the cognitive ra-
dio network from a multiple access protocol design point of view? And, how can
the joint design of spectrum sensing and access mechanisms mitigate the negative
effects of sensing errors?
To answer the questions posed above, this chapter starts by studying the effects
of channel sensing errors on the performance of the multiple access layer. This is
achieved through a queueing theoretical analysis of the stability regions of both
primary and secondary networks. The stability region is characterized for different
operating points on the receiver operating characteristic (ROC) of the energy de-
tector based spectrum sensor. Results reveal a significant reduction in the stability
region of both networks due to sensing errors.
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To mitigate the negative effects of sensing errors, this chapter proposes a novel
joint design of the spectrum sensing and access mechanisms. The design is based on
the observation that, in a binary hypothesis testing problem, the value of the test
statistic could be used as a measure of how confident we are in the test outcome.
The further the value of the test statistic is from the decision threshold, the more
confident we are that the decision is correct. Therefore, instead of using the hard
decisions of the spectrum sensor to decide whether to access the channel or not,
a secondary user can have different access probabilities for different values of the
test statistic. For instance, the access probability could be higher for the values of
the test statistic further away from the decision threshold, and vice versa. Using
this technique, one can set the target false alarm probability as low as possible for
the secondary nodes not to overlook spectrum opportunities. At the same time a
low probability of collision with primary users could be maintained since the access
probability can be set to an arbitrarily low value near the decision threshold, which
is not the case with conventional designs, since lowering the false alarm probability
results in an increased probability of missed detections, hence increased probability
of collision.
4.1 System Model
As in the previous chapter, we consider the uplink of a TDMA cellular network as
the primary network. The primary network consists of Mp source nodes numbered
1, 2, ..., Mp communicating with a base station (BS) dp. A secondary network,
consisting of Ms nodes numbered 1, 2, ..., Ms, tries to exploit the unutilized channel
resources to communicate their own data packets using slotted ALOHA as their
multiple access protocol. Let Mp = 1, 2, ..., Mp denote the set of primary nodes,
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Sensing Data
Figure 4.1: Time slot structure, showing the sensing period used by secondary
users.
and Ms = 1, 2, ..., Ms denote the set of secondary nodes. .
Secondary users independently exploit instantaneous spectrum opportunities
in the channel (in the form of idle time slots in this model). At the beginning of
each slot, a secondary user with data to transmit senses the channel. A spectrum
sensor is used to detect the state of the medium (idle or busy). Based on the sensing
outcomes, the secondary user decides whether to access the channel or not. At the
end of the slot, the receiver acknowledges each successful transmission. The basic
slot structure is illustrated in Fig. 4.1.
4.1.1 Channel Model
The wireless channel between a node and its destination is modeled as a Rayleigh
flat fading channel with additive white Gaussian noise. The signal received at a












where Gi is the transmitting power, assumed to be the same for all nodes, ρij
denotes the distance between the two nodes, γ the path loss exponent, htij is the
channel fading coefficient between nodes i and j at time t and is modeled as an
i.i.d zero mean, circularly symmetric complex gaussian random process with unit
variance. The term xti denotes the transmitted signal which has an average unit
power and is assumed to be drawn from a constant modulus constellation with zero
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mean (M-ary PSK for instance). The i.i.d additive white Gaussian noise processes
ntj have zero mean and variance N0. Since the arrivals, the channel gains, and
the additive noise processes are all assumed stationary, we can drop the index t
without loss of generality.
As in the previous chapters, success and failure of packet reception are charac-






















Furthermore, we assume that whenever there is a collision between a primary
transmission and a secondary transmission, or between two or more secondary
transmissions, all the packets involved are lost.
4.1.2 Queuing Model
Here we adopt the same queuing model used in the previous chapter. Each primary
and secondary node has an infinite buffer for storing fixed length packets (see Fig.
4.2). The channel is slotted in time and a slot duration equals the packet transmis-
sion time. The arrivals at the ith primary node’s queue (i ∈ Mp), and the j
th sec-
ondary node’s queue (i ∈ Ms) are Bernoulli random variables, i.i.d from slot to slot
with mean λpi and λ
s





, λs1, ..., λ
s
Ms]
denotes the average arrival rates. Arrival processes are assumed to be independent
from one node to another.
Primary users access the channel by dividing the channel resources, time in
























































] denote a resource-sharing vector, where ωpi ≥ 0 is the fraction
of time allocated to node i ∈ Mp, or it can represent the probability that node i is
allocated the whole time slot [52]. The set of all feasible resource-sharing vectors




















In this chapter, as in the previous chapter, the stability of the network’s queues
will be used as the fundamental performance measure. Recall that if the arrival
and service processes of a queueing system are strictly stationary, then one can
apply Loynes’s theorem to check for stability conditions [53]. This theorem states
that if the arrival process and the service process of a queueing system are strictly
stationary, and the average arrival rate is less than the average service rate, then
the queue is stable; if the average arrival rate is greater than the average service
rate then the queue is unstable.
4.2 Effect of Sensing Errors on the Performance
4.2.1 Spectrum Sensing
Spectrum sensing is an essential functionality of cognitive radios, since the de-
vices need to reliably detect weak primary signals of possibly unknown types [54].
In general, spectrum sensing techniques can be classified into three categories:
energy detection [74], matched filter coherent detection [75], and cyclostationary
feature detection [76]. While these classic signal detection techniques are well
known, detecting primary transmitters in a dynamic wireless environment with
noise uncertainty, shadowing, and fading is a challenging problem as articulated
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in [70]. To improve detection accuracy, cooperative spectrum sensing has been
proposed [70], [73], [77]. The basic idea is to overcome shadowing and multipath
fading by allowing neighboring secondary users to exchange sensing information
through a dedicated control channel. In [78], two decision-combining approaches
were studied: hard decision with the AND logic operation and soft decision using
the likelihood ratio test [79]. It was shown that the soft decision combination of
spectrum sensing results yields gains over hard decision combining. In [80], the
authors exploited the fact that summing signals from two secondary users can in-
crease the signal-to-noise ratio (SNR) and detection reliability if the signals are
correlated.
Since non-coherent energy detection is simple and is able to locate spectrum
occupancy information quickly, it will be adopted in our study of the effect of
sensing errors on cognitive radios performance, and as the basis for our proposed
joint design technique. Detection of the presence of the ith primary user by the jth












ijxi + nj . (4.5)
The null hypothesis H0 represents the absence of the primary user, hence a trans-
mission opportunity to the secondary user. And the alternative hypothesis H1
represents a transmitting primary user.
The performance of the spectrum sensor is characterized by the two types of
errors and their probabilities, (i) false alarms having probability α, (ii) and missed
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detections having probability β,
α , Pr {decide H1|H0 is true} , (4.6)
β , Pr {decide H0|H1 is true} . (4.7)
The false alarm type of errors where an idle channel is erroneously detected as
busy does not incur performance degradation on the primary system, but lowers
the potential channel utilization of secondary users. On the other hand, the missed
detection events, where a secondary users fails to detect a primary transmission,
will result in a collision between primary and secondary transmissions. There-
fore, miss detection events will negatively impact the performance of the primary
system.
With the assumption that secondary users do not have prior knowledge of
primary activity patterns, the probability of miss detection β could be minimized
subject to the constraint that the probability of false alarm is no larger than a
given value α using the optimal Neyman-Pearson (NP) detector [75].
From the received signal model of (4.1), it follows that under hypothesis H0
the received signal yij is a complex Gaussian random variable with zero mean and
variance σ20 = N0, and under hypothesis H1, yij is a complex Gaussian random


















































From (4.9), the spectrum sensing problem has been reduced to a simple compar-
ison of the received signal energy ||yij||
2 to a threshold η. The optimum threshold
could then be calculated through the constraint on the false alarm probability.
We first note that, from the received signal model of (4.1), ||yij||
2 is exponen-
tially distributed with parameter 1/2σ21 and 1/2σ
2
0, under H1 and H0, respectively.
Therefore, the false alarm probability is
α = Pr{||yij||




η = −2σ20 log(α). (4.11)
Finally, the probability of misdetection is
β = Pr{||yij||
2 < η|H1} = 1 − e
− η
2σ2





It is noted that in the design above, the spectrum sensor has based its detection
on a single sample of the received signal. Increasing the number of samples will of
course increase the reliability of the sensing process. However, we limited ourselves
to this design for the purpose of mathematical tractability as it will be clear later.
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4.2.2 Performance Analysis
To analyze the effect of sensing errors on the cognitive radio system, we adopt
the stability regions of the primary and secondary networks as the performance
measure. We will consider a primary network with Mp users and assume all users
have the same arrival rate λp. The secondary network has Ms users all having
the same arrival rate λs. We further assume that within each network channels
are also symmetric. In other words, all primary users share the same channel
statistics, and all secondary users share the same channel statistics. We will begin
by characterizing the stability region for the ideal system with no sensing errors
to form a base for comparison.
System with Perfect Sensing
We start by characterizing the stability region for the primary system of queues.
Since the primary network employs TDMA as a multiple access protocol, it follows
directly from Loynes’s theorem, that the stability condition for primary network’s
stability is
λp < µp =
1 − P opd
Mp
, (4.13)
where P opd is the outage probability of the link between any primary user and its
destination, and the division by Mp accounts for the fact that the channel is divided
among Mp users.
For the secondary network, we recall that secondary users employ slotted
ALOHA to share idle time slots among themselves. Therefore, when an idle time
slot is detected, a node with non-empty queues will try to transmit the packet at
the head of its queue with access probability ps. We note that, because of the
possible collisions between secondary transmissions, secondary users’ queues are
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interacting. In other words, the service rate of a given queue is dependent on the
state of all other queues, whether they are empty or not.
To study the stability of the interacting system of queues consisting of sec-
ondary users queues, we make use of the dominant system approach we used in
the previous chapter. We define the dominant system as follows:
• Arrivals at each queue in the dominant system are the same as in the original
system.
• Time slots assigned to primary node i ∈ Mp are identical in both systems.
• The outcomes of the ”coin tossing” (that determines transmission attempts
of relay and secondary nodes) in every slot are the same.
• Channel realizations for both systems are identical.
• The noise generated at the receiving ends of both systems is identical.
• In the dominant system, secondary nodes attempt to transmit dummy pack-
ets when their queues are empty.
The service process of a secondary node depends on the idle time slots unused





















where Ati denotes the event that slot t is assigned to primary user i, {Q
t
i = 0}
denotes the event that this user’s queue is empty, i.e., the node has no packet to
transmit, and according to Little’s theorem [55] it has probability (1 − λp/µp).
From the condition if (4.13), µp = (1 − P
o
pd)/Mp. Event Ps is the event that a
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is that only one secondary node is transmitting in
the current time slot; otherwise a collision will occur and all packets involved will
be lost. Finally, Otkd denotes the event that the k
th secondary node link to its
destination is not in outage.
Assuming that primary queues are stable, then they offer stationary empty
slots. Also the channel statistics are stationary; hence, the secondary service pro-
cess is stationary. The average secondary service rate is then given by




1 − P opd
)
ps(1 − ps)
Ms−1(1 − P osd), (4.15)
where P osd is the outage probability of the link between any primary user and its
destination. Because of the symmetry assumption made above, this average service
rate is equal for all secondary users.






Using Loyne’s theorem along with (4.15), and from (4.13), the stability region
of the system defined by the primary and secondary users can be written as
R =
{
(λp, λs) ∈ R
+2 :λp <














)Ms−1(1 − P osd)
}
. (4.16)
It is clear from (4.13) and (4.15) that the primary network stability is com-
pletely independent from the secondary network operation. The secondary network
stability is dependent on the primary network through the condition of empty pri-
mary queues for secondary queues service to take place.
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System with Non-Perfect Sensing
In the case of non-perfect sensing, the events of miss detection will result in simul-
taneous primary and secondary transmissions leading to collisions and data loss.
Because of these collision events, primary and secondary queues are now interact-
ing. To analyze this interacting system of queues, we will resort to the dominant
system of the previous section.
Under the dominant system in which secondary users attempt to transmit
dummy packets if their queues are empty, the service process of the ith primary














where B is the event of a miss detection. Therefore, B
⋂
Ps is the complement
of the event that a secondary user miss detects primary activity and has access
permission, hence causing a collision with the primary user. From the definition































where A is the event of false alarm. The above definition of the secondary service
process accounts for the fact that, for a secondary user to gain uncontested access
to an idle time slot, it should correctly identify the slot as idle and have access
permission. At the same time for all other secondary users not to access that slot,
they either do not have access permission or they detect the time slot as busy.
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(1 − P opd)(1 − βps)
Ms
)
(1 − α)ps(1 − (1 − α)ps)
Ms−1(1 − P osd).
(4.20)
Using Loyne’s theorem along with (4.18), and (4.20), the stability region for a
given secondary access probability ps of the system defined by the primary and
secondary users can be written as
R(ps) =
{
(λp, λs) ∈ R
+2 : λp <








(1 − P opd)(1 − βps)
Ms
)
(1 − α)ps(1 − (1 − α)ps)




and the maximum stability region can be determined by taking the union over all












(1 − P opd)(1 − βps)
Ms
)
(1 − α)ps(1 − (1 − α)ps)
Ms−1(1 − P osd),
s.t. λp <




which requires a 1-D search and can be solved using standard methods [81].
Degradation in performance due to sensing errors is clear from (4.18) and (4.20).
It is seen that the average primary service rate is a monotonically decreasing func-
tion of the misdetection probability β. Therefore, in order not to severely de-
grade primary performance, where such a degradation contradicts the principle
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that presence of the secondary system should be transparent to the primary sys-
tem, spectrum sensors should be designed with the lowest possible β. Moreover,
with lower primary service rate, the channel will busy with higher probability,
which negatively affects secondary users, since there will be no enough idle time
slots for them to use. But, decreasing β comes at the expense of a higher false
alarm rate α, which from (4.20) will degrade the performance of secondary users.
4.2.3 Numerical Results
To see how non-perfect spectrum sensing affects the stability region of the system
of primary and secondary users, we consider a network with Mp = 2 primary
users and Ms = 2 secondary users. Distance between primary users and their
destination is set to 100m, distance between secondary users and their destination
is also 100m, and distance between primary and secondary users is 150m. SNR
threshold is 25dB, transmit power is 100mW, path loss exponent γ = 3.7, and
N0 = 10
−11.
Fig. 4.3 depicts the ROC for the used spectrum sensor. It can be seen that it
has moderate performance. Fig. 4.4 compares the stability region of the system
with perfect sensing and the system with non-perfect sensing for different values
of the false alarm rate α. The negative effect of sensing errors on the stability
of both primary and secondary users is clearly seen. For instance, for a primary
arrival rate of λp = 0.1, the maximum stable secondary throughput suffered a 74%
reduction. Furthermore, above a primary arrival rate of λp = 0.15 no secondary
user can exist in the system; otherwise the whole system of queues will become
unstable.
From Fig. 4.4 we see that by allowing the false alarm rate to increase in the
102















Figure 4.3: ROC for the spectrum sensor in use.

















Figure 4.4: Effect of sensing errors on system stability.
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detector design, a very slight improvement in secondary throughput is noticed.
This is mainly because of the reduction in missed detection probability associated
with the increase in the false alarm probability. By reducing the missed detection
probability, primary users will have better service rates, hence higher probability of
having empty queues and idle time slots. It is noted from (4.20), that the increase
in false alarm rate and reduction in missed detection probability are affecting
secondary throughput in opposite directions. However, the results of Fig. 4.4
indicates that the gains of reducing the missed detection probability outweigh the
degradation due to increased false alarm rate.
4.3 Joint Design of Sensing and Access Mecha-
nisms
In the previous section the detrimental effects of the errors in spectrum sensing
were characterized. One of the main causes of these effects is that secondary users
base their channel access decisions solely on the outcomes of the spectrum sensor
without taking into consideration the possibility that those outcomes incorrect.
For the secondary users to have better channel access decisions, it is necessary
to find a method with which they can assess the reliability of the spectrum sensor
outcomes. Here we propose the use of the decision statistic ||yps||
2 used by the
energy detector as a measure for the reliability of the spectrum sensor decisions.
The reasoning behind the use of the value of the decision statistic is that under
hypothesis H0, the value of ||yps||
2 has a much higher probability of being closer
to zero and far away from the threshold, as can be seen in Fig. 4.5 depicting the
CDF of ||yps||
2 under both hypotheses. Therefore, the lower the value of ||yps||
2,
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Figure 4.5: CDF of the decision statistic under both hypotheses. The vertical line
marks the position of the decision threshold.
the more likely hypothesis H0 is true, and the more reliable the decision is. On the
other hand, as the value of the decision statistic approaches the decision threshold
it is more or less equally likely that it is resulting from either one of the hypotheses.
Therefore, the closer the value of ||yps||
2 is to the decision threshold, the less reliable
the outcome of the spectrum sensor is.
In order to exploit the reliability measure established above in taking channel
2| |y1a 2a na
Figure 4.6: Division of the interval [0, η] into subintervals and the associated access
probabilities.
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access decisions, we propose the following scheme for channel access;
• The interval [0, η] is divided into n subintervals as shown in Fig. 4.6.
• For each subinterval i ∈ [1, n], assign an access probability ai.
• Whenever the decision statistic falls in the ith interval, secondary user will
access the channel with the associated access probability.
• In the case when ||yps||
2 > η, secondary user does not access the channel.
This scheme will enable us to have higher access probabilities for the subin-
tervals closer to zero, since in these subintervals there is a very low probability
of colliding with primary transmissions. Moreover, assign lower probabilities to
the subintervals close to the decision threshold, where there is a higher risk of
collisions.
It should be noted that under the proposed scheme, the decision threshold η is
not necessarily chosen according to the Neyman-Pearson detector design.
4.3.1 Design Methodology
In this chapter, we have considered in the stable throughput region of both primary
and secondary networks as the main measure of performance. In this section we
will use the definition of the stability regions as the main design criteria of our
proposed channel access scheme.
Since the cognitive principle is based on the idea that the presence of the sec-
ondary system should be “transparent” to the primary, and since we are interested
in the stable throughput of primary and secondary networks, we define the sec-
ondary system “transparency” as not affecting primary stability. In other words,
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for a given stable primary system with arrival rate λp, secondary activity will be
considered transparent if the primary system maintains its stability in the pres-
ence of the secondary system. Therefore, the main design criteria for the secondary
access scheme will be to maximize its own throughput under the constraint that
primary stability is not affected. This design criteria can be formulated as the




s.t. λp < µp. (4.24)
To solve the optimization problem of (4.24), we start by calculating the average
primary service rate µs under the proposed secondary access scheme. As in the
previous section, and since collisions between primary and secondary transmission
are inevitable, the group of primary and secondary queues are interacting. There-
fore, to decouple this interaction, we resort to the dominant system defined in the
previous section in which secondary users attempt to transmit dummy packets if
their queues are empty. Under this system, the service process of the jth primary
user will still be given by (4.17). The difference will be in the definition of the event
that a secondary user’s transmission collides with primary transmission, {B
⋂
Ps}.
Here the events of missed detection and channel access can no longer be separated











where ai is the access probability associated with subinterval i (see Fig. 4.6),
and p1i is the probability that the value of ||yps||
2 falls in the ith subinterval when
hypothesis H1 is true (primary user exists in the channel), which from the signal
107












Similarly, we define the probability that a secondary user accesses the channel

















Therefore, the average primary service rate is given by
µp =











The secondary users’ service process is still given by (4.19), with the event that







having probability p0s defined in (4.27). Therefore, the average secondary service
































From (4.29) and (4.30), it can be easily seen that the optimization problem
of (4.24) is a non-convex problem, which renders the task of secondary users in
designing their access strategy very complex, and not guaranteed to yield the global
optimal solution if any.
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In order to simplify the optimization problem, and convert it into a more
tractable problem to solve, expressions for primary and secondary service rates
(4.29) and (4.30) will be simplified and bounded as follows.

















and only retaining the first
order terms. Therefore, (4.29) and (4.30) are now
µp ≈





































The approximation in (4.31) has transformed the constraint of the optimization
problem into a linear constraint, but the approximate objective function in (4.32)
is still non-convex. To further simplify the objective function we note that, for a
stable primary system, the average departure rate from primary queues is equal to
their average arrival rate. Therefore, the average number of idle time slots seen by
secondary users will always be the same regardless of the actual primary service
rate as long as the system is stable.
From the above observation we can conclude that; for all sets of secondary
access probabilities that satisfy the optimization constraint (i.e., maintain primary














represents the amount of idle time slots available to the secondary system, is in
fact small. Therefore, we can safely drop this term from the objective function
since it is almost constant over the feasible set of access probabilities. Now the
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which can be solved using traditional optimization techniques [81].
4.3.2 Results and Discussions
Here we compare the performance of the proposed joint design of spectrum sens-
ing and channel access mechanisms with the conventional approach based on the
Neyman-Pearson (N-P) detector design. We consider a system with Mp = 4 pri-
mary users and Ms = 4 secondary users.
Fig. 4.7 illustrates the stability regions for the ideal case with no sensing errors,
for the N-P based detector, and our joint design scheme with n = 4 subintervals,
using the same threshold as the one used by the N-P design. Huge improvement
in the maximum stable throughput of both primary and secondary networks is
observed with our proposed scheme. We see that the range of primary arrival
rates for which secondary users can exist in the system without affecting primary
stability is now equal to that of the ideal system, compared to only 25% of that
value with the conventional design. This significant improvement is mainly because
the joint design criteria does not blindly rely on the spectrum sensor to decide when
to access the channel.
To get more insight into how the channel access probabilities are selected, Fig.
4.8 depicts the channel access probabilities as a function of primary arrival rate.
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Figure 4.7: Comparison between the joint design and the N-p design.





















Figure 4.8: Secondary access probabilities.
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Figure 4.9: Comparison between the solution of the exact and approximate opti-
mization problems.
It is noted that a1, the access probability for the interval nearest to zero, takes the
highest values. This is expected since measurements that land in the corresponding
interval have the highest probability of being generated when no primary users are
in the channel, hence it is safe that secondary users transmit. As the primary
arrival rate increases, all the access probabilities decrease in order to guarantee
the stability of primary queues. It is also noted that a3 and a4 are overlapping and
are zero except at λp = 0, which means that transmitting in the corresponding
intervals is the cause of most of the collisions.
Fig. 4.9 compares between the exact solution to the optimization problem
of (4.24) (obtained through exhaustive search) and the solution to the simplified
problem defined in (4.33). The two solutions are closely matching. We note some
deviation (maximum deviation is less than 8%) for low values of primary arrival
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rate. For low arrival rates, the imposed stability condition is rather easy to satisfy;
therefore, secondary users still have a margin of improvement by considering the
exact objective function. For high primary arrival rates the approximate solution
coincides with the exact one, revealing that the approximation gets better when
the arrival rate increases, since the stringent stability constraint in this case does





Enabling cooperation in a wireless network will in general introduce additional
transmissions over the channel. These additional transmissions are either relay
transmissions to forward source nodes packets, or signaling information generally
needed in order for the relays to coordinate their actions. In large random access
networks without a centralized scheduler as in IEEE 802.11 systems [82], these
extra transmissions will increase the number of packet collisions and it is not clear
if there is any benefit of using physical layer cooperation in this case. In this
chapter, we tackle this problem by studying the possible benefits of cooperative
communications from a MAC layer perspective. In particular, we focus on coop-
erative communications in wireless random access networks based on the IEEE
802.11 protocol.
Specifically, this chapter tries to answer the questions of: How can cooperation
be enabled in a random access network without a possible increase in the number
of packet collisions? And, since cooperation introduces extra transmissions in the
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channel, what are the benefits and possible tradeoffs associated with cooperation
in this case?
To answer these questions, this chapter starts by proposing a cooperative pro-
tocol in which a relay node is deployed to help different network nodes to forward
their packets to the access point (AP). Presence of the relay will help improve the
communication channel through the spatial diversity it creates. The main chal-
lenge is how to minimize the collision probability in order for the relay presence not
to degrade the network performance instead of improving it. A relay can achieve
this goal by intelligently accessing the wireless medium at times when it is guar-
anteed that no other node is attempting to access the medium. Analysis of the
IEEE 802.11 protocol and the CSMA/CA protocol on which it is based reveals that
such time instants exist at the end of each packet transmission. After a packet
is transmitted over the channel, regardless of the outcome of this transmission,
all network nodes will have to wait for a constant plus a random amount of time
before making a transmission attempt. By allowing the relay to deviate from this
access mechanism, and to access the channel immediately after each transmission
attempt on the channel, the relay is guaranteed to have an uncontested access to
the wireless medium. But, there may exist times when no node is transmitting
(possibly because of empty queues), and the relay is willing to access the medium
to transmit packets remaining in its queue. In this case, the relay will revert to
the normal access scheme, in which it will wait for a random amount of time and
then try to access the channel.
In a network operating as described above, all nodes’s queues are interacting;
i.e., as discussed in the previous chapters, the service process of a given queue de-
pends on the state of all other queues (whether they are empty or not). Interaction
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between queues is mainly because of the possible collisions that occur if more than
one node is trying to access the channel at the same instant. And, for the relay,
its own ability to access the channel is dependent on other nodes transmissions.
In order to capture this queue interaction, and be able to analyze the performance
of our protocol, two coupled Markov models are used to describe the operation
of the relay and other network nodes. These Markov models are able together to
completely describe the dynamics of the network and interactions between differ-
ent nodes. Moreover, queuing analysis is used to analyze the delay performance
of the network. The results presented reveal significant gains in terms of network
throughput, delay, and the number of supported nodes, through cooperation and
our proposed protocol. Furthermore, it is shown that, by virtue of the protocol
design, the collision probability has decreased rather than increased due to extra
transmissions on the channel.
Related works that study the impact of cooperation in random access networks
are few [20], [21], [22]. In [21], the authors proposed a distributed version of network
diversity multiple-access (NDMA) [23] protocol and they provided pairwise error
probability analysis to demonstrate the diversity gain. In [20] and [22], the authors
presented the notion of utilizing the spatial separation between users in the network
to assign cooperating pairs (also groups) to each other. In [22], spread spectrum
random access protocols were considered in which nearby inactive users are utilized
to gain diversity advantage via cooperation assuming a symmetrical setup where
all terminals are statistically identical. However, the previously cited works still
focus on physical layer parameters such as the diversity gains achieved and the
outage probability. User cooperation in a slotted ALOHA random access network
was investigated in [24], where the gains of cooperation on stability region of a
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network consisting of multiple cooperating pairs is characterized.
5.1 IEEE 802.11 DCF Operation
The distributed coordination function (DCF) is the fundamental medium access
mechanism in the IEEE 802.11 protocol [82]. This is a random access method based
on the CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) with
binary slotted exponential backoff. A node with a packet to transmit invokes the
carrier sensing mechanism to determine the busy/idle state of the channel. If the
channel is sensed to be idle for a period of time equal to a Distributed Inter-
Frame Space (DIFS), the node proceeds with packet transmission. Otherwise, if
the channel is sensed to be busy (either immediately or during the DIFS), the
node continues monitoring the channel until it is measured idle for a DIFS. The
node then defers for a randomly selected backoff interval, initializing its random
backoff timer, which is decremented as long as the channel is sensed idle. The
backoff timer is frozen when a transmission is detected and is reactivated when
the channel is sensed idle again for more than one DIFS interval. This random
backoff mechanism constitutes the collision avoidance feature of the protocol. Its
goal is to minimize the probability of collision with packets being transmitted by
other nodes. In addition, to avoid channel capture, a node must wait a random
backoff time between two consecutive new packet transmissions, even if the channel
is sensed idle in the DIFS time.
The time immediately following an idle DIFS is slotted, and a node is allowed
to transmit only when its backoff timer reaches zero and at the beginning of each
slot time. The slot size, σ, is set equal to the time needed at any node to detect




Figure 5.1: DCF basic access mechanism; numbers in figure represent node’s back-
off timer.
accounts for the propagation delay, and the time needed to detect a busy channel.
The random backoff interval is uniformly chosen in the range (0, w − 1). The
value w is called the contention window, and depends on the number of transmis-
sions failed for the packet. At the first transmission attempt, w is set equal to a
minimum contention window value CWmin. After each unsuccessful transmission
(due to packet collision or channel error), w is doubled, up to a maximum value
CWmax = 2
mCWmin, where m is the maximum backoff stage. Once w reaches
CWmax, it remains at this value until it is reset to CWmin after the successful
transmission of a packet.
Fig. 5.1 illustrates the DCF operation. Two nodes 1 and 2 share the same
wireless channel. At the end of the packet transmission, node 2 waits for a DIFS
and then chooses a backoff time equal to 10, before transmitting the next packet.
A packet arrives at node 1 at the time indicated with an arrow in the figure. After
DIFS, the packet is transmitted. Note that the transmission of packet 1 occurs in
the middle of the slot time corresponding to a backoff value, for node 2, equal to
5. As a consequence of the channel sensed busy, the backoff time is frozen to its
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value 5, and the backoff counter decrements again only when the channel is sensed
idle for a DIFS.
To signal the successful packet reception, an ACK is transmitted by the des-
tination. The ACK is immediately transmitted at the end of the packet, after a
period of time called short inter-frame space (SIFS). As the SIFS is shorter than
a DIFS, no other station is able to detect the channel idle for DIFS until the end
of the ACK. If the transmitting node does not receive the ACK within a speci-
fied ACK Timeout, the packet is assumed to be lost and the node reschedules the
packet transmission according to the given backoff rules.
5.2 Cooperation Protocol
Inherent wireless channel fading and transmission errors have a significant impact
on the network’s performance [83]. In IEEE 802.11 based networks and in wireless
networks in general, nodes are unable to detect collisions by hearing their own
transmission. Therefore, there is no means to differentiate between a packet loss
due to collision from a packet loss due to wireless channel impairments. Because of
that, a source node will deal with a wireless channel induced packet loss the same
way it deals with a collision induced packet loss. Hence, the contention window
is doubled and the node waits for a random amount of time before reattempting
transmission.
In case of a collision, the nodes involved in the collision assume that the network
is congested; hence, it doubles its contention window size and waits for a longer
amount of time before reattempting transmission. This approach is effective in
reducing the probability of collision the next time a transmission attempt is made.
In case of a channel induced packet loss, the node involved will make the same
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assumption of a congested channel and unnecessarily invoke the backoff procedure.
As a result of invoking the backoff procedure in an non congested channel, the
network will suffer from an increased delay and lower achievable throughput [84],
[85].
To combat the wireless channel impairments leading to these problems, we
propose the deployment of a cooperative relay node into the coverage area of the
wireless network. The cooperative relay node will help combat the channel fading
through the introduction of spatial diversity into the network. A relay node will
help source nodes forward their packets by operating in an incremental decode-
and-forward mode [12]. In this mode, in case of a packet loss, the relay first decodes
the received packet, and then re-encodes and forwards a regenerated version of the
packet to the access point. Like all other network nodes, the relay node make use
of the AP’s ACK packet to know if a packet is successfully received by the AP.
In case the relay successfully receives a packet, but the AP does not receive
that packet (ACK Timeout occurs), the relay stores that packet in its queue for
transmission and sends an ACK packet over the channel to inform other nodes
that the packet was received successfully. Upon receiving the relay’s ACK packet,
the node owning the packet will drop it from its queue and the delivery of that
packet is now the relay’s responsibility. Because of the relay’s ACK packet, the
node with a lost packet will not assume that the channel is congested and instead
of doubling its contention window it will reset it to CWmin.
The challenging part in the design of our cooperation protocol is how the relay
gains access to the wireless channel without increasing the number of collisions
and hence rendering its existence useless. To answer this question we propose the
following relay channel access scheme;
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• Following a transmission attempt from one or more source nodes (outcome of
the transmission attempt is irrelevant), the relay node attempts to transmit
the packet at the head of its queue immediately after the AP ACK, or after
the ACK Timeout
• For the relay not to be totally dependent on other nodes transmission at-
tempts, the relay also maintains a single stage backoff counter with contention
window size CWr
• When the relay’s backoff counter reaches zero, it will attempt to transmit
the packet at the head of its queue like any other node
• Like any other node, the relay will invoke the backoff procedure after each
transmission attempt in order not to capture the channel. The only difference
is that the relay has a single backoff stage as opposed to m stages for other
nodes
By accessing the channel after each transmission attempt on the channel, the
relay has the ability to serve the packets in its queue without causing any colli-
sions. Furthermore, the relay’s single backoff stage guarantees that the relay will
have access to the channel even if all other nodes’ queues are empty (hence, no
transmission attempts take place). Moreover, by controlling the relay’s contention
window CWr, one can give the relay a higher channel access priority and also
control the probability of having a collision between relay transmissions and other
nodes transmissions.
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5.3 System Model and Analysis
5.3.1 Channel model
We consider a Rayleigh fading channel model, where the signal received at the
access point or the relay is modeled as
yij =
√
Gr−αij hijx + nj (5.1)
where i is the source index, j ∈ {A, R} is the access point or the relay index, x is
the transmitted signal, G is the transmission power, assumed to be the same for
all nodes, rij denotes the distance between source node i and its destination j, γ is
the path loss exponent, hij the channel fading coefficients, modeled as zero-mean
complex Gaussian random variables with unit variance, and nj is an additive noise
term at the destination, modeled as zero-mean complex Gaussian random variable
with variance N0. We assume that the channel coefficients are constant for the
duration of the transmission of one packet. In this chapter, we will only consider
the case of a symmetric network, where all the inter-users channels are assumed
to be statistically identical.
Success and failure of packet reception is characterized by outage events and
outage probabilities. As discussed in previous chapters, the probability of outage
is given by,



















A number of models have been proposed in the literature to study the performance
of IEEE 802.11 DCF in the saturated [86–88], unsaturated [89,90] traffic conditions,
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and in the presence of channel impairments [84,85]. To analyze the performance of
our cooperative protocol, we start from the discrete-time Markov model for non-
saturated sources developed in [91], and incorporate the channel effects and relay
operation into the model. We consider two separate Markov chains, the first chain
models source nodes while the second models the relay node.
We assume that the network consists of N contending nodes in addition to
the relay node. Each node has an infinite length queue to store packets awaiting
for transmission. Each node receives packets from upper layer based on a Poisson
arrival process with arrival rate λs
1 packets/sec, and fixed packet size L. The
queuing model used will be discussed in details in section 5.3.3
Source Nodes
Fig. 5.2 represents the discrete-time Markov chain used to model the operation
of source nodes. Each node is modeled by a pair of integers (i, k). The backoff
stage i, starts at 0 at the first attempt to transmit a packet and is increased by 1
every time a transmission attempt fails (either due to collision or channel fading
error), up to a maximum value m. It is reset after a successful transmission. At
any backoff stage i ∈ [0, m], the backoff counter, k, is initially chosen uniformly
between [0, W si − 1], where
W si = 2
iW s0 , 0 ≤ i ≤ m, (5.3)
is the range of the counter, and W s0 is the parameter CWmin specified in the IEEE
802.11 standard. The backoff counter is decremented by 1 in each idle time slot of
duration σ, and the node transmits when the backoff counter k = 0.





























Figure 5.2: Source node’s Markov model.
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States (0, k)e, k ∈ [0, W
s
0 − 1] are introduced to represent the state of the node
when it has an empty queue after a successful transmission. Note that i = 0 in
these states, because if i > 0 then a failed transmission should have occurred, so a
packet must be waiting.
The fundamental assumption in our model is that, at each transmission at-
tempt, and regardless of the number of retransmission suffered, each packet fails
with a constant and independent probability P sf or P
r
f , for the source nodes or
relay node, respectively [91], [86].
Let τs and τr be the probability that a source node or the relay transmit in a
give slot, respectively. Now we are ready to write the Markov chain’s transition
probabilities, for 0 ≤ i ≤ m
P{(i, k)|(i, k + 1)} = Pi, 0 ≤ k ≤ W
s
i − 2
P{(0, k)|(i, 0)} =




, 0 ≤ k ≤ W s0 − 1





, 0 ≤ k ≤ W s0 − 1 (5.4)
where qs is the probability that the node’s queue is empty upon a departure (see
section 5.3.3). Pi is the probability that the channel is sensed idle by the source
node (i.e., all the remaining N − 1 source nodes and the relay node are not at-
tempting to transmit), and is given by Pi = (1 − τs)
N−1(1 − τr).
P sf is the probability of a failed transmission attempt (either due to collision or
channel fading), and is given by
P sf = 1 − (1 − τs)
N−1(1 − τr)((1 − P
out
sA ) + (1 − P
out
sR ) − (1 − P
out




which is the complement of the probability of the event that there is no collision,
and that either the access point or the relay have correctly received the packet.
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The first equation in (5.4) accounts for the fact that, at the beginning of each
idle slot time, the backoff counter is decremented. The second and third equations
account for the fact that following a successful packet transmission, the backoff
stage i is reset to 0, and thus the backoff is initially uniformly chosen in the range
[0, W s0 − 1].
In case of an unsuccessful transmission at backoff stage i− 1, the backoff stage
is increased, and the new initial backoff counter is initially chosen in the range
[0, W si − 1]. Once the backoff stage reaches the value m
s, it is not increased in
subsequent packet transmissions. Then we have
P{i, k|i− 1, 0} = P sf /W
s
i
P{m, k|m, 0} = P sf /W
s
m. (5.6)
Given that the node’s queue is empty and the chain is in state (0, k)e, in case
of a packet arrival, the backoff counter is decremented and the chain makes a
transition into the (0, k − 1) state; otherwise, the chain transits into (0, (k − 1)e).
When the backoff timer reaches zero, the node remains in state (0, 0e) as long as
the queue is empty. If a packet arrives, then the node moves into state (0, k),
where k is uniformly chosen in the range [0, W s0 − 1]. Therefore we have
P{(0, ke)|0, (k + 1)e} = Pi(1 − ai), 0 ≤ k ≤ W
s
0 − 2
P{(0, k)|(0, (k + 1)e)} = Piai, 0 ≤ k ≤ W
s
0 − 2
P{(0, k)|(0, 0e)} = (1 − Pi)ab, (5.7)
where ai and ab are the probabilities of at least one packet arrival during an idle or
a busy slot, respectively. From the Poisson arrival assumption, these probabilities
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ar given by
ai = 1 − e
−λsσ (5.8)
ab = 1 − e
−λsTb , (5.9)
where σ is the idle slot duration, and Tb the busy slot duration. For simplicity we
neglect the difference in durations between successful and unsuccessful transmission
attempts. Typically, σ = 20µs, and Tb = 2160.4µs, based on 11 Mbps channel rate
and packet size L = 2312 octets [82].
We now solve for the stationary distribution of this Markov chain. This will
enable us to calculate different network performance measures. Let πs(i, k) denote
the stationary probability of being in state (i, k). First, we will find expressions for
all the stationary probabilities as a function of πs(0, 0). Using balance equations,
we have
πs(i, 0) = P
s
f πs(i − 1, 0), 0 < i < m




πs(i, 0) = (P
s
f )




1 − P sf
π(0, 0). (5.11)
It can be easily shown that, for 0 ≤ i ≤ m and 0 ≤ k ≤ W si − 1
πs(i, k) =
W si − k
PiW si
πs(i, 0). (5.12)
Transitions into state (0, (W s0 − 1)e) occur from state i, 0 if the node’s queue is
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empty following a successful transmission, therefore
(Pi + (1 − Pi)ab)πs(0, (W
s

















(1 − P sf )
. (5.14)
We then have for 0 < k < W s0 − 1,







πs(i, 0) + Pi(1 − ai)πs(0, k + 1)e,
(5.15)
with (Pi +(1−Pi)ab) on the left hand side replaced by (Piai +(1−Pi)ab)) if k = 0.
Straightforward recursion leads to the following expressions for πs(0, k)e in terms
of πs(0, 0),
πs(0, k)e = πs(0, 0)
qs





, 0 < k ≤ W s0 − 1 (5.16)
πs(0, 0)e = πs(0, 0)
qs















Pi + (1 − Pi)ab
.
Finally, we express the probabilities πs(0, k) in terms of πs(0, 0). Using balance
equations, we have
Piπs(0, k) =




πs(i, 0) + (1 − Pi)abπs(0, k)e + Piaiπ(0, k + 1)e
+ Piπ(0, k + 1) +




from which we have the following generalization for 0 < k < W s0 − 1,
πs(0, k) =
W s0 − k
PiW s0




(Piai + (1 − Pi)ab)πs(0, l)e + (1 − Pi)abπs(0, k)e. (5.19)
Through equations (5.11), (5.12), (5.16) and (5.19) all the steady state proba-








πs(0, k)e = 1, (5.20)
we can calculate πs(0, 0), hence, all the steady state probabilities.
Finally, since a node will make a transmission attempt in a given slot time if
the Markov chain is in state πs(i, 0) for i ∈ [0, m], then, τs, the probability that a







A relay node operating as described in section 5.2 will be modeled using the Markov
chain model of Fig. 5.3. The model has a single backoff stage represented by states
k ∈ [0, W r − 1]. The backoff counter is uniformly chosen in that range, and the
relay makes a transmission attempt when in state 0. The relay node makes a
transition to state e if its queue becomes empty after a successful transmission.
Finally, the chain is in state t when the relay is attempting to transmit following
a busy channel.
Again we have the assumption that, at each transmission attempt, and regard-







Figure 5.3: Relay node’s Markov model.
and independent probability P sf or P
r
f , for the source nodes or relay node, respec-
tively [91], [86].
Now we are ready to write the Markov chain’s transition probabilities. At the
beginning of each idle slot time, the backoff counter is decremented, so
P{k|k + 1} = Pi, 0 ≤ k ≤ W
r − 1 (5.22)
where Pi is the probability that the channel is sensed idle by the relay node (i.e.,
all N source nodes are not attempting to transmit), and is given by Pi = (1−τs)
N .
Since the relay Markov chain has a single backoff stage, following an unsuc-
cessful transmission attempt or a successful attempt that leaves the relay queue
non-empty, the backoff counter is initially uniformly chosen in the range [0, W r−1],
so
P{k|0} =







, 0 ≤ k ≤ W r − 1
P{k|t} =







, 0 ≤ k ≤ W r − 1 (5.23)
where qr is the probability that a departing packet will leave the relay queue
empty. P rf is the probability of a failed relay transmission attempt out of state
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0 (failure due to collision or channel error), and P ′rf is the probability of a failed
transmission attempt out of state t (failure can be caused only by channel errors).
These probabilities are given by
P rf = 1 − (1 − τs)
N(1 − P outRA ) (5.24)
P ′rf = (1 − P
out
RA ). (5.25)
A successful transmission that leaves the relay queue empty leads to a transition
to state e, so we have
P{e|0} = qs(1 − P
r
f )
P{e|t} = qs(1 − P
′r
f ). (5.26)
Transitions into state t occur when the relay attempts to transmit a packet
immediately after any transmission attempt on the channel, so
P{t|e} = Nτs(1 − τs)
N−1P outsAP (1 − P
out
sR ) = a
P{t|k} = 1 − Pi, 0 < k ≤ W
r (5.27)
The first equation accounts for the case when the relay queue is empty and that
a source node transmission leads to a packet arrival at the relay, so that the relay
will immediately forward that packet. The second equation is for the case when
the relay queue is not empty; thus, the relay will transmit after a busy period
regardless of the reception state (success or failure) of the packet transmitted
during that period.
Let πr(k) denote the stationary probability of being in state (k). We now solve
for the stationary distribution of this Markov chain. First, we will find expressions




P rf + (1 − P
r
f )(1 − qr)
W r
πr(0) +
P ′rf + (1 − P
′r
f )(1 − qr)
W r
πr(t) + Piπr(k + 1).
(5.28)




P rf + (1 − P
r
f )(1 − qr)
W r
πr(0) +
P ′rf + (1 − P
′r









0 < k ≤ W r − 1
(5.29)
Applying the balance equation on state e, we have
aπ(e) = (1 − P rf )qrπr(0) + (1 − P
′r
f )qrπr(t). (5.30)
Finally, for state t, we have




Substituting (5.29) and (5.30) in (5.31), and letting
y =
[
P rf + (1 − P
r
f )(1 − qr)
W r
πr(0) +
P ′rf + (1 − P
′r









W rqr(1 − P
r
f ) + (1 − Pi)y
(
P rf + (1 − P
r
f )(1 − qr)
)
W r − W rqr(1 − P ′rf ) − (1 − Pi)y
(
P ′rf + (1 − P
′r
f )(1 − qr)
)πr(0). (5.33)
Using equations (5.29), (5.30) and (5.33) all the steady state probabilities can be
expressed in terms of πr(0). Imposing the normalization condition
W r−1∑
k=0
πr(k) + πr(e) + πr(t) = 1, (5.34)
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we can calculate πr(0), hence, all the steady state probabilities.
Finally, the probability, τr, that the relay node makes a transmission attempt
in a given slot is given by
τr = πr(0). (5.35)
Note that transmissions out of state t are not included in this probability calcula-
tion, since these transmission events are not initiated by backoff counter timeout,
and hence cannot result in collisions with source node transmissions.
5.3.3 Queuing Model
We assumed that each node receives packets from the upper layer based on a
Poisson arrival process with arrival rate λs packets/sec, and fixed packet size L.
Packet processing at each node can be seen as a single server with service rate µs,
which depends on the channel access mechanism, the interaction between different
nodes, and the channel statistics. Therefore, node queues can be modeled as
M/G/1 queues.
The relay node can also be seen as a single server system. However, in the case
of the relay, both the arrival rate, λr, and the service rate, µr, are dependent on
the channel access mechanism, interaction between different nodes and the relay,
channel statistics, and the number of source nodes and their arrival rates. For
mathematical tractability, we will model the relay as an M/G/1 queuing system.
Simulation results will later show that this is in fact a good approximation to the
behavior of relay queue.
For any queueing system with single (in contrast to batch) arrivals and depar-
tures, the queue length seen by an arriving customer is equal to its length left
by a departure customer. Furthermore, using the PASTA (Poisson Arrivals See
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Time Averages) property associated with Poisson arrivals, the queue length at an
arbitrary time equals the queue length seen by an arriving customer. This enables
us to calculate the probability that a node queue is empty as follows [92]:




Similarly, for the relay queue,




These equations hold only when the queues are stable. For an irreducible
and aperiodic Markov chain with countable number of states, the chain is sta-
ble if and only if there is a positive probability for the queue being empty, i.e.,
limt→∞ Pr{Qi(t) = 0} > 0. (As discussed in Chapter 3.) If the arrival and de-
parture processes of a queuing system are strictly stationary, then one can apply
Loynes’ theorem to check for stability conditions [53]. This theorem states that, if
the arrival and departure processes of a queuing system are strictly stationary, and
the average arrival rate is less than the average departure rate, then the queue is
stable; if the average arrival rate is greater than the average departure rate, then
the queue is unstable.
In the following we will calculate the service and arrival rates for the different
network nodes.
Source Nodes’ Service Rate
The service time, Ss, of a packet is defined as the interval between the time the
packet comes to the head of the transmission queue and the time the packet is
acknowledged for correct reception (reception by either the AP or the relay node).
We will use the probability generating function (PGF) [93] to characterize the
discrete probability distribution of the service time, Ss.
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Time spent in the backoff counter decrements constitutes the first component
of a packet’s service time. For the backoff counter to decrement by 1 (i.e., the
Markov chain of Fig. 5.2 makes a transition from state (i, k) to state (i, k − 1), a
node will, in general, spend j busy slots and a single idle slot (at which transition
occurs) at each step of the counter. We should also note that, because of the
way the relay accesses the channel, there will be two types of busy periods; (i) a
period of duration Tb, if the relay does not access the channel immediately after a
source node transmission. This occurs if the relay queue is empty, and the source
node transmission does not result in a packet arrival at the relay (i.e., transmission
resulted in a collision, a successful reception at the AP, or a failure to reach both
the AP and the relay). From the point of view of the source node of interest, this
event has the probability
Pb1 = πr(e)
[
1 − (1 − τs)
N−1 − (N − 1)τs(1 − τs)





(ii) a busy period of duration 2Tb, if the relay accesses the channel immediately
after a source node transmission (either the relay queue is not empty, or the source
node transmission resulted in an arrival at the relay). A given source node will
observe this event with probability
Pb2 = πr(e)(N − 1)τs(1 − τs)











The PGF characterizing the distribution of the time spend at each counter step
could now be written as
















1 − Pb1zTb − Pb2z2Tb
. (5.40)
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The next component is the time spent in a backoff stage i before making a transmis-
sion attempt (i.e., before the backoff counter reaches zero). At stage i the counter
is initialized uniformly in the range k ∈ [0, W si − 1]. Therefore the distribution of







Finally, the PGF for the service time Ss can be written as









































which accounts for the busy slot in which the packet is successfully delivered, the
possible number of failures a packet encounters (hence, the number of backoff stages
it goes through), and finally, the amount of time probably spent at the maximum
backoff stage m.
The service rate can then be calculated by differentiating Gs(z) and setting
z = 1,









Relay Node Arrival Rate
The time, Ar, between packet arrivals to the relay queue is composed of the follow-
ing components; (i) idle periods in which no node (source or relay) is transmitting.
These periods have a length σ and probability
Pi = (1 − τs)
N (1 − τr). (5.44)
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(ii) Busy periods of duration Tb, which occur if the relay queue is empty and the




1 − (1 − τs)
N−1 − (N − 1)τs(1 − τs)





(iii) Busy periods of duration 2Tb not resulting in a relay arrival, which occur if
the relay queue is not empty when a source node makes a transmission attempt.
This has a probability
Pb2 =
[
1 − (1 − τs)
N−1 − (N − 1)τs(1 − τs)







(iv) Finally, a busy period during which a packet enters the relay queue. This will








(N − 1)τs(1 − τs)
N−2P outsA (1 − P
out
sR ). (5.47)
















The arrival rate can then be calculated by differentiating Ga(z) and setting
z = 1,









Relay Node Service Rate
Similar to the way the source nodes’ service rate was calculated, we will start the
calculation of the relay node service rate by defining the different components that
constitute a packet’s service time Sr. We note that, as opposed to source nodes,
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the relay can leave the backoff stage after any source node’s transmission attempt
on the channel (Fig. 5.3). Therefore, the time the packet at the head of the
queue spends in the backoff stage can be split into two components; (i) the time
before the backoff counter (initialized uniformly between 0 and W r − 1) reaches 0,
which in the relay case is composed only of idle slots. The PGF characterizing the








(ii) The time spent in the backoff stage before the Markov chain reaches state t,
which is composed of a single busy period and a maximum of W r − 1 idle slots.
The PGF characterizing the distribution of that time is then given by









a = Nτn(1 − τn)
N−1P outsA (1 − P
out
sR ), (5.52)
be the probability that a packet enters relay queue. The PGF for the service time
Sr can be written as


















































which accounts for the case when a packet is immediately served by the relay after
it enters the queue (if queue was empty at packet arrival), the possible number of
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failures a packet encounters getting transmitted from either state 0 or state t, and
finally, the periods at which the packet is delivered successfully.
The service rate can then be calculated by differentiating Gr(z) and setting
z = 1,









5.3.4 Iterative Numerical Solution
In the previous sections, a complete model for the network and cooperation proto-
col was developed. It was shown that there is an interdependence between the dif-
ferent model parameters; for instance, the two parameters τs and τr are calculated
from the stationary distributions of the source and relay nodes’ Markov chains,
respectively. At the same time, the stationary distributions themselves depend on
τs and τr through the transition probabilities. The same applies for the source and
relay service rates and the relay arrival rate. Moreover, Markov chains’ stationary
distributions for the source and relay nodes are inherently interdependent because
of the network operation and the above mentioned interdependencies.
To solve for the model parameters given the interdependencies mentioned above,
we note that all parameters are expressed as functions of the stationary distribu-
tions of the source and relay nodes’ Markov chains. We make use of the following
property: for an ergodic irreducible Markov chain, let π be the stationary distribu-
tion vector, π0 an arbitrary initial vector, and P the transition probability matrix
of the Markov chain. Then
lim
L→∞
π0 × P × P × · · · × P︸ ︷︷ ︸
L
= π, (5.55)
independent of the value of the initial vector π0.
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Therefore, we solve our model using the following iterative approach;
1. Initialize the stationary distribution vectors πs and πr for each chain with
some initial values
2. Calculate different model parameters
3. Update the stationary distribution vectors based on the calculated model
parameters
4. goto step 2
Numerical results reveal that this approach has very good convergence rates.
5.3.5 Throughput
Let S be the normalized network throughput, defined as the fraction of time the






where Ps is the probability of a successful transmission to the AP (by source or
relay nodes), and Tp is the time to transmit the payload part of a packet. ( Of
course this is less than Tb, the total transmission time of a packet including the
headers and the AP ACK packet.) Ts is the expected slot duration.
To calculate the probability Ps, we identify the events that result in a successful
packet delivery to the AP, which are: (i) If the relay queue is empty, a source node
successfully transmits a packet to the AP, or that packet fails to reach the AP but
was successfully received and forwarded by the relay. This event has a probability





(1 − P outsA ) + P
out
sA (1 − P
out






(ii) If the relay queue is not empty, a source node transmission fails to reach the
AP (due to fading or collision), and the relay successfully transmits the packet at
the head of its queue to the AP. This occurs with probability
P 2s =
[
1 − (1 − τs)
N − Nτs(1 − τs)





(iii) If the relay queue is not empty and both source node transmission and the
immediately following relay node transmission were successful. This occurs with
probability
P 3s = Nτs(1 − τs)






(iv) The relay succeeds in transmitting a packet when its backoff counter reaches
0, which has a probability
P 4s = τr(1 − τs)
N(1 − P outRA ). (5.60)








s . The factor of 2 before P
3
s
accounts for the fact that the associated event results in the successful delivery of
two packets to the AP.
The average length of a randomly chosen slot time is given by
Ts = (1 − τs)




1 − (1 − τs)
N
−Nτs(1 − τs)




Tb + 2πr(t)Tb, (5.61)
which accounts for the idle slots, busy slots in which the relay transmits or a source
node transmission is not followed by the relay transmission (when the relay queue
is empty and no arrivals occur during source transmission), and busy slots in which
a relay transmission follows source transmissions.
Based on an 11 Mbps transmission rate, and payload of length L = 2312 octets,
typical slot durations are σ = 20µs, Tp = 1681.5µs, and Tb = 2160.4µs.
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Delay
In our cooperation protocol, a packet can encounter two queuing delays; the first in
the source node’s queue and the second in the relay’s queue. If a packet successfully
transmitted by a source node goes to the AP, then this packet is not stored on the
relay’s queue. Let Pa denote the probability of this event. Then the total delay






Ds + Dr, w.p. 1 − Pa
(5.62)
where Ds and Dr are the queuing delays in the source and relay queues, respec-
tively. We can elaborate more on (5.62) as follows. For a given packet in the source
node’s queue, if the first successful transmission for this packet is to the AP, then
the delay encountered by this packet is only the queuing delay in the source node’s
queue. On the other hand, if the first successful transmission for this packet is
not to the AP, then the packet will encounter a queuing delay in the source node’s
queue in addition to the queuing delay in the relay’s queue.
First, we find the queuing delay in either the source node or the relay queue,
as both are modeled as M/G/1 queues, with the difference being in the average
arrival and departure rates. For an M/G/1 queue, the mean waiting time in queue







where i ∈ (s, r), λi is the average arrival rate, µi the average service rate, and Si
the service time. From the mean waiting time, one immediately gets the mean
queuing delay as
Di = E[Wi] + E[Si]. (5.64)
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The probability Pa, that, for any packet, the first successful transmission form
the source node’s queue is to the AP is given by
Pa =
1 − P outsA
(1 − P outsA ) + (1 − P
out
sR ) − (1 − P
out




From (5.62) and (5.65), the average delay is thus given by
D = Ds + (1 − Pa)Dr. (5.66)
5.4 Results and discussions
We compare the performance of the cooperative protocol and the CSMA/CA pro-
tocol without cooperation. We set the SNR threshold β = 15 dB and the path loss
exponent γ = 3.7. The distance between any node and AP is 120 m, and between
any node and the relay 70 m, and between relay and AP 50 m. Transmission
power is 100mW , and noise variance N0 = 10
−11. Source node’s initial contention
window W s0 = 32 with m = 5 backoff stages, and relay node’s contention window
size W r0 = 32. To validate the analytical model used of this chapter, we com-
pare its result with an event-driven custom simulation program that we developed
using Matlab. The simulator closely follows the 802.11 protocol details for each
transmitting node as well as the relay.
Convergence behavior of the iterative solution of the model is demonstrated
in Fig. 5.4, where we have plotted the difference in the value of πs(0, 0) between
iterations for a network with N = 10 nodes and arrival rate λs = 25 packets/sec.
It is clear that the iterative approach converges to the model’s solution in about
16 iterations for both the CSMA/CA and our cooperative protocol models. Since
the cooperative model is more complex and involves the solution of two Markov
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Figure 5.4: Difference in the value of πs(0, 0) between iterations vs number of
iterations.
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Figure 5.5: Maximum achievable aggregate arrival rate vs number network nodes.
chains, it takes slightly longer to converge than the CSMA/CA model without
cooperation.
Fig. 5.5 depicts the maximum aggregate arrival rate supported by the network
while maintaining queues stability versus the number of network nodes. We can
observe that, for a given number of nodes, the proposed cooperative protocols
resulted in a 7% average increase in the maximum supported aggregate arrival
rate. This increase is due to the fact that the relay node provides a more reliable
path to the AP leading to a higher packet delivery rate. Therefore, source nodes
are able to empty their queues at a faster rate, thus freeing the channel for relay
access and for additional nodes that the network might accommodate.
The normalized network throughput is depicted in Fig. 5.6 as a function of
the number of network nodes for a fixed arrival rate of λs. The results show good
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Figure 5.6: Normalized throughput vs. number of nodes for λs = 15.
match between the analytical model and simulation results. The results shown
are under the condition that all the network queues are stable. It is noted that
the network throughput is almost identical under both the cooperative and non-
cooperative scenarios. This can be interpreted as follows; for a stable queue, it is
well known that the average departure rate from the queue is equal to its average
arrival rate. Therefore, for a given arrival rate, the average number of successfully
transmitted packets to the AP will always be the same under both cooperative and
non-cooperative protocols, as long as the queues are stable. On the other hand,
the number of nodes supported by the network has increased by 10%, from 20
nodes in the non-cooperative case, to 22 nodes in the cooperative case.
Fig. 5.7 shows the delay performance of our cooperative protocol compared to
the non-cooperative CSMA/CA protocol. It is clear that our protocol outperforms
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Figure 5.7: Queuing delay vs. number of nodes for λs = 15.














Figure 5.8: Probability that relay queue is empty vs. number of nodes for λs = 15.
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Figure 5.9: Collision probability vs. number of nodes for λs = 15.
CSMA/CA in terms of queuing delay. This is mainly because most of the relay’s
transmission attempts are made just after source nodes’ transmissions, and not by
waiting for the backoff counter to reach 0. Therefore, the relay is guaranteed a high
degree of uncontested channel access. Moreover, as the network load increases, the
average number of source nodes’ transmission attempts increase, which offers the
relay more channel access opportunities to service its queue that now has a higher
arrival rate. To prove this, the quantity (1−λr/µr), which from queuing theory is
the probability that the relay queue is empty, is plotted in Fig. 5.8. It can be seen
that there is less than 1% variation in the probability over the range of supported
number of nodes. Much less variation is observed in the simulation results.
Fig. 5.9 compares between the collision probability of CSMA/CA and our
cooperative protocol. The results show good match between the analytical model
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Figure 5.10: Source node’s service rate vs. number of nodes for λs = 15.
and simulation results. Another merit of our cooperation protocol and its channel
access mechanism is that, the introduction of the relay node in the network does
not result in an increased collision probability as it is the case with any random
access protocol. We further notice a decrease in the collision probability, which is
because of the second path to the AP the relay offers to the network nodes. This
second path helps the different nodes empty their queues at a faster rate, hence,
nodes do not have to access the channel as often as in the case without cooperation,
which reduces the collision probability. Finally, Fig. 5.10 demonstrates the effect
of cooperation on how fast nodes’ queues get empty by comparing the source node’s
service rates under both cooperative and non-cooperative protocols. An average
increase of 28% is observed in the service rate, which interprets the reduction
achieved in the collision probability.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we have developed and analyzed cooperative communications proto-
col that have leveraged the benefits of cooperative diversity into different wireless
networks MAC layers. In particular, we have developed multiple access cooperative
protocols for speech networks, TDMA networks, and CSMA/CA random access
networks. All the designed protocols share the ability to identify channel access
opportunities and offer diversity to their respective networks without incurring
any bandwidth efficiency losses. More specifically, we have addressed the following
problems.
In Chapter 2, we have proposed a novel multiple access protocol for coopera-
tive packet speech communications. Cooperation is implemented through a relay
that efficiently helps active calls by using resources released by those users under-
going a period of silence in the speech conversations. Through cooperation, the
proposed protocol addresses one important problem in some speech communica-
tions protocol, namely that wireless channel errors leads to active calls losing their
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channel reservation, which leads to an increase in medium access contention and
a reduction in system capacity. A Markov model describing network dynamics
was developed and analyzed in order to characterize our protocol’s performance.
Results revealed around 80% increase in throughput and a significant decrease in
delay in the low SNR regime. The decrease in delay is translated into around
50% decrease in packet dropping probability, which in turn is translated into an
improved speech quality.
In Chapter 3, we have tackled the problem of sharing idle channel resources in
a TDMA network between cooperative relays and secondary cognitive radios. We
have shown that idle time slots resulting from the bursty nature of the source nodes
could be effectively used by relay nodes to offer diversity to source nodes. Based
on the stability analysis of the network in presence of relays, two relay assignment
schemes were developed. With these relay selection schemes, and through the help
offered by relays, the TDMA network exhibits significant performance increase in
terms of the maximum stable throughput. Next, the problem of sharing idle re-
source between cooperative relays and secondary cognitive radios was thoroughly
investigated. Two different scenarios were considered. The first models the ideal
case where relays and cognitive radio nodes are completely aware of each other’s
action, and hence no collisions between their transmissions could take place. The
second scenario models the worst case where collisions between relays and sec-
ondary nodes transmission have the highest probability. Using queueing theory,
and resorting to dominant system approaches, the stability regions of the primary
and secondary networks are characterized for both scenarios. Results reveal that
under both scenarios, both primary and secondary networks benefit from coop-
eration. Even under the worst case scenario, the gain to both networks due to
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cooperation outweighs the losses that might occur due to the collisions between
relays and secondary nodes transmissions.
In Chapter 4, we investigated the question of how spectrum sensing errors af-
fect the performance of a cognitive radio system from a MAC layer perspective.
Analytical results reveal severe degradation in terms of throughput for both pri-
mary and secondary networks. The conclusion is drawn that separating the design
of the spectrum sensing and the channel access mechanisms is suboptimal, and
can have detrimental effects on the performance. Based on this conclusion, a joint
design of spectrum sensing and channel access mechanisms is proposed and ana-
lyzed. The joint design made use of the fact that, in a binary hypothesis testing
problem, the value of the test statistic could be used as a measure of how reliable
the test outcome is. The proposed scheme bases the selection of the channel access
probability on that reliability measure. Therefore, for a decision with higher relia-
bility, the cognitive radio can access the channel with higher probability, and vice
versa. Analytical results of the system’s performance under the proposed scheme
show significant improvements in terms of the throughput of both primary and
secondary networks.
Finally, Chapter 5 answers the questions of how to enable cooperation in a ran-
dom access network and whether the network will benefit cooperation or will the
added relay transmissions will lead to an increase in collision probability and hence
a decrease in performance. Those questions are answered through the design of a
cooperative protocol that is able to identify specific instants in time in which relays
can have uncontested access to the channel. Therefore, the network can benefit
from cooperation without the risk of increased collision probability. Specifically,
in a CSMA/CA based network, after each packet transmission, and irrespective of
152
the outcome of this transmission, all network nodes will have to wait for a con-
stant plus a random amount of time before making a transmission attempt. The
proposed protocol enables cooperative relays to access the channel at those specific
times where all other nodes defer from transmitting. A detailed analytic model
that captures all the possible interactions between different nodes and cooperative
relays was built. The model mainly consists of two coupled Markov models used
to describe the operation of the relay and other network nodes. These Markov
models are able together to completely describe the dynamics of the network and
interactions between different nodes. Analytical and simulation results reveal sig-
nificant gains in terms of throughput and delay performance. Furthermore, it is
shown that, by virtue of the protocol design, collision probability has decreased
rather than the expected increase due to extra transmissions on the channel.
6.2 Future Work: Multiple Relay Deployment in
Single and Multi-Hop Random Access Net-
works
In Chapter 5 of this thesis we tackled the problem of enabling cooperation in
CSMA/CA based random access networks. This work dealt only with the deploy-
ment of a single relay in a single-hop network, where all nodes have direct access
to the access point.
Still, there exist a multitude of challenging questions regarding cooperation in
random access networks that need to be answered. For instance; for the single-hop
network with multiple relays
1. How can channel access be coordinated between relays in order to prevent
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or minimize the risk of collisions between relay transmissions?
2. How should relays be assigned to different network nodes?
To answer the first question, we will note that if relays utilize the cooperation
protocol of Chapter 5, they will attempt to transmit their packets at the end of each
transmission attempt on the channel. Using this approach, we are faced with two
additional problems. (i) We might run the risk of relays capturing the medium for
long times. For example, in case of two relays only, after a transmission from the
first relay, the second relay will detect that the channel became idle. According
to our protocol, it will identify this as a transmission opportunity and start to
transmit. This cycle of relays alternating transmissions might take arbitrarily
long time to stop. However, this can be dealt with if relays access the channel
with probability as in ALOHA, which will also reduce the number of possible
collisions. (ii) The second problem is the risk of possible collisions between relay
transmissions. As mentioned earlier this can be dealt with if relays have some
probability with which they access the channel. A second possibility is that relays
use a second backoff counter used solely for their special access mechanism we
developed in Chapter 5.
To answer the second question, which involves relay selection, one might resort
to similar relay selection techniques as the ones we proposed in Chapter 3. Of
course the selection criteria will depend on the performance measure in question.
Looking at the muti-hop scenario, the list of unanswered questions is rather
long. For instance;
1. Relay access to the channel will now be affected by the hidden and exposed
nodes problem. Therefore, careful design of the channel access mechanism
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is required to make sure relays will not eventually cause a degradation in
channel performance.
2. Since in a multi-hop network each node might have different destination with
whom it is communicating, relays can play a double role. On one hand they
might provide help the same way as in single-hop network. On the other
hand they might play a role in the routing process. The question is now how
relays can balance between those two requirements and maintain their own
queue stability.
3. Relay selection is now much more complex, since a single node might require
help from different relays to reach different destinations.
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