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Abstract
This paper focuses on the controller resilience and performance deterioration issues due to inaccuracies in controller
implementation. It addresses the problem of resilient adaptive control problem for a class of discrete-time state-delay systems
and norm-bounded uncertainties against controller gain variations. Adaptive control schemes are constructed for the case of known
gain perturbation bounds and then extended to accommodate unknown norm-bounded perturbations. Necessary and sufficient
conditions for delay-independent asymptotic stability are established. An expanded state-space system called the “Compact Form”
is established to derive delay-dependent criteria for stability and adaptive stabilization schemes. All the developed results are
conveniently expressed in linear matrix inequalities format. A detailed simulation result is presented to demonstrate the developed
theory.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Considerable discussions on delays and their stabilization/destabilization effects in control systems have
commanded the interests of numerous investigators in recent years [1] and it becomes quite clear that there are various
sources for delays including finite capabilities of information processing among different parts of the system, inherent
phenomena like mass transport flow and recycling and/or by-product of computational delays. On another research
direction in the course of controller implementation based on different control design methods (including weighted
H∞,H2, µ and `1 synthesis techniques), it turns out that the controllers are very sensitive with respect to errors in the
controller coefficients [2]. The sources for this include, but not limited to, imprecision in analogue–digital conversion,
fixed word length, finite resolution instrumentation and numerical roundoff errors. By means of several examples, it
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is demonstrated [2] that relatively small perturbations in controller parameters could even destabilize the closed-loop
system. Such controllers are often termed “fragile” or “resilient”. Hence, it is considered beneficial that the designed
(nominal) controllers should be capable of tolerating some level of controller gain variations [3,4]. This illuminates
the controller fragility problem for which some relevant results are available in [5] and further effort to alleviate this
problem can also be found in [6–9]. To the best of our knowledge, the resilient control of discrete-time linear systems
with time-delay and bounded uncertainties has not been tackled yet.
The objective of this paper is to develop a robust stabilizing controller for this class of systems. In the present work,
we focus on the development of resilient adaptive controllers for a class of linear discrete-time systems with norm-
bounded parametric uncertainties and bounded controller gain variations. In the absence of controller gain variations,
adaptive control schemes for uncertain time-delay systems are developed in [10–13,1]. Recent results can be found
in [14–17,7].
In this paper, we extend the foregoing results to a class of uncertain discrete-time systems with state-delay. In
this regard, our results are new contributions to the research investigations on resilient control of uncertain time-
delay systems. Necessary and sufficient conditions are established for the robust quadratic stability and stabilization
guaranteeing that the resulting closed-loop feedback control system is quadratically stable for all admissible
perturbations and uncertainties. Based thereon, necessary and sufficient conditions for delay-independent asymptotic
stability are developed for adaptive schemes when either the controller gain perturbation bound is known or unknown.
Next, an expanded state-space system called the “Compact Form (CF)” is established to derive delay-dependent
adaptive stability and stabilization schemes. In all cases, the resulting conditions are cast in the form of linear matrix
inequalities (LMIs). Numerical examples are provided to illustrate the theoretical developments.
Notations and facts. In the sequel, the Euclidean norm is used for vectors. We useW t andW−1, to denote the transpose
and the inverse, respectively, of any square matrix W . We use W > 0 (W < 0) to denote a positive- (negative-)
definite matrix W with σM (W ) being the maximum singular value of W . The symbol • will be used in some matrix
expressions to induce a symmetric structure, that is if given matrices L = L t and R = Rt of appropriate dimensions,
then [
L •
N R
]
=
[
L N t
N R
]
.
The following lemmas will be used in the text that follows
Lemma 1.1 ([18]). Given any x ∈ Rn:
max{[x t RH1kG x]2 : 1k ∈ R} = x t RHH tR x x t G tG x .
Lemma 1.2 ([18]). Given matrices 0 ≤ X = X t ∈ Rp×p, Y = Y t < 0 ∈ Rp×p, 0 ≤ Z = Z t ∈ Rp×p, such that
[ξ t Y ξ ]2 − 4 [ξ t X ξ ξ t Z ξ ]2 > 0
for all 0 6= ξ ∈ Rp is satisfied. Then, there exists a constant α > 0 such that
α2 X + α Y + Z < 0.
Fact 1 ([1]). For any real matrices Σ1, Σ2 and Σ3 with appropriate dimensions and Σ t3 Σ3 ≤ I , it follows that
Σ1Σ3Σ2 + Σ t2Σ t3Σ t1 ≤ α Σ1Σ t1 + α−1 Σ t2Σ2, ∀α > 0.
2. System description and preliminary results
Consider the following class of time-delay systems with parametric uncertainties:
xk+1 = A1xk + Bouk + A1d xk−d (2.1)
where xk ∈ Rn is the state vector; uk ∈ Rp is the control input, d ∈ [0, d¯] is an unknown constant representing the
amount of delay and the uncertain matrices A1 ∈ Rn×n and A1d ∈ Rn×n, are represented by
[A1 A1d ] = [Ao Ad ] + M1k[Na Nd ] (2.2)
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where Ao ∈ Rn×n , Bo ∈ Rn×p, Ad ∈ Rn×n, M ∈ Rn×α, Na ∈ Rβ×n and Nd ∈ Rβ×n, are real and known
constant matrices with 1k is a bounded matrix of uncertainties such that 1k ∈ 1k 1= {1k : 1tk1k < I,∀k}.
Remark 2.1. The class of systems (2.1) emerges in many areas dealing with functional difference equations or delay-
difference equations. On the application side, these systems appear in cold rolling mills [1] and decision-making of
manufacturing systems [19].
Our purpose is to design a resilient adaptive controller for system (2.1) in the sense that it should be capable of
accommodating the norm-bounded parametric uncertainties and guaranteeing desirable behavior against controller
gain perturbations. Such controllers are attractive since they cope with the gain variations in a dynamic way which
represents a desirable feature in many aerospace, mechatronics applications.
The following definition is recalled [1].
Definition 2.1. System (2.1) is said to robustly quadratically stable (RQS) if there exist matrices 0 < P = P t ∈
Rn×n, 0 < Q = Qt ∈ Rn×n such that the following inequality holds for all admissible uncertainties:
At1PA1 − P + Q + At1PA1d
[
Q − At1d PA1d
]−1 At1d PA1 < 0. (2.3)
2.1. Delay-independent stability and stabilization
To proceed further, we introduce the Lyapunov functional
Vk = x tk Pxk +
k−1∑
j=k−d
x tjQx j . (2.4)
A preliminary stability result is provided
Theorem 2.1. System (2.1) with uk ≡ 0 is RQS if and only if there exist matrices 0 < P = P t ∈ Rn×n, 0 < Q =
Qt ∈ Rn×n such that the following inequality holds for all admissible uncertainties
−P + Q + N taNa N taNd AtoP 0
• −Q + N tdNd Atd P 0• • −P PM
• • • −I
 < 0. (2.5)
Proof (Sufficiency). Suppose that 0 < P = P t ∈ Rn×n is a feasible solution of LMI (2.5) for all admissible
uncertainties 1k ∈ 1k. Given Vk of (2.4), the corresponding Lyapunov difference 1Vk = Vk+1 − Vk along the
solutions of (2.1) has the form:
1Vk = x tk[At1PA1 − P + Q]xk + x tk At1PA1d xk−d + x tk−d At1d PA1xk − x tk−d(Q − At1d PA1d)xk−d
=
[
xk
xk−d
]t [At1PA1 − P + Q At1PA1d
• −(Q − At1d PA1d)
] [
xk
xk−d
]
1= ηtk Ξk ηk, ηk = [x tk x tk−d ]t. (2.6)
By the Schur complements operation and in view of Definition 2.1, it follows that 1Vk < 0 for ηk 6= 0 and hence
system (2.1) with uk ≡ 0 is RQS.
Necessity. Suppose that system (2.1) with uk ≡ 0 is RQS. It follows from Definition 2.1 using (2.2) that there exist
matrices 0 < S = St, 0 < W = W t such that−S +W 0 At1S• −W At1d S• • −S
 =
−S +W 0 AtoS• −W Atd S• • −S
+
 00
SM
1k [Na Nd 0]
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+
N taN td
0
 1tk [0 0 M tSt] < 0, ∀1k ∈ 1k. (2.7)
Therefore, given any 1k ∈ 1k we get
Υ 1=
−S +W 0 AtoS• −W Atd S• • −S
 < −
 00
SM
 1k [Na Nd 0] −
N taN td
0
 1tk [0 0 M tSt].
Letting σ = [0 0 M tSt]t, ψ = [Na Nd 0], we have the inequality
ξ t Υξ < −2ξ tσ 1k ψξ ∀1k ∈ 1k, ξ 6= 0.
From which it follows that given ξ 6= 0
ξ t Υξ < −2max{ξ tσ1k ψξ : 1k ∈ 1k} ≤ 0.
Hence, given ξ 6= 0
[ξ t Υ ξ ]2 > 4max{[ξ tσ1k ψξ ]2 : 1k ∈ 1k}.
By Lemma 1.1, we get
[ξ t Υξ ]2 > 4ξ tσσ tξ ξ tψ tψξ, ξ 6= 0.
Application of Lemma 1.2 implies that there exists a α > 0 such that
α2 σσ t + α Υ + ψ tψ < 0.
With P
1= αS, W = αQ, the above inequality reduces to the LMI−P + Q + N taNa N taNd AtoP• −Q + N tdNd Atd P• • −P + PMM tP
 < 0. (2.8)
Finally, a simple Schur complements operation turns (2.8) to (2.5) and therefore the proof is completed. 
Theorem 2.2. System (2.1) is robustly quadratically stabilizable by the feedback control uk = Koxk if and only if
there exist matrices 0 < X = X t ∈ Rn×n, Y ∈ Rm×n, 0 < Z = Z t ∈ Rn×n, 0 < Q = Qt ∈ Rn×n such that the
following inequality holds for all admissible uncertainties
−X + Z XN taNd X Ato + Y tBto XN ta
• −Q + N tdNd Atd 0• • −X + MM t 0
• • • −I
 < 0. (2.9)
Moreover the gain matrix is given by Ko = Y X−1.
Proof. The proof of this theorem follows from Theorem 2.1 by replacing Ao by Ao + BoKo and employing the
congruence transformation diag[X I X ] with X = P−1, Z = XQX and Y = KoP−1. 
In practical situations, there are at least two sources of inaccuracies when implementing the state-feedback
controller uk = Ko xk beyond the availability of state measurements. The first source is obviously due to the presence
of uncertainties in the system matrices and the second source arises from gain perturbations due to various reasons [4].
Therefore, it is natural to consider uk = Ko xk as a nominal feedback controller but the actual implemented controller
is assumed to have two-terms:
uk = [Ko +1Ko] xk + a(xk) (2.10)
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where a(xk) is an auxiliary input to adapt the controlled systems against control gain variations, the design of which
will be the subject of the subsequent sections. The matrix Ko is the unknown gain to be determined and1Ko represents
the gain perturbation, which is assumed to belong to a compact set of the form:
1Ko ∈ 1k 1= {1Ko : 1Ko = β Imn} (2.11)
where Imn is the unit matrix of order m × n and β > 0 is a gain parameterization factor.
Remark 2.2. In general, the gain perturbation matrix 1Ko has the form
1Ko =

δk11 · · · · · · δk1n
δk21 · · · · · · δk2n
· · · · · · · · · · · ·
· · · · · · · · · · · ·
δkp1 · · · · · · δkpn

where δks j is the gain perturbation element, is the variation in the s-control input due to the j-state. For simplicity of
exposition, we scale the variations by introducing a factor β as δks j ≤ β,∀s = 1, . . . , p, j = 1, . . . , n to represent
an upper bound on the individual gain perturbations.
The problem of interest in this paper is to develop resilient feedback stabilization schemes that ensures that the
closed-loop system of (2.1), (2.2) and (2.10) is robustly quadratically stable for both the cases of delay-independent
and delay-dependent. Among the various possible approaches, we aim at constructing resilient adaptive stabilization
schemes to achieve the cited design objective.
3. Delay-independent results
To achieve our goal, we will proceed in two stages. In the first stage, we attempt to construct an adaptive scheme for
the uncertain time-delay system (2.1) assuming that the gain parameterization factor β is known. Then in the second
stage, we extend the results to accommodate bounded-but-known gain perturbations.
3.1. Known perturbation bound
When the gain parameterization factor is known, then the purpose of adaptation is to accommodate the uncertainties
of system (2.1). The following adaptive scheme is proposed
uk = [Ko +1Ko]xk + µ˜k Ko e
µ˜k+1 = g µ˜k + αtKoxk, µ˜0 = µ+, |g| < 1 (3.1)
where Ko ∈ Rm×n, α ∈ Rm×1, e ∈ Rn×1 represent, respectively, a control gain matrix to be determined in what
follows, an adjustable factor and an arbitrary selected constant vector. The gain perturbation1Ko is parameterized by
β Imn (1Ko = β Imn) and β is known. It should be observed from (3.1) that the controller consists of two loops: the
nominal loop [Ko +1Ko]xk and the adaptation loop µ˜k Ko e. In (3.1), the decay rate g is a prescribed constant. For
simplicity in exposition, we introduce
A1k = Aok + M1kNa
= Ao + BoKo + βBo Imn + M1kNa . (3.2)
A convenient Lyapunov functional Vk is given by
V1k = x tk Pxk +
k−1∑
j=k−d
x tjQx j + µ˜2k (3.3)
where 0 < P = P t ∈ Rn×n and 0 < Q = Qt ∈ Rn×n . The following theorem summarizes the first main result:
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Theorem 3.1. Let β, g, α be given. System (2.1) under the adaptive controller (3.1) is RQS if and only if there
matrices 0 < X = X t ∈ Rn×n, Y ∈ Rm×1, 0 < Z = Z t ∈ Rn×n, f ∈ R1×n such that the following inequalities
hold for all admissible uncertainties
−X + Z XN taNd gY tα X Ato + Y tBto XN ta Y tα
+βX InmBto
• −Q + N tdNd 0 Atd 0 0
• • −1+ g2 f 0 0
• • • −X + MM t 0 0
• • • • −I 0
• • • • • −I

< 0. (3.4)
Moreover the gain matrix is given by Ko = Y X−1.
Proof. By evaluating the first forward difference 1V1k of V1k , it follows that
1V1k = x tk[At1PA1 − P + Q]xk + x tk At1PA1d xk−d + x tk−d At1d PA1xk
− x tk−d(Q − At1d PA1d)xk−d + µ˜ketK toBtoPBoKoeµ˜k + µ˜ketK toPA1xk + x tk At1PBoKoeµ˜k
+ µ˜ketK toPA1d xk−d + x tk−d At1d PBoKoeµ˜k
+ (−1+ g2)µ˜2k + x tkK toαgµ˜k + gµ˜kαtKoxk + x tkK toααtKoxk
= ηtk
Γ At1PA1d At1PBoKoe + K toαg• −(Q − At1d PA1d) At1d PBoKoe
• • −1+ g2 + etK toBtoPBoKoe
 ηk
1= ηtk Ξ¯1 ηk, ηk 1=
 xkxk−d
µ˜k
 ,Γ = −P + Q + At1PA1 + K toααtKo. (3.5)
For robust asymptotic stability, it suffices to have1V1k < 0 for all admissible uncertainties which implies that Ξ¯1 < 0.
A straightforward algebraic manipulation shows that
Ξ¯1 =

−P + Q + K toααtKo 0 gK toα At1P
• −Q 0 At1d P
• • −1+ g2 etK toBtoP
• • • −P
 < 0. (3.6)
Applying the congruence transformation T1 = diag[X I I X ], X = P−1 to Ξ¯1 in (3.6) converts it into
T1Ξ¯kT1 =

−X + XQX + XK toααtKoX 0 gXK toα X At1
• −Q 0 At1d
• • −1+ g2 etK toBto
• • • −X
 < 0. (3.7)
With the aid of Fact 1 and X = P−1, Y = KoP−1, Z = XQX followed by the linearization f = et K to Bto, we
perform simple Schur complement to convert inequality (3.7) to LMI (3.6). 
3.2. Unknown perturbation bound
When the gain perturbation bound is unknown, then the adaptive scheme should be constructed to accommodate
the uncertainties of system (2.1) and robustify the closed-loop system. For this purpose, the following adaptive scheme
is provided
uk = Koxk + µ¯k Ko e + βk Ko h
µ¯k+1 = g µ¯k + αtKoxk, |g| < 1, µ¯0 = µ+
βk+1 = d βk + ψ tKoxk, |d| < 1, β0 = β+ (3.8)
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where Ko ∈ Rm×n, α ∈ Rm×1, e ∈ Rn×1 are as defined before and ψ ∈ Rm×1, h ∈ Rn×1 represent an adjustable
factor and an arbitrary selected constant vector. It should be observed from (3.8) that the controller consists of three
loops: the nominal loop [Ko +1Ko]xk and the adaptation loops µ˜k Ko e and βk Ko h. In (3.8), the decay rates g, d
are prescribed constants.
In this case, a convenient Lyapunov functional Vk is given by
V2k = x tk Pxk +
k−1∑
j=k−d
x tjQx j + µ¯2k + β2k (3.9)
where 0 < P = P t ∈ Rn×n and 0 < Q = Qt ∈ Rn×n . The following theorem summarizes the first main result:
Theorem 3.2. Let g, α, d, ψ be given. System (2.1) under the adaptive controller (3.8) is RQS if and only if there
matrices 0 < X = X t ∈ Rn×n, Y ∈ Rm×n, 0 < Z = Z t ∈ Rn×n, f ∈ R1×n, p ∈ R1×n and scalars
γ > 0, ν > 0 such that the following inequalities hold for all admissible uncertainties

−X + Z XN taNd gY tα dY tψ X Ato + Y tBto XN ta Y tα Y tψ
• −Q + N tdNd 0 0 Atd 0 0 0
• • −1+ g2 0 f 0 0 0
• • • −1+ d2 p 0 0 0
• • • • −X + MM t 0 0 0
• • • • • −I 0 0
• • • • • • −I 0
• • • • • • • −I

< 0. (3.10)
Moreover the gain matrix is given by Ko = Y X−1.
Proof. Proceeding parallel to the proof of Theorem 3.1, we can write
1V2k = x tk[At1PA1 − P + Q]xk + x tk At1PA1d xk−d + x tk−d At1d PA1xk
− x tk−d(Q − At1d PA1d)xk−d + µ¯ketK toBtoPBoKoeµ¯k + µ¯ketK toPA1xk + x tk At1PBoKoeµ¯k
+ µ¯ketK toPA1d xk−d + x tk−d At1d PBoKoeµ¯k + (−1+ g2)µ¯2k + x tkK toαgµ¯k + gµ¯kαtKoxk
+ x tkK toααtKoxk + βkhtK toBtoPBoKohβk + βkhtK toBtoPBoKoeµ¯k + µ¯ketK toBtoPBoKohβk
+ x tk At1PBoKohβk + βkhtK toPA1xk + βkhtK toPA1d xk−d + x tk−d At1d PBoKohβk
+ (−1+ d2)β2k + x tkK toψdβk + dβkψ tKoxk + x tkK toψψ tKoxk
= ζ tk

Λ At1PA1d A
t
1PBoKoe A
t
1PBoKoh
+K toαg +K toψd
• −(Q − At1d PA1d) At1d PBoKoe At1d PBoKoh
• • −1+ g2+ etK toBtoPBoKoh
etK toB
t
oPBoKoe
• • • −1+ d2+
htK toB
t
oPBoKoh

ζk
1= ζ tk Ξ¯2 ζk, ηk 1=
 xkxk−d
µ˜k
 , Λ = −P + Q + At1PA1 + K toααtKo + K toψψ tKo. (3.11)
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For robust asymptotically stability, it suffices to have 1V2k < 0 for all admissible uncertainties which implies that
Ξ¯2 < 0. A straightforward algebraic manipulation shows that
Ξ¯2 =

Λ 0 gK toα dK
t
oψ A
t
1P
• −Q 0 0 At1d P
• • −1+ g2 0 etK toBtoP
• • • −1+ d2 htK toBtoP
• • • • −P
 < 0. (3.12)
Applying the congruence transformation T2 = diag[X I I I X ], X = P−1 to Ξ¯2 in (3.12) turns it to the
inequality
T2Ξ¯2T2 =

XΛX 0 gXK toα dXK
t
oψ X A
t
1
• −Q 0 0 At1d
• • −1+ g2 0 etK toBto
• • • −1+ d2 htK toBto
• • • • −X
 < 0. (3.13)
Note that XΛX = −X + XQX + XK toααtKoX + XK toψψ tKoX . With the aid of Fact 1 and X = P−1, Y =
KoP−1, Z = XQX, γ = g2, ν = d2 followed by the linearization f = et K to Bto, p = ht K to Bto, we perform
simple Schur complement to convert inequality (3.13) to LMI (3.10) as desired. 
Remark 3.1. It is significant to observe that Theorems 3.1 and 3.2 establish necessary and sufficient conditions for
system (2.1) to be adaptively and robustly stabilizable for all admissible uncertainties for the respective case of
known/unknown gain perturbation bound. This a pleasing result which adds to the further contribution of adaptive
schemes of time-delay systems [10,11,16,13,17].
3.3. Example 1
In terms of system (2.1) and (2.2), the data are:
Ao =
[−2 0
0 1
]
, Ad =
[
0 0.1
0.1 0.5
]
, Bo =
[
1
1
]
, M =
[
0.7
0.8
]
N ta =
[
0.4
0.6
]
, Γ =
[
0
1
]
, N td =
[
0.7
0.8
]
, g = 0.5, d = 0.5.
Observe that the system is open-loop unstable since it has eigenvalues of {−2, 1}. Solving LMI (2.9) using the
LMI-solver [22] gives the feasible solution as
X =
[
8.0411 −5.8331
−5.8331 6.2548
]
, Q =
[
7.8488 2.8047
2.8047 9.5712
]
, Z =
[
1.8154 −1.5460
−1.5460 1.4129
]
Y = [10.5772 − 8.7933], Ko = [0.9137 − 0.5538].
Next, we solve LMI (3.4), we obtained
X =
[
7.0879 −5.1727
−5.1727 5.7885
]
, Q =
[
6.8289 2.9328
2.9328 8.6325
]
, Z =
[
1.6456 −1.4189
−1.4189 1.3092
]
Y = [9.2103 − 8.0261], Ko = [0.8266 − 0.6478].
Finally the solution of LMI (3.10) yields
X =
[
6.5852 −4.8316
−4.8316 6.5539
]
, Q =
[
6.2194 2.9786
2.9786 7.9881
]
, Z =
[
1.5661 −1.3597
−1.3597 1.2574
]
Y = [8.7902 − 7.5439], Ko = [0.9352 − 0.5448].
Based on the computational results, it is found that the designed controllers behave all the same, with some superiority
of the controller (3.8) performs better since it affords less overshoot and short settling time.
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4. Delay-dependent stability and stabilization
4.1. Delay-dependent stability
In what follows, we employ the difference operator Dk 1= xk+1 − xk along with xk−d = xk −∑kj=k−d D j to
rewrite system (2.1):
xk+1 = A1oxk + A1d xk−d + Bouk
= (A1o + A1d)xk − A1d
k−1∑
j=k−d
D j + Bouk .
Together with the definition of Dk , we get
0 = (A1o + A1d − I )xk − Dk − A1d
k−1∑
j=k−d
D j + Bouk . (4.1)
Define σk =∑k−1j=k−d D j , then it follows that
σk+1 = σk +Dk −Dk−d .
Introducing
ξk = [x tk Dtk σ tk]t, A1od = A1o + A1d
we readily obtain the new expanded state-space system
(Σ2) :
I 0 00 0 0
0 0 I
 ξk+1 =
 I I 0A1od − I −I −A1d
0 I I
 ξk +
0 0 00 0 0
0 −I 0
 ξk−d +
 0Bo
0
 uk
U ξk+1 = A¯1ξ ξk + A¯ξd ξk−d + B¯ouk (4.2)
where the initial conditions are characterized by
ξ0 =
 x0D0
σ0
 =

ψ0
(Ao − I )ψ0 − Adψ−d0
−1∑
j=−d¯
Dx j
 . (4.3)
Remark 4.1. In short, if xk is a solution of uncertain delay system (2.1) with1k ≡ 0 and uk ≡ 0, then ξk is a solution
of the new expanded state-space system (4.2) subject to (4.3) and the reverse is true. This is the essence of descriptor
transformation. It is significant to observe that in system (4.2) the delay matrix has a simple, certain and fixed matrix
even although the original delay matrix A1d is uncertain. In addition, all the matrices of the original singular system
are grouped into the new system matrices and henceforth we call it the “Compact Form (CF)”.
We rewrite the CF matrix
A¯1ξ = A¯ξo + M¯1k N¯ (4.4)
with
A¯ξo =
 I I 0Aod − I −I −Ad
0 I I
 , M¯ =
 0M
0
 ,
N¯ = [Nad 0 − Nd ], Nad = Na + Nd , Aod = Ao + Ad .
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To derive tractable conditions for stability, we introduce the following Lyapunov functional
V (ξk) = Va(ξk)+ Vb(ξk)+ Vc(ξk)+ Vd(ξk) (4.5)
with
Va(ξk) = ξ tkU tPUξk, 0 < P t = P ∈ R3n×3n
Vb(ξk) =
k−1∑
j=k−d
ξ tj I¯
tW I¯ ξ j , 0 <W t =W ∈ Rn×n, I¯ = [I 0 0]
Vc(ξk) =
−d+1∑
p=−d¯+2
k−1∑
j=k+p−1
ξ tj I˜
tQ I˜ ξ j , 0 < Qt = Q ∈ Rn×n, I˜ = [0 I 0]
Vd(ξk) =
−d∑
p=−d¯+1
k−1∑
j=k+p
[( j − p − k + 1)ξ tj I˜ tQ I˜ ξ j ] (4.6)
where
P 1=
Px P f 0• Pd 0
• • Ps
 ∈ R3n×3n, X 1= P−1 =
Xx X f 0• Xd 0
• • Xs
 ∈ R3n×3n,
0 < Px = P tx ∈ Rn×n, 0 < Pd = P td ∈ Rn×n, 0 < Ps = P ts ∈ Rn×n,P f ∈ Rn×n,
0 < Xx = X tx ∈ Rn×n, 0 < Xd = X td ∈ Rn×n, 0 < Xs = X ts ∈ Rn×n,X f ∈ Rn×n . (4.7)
Based on (4.7), we define
X I¯ tW I¯X 1= M =
Mx M f 0• Md 0
• • 0
 ,
0 <Mtx =Mx ∈ Rn×n, M f ∈ Rn×n, 0 <Mtd =Md ∈ Rn×n
d+ X I˜ tQ I˜X 1= d+ N = d+
Nx N f 0• Nd 0
• • 0
 ,
0 < N tx = Nx ∈ Rn×n, N f ∈ Rn×n, 0 < N td = Nd ∈ Rn×n,
Z = XU tPUX 1=
Zx Z f 0• Zd 0
• • Zs
 ,
0 < Z tx = Zx ∈ Rn×n, Z f ∈ Rn×n, 0 < Z td = Zd ∈ Rn×n, 0 < Z ts = Zs ∈ Rn×n,
d+ = d¯ + 1
2
(d¯ − d) (d¯ + d − 1). (4.8)
Let
B =
I 0 00 I 0
0 0 0
 , B = [0 0
0 B
]
≥ 0
F =
0 0 00 0 0
0 0 I
 , F = [0 0
0 F
]
≥ 0. (4.9)
The following theorem establishes LMI-based sufficient conditions for delay-dependent robust stability of
system (Σ2).
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Theorem 4.1. System (Σ2) with uk ≡ 0 is delay-dependent robustly stable if there exist matrices 0 < Xx = X tx ∈
Rn×n, 0 < Xd = X td ∈ Rn×n, 0 < Xs = X ts ∈ Rn×n, X f ∈ Rn×n, 0 < Zx = Z tx ∈ Rn×n, 0 < Zd = Z td ∈
Rn×n, Z f ∈ Rn×n, 0 < Zs = Z ts ∈ Rn×n, 0 < Mx = Mtx ∈ Rn×n, 0 < Md = Mtd ∈ Rn×n, 0 < Nx =
N tx ∈ Rn×n, 0 < Nd = N td ∈ Rn×n, M f ∈ Rn×n, N f ∈ Rn×n and scalars δ > 0, σ > 0 such that the following
inequality holds for all admissible uncertainties
−Z +M+ d+N 0 Πa Πn
• − I¯ tW I¯ − σB A¯tξd 0
• • −X + δM¯ M¯ t 0
• • • −δ I
 < 0 (4.10)
where
Πa =
Xx + X f Xx Atod − Xx − X f X fX tf + Xd X tf Atod − X tf − Xd Xd
0 −Xs Atd Xs
 , Πn =
XxN tadX tf N tad
−XsN td
 . (4.11)
Proof. See [20] for details of the proof. 
In the absence of uncertainties we get the following corollary
Corollary 4.1. System (Σ2) with uk ≡ 0, M ≡ 0, Na ≡ 0 and Nd ≡ 0 is delay-dependent quadratically stable if
there exist matrices 0 < Xx = X tx ∈ Rn×n, 0 < Xd = X td ∈ Rn×n, 0 < Xs = X ts ∈ Rn×n, X f ∈ Rn×n, 0 < Zx =
Z tx ∈ Rn×n, 0 < Zd = Z td ∈ Rn×n, Z f ∈ Rn×n, 0 < Zs = Z ts ∈ Rn×n, 0 <Mx =Mtx ∈ Rn×n, 0 <Md =
Mtd ∈ Rn×n, 0 < Nx = N tx ∈ Rn×n, 0 < Nd = N td ∈ Rn×n, M f ∈ Rn×n, N f ∈ Rn×n, 0 < W = W t ∈ Rn×n
and a scalar σ > 0 satisfying the following inequality−Z +M+ d+N 0 Πa• − I¯ tW I¯ − σB A¯tξd
• • −X
 < 0. (4.12)
4.2. Delay-dependent adaptive stabilization
Turning to delay-dependent adaptive stabilization, we recall the adaptive scheme (3.1) and rewrite it in the form
uk = [Ko +1Ko] I¯ ξk + µ˜k Ko e, I¯ = [I 0 0 0]
µ˜k+1 = g µ˜k + αtKo I¯ ξk, µ˜0 = µ+, |g| < 1. (4.13)
As before, Ko ∈ Rm×n, α ∈ Rm×1, e ∈ Rn×1 are the control gain matrix, an adjustable factor and an arbitrary
selected constant vector. The gain perturbation 1Ko is parameterized by β Imn and β is known. In addition, the decay
rate g is a prescribed constant. The CF of the closed-loop system becomes:
U ξk+1 =
 I I 0A1odk − I − β InmBo 0 −A1d
0 I I
 ξk + µ˜k
 0Bo
0
 Koe
= A¯1ξk ξk + µ˜k B¯oKoe, A¯1ξk = A¯ξok + M¯1k N¯
A¯ξok =
 I I 0Aodk + βBo Imn − I −I −Ad
0 I I
 , Aodk = Ao + Ad + BoKo. (4.14)
In order to restore the delay-dependence, we select the following Lyapunov functional
V1k = Va(ξk)+ Vb(ξk)+ Vc(ξk)+ Vd(ξk)+ µ˜2k . (4.15)
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Taking into account (4.6), we evaluate the first forward difference as
1V1k = ξ tk[ A¯t1ξkP A¯1ξk −U tPU ]ξ tk + ξ tk−d A¯tξdP A¯ξdξk−d + 2ξ tk A¯t1ξkP A¯ξdξk−d + ξ tk I¯ tW I¯ ξk
− ξ tk−d I¯ tW I¯ ξk−d + d+ ξ tk I˜ tQ I˜ ξk + (−1+ g2)µ˜2k + gµ˜kαtKo I¯ ξk + ξ tk I¯ tK toααtKo I¯ ξk
+ ξ tk I¯ tK toαgµ˜k + µ˜ketK to B¯toP B¯oKoeµ˜k + µ˜ketK to B¯toP A¯1ξkξk + ξ tk A¯t1ξkP B¯oKoeµ˜k
which can be arranged into the form
1V1k =
 ξkξk−d
µ˜k
t

A¯t1ξkP A¯1ξk −U tPU
+d+ I˜ tQ I˜ + dĎ I¯ tW I¯
+ I¯ tK toααtKo I¯
A¯t1ξP A¯ξd
A¯t1ξkP B¯oKoe
+ I¯ tK toαg
• − I¯
tW I¯+
A¯tξdP A¯ξd
0
• • −1+ g
2+
etK to B¯
t
oP B¯oKoe

 ξkξk−d
µ˜k

= ϕtΞ¯1ϕ, ϕ =
[
ξ tk ξk−d µ˜k
]t
. (4.16)
By the Lyapunov theory, asymptotic stability (Vk+1 − Vk < 0,∀ξk 6= 0) implies that Ξ¯3 < 0 by which the Schur
complement is equivalent to
−U tPU +
I¯ tW I¯ + d+ I˜ tQ I˜ 0 A¯
t
1ξkP I¯ tK toα I¯ tK toαg A¯t1ξkP
• − I¯ tW I¯ A¯tξdP 0 0 0
• • −P 0 0 0
• • • −I 0 0
• • • • −1+ g2 etK to B¯toP
• • • • • −I

< 0. (4.17)
It follows from the S-procedure [21] that there exists σ > 0 such that the following inequality holds
−U tPU+
I¯ tW I¯ + d+ I˜ tQ I˜ 0 A¯
t
1ξkP I¯ tK toα I¯ tK toαg A¯t1ξkP
• − I¯ tW I¯ − σB A¯tξdP 0 0 0
• • −P 0 0 0
• • • −I 0 0
• • • • −1+ g2 etK to B¯toP
• • • • • −I

< 0. (4.18)
Applying the congruence transformation T1 = diag[X I X I I X ] to Ξ¯3 and recalling Z, M, N , we arrive at:
T1Ξ¯1T1 =

−Z+
M+ d+N 0 X A¯
t
1ξk X I¯ tK toα X I¯ tK toαg XA¯t1ξk
• − I¯
tW I¯
−σB A¯
t
ξd 0 0 0
• • −X 0 0 0
• • • −I 0 0
• • • • −1+ g2 etK to B¯to
• • • • • −I

< 0. (4.19)
Thus the following theorem on delay-dependent adaptive stabilization is established.
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Theorem 4.2. System (2.1) is delay-dependent robustly stabilizable by the adaptive controller (4.13) if there exist
matrices 0 < Xx = X tx ∈ Rn×n, 0 < Xd = X td ∈ Rn×n, 0 < Xs = X ts ∈ Rn×n, X f ∈ Rn×n, 0 < Zx = Z tx ∈
Rn×n, 0 < Zd = Z td ∈ Rn×n, Z f ∈ Rn×n, 0 < Zs = Z ts ∈ Rn×n, 0 < Mx = Mtx ∈ Rn×n, 0 < Md =
Mtd ∈ Rn×n, 0 < Nx = N tx ∈ Rn×n, 0 < Nd = N td ∈ Rn×n, M f ∈ Rn×n, Yx ∈ Rn×n, Y f ∈ Rn×n, N f ∈
Rn×n, 0 < W = W t ∈ Rn×n, ω ∈ R1×3n and scalars δ > 0, σ > 0 satisfying the following inequality for all
admissible uncertainties
−Z+
M+ d+N 0 Πb Πn Π f Πg Πb Πn
• − I¯ tW I¯ − σB A¯tξd 0 0 0 0 0
• • −X + δM¯ M¯ t 0 0 0 0 0
• • • −I 0 0 0 0
• • • • −I 0 0 0
• • • • • −1+ g2 ω 0
• • • • • • −X 0
• • • • • • • −δ I

< 0 (4.20)
where
Πn =

XxN tad
X tf N tad
0
−XsN td
 , Π f =

Y txα
X tf α
0
0
 , Πg =

Y txαg
Y tf αg
0
0

Πb =

Xx + X f Xx Atod + Yx Bto + Y tx Bto − Xx − X f + βXx InmBto 0 X f
Y tf + Xy X tf Atod + Y tf Bto + Y tf Bto − X tf − Xy + βXx InmBto 0 Xy
0 0 0 −Xx
0 −Xs Atd 0 Xs
 . (4.21)
Moreover the gain matrix is given by Ko = Yx X−1x .
Proof. Using (4.14) in (4.19) along with the substitution Yx = KoX−1x followed by the linearization Y f =
KoX f , ω = etK to B¯to and performing simple Schur complement we obtain LMI (4.20). The matrix gain is given
by Ko = Yx X−1x . 
Remark 4.2. It should be observed that the selected matrix P is block-diagonal where in the first block the matrix P f
is quite arbitrary and one possible choice would be zero. This ensures that Ko is determined uniquely Ko = Yx X−1x .
Finally we attend to the case in which the gain perturbation bound is unknown. For this purpose, to robustify the
closed-loop system, the following adaptive scheme is provided
uk = Ko I¯ ξk + µ¯k Ko e + βk Ko h
µ¯k+1 = g µ¯k + αtKo I¯ ξk, |g| < 1, µ¯0 = µ+
βk+1 = d βk + ψ tKo I¯ ξk, |d| < 1, β0 = β+ (4.22)
where Ko ∈ Rm×n is the unknown gain, e ∈ Rn×1, h ∈ Rn×1, α ∈ Rm×1, ψ ∈ Rm×1 represent arbitrary selected
constant vectors. By similarity to the foregoing case, we select the following Lyapunov functional V2k
V2k = Va(ξk)+ Vb(ξk)+ Vc(ξk)+ Vd(ξk)+ µ¯2k + β2k (4.23)
where Va, Vb, Vc, Vd are as given before. The results of the foregoing theorem will be taken into account such that
the first forward difference is expressed as
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1V2k = ξ tk[ A¯t1ξkP A¯1ξk −U tPU ]ξ tk + ξ tk−d A¯tξdP A¯ξdξk−d + 2ξ tk A¯t1ξkP A¯ξdξk−d
+ dĎ ξ tk I¯ tW I¯ ξk − ξ tk−d( I¯ tW I¯ − A¯tξdP A¯ξd)ξk−d + d+ ξ tk I˜ tQ I˜ ξk + (−1+ g2)µ˜2k
+ gµ˜kαtKo I¯ ξk + ξ tk I¯ tK toααtKo I¯ ξk + ξ tk I¯ tK toαgµ˜k + µ¯ketK to B¯toP B¯oKoeµ¯k + µ¯ketK to B¯toP A¯1ξkξk
+ ξ tk A¯t1ξkP B¯oKoeµ˜k + µ¯ketK to B¯toP A¯ξd xk−d + x tk−d AtξdP B¯oKoeµ¯k
+ (−1+ g2)µ¯2k + ξ tk I¯ tK toαgµ¯k + gµ¯kαtKo I¯ ξk + ξ tk I¯ tK toααtKo I¯ ξk
+βkhtK to B¯toP B¯oKohβk + βkhtK to B¯toP B¯oKoeµ¯k + µ¯ketK to B¯toP B¯oKohβk (4.24)
which can be arranged into the form
1V2k = ζ tk

Λ A¯t1ξP A¯ξd
A¯t1ξkP B¯oKoe
+ I¯ tK toαg
A¯t1ξkP B¯oKoh
+ I¯ tK toψd
• − I¯
tW I¯+
A¯tξdP A¯ξd
A¯tξdP B¯oKoe A¯tξdP B¯oKoh
• • −1+ g
2+
etK to B¯
t
oP B¯oKoe
etK to B¯
t
oP B¯oKoh
• • • −1+ d
2+
htK to B¯
t
oP B¯oKoh

ζk
1= ζ tk Ξ¯2 ζk, ζ tk 1=
[
ξ tk, ξ
t
k−d , µ˜k, βk,
]
,
Λ = A¯t1ξkP A¯1ξk −U tPU + d+ I˜Q I˜ + dĎ I¯ tW I¯ + I¯ tK toααtKo I¯ + I¯ tK toψψ tKo I¯ . (4.25)
By the Lyapunov theory, asymptotic stability (Vk+1 − Vk < 0,∀ξk 6= 0) implies that Ξ¯2 < 0 which by the Schur
complement is equivalent to

−U tPU+
I¯ tW I¯
+d+ I˜ tQ I˜
0 A¯t1ξkP I¯ tK toα I¯ tK toψ I¯ tK toαg A¯t1ξkP I¯ tK toψd A¯t1ξkP
• − I¯ tW I¯ A¯tξdP 0 0 0 0 0 0
• • −P 0 0 0 0 0 0
• • • −I 0 0 0 0 0
• • • • −I 0 0 0 0
• • • • • −1+ g2 etK to B¯toP 0 0
• • • • • • −I 0 0
• • • • • • • −1+ d2 htK to B¯toP
• • • • • • • • −I

< 0.
(4.26)
Defining pi = htK to B¯to ∈ R1×3n and applying the S-procedure, it is readily evident that the following theorem is
established.
Theorem 4.3. System (2.1) under the adaptive controller (4.22) is delay-dependent robustly stabilizable if there
matrices 0 < Xx = X tx ∈ Rn×n, 0 < Xd = X td ∈ Rn×n, 0 < Xs = X ts ∈ Rn×n, X f ∈ Rn×n, 0 < Zx =
Z tx ∈ Rn×n, 0 < Zd = Z td ∈ Rn×n, Z f ∈ Rn×n, 0 < Zs = Z ts ∈ Rn×n, 0 <Mx =Mtx ∈ Rn×n, 0 <Md =
Mtd ∈ Rn×n, 0 < Nx = N tx ∈ Rn×n, 0 < Nd = N td ∈ Rn×n, M f ∈ Rn×n, Yx ∈ Rn×n, Y f ∈ Rn×n, N f ∈
Rn×n, 0 <W =W t ∈ Rn×n, ω ∈ R1×3n, pi ∈ R1×3n and scalars δ > 0, σ > 0 such that the following inequality
holds for all admissible uncertainties
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−Z+
M+ d+N 0 Πb Π f Πp Πg Πb Πs Πb Πn Πn
• − I¯
tW I¯
−σB A¯
t
ξd 0 0 0 0 0 0 0 0
• • −X + δM¯ M¯ t 0 0 0 0 0 0 0 0
• • • −I 0 0 0 0 0 0 0
• • • • −I 0 0 0 0 0 0
• • • • • −1+ g2 ω 0 0 0 0
• • • • • • −X 0 0 0 0
• • • • • • • −1+ d2 pi 0 0
• • • • • • • • −X 0 0
• • • • • • • • • −δ I 0
• • • • • • • • • • −δ I

< 0 (4.27)
where
Πs =

Y txψd
Y tfψd
0
0
 , Πp =

Y txψ
X tfψ
0
0
 . (4.28)
Moreover the gain matrix is given by Ko = Yx X−1x .
4.3. Example 2
In terms of system (2.1) and (2.2), the data are:
Ao =
−3 0 0.10 2 −0.1
0 0 1
 , Ad =
 0 0.1 −0.10 0.1 0.3
−0.2 0 −0.5
 , Bo =
10
1
 , M =
0.40
0.5

N ta =
0.30.2
0
 , Γ =
10
1
 , N td =
0.10.2
0
 , g = 0.4, d = 0.6, α = 0.2, ψ = 0.3.
Observe that the system is open-loop unstable since it has eigenvalues of {−3, 2, 1}. Solving LMI (4.20) gives the
feasible solution as
Ko = [1.6504 0.6259 − 0.7385].
Next, we solve LMI (4.27), we obtained
Ko = [0.9355 − 0.4348 − 1.07554].
In another simulation run, we used
g = 0.7, d = 0.8, α = 1, ψ = 2
and we obtained the feedback gain
Ko = [1.7011 0.6334 − 0.7196]
from solving (4.20) and the feedback gain
Ko = [1.0465 − 0.4486 − 0.9866]
from solving (4.27). A simple comparison shows that the developed design techniques are slightly insensitive to input
parameters.
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5. Conclusions
The problem of resilient adaptive control problem for a class of discrete-time state-delay systems and norm-
bounded uncertainties against controller gain variations has been investigated. Necessary and sufficient conditions for
delay-independent asymptotic stability have been established. An expanded state-space system called the “Compact
Form” has been established to derive delay-dependent adaptive stability and stabilization schemes. All the developed
results have been conveniently expressed in linear matrix inequalities format. Detailed simulation results have been
presented to demonstrate the developed theory.
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