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TORIC IDEALS AND DIAGONAL 2-MINORS
ANARGYROS KATSABEKIS
Abstract. Let G be a simple graph on the vertex set {1, . . . , n} withm edges.
An algebraic object attached to G is the ideal PG generated by diagonal 2-
minors of an n × n matrix of variables. In this paper we prove that if G is
bipartite, then every initial ideal of PG is generated by squarefree monomials
of degree at most
⌊
m+n+1
2
⌋
. Furthermore, we completely characterize all
connected graphs G for which PG is the toric ideal associated to a finite simple
graph. Finally we compute in certain cases the universal Gro¨bner basis of PG.
1. Introduction
Let X = (xij) be an n × n matrix of variables and R = K[xij |1 ≤ i, j ≤ n] be
the polynomial ring in n2 variables over a field K. For 1 ≤ i < j ≤ n we denote by
fij the diagonal 2-minor of X given by the elements that stand at the intersection
of the rows i, j and the columns i, j, in other words, fij = xiixjj − xijxji. Thus
fij is a binomial in R, namely a difference of two monomials.
Let G be a simple graph on the vertex set {1, . . . , n} with the edge set E(G). By
a simple graph G we mean an undirected graph without loops or multiple edges.
Let m be the cardinality of E(G). We write S for the polynomial ring
S := K[{xij , xji|{i, j} ∈ E(G)} ∪ {xii}1≤i≤n]
in 2m+n variables over K. Let PG be the ideal of S generated by all the binomials
fij , where {i, j} is an edge of G.
Ideals generated by diagonal 2-minors were studied for the first time in [5]. More
specifically, the authors considered the ideal P
′
G = PG · R and proved that it is a
complete intersection prime ideal of height m. They also noticed that the set of
all binomials fij , where {i, j} is an edge of G, is the reduced Gro¨bner basis of P
′
G
with respect to the reverse lexicographical order given by the natural ordering of
variables
x11 > x12 > · · · > x1n > x21 > x22 > · · · > x2n > · · · > xn1 > · · · > xnn.
By Theorem 1.2 in [5], the initial ideal of P
′
G with respect to the lexicographic
term order given by the natural order of indeterminates is generated by squarefree
monomials of degree at most 4.
The universal Gro¨bner basis of an ideal I generated by binomials, denoted by
U(I), is the union of all its reduced Gro¨bner bases. Universal Gro¨bner bases were
used in integer programming and algebraic statistics to compute Markov bases of
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contingency tables and to study relations among conditional probabilities, see [6]
and [9]. In general, it is not easy to describe the set U(I) or even to estimate
the degree of its elements. The case that I is a toric ideal has been of particular
interest, see for example [2] and [12].
In this article we study the universal Gro¨bner basis of PG. Since the ideal PG is
prime, it is also a toric ideal and therefore one can associate an integer program to
it. The maximum degree of the elements in the universal Gro¨bner basis of PG is an
important measure for the complexity of the aforementioned integer program. It is
worth to note that there exists an upper bound on the degrees of the elements of
U(PG) (see Theorem 4.7 in [11]), however it is very far from being sharp.
In section 2 we show that if the graph G is bipartite, then every initial ideal
of PG is generated by squarefree monomials and also the universal Gro¨bner basis
consists only of the circuits of PG. For a bipartite graph G, we additionally prove
that the maximum degree of a binomial in the universal Gro¨bner basis of PG is
bounded above by
⌊
m+n+1
2
⌋
. Our bound is sharp, see Remark 3.13 and Remark
3.18.
An interesting problem is to determine when an ideal generated by binomials
is the toric ideal IH associated to a finite graph H . In [8] H. Ohsugi and T. Hibi
consider it for the class of ideals generated by adjacent 2-minors. In section 3 we
study the above problem for ideals generated by diagonal 2-minors. More precisely,
Theorem 3.8 asserts that, given a connected graph G, there exists a finite simple
graph H such that PG = IH if and only if G has at most one cycle. Our approach
produces new examples of non-bipartite graphs H such that the toric ideal IH has
a quadratic Gro¨bner basis. Moreover, using Theorem 3.8 and Theorem 3.4 in [12],
we characterize in graph theoretical terms the elements of the universal Gro¨bner
basis of PG, under the assumption that G is a connected graph with at most one
cycle.
2. General results for ideals generated by diagonal 2-minors
In this section first we recall some basic facts about toric ideals associated to
vector configurations. Next we associate to a simple graph G on the vertex set
{1, . . . , n} the vector configuration AG, and let NG be the matrix with columns the
vectors of AG. It turns out (see Proposition 2.3) that PG is the toric ideal IAG
associated to AG. Also, we show that the matrix NG is totally unimodular if and
only if the graph G is bipartite. As a consequence, if G is a bipartite graph, then
every initial ideal of PG is generated by squarefree monomials. Moreover, for a
bipartite graph G, the universal Gro¨bner basis of PG is described by the circuits of
IAG .
2.1. Basics on toric ideals.
Let A = {a1, . . . , as} ⊂ Zr be a vector configuration and let K[y1, . . . , ys] be the
polynomial ring in s variables over a field K. As usual, we will denote by yu the
monomial yu11 · · · y
us
s ofK[y1, . . . , ys], with u = (u1, . . . , us) ∈ N
s. The toric ideal IA
is the kernel of the K-algebra homomorphism φ : K[y1, . . . , ys] → K[t
±1
1 , . . . , t
±1
r ]
given by
φ(yi) = t
ai = t
ai,1
1 · · · t
ai,r
r for all i = 1, . . . , s,
where ai = (ai,1, . . . , ai,r). Thus every toric ideal is prime. Furthermore, the ideal
IA is generated by all the binomials y
u − yv such that φ(yu) = φ(yv), see [11].
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Let N = (ai,j) be the r × s matrix with columns the vectors a1, . . . , as. By
Lemma 4.2 in [11], the height of IA, denoted by ht(IA), is equal to s− g, where g
is the rank of the matrix N .
For a vector u = (u1, . . . , us) ∈ Zs, we let supp(u) = {i ∈ {1, . . . , s}|ui 6= 0}
be the support of u. The support of a binomial B = yu − yv is supp(B) =
supp(u) ∪ supp(v). An irreducible binomial B belonging to IA is called a circuit
of IA if there exists no binomial B
′ ∈ IA such that supp(B′) $ supp(B). We shall
denote by C(IA) the set of circuits of IA. The set C(IA) can be computed easily,
see [3] or [4]. An irreducible binomial yu − yv belonging to IA is called primitive
if there is no other binomial yc − yd ∈ IA such that yc divides yu and yd divides
yv. The set of all primitive binomials is the Graver basis of IA, denoted by Gr(IA).
For any toric ideal IA, we have that C(IA) ⊆ U(IA) ⊆ Gr(IA), see [11].
Toric ideals associated to graphs serve as interesting examples of toric ideals. Let
H be a finite simple graph with vertices V (H) = {v1, . . . , vr} and edges E(H) =
{z1, . . . , zs}. The incidence matrix of H is the r× s matrix MH = (bi,j) defined by
bi,j =
{
1, if vi is one of the vertices in zj
0, otherwise.
Let BH = {b1, . . . ,bs} be the set of vectors in Zr, where bi = (bi,1, . . . , bi,r) for
1 ≤ i ≤ s. With IH we denote the toric ideal IBH in K[y1, . . . , ys]. By Lemma
8.3.2 in [13], the rank of the matrix MH equals r− c(H), where c(H) is the number
of connected components of H which are bipartite. Thus the height of IH equals
s− r + c(H).
A walk of length l of H connecting vi1 ∈ V (H) with vil+1 ∈ V (H) is a finite
sequence of the form
Γ = ({vi1 , vi2}, {vi2 , vi3}, . . . , {vil , vil+1})
with each zij = {vij , vij+1} ∈ E(H), 1 ≤ j ≤ l. In some cases we may also denote
a walk only by vertices (vi1 , vi2 , . . . , vil , vil+1). An even (respectively odd) walk is
a walk of even (respectively odd) length. The walk Γ is closed if vi1 = vil+1 . A
cycle is a closed walk ({vi1 , vi2}, {vi2 , vi3}, . . . , {vil , vi1}) with l ≥ 3 and vij 6= vik ,
for every 1 ≤ j < k ≤ l.
Given an even closed walk Γ = (zi1 , . . . , zi2l) of H , we denote by BΓ the binomial
BΓ :=
l∏
j=1
yi2j−1 −
l∏
j=1
yi2j ∈ IH .
Moreover, Proposition 8.1.2 in [13] guarantees that IH is generated by all the bi-
nomials BΓ, where Γ is an even closed walk of H .
2.2. Ideals generated by diagonal 2-minors.
Let G be a simple graph on the vertex set {1, . . . , n} with the edge set E(G) =
{z1, . . . , zm}. Let {e1, . . . , en, en+1, . . . , en+m} be the canonical basis of Zn+m.
Given an edge zi = {ik, il} of G, we consider the following two vectors: a{ik ,il} :=
eik + eil − en+i and b{ik,il} := en+i. Also, for every 1 ≤ j ≤ n, we consider the
vector ajj := ej . Let AG denote the set
AG := {a{i,j},b{i,j}|{i, j} is an edge of G} ∪ {ajj |1 ≤ j ≤ n}
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consisting of 2m + n vectors. Let NG be the (n + m) × (2m + n) matrix whose
columns are the vectors in AG.
Example 2.1. Let G be the graph on the vertex set {1, . . . , 5} with edges z1 =
{1, 2}, z2 = {2, 3}, z3 = {3, 4}, z4 = {1, 4}, z5 = {1, 5} and z6 = {3, 5}. The set
AG consists of the following 17 vectors: a{1,2} = e1+ e2− e6, b{1,2} = e6, a{2,3} =
e2 + e3 − e7, b{2,3} = e7, a{3,4} = e3 + e4 − e8, b{3,4} = e8, a{1,4} = e1 + e4 − e9,
b{1,4} = e9, a{1,5} = e1+e5−e10, b{1,5} = e10, a{3,5} = e3+e5−e11, b{3,5} = e11,
a11 = e1, a22 = e2, a33 = e3, a44 = e4, a55 = e5.
The toric ideal IAG is the kernel of the K-algebra homomorphism
φ : S → K[t±11 , . . . , t
±1
11 ]
given by φ(x12) = t1t2t
−1
6 , φ(x21) = t6, φ(x23) = t2t3t
−1
7 , φ(x32) = t7, φ(x34) =
t3t4t
−1
8 , φ(x43) = t8, φ(x14) = t1t4t
−1
9 , φ(x41) = t9, φ(x15) = t1t5t
−1
10 , φ(x51) = t10,
φ(x35) = t3t5t
−1
11 , φ(x53) = t11, φ(x11) = t1, φ(x22) = t2, φ(x33) = t3, φ(x44) = t4,
φ(x55) = t5. Actually IAG is generated by the following 6 binomials: f12, f23, f34,
f14, f15 and f35. Thus PG = IAG .
Given a subgraph W of G, we let PW be the ideal of the polynomial ring
K[{xij , xji|{i, j} ∈ E(W )} ∪ {xii}1≤i≤n]
generated by all the binomials fij , where {i, j} is an edge of W .
Proposition 2.2. ([5]) The ideal PW is complete intersection of height |E(W )|.
Proposition 2.3. Let G be a simple graph on the vertex set {1, . . . , n} with m
edges, then the ideal PG coincides with the toric ideal IAG .
Proof. Given an edge zi = {ik, il} of G, we have that
a{ik,il} + b{ik,il} = (eik + eil − en+i) + en+i = eik + eil = aikik + ailil ,
so the binomial fikil belongs to IAG , and therefore PG ⊆ IAG . Moreover the rank
of NG is equal to n+m, thus ht(IAG) = 2m+ n− (n+m) = m. From Proposition
2.2 we have that PG is a prime ideal of height m. Thus PG = IAG . 
Remark 2.4. There is a term order such that the initial ideal of IAG is generated by
squarefree quadratic monomials. By Corollary 8.9 in [11], the vector configuration
AG has a unimodular regular triangulation.
A matrix M with rank(M) = d is called unimodular if all nonzero d× d-minors
of M have the same absolute value. The matrix M is called totally unimodular
when every minor of M is 0 or ±1. It is well known (see for example [10, Chapter
19]) that the graph G is bipartite if and only if its incidence matrix MG is totally
unimodular.
Theorem 2.5. The matrix NG is totally unimodular if and only if the graph G is
bipartite.
Proof. (⇒) Suppose that NG is totally unimodular. Then also MG is totally
unimodular since it is a submatrix of NG, and therefore G is bipartite.
(⇐) Suppose that G is bipartite. Since total unimodularity is preserved under
the unit vectors, it is enough to consider the matrix Q with columns the vectors
a{ik,il} = eik + eil − en+i, where zi = {ik, il} is an edge of G. It suffices to prove
that Q is totally unimodular. The incidence matrixMG is totally unimodular, since
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G is bipartite, so also the transpose MTG of MG is totally unimodular. Thus the
m× (n+m) matrix V = (MTG |R), where R is the matrix with rows −e1, . . . ,−em,
is totally unimodular, and therefore Q = V T is totally unimodular. 
Theorem 2.6. Let G be a simple bipartite graph on the vertex set {1, . . . , n}, then
the initial ideal of PG with respect to any term order is generated by squarefree
monomials. Furthermore, the equality U(PG) = C(IAG) holds.
Proof. We have, from Theorem 2.5, that the matrix NG is totally unimodular,
and hence also unimodular. By Corollary 8.9 in [11], every initial ideal of IAG
is generated by squarefree monomials. Now, Proposition 8.11 in [11] asserts that
C(IAG) = Gr(IAG). Thus U(IAG) = C(IAG), and therefore U(PG) = C(IAG) since
PG = IAG . 
Remark 2.7. Let G be a simple bipartite graph on the vertex set {1, . . . , n}, then
the matrix NG is unimodular. For every circuit B = x
u − xv ∈ IAG we have, from
the proof of Proposition 8.11 in [11], that both xu and xv are squarefree monomials.
Corollary 2.8. Let G be a simple bipartite graph on the vertex set {1, . . . , n} with
m edges, then the maximum degree of a binomial in the universal Gro¨bner basis of
PG is less than or equal to
⌊
m+n+1
2
⌋
.
Proof. Given a circuit B ∈ IAG , we have, from Lemma 4.8 in [11], that supp(B)
has at most m+ n+1 elements. Since every binomial in IAG is homogeneous with
respect to the standard grading, we have that the degree of B is less than or equal
to
⌊
m+n+1
2
⌋
. By Theorem 2.6, the maximum degree of a binomial in the universal
Gro¨bner basis of PG is less than or equal to
⌊
m+n+1
2
⌋
. 
Example 2.9. We come back to Example 2.1. The circuits of IAG are the following:
C(IAG) = {f12, f23, f34, f14, f15, f35, x44x35x53 − x55x34x43,
x11x35x53 − x33x15x51, x44x15x51 − x55x14x41, x22x15x51 − x55x12x21,
x33x14x41 − x11x34x43, x22x14x41 − x44x12x21, x22x34x43 − x44x23x32,
x11x23x32 − x33x12x21, x22x35x53 − x55x23x32, x14x41x35x53 − x34x43x15x51,
x14x41x35x53 − x33x44x15x51, x14x41x35x53 − x11x55x34x43,
x11x44x35x53 − x34x43x15x51, x12x21x35x53 − x23x32x15x51,
x11x22x35x53 − x23x32x15x51, x12x21x35x53 − x22x33x15x51,
x12x21x35x53 − x11x55x23x32, x34x43x15x51 − x33x55x14x41,
x23x32x15x51 − x33x55x12x21, x23x32x14x41 − x12x21x34x43,
x23x32x14x41 − x11x22x34x43, x22x33x14x41 − x12x21x34x43,
x23x32x14x41 − x33x44x12x21, x12x21x34x43 − x11x44x23x32,
x22x14x41x35x53 − x44x23x32x15x51, x22x14x41x35x53 − x55x12x21x34x43,
x44x12x21x35x53 − x55x23x32x14x41, x44x12x21x35x53 − x22x34x43x15x51,
x22x34x43x15x51 − x55x23x32x14x41, x44x23x32x15x51 − x55x12x21x34x43}.
Notice that G is a bipartite graph which has more than one cycles. By Theorem
2.6, the universal Gro¨bner basis of PG consists of the above 36 binomials.
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3. Classification of all graphs G such that the equality PG = IH
holds
Let G be a simple graph on the vertex set {1, . . . , n}. The next proposition gives
a necessary condition for the equality PG = IH , where H is a finite simple graph.
Proposition 3.1. Let G be a connected simple graph on the vertex set {1, . . . , n}
with m edges. If there exists a finite simple graph H such that PG = IH , then G
has at most one cycle.
Proof. Without loss of generality we can assume that H has exactly 2m + n
edges and also that H contains no isolated vertices. Recall that PG = IAG , where
AG = {a{i,j},b{i,j}|{i, j} ∈ E(G)} ∪ {ajj |1 ≤ j ≤ n}. Let
BH = {bij ,bji|{i, j} ∈ E(G)} ∪ {b11, . . . ,bnn}
be the set of columns of the incidence matrix MH of H . Every column of MH
has exactly two nonzero entries and both of them are equal to 1. In particular,
every bii, 1 ≤ i ≤ n, has exactly two nonzero entries, so the cardinality of the set
{supp(b11), . . . , supp(bnn)} is at most 2n. Given an edge {i, j} of G, we have that
fij = xiixjj − xijxji ∈ PG, so fij ∈ IH and therefore bij = bii + bjj − bji. If
supp(bji) ∩ supp(bii) = ∅ or supp(bji) ∩ supp(bjj) = ∅, then the vector bij has at
least one entry which is equal to −1, a contradiction. Thus the cardinality of the
set
R = {supp(bij), supp(bji)|{i, j} ∈ E(G)} ∪ {supp(b11), . . . , supp(bnn)}
is at most 2n. Let d be the number of vertices of H , then d is less than or equal
to 2n. Let c(H) be the number of connected components of H which are bipartite.
By Proposition 2.2 we have that ht(PG) = m. Using the equality ht(PG) = ht(IH),
we deduce that m = 2m+ n− d+ c(H), and therefore m+ n+ c(H) = d ≤ 2n. So
m ≤ m+ c(H) ≤ n, while n ≤ m+ 1 since G is connected. Thus n ∈ {m,m+ 1},
and therefore G has at most one cycle. Note that G is a tree when n = m + 1,
while G has exactly one cycle in the case that n = m. 
Let W be a connected simple graph with k vertices and l edges. Consider two
simple graphs W1, W2 with V (W1) = {p1, . . . , pk} and V (W2) = {q1, . . . , qk} such
that V (W1) ∩ V (W2) = ∅. Suppose that both W1 and W2 are isomorphic to W .
More precisely, we assume that τ : V (W ) −→ V (W1), i 7→ pi, is a bijection such
that
{i, j} ∈ E(W )⇐⇒ {pi, pj} ∈ E(W1),
and also ψ : V (W ) −→ V (W2), i 7→ qi, is a bijection such that
{i, j} ∈ E(W )⇐⇒ {qi, qj} ∈ E(W2).
We will define a new graph W ⋆ with 2k vertices and k + 2l edges as follows. The
vertex set of W ⋆ is V (W1) ∪ V (W2). Also both W1 and W2 are subgraphs of W ⋆,
so each one of the edges of W1, W2 is also an edge of W
⋆. Finally, for every vertex
i of W , we let {pi, qi} be an edge of W ⋆. Note that W ⋆ is a connected graph. The
graph W ⋆ is commonly known as a prism of W .
Remark 3.2. Let G be a simple graph on the vertex set {1, . . . , n} and let W be
a connected subgraph of G. Given an edge {i, j} of W , we have that
Γ = (dii = {pi, qi}, dji = {qi, qj}, djj = {pj, qj}, dij = {pi, pj})
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is an even cycle ofW ⋆, and therefore xiixjj−xijxji = BΓ ∈ IW⋆ . Thus PW ⊆ IW⋆ .
Lemma 3.3. Let G be a simple graph on the vertex set {1, . . . , n} and W be a
connected subgraph of G. If W is either a tree or a non-bipartite graph with exactly
one cycle, then PW = IW⋆ where W
⋆ is the graph constructed above.
Proof. Let W be a tree with k vertices and l = k − 1 edges. By Proposition 2.2
we have that ht(PW ) = l. If the graph W
⋆ is not bipartite, then
ht(IW⋆) = (k + 2l)− 2k = 2l− k = 2l− (l + 1) = l − 1 < l,
and therefore ht(IW⋆) < ht(PW ) a contradiction to the fact that PW ⊆ IW⋆ . Thus
W ⋆ is bipartite, so ht(IW⋆) = (k + 2l)− 2k + 1 = l, and therefore PW = IW⋆ .
Let W be a non-bipartite graph with exactly one cycle. Let r and s be the
number of vertices and edges, respectively, of W , then r = s. We have that the
graph W ⋆ is not bipartite, and therefore
ht(IW⋆) = (r + 2s)− 2r = 2s− r = s = ht(PW ).
Since PW ⊆ IW⋆ , we obtain the equality PW = IW⋆ . 
Remark 3.4. Given an even cycle C = ({1, 2}, {2, 3}, . . . , {k, 1}) of a simple graph
G, we have that the graph C⋆ is bipartite, since
{p1, p3, p5, . . . , pk−1, q2, q4, . . . , qk} ∪ {p2, p4, . . . , pk, q1, q3, q5, . . . , qk−1}
is a partition of its vertices. Thus ht(IC⋆) = 3k − 2k + 1 = k + 1 6= k = ht(PC),
and therefore PC 6= IC⋆ .
Let C = ({i1, i2}, {i2, i3}, . . . , {ik, i1}) be an even cycle of a graph G of length
k ≥ 4. Consider two simple graphs C1, C2 with V (C1) = {v1, . . . , vk} and V (C2) =
{w1, . . . , wk} such that V (C1) ∩ V (C2) = ∅. Suppose that both C1 and C2 are
isomorphic to the path Y = ({i1, i2}, {i2, i3}, . . . , {ik−1, ik}). More precisely, we
assume that τ : V (Y ) −→ V (C1), r 7→ vr, is a bijection such that
{r, s} ∈ E(Y )⇐⇒ zrs := {vr, vs} ∈ E(C1),
and also ψ : V (Y ) −→ V (C2), r 7→ wr, is a bijection such that
{r, s} ∈ E(Y )⇐⇒ zsr := {wr, ws} ∈ E(C2).
We will define a new graph C with 2k vertices and 3k edges as follows. The vertex
set of C is V (C1)∪ V (C2). Also both C1 and C2 are subgraphs of C. Additionally,
for r = i1 and s = ik, we let zrs := {vr, ws} and zsr := {vs, wr} be edges of C.
Finally, for every vertex r of C, we let zrr := {vr, wr} be an edge of C. Note that
C is a connected graph. The graph C is commonly known as a twisted prism of C.
The next lemma asserts that PC = IC .
Lemma 3.5. Let G be a simple graph on the vertex set {1, . . . , n} and C be an
even cycle of G of length k ≥ 4. Then PC = IC for the graph C constructed above.
Proof. Let C = ({i1, i2}, {i2, i3}, . . . , {ik, i1}), then the graph C is not bipartite
since Γ = (vi1 , wik , vik , vik−1 , . . . , vi2 , vi1) is an odd cycle of length k + 1. Thus
ht(IC) = 3k−2k = k. For every edge {r, s} of Y we have that Γ = (zrr, zsr, zss, zrs)
is an even cycle of C, so xrrxss − xrsxsr = BΓ ∈ IC . Moreover, for r = i1
and s = ik, we have that also Γ = (zrr, zsr, zss, zrs) is an even cycle of C, so
xrrxss − xrsxsr ∈ IC , and therefore PC ⊆ IC . Thus the equality PC = IC holds,
since, from Proposition 2.2, ht(PC) = k. 
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Remark 3.6. Given an even cycle C = ({1, 2}, {2, 3}, . . . , {k, 1}) of length k ≥ 4 of
G, we have that the graph C contains at least one even cycle of length 2k, namely
(v1, v2, . . . , vk−1, vk, wk, wk−1, . . . , w1, v1).
Let G1 = (V (G1), E(G1)), G2 = (V (G2), E(G2)) be graphs such that G1 ∩ G2
is a complete graph. The new graph G = G1
⊕
G2 with the vertex set V (G) =
V (G1)∪V (G2) and edge set E(G) = E(G1)∪E(G2) is called the clique sum of G1
and G2 in G1∩G2. If the cardinality of V (G1)∩V (G2) is k+1, then this operation
is called a k-clique sum of the graphs G1 and G2. We write G = G1
⊕
v̂ G2 to
indicate that G is the clique sum of G1 and G2 and that V (G1) ∩ V (G2) = v̂.
Example 3.7. LetG be the graph on the vertex set {1, . . . , 6} consisting of the even
cycle C = ({1, 2}, {2, 3}, {3, 4}, {1, 4}) and the tree T with edges {1, 5} and {1, 6}.
Let C be the graph on the vertex set {v1 = 7, v2 = 8, v3 = 9, v4 = 10} ∪ {w1 =
12, w2 = 13, w3 = 15, w4 = 17} consisting of the edges z12 = {7, 8}, z23 = {8, 9},
z34 = {9, 10}, z14 = {7, 17}, z21 = {12, 13}, z32 = {13, 15}, z43 = {15, 17}, z41 =
{10, 12}, z11 = {7, 12}, z22 = {8, 13}, z33 = {9, 15}, z44 = {10, 17}.
Also consider the graph T ⋆ on the vertex set {v1 = 7, p5 = 18, p6 = 19} ∪ {w1 =
12, q5 = 20, q6 = 21} consisting of the edges z15 = {7, 18}, z16 = {7, 19}, z51 =
{12, 20}, z61 = {12, 21}, z11, z55 = {18, 20}, z66 = {19, 21}. Notice that C ∩ T ⋆
is the graph on the vertex set v̂ = {7, 12} consisting of the edge z11. The 1-clique
sum H of the graphs C and T ⋆ is drawn in Figure 1.
17 20
18
21
19
15 12
9
13
10
8 7
Figure 1.
It is easy to see that PG ⊆ IH . Moreover, ht(PG) = 6, and also ht(IH) = 18−12 = 6
since the graph H is not bipartite. Thus PG = IH , so {f12, f23, f34, f14, f15, f16}
is a quadratic Gro¨bner basis for IH with respect to the reverse lexicographic term
order given by
x11 > x12 > x14 > x15 > x16 > x21 > x22 > x23 > x32 > x33 > x34 >
x41 > x43 > x44 > x51 > x55 > x61 > x66.
Let W be a subgraph of G. Given an ideal J in the polynomial ring
K[{xij , xji|{i, j} ∈ E(W )} ∪ {xii}1≤i≤n],
we write Je for the ideal Je := J · S.
The following theorem determines all connected graphs G such that the ideal PG
is of the form IH , for a finite simple graph H .
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Theorem 3.8. Let G be a connected simple graph on the vertex set {1, . . . , n}.
Then, there exists a finite simple graph H such that PG = IH if and only if G has
at most one cycle.
Proof. If there exists a finite simple graph H such that PG = IH , then we have,
from Proposition 3.1, that G has at most one cycle. Conversely if either G has
no cycle or G is non-bipartite with exactly one cycle, then Lemma 3.3 asserts that
PG = IG⋆ . Thus it is enough to consider the case that G is bipartite with exactly
one cycle. Let C be the unique cycle of G and suppose that it has length k ≥ 4,
where k is even. The graph G can be written as the 0-clique sum of the cycle C
and some trees. More precisely, we have that
G = C
⊕
i1
T1
⊕
i2
T2
⊕
i3
· · ·
⊕
is
Ts,
for some vertices i1, . . . , is of C. By Lemma 3.5, there is a connected graph C such
that PC = IC . Moreover, C has exactly 2k vertices and 3k edges. We shall denote
by v̂j the set of vertices of the edge zijij , 1 ≤ j ≤ s. By Lemma 3.3, for each
1 ≤ j ≤ s there exists a connected graph T ⋆j such that PTj = IT⋆j . Without loss of
generality we can assume that V (T ⋆j ) ∩ V (C) = v̂j , for every 1 ≤ j ≤ s, and also
V (T ⋆j ) ∩ V (T
⋆
k ) = ∅, for every j 6= k. Let us suppose that the tree Tj , 1 ≤ j ≤ s,
has gj edges, then T
⋆
j has 2gj + 2 vertices and 3gj + 1 edges. Let
H = C
⊕
v̂1
T ⋆1
⊕
v̂2
T ⋆2
⊕
v̂3
· · ·
⊕
v̂s
T ⋆s
be the 1-clique sum of the graphs C and T ⋆j , 1 ≤ j ≤ s. We have that PG =
(PC)
e + (PT1)
e + · · ·+ (PTs)
e, so PG = (IC)
e + (IT⋆
1
)e + · · ·+ (IT⋆s )
e, and therefore
PG ⊆ IH . Notice that, from Proposition 2.2, ht(PG) = k + g1 + · · ·+ gs, and also
ht(IH) = (3k + 3g1 + · · ·+ 3gs)− (2k + 2g1 + · · ·+ 2gs) = k + g1 + · · ·+ gs.
Consequently PG = IH . 
Remark 3.9. Let G be a connected simple graph on the vertex set {1, . . . , n} with
exactly one cycle. LetW be either the graphH constructed in the proof of Theorem
3.8 (when G is bipartite) or the graph G⋆ when G is non-bipartite. In both cases
the graph W is non-bipartite. The toric ideal IW has a quadratic Gro¨bner basis
with respect to the reverse lexicographic term order on S induced by the natural
ordering of variables
x11 > x12 > · · · > x1n > x21 > x22 > · · · > x2n > · · · > xn1 > · · · > xnn.
Example 3.10. Consider the graph G on the vertex set {1, . . . , 4} with edges
d12 = {1, 2}, d23 = {2, 3}, d13 = {1, 3} and d14 = {1, 4}. The graph G has
exactly one odd cycle, namely Γ = (d12, d23, d13). We let G
⋆ be the graph with
vertices {1, 2, 3, 4}∪{5, 6, 7, 8} and 12 edges, namely the 4 edges of G and the edges
d21 = {5, 6}, d32 = {6, 7}, d31 = {5, 7}, d41 = {5, 8}, d11 = {1, 5}, d22 = {2, 6},
d33 = {3, 7}, d44 = {4, 8}. By Lemma 3.3, the equality PG = IG⋆ holds. Thus the
set {f12, f23, f13, f14} constitutes a quadratic Gro¨bner basis for the toric ideal IG⋆
with respect to the reverse lexicographic term order given by
x11 > x12 > x13 > x14 > x21 > x22 > x23 > x31 > x32 > x33 > x41 > x44.
10 A. KATSABEKIS
Using Algorithm 7.2 in [11], we determine the Graver basis of IG⋆ which consists
of the following 16 binomials:
f12, f23, f13, f14, x33x14x41 − x44x13x31, x22x14x41 − x44x12x21,
x22x13x31 − x11x23x32, x22x13x31 − x33x12x21, x11x23x32 − x33x12x21,
x23x32x14x41−x22x44x13x31, x23x32x14x41−x33x44x12x21, x
2
33x12x21−x23x32x13x31,
x211x23x32 − x12x21x13x31, x
2
22x13x31 − x12x21x23x32,
x11x23x32x14x41 − x44x12x21x13x31, x12x21x13x31x
2
44 − x23x32x
2
14x
2
41.
Notice that Gr(IG⋆) 6= C(IG⋆), since the binomialB = x11x23x32x14x41−x44x12x21x13x31
is primitive and not a circuit of IG⋆ . Thus U(PG) 6= C(IG⋆).
Let G be a connected, simple and bipartite graph with exactly one cycle C.
Consider the 1-clique sum H of the graphs C and T ⋆j , 1 ≤ j ≤ s, which appeared in
the proof of Theorem 3.8. Note that IAG = IH , since PG = IH . By Theorem 2.6,
the equality U(PG) = C(IH) holds. Theorem 3.12 describes all elements of U(PG).
In order to prove this theorem, we will use the following result:
Theorem 3.11. ([13]) Let W be a finite, connected and simple graph. Then a
binomial B is a circuit of IW if and only if B = BΓ where Γ is one of the following
even closed walks of W :
(1) Γ is an even cycle.
(2) Γ = (C1, C2), where C1 and C2 are odd cycles of W having exactly one
common vertex.
(3) Γ = (C1, e1, . . . , er, C2, er, . . . , e1), where C1 and C2 are odd cycles of W
having no common vertex and where (e1, . . . , er) is a path of W which con-
nects a vertex of C1 and a vertex of C2.
Theorem 3.12. Let G be a connected simple graph on the vertex set {1, . . . , n}.
Suppose that G is bipartite with exactly one cycle. Then the universal Gro¨bner basis
of PG is given by the set
U(PG) = {BΓ|Γ is an even cycle of H}.
Proof. Let C = ({1, 2}, {2, 3}, . . . , {k, 1}) be the unique cycle of G, where k ≥ 4 is
even. Let {v1, . . . , vk, w1, . . . , wk} be the set of vertices of C, where {v1, . . . , vk} ∩
{w1, . . . , wk} = ∅. Every odd cycle in H contains at least one of the edges z1k =
{v1, wk} or zk1 = {w1, vk}, since the subgraph F of H with the edge set E(F ) =
E(C) \ {z1k, zk1} is bipartite and a partition of its vertices is
{v1, v3, . . . , vk−1, w2, w4, . . . , wk} ∪ {v2, v4, . . . , vk, w1, w3, . . . , wk−1}.
We will prove that any two odd cycles in H have at least 2 vertices in common.
Suppose that there exist two odd cycles Γ1 and Γ2 in H which share at most one
vertex. Let, say, that Γ1 contains z1k and Γ2 contains zk1. We can take the cycles
Γ1 and Γ2 to start from the vertices v1 and w1, respectively. Moreover, we can
assume that z1k and zk1 are the first edges of Γ1 and Γ2, respectively. We claim
that the second edge of Γ1 is {wk, wk−1}. If {wk, wk−1} is not the second edge,
then either {wk, vk} is the second edge of Γ1 or there exists a vertex q ∈ T ⋆i with
q 6= vk such that {wk, q} is the second edge of Γ1. In the latter case there exists a
path in Γ1 of length > 2 connecting wk with vk. Since Γ1 is a cycle, we have that,
in both cases, {vk, vk−1} is an edge of Γ1. Also {w1, vk} is the first edge of Γ2,
so either {vk, vk−1} is the second edge of Γ2 or there exists a path in Γ2 of length
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≥ 1 connecting vk with wk. In both cases we arrive at a contradiction, since the
cycles Γ1, Γ2 have at most one common vertex. Consequently, {wk, wk−1} is the
second edge of Γ1 and analogously we have that {vk, vk−1} is the second edge of
Γ2. Using similar arguments we conclude that {v1, wk}, {wk, wk−1}, . . . , {w3, w2}
are all edges of Γ1, while {w1, vk}, {vk, vk−1}, . . . , {v3, v2} are all edges of Γ2. We
claim that {w2, w1} is also an edge of Γ1. Suppose not, then either {w2, v2} is an
edge of Γ1 or there exists a vertex q
′ ∈ T ⋆j with q
′ 6= w1 such that {w2, q′} is an
edge of Γ1. In both cases there exists a path in Γ1 of length ≥ 1 connecting w2
with v2. Thus {v2, v1} is an edge of Γ1. But {v3, v2} is an edge of Γ2, so either
{v2, v1} is an edge of Γ2 or there exists a path in Γ2 of length ≥ 1 connecting v2
with w2. Since the cycles Γ1, Γ2 have at most one vertex in common, we arrive at
a contradiction. Thus {w2, w1} is an edge of Γ1 and analogously {v2, v1} is an edge
of Γ2. But then Γ1, Γ2 have 2 vertices in common, namely v1 and w1, contradicting
our assumption. As a consequence any two odd cycles in H have at least 2 vertices
in common. From Theorem 3.11 we have that every circuit of IH is of the form
BΓ, where Γ is an even cycle of H . Consequently, the universal Gro¨bner basis of
PG consists of all binomials of the form BΓ, where Γ is an even cycle of H . 
Remark 3.13. Let C = ({1, 2}, {2, 3}, . . . , {k, 1}) be an even cycle of G of length k,
then PC = IC , and therefore, from Remark 3.6, the maximum degree of a binomial
in the universal Gro¨bner basis of PC is equal to k. Notice that
⌊
k+k+1
2
⌋
= k.
Proposition 3.14. Let G be a simple graph on the vertex set {1, . . . , n} and
C = ({p1, p2}, {p2, p3}, . . . , {pk, p1}) be an odd cycle of G of length k ≥ 3. Con-
sider the graph C⋆ on the vertex set {p1, . . . , pk, q1, . . . , qk}, where {p1, . . . , pk} ∩
{q1, . . . , qk} = ∅, and let C
′ be the odd cycle
C′ = ({q1, q2}, {q2, q3}, . . . , {qk−1, qk}, {qk, q1}).
Then a binomial B ∈ PC belongs to the universal Gro¨bner basis of PC if and only
if B = BΓ where Γ is one of the following even closed walks of C
⋆:
(1) Γ is an even cycle of C⋆,
(2) Γ = (C, {pi, qi}, C′) where 1 ≤ i ≤ k.
Proof. Since the equality PC = IC⋆ holds, we deduce from Proposition 2.2 that
the toric ideal IC⋆ is complete intersection. Thus, from Proposition 6.1 in [1], the
graph C⋆ has exactly two vertex disjoint odd cycles, namely C and C′. By Lemma
3.2 in [7], every primitive binomial B ∈ IC⋆ is of the form B = BΓ, where Γ is one
of the following even closed walks:
(1) Γ is an even cycle of C⋆,
(2) Γ consists of two odd cycles of C⋆ intersecting in exactly one vertex,
(3) Γ = (C, {pi, qi}, C′) where 1 ≤ i ≤ k, i.e. it consists of the vertex disjoint odd
cycles C, C′ joined by the edge {pi, qi}.
But C⋆ has no vertex of degree greater than three, so there are no two odd cycles
of C⋆ intersecting in exactly one vertex. Furthermore every primitive binomial
of IC⋆ is also a circuit. Consequently the universal Gro¨bner basis of PC consists
of all binomials of the form BΓ, where either Γ is an even cycle of C
⋆ or Γ =
(C, {pi, qi}, C′). 
Remark 3.15. Let G be a connected non-bipartite graph with exactly one cycle.
As Example 3.10 demonstrates, the equality U(PG) = C(IG⋆) does not hold in
general. From Theorem 3.4 in [12] we have that a binomial B belongs to the
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universal Gro¨bner basis of PG if and only if B = BΓ, where Γ is a mixed even
closed walk of G⋆. For the definition of a mixed walk see [12].
Another interesting case of a bipartite graph is that of a tree G. The next
theorem provides a graph theoretic characterization of the elements in the universal
Gro¨bner basis of PG.
Theorem 3.16. Let G be a tree on the vertex set {1, . . . , n}, then the universal
Gro¨bner basis of PG is given by the set
U(PG) = {BΓ|Γ is an even cycle of G
⋆}.
Proof. By the proof of Lemma 3.3, the graph G⋆ is bipartite and also PG = IG⋆ .
So IAG = IG⋆ , and therefore we have, from Theorem 2.6, that U(PG) = C(IG⋆).
Using Theorem 3.11 we conclude that the universal Gro¨bner basis of PG consists
of all the binomials BΓ, where Γ is an even cycle of G
⋆. 
Remark 3.17. Given a tree G, we have that the cardinality of U(PG) is equal to
the number of paths in G. Furthermore the maximum degree of a binomial in the
universal Gro¨bner basis of PG equals l+1, where l is the length of the longest path
of G. In particular, for a star graph G on the vertex set {1, . . . , n} with n ≥ 3,
the universal Gro¨bner basis of PG consists of
n(n−1)
2 binomials and the maximum
degree of a binomial in U(PG) is equal to three.
Remark 3.18. For a path graph G with n vertices, we have that the maximum
degree of a binomial in the universal Gro¨bner basis of PG equals n =
⌊
n+(n−1)+1
2
⌋
.
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