Sur les formules locales de l'indice by Perrot, Denis
ar
X
iv
:0
81
1.
46
90
v1
  [
ma
th.
KT
]  
28
 N
ov
 20
08
Universite´ Claude Bernard - Lyon 1
HABILITATION A DIRIGER DES RECHERCHES
Discipline: Mathe´matiques
Sur les formules locales de l’indice
Denis PERROT
Novembre 2008

Contents
Introduction 5
1 Caracte`re de Chern bivariant 9
1.1 Alge`bres bornologiques . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Bimodules non borne´s . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Bimodules borne´s p-sommables . . . . . . . . . . . . . . . . . . . . . 15
2 The´ore`me de l’indice e´quivariant 19
2.1 Actions propres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Le bimodule associe´ . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 The´ore`me de l’indice . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Images directes 27
3.1 Invariants primaires et secondaires . . . . . . . . . . . . . . . . . . . 27
3.2 Quasihomomorphismes . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Grothendieck-Riemann-Roch . . . . . . . . . . . . . . . . . . . . . . 33
4 Formule locale d’anomalie 37
4.1 Le principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Renormalisation zeˆta . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 Triplets spectraux et anomalies . . . . . . . . . . . . . . . . . . . . . 44
5 Groupo¨ıdes conformes et localisation 49
5.1 Quasihomomorphisme de Dolbeault . . . . . . . . . . . . . . . . . . . 49
5.2 Renormalisation conforme . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 The´ore`me de l’indice . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Bibliographie 57
4 CONTENTS
Introduction
Ce me´moire d’habilitation est la synthe`se de travaux effectue´s en the´orie de l’indice
non-commutative [38]-[47]. Notre objectif est de fournir des formules locales et
d’e´tudier leurs relations avec les anomalies de la the´orie quantique des champs. On se
place dans le cadre de la ge´ome´trie diffe´rentielle non-commutative et de l’homologie
cyclique de´veloppe´es par Connes [9, 11]. Un espace non-commutatif y est repre´sente´
par une alge`bre associative. En pratique il s’agit d’une alge`bre de Banach, ou de
Fre´chet, ou meˆme plus ge´ne´ralement d’une alge`bre bornologique [35]. La K-the´orie
et l’homologie cyclique de´crivent les invariants de topologie alge´brique d’un tel es-
pace. De fac¸on ge´ne´rale on peut dire que la the´orie de l’indice non-commutative con-
siste a` e´tudier l’image de ces invariants sous l’action d’un bimodule de Kasparov [5]
(ou d’un quasihomomorphisme [18]) suffisamment “lisse”. Plus pre´cise´ment la situa-
tion qui nous inte´resse est la suivante. De´signons par I = ℓp l’ide´al de Schatten des
ope´rateurs p-sommables sur un espace de Hilbert. Un A -B-bimodule p-sommable
entre deux alge`bres de Fre´chet A et B induit alors un morphisme d’image directe
en K-the´orie topologique Ktop∗ (I ⊗ˆA )→ Ktop∗ (I ⊗ˆB), ou` le produit tensoriel pro-
jectif comple´te´ I ⊗ˆ· est une version p-sommable de stabilisation. On cherche alors
a` construire un caracte`re de Chern dans la cohomologie cyclique bivariante de A et
B, de sorte que la fleˆche induite en homologie cyclique HC∗(A )→ HC∗(B) s’inse`re
dans un diagramme commutatif
Ktop∗ (I ⊗ˆA ) //

Ktop∗ (I ⊗ˆB)

HC∗(A ) // HC∗(B)
(1)
Il existe deux approches comple´mentaires, chacune apportant son lot d’avantages et
d’inconve´nients. La premie`re est base´e sur les proprie´te´s abstraites de la K-the´orie
et de la cohomologie cyclique bivariantes qui garantissent l’existence d’un caracte`re
de Chern “universel” muni des proprie´te´s voulues. C’est la voie suivie par Cuntz
dans le cas des alge`bres localement convexes [19, 20] ou par Puschnigg pour les
C∗-alge`bres [49]. Cette me´thode est entie`rement satisfaisante d’un point de vue
the´orique car elle garantit un re´sultat beaucoup plus ge´ne´ral que (1), a` savoir la
compatibilite´ entre le produit de Kasparov en K-the´orie bivariante et le produit
de composition en cohomologie cyclique bivariante. Par contre elle ne donne pas
ve´ritablement de formule concre`te pour le caracte`re de Chern.
La deuxie`me approche renonce a` construire un caracte`re de Chern universel et se con-
centre sur des bimodules de Kasparov p-sommables munis de proprie´te´s ade´quates,
tels que ceux qui apparaissent dans les situations d’origine ge´ome´trique. On peut
alors donner des formules relativement simples, mais il n’est pas garanti qu’elles
repre´sentent le caracte`re de Chern universel. Dans ce cas la commutativite´ du dia-
gramme (1) doit eˆtre ve´rifie´e a posteriori. C’est la voie que nous adoptons ici. Notre
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objectif est double. D’abord on de´gage les conditions qui permettent de construire
un caracte`re de Chern concret et assurent l’existence de diagrammes commutat-
ifs comme ci-dessus. Ensuite on explique comment obtenir des formules locales
en s’inspirant des techniques de renormalisation en the´orie quantique des champs.
En fait la diagonale ∆ : Ktop∗ (I ⊗ˆA ) → HC∗(B) du diagramme (1) est l’exacte
ge´ne´ralisation du calcul de l’anomalie chirale associe´e a` une the´orie de jauge non-
commutative. L’e´valuation de l’image de ∆ sur une classe de cohomologie cyclique
de B donne alors une formule locale de l’indice.
Le chapitre 1 de´crit la construction du caracte`re de Chern bivariant au moyen
de superconnexions de Quillen [50]. En re´alite´ on donne deux formules. La premie`re
repose sur le noyau de la chaleur exp(−tD2) associe´ a` un ope´rateur de Dirac [41];
elle est donc adapte´e aux bimodules non-borne´s “θ-sommables”. L’autre est obtenue
par un proce´de´ de re´traction et fonctionne pour les bimodules borne´s p-sommables
[42] ve´rifiant certaines conditions d’admissibilite´. Vu que l’on ne cherche pas ici a`
parler de K-the´orie, il suffit de se placer dans la cate´gorie la plus ge´ne´rale, celle
des alge`bres bornologiques. Le caracte`re de Chern prend alors ses valeurs dans la
cohomologie cyclique bivariante entie`re HE∗(A ,B), qui contient des cocycles de
dimension infinie bien adapte´s aux formules base´es sur l’utilisation du noyau de la
chaleur. De plus, dans des circonstances favorables la limite t ↓ 0 permet d’obtenir
un repre´sentant local du caracte`re de Chern. A titre d’exemple, nous e´tablissons
au chapitre 2 un the´ore`me de l’indice pour les actions propres et isome´triques d’un
groupe localement compact G sur une varie´te´ de Riemann [43]. On de´montre que
l’indice d’un ope´rateur elliptique G-invariant de type Dirac, qui de´termine une classe
d’homologie cyclique sur l’alge`bre du groupe, est donne´ par une formule de localisa-
tion aux points fixes de l’action.
A partir du chapitre 3 on se restreint aux alge`bres de Fre´chet multiplicative-
ment convexes, c’est-a`-dire les limites projectives de suites d’alge`bres de Banach.
Elles posse`dent deux types distincts d’invariants: les invariants primaires, stables
par homotopie diffe´rentiable tels que la K-the´orie topologique [48] et l’homologie
cyclique pe´riodique, et les invariants secondaires tels que la K-the´orie multiplica-
tive [29, 30] et les versions instables de l’homologie cyclique. Ces diffe´rents types
d’invariants sont relie´s par des suites exactes longues. En utilisant les formules
obtenues pre´ce´demment pour le caracte`re de Chern d’un bimodule borne´, on e´tablit
qu’un quasihomomorphisme p-sommable, de parite´ p mod 2, muni de certaines pro-
prie´te´s d’admissibilite´ induit des morphismes d’image directe pour les invariants
primaires et secondaires tout en respectant les suites exactes. Cela se traduit par
un diagramme commutatif
. . . Ktopn+1(I ⊗ˆA ) //

HCn−1(A ) //

MKIn (A )
//

Ktopn (I ⊗ˆA ) . . .

. . . Ktopn+1−p(I ⊗ˆB) // HCn−1−p(B) //MKIn−p(B) // Ktopn−p(I ⊗ˆB) . . .
avec I une alge`bre p-sommable etMKIn laK-the´orie multiplicative introduite dans
[45]. L’entier p est la dimension relative du quasihomomorphisme. En conse´quence
on obtient non seulement le diagramme (1) en K-the´orie topologique mais aussi
des diagrammes analogues reliant K-the´orie multiplicative et les versions instables
d’homologie cyclique. Notons que le produit de Kasparov entre quasihomomor-
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phismes n’est pas de´fini dans ce contexte.
La me´thode ge´ne´rale permettant d’e´tablir des formules locales pour le caracte`re
de Chern bivariant est expose´e au chapitre 4, ainsi que sa relation avec les anomalies
en the´orie quantique des champs [46]. Le lien entre the´orie de l’indice et anomalies
n’est pas nouveau. Citons par exemple Atiyah et Singer [3, 54] ou plus re´cemment
Mickelsson et coauteurs [1, 8, 32, 33]. Cependant l’approche que nous pre´sentons ici
est diffe´rente. On introduit la cochaˆıne eˆta renormalise´e comme se´rie formelle dans le
complexe cyclique bivariant, dont le bord fournit automatiquement un repre´sentant
local du caracte`re de Chern. Cette se´rie formelle est relie´e tre`s explicitement a` la
fonctionnelle d’action quantique d’une the´orie de jauge non-commutative, ce qui
explique le lien avec les anomalies. L’avantage de cette me´thode est qu’elle laisse
une grande liberte´ dans le choix de renormalisation: dans chaque situation de na-
ture “ge´ome´trique” il existe un choix assez naturel qui donne un repre´sentant local
particulier du caracte`re de Chern. Par exemple, la renormalisation zeˆta est utilis-
able en pre´sence d’un ope´rateur de Dirac. Le caracte`re de Chern est alors donne´
par une somme de re´sidus de fonctions zeˆta et ge´ne´ralise la formule de Connes et
Moscovici valable pour les triplets spectraux [15]. Ce n’est e´videmment pas le seul
choix possible. On illustre dans le chapitre 5 un autre type de renormalisation dans
le cas d’un groupe ope´rant sur le plan complexe par transformations conformes. Ici
aucune me´trique riemannienne n’est pre´serve´e et l’introduction d’un ope´rateur de
Dirac n’est pas naturelle. On peut ne´anmoins renormaliser sans briser la syme´trie
conforme, ce qui me`ne encore une fois a` une formule de l’indice localise´e aux points
fixes. Elle fait intervenir des nombres de Lefschetz ge´ne´ralise´s ainsi qu’une classe de
Todd non-commutative base´e sur le groupe d’automorphismes modulaires [47].
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Chapter 1
Caracte`re de Chern bivariant
Ce chapitre pre´sente deux formules candidates pour le caracte`re de Chern d’un A -
B-bimodule muni des proprie´te´s ade´quates. La premie`re est base´e sur le noyau de
la chaleur associe´ a` un ope´rateur de Dirac. Elle est donc adapte´e au bimodules non-
borne´s θ-sommables [41]. La deuxie`me n’utilise que la phase de l’ope´rateur de Dirac
et par conse´quent est applicable aux bimodules borne´s p-sommables [42]. En fait
ces deux caracte`res de Chern sont relie´s, au moins formellement, par un processus
de re´traction et de´finissent la meˆme classe de cohomologie cyclique bivariante.
Pour se placer dans le cadre le plus ge´ne´ral possible, on conside`re la cate´gorie des
alge`bres bornologiques. Le caracte`re de Chern d’un A -B-bimodule vit alors dans
la cohomologie cyclique bivariante entie`re HE∗(A ,B) [35]. Par commodite´ nous
rappelons dans la premie`re section quelques rudiments de the´orie cyclique entie`re.
Les deux sections suivantes de´taillent la construction du caracte`re de Chern respec-
tivement dans le cas d’un bimodule non-borne´ θ-sommable et d’un bimodule borne´
p-sommable. Le mate´riel expose´ ici est adapte´ des articles
[41] D. Perrot: A bivariant Chern character for families of spectral triples, Comm.
Math. Phys. 231 (2002) 45-95.
[42] D. Perrot: Retraction of the bivariant Chern character, K-Theory 31 (2004)
233-287.
1.1 Alge`bres bornologiques
Rappelons qu’une bornologie sur un C-espace vectoriel V est la donne´e d’un en-
semble de parties de V , dites borne´es, ve´rifiant certains axiomes [35]. Il existe une
notion de comple´tude au sens bornologique. L’exemple standard d’espace vectoriel
bornologique est un espace vectoriel localement convexe V muni de sa bornologie
dite de von Neumann, constitue´e des parties borne´es pour toutes les semi-normes
de´finissant la topologie de V .
Soient V et W deux espaces vectoriels bornologiques. Une application line´aire
V → W est borne´e si elle envoie les parties borne´es de V sur les parties borne´es
de W . L’ensemble des applications line´aires borne´es Hom(V ,W ) est lui-meˆme un
espace vectoriel bornologique, complet si W l’est. On de´finit aussi le produit ten-
soriel bornologique comple´te´ V ⊗ˆW par une proprie´te´ universelle de factorisation.
Ce produit tensoriel est associatif. Notons que dans le cas des espaces de Fre´chet,
Hom(V ,W ) est exactement l’espace des applications line´aires continues de V vers
W , et le produit tensoriel bornologique ⊗ˆ co¨ıncide essentiellement avec le produit
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tensoriel projectif (modulo quelques subtilite´s, voir [35]).
Une alge`bre bornologique comple`te A est un espace bornologique complet muni
d’une application biline´aire borne´e associative A × A → A . Par exemple si A
est un espace de Fre´chet, alors la multiplication est automatiquement (jointement)
continue et A est aussi une alge`bre de Fre´chet. Si A et B sont deux alge`bres
bornologiques comple`tes, leur produit tensoriel bornologique A ⊗ˆB est encore une
alge`bre bornologique comple`te.
L’homologie cyclique d’une alge`bre bornologique comple`te A est de´finie au
moyen des formes diffe´rentielles non-commutatives [9]. Soit A + = A ⊕ C l’alge`bre
obtenue en ajoutant une unite´ (et ce, meˆme si A est de´ja` unitaire). L’espace des
n-formes diffe´rentielles non-commutatives est le produit tensoriel comple´te´
ΩnA = A +⊗ˆA ⊗ˆn n > 0 , Ω0A = A , (1.1)
et la somme directe ΩA =
⊕
n≥0 Ω
nA est un espace bornologique complet. Nous
adopterons la notation standard a0da1 . . .dan ∈ ΩnA pour le produit tensoriel
a0 ⊗ a1 . . . ⊗ an et da1 . . .dan ∈ ΩnA pour 1 ⊗ a1 . . . ⊗ an. La diffe´rentielle
d : ΩnA → Ωn+1A est une application line´aire borne´e de carre´ nul. On introduit
de manie`re classique l’ope´rateur de Hochschild b : ΩnA → Ωn−1A et de Connes
B : ΩnA → Ωn+1A , tous deux borne´s et ve´rifiant b2 = bB +Bb = B2 = 0.
L’homologie cyclique entie`re de A s’obtient en comple´tant ΩA dans la bornologie
entie`re [35]. Une chaˆıne entie`re est alors une collection de formes diffe´rentielles
ωn ∈ ΩnA donne´es pour tout n ∈ N et ve´rifiant une condition de croissance
lorsque n→∞. Nous noterons ΩǫA l’espace bornologique des formes diffe´rentielles
entie`res ainsi obtenu. On montre que b et B s’e´tendent en des applications line´aires
borne´es sur ΩǫA , qui devient donc un complexe bornologique un fois muni de la
diffe´rentielle totale b + B, naturellement Z2-gradue´ par le degre´ pair/impair des
formes diffe´rentielles.
De´finition 1.1.1 ([35]) Soit A une alge`bre bornologique comple`te. Son homologie
cyclique entie`re est l’homologie du complexe Z2-gradue´ ΩǫA muni de la diffe´rentielle
b+B:
HEi(A ) = Hi(ΩǫA ) , i ∈ Z2 . (1.2)
La cohomologie cyclique entie`re bivariante de deux alge`bres bornologiques comple`tes
A et B est l’homologie du complexe Z2-gradue´ des applications line´aires borne´es de
ΩǫA vers ΩǫB:
HEn(A ,B) = Hi(Hom(ΩǫA ,ΩǫB)) , i ∈ Z2 . (1.3)
En particulier HEi(A ) = HE
i(C,A ), et HEi(A ,C) s’identifie a` la cohomologie
cyclique entie`re de A de´finie par Connes [10]. Rappelons enfin une description
e´quivalente de l’homologie cyclique entie`re relie´e au formalisme de Cuntz et Quillen
[21]. Pour toute alge`bre bornologique comple`te A , Meyer de´finit dans [35] la notion
d’extension analytique universelle
0→ J → R → A → 0 ,
ou` R est une alge`bre bornologique comple`te analytiquement quasi-libre et l’ide´al
J est analytiquement nilpotent. Un exemple d’extension universelle est donne´ par
l’alge`bre tensorielle analytique R = T A , comple´tion de l’alge`bre tensorielle TA
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dans une bornologie approprie´e [35]. Une e´quivalence de Goodwillie ge´ne´ralise´e
implique alors l’isomorphisme HEi(A ) = HEi(R). De plus le X-complexe
X(R) : R
♮d
⇄
b
Ω1R♮ (1.4)
avec Ω1R♮ = Ω
1R/bΩ2R calcule l’homologie cyclique entie`re de R. Ces isomor-
phismes sont induits par des e´quivalences d’homotopies de complexes Z2-gradue´s:
X(R)
∼←− ΩǫR ∼−→ ΩǫA .
La fleˆche de gauche est la projection du complexe des formes diffe´rentielles entie`res
sur le X-complexe, tandis que la fleˆche de droite est induite par l’homomorphisme
R → A . Lorsque R = T A , nous avons construit dans [41] un inverse explicite
γ : X(T A ) → ΩǫT A re´alisant l’e´quivalence de Goodwillie, dont il sera fait con-
stamment usage. Rappelons enfin que par hypothe`se, toute extension d’alge`bres
bornologiques est scinde´e par une application line´aire borne´e.
1.2 Bimodules non borne´s
Soient A et B deux alge`bres bornologiques comple`tes. Nous appellerons A -B-
bimodule non-borne´ tout triplet (H, ρ,D) ve´rifiant les proprie´te´s suivantes:
• H est un espace bornologique complet Z2-gradue´. Le produit tensoriel comple´te´
HB = H⊗ˆB est donc naturellement muni d’une structure de B-module a`
droite, et l’on note End(HB) l’alge`bre des endomorphismes borne´s de HB qui
commutent avec l’action de B.
• ρ : A → End(HB) est un homomorphisme borne´ qui repre´sente l’alge`bre A
dans les endomorphismes de HB de degre´ pair. HB est donc un A -module a`
gauche.
• D : Dom(D) ⊂ HB → HB est un endomorphisme non borne´ de degre´ impair,
commutant avec l’action de B. On appelle D un ope´rateur de Dirac.
• Le commutateur [D, ρ(a)] s’e´tend en un endomorphisme pair dans End(HB)
pour tout a ∈ A .
Implicitement on supposera l’existence d’un sous-espace dense H ⊂ H, complet
dans sa propre bornologie et tel que D soit un endomorphisme borne´ du B-module
a` droite HB = H ⊗ˆB. Dans les exemples concrets H est un espace de Hilbert
mais ce point importe peu au niveau de ge´ne´ralite´ conside´re´ ici. Pour construire le
caracte`re de Chern bivariant nous aurons besoin d’imposer l’existence de l’ope´rateur
de la chaleur associe´ au laplacien de Dirac D2:
• L’ope´rateur exp(−tD2) ∈ End(HB) existe en tant qu’endomorphisme pour
tout t ≥ 0 et ve´rifie l’e´quation de la chaleur ddt exp(−tD2) = −D2 exp(−tD2).
Exemple 1.2.1 L’exemple classique d’un bimodule non-borne´ est une varie´te´ fibre´e
M
X−→ B au-dessus d’une base compacte B, a` fibre compacte; A = C∞(M) et
B = C∞(B) sont des alge`bres de Fre´chet commutatives de fonctions lisses; D est
une famille lisse d’ope´rateurs de Dirac ope´rant sur les sections d’un espace fibre´
vectoriel E → X et parame´tre´e par la base; H est l’espace de Hilbert des sections de
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carre´ sommable de E et H ⊂ H est l’espace de Fre´chet des sections lisses. Dans cet
exemple la fibration M est triviale mais on peut toujours se ramener a` un bimodule
du type HB = H⊗ˆB par trivialisation locale et partition de l’unite´.
Contrairement a` la situation des bimodules non-borne´s en K-the´orie bivariante
de Kasparov [5], on ne peut pas imposer a` la “re´solvante” de l’ope´rateur de Dirac
d’eˆtre compacte, car cette notion n’a pas de sens en bornologie. Par contre, la
notion d’ope´rateurs trac¸ables y est bien de´finie en ge´ne´ral. Nous avons introduit
dans [41] l’alge`bre des endomorphismes trac¸ables ℓ1(HB), qui est naturellement un
bimodule sur End(HB). La supertrace d’ope´rateurs sur H induit une application
line´aire borne´e [41]
Tr : ℓ1(HB)→ B , (1.5)
qui est une supertrace partielle sur ℓ1(HB) vu comme End(HB)-bimodule. Nous
allons donc remplacer la condition de compacite´ sur la re´solvante de l’ope´rateur de
Dirac par une condition de trac¸abilite´ sur l’ope´rateur de la chaleur. La formulation
pre´cise est en fait un peu plus complique´e et me`ne a` la notion de θ-sommabilite´
de´finie ci-dessous.
En rapport avec la pe´riodicite´ de Bott formelle on distingue deux types de bi-
modules, suivant leur parite´ [41]. Un bimodule (H, ρ,D) est pair si l’espace H se
de´compose en somme directe de deux sous-espaces distincts H+ ⊕H− relativement
a` sa Z2-graduation. Puisque l’image de ρ est incluse dans la sous-alge`bre paire de
End(HB) et que D est impair, on peut alors e´crire en notation matricielle
H =
(
H+
H−
)
, ρ =
(
ρ+ 0
0 ρ−
)
, D =
(
0 Q∗
Q 0
)
.
Ici Q et Q∗ sont des ope´rateurs inde´pendants, la notion d’adjonction n’ayant pas
de sens pour le moment. Un bimodule (H, ρ,D) est impair si H = L ⊗ C1 est le
produit tensoriel d’un espace trivialement gradue´ L avec l’alge`bre de Clifford Z2-
gradue´e C1 = C⊕ Cε, engendre´e par l’unite´ 1 en degre´ zero et l’e´le´ment ε en degre´
un (ε2 = 1). Dans ce cas il existe un homomorphisme α : A → End(LB) et un
endomorphisme non borne´ Q sur LB tels que
H = L⊗ C1 , ρ = α⊗ 1 , D = Q⊗ ε .
La strate´gie suivie dans [41] pour construire le caracte`re de Chern ch(H, ρ,D) ∈
HE∗(A ,B) consiste d’abord a` relever (H, ρ,D) en un bimodule sur des extensions
universelles de A et B. Nous avons choisi de travailler avec les alge`bres tensorielles
analytiques dans [41], mais il est en fait possible de ge´ne´raliser la construction a` des
extensions quelconques sans trop d’effort. Choisissons donc une extension analytique
universelle
0→ J → R → B → 0 .
Elle induit une extension d’espaces vectoriels bornologiques 0 → HJ → HR →
HB → 0. Supposons d’abord que l’image de l’homomorphisme ρ : A → End(HB)
ainsi que l’ope´rateur de Dirac D s’e´tendent en des endomorphismes du B+-module
a` droite HB+ , ou` B
+ est l’unitarisation de B. Il existe alors un homomorphisme
d’alge`bre canonique
End(HR) // End(HB)
σ
uu
, (1.6)
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scinde´ par une application line´aire borne´e σ. Cette hypothe`se d’extension est as-
sez restrictive. Dans certaines situations cependant, l’homomorphisme ci-dessus
existe sans avoir besoin de passer par l’unitarisation, voir l’exemple 1.2.6. On sup-
posera donc l’existence de (1.6) sans autre pre´cision. La proprie´te´ universelle [35]
de l’alge`bre tensorielle analytique T A implique ensuite l’existence d’un homomor-
phisme borne´ ρ∗ : T A → End(HR) en vertu du diagramme commutatif
0 //J A //
ρ∗

T A //
ρ∗

A //
ρ

0
0 // N s // End(HR) // End(HB) //
σ
uu
0
ou` N s est le noyau de l’homomorphisme (1.6). La notation s rappelle que N s est
une alge`bre Z2-gradue´e ( = supersyme´trique). De fac¸on analogue, l’ope´rateur de
Dirac D sur HB se rele`ve en un endomorphisme non-borne´ D̂ sur HR.
On se place ensuite dans le formalisme des cochaˆınes d’alge`bre de Quillen [51].
Soit Ω∗R = R⊕Ω1R l’alge`bre Z2-gradue´e des formes diffe´rentielles sur R tronque´e
en degre´s > 1. Le Ω∗R-module a` droite HΩ∗R est naturellement muni d’une
diffe´rentielle. Dans [41] , nous avons de´fini une comple´tion bornologique de la coge`bre
bar de T A que l’on notera C . Elle est munie de la codiffe´rentielle de Hochschild
[51]. De´signons par Ω1C le bicomodule des 1-coformes universelles sur C et par
Ω∗C = C ⊕ Ω1C la coge`bre Z2-gradue´e associe´e [51]. L’espace des applications
line´aires borne´es
F = Hom(Ω∗C ,HΩ∗R)
est donc naturellement un module a` droite sur l’alge`bre Hom(Ω∗C ,Ω
∗R) munie du
produit de convolution. F est aussi dote´ d’une diffe´rentielle totale ∂. L’observation
fondamentale ([41]) est que l’homomorphisme ρ∗ : T A → End(HR) et l’ope´rateur
de Dirac D̂ agissent par endomorphismes de degre´ impair sur F . Re´unissons-les au
sein d’une superconnexion de Quillen [50]:
∇ = ∂ + ρ∗ + D̂ . (1.7)
La courbure∇2 = ∂(ρ∗+D̂)+[D̂, ρ∗]+D̂2 est donc un endomorphisme de degre´ pair
sur F . Pre´cisons que [ , ] est le commutateur gradue´. En gros, on cherche a` obtenir le
caracte`re de Chern de (H, ρ,D) en prenant l’exponentielle de cette courbure, comme
dans le cas classique d’un espace fibre´ vectoriel muni d’une connexion. Le lemme 7.1
de [41] montre comment de´finir l’ope´rateur de la chaleur exp(−tD̂2) au moyen d’un
de´veloppement formel en se´rie de Duhamel. La condition de θ-sommabilite´ impose
que l’exponentielle de la courbure ∇2 soit un endomorphisme trac¸able dans le sens
suivant:
De´finition 1.2.2 (θ-sommabilite´ [41]) Un bimodule (H, ρ,D) admissible relative-
ment a` une extension R est θ-sommable si la se´rie de Duhamel
exp(−∇2) :=
∑
n≥0
(−)n
∫
∆n
dt1 . . . dtn e
−t0 bD2Θe−t1
bD2 . . .Θe−tn
bD2 ,
avec Θ = ∂(ρ∗ + D̂) + [D̂, ρ∗], de´finit un e´le´ment pair de l’alge`bre de convolution
Hom(Ω∗C , ℓ
1(HΩ∗R)) ope´rant par endomorphismes sur le Hom(Ω∗C ,Ω
∗R)-module
a` droite F .
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Ici ∆n = {(t0, . . . , tn) ∈ [0, 1]n+1 |
∑
i ti = 1} de´signe le n-simplexe standard. En fait
on ne s’inte´resse qu’a` la projection de exp(−∇2) sur Hom(Ω1C , ℓ1(HΩ∗R)). On peut
alors composer cette application line´aire a` l’entre´e par la cotrace ♮ : ΩǫT A → Ω1C
(voir [41, 51]), a` la sortie par une supertrace partielle τ : ℓ1(HΩ∗R) → Ω∗R afin
d’obtenir une application line´aire borne´e
χ = τ exp(−∇2)♮ : ΩǫT A → X(R) . (1.8)
La normalisation de τ est fixe´e de manie`re unique par pe´riodicite´ de Bott [41],
et sa parite´ est la meˆme que celle de (H, ρ,D). L’identite´ de Bianchi [∇,∇2] = 0
implique imme´diatement que (1.8) est unmorphisme du (b+B)-complexe des formes
diffe´rentielles entie`res sur T A , vers le X-complexe de R. Comme on sait que
ΩǫT A calcule l’homologie cyclique entie`re de A via l’e´quivalence de Goodwillie
γ : X(T A )→ ΩǫT A , on en de´duit que la compose´e
ch(H, ρ,D) : X(T A )
γ−→ ΩǫT A χ−→ X(R) (1.9)
est un cocyle cyclique bivariant entier, dont la classe de cohomologie de´finit le car-
acte`re de Chern. Soit maintenant C∞[0, 1] l’alge`bre de Fre´chet des fonctions lisses
sur l’intervalle [0, 1] dont toutes les de´rive´es d’ordre≥ 1 s’annulent aux extre´mite´s, et
notons B[0, 1] le produit tensoriel comple´te´ B⊗ˆC∞[0, 1]. Un A -B[0, 1]-bimodule
de´finit une homotopie diffe´rentiable entre les deux A -B-bimodules associe´s aux
extre´mite´s de l’intervalle. On de´finit de fac¸on analogue une homotopie diffe´rentiable
entre bimodules θ-sommables relativement a` une extension R.
The´ore`me 1.2.3 ([41]) Soit (H, ρ,D) un A -B-bimodule non-borne´ de parite´ i ∈
Z2, et θ-sommable relativement a` une extension analytique universelle 0 → J →
R → B → 0. Alors la classe de cohomologie cyclique entie`re bivariante du caracte`re
de Chern
ch(H, ρ,D) ∈ HEi(A ,B) (1.10)
est invariante par homotopie diffe´rentiable de bimodules θ-sommables.
Remarque 1.2.4 La classe de cohomologie cyclique du caracte`re de Chern de´pend
a priori du choix de l’extension R et du rele`vement de l’ope´rateur de Dirac D̂, a`
moins que l’on puisse montrer que deux tels rele`vements sont connecte´s par une
homotopie de bimodules θ-sommables. Il convient donc de montrer, dans chaque
situation concre`te, que l’on a effectivement construit le “bon” caracte`re de Chern!
Exemple 1.2.5 Lorsque H est un espace de Hilbert, A une alge`bre quelconque,
ρ : A → End(H) une repre´sentation et D un ope´rateur non borne´ autoadjoint a`
re´solvante compacte surH, on obtient un triplet spectral [11]. Dans ce cas B = C est
une alge`bre quasi-libre et il suffit de prendre l’extension triviale R = C. La condition
de θ-sommabilite´ impose que l’ope´rateur de la chaleur exp(−D2) soit trac¸able, et le
morphisme (1.8) se re´duit a` un cocycle cyclique entier χ : ΩǫA → C qui correspond
exactement au cocycle JLO bien connu [28].
Exemple 1.2.6 Dans certaines situations il n’est pas ne´cessaire de choisir une ex-
tension R analytique universelle, pourvu que le complexe X(R) porte suffisamment
d’information sur l’homologie cyclique de B. Illustrons cela dans le cas de la classe
de Bott sur l’espace euclidien Rn. On prend pour B l’alge`bre de Fre´chet commu-
tative des fonctions lisses a` de´croissance rapide sur Rn, munie de sa bornologie de
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von Neumann. Soit Ω+(Rn) l’espace de Fre´chet des formes diffe´rentielles lisses a`
de´croissance rapide, de degre´ pair, sur Rn. On de´forme le produit commutatif sur
Ω+(Rn) en un produit non-commutatif introduit par Fedosov [23]:
ω1 ◦ ω2 = ω1ω2 − dω1dω2 ∀ωi ∈ Ω+(Rn) .
Soit R cette alge`bre non-commutative, munie de sa bornologie de von Neumann. La
projection de R sur l’espace des zero-formes B est un homomorphisme d’alge`bre,
d’ou` une extension
0→ J → R → B → 0 .
Le noyau J s’identifie a` l’ide´al nilpotent des formes diffe´rentielles paires de degre´ ≥
2. R n’est pas quasi-libre. Cependant, le complexeX(R) contient toute l’information
sur la cohomologie de de Rham a` de´croissance rapide sur Rn.
La classe de Bott est l’e´le´ment de K-the´orie topologique de Rn repre´sente´e par le
C-B-bimodule (H, ρ,D) suivant: H est l’espace de dimension finie Sn des spineurs
complexes associe´s a` l’espace euclidien Rn; le B-module HB = S
n ⊗ B s’identifie
aux sections de spineurs lisses et a` de´croissance rapide sur Rn; ρ est la repre´sentation
triviale de C par multiplication sur HB; et D est la multiplication de Clifford du
vecteur issu de l’origine de Rn sur HB (pour n impair on doit prendre H = S
n⊗C1
et tensoriser D par ε). Puisque A = C, le caracte`re de Chern de (H, ρ,D) se re´duit
a` une classe d’homologie dans X(R), et par conse´quent a` une classe de cohomologie
de de Rham a` de´croissance rapide sur Rn. Le calcul explicite re´alise´ dans [41] fait
intervenir l’exponentielle exp(−D̂2) ∈ R du laplacien de Dirac releve´ au R-module
HR . Le caracte`re de Chern est alors repre´sente´ par une forme diffe´rentielle d’allure
gaussienne et de degre´ maximal sur Rn.
1.3 Bimodules borne´s p-sommables
SoitH un espace bornologique complet Z2-gradue´, End(H) l’alge`bre de ses endomor-
phismes borne´s et ℓ1(H) le End(H)-bimodule des endomorphismes trac¸ables. Par
souci de simplification on supposera que l’homomorphisme naturel ℓ1(H)→ End(H)
est injectif, ce qui identifie ℓ1(H) a` un ide´al bilate`re de End(H). On dit qu’une
sous-alge`bre Z2-gradue´e I
s ⊂ End(H) (comple`te dans sa propre bornologie) est
p-sommable, avec p entier, si la puissance p-ie`me de I s de´finie comme l’image du
produit de concate´nation
I s⊗ˆ . . . ⊗ˆI s︸ ︷︷ ︸
p
→ I s ,
est contenue dans ℓ1(H). Un exemple bien connu est celui des classes de Schatten
I s = ℓp(H) sur un espace de Hilbert H.
Soient A et B deux alge`bres bornologiques comple`tes, H un espace bornologique
complet Z2-gradue´ et I
s ⊂ End(H) une sous-alge`bre p-sommable pour un entier
p ≥ 1 fixe´. L’alge`bre I s⊗ˆB agit de manie`re e´vidente par endomorphismes sur le
B-module a` droite HB = H⊗ˆB. Tout triplet (H, ρ, F ) est appele´ A -B-bimodule
borne´ p-sommable s’il ve´rifie les proprie´te´s suivantes:
• Il existe une sous-alge`bre Z2-gradue´e E s ⊂ End(HB), comple`te dans sa propre
bornologie, contenant I s⊗ˆB comme ide´al bilate`re. On e´crira
End(HB) ⊃ E s ⊲I s⊗ˆB .
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• ρ : A → E s est une repre´sentation borne´e de A dans la sous-alge`bre de degre´
pair de E s.
• F ∈ End(HB) est un endomorphisme de degre´ impair multiplicateur de E s et
tel que F 2 = 1.
• [F, ρ(a)] ∈ I s⊗ˆB pour tout a ∈ A .
Les bimodules borne´s pairs ou impairs sont de´finis de manie`re analogue aux bimod-
ules non-borne´s. La ne´cessite´ de conside´rer une sous-alge`bre E s ⊂ End(HB) est
dicte´e par le fait que I s⊗ˆB n’est pas ne´cessairement un ide´al bilate`re de End(HB).
On peut penser a` E s comme e´tant la plus petite alge`bre d’endomorphismes stable
sous multiplication par F et qui contient l’image de ρ.
Pour construire le caracte`re de Chern de (H, ρ, F ) en cohomologie cyclique bi-
variante, nous allons relever comme pre´ce´demment le bimodule a` des extensions
universelles de A et B. Choisissons donc une extension quasi-libre analytiquement
nilpotente 0 → J → R → B → 0 et supposons dans un premier temps que
l’ope´rateur F ∈ End(HB) soit de la forme
F = G⊗ 1 avec G2 = 1 ∈ End(H) . (1.11)
Alors F se rele`ve canoniquement en un endomorphisme F̂ = F sur le R-module a`
droite HR. La condition d’admissibilite´ suivante est adapte´e de [45]:
De´finition 1.3.1 Le bimodule (H, ρ, F ) est admissible relativement a` l’extension
0→ J → R → B → 0 s’il existe deux sous-alge`bres Z2-gradue´es
End(HR) ⊃ M s ⊲I s⊗ˆR , End(HR) ⊃ N s ⊲I s⊗ˆJ
avec F multiplicateur de M s, ainsi qu’un diagramme commutatif d’extensions
0 // N s //M s // E s // 0
0 // I s⊗ˆJ //
OO
I s⊗ˆR //
OO
I s⊗ˆB //
OO
0
Exemple 1.3.2 Les bimodules conside´re´s dans [42] sont admissibles par rapport a`
n’importe quelle extension R et ont la forme suivante: H est un espace de Hilbert
et
I s = ℓp(H) , E s = End(H)⊗ˆB .
En effet on peut alors prendre M s = End(H)⊗ˆR et N s = End(H)⊗ˆJ . Le fait
d’imposer que l’image de ρ appartienne au produit tensoriel End(H)⊗ˆB ⊂ End(HB)
est assez restrictif. Il existe ne´anmoins un certain nombre d’exemples inte´ressants
ve´rifiant cette proprie´te´, comme celui du chapitre 5. Cette situation ne couvre
cependant pas tous les cas de figure importants, en particulier le repre´sentant borne´
de la classe de Bott sur l’espace Rn ve´rifie seulement la condition plus ge´ne´rale 1.3.1.
La proprie´te´ universelle de l’alge`bre tensorielle analytique permet ensuite de
relever l’homomorphisme ρ : A → E s en un homomorphisme ρ∗ : T A → M s en
vertu du diagramme commutatif
0 //J A //
ρ∗

T A //
ρ∗

A //
ρ

0
0 // N s //M s // E s //
σss
0
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Notons que pour x ∈ T A , le commutateur [F, x] ∈ M s est dans l’ide´al I s⊗ˆR et
par conse´quent le triplet (H, ρ∗, F ) de´finit un T A -R-bimodule borne´ p-sommable,
de meˆme parite´ i ∈ Z2 que le bimodule initial (H, ρ, F ). Son caracte`re de Chern
dans HEi(A ,B) est repre´sente´, pour tout choix d’entier n ≥ p de parite´ i mod 2,
par un cocycle χ̂n ∈ Hom(ΩǫT A ,X(R)) construit de la fac¸on suivante [42]. χ̂n
s’annule sur les espaces ΩkT A si k 6= n et n + 1, et ses deux composantes non
nulles χ̂n0 : Ω
nT A → R et χ̂n1 : Ωn+1T A → Ω1R♮ sont de´finies par
χ̂n0 (x0dx1 . . .dxn) = (−)n
Γ(1 + n2 )
(n+ 1)!
∑
λ∈Sn+1
ε(λ)τ(xλ(0)[F, xλ(1)] . . . [F, xλ(n)]) ,
χ̂n1 (x0dx1 . . .dxn+1) = (−)n
Γ(1 + n2 )
(n+ 1)!
n+1∑
i=1
τ♮(x0[F, x1] . . .dxi . . . [F, xn+1]) ,
(1.12)
avec Sn+1 le groupe des permutations cycliques sur n + 1 e´le´ments, ε(λ) la signa-
ture de la permutation λ, et τ la supertrace partielle provenant de la supertrace
d’ope´rateurs sur la puissance n-ie`me de I s. Ainsi la compose´e
chn(H, ρ, F ) : X(T A )
γ−→ ΩǫT A χ
n
−→ X(R) (1.13)
est un cocycle cyclique bivariant entier pour tout n ≥ p. Une homotopie diffe´rentiable
entre deux bimodules borne´s est de´finie de manie`re analogue au cas des bimodules
non-borne´s.
The´ore`me 1.3.3 ([42]) Soit (H, ρ, F ) un A -B-bimodule borne´ p-sommable et de
parite´ i ∈ Z2, avec F = G⊗1. On le suppose admissible relativement a` une extension
universelle de B. Alors pour tout entier n ≥ p, n ≡ i mod 2, la classe de cohomologie
cyclique bivariante entie`re du caracte`re de Chern
chn(H, ρ, F ) ∈ HEi(A ,B) (1.14)
est invariante sous homotopie diffe´rentiable et inde´pendante du choix de n.
Remarque 1.3.4 Comme dans le cas non-borne´, la classe de cohomologie cyclique
du caracte`re de Chern de´pend en principe du choix des extensions 0→ J → R →
B → 0 et 0→ N s → M s → E s → 0.
Dans la situation ou` F n’est pas de la forme G ⊗ 1, on peut toujours tenter de
prendre un rele`vement F̂ ∈ End(HR) mais alors F̂ 2 6= 1 en ge´ne´ral. Nous avons
montre´ dans [42] comment modifier en conse´quence les formules (1.12). Les cocycles
qui en re´sultent sont alors plus difficiles a` ge´rer et ne de´finissent pas de fac¸on e´vidente
une classe de cohomologie cyclique dans HE∗(A ,B). Il convient de remarquer que
la condition F = G ⊗ 1 n’est pas ve´ritablement restrictive puisqu’il s’agit de la
repre´sentation standard d’un e´le´ment de K-the´orie bivariante sous la forme d’un
quasihomomorphisme [18]
ρ : A → E s ⊲I s⊗ˆB . (1.15)
Nous reviendrons sur les formules (1.12) dans le chapitre 3 de´die´ aux images di-
rectes d’invariants primaires et secondaires pour les m-alge`bres de Fre´chet. Notons
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que dans [36, 37] Nistor a construit un caracte`re de Chern bivariant pour les quasiho-
momorphismes p-sommables. J’ignore s’il co¨ıncide exactement avec celui conside´re´
ici. Cependant nous pre´fe´rerons utiliser les formules (1.12) en raison de leur com-
patibilite´ avec le caracte`re de Chern des bimodules non-borne´s θ-sommables:
Lien entre bimodules borne´s et non-borne´s. Conside´rons maintenant un A -
B-bimodule borne´ p-sommable (H, ρ, F ) ve´rifiant les hypothe`ses du the´ore`me ci-
dessus. Soit |D| un endomorphisme non borne´ de degre´ pair surHB commutant avec
F , et tel que (H, ρ,D) avec D = |D|F soit un bimodule non-borne´ θ-sommable. Dans
[42] nous donnons des conditions formelles pour assurer l’e´galite´ des caracte`res de
Chern ch(H, ρ,D) ≡ chn(H, ρ, F ) dansHEi(A ,B). Il s’agit d’une ge´ne´ralisation bi-
variante du proce´de´ de re´traction introduit par Connes et Moscovici pour les triplets
spectraux [14]. Le principe est base´ sur des transgressions de Chern-Simons dans le
complexe Hom(ΩǫT A ,X(R)), suivies d’une homotopie entre D et F (dans un sens
a` pre´ciser)
Dt = D/|D|t , t ∈ [0, 1] .
C’est d’ailleurs en suivant ce proce´de´ que nous avons e´tabli dans [42] les formules
(1.12). Si l’on se place dans le cadre bornologique ge´ne´ral cette re´traction est pure-
ment formelle. Elle doit donc eˆtre utilise´e au cas par cas, dans les situations concre`tes
ou` tout est bien de´fini. La comparaison des caracte`res de Chern ch(H, ρ,D) et
chn(H, ρ, F ) fournit alors un outil efficace pour e´tablir des the´ore`mes de l’indice
en ge´ome´trie non-commutative. Nous proposons dans le chapitre suivant une illus-
tration de ces me´thodes par l’e´tude des actions propres et isome´triques de groupes
localement compacts sur des varie´te´s de Riemann.
Chapter 2
The´ore`me de l’indice
e´quivariant
Ce chapitre sert d’illustration aux formules de caracte`re de Chern bivariant intro-
duites pre´ce´demment. On conside`re un groupe G localement compact agissant
proprement par isome´tries sur une varie´te´ riemannienne M comple`te et cocom-
pacte. L’alge`bre de convolution des fonctions continues a` support compact sur G
est comple´te´e en une alge`bre de Banach “admissible” B (voir la de´finition 2.1.1). A
tout ope´rateur diffe´rentiel elliptique G-invariant Q d’ordre 1 surM on peut associer
un indice qui est une classe de K-the´orie topologique µ(Q) ∈ Ktop∗ (B). L’objectif
est alors de calculer son caracte`re de Chern en homologie cyclique entie`re
ch(µ(Q)) ∈ HE∗(B) . (2.1)
On de´signe par A le produit croise´ C∞c (M) ⋊ G. C’est une alge`bre bornologique
comple`te dote´e d’une classe canonique en K-the´orie [e] ∈ Ktop0 (A ). Le the´ore`me
de l’indice de´montre´ dans [43] exprime le caracte`re de Chern (2.1) comme cup-
produit de ch(e) ∈ HE0(A ) avec le caracte`re de Chern bivariant d’un A -B-
bimodule non-borne´ θ-sommable naturellement attache´ a` l’ope´rateur elliptique Q.
Le de´veloppement asymptotique du noyau de la chaleur a` temps court permet ainsi
d’obtenir une formule locale pour (2.1), faisant intervenir les sous-varie´te´s des points
fixes de l’action de G sur M . Ces re´sultats sont issus de l’article
[43] D. Perrot: The equivariant index theorem in entire cyclic cohomology, preprint
arXiv:math/0410315, a` paraˆıtre dans J. K-Theory (disponible en ligne).
2.1 Actions propres
SoitG un groupe topologique localement compact se´parable. On note Cc(G) l’alge`bre
des fonctions continues a` valeur complexe et a` support compact sur G, munie du
produit de convolution
(b1b2)(g) =
∫
G
dh b1(h)b2(gh
−1) , ∀ bi ∈ Cc(G) , g ∈ G , (2.2)
ou` dh est une mesure de Haar invariante a` droite. Nous aurons besoin de la comple´ter
en une alge`bre de Banach:
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De´finition 2.1.1 ([43]) Soit G un groupe localement compact et dg une mesure
de Haar invariante a` droite. Une mesure dν sur G est admissible s’il existe une
fonction σ strictement positive et continue sur G telle que
dν = σ dg et σ(gh) ≤ σ(g)σ(h) ∀g, h ∈ G . (2.3)
La norme ‖b‖ = ∫G dν |b(g)| associe´e a` cette mesure ve´rifie alors ‖b1b2‖ ≤ ‖b1‖‖b2‖
pour tous b1, b2 ∈ Cc(G), et l’alge`bre de Banach B = L1(G, dν) ainsi obtenue est
appele´e une comple´tion admissible de l’alge`bre de convolution.
On peut construire un bon exemple de mesure admissible a` partir d’une distance
d : G×G→ R+ invariante a` droite sur G et d’un parame`tre α ∈ R+. En tout point
g ∈ G posons
σ(g) = (1 + d(g, 1))α .
La fonction σ croˆıt donc comme une puissance de la distance qui se´pare g de
l’identite´. Les e´le´ments de B = L1(G, dν) sont des fonctions localement inte´grables
sur G qui ve´rifient une certaine condition de de´croissance a` l’infini, suivant la
valeur de α. En particulier lorsque G est abe´lien, on voit par transformation de
Fourier que B est un espace de fonctions sur le dual de Pontrjagin Ĝ, d’autant plus
“diffe´rentiables” que α est grand. Cette ne´cessite´ de controˆler le degre´ de re´gularite´
des fonctions est dicte´e par l’utilisation de l’homologie cyclique.
Conside´rons maintenant une varie´te´ diffe´rentielle M comple`te, lisse et sans bord,
sur laquelle G agit proprement par diffe´omorphismes. On suppose de plus que le
quotient X = G\M est compact. Puisque l’action est propre, on peut sans perte de
ge´ne´ralite´ fixer une me´trique de Riemann sur M telle que G agisse par isome´tries.
De meˆme, si E →M est un espace fibre´ vectoriel G-e´quivariant, complexe et de rang
fini, on peut toujours le supposer muni d’une structure hermitienne G-invariante.
Soient E+ → M et E− → M deux fibre´s vectoriels complexes G-e´quivariants.
Pour tout m ∈ R on de´signe par Ψmc (E+, E−) l’espace des ope´rateurs pseudod-
iffe´rentiels G-invariants d’ordre m et a` support propre [26, 31]. Le groupe de K-
homologie G-e´quivariante de degre´ pair KG0 (M) est de´fini comme l’ensemble des
classes d’homotopie stable d’ope´rateurs pseudodiffe´rentiels elliptiques G-invariants
Q ∈ Ψ0c(E+, E−). De meˆme le groupe de K-homologie e´quivariante de degre´ im-
pair KG1 (M) est l’ensemble des classes d’homotopie stable d’ope´rateurs pseudod-
iffe´rentiels elliptiques G-invariants autoadjoints Q ∈ Ψ0c(E,E). L’addition sur est
induite par somme directe de fibre´s et d’ope´rateurs. Un ope´rateur pseudodiffe´rentiel
elliptique Q d’ordre m quelconque de´termine aussi un e´le´ment de K-homologie [Q]
en prenant la classe de l’ope´rateur d’ordre ze´ro Q · δm, ou` δm est un ope´rateur ellip-
tique G-invariant de symbole s(x, p) = (1 + ‖p‖)−m et d’ordre −m.
Choisissons maintenant une comple´tion admissible B de l’alge`bre de convolution
Cc(G). A tout ope´rateur elliptique Q ∈ Ψ0c(E+, E−) repre´sentant une classe de K-
homologie paire on peut associer son indice dans la K-the´orie topologique d’alge`bre
de Banach B de la manie`re suivante. Choisissons une parame´trix G-invariante
P ∈ Ψ0c(E−, E+) pour Q:
PQ− 1 ∈ Ψ−∞c (E+, E+) , QP − 1 ∈ Ψ−∞c (E−, E−) .
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De´signons par E le fibre´ vectoriel E+ ⊕ E− et conside´rons l’ope´rateur pseudod-
iffe´rentiel inversible T ∈ Ψ0c(E,E)
T =
(
1− PQ P
2Q−QPQ QP − 1
)
.
Soit Ψ˜−∞c (E,E) l’alge`bre des ope´rateurs pseudodiffe´rentiels re´gularisants, dont on
a rajoute´ une unite´ aux blocs diagonaux. Les idempotents
e1 = T
−1
(
1 0
0 0
)
T , e0 =
(
0 0
0 1
)
(2.4)
sont des e´le´ments de Ψ˜−∞c (E,E) dont la diffe´rence appartient a` Ψ
−∞
c (E,E). Soit
maintenant K l’alge`bre de Fre´chet des “ope´rateurs compacts lisses” (matrices com-
plexes infinies a` de´croissance rapide [20]), et Cc(G;K ) l’alge`bre de convolution des
fonctions continues a` support compact sur G et a` valeurs dans K . A l’aide d’une
fonction “cut-off” sur M , on construit un homomorphisme (voir [11, 43])
θ : Ψ−∞c (E,E)→ Cc(G,K ) . (2.5)
Or Cc(G;K ) est une sous-alge`bre du produit tensoriel projectif K ⊗ˆB. L’indice
analytique G-e´quivariant de l’ope´rateur Q est alors de´fini comme la classe de K-
the´orie topologique
µ(Q) = [θ(e1)]− [θ(e0)] ∈ Ktop0 (K ⊗ˆB) ∼= Ktop0 (B) , (2.6)
qui est inde´pendante des choix effectue´s. Lorsque Q repre´sente une classe de K-
homologie de degre´ impair, on de´finit son indice µ(Q) ∈ K1(B) en se ramenant au
cas pair par pe´riodicite´ de Bott. L’indice analytique descend en une application sur
la K-homologie e´quivariante
µ : KGi (M)→ Ktopi (B) i ∈ Z2 . (2.7)
Notons qu’a` ce niveau le choix d’une comple´tion de Cc(G) en alge`bre de Banach
importe peu. La proprie´te´ d’“admissibilite´” ne sera vraiment utilise´e que dans la
construction du caracte`re de Chern bivariant.
2.2 Le bimodule associe´
Comme pre´ce´demment conside´rons un groupe localement compact G et une varie´te´
riemannienne comple`te M munie d’une G-action propre, cocompacte et isome´trique.
Pour toute partie compacte K ⊂ M de´signons par C∞K (M) l’espace de Fre´chet des
fonctions lisses surM a` support dansK, et par Cc(G;C
∞
K (M)) l’espace des fonctions
continues a` support compact sur G et a` valeurs dans C∞K (M). La limite inductive
A = lim−→
K⊂M
Cc(G;C
∞
K (M)) (2.8)
est un espace bornologique complet qui s’identifie a` un espace de fonctions sur le
groupo¨ıde G⋉M . On de´finit le produit de convolution de deux e´le´ments a1, a2 ∈ A
par
(a1a2)(g, x) =
∫
G
dha1(h, x)a2(gh
−1, hx) , ∀(g, x) ∈ G×M ,
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ou` dh est la mesure de Haar invariante a` droite. Alors A est une alge`bre bornologique
comple`te [43], que l’on notera sous la forme d’un produit croise´
A = C∞c (M)⋊G , (2.9)
avec C∞c (M) l’alge`bre commutative des fonctions lisses a` support compact sur M .
Choisissons maintenant une comple´tion admissible B de l’alge`bre de convolution
Cc(G), d’apre`s la de´finition 2.1.1. Munie de sa bornologie de von Neumann, B est
une alge`bre bornologique comple`te. Nous allons associer un A -B-bimodule non-
borne´ a` tout ope´rateur diffe´rentiel elliptique Q d’ordre 1 repre´sentant une classe
de K-homologie e´quivariante [Q] ∈ KG∗ (M). Dans le cas pair, Q ∈ Ψ1c(E+, E−)
agit entre les sections de deux fibre´s vectoriels hermitiens G-e´quivariants. Avec
son adjoint formel Q∗ ∈ Ψ1c(E−, E+) on peut construire un ope´rateur diffe´rentiel
elliptique de degre´ impair agissant sur les sections du fibre´ Z2-gradue´ E = E+⊕E−
D =
(
0 Q∗
Q 0
)
. (2.10)
D s’e´tend en un ope´rateur autoadjoint non borne´ sur l’espace de Hilbert Z2-gradue´
H = L2(E) associe´ a` la me´trique de Riemann sur M et la structure hermitienne
sur E. Dans le cas impair, Q ∈ Ψ1c(E,E) est un ope´rateur autoadjoint agissant sur
les sections d’un fibre´ E trivialement gradue´; en tensorisant l’espace des sections
de E par l’alge`bre de Clifford Z2-gradue´e C1 = C ⊕ Cε, on construit l’ope´rateur
diffe´rentiel elliptique de degre´ impair
D = Q⊗ ε . (2.11)
D s’e´tend en un ope´rateur autoadjoint non borne´ sur l’espace de Hilbert Z2-gradue´
H = L2(E) ⊗ C1. On traˆıte maintenant les cas pair et impair simultane´ment. Mu-
nissons H de sa bornologie de von Neumann. L’alge`bre des fonctions lisses a` support
compact C∞c (M) agit par multiplication sur les sections de E, donc est repre´sente´e
par endomorphismes borne´s sur H. De plus l’action de G e´tant isome´trique, elle
induit une repre´sentation unitaire r : G → U(H). On obtient un A -B-bimodule
non-borne´ (H, ρ,D) de meˆme parite´ que la classe [Q] comme suit:
• HB = H⊗ˆB est isomorphe a` l’espace de Banach L1(G;H) des fonctions
inte´grables sur G (relativement a` la mesure admissible dν) et a` valeurs dans
H. Sa structure de B-module a` droite est donne´e par
(ξb)(g) =
∫
G
dh ξ(h)b(gh−1) , ∀ ξ ∈ HB , b ∈ B , g ∈ G .
• ρ : A → End(HB) est la repre´sentation de A par endomorphismes pairs
(ρ(a)ξ)(g) =
∫
G
dha(h)r(h) · ξ(gh−1) , ∀ a ∈ A , ξ ∈ HB , g ∈ G ,
ou` l’e´valuation de a ∈ A en un point h ∈ G donne une fonction a(h) ∈ C∞c (M)
vue comme ope´rateur borne´ sur H.
• D : Dom(D) ⊂ HB → HB est l’ope´rateur non borne´ impair de domaine dense
(Dξ)(g) = D(ξ(g)) , ∀ ξ ∈ Dom(D) , g ∈ G ,
qui commute avec l’action a` droite deB. CommeD est un ope´rateur diffe´rentiel
d’ordre 1, le commutateur [D, ρ(a)] ∈ End(HB) s’e´tend en un endomorphisme
borne´ pour tout a ∈ A .
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L’ope´rateur de la chaleur exp(−tD2) ∈ End(H), de´fini par calcul fonctionnel sur
l’extension autoadjointe de D, est aussi naturellement un endomorphisme du B-
module HB. Nous avons montre´ dans [43] que le bimodule non borne´ (H, ρ,D) ainsi
obtenu a les proprie´te´s requises pour construire son caracte`re de Chern bivariant
ch(H, ρ,D) ∈ HE∗(A ,B) . (2.12)
On choisit ici l’extension universelle R = T B pour B. L’analyse est grandement
simplifie´e par le fait que l’ope´rateur de Dirac sur HB provient d’un ope´rateur sur
H. Son rele`vement au R-module HR se re´duit donc a` D̂ = D. Les proprie´te´s de la
comple´tion admissible B sont essentielles dans la preuve de la proposition suivante:
Proposition 2.2.1 ([43]) Soit Q un ope´rateur diffe´rentiel elliptique G-invariant
d’ordre 1 repre´sentant une classe de K-homologie [Q] ∈ KGi (M), i ∈ Z2, et soit
D l’ope´rateur de Dirac associe´. Alors pour tout t > 0, le bimodule (E , ρ,
√
tD) est
θ-sommable. Son caracte`re de Chern
ch(H, ρ,
√
tD) ∈ HEi(A ,B) (2.13)
est une classe de cohomologie cyclique bivariante entie`re inde´pendante de t.
Les formules de de´veloppement asymptotique de l’ope´rateur de la chaleur exp(−tD2)
a` la limite t ↓ 0 permettront d’obtenir une formule locale pour le caracte`re de Chern
bivariant.
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LorsqueM est munie d’une action propre et cocompacte de G, il existe une fonction
cut-off c ∈ C∞c (M), c’est-a`-dire telle que
∫
G c(gx)
2dg = 1 pour tout x ∈ M . On
peut alors construire un idempotent e ∈ A = C∞c (M)⋊G en posant
e(g, x) = c(x)c(gx) ∀ (g, x) ∈ G×M . (2.14)
Cet idempotent de´finit une classe canonique [e] ∈ Ktop0 (A ) dans la K-the´orie de
l’alge`bre bornologique A , inde´pendante du choix de fonction cut-off. Son caracte`re
de Chern est une classe d’homologie cyclique entie`re de degre´ pair
ch(e) ∈ HE0(A ) .
Choisissons une comple´tion admissible B de l’alge`bre de convolution Cc(G). Pour
toute classe de cohomologie cyclique entie`re bivariante ϕ ∈ HEi(A ,B), le cup-
produit ϕ · ch(e) de´finit une classe dans l’homologie cyclique entie`re HEi(B). On a
alors le the´ore`me de l’indice suivant.
The´ore`me 2.3.1 ([43]) Soit [Q] ∈ KGi (M), i ∈ Z2, une classe de K-homologie
e´quivariante repre´sente´e par un ope´rateur diffe´rentiel elliptique G-invariant d’ordre
1, et soit (H, ρ,D) le A -B-bimodule non-borne´ associe´. Alors l’image de [Q] par
l’application d’assemblage µ : KGi (M)→ Ki(B) a un caracte`re de Chern donne´ par
le cup-produit
ch(µ(Q)) = ch(H, ρ,D) · ch(e) ∈ HEi(B) , (2.15)
ou` ch(H, ρ,D) ∈ HEi(A ,B) est le caracte`re de Chern du bimodule et ch(e) ∈
HE0(A ) le caracte`re de Chern de la classe canonique [e] ∈ Ktop0 (A ).
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Esquisse de de´monstration: Premie`rement on peut se ramener a` un ope´rateur de
Dirac inversible. Sa phase F = D/|D|, F 2 = 1, est un ope´rateur borne´ sur H.
Comme explique´ au chapitre 1, on re´tracte ensuite le bimodule non borne´ (H, ρ,D)
sur le bimodule borne´ (H, ρ, F ) au moyen de l’homotopie ope´rateur
Dt = D/|D|t , t ∈ [0, 1] .
(H, ρ, F ) est p-sommable pour tout p > dimM . Les cocycles cycliques bivariants
entiers chn(H, ρ, F ) donne´s par les formules (1.12) de´finissent la meˆme classe dans
HEi(A ,B) que le caracte`re de Chern ch(H, ρ,D). Dans le cas i = 0, le cup-produit
de chn(H, ρ, F ) avec ch(e) est une formule simple qui s’identifie au caracte`re de
Chern d’un idempotent p-sommable. On se rame`ne ensuite a` l’idempotent µ(Q) par
de´formation. Le cas i = 1 s’en de´duit par pe´riodicite´ de Bott.
Soit t > 0. Le cup-produit ch(H, ρ,
√
tD) · ch(e) repre´sente ch(µ(Q)) en vertu
de la proposition 2.2.1. C’est une chaˆıne entie`re sur l’alge`bre B. De´signons par
chn(
√
tD) ∈ ΩnB sa composante de degre´ n. Comme B = L1(G, dν) est un espace
de fonctions inte´grables sur G, on voit que
ΩnB = B⊗ˆn ⊕B⊗ˆ(n+1) = L1(Gn)⊕ L1(Gn+1)
est un espace de fonctions inte´grables sur l’ensemble Gn ∪Gn+1 muni de la mesure
produit. On peut donc regarder chn(
√
tD) comme une fonction sur Gn ∪Gn+1. En
fait, elle est continue et a` support compact tant que t > 0. Lorsque le fibre´ E →M
est un module de Clifford et D un ope´rateur de Dirac ge´ne´ralise´, nous avons calcule´
dans [43] que l’e´valuation de chn(
√
tD) en un point g˜ ∈ Gn ∪ Gn+1 est donne´e par
une formule locale explicite a` la limite t ↓ 0, faisant intervenir les points fixes de
l’action de G sur M . Premie`rement, a` partir de l’idempotent e ∈ A on construit de
manie`re purement alge´brique une forme diffe´rentielle mixte
chn(e) ∈ Ω∗c(M)⊗ ΩnB . (2.16)
Elle peut se voir comme une fonction sur Gn ∪Gn+1 a` valeurs dans l’espace Ω∗c(M)
des formes diffe´rentielles (commutatives) a` support compact sur M . Ensuite, pour
tout g ∈ G de´signons par Mg ⊂ M l’ensemble des points fixes de g. C’est une
re´union de sous-varie´te´s de M , qui peuvent avoir diffe´rentes dimensions. Au moins
localement, le module de Clifford E restreint a` Mg se de´compose en un produit
E = S ⊗ E/S ou` S est un fibre´ de spineurs. En supposant pour simplifier que Mg
a une structure de spin, on de´finit globalement sur M un courant de de Rham
Cg = Â(Mg)
ch(E/S, g)
ch(SN , g)
∩ [Mg] , (2.17)
avec Â(Mg), ch(E/S, g) et ch(SN , g) les classes caracte´ristiques entrant dans le
the´ore`me de Lefschetz ge´ne´ralise´ (voir [4] pour le cas non spin). Cg est ferme´ et
invariant par le sous-groupe centralisateur de g. Les me´thodes de de´veloppement
asymptotique du noyau de la chaleur [4, 24] conduisent a` la formule de localisation
suivante.
Proposition 2.3.2 ([43]) Conside´rons un module de Clifford G-e´quivariant E et
un ope´rateur de Dirac ge´ne´ralise´ G-invariant D : C∞c (E)→ C∞c (E). La composante
de degre´ n du cup-produit ch(E, ρ,
√
tD) · ch(e) est une n-forme non commutative
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chn(
√
tD) ∈ ΩnB identifiable a` une fonction sur Gn ∪ Gn+1. Sa limite t ↓ 0 en un
point g˜ ∈ Gn ∪Gn+1 est donne´e par la formule de localisation
lim
t↓0
chn(
√
tD)(g˜) =
∑
Mg
(−)q/2
(2πi)d/2
∫
Mg
Â(Mg)
ch(E/S, g)
ch(SN , g)
chn(e)(g˜) , (2.18)
ou` g ∈ G est le produit de concatenation gn . . . g1 (resp. gn . . . g0) si g˜ = (g1, . . . , gn)
(resp. g˜ = (g0, . . . , gn)). La somme est prise sur toutes les sous-varie´te´s fixes Mg
de dimension d et codimension q = dimM − d.
Remarque 2.3.3 Puisque l’action de G sur M est propre, un e´le´ment g ∈ G ne
peut avoir de points fixes que s’il appartient a` un sous-groupe compact. Ainsi le
support de la fonction limite limt↓0 chn(
√
tD) est restreint aux points g˜ ∈ Gn∪Gn+1
dont le produit de concate´nation appartient a` un sous-groupe compact de G.
Exemple 2.3.4 Lorsque G est un groupe compact agissant sur une varie´te´ com-
pacte M , toute comple´tion admissible de Cc(G) est topologiquement e´quivalente a`
l’alge`bre de Banach des fonctions inte´grables B = L1(G) relativement a` la mesure de
Haar. En dimension paire l’indice analytique µ(Q) ∈ Ktop0 (B) est une repre´sentation
virtuelle de G, et toute l’information inte´ressante sur le caracte`re de Chern ch(µ(Q))
est concentre´e dans sa composante de degre´ ze´ro ch0(
√
tD) ∈ B. La classe de K-
the´orie canonique [e] ∈ Ktop0 (A ) est repre´sente´e par l’idempotent
e(g, x) = 1 ∀ (g, x) ∈ G×M ,
en supposant la mesure de Haar normalise´e. Alors la forme ch0(e) ∈ Ω∗c(M) ⊗ B
correspond simplement a` la fonction G → Ω∗c(M) identiquement e´gale a` 1. Par
conse´quent, la formule de localisation donne, en tout point g ∈ G,
lim
t↓0
ch0(tD)(g) =
∑
Mg
(−)q/2
(2πi)d/2
∫
Mg
Â(Mg)
ch(E/S, g)
ch(SN , g)
. (2.19)
On retrouve ainsi le the´ore`me de Lefschetz ge´ne´ralise´ par Atiyah-Segal-Singer [2].
Exemple 2.3.5 Lorsque G est un groupe discret de´nombrable agissant proprement
et librement sur M , le quotient X = G\M est une varie´te´ compacte. On est donc
en pre´sence d’une fibration principale M
G→ X. Notons que pour les actions libres
le support de la fonction limt↓0 chn(
√
tD) est restreint aux points g˜ ∈ Gn ∪ Gn+1
dont le produit de concate´nation est g = 1. Pour extraire l’information du caracte`re
de Chern ch(µ(Q)), il suffit donc de l’e´valuer sur la cohomologie cyclique localise´e
en l’unite´, autrement dit la cohomologie de groupe. Soit v ∈ Zn(G;C) un cocycle
de groupe a` croissance polynoˆmiale relativement a` une distance sur G, et soit ϕv le
n-cocycle cyclique sur l’alge`bre du groupe Cc(G) qui lui est associe´ ([13]). En choi-
sissant une comple´tion admissible B au moyen de la distance et d’un parame`tre α
suffisamment e´leve´, ϕv s’e´tend en un n-cocycle cyclique continu sur B. Son couplage
avec le caracte`re de Chern chn(e) ∈ Ω∗c(M)⊗ ΩnB donne une forme diffe´rentielle a`
support compact
〈ϕv , chn(e)〉 ∈ Ω∗c(M) ,
dont l’image directe par la projection e´tale M → X est une forme diffe´rentielle
ferme´e. On calcule que sa classe de cohomologie dans H∗(X) co¨ıncide avec l’image
re´ciproque de la classe de cohomologie de groupe v ∈ Hn(G) ∼= Hn(BG) sous
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l’application classifiante f : X → BG. Tout ope´rateur de Dirac ge´ne´ralise´ ope´rant
sur les sections d’un module de Clifford E → X peut se relever en une classe de
K-homologie [Q] ∈ KG∗ (M), et la formule de localisation donne
〈ϕv , ch(µ(Q))〉 = 1
(2πi)d/2
∫
X
Â(X)ch(E/S)f∗(v) (2.20)
avec d la dimension de X. Ici le genre Â(X) et le caracte`re de Chern ch(E/S)
sont des classes de cohomologie sur X. On retrouve ainsi le the´ore`me de Connes et
Moscovici pour les G-recouvrements [13].
Chapter 3
Images directes
On e´tablit dans ce chapitre la compatibilite´ entre le caracte`re de Chern bivariant
construit dans le chapitre 1 et les morphismes d’image directe en K-the´orie. A
cette fin il est ne´cessaire de se restreindre a` la cate´gorie des m-alge`bres de Fre´chet.
Pour de telles alge`bres on distingue deux types d’invariants. D’un coˆte´ la K-the´orie
topologique [48] et l’homologie cyclique pe´riodique sont des invariants primaires,
c’est-a`-dire stables sous homotopie et ve´rifiant la pe´riodicite´ de Bott. Elles por-
tent une information de nature essentiellement topologique. D’un autre coˆte´, les
filtrations naturelles du complexe cyclique permettent de de´finir la K-the´orie mul-
tiplicative [29, 30] et les versions instables de l’homologie cyclique. Ce sont des
invariants secondaires qui portent une information plus fine de nature ge´ome´trique.
La relation entre invariants primaires et secondaires se fait au moyen de suites ex-
actes longues.
Le the´ore`me de Grothendieck-Riemann-Roch formule´ dans [45] donne une version
pre´cise´e du the´ore`me de l’indice. En effet on montre qu’un quasihomomorphisme p-
sommable entre deux m-alge`bres de Fre´chet A et B induit des morphismes d’image
directe simultane´ment pour les invariants primaires et secondaires, et leur compat-
ibilite´ s’exprime au moyen d’un diagramme commutatif reliant les suites exactes
longues. Comme on travaille ici avec les versions filtre´es de l’homologie cyclique, le
caracte`re de Chern du quasihomomorphisme est interpre´te´ comme une classe dans
la cohomologie cyclique bivariante non-pe´riodique HC∗(A ,B) au lieu de la coho-
mologie cyclique bivariante entie`re. Cela permet d’exploiter au mieux l’information
porte´e par les invariants secondaires. Mentionnons que les morphismes d’images di-
recte en K-the´orie multiplicative fournissent un analogue non-commutatif des mor-
phismes d’image directe en cohomologie de Deligne. Ces e´le´ments sont expose´s en
de´tail dans l’article
[45] D. Perrot: Secondary invariants for Fre´chet algebras and quasihomomorphisms,
Documenta Math. 13 (2008) 275-363.
3.1 Invariants primaires et secondaires
Soit A une m-alge`bre de Fre´chet. Sa topologie est engendre´e par une famille
de´nombrable de semi-normes q ve´rifiant la proprie´te´ de sous-multiplicativite´
q(ab) ≤ q(a)q(b) ∀ a, b ∈ A .
On peut aussi repre´senter A comme limite projective d’une suite d’alge`bres de
Banach. Phillips de´finit dans [48] laK-the´orie topologique desm-alge`bres de Fre´chet
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par analogie avec la K-the´orie topologique des alge`bres de Banach. L’alge`bre K des
ope´rateurs compacts lisses est unem-alge`bre de Fre´chet, ainsi que le produit tensoriel
projectif comple´te´ K ⊗ˆA . Soit (K ⊗ˆA )+ son unitarisation, et p0 ∈ M2(K ⊗ˆB)+
la matrice idempotente p0 =
(
1 0
0 0
)
. Les groupes de K-the´orie topologique en degre´
pair et impair sont de´finis par
Ktop0 (A ) = {classes d’homotopie diffe´rentiable d’idempotents e ∈M2(K ⊗ˆA )+
tels que e− p0 ∈M2(K ⊗ˆA ) }
Ktop1 (A ) = {classes d’homotopie diffe´rentiable d’inversibles u ∈ (K ⊗ˆA )+
tels que u− 1 ∈ K ⊗ˆA }
Soit C∞(0, 1) l’alge`bre de Fre´chet des fonctions lisses sur l’intervalle, qui s’annulent
aux extre´mite´s ainsi que toutes leurs de´rive´es. La suspension lisse de A est le
produit tensoriel projectif SA = A ⊗ˆC∞(0, 1). Alors la K-the´orie topologique
ve´rifie la pe´riodicite´ de Bott Ktop0 (SA )
∼= Ktop1 (A ) et Ktop1 (SA ) ∼= Ktop0 (A ). On
peut donc par commodite´ introduire les groupes Ktopn (A ) en tout degre´ n ∈ Z par
Ktopn (A ) =
{
Ktop0 (A ) n pair
Ktop1 (A ) n impair
(3.1)
En relation avec la the´orie de l’indice non-commutative on est souvent amene´ a` con-
side´rer la K-the´orie du produit tensoriel projectif I ⊗ˆA , ou` I est unem-alge`bre de
Fre´chet p-sommable (p entier), typiquement une classe de Schatten ℓp. En utilisant
un cocycle cyclique bivariant associe´ a` la trace sur la puissance p-ie`me de I nous
avons construit dans [45] un caracte`re de Chern
Ktopn (I ⊗ˆA )→ HPn(A ) (3.2)
a` valeurs dans l’homologie cyclique pe´riodique de A . Rappelons que HPn(A ) est
l’homologie en degre´ n mod 2 du (b+B)-complexe des formes diffe´rentielles comple´te´
en prenant le produit direct Ω̂A =
∏
k≥0Ω
kA . De manie`re e´quivalente [21], pour
toute extension quasi-libre de m-alge`bres de Fre´chet 0 → J → R → A → 0
l’homologie cyclique pe´riodique de A est calcule´e par le X-complexe de pro-alge`bre
X(R̂) : R̂ ⇄ Ω1R̂♮ ,
ou` R̂ est la comple´tion J -adique de R. Tout comme la K-the´orie topologique,
l’homologie cyclique pe´riodique ve´rifie l’isomorphisme HPn+2(A ) ∼= HPn(A ) par
construction. De plus, les groupes Ktopn (I ⊗ˆA ) et HPn(A ) sont stables sous ho-
motopie diffe´rentiable et de´finissent les invariants primaires de A .
Les invariants secondaires de A sont un me´lange de K-the´orie topologique et des
versions instables de l’homologie cyclique. Ces dernie`res sont de´finies a` partir des
filtrations naturelles du complexe cyclique Ω̂A par le degre´ des formes diffe´rentielles
[9], ou de manie`re e´quivalente a` partir de la filtration J -adique sur X(R̂). En
particulier l’homologie cyclique non-pe´riodique de Connes HCn(A ) est calcule´e par
un complexe quotient, et sa relation avec l’homologie cyclique pe´riodique s’inscrit
dans une suite exacte longue de type SBI (voir [45])
. . . −→ HPn+1(A ) S−→ HCn−1(A ) B−→ HNn(A ) I−→ HPn(A ) −→ . . .
ou` HNn(A ) est l’homologie cyclique ne´gative de A . Rappelons que HCn(A ) = 0
pour n < 0 et par conse´quent HNn(A ) ∼= HPn(A ) pour n ≤ 0. A l’aide de la
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filtration du complexe cyclique de A on peut alors fabriquer une version secondaire
de la K-the´orie. En s’inspirant du travail de Karoubi [29, 30] nous avons de´fini dans
[45], pour toute alge`bre p-sommable I , des groupes de K-the´orie multiplicative
MKIn (A ), n ∈ Z, qui s’inse`rent dans une suite exacte longue
. . . Ktopn+1(I ⊗ˆA )→ HCn−1(A )
δ→MKIn (A )→ Ktopn (I ⊗ˆA )→ HCn−2(A ) . . .
Pour n pair, toute classe dans MKIn (A ) est repre´sente´e par un couple (e, θ) avec
e un idempotent qui de´finit une classe [e] ∈ Ktop0 (I ⊗ˆA ), et θ une chaˆıne cy-
clique qui transgresse le caracte`re de Chern de e dans l’homologie de de Rham non-
commutative HDn−2(A ) (voir [45]). Pour n impair, toute classe dans MK
I
n (A )
est repre´sente´e par un couple (u, θ) avec u un inversible et θ une chaˆıne cyclique mu-
nis de proprie´te´s analogues. Lorsque n ≤ 0 la suite exacte implique l’isomorphisme
MKIn (A )
∼= Ktopn (I ⊗ˆA ), tandis que les invariants secondaires proprement dits
n’apparaˆıssent que pour n > 0. Mentionnons que la K-the´orie multiplicative est in-
timement relie´e a` la K-the´orie alge´brique supe´rieure [53]. Il existe aussi un caracte`re
de Chern ne´gatif
MKIn (A )→ HNn(A ) (3.3)
qui rele`ve le caracte`re de Chern en K-the´orie topologique (3.2). Plus pre´cise´ment
on a le re´sultat suivant.
Proposition 3.1.1 ([45]) Soit A une m-alge`bre de Fre´chet. Pour toute m-alge`bre
de Fre´chet p-sommable I , les caracte`res de Chern en K-the´orie topologique et mul-
tiplicative induisent une transformation entre les suites exactes longues
Ktopn+1(I ⊗ˆA ) //

HCn−1(A )
δ //MKIn (A )
//

Ktopn (I ⊗ˆA )

HPn+1(A )
S // HCn−1(A )
eB // HNn(A )
I // HPn(A )
(3.4)
ou` B˜ est l’application de bord −√2πiB.
Dans le cas ou` I = C est l’alge`bre 1-sommable des nombres complexes, on e´crira
simplement MKCn (A ) = MKn(A ). Pour une alge`bre de Banach A on retrouve
ainsi la K-the´orie multiplicative de Karoubi [29, 30].
Exemple 3.1.2 Prenons A = C et I = ℓp une classe de Schatten sur un espace
de Hilbert se´parable. La K-the´orie topologique de I est connue: Ktop0 (I ) = Z et
Ktop1 (I ) = 0. La suite exacte longue implique donc
MKIn (C) =

Z n ≤ 0 pair
C
× n > 0 impair
0 autrement
La K-the´orie multiplicative de C en degre´ n > 0 impair est le re´ceptacle naturel des
morphismes re´gulateurs, voir l’exemple 3.3.3 et la fin du chapitre 4.
Exemple 3.1.3 Lorsque A = C∞(M) est l’alge`bre commutative des fonctions
lisses sur une varie´te´ compacte M , la K-the´orie multiplicative MKn(A ) a des pro-
prie´te´s analogues a` la cohomologie de Deligne deM . Pour tout demi-entier q notons
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Z(q) le sous-groupe additif (2πi)qZ ⊂ C. Par de´finition, le groupe de cohomologie de
Deligne HnD (M ;Z(n/2)) est l’hyperhomologie en degre´ n du complexe de faisceaux
0 −→ Z(n/2) −→ Ω0 d−→ Ω1 d−→ . . . d−→ Ωn−1 −→ 0
avec le faisceau constant Z(n/2) situe´ en degre´ 0 et le faisceau Ωk des k-formes
diffe´rentielles sur M situe´ en degre´ k+1. De ce complexe on extrait imme´diatement
un morphisme horizontal de la cohomologie de Deligne HnD (M ;Z(n/2)) vers la
cohomologie de Cˇech Hˇn(Q;Z(n/2)), et un morphisme vertical vers les n-formes
diffe´rentielles ferme´es ZndR(M), qui co¨ıncident en cohomologie de de Rham:
HnD(M ;Z(n/2))
//
d

Hˇn(M ;Z(n/2))
⊗C

ZndR(M)
// HndR(M)
ZndR(M) etH
n
dR(M) sont inclus comme facteurs directs respectivement dansHNn(A )
et HPn(A ) pour l’alge`bre A = C
∞(M). De plus, nous avons construit explicite-
ment dans [45] un morphisme MKn(A ) → HnD (M ;Z(n/2)) en degre´ n ≤ 2 qui
envoie le diagramme ci-dessus dans le carre´ commutatif extrait de (3.4)
MKn(A ) //

Ktopn (A )

HNn(A ) // HPn(A )
Pousser la comparaison en degre´ n ≥ 3 est plus de´licat, car il n’y a pas d’application
e´vidente de la cohomologie de Deligne vers la K-the´orie multiplicative pour des
raisons d’inte´gralite´ (en d’autres termes les re´seaux de cohomologie de Cˇech et de
K-the´orie topologique deviennent incompatibles). Cela montre qu’il serait plus
inte´ressant de comparer la K-the´orie multiplicative a` une version mieux adapte´e
a` la K-the´orie que la cohomologie de Deligne, comme par exemple les K-caracte`res
diffe´rentiels de [6].
3.2 Quasihomomorphismes
Soient A et B deuxm-alge`bres de Fre´chet. Nous dirons qu’un A -B-bimodule borne´
(H, ρ, F ) de degre´ pair est mis sous la forme d’un quasihomomorphisme p-sommable
s’il existe un espace de Fre´chet trivialement gradue´ L, une alge`bre d’ope´rateurs p-
sommables I ⊂ End(L) et une alge`bre d’endomorphismes E ⊂ End(LB) contenant
I ⊗ˆB comme ide´al bilate`re tels que
H =
(
L
L
)
, ρ =
(
ρ+ 0
0 ρ−
)
, F =
(
0 1
1 0
)
avec ρ± : A → E et ρ+ − ρ− : A → I ⊗ˆB. De la meˆme manie`re, un bimodule
(H, ρ,D) de degre´ impair est un quasihomomorphisme p-sommable s’il est de la
forme
H =
(
L
L
)
⊗ C1 , ρ =
(
ρ++ ρ+−
ρ−+ ρ−−
)
⊗ 1 , F =
(
1 0
0 −1
)
⊗ ε
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avec ρ++, ρ−− : A → E et ρ+−, ρ−+ : A → I ⊗ˆB. Dans tous les cas on peut
canoniquement construire a` partir de E et son ide´al I ⊗ˆB une sous-alge`bre Z2-
gradue´e E s ⊲ I s⊗ˆB des endomorphismes de HB qui prend automatiquement en
compte les conditions impose´es sur l’expression matricielle de ρ, voir [45]. Comme
l’ope´rateur F est mis sous une forme canonique, toute re´fe´rence a` l’espace H devient
inutile et il suffit de ne retenir que l’homomorphisme
ρ : A → E s ⊲I s⊗ˆB , (3.5)
dont l’image est contenue dans la sous-alge`bre paire de E s. Plus ge´ne´ralement nous
de´finissons dans [45] un quasihomomorphisme p-sommable de A vers B comme la
donne´e d’une m-alge`bre de Fre´chet trivialement gradue´e abstraite E ⊲ I ⊗ˆB avec
I une m-alge`bre de Fre´chet p-sommable, et d’un homomorphisme continu de la
forme (3.5). L’ope´rateur F mis sous la forme matricielle ci-dessus agit alors comme
multiplicateur de degre´ impair sur E s.
Pour construire le caracte`re de Chern d’un quasihomomorphisme p-sommable
ρ : A → E s ⊲ I s⊗ˆB dans la cohomologie cyclique bivariante HC∗(A ,B), il suffit
de reprendre les formules e´tablies pour les bimodules borne´s de la section 1.3 et de
controˆler leurs proprie´te´s adiques [45]. Comme auparavant il s’agit de relever ρ en
un quasihomomorphisme entre des extensions universelles de A et B; il est donc
ne´cessaire d’imposer une condition d’admissibilite´ analogue a` 1.3.1.
De´finition 3.2.1 ([45]) L’alge`bre E ⊲I ⊗ˆB est admissible relativement a` une ex-
tension 0 → J → R → B → 0 s’il existe deux m-alge`bres de Fre´chet M ⊲ I ⊗ˆR
et N ⊲I ⊗ˆJ telles que N n ∩I ⊗ˆR = I ⊗ˆJ n pour toute puissance n ≥ 1, ainsi
qu’un diagramme d’extensions
0 // N //M // E // 0
0 // I ⊗ˆJ //
OO
I ⊗ˆR //
OO
I ⊗ˆB //
OO
0
Exemple 3.2.2 Ici encore l’arche´type d’alge`bre admissible est donne´ par un produit
tensoriel E = End(L)⊗ˆB avec L espace de Hilbert trivialement gradue´ et I = ℓp(L).
Il suffit alors de prendre M = End(L)⊗ˆR et N = End(L)⊗ˆJ . Bien entendu
il existe d’autres exemples importants d’alge`bres admissibles qui ne peuvent pas
s’e´crire comme produit tensoriel.
On construit ensuite les alge`bres Z2-gradue´es associe´es M
s⊲I s⊗ˆR et N s⊲I s⊗ˆJ
en tenant compte de la parite´ i ∈ Z2 du quasihomomorphisme. La proprie´te´ uni-
verselle de l’alge`bre tensorielle TA
0 // JA //
ρ∗

TA //
ρ∗

A //
ρ

0
0 // N s //M s // E s // 0
donne un rele`vement ρ∗ : TA → M s ⊲ I s⊗ˆR qui envoie l’ide´al JA sur N s. On
obtient ainsi un quasihomomorphisme p-sommable pour les comple´tions adiques de
TA , M s et R par rapport a` leurs ide´aux JA , N s et J :
ρ∗ : T̂A → M̂ s ⊲I s⊗ˆR̂ . (3.6)
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Fixons maintenant un entier n ≥ p de parite´ i mod 2. Soit χ̂n ∈ Hom(Ω̂T̂A ,X(R̂))
l’application line´aire dont les deux composantes non nulles χ̂n0 : Ω
nT̂A → R̂ et
χ̂n1 : Ω
n+1T̂A → Ω1R̂♮ de´finies par (1.12)
χ̂n0 (x0dx1 . . .dxn) = (−)n
Γ(1 + n2 )
(n+ 1)!
∑
λ∈Sn+1
ε(λ) τ(xλ(0) [F, xλ(1)] . . . [F, xλ(n)]) ,
χ̂n1 (x0dx1 . . .dxn+1) = (−)n
Γ(1 + n2 )
(n+ 1)!
n+1∑
i=1
τ♮(x0[F, x1] . . .dxi . . . [F, xn+1]) ,
(3.7)
avec τ la supertrace sur la n-ie`me puissance de I s. On sait que χ̂n est un morphisme
du (b + B)-complexe des formes diffe´rentielles sur T̂A vers le X-complexe de R̂.
Sa compose´e par l’e´quivalence de Goodwillie γ : X(T̂A ) → Ω̂T̂A de´finit alors un
cocycle cyclique bivariant de degre´ n lorsque R est quasi-libre:
Proposition 3.2.3 ([45]) Soit ρ : A → E s ⊲ I s⊗ˆB un quasihomomorphisme p-
sommable de parite´ i ∈ Z2, admissible relativement a` une extension quasi-libre 0→
J → R → B → 0, et soit n ≥ p un entier, n ≡ i mod 2. Alors le caracte`re de
Chern du quasihomomorphisme de´fini par la composition
chn(ρ) : X(T̂A )
γ−→ Ω̂T̂A bχ
n
−→ X(R̂) (3.8)
est une classe de cohomologie cyclique bivariante chn(ρ) ∈ HCn(A ,B) de degre´ n.
Les caracte`res de Chern de degre´s successifs sont relie´s par l’ope´ration de suspension
S en cohomologie cyclique bivriante
chn+2(ρ) ≡ Schn(ρ) ∈ HCn+2(A ,B) , (3.9)
et ainsi de´finissent tous la meˆme classe de cohomologie cyclique bivariante pe´riodique
ch(ρ) ∈ HP i(A ,B).
C’est donc le repre´sentant chn(ρ) de degre´ n minimal qui ve´hicule le maximum
d’informations sur le quasihomomorphisme. Les proprie´te´s inte´ressantes du car-
acte`re de Chern bivariant concernent sa stabilite´ par rapport aux deux relations
d’e´quivalences possibles [45]. Rappelons que B[0, 1] de´signe le produit tensoriel
projectif B⊗ˆC∞[0, 1]. C’est aussi l’alge`bre des fonctions lisses sur [0, 1] a` valeurs
dans B et dont toutes les de´rive´es d’ordre ≥ 1 s’annulent aux extre´mite´s. On dit
que deux quasihomomorphismes ρ0 : A → E s⊲I s⊗ˆB et ρ1 : A → E s⊲I s⊗ˆB sont
homotopes s’il existe un quasihomomorphisme ρ : A → E [0, 1]s ⊲I s⊗ˆB[0, 1] dont
l’e´valuation aux extre´mite´s du segment donne respectivement ρ0 et ρ1;
conjugue´s s’il existe un e´le´ment inversible de degre´ pair U ∈ (E s)+ tel que ρ1 =
U−1ρ0U en tant qu’homomorphisme A → E s.
Apre`s stabilisation par des matrices la relation de conjugaison est strictement plus
forte que la relation d’homotopie. On montre dans [45] que deux quasihomomor-
phismes conjugue´s de´finissent le meˆme caracte`re de Chern dans HCn(A ,B) pour
toute valeur de n ≥ p, alors que les caracte`res de Chern de deux quasihomomor-
phismes homotopes ne co¨ıncident qu’apre`s stabilisation par l’ope´ration S. On peut
re´sumer ces proprie´te´s dans le corollaire suivant.
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Corollaire 3.2.4 ([45]) Soit ρ : A → E s ⊲ I s⊗ˆB un quasihomomorphisme p-
sommable de parite´ i ∈ Z2, admissible relativement a` une extension quasi-libre de
B. Supposons p ≡ i mod 2. Alors le caracte`re de Chern de degre´ minimal chp(ρ) ∈
HCp(A ,B) induit une transformation entre les suites exactes SBI
HPn+1(A )
S //

HCn−1(A )
B //

HNn(A )
I //

HPn(A )

HPn−p+1(B)
S // HCn−p−1(B)
B // HNn−p(B)
I // HPn−p(B)
invariante sous conjugaison du quasihomomorphisme. De plus la fleˆche en homologie
cyclique pe´riodique HPn(A )→ HPn−d(B) est invariante sous homotopie.
Remarque 3.2.5 Le re´sultat ci-dessus reste inchange´ si l’on suppose le quasihomo-
morphisme seulement (p+ 1)-sommable, avec toujours p ≡ i mod 2.
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Nous pouvons maintenant e´noncer le re´sultat principal de ce chapitre, a` savoir qu’un
quasihomomorphisme p-sommable admissible induit des morphismes d’image directe
pour les invariants primaires et secondaires. Une m-alge`bre de Fre´chet p-sommable
I est multiplicative s’il existe un homomorphisme continu (produit externe)
⊠ : I ⊗ˆI → I
compatible avec la trace ([45]). Deux produits externes ⊠ et ⊠′ sont e´quivalents
s’il existe un multiplicateur inversible U sur I qui conjugue ces deux produits.
L’exemple type d’alge`bre p-sommable multiplicative est l’ide´al de Schatten I =
ℓp(L) sur un espace de Hilbert se´parable de dimension infinie trivialement gradue´,
le produit externe e´tant induit par l’identification du produit tensoriel d’espaces de
Hilbert L⊗2 L avec L a` un isomorphisme unitaire pre`s [17].
Soient maintenant A , B deux m-alge`bres de Fre´chet et ρ : A → E s ⊲ I s⊗ˆB
un quasihomomorphisme p-sommable de parite´ i ∈ Z2, avec p ≡ i mod 2. Si I
est multiplicative alors ρ induit un morphisme d’image directe sur la K-the´orie
topologique
ρ! : K
top
n (I ⊗ˆA )→ Ktopn−p(I ⊗ˆB) ∀n ∈ Z , (3.10)
comme en the´orie de Kasparov. Par pe´riodicite´ de Bott il suffit en effet de de´finir
cette application pour n impair seulement. Supposons d’abord que i = 0. Le
quasihomomorphisme est alors de´crit par un couple d’homomorphismes (ρ+, ρ−) :
A ⇒ E qui co¨ıncident modulo l’ide´al I ⊗ˆB. Pour tout inversible u ∈ (K ⊗ˆI ⊗ˆA )+
repre´sentant une classe dans Ktop1 (I ⊗ˆA ), l’e´le´ment
ρ!(u) = ρ+(u)ρ−(u)
−1 ∈ (K ⊗ˆI ⊗ˆI ⊗ˆB)+
est un inversible repre´sentant une classe dans Ktop1 (I ⊗ˆB) apre`s usage du produit
externe⊠ : I ⊗ˆI → I . Supposons maintenant que i = 1. Le quasihomomorphisme
est alors de´crit par un homomorphisme ρ : A → ( E I ⊗ˆB
I ⊗ˆB E
)
. Soit p0 l’idempotent(
1 0
0 0
)
. Pour tout inversible u ∈ (K ⊗ˆI ⊗ˆA )+, l’e´le´ment
ρ!(u) = ρ(u)
−1p0ρ(u) ∈M2(K ⊗ˆI ⊗ˆI ⊗ˆB)+
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est un idempotent repre´sentant une classe dans Ktop0 (I ⊗ˆB) apre`s usage du produit
externe, d’ou` l’application (3.10).
Si de plus le quasihomomorphisme est admissible relativement a` une extension quasi-
libre de B, on sait d’apre`s le corollaire 3.2.4 que le caracte`re de Chern de degre´
minimal chp(ρ) ∈ HCp(A ,B) induit un morphisme
chp(ρ) : HCn(A )→ HCn−p(B) ∀n ∈ Z . (3.11)
En combinant (3.10) et (3.11) on peut aussi construire des images directes en K-
the´orie multiplicative. Le the´ore`me de Grothendieck-Riemann-Roch de´montre´ dans
[45] exprime la compatibilite´ entre tous ces morphismes et les suites exactes longues
reliant K-the´orie et homologie cyclique:
The´ore`me 3.3.1 ([45]) Soit I une alge`bre p-sommable et multiplicative, et ρ :
A → E s ⊲ I s⊗ˆB un quasihomomorphisme de parite´ i ∈ Z2 admissible relative-
ment a` une extension quasi-libre de B. Supposons p ≡ i mod 2. Alors ρ induit
un morphisme d’image directe ρ! : MK
I
n (A ) → MKIn−p(B) qui s’inse`re dans un
diagramme gradue´-commutatif
Ktopn+1(I ⊗ˆA ) //
ρ!

HCn−1(A ) //
chp(ρ)

MKIn (A )
//
ρ!

Ktopn (I ⊗ˆA )
ρ!

Ktopn+1−p(I ⊗ˆB) // HCn−1−p(B) //MKIn−p(B) // Ktopn−p(I ⊗ˆB)
(3.12)
Les fleˆches verticales sont invariantes sous conjugaison de ρ; la fleˆche en K-the´orie
topologique est aussi invariante sous homotopie. De plus (3.12) est compatible avec
le diagramme du corollaire 3.2.4 (avec B multiplie´ par un facteur −√2πi) en prenant
les caracte`res de Chern MKIn → HNn et Ktopn (I ⊗ˆ . )→ HPn.
Remarque 3.3.2 Dans le cas pair i = 0, le re´sultat reste inchange´ si le quasihomo-
morphisme est seulement (p + 1)-sommable avec toujours p ≡ i mod 2. Par contre
dans le cas impair i = 1 on doit garder la condition de p-sommabilite´.
La de´monstration est une ve´rification purement calculatoire de la commutativite´
du diagramme (3.12), utilisant les formules explicites pour chp(ρ). A la lumie`re de
l’exemple 3.1.3, le morphisme en K-the´orie multiplicative peut se voir comme une
version non-commutative de l’ope´ration “inte´gration des classes de cohomologie de
Deligne le long des fibres d’une submersion”, l’entier p correspondant a` la dimension
des fibres. Les caracte`res de Chern pe´riodique et ne´gatif ne sont pas repre´sente´s dans
le diagramme (3.12). En fait la compatibilite´ entre le corollaire 3.2.4 et le the´ore`me
ci-dessus s’exprime au moyen de diagrammes cubiques, par exemple
Ktopn (I ⊗ˆA ) //

Ktopn−p(I ⊗ˆB)

MKIn (A )
??
//

MKIn−p(B)
??

HPn(A ) // HPn−p(B)
HNn(A )
??
// HNn−p(B)
??
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Le carre´ en arrie`re-plan de´crit la partie purement topologique, c’est-a`-dire invariante
d’homotopie, du the´ore`me de Grothendieck-Riemann-Roch. Le carre´ en avant-plan
rele`ve donc cette situation au niveau des invariants secondaires.
Exemple 3.3.3 Soit E = End(L) l’alge`bre de Banach des endomorphismes borne´s
sur un espace de Hilbert trivialement gradue´ L, et soit I = ℓp(L) l’ide´al de Schatten
des ope´rateurs p-sommables. Lorsque A est quelconque et B = C, un quasihomo-
morphisme ρ : A → E s ⊲I s est un module de Fredholm p-sommable sur A [9]. En
choisissant n = p+ 1 le diagramme (3.12) se re´duit a`
Ktopp+2(I ⊗ˆA ) //
ρ!

HCp(A ) //
chp(ρ)

MKIp+1(A ) //
ρ!

Ktopp+1(I ⊗ˆA )
ρ!

0 // Z // C // C× // 0
Le morphisme en K-the´orie topologique Ktopp (I ⊗ˆA ) → Z correspond a` la fleˆche
d’indice, tandis qu’en K-the´orie multiplicative MKIp+1(A )→ C× est un re´gulateur.
Un morphisme analogue a e´te´ introduit par Connes et Karoubi dans le contexte de
la K-the´orie alge´brique [12]. Le the´ore`me 3.3.1 permet donc de ge´ne´raliser la notion
de re´gulateur a` des alge`bres cibles B quelconques. Dans cette optique il serait
inte´ressant de chercher a` fabriquer des analogues non-commutatifs de la torsion
analytique supe´rieure associe´e a` une submersion [7].
Exemple 3.3.4 Soit A une m-alge`bre de Fre´chet munie d’une trace continue τ :
A → C. Regardons E = I = A comme une alge`bre 1-sommable et posons B = C.
Le quasihomomorphisme ρ : A → A s ⊲ A s⊗ˆC de degre´ pair de´fini par ρ+ = id
et ρ− = 0 est donc 1-sommable et donne un diagramme commutatif dont les lignes
sont exactes:
Ktop0 (A )
// A /[A ,A ] //
τ

MK1(A ) //
ρ!

Ktop1 (A )
Ktop0 (A )
τ∗ // C //MKA1 (C)
// Ktop1 (A )
Par ailleurs il existe un morphisme naturel du groupe GL∞(A ) des matrices in-
versibles vers la K-the´orie multiplicative MK1(A ), qui envoie une matrice u sur le
couple (u, 0). En composant par ρ! on obtient donc un morphisme de groupes
Detτ : GL∞(A )→MKA1 (C)
qui se factorise a` travers la K-the´orie alge´brique Kalg1 (A ). De´signons maintenant
par GL0∞(A ) le noyau du morphisme GL∞(A ) → Ktop1 (A ) (ce sont moralement
les matrices inversibles homotopes a` l’unite´). Alors l’image de l’application Detτ :
GL0∞(A )→MKA1 (C) est incluse dans le sous-groupeC/τ∗Ktop0 (A ), et l’on retrouve
ainsi le de´terminant introduit par de la Harpe et Skandalis pour les alge`bres de
Banach [22].
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Chapter 4
Formule locale d’anomalie
On explique ici la manie`re obtenir des formules locales pour le caracte`re de Chern
d’un quasihomomorphisme, par un proce´de´ de renormalisation. Le roˆle central est
joue´ par la cochaˆıne eˆta renormalise´e, introduite comme se´rie formelle (non conver-
gente) dans le complexe cyclique bivariant. Son bord est toujours une somme finie
de termes locaux qui repre´sente le caracte`re de Chern, quelle que soit la renormali-
sation choisie. Par exemple, en pre´sence d’un ope´rateur de Dirac la renormalisation
par fonction zeˆta donne une formule de re´sidus qui ge´ne´ralise celle de Connes et
Moscovici [15] au cas bivariant. D’autres renormalisations sont bien entendu pos-
sibles, y compris sans ope´rateur de Dirac (voir le chapitre suivant), le choix opti-
mal e´tant dicte´ par la situation ge´ome´trique a` laquelle on est confronte´. L’ide´e de
repre´senter une classe de cohomologie en prenant le bord d’une se´rie formelle renor-
malise´e s’inspire des anomalies chirales en the´orie quantique des champs. En fait on
montre que toute formule locale de l’indice peut se re´duire a` un calcul d’anomalie.
Le mate´riel expose´ dans ce chapitre est tire´ des articles
[44] D. Perrot: Anomalies and noncommutative index theory, cours donne´ a` Villa de
Leyva, Colombie (2005), S. Paycha and B. Uribe ed., Contemp. Math. 434 (2007)
125-160.
[46] D. Perrot: Quasihomomorphisms and the residue Chern character, preprint
arXiv:0804.1048.
Dans le cas de triplets spectraux, nous avions initialement obtenu la relation
entre the´ore`me de l’indice et anomalie chirale (corollaire 4.3.2) en the`se de doctorat
suivant une approche diffe´rente. La de´monstration n’e´tait pas directement relie´e a`
la renormalisation mais reposait sur des conside´rations ge´ome´triques dans l’espace
des potentiels de jauge, analogues a` l’approche d’Atiyah et Singer [3, 54]. On ne
de´crira pas ici ce travail publie´ dans
[38] D. Perrot: BRS cohomology and the Chern character in non-commutative ge-
ometry, Lett. Math. Phys. 50 (1999) 135-144.
[40] D. Perrot: On the topological interpretation of gravitational anomalies, J.
Geom. Phys. 39 (2001) 81-95.
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4.1 Le principe
La strate´gie utilise´e pour construire des repre´sentants locaux du caracte`re de Chern
d’un quasihomomorphisme ρ : A → E s ⊲ I s⊗ˆB est base´e sur une formule de
transgression [46]. Dans tout ce qui suit on conside`re que le quasihomomorphisme
est (p+1)-sommable et de parite´ i ≡ p mod 2. D’apre`s la proposition 3.2.3, on sait
que la caracte`re de Chern est repre´sente´, en tout degre´ n ≥ p, n ≡ i mod 2, par les
classes chn(ρ) ∈ HCn(A ,B) de´finies au moyen d’une composition de morphismes
chn(ρ) : X(T̂A )
γ−→ Ω̂T̂A bχ
n
−→ X(R̂)
avec 0 → J → R → B → 0 une extension quasi-libre et χ̂n la formule non-locale
(3.7). L’e´galite´ chn+2(ρ) ≡ Schn(ρ) dans HCn+2(A ,B) provient d’une relation
entre les cocycles de degre´s successifs χ̂n et χ̂n+2. Plus pre´cise´ment nous avons
introduit dans [45] une cochaˆıne eˆta η̂n+1 ∈ Hom(Ω̂T̂A ,X(R̂)) pour tout n ≥ p de
parite´ imod 2. Elle s’annule sur les espaces ΩkT̂A pour k 6= n+1 et n+2, tandis que
ses deux composantes non nulles η̂n+10 : Ω
n+1T̂A → R̂ et η̂n+11 : Ωn+2T̂A → Ω1R̂♮
sont de´finies par les formules
η̂n+10 (x0dx1 . . .dxn+1) =
Γ(n2 + 1)
(n+ 2)!
1
2
τ
(
Fx0[F, x1] . . . [F, xn+1] +
n+1∑
i=1
(−)(n+1)i[F, xi] . . . [F, xn+1]Fx0[F, x1] . . . [F, xi−1]
)
η̂n+11 (x0dx1 . . .dxn+2) = (4.1)
Γ(n2 + 1)
(n+ 3)!
n+2∑
i=1
1
2
τ♮
(
(ix0F + (n+ 3− i)Fx0)[F, x1] . . .dxi . . . [F, xn+2]
)
Un calcul direct montre la relation de transgression χ̂n − χ̂n+2 = [∂, η̂n+1] dans le
complexe Hom(Ω̂T̂A ,X(R̂)). On en de´duit le re´sultat suivant.
Proposition 4.1.1 ([45]) Soit ρ : A → E s ⊲I s⊗ˆB un quasihomomorphisme (p+
1)-sommable de parite´ i ≡ p mod 2, admissible relativement a` une extension quasi-
libre de B, et soit un entier n ≥ p, n ≡ i mod 2. Alors la cochaine de´finie par la
compose´e
/chn+1(ρ) : X(T̂A )
γ−→ Ω̂T̂A bη
n+1
−→ X(R̂) (4.2)
ve´rifie la relation de transgression chn(ρ)−chn+2(ρ) = [∂, /chn+1(ρ)] dans le complexe
Hom(X(T̂A ),X(R̂)).
Pour n < p la cochaine η̂n+1 n’existe pas car le produit des commutateurs [F, x]
n’appartient pas au domaine de la supertrace τ . Supposons cependant que l’on
parvienne a` e´tendre le domaine de τ par une me´thode quelconque, quitte a` perdre
ses proprie´te´s de supertrace. Par exemple, on peut introduire artificiellement un
ope´rateur re´gularisant dans les formules (4.1). On de´finit ainsi les composantes de
la cochaˆıne eˆta renormalise´e η̂n+1R ∈ Hom(Ω̂T̂A ,X(R̂)) en tout degre´ n < p de
parite´ i mod 2. Nous avons introduit dans [46] la se´rie
ηR =
∑
n<p
η̂n+1R +
∑
n≥p
η̂n+1 , (4.3)
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vue comme application line´aire de la somme directe ΩT̂A =
⊕
nΩ
nT̂A vers X(R̂).
Elle ne peut pas s’e´tendre en une cochaˆıne sur le produit direct Ω̂T̂A =
∏
nΩ
nT̂A
puisque ses composantes η̂n+1 ne s’annulent pas pour n suffisamment grand. Selon
la terminologie de Higson [25] ηR est donc une cochaˆıne impropre. La relation
de transgression χ̂n − χ̂n+2 = [∂, η̂n+1] valide pour n ≥ p montre que son bord
χR = [∂, ηR], bien de´fini dans le Hom-complexe Hom(ΩT̂A ,X(R̂)), a seulement
un nombre fini de composantes non nulles et s’e´tend en un cocycle ge´ne´ralement
non-trivial dans Hom(Ω̂T̂A ,X(R̂)). Par exemple dans le cas pair i = 0 on obtient
graphiquement
ηR =
[∂, ]

η̂1R
 

?
??
?
+ η̂3R
 

?
??
??
. . . + η̂p−1R
 

?
??
?
+ η̂p+1
 

?
??
??
+ η̂p+3
 


?
??
??
+ . . .
χR = χ0R + χ
2
R + . . . χ
p−2
R
+ χpR + 0 + 0 . . .
(4.4)
ou` en chaque degre´ n pair la cochaˆıne χnR posse`de deux composantes non nulles
χnR0 : Ω
nTA → R et χnR1 : Ωn+1TA → Ω1R♮. Le point crucial est le lemme
suivant, dont la de´monstration est imme´diate.
Lemme 4.1.2 ([46]) Pour tout choix de cochaˆıne eˆta renormalise´e, le bord χR =
[∂, ηR] est un cocycle cohomologue a` χ̂
n dans le complexe Hom(Ω̂T̂A ,X(R̂)) pour
tout n ≥ p, n ≡ i mod 2. Par conse´quent la compose´e
chR(ρ) : X(T̂A )
γ−→ Ω̂T̂A χR−→ X(R̂) (4.5)
repre´sente le caracte`re de Chern du quasihomomorphisme en cohomologie cyclique
bivariante pe´riodique ch(ρ) ∈ HP i(A ,B).
Dans certaines circonstances (voir le the´ore`me 4.2.3) on peut aussi controˆler fine-
ment les proprie´te´s adiques de chR(ρ) et de´terminer sa classe de cohomologie cy-
clique dans HCn(A ,B), n ≡ i mod 2, qui de´pend a priori de la renormalisation
choisie contrairement a` son image dans HP i(A ,B). On appellera le cocycle χR une
anomalie car il est obtenu comme bord de la se´rie renormalise´e (4.3) et ge´ne´ralise
un phe´nome`ne bien connu en the´orie quantique des champs [44]. Pour cette raison
chR(ρ) est automatiquement donne´ par une formule locale.
Remarque 4.1.3 En pratique il arrive souvent que le proce´de´ de renormalisation
ne soit de´fini que sur une sous-alge`bre dense A0 ⊂ A . Le caracte`re de Chern
renormalise´ chR(ρ) est alors dans la cohomologie cyclique bivariante HP
i(A0,B).
On doit en tenir compte dans la formulation de the´ore`mes de l’indice locaux.
Le lien pre´cis avec la the´orie quantique des champs apparaˆıt dans la situation
suivante. Soit ρ : A → E s ⊲ I s⊗ˆB un quasihomomorphisme (p + 1)-sommable
de parite´ i = 0. Le the´ore`me de Grothendieck-Riemann-Roch 3.3.1 restreint aux
invariants primaires implique la commutativite´ du diagramme
Ktopj (I ⊗ˆA )
ρ! //

∆
''
Ktopj (I ⊗ˆB)

HPj(A )
ch(ρ)
// HPj(B)
j ∈ Z2 (4.6)
et l’on se donne comme objectif de fournir une formule explicite pour l’application
diagonale ∆. Ainsi la donne´e d’une classe de cohomologie cyclique sur B permet
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de construire un invariant de la K-the´orie topologique de A . C’est ge´ne´ralement
sous cette forme que sont e´nonce´s les the´ore`mes de l’indice supe´rieurs (voir par
exemple [13], ou le chapitre 2). Par pe´riodicite´ de Bott, on peut toujours se ramener
aux groupes de K-the´orie impairs (j = 1). Donc si u ∈ (I ⊗ˆA )+ est un e´le´ment
inversible repre´sentant une classe [u] ∈ Ktop1 (I ⊗ˆA ), son image par la diagonale est
repre´sente´e par le cycle impair du X-complexe associe´ a` une extension quasi-libre
0→ J → R → B → 0 (le facteur √2πi est ne´cessaire pour assurer la compatibilite´
avec la pe´riodicite´ de Bott)
∆(u) =
√
2πi chR(ρ) · ch(u) ∈ Ω1R̂♮ , (4.7)
pour n’importe quel choix de renormalisation de la cochaˆıne eˆta, avec chR(ρ) =
[∂, ηR]γ. A l’aide des transgressions /ch
2n+1
R (ρ) = η̂
2n+1
R γ, on peut donc e´crire (4.7)
comme l’image d’une se´rie formelle (non convergente) dans R̂ sous l’application de
bord ♮d : R̂ → Ω1R̂♮
∆(u) =
√
2πi ♮d
∞∑
n=0
/ch2n+1R (ρ) · ch(u) ,
a` condition d’organiser la compensation d’une infinite´ de termes de la meˆme manie`re
que dans le sche´ma (4.4). Nous avons montre´ dans [46] comment proce´der, en
interpre´tant la se´rie formelle comme de´veloppement en puissances d’un potentiel
de jauge. Sa repre´sentation graphique reproduit exactement le de´veloppement en
graphes de Feynman d’une the´orie de jauge non-commutative, tandis que ∆(u) est
l’anomalie chirale associe´e a` la transformation de jauge u. Avant de de´crire ce calcul
plus en de´tail voyons un exemple pratique de renormalisation par fonction zeˆta.
4.2 Renormalisation zeˆta
Afin d’illustrer la “localite´” du cycle χR = [∂, ηR], on de´veloppe ici un calcul pseu-
dodiffe´rentiel abstrait construit sur un ope´rateur de Dirac [46]. Le re´sultat obtenu
en termes de re´sidus de fonctions zeˆta est une ge´ne´ralisation bivariante de la formule
locale de Connes et Moscovici pour le caracte`re de Chern des triplets spectraux [15].
Soient A et B deux m-alge`bres de Fre´chet et soit (H, ρ, F ) un A -B-bimodule
borne´ mis sous la forme d’un quasihomomorphisme, avec H espace de Hilbert Z2-
gradue´. On se donne en plus un endomorphisme non borne´ |D| de degre´ pair sur
HB et commutant avec F . Afin de de´velopper un calcul pseudodiffe´rentiel adapte´
a` la situation bivariante, on suppose en plus la donne´e d’une alge`bre de symboles
abstraits ([46]), de´finie comme limite inductive
P = lim−→
α∈R
Pα , (4.8)
ou` les Pα sont des espaces de Fre´chet Z2-gradue´s avec injections continues Pα →
Pβ pour α ≤ β, ve´rifiant les proprie´te´s suivantes:
• Chaque Pα est un espace d’ope´rateurs non-borne´s sur H pour α > 0, borne´s
pour α ≤ 0, et F ∈ P0.
• P est une alge`bre filtre´e avec unite´, c’est-a`-dire munie d’un produit associatif
continu Pα ×Pβ → Pα+β et 1 ∈ P0. En particulier Pα est une alge`bre de
Fre´chet pout α ≤ 0.
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• L’homomorphisme ρ : A → End(HB) se factorise a` travers le produit tensoriel
projectif P0⊗ˆB.
• Le commutateur [F, ρ(a)] est dans l’ide´al P−1⊗ˆB ⊂ P0⊗ˆB pour tout a ∈ A .
• |D| ∈ P1⊗ˆB+, et son spectre en tant qu’e´le´ment de l’alge`bre P⊗ˆB+ =
lim−→α Pα⊗ˆB
+ est contenu dans un intervalle re´el [ε,+∞), ε > 0.
• Pour λ ∈ C hors du spectre la re´solvante (λ − |D|)−1 est dans P−1⊗ˆB+ et
l’application λ 7→ (λ− |D|)−1 est une fonction holomorphe et borne´e sur tout
demi-plan Re(λ) ≤ ε′ < ε disjoint du spectre de |D|.
On notera brie`vement (H, ρ, F, |D|) un tel bimodule muni d’une alge`bre de sym-
boles abstraits. Dans les exemples pratiques P est re´alise´e comme une alge`bre
d’ope´rateurs borne´s entre espaces de Sobolev [46]; l’utilisation du mot “symbole”
est donc largement arbitraire puisqu’il ne s’agit pas ne´cessairement de symboles
d’ope´rateurs pseudodiffe´rentiels. D’autre part, le fait d’imposer que ρ(A ) et |D|
font partie d’une alge`bre produit tensoriel P⊗ˆB+ est commode mais e´videmment
restrictif. Il est certainement possible de conside´rer des alge`bres plus larges a` condi-
tion d’adapter la discussion ci-dessous. Fixons maintenant une extension 0→ J →
R → B → 0 de m-alge`bres de Fre´chet, avec R̂ la comple´tion J -adique de R. Alors
|D| se rele`ve en un ope´rateur |D̂| ∈ P1⊗ˆR̂+, et sa re´solvante est bien de´finie:
(λ− |D̂|)−1 ∈ P−1⊗ˆR̂+ . (4.9)
De meˆme ρ se rele`ve en un homomorphisme ρ∗ : T̂A → P0⊗ˆR̂. Les puissances
complexes |D̂|z ∈ PRe(z)⊗ˆR̂+ sont alors obtenues par une inte´grale de contour
[46]. On veut ensuite controˆler les commutateurs emboˆıte´s de |D̂| et de l’ope´rateur
de Dirac D̂ = F |D̂| avec l’image de T̂A dans P⊗ˆR̂. Introduisons a` cette fin la
filtration de P⊗ˆR̂+ par les sous-espaces
F kα = Pα⊗ˆĴ k , Fα =
∑
k≥0
F kα+k , α ∈ R , k ∈ N ,
ou` Ĵ k est la comple´tion J -adique de J k. On a T̂A ⊂ F 00 , ĴA ⊂ F 10 et pour
tout z ∈ C, |D̂|z ∈ F 0Re(z). La de´finition suivante est une ge´ne´ralisation bivariante de
la condition de re´gularite´ introduite dans le cadre des triplets spectraux par Connes
et Moscovici [15].
De´finition 4.2.1 ([46]) Un quasihomomorphisme muni d’une alge`bre de symboles
abstraits est re´gulier relativement a` l’extension 0 → J → R → B → 0 si les
puissances de la de´rivation δ = [|D̂|, ] sur l’alge`bre P⊗ˆR̂ ve´rifient, pour tout n ≥ 0
et k ≥ 0,
δn(T̂A ) + δn[D̂, T̂A ] ⊂ F 00 + F 11 + . . . + Fnn ⊂ F0 ,
δn((ĴA )k) + δn[D̂, (ĴA )k] ⊂ F k0 + F k+11 + . . .+ F k+nn ⊂ F−k .
La re´gularite´ implique que la de´rivation δ ne peut augmenter le degre´ symbolique α
que si elle augmente simultane´ment le degre´ adique k. En ce sens l’image de T̂A est
“lisse” dans P⊗ˆR̂. Il faut noter que cette condition impose de fortes contraintes sur
le choix de l’extension R. En particulier l’alge`bre tensorielle R = TB est rarement
compatible avec la re´gularite´.
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On peut maintenant de´finir l’alge`bre des ope´rateurs pseudodiffe´rentiels abstraits
ΨA comme la sous-alge`bre (non comple`te) de P⊗ˆR̂+ engendre´e par l’image de
T̂A , l’ope´rateur F et toutes les puissances complexes |D̂|z, z ∈ C. En utilisant la
condition de re´gularite´, on voit que tout ope´rateur pseudodiffe´rentiel est combinaison
line´aire d’e´le´ments x ∈ ΨA ayant un de´veloppement asymptotique
x ≃
∑
k≥0
(ak + bkF ) |D̂|z−k , z ∈ C ,
ou` ak et bk sont dans l’alge`bre engendre´e par les de´rive´es δ
n(T̂A ) et δn[D̂, T̂A ], et
l’e´galite´ ≃ signifie que pour tout N ≥ 0, la diffe´rence x−∑Nk=0(ak+ bkF ) |D̂|z−k est
dans FRe(z)−N−1. On peut alors filtrer l’alge`bre ΨA par les sous-espaces (ΨA )
k
α =
ΨA ∩F kα . De manie`re analogue le bimodule des 1-formes non-commutatives Ω1ΨA
est filtre´ par des sous-espaces (Ω1ΨA )kα et l’on obtient une famille de X-complexes
X(ΨA )kα : (ΨA )
k
α ⇄ ♮(Ω
1ΨA )kα
indexe´s par le degre´ symbolique α ∈ R et le degre´ adique k ∈ N des ope´rateurs pseu-
dodiffe´rentiels implique´s. L’ide´e est que pour α suffisamment ne´gatif, X(ΨA )kα soit
dans le domaine de la supertrace d’ope´rateurs surH. On peut alors tenter de saturer
le facteur Pα par la supertrace et obtenir ainsi un morphisme X(ΨA )
k
α → X(R̂),
compatible avec la filtration de X(R̂) associe´e aux sous-complexes F 2k−1X̂(R,J ) :
Ĵ k ⇄ ♮(Ĵ kdR̂ + Ĵ k−1dĴ ). Cela conduit a` la de´finition suivante, qui ge´ne´ralise
la notion de spectre de dimension des triplets spectraux [15].
De´finition 4.2.2 ([46]) Un A -B-bimodule (H, ρ, F, |D|) re´gulier relativement a`
une extension 0→ J → R → B → 0 a une dimension analytique finie p ∈ R si la
supertrace d’ope´rateurs sur H de´finit un morphisme de complexes
τ : X(ΨA )kα → F 2k−1X̂(R,J )
pour tout α < −p et k ∈ N. De plus le quasihomomorphisme a un spectre de dimen-
sion discret si pour tous ope´rateurs pseudodiffe´rentiels x, y ∈ (ΨA )k0, les fonctions
zeˆta
τ(x|D̂|−zy) ∈ R̂ , τ ♮(x|D̂|
−zdy)
τ♮(x|D̂|−z−1yd|D̂|)
}
∈ Ω1R̂♮
sont holomorphes sur le demi-plan complexe Re(z) > p et admettent un prolonge-
ment me´romorphe sur le comple´mentaire d’un sous-ensemble discret de C.
Dans la suite on conside`re que le bimodule (H, ρ, F, |D|) est (p + 1)-sommable, de
dimension analytique p et de parite´ i ≡ p mod 2. Les puissances complexes |D̂|−z
avec Re(z)≫ 0 permettent alors de construire les composantes renormalise´es η̂n+1R :
Ω̂T̂A → X(R̂) de la cochaine eˆta en degre´s n < p de parite´ i. Posons
η̂n+1R0 (x0dx1 . . .dxn+1) =
Γ(n2 + 1)
(n+ 2)!
1
2
Pf
z=0
τ
(
|D̂|−zFx0[F, x1] . . . [F, xn+1]+
n+1∑
i=1
(−)(n+1)i[F, xi] . . . [F, xn+1]|D̂|−zFx0[F, x1] . . . [F, xi−1]
)
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η̂n+1R1 (x0dx1 . . .dxn+2) =
Γ(n2 + 1)
(n+ 3)!
1
2
× (4.10)
n+2∑
i=1
Pf
z=0
( i∑
j=1
τ♮x0F [F, x1] . . . [F, xj−1]|D̂|−z[F, xj ] . . .dxi . . . [F, xn+2]
+
n+2∑
j=i
τ♮Fx0[F, x1] . . .dxi . . . [F, xj ]|D̂|−z[F, xj+1] . . . [F, xn+2]
)
,
ou` Pfz=0 est la partie finie des fonctions zeˆta, c’est-a`-dire le terme constant dans leur
de´veloppement en se´rie de Laurent autour de z = 0. Lorsque n ≥ p les fonctions
zeˆta n’ont pas de poˆle en ze´ro et l’on retrouve les formules donne´es initialement
pour η̂n+1. Notons que la renormalisation (4.10) est loin d’eˆtre unique: en effet on
pourrait changer de position l’ope´rateur |D̂|−z ou bien multiplier les fonctions zeˆta
par une fonction h(z) holomorphe autour de ze´ro avec h(0) = 1. Dans tous les cas
les nouvelles composantes η̂n+1R ne changeraient que par des sommes de re´sidus de
fonctions zeˆta [46], autrement dit des termes “locaux”. Dans un langage de the´orie
quantique des champs ces re´sidus correspondent a` des contre-termes effectuant le
passage d’une renormalisation a` une autre. Le lien pre´cis entre the´orie locale de
l’indice non-commutative et the´orie des champs sera traˆıte´ dans le paragraphe suiv-
ant.
Supposons que l’alge`bre R est quasi-libre. D’apre`s le lemme 4.1.2 on sait que le bord
de la se´rie ηR =
∑
n<p η̂
n+1
R +
∑
n≥p η̂
n+1 repre´sente le caracte`re de Chern en co-
homologie cyclique bivariante pe´riodique ch(ρ) ∈ HP ∗(A ,B). Nous avons montre´
dans [46] qu’il est ne´cessairement donne´ par une somme de re´sidus. De surcroˆıt,
la renormalisation spe´cifique (4.10) est judicieusement choisie de fac¸on a` controˆler
aussi sa classe de cohomologie cyclique bivariante non-pe´riodique.
The´ore`me 4.2.3 ([46]) Soit (H, ρ, F, |D|) un A -B-bimodule (p+1)-sommable de
parite´ i ≡ p mod 2 muni d’une alge`bre de symboles abstraits. On le suppose re´gulier
relativement a` une extension quasi-libre 0 → J → R → B → 0, de dimension
analytique p et de spectre de dimension discret. Alors le bord de sa cochaˆıne eˆta
renormalise´e par (4.10) repre´sente le caracte`re de Chern en cohomologie cyclique
bivariante non-pe´riodique
chp(ρ) ≡ [∂, ηR] ◦ γ ∈ HCp(A ,B) .
De plus [∂, ηR] est cohomologue, dans le complexe Hom(Ω̂T̂A ,X(R̂)), au cocycle
χR dont les composantes χ
n
R0 : Ω̂
nT̂A → R̂ et χnR1 : Ω̂n+1T̂A → Ω1R̂♮ sont de´finies
en tout degre´ n ≡ i mod 2 par une somme de re´sidus
χnR0(x0dx1 . . .dxn) =
∑
k0,...,kn≥0
(−)k+nc(k0, . . . , kn) Res
z=0
(Γ(z + k + n2 )
Γ(z + 1)
×
n∑
i=0
(−)i(n−1) τ(dx(k0)n−i+1 . . . x(ki)0 dx(ki+1)1 . . . dx(kn)n−i |D̂|−2(z+k)−n)
)
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χnR1(x0dx1 . . .dxn+1) =
∑
k0,...,kn≥0
(−)k+nc(k0, . . . , kn) Res
z=0
(Γ(z + k + n2 )
Γ(z + 1)
×
n∑
i=0
(−)inτ♮(dx(k0)n−i+2 . . . x(ki)0 dx(ki+1)1 . . . dx(kn)n−i |D̂|−2(z+k)−ndxn−i+1)
)
−
∑
k0,...,kn+1≥0
(−)k+nc(k0, . . . , kn+1) Res
z=0
(Γ(z + k + n2 + 1)
Γ(z + 1)
×
n+1∑
i=0
(−)inτ♮(dx(k0)n−i+2 . . . x(ki)0 dx(ki+1)1 . . . dx(kn+1)n−i+1|D̂|−2(z+k+1)−ndD̂)
)
avec k =
∑
i ki, dx = [D̂, x], x
(ki) est la ki-ie`me de´rive´e de x par rapport au com-
mutateur [D̂2, ], et la constante c(k0, . . . , kn) est donne´e par
c(k0, . . . , kn)
−1 = k0! . . . kn!(k0 + 1)(k0 + k1 + 2) . . . (k0 + . . . + kn + n+ 1) .
En conse´quence le cocycle chR = χR ◦ γ repre´sente le caracte`re de Chern en coho-
mologie cyclique bivariante pe´riodique ch(ρ) ∈ HP i(A ,B).
A priori χR posse`de une infinite´ de composantes χ
n
R non nulles. Cependant apre`s
projection de X(R̂) sur un complexe quotient X(R/J k) seul un nombre fini de
composantes survivent [46], et χR ∈ Hom(Ω̂T̂A ,X(R̂)) donne re´ellement un cocycle
cyclique bivariant pe´riodique. Dans le cas particulier R = B = C on retrouve
d’ailleurs la formule locale de Connes et Moscovici pour le caracte`re de Chern des
triplets spectraux re´guliers [15], avec χnR = 0 de`s que n > p.
Remarque 4.2.4 La formule de re´sidus donne´e pour χR est en fait intimement lie´e
au cocycle (1.8) construit autour du noyau de la chaleur. Plus pre´cise´ment χR est
extrait du de´veloppement asymptotique de ce cocycle a` la limite t ↓ 0. Pour cette
raison le the´ore`me 4.2.3 permet de rede´montrer la formule de localisation entrant
dans le the´ore`me de l’indice e´quivariant du chapitre 2, au moins dans le cas d’un
groupe G discret ([46]).
4.3 Triplets spectraux et anomalies
Nous allons maintenant utiliser la renormalisation zeˆta dans le cas particulier des
triplets spectraux et constater que la formule locale χR = [∂, ηR] correspond exacte-
ment a` l’anomalie chirale d’une the´orie de jauge non-commutative [44].
On conside`re un triplet spectral (p+1)-sommable (A ,H,D) de parite´ i = 0, avec
p entier pair et A une m-alge`bre de Fre´chet involutive ∗-repre´sente´e par ope´rateurs
borne´s sur H. Sans perte de ge´ne´ralite´ on peut supposer que l’ope´rateur de Dirac
D est inversible. Dans une de´composition de l’espace de Hilbert H = H+ ⊕ H−
correspondant a` sa Z2-graduation, la repre´sentation de A et l’ope´rateur de Dirac
s’e´crivent
a =
(
a+ 0
0 a−
)
, D =
(
0 Q∗
Q 0
)
.
L’objectif est de calculer l’indice de l’ope´rateur de Dirac a` coefficients dans un pro-
jecteur e = e∗ = e2 ∈ M∞(A ) repre´sentant une classe de K-the´orie [e] ∈ Ktop0 (A ).
En modifiant la repre´sentation de A le triplet spectral se remet sous la forme d’un
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quasihomomorphisme ρ : A → E s ⊲I s, avec E = End(H+) et I = ℓp+1(H+), muni
d’un module de Dirac |D|:
ρ(a) =
(
a+ 0
0 Q−1a−Q
)
, F =
(
0 1
1 0
)
, |D| = Id(C2)⊗ (Q∗Q)1/2 .
Soit SA = A ⊗ˆC∞(0, 1) la suspension lisse de A et soit B = C∞(S1) l’alge`bre du
cercle. ρ s’e´tend de manie`re e´vidente en un quasihomomorphisme de SA vers B, et
en vertu de l’isomorphisme de Bott Ktop0 (A )
∼= Ktop1 (SA ) l’indice de l’ope´rateur de
Dirac eDe correspond a` l’image de [e] sous la diagonale du diagramme commutatif
Ktop1 (SA )
//

∆
((
Ktop1 (I ⊗ˆB) ∼= Z

HP1(SA ) // HP1(B) ∼= C
(4.11)
Nous avons montre´ dans [44] comment relier ∆ a` l’anomalie d’une the´orie de jauge
chirale non-commutative associe´e au triplet spectral. On de´finit d’abord un potentiel
de jauge comme un ope´rateur borne´ A : H+ → H− forme´ de combinaisons line´aires
finies du type a−(Qb+− b−Q) avec a, b ∈ A . On peut alors coupler A a` des champs
chiraux ψ ∈ H+ et ψ ∈ H∗− par l’interme´diaire d’une fonctionnelle d’action
S(ψ,ψ,A) = 〈ψ, (Q+A)ψ〉 ∈ C . (4.12)
On veut maintenant quantifier les champs ψ et ψ en tant que fermions, en laissant
le potentiel A fixe´ [27]. Cela revient a` ajouter une fluctuation quantique W (A) a`
l’action (4.12), obtenue comme logarithme d’un de´terminant (voir [44], on prend ici
la constante de Planck ~ = 1)
W (A) = lnDet(1 +Q−1A) . (4.13)
Remarquons que l’ope´rateur Q−1A est dans la classe de Schatten ℓp+1(H+), donc
le de´terminant n’est pas bien de´fini lorsque p > 0 et ne´cessite une renormalisation.
Dans l’approche perturbative on ne s’inte´resse qu’au de´veloppement de W (A) en
se´rie formelle de puissances de A, obtenu par la relation na¨ıve lnDet = Tr ln. La
repre´sentation graphique se fait au moyen de diagrammes de Feynman a` une boucle,
W (A) = Tr ln(1 +Q−1A) =
∑
n≥1
(−)n+1
n
Tr((Q−1A)n)
= •  − 1
2
•

•
OO +
1
3
•

22
22
22
22
•
EE

•oo
− 1
4
• // •

•
OO
•oo
+
1
5
•
##G
GGG
GGG
G
•
;;wwww
wwww
•




•
VV---
---
•oo
+ . . .
ou` chaque sommet repre´sente une insertion de potentiel A et chaque areˆte repre´sente
le propagateur Q−1. Puisque l’ope´rateur Q−1A est trac¸able lorsque n ≥ p + 1, les
termes W n(A) = (−)
n+1
n Tr((Q
−1A)n) sont bien de´finis dans ce cas. Par conse´quent
seuls les premiers termes du de´veloppement ne´cessitent une renormalisation. Sup-
posons que le triplet spectral soit re´gulier et de dimension analytique p. On peut
alors choisir une renormalisation zeˆta et de´finir pour n ≤ p
W nR(A) =
(−)n+1
n
Pf
z=0
Tr((Q−1A)n|D|−2z+ ) (4.14)
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avec |D|+ = (Q∗Q)1/2. A partir de maintenant nous allons conside´rer des familles
de potentiels de jauge parame´tre´es par le cercle. Soit u un e´le´ment unitaire tel
que u− 1 soit dans le produit tensoriel alge´brique A ⊗ C∞(0, 1), qui est une sous-
alge`bre dense de la suspension SA . Il de´finit une classe de K-the´orie topologique
[u] ∈ Ktop1 (SA ). Par exemple, on peut prendre l’unitaire u = 1 + e ⊗ (β − 1) qui
correspond a` un projecteur e ∈ A par pe´riodicite´ de Bott, avec β le ge´ne´rateur de
Bott du cercle. Regardons maintenant u comme une boucle de transformations de
jauge dans la the´orie des champs, a` point-base l’identite´. La famille d’ope´rateurs
A = u−1− Qu+ −Q (4.15)
est donc une boucle de potentiels, obtenue en appliquant la transformation de jauge
u sur le potentiel trivial A0 = 0. On note d : C
∞(S1) → Ω1(S1) la diffe´rentielle
de de Rham sur le cercle, et ω = u−1du ∈ A ⊗ Ω1(S1) la forme de Maurer-Cartan
associe´e a` la boucle u. Alors la diffe´rentielle de A s’exprime au moyen de ω (on
utilise la convention que A et Q sont de degre´ impair, voir les e´quations BRS [34])
−dA = (Q+A)ω+ + ω−(Q+A) .
La diffe´rentielle dW nR(A) est alors calculable en fonction de ω et A en tout degre´ n.
Elle de´pend line´airement de ω et se scinde en deux termes de degre´s respectifs n− 1
et n par rapport a` A. En sommant la se´rie formelle dWR(A) en puissances de A, on
constate (voir [44]) que les termes de degre´ > p se compensent deux a` deux, alors
qu’en degre´ infe´rieur cette proprie´te´ est brise´e par la renormalisation (4.14). Le bord
∆(ω,A) := dWR(A) est donc une somme finie de formes diffe´rentielles au-dessus
du cercle, qui de´pend polynoˆmialement de A. Par exemple pour p = 2 on obtient
graphiquement
WR(A)
d 
= W 1R(A)
 

?
??
?
+ W 2R(A)
 

?
??
?
+ W 3(A)
 

?
??
??
+ W 4(A)
 


?
??
??
+ . . .
∆(ω,A) = ∆0(ω,A) + ∆1(ω,A) + ∆2(ω,A) + 0 + 0 . . .
(4.16)
ou` ∆n(ω,A) est de degre´ n en A. La 1-forme ∆(ω,A) est l’anomalie chirale as-
socie´e a` la the´orie des champs et mesure la brisure d’invariance de jauge de l’action
quantique renormalise´e. L’anomalie est ne´cessairement donne´e par une formule lo-
cale; dans le cas de la renormalisation (4.14) c’est une somme finie de re´sidus de
fonctions zeˆta [44]. Notons qu’un changement de renormalisation affecte seulement
les premiers termes de la se´rie formelle WR(A), en ajoutant une fonctionnelle lo-
cale et polynoˆmiale P (A) de degre´ ≤ p (contre-termes). L’anomalie correspondante
∆′(ω,A) = ∆(ω,A) + dP (A) diffe`re donc d’un cobord et sa classe de cohomologie
dans H1(S1) est inde´pendante de la renormalisation choisie. Par exemple en util-
isant une renormalisation zeˆta a` la Ray-Singer [52, 54], nous avons donne´ dans [44]
la formule de re´sidus suivante pour l’anomalie (ici nos conventions de notation et de
signe diffe`rent le´ge`rement de [44]):
∆′(ω,A) = Res
z=0
1
z
τ(ω|D|−2z) + (4.17)∑
n≥1
k≥0
(−1)n+kc(k)Res
z=0
Γ(z + n+ k)
Γ(z + 1)
Tr
(
qωA(k1)Q∗A(k2) . . . Q∗A(kn)|D|−2(z+n+k)+
)
ou` τ est la supertrace d’ope´rateurs sur H = H+ ⊕ H−, k = (k1, . . . , kn) est un
multi-indice, qω = ω+Q
∗ + Q∗ω−, A
(ki) est la ki-e`me de´rive´e de A par rapport au
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commutateur [Q∗Q, ], et c(k) est la constante
c(k)−1 = (k1! . . . kn!)(k1 + 1)(k1 + k2 + 2) . . . (k1 + . . .+ kn + n) .
Puisque les re´sidus s’annulent pour des ope´rateurs trac¸ables la somme sur n, k est
finie. Le re´sultat essentiel est que la se´rie renormalise´e WR(A) correspond exacte-
ment a` la cochaine eˆta du quasihomomorphisme ρ, e´value´e sur le caracte`re de Chern
ch(u) ∈ HP1(SA ). En effet, puisque l’alge`bre B = C∞(S1) est quasi-libre on peut
choisir l’extension triviale R = B et son homologie cyclique est calcule´e par le X-
complexe isomorphe au complexe de de Rham X(B) : C∞(S1)
d→ Ω1(S1). Les com-
posantes de la cochaˆıne eˆta renormalise´e η̂2n+1R0 : Ω
2n+1T̂ (SA ) → B sont donne´es
par les e´quations (4.10). On peut alors e´valuer la transgression /ch2n+1R (ρ) = η̂
2n+1
R γ
sur ch(u), et exprimer le re´sultat en fonction du potentiel A = u−1− Qu+ −Q:
/ch2n+1R (ρ) · ch(u) =
(−)n√
2πi
(n!)2
(2n+ 1)!
Pf
z=0
Tr
((
Q−1A
1 +Q−1A
)2n+1
(1 +Q−1A/2)|D|−2z+
)
.
Le de´veloppement en se´rie formelle de cette quantite´ ne contient que des puissances
de A supe´rieures a` 2n + 1. Par conse´quent la somme infinie
∑∞
n=0 /ch
2n+1
R (ρ) · ch(u)
existe au sens des se´ries formelles en puissances de A.
Proposition 4.3.1 ([46]) La fonction de partition WR(A) renormalise´e par (4.14)
est proportionnelle, au sens des se´ries formelles en puissances du potentiel A =
u−1− Qu+ − Q, a` la somme des transgressions /ch2n+1R (ρ) · ch(u) renormalise´es par
(4.10) modulo un contre-terme:
WR(A) + P (A) =
√
2πi
∞∑
n=0
/ch2n+1R (ρ) · ch(u) , (4.18)
ou` P (A) est une fonctionnelle locale et polynoˆmiale en A donne´e par une somme
finie de re´sidus de fonctions zeˆta.
La somme
√
2πi
∑∞
n=0 /ch
2n+1
R (ρ)·ch(u) est donc simplement un autre choix de renor-
malisation pour la fonction de partition W (A). Prenons ensuite la diffe´rentielle d
de chaque membre de l’e´quation (4.18). Le membre de gauche donne l’anomalie
∆(ω,A), tandis que d’apre`s la discussion du paragraphe 4.1 le membre de droite
correspond a` l’image de u sous l’application diagonale du diagramme (4.11). Ainsi
leurs classes de cohomologie dans HP1(B) = H
1(S1) co¨ıncident. Cette discussion
se ge´ne´ralise de manie`re e´vidente au cas d’une boucle unitaire u dans l’alge`bre des
matrices M∞(A )
+.
Corollaire 4.3.2 ([44, 46]) Soit (A ,H,D) un triplet spectral re´gulier p-sommable
de degre´ pair, et WR(A) une renormalisation quelconque de la the´orie de jauge chi-
rale qui lui est associe´e. Soit e ∈ M∞(A ) un projecteur repre´sentant une classe de
K-the´orie [e] ∈ Ktop0 (A ), et u = 1+ e⊗ (β− 1) la boucle unitaire qui lui correspond
par pe´riodicite´ de Bott. Alors l’anomalie chirale ∆(ω,A) = dWR(A) inte´gre´e le long
de la boucle de potentiels A = u−1− Qu+ −Q calcule l’indice
Ind(eDe) =
1
2πi
∮
∆(ω,A) ∈ Z . (4.19)
L’anomalie est donne´e par une formule locale pour tout choix de renormalisation,
par exemple la somme de re´sidus (4.17) dans le cas de la renormalisation zeˆta a` la
Ray-Singer.
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Terminons en mentionnant une formule suggestive pour l’application re´gulateur
ρ! :MKp+1(A )→ C× associe´e au triplet spectral (voir l’exemple 3.3.3). Soit (u, θ)
un couple repre´sentant une classe de K-the´orie multiplicative tel que u ∈ GL∞(A )
soit un e´le´ment unitaire alge´briquement homotope a` 1, dans le sens ou` il existe un
chemin unitaire v ∈ GL∞(A ⊗ C∞[0, 1]) tel que v(0) = 1 et v(1) = u. On peut
de´finir un de´terminant renormalise´ DetR(u) ∈ C× en inte´grant l’anomalie dWR(A)
le long du chemin de potentiels A = v−1− Qv+ −Q. Alors
ρ!(u, θ) = exp(
√
2πi chR(ρ) · θ)Det−1R (u) . (4.20)
Notons que dans cette formule on doit utiliser la meˆme renormalisation pour le
caracte`re de Chern chR(ρ) et pour le de´terminant DetR(u) (on s’arrange pour que
le contre-terme P (A) dans (4.18) soit nul). Ainsi tout changement dans le choix de
renormalisation pour le de´terminant est automatiquement compense´ par un facteur
de phase dans l’exponentielle. C’e´tait attendu puisque l’application re´gulateur est
canoniquement de´finie. Une autre conse´quence de cette formule est qu’elle permet
de calculer l’anomalie multiplicative du de´terminant renormalise´, voir [46].
Chapter 5
Groupo¨ıdes conformes et
localisation
On expose dans ce chapitre un the´ore`me de l’indice local base´ sur une renormalisa-
tion sans ope´rateur de Dirac. Conside´rons un groupe discret G ope´rant par trans-
formations conformes sur le plan complexe note´ Σ. Afin d’incorporer des exemples
non triviaux on suppose que l’action de tout e´le´ment g ∈ G n’est de´finie que sur un
domaine Dom(g) ⊂ Σ, e´ventuellement vide. L’ope´rateur de Dolbeault de´finit na-
turellement un quasihomomorphisme p-sommable entre des comple´tions convenables
du produit croise´ A0 = C
∞
c (Σ)⋊G et de l’alge`bre B0 du groupe. Notre objectif est
d’utiliser la formule locale d’anomalie. Contrairement a` la situation du chapitre 2,
l’action de G ne pre´serve aucune me´trique riemannienne sur Σ. Il n’est donc pas na-
turel d’introduire un ope´rateur de Dirac et la renormalization zeˆta n’est pas adapte´e.
Un choix beaucoup plus judicieux est d’exploiter uniquement la structure complexe
du plan. L’anomalie est alors plus facile a` calculer, et comme pre´vu se localise au-
tomatiquement aux points fixes de l’action de G. Le the´ore`me de l’indice qui en
re´sulte s’exprime en fonction de deux cocycles cycliques sur A0. Le premier est une
trace qui ge´ne´ralise la formule de Lefschetz aux points fixes d’ordre supe´rieur. Le
deuxie`me est un 2-cocycle cyclique construit a` partir du groupe d’automorphismes
modulaires du produit croise´. Ce travail fait l’objet de la pre´publication
[47] D. Perrot: Localization over complex-analytic groupoids and conformal renor-
malization, preprint arXiv:0804.3969.
Notons que les re´sultats pre´sente´s ici ge´ne´ralisent ceux obtenus en utilisant
l’alge`bre de Hopf de Connes et Moscovici et publie´s dans
[39] D. Perrot: A Riemann-Roch theorem for one-dimensional complex groupoids,
Comm. Math. Phys. 218 (2001) 373-391.
5.1 Quasihomomorphisme de Dolbeault
Dans tout le chapitre Σ = C de´signe le plan complexe vu comme surface de Riemann,
avec z son syste`me de coordonne´es complexes. On note Ω∗c(Σ) l’alge`bre des formes
diffe´rentielles complexes a` support compact sur Σ. La sous-alge`bre des 0-formes
est donc isomorphe aux fonctions lisses a` support compact C∞c (Σ), et l’espace des
1-formes se scinde en somme directe Ω1,0c (Σ)⊕ Ω0,1c (Σ) des formes proportionnelles
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respectivement a` dz et dz. De meˆme la diffe´rentielle de de Rham d = ∂+∂ se scinde
en la somme de ∂ = dz∂z et de l’ope´rateur de Dolbeault ∂ = dz∂z. On notera
Q = ∂ : C∞c (Σ)→ Ω0,1c (Σ) (5.1)
sa restriction a` l’espace des 0-formes. De´signons improprement par Q−1 : Ω0,1c (Σ)→
C∞(Σ) l’ope´rateur de Green associe´ a` Q. Son noyau distributionnel sur Σ × Σ est
proportionnel au noyau de Cauchy [47]: en deux points quelconques w, z du plan
Q−1(z, w) =
1
π(z − w) . (5.2)
Puisque la multiplication des fonctions scalaires par une 1-forme A = dzAz ∈ Ω0,1c (Σ)
induit une application C∞c (Σ) → Ω0,1c (Σ), la compose´e Q−1A est un ope´rateur
C∞c (Σ) → C∞(Σ). On veut l’e´tendre en un ope´rateur compact sur un espace
de Hilbert. Pour tout poids α ∈ R, de´finissons l’espace de Hilbert Hα comme la
comple´tion de C∞c (Σ) pour la norme
‖ξ‖α =
( ∫
Σ
d2z (1 + |z|)α|ξ(z)|2
)1/2
∀ξ ∈ C∞c (Σ) ,
ou` d2z = dz∧dz/2i est la forme volume euclidienne. Comme conse´quence du lemme
de Rellich [24] on obtient l’estimation suivante.
Lemme 5.1.1 ([47]) Pour toute 1-forme A ∈ Ω0,1c (Σ), la compose´e Q−1A s’e´tend
en un ope´rateur compact sur Hα de`s que α < −1. Dans ce cas Q−1A est dans la
classe de Schatten ℓp(Hα) pour tout p > 2.
Conside´rons maintenant G un groupe discret agissant sur Σ par transforma-
tions conformes de la manie`re suivante [47]. A tout e´le´ment g ∈ G on associe deux
ouverts (e´ventuellement vides) Dom(g) ⊂ Σ et Ran(g) ⊂ Σ ainsi qu’une trans-
formation conforme inversible Dom(g) → Ran(g), avec la condition Dom(gh) ⊃
h−1(Dom(g)) ∩ Dom(h) pour tous g, h ∈ G. Par exemple G est un sous-groupe
discret de SL(2,C) agissant sur le plan par homographies. Insistons sur le fait
qu’en ge´ne´ral, la transformation conforme Dom(g) → Ran(g) ne caracte´rise pas g
de manie`re unique comme e´le´ment du groupe G. Par exemple, G est un groupe
quelconque agissant trivialement sur Σ, avec Dom(g) = Σ pour tout g ∈ G.
De´signons ensuite par A0 l’espace engendre´ par les sommes finies de symboles
fU∗g avec f ∈ C∞c (Σ) et g ∈ G tels que supp f ⊂ Dom(g). Le produit de convolution
(f1U
∗
g1)(f2U
∗
g2) = f1(f2 ◦ g1)U∗g2g1 de´finit une structure d’alge`bre associative sur A0
que l’on e´crira comme un produit croise´
A0 = C
∞
c (Σ)⋊G . (5.3)
L’alge`bre A0 est naturellement repre´sente´e line´airement sur l’espace Ω
∗
c(Σ) et re-
specte le bidegre´ des formes diffe´rentielles: pour tout fU∗g ∈ A0 on notera fr(g)+ sa
repre´sentation sur C∞c (Σ) et fr(g)− sa repre´sentation sur Ω
0,1
c (Σ). Soit B0 l’alge`bre
de convolution du groupe G: c’est l’espace engendre´ par sommes finies de symboles
U∗g muni du produit U
∗
g1U
∗
g2 = U
∗
g2g1 . Choisissons une comple´tion B ⊃ B0 en m-
alge`bre de Fre´chet. Pour tout choix de poids α < −1, il existe deux homomorphismes
ρ+, ρ− : A0 → End(Hα)⊗B de´finis par
ρ(fU∗g )+ = fr(g)+ ⊗ U∗g , ρ(fU∗g )− = Q−1fr(g)−Q⊗ U∗g .
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Comme l’ope´rateur de Dolbeault est invariant conforme, on a r(g)−Q = Qr(g)+ et le
lemme 5.1.1 implique que la diffe´rence ρ+−ρ− est a` valeurs dans l’ide´al ℓp(Hα)⊗B,
p > 2. En posant I = ℓp(Hα) on obtient donc un quasihomomorphisme p-sommable
de degre´ pair
ρ : A → E s ⊲I s⊗ˆB (5.4)
pour une comple´tion ade´quate A ⊃ A0 en m-alge`bre de Fre´chet [47]. Puisque
l’image de ρ± est contenue dans un produit tensoriel End(Hα)⊗B, le quasihomo-
morphisme est automatiquement admissible relativement a` toute extension quasi-
libre 0 → J → R → B → 0. On pourra prendre par exemple l’alge`bre tensorielle
R = TB. Le the´ore`me 3.3.1 applique´ aux invariants primaires donne le diagramme
commutatif (4.6):
Ktopj (I ⊗ˆA )
ρ! //

∆
''
Ktopj (I ⊗ˆB)

HPj(A )
ch(ρ)
// HPj(B)
j ∈ Z2 (5.5)
Par pe´riodicite´ de Bott, il suffit de conside´rer comme d’habitude laK-the´orie impaire
(j = 1). Nous avons donne´ dans [47] une formule locale de l’incice, en calculant la
diagonale ∆ sous la forme d’une anomalie chirale associe´e a` une the´orie des champs
conforme, d’apre`s la me´thode expose´e au chapitre 4. La renormalisation effectue´e
dans cette situation ne´cessite cependant de se restreindre a` la K-the´orie de la sous-
alge`bre dense A0. Conside´rons donc un e´le´ment inversible u ∈ (A0)+ repre´sentant
une classe [u] ∈ Ktop1 (I ⊗ˆA ), et choisissons un rele`vement inversible arbitraire
uˆ ∈ (T̂A0)+. L’image de uˆ sous les rele`vements de ρ± en des homomorphismes
(ρ∗)± : T̂A0 → End(Hα)⊗ R̂ permet de de´finir deux inversibles uˆ+ et uˆ− par
ρ∗(uˆ)+ = uˆ+ , ρ∗(uˆ)− = Q
−1uˆ−Q .
On introduit ensuite un potentiel de jauge A ∈ Hom(C∞c (Σ),Ω0,1c (Σ)) ⊗ R̂ par la
formule (4.15),
A = uˆ−1− Quˆ+ −Q , (5.6)
de sorte que l’ope´rateur Q−1A = Q−1uˆ−1− Quˆ+ − 1 s’e´tende en un e´le´ment de l’ide´al
I ⊗ R̂ ⊂ End(Hα) ⊗ R̂. En combinant la trace Tr des ope´rateurs sur Hα avec la
trace universelle ♮ : R̂ → R̂♮ = R̂/[ , ] la fonctionnelle d’action quantique est de´finie
comme se´rie formelle en puissances de A
W (A) =
∑
n≥1
W n(A) , W n(A) =
(−)n+1
n
Tr♮((Q−1A)n) ∈ R̂♮ . (5.7)
Puisque I = ℓp(Hα) pour p > 2, la trace d’ope´rateurs n’a de sens que pour n ≥ 3
et seuls les termes de plus bas degre´ W 1(A) et W 2(A) ne´cessitent une renormalisa-
tion. L’anomalie ∆(ω,A), qui correspond a` l’image de la se´rie formelle renormalise´e
WR(A) sous l’application de bord d : R̂♮ → Ω1R̂♮, est donc un polynoˆme en A de
degre´ au plus 2 (voir (4.16)) et de´finit une classe d’homologie cyclique dans HP1(B)
inde´pendante de la renormalisation choisie. Notons que la construction pre´ce´dente
se ge´ne´ralise de manie`re e´vidente au cas d’un inversible dans l’alge`bre des matrices
u ∈ M∞(A0)+ ⊂ (I ⊗ˆA )+. La discussion du chapitre 4 implique donc la proposi-
tion suivante.
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Proposition 5.1.2 ([47]) Soit u ∈ M∞(A0)+ un e´le´ment inversible repre´sentant
une classe dans Ktop1 (I ⊗ˆA ). Alors pour toute renormalisation de la se´rie formelle
WR(A) associe´e au potentiel de jauge A = uˆ
−1
− Quˆ+ −Q, l’anomalie
∆(ω,A) = dWR(A) ≡
√
2πi ch(ρ!(u)) ∈ HP1(B) (5.8)
est un polynoˆme en A de degre´ au plus 2 qui calcule la diagonale du diagramme
commutatif (5.5).
5.2 Renormalisation conforme
Nous allons maintenant renormaliser les deux premiers termes W 1(A) et W 2(A) de
la fonctionnelle d’action quantique associe´e au potentiel de jauge
A ∈ Hom(C∞c (Σ),Ω0,1c (Σ))⊗ R̂ ,
en exploitant uniquement la structure complexe de Σ. Rappelons que r(g)+ de´signe
l’action de g ∈ G sur les fonctions f ∈ C∞c (Σ) dont le support est contenu dans
Dom(g). On peut donc de´composer le potentiel en une somme
A =
∑
g∈G
A(g)r(g)+ avec A(g) ∈ Ω0,1c (Σ)⊗ R̂ ,
ou` l’espace des 1-formes Ω0,1c (Σ) est vu dans Hom(C∞c (Σ),Ω
0,1
c (Σ)) par multipli-
cation sur C∞c (Σ). Dans le syste`me de coordonne´es complexes z sur Σ e´crivons
A(g) = dzAz(g) et regardons chaque composante Az(g) ∈ C∞c (Σ) ⊗ R̂ comme une
fonction test sur Σ a` valeurs dans R̂. Un calcul na¨ıf au moyen du noyau distribu-
tionnel de Q−1 donne ([47])
W 1(A) = Tr♮(Q−1A) =
∑
g∈G
∫
Σ
d2z
♮Az(g, z)
π(g(z) − z) ,
ou` g(z) est fonction holomorphe de z. A priori cette expression n’a pas de sens.
Renormaliser W 1(A) revient a` prolonger la fonction z 7→ 1/(g(z) − z) en une dis-
tribution sur Σ. La difficulte´ provient bien entendu de ses poˆles, autrement dit
des points fixes de la transformation g. On dit qu’un point fixe z0 ∈ Dom(g) est
d’ordre n ≥ 1 si g(z) − z se comporte comme (z − z0)n au voisinage de z0. Le
cas n = ∞ signifie que tous les points sont fixes au voisinage de z0. Le prolonge-
ment distributionnel de la fonction 1/(g(z)−z) en un point fixe de´pend de son ordre:
• Si n = ∞ alors 1/(g(z) − z) n’a aucun sens autour de z0. Dans ce cas on assigne
une valeur quelconque a` cette fonction, par exemple ze´ro (le choix le plus simple).
• Si n < ∞, alors z0 est ne´cessairement un point fixe isole´. Remarquons que pour
z 6= z0 on a une e´galite´ de fonctions
1
g(z) − z =
1
(z − z0)n H
n
g,z0(z) avec H
n
g,z0(z) :=
(z − z0)n
g(z) − z ,
et Hng,z0 est holomorphe sur un voisinage de z0. Il suffit donc de construire un
prolongement distributionnel de la fonction me´romorphe 1/(z−z0)n. On peut e´crire
1
(z − z0)n =
(−)n−1
(n− 1)! ∂
n−1
z
(
1
z − z0
)
, (5.9)
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et le membre de droite de´finit bien une distribution sur un voisinage de z0. En
proce´dant de la sorte en tous les points fixes on obtient le terme renormalise´ W 1R(A).
D’autres renormalisations sont possibles, mais celle de´crite ici est la seule invariante
conforme, c’est-a`-dire inde´pendante du syste`me de coordonne´es complexes choisi.
La renormalisation du terme W 2R(A) est analogue. Dans ce cas il faut prolonger
la fonction de deux variables complexes (z, w) 7→ 1/(h(w) − z)(g(z) − w) en une
distribution pour tous g, h ∈ G. Les formules sont aussi base´es sur le prolongement
(5.9) et nous renvoyons a` [47] pour plus de de´tails. La se´rie formelle WR(A) est
alors bien de´finie et on peut calculer l’anomalie ∆(ω,A) = dWR(A) au moyen des
e´quations BRS (chapitre 4) −dA = (Q+A)ω++ω−(Q+A). Ici la forme de Maurer-
Cartan se de´compose de manie`re analogue au potentiel A,
ω± =
∑
g∈G
ω(g)r(g)± avec ω(g) ∈ C∞c (Σ)⊗ Ω1R̂ .
Puisque les proble`mes de renormalisation sont concentre´s aux points fixes de l’action
de G sur Σ, il n’est pas e´tonnant de constater que l’anomalie est aussi localise´e aux
points fixes:
Proposition 5.2.1 ([47]) L’anomalie associe´e a` la renormalisation conforme est
un polynoˆme de degre´ 1 par rapport a` A. Sa composante de degre´ ze´ro ∆0(ω,A) est
une somme sur les points fixes isole´s:
∆0(ω,A) =
∑
g∈G
∑
z0=g(z0)
isole´
−1
(n − 1)! ∂
n−1
z
(
Hng,z0(z)♮ω(g, z)
)
z=z0
, (5.10)
ou` n ∈ N∗ de´note l’ordre de z0. La composante de degre´ un ∆1(ω,A) est une
inte´grale sur la varie´te´ complexe des points fixes non isole´s ( = d’ordre infini):
∆1(ω,A) =
1
π
∑
g,h∈G
∫
z=hg(z)
d2z ♮
(
∂z − 1
2
∂z ln g
′(z)
)
Az(g, z) ω(h, g(z)) , (5.11)
ou` g′(z) est la de´rive´e de la fonction holomorphe g(z).
La preuve est un calcul direct. Il convient de remarquer que la contribution d’un
point fixe d’ordre n dans ∆0(ω,A) de´pend uniquement des de´rive´es de g d’ordre
≤ 2n− 1. Par exemple aux plus bas ordres le calcul donne
−1
(n− 1)! ∂
n−1
z
(
Hng,z0(z)♮ω(g, z)
)
z=z0
=
(n = 1) :
1
1− g′(z0) ♮ω(z0)
(n = 2) :
2
g′′(z0)
(
1
3
g′′′(z0)
g′′(z0)
♮ω(z0)− ♮∂zω(z0)
)
(n = 3) :
3
2g′′′(z0)
(
1
10
g(5)(z0)
g′′′(z0)
♮ω(z0)− 1
8
(
g(4)(z0)
g′′′(z0)
)2
♮ω(z0)
+
1
2
g(4)(z0)
g′′′(z0)
♮∂zω(z0)− ♮∂2zω(z0)
)
On retrouve donc le nombre de Lefschetz bien connu dans le cas n = 1, tandis que
pour n > 1 les jets d’ordre supe´rieur de la transformation g interviennent.
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5.3 The´ore`me de l’indice
Nous pouvons maintenant calculer la diagonale du diagramme (5.5) restreinte a` la
sous-alge`bre A0. De´finissons l’ensemble
Γ =
∐
g∈G
Dom(g) = {(g, z) ∈ G× Σ | z ∈ Dom(g)} . (5.12)
Γ muni de la loi de composition partielle (g, z) · (h,w) = (gh,w) pour z = h(w) ∈
Dom(g) est un groupo¨ıde e´tale. Remarquons que A0 = C
∞
c (Σ) ⋊ G s’identifie a`
l’alge`bre de convolution des fonctions lisses a` support compact sur Γ.
Les automorphismes de Γ correspondent aux couples γ0 = (g, z0) forme´s d’un
e´le´ment g ∈ G agissant par transformation conforme sur Σ et d’un point fixe
z0 ∈ Dom(g). L’ensemble de tous les automorphismes de Γ est la re´union du sous-
ensemble discret Γf des automorphismes isole´s (ordre n < ∞), et de la varie´te´
complexe de dimension un Γ∞ des automorphismes non isole´s (ordre n = ∞). Un
examen attentif des formules (5.10) et (5.11) permet de “deviner” certains cocycles
cycliques sur l’alge`bre de convolution du groupo¨ıde Γ.
Lemme 5.3.1 ([47]) Soit γ0 = (g, z0) ∈ Γf un automorphisme isole´ d’ordre n ∈
N
∗. La fonctionnelle line´aire A0 → C donne´e par
a 7→ ∂n−1z
(
Hng,z0(z) a(g, z)
)
z=z0
est inde´pendante du choix de syste`me de coordonne´es complexes z choisi. Ecrivons
γ = (g, z) ∈ Γ dans un voisinage de γ0 muni de sa structure complexe, Hng,z0(z) =
Hnγ0(γ) et identifions ∂z et ∂γ . Alors en sommant sur tous les automorphismes isole´s,
la fonctionnelle Φ(Γ) : A0 → C de´finie par
Φ(Γ)(a) =
∑
γ0∈Γf
−1
(n− 1)! ∂
n−1
γ
(
Hnγ0(γ) a(γ)
)
γ=γ0
est une trace sur l’alge`bre A0.
Ainsi la composante de degre´ ze´ro de l’anomalie ∆0(ω,A) est essentiellement une
trace e´value´e sur ω, de´finie uniquement a` partir de la structure complexe de Γ.
La composante de degre´ un ∆1(ω,A) fait quant a` elle intervenir un analogue non-
commutatif de la classe de Todd [39]. Remarquons d’abord que les trois diffe´rentielles
∂, ∂ et d = ∂+∂ sur l’alge`bre Ω∗c(Σ) commutent avec les transformations conformes,
donc s’e´tendent en des diffe´rentielles sur le produit croise´ Ω∗c(Σ) ⋊ G. Il existe
une quatrie`me diffe´rentielle provenant du groupe d’automorphismes modulaires: son
ge´ne´rateur est une de´rivation D sur Ω∗c(Σ)⋊G,
D(fU∗g ) = ln |g′|2fU∗g , ∀ f ∈ Ω∗c(Σ) , g ∈ G ,
ou` la fonction scalaire z 7→ |g′(z)|2 mesure la dilatation du volume euclidien sur
Σ induite par la transformation g. Le commutateur de la de´rivation D avec la
diffe´rentielle ∂ de´finit donc une nouvelle diffe´rentielle
δ = [∂,D] , δ2 = 0 , (5.13)
qui anticommute avec d, ∂, et ∂. On a explicitement δ(fU∗g ) = (∂ ln g
′)fU∗g . Alors
l’inte´gration des 2-formes sur la varie´te´ Γ∞ oriente´e par sa structure complexe per-
met de construire des 2-cocycles cycliques sur la sous-alge`bre A0 ⊂ Ω∗c(Σ)⋊G:
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Lemme 5.3.2 ([39, 47]) La classe fondamentale du groupo¨ıde Γ est le 2-cocycle
cyclique sur A0 de´fini par la fonctionnelle
[Γ](a0da1da2) =
∫
Γ∞
a0da1da2 ∀ai ∈ A0 .
La classe de Chern du groupo¨ıde est le 2-cocycle cyclique
c1(Γ)(a0da1da2) =
∫
Γ∞
a0(da1δa2 + δa1da2) ∀ai ∈ A0 .
La somme Td(Γ) := [Γ]− 12c1(Γ) est appele´e classe de Todd du groupo¨ıde.
La classe de Todd admet une expression simple en fonction de la diffe´rentielle ∇ =
d− 12δ. En effet δa1δa2 = 0 pour des raisons dimensionnelles et
Td(Γ)(a0da1da2) =
∫
Γ∞
a0∇a1∇a2 . (5.14)
Ce 2-cocycle cyclique n’est cependant pas entie`rement canonique car le ge´ne´rateur D
du groupe modulaire de´pend du choix de la mesure euclidienne en plus de la struc-
ture complexe sur Σ. Comme il n’y a aucune raison de pre´fe´rer la mesure euclidienne
on peut aussi bien repre´senter le groupe modulaire au moyen d’une forme volume
quelconque sur Σ. Nous avons montre´ dans [39] comment modifier en conse´quence
le cocycle (5.14) sans changer sa classe de cohomologie: un terme proportionnel a`
la courbure de la me´trique de Ka¨hler apparaˆıt. On retrouve ainsi l’expression de la
classe de Todd d’une surface de Riemann.
Soit maintenant B l’alge`bre de convolution du groupe discret G comple´te´e en
m-alge`bre de Fre´chet. On de´finit un homomorphisme ρ˜ : A0 → A0 ⊗B en posant
ρ˜(fU∗g ) = fU
∗
g ⊗ U∗g . Si e ∈ M∞(A0) est un idempotent et u ∈ M∞(A0)+ un
inversible, les caracte`res de Chern de leurs images sous ρ˜ sont des classes d’homologie
cyclique pe´riodique
ch(ρ˜(e)) ∈ HP0(A0 ⊗B) , ch(ρ˜(u)) ∈ HP1(A0 ⊗B) ,
ou` l’alge`bre A0 ⊗ B est conside´re´e comme discre`te. D’autre part, toute classe de
cohomologie cyclique pe´riodique ϕ sur A0 induit une application cap-produit
ϕ∩ : HP∗(A0 ⊗B)→ HP∗(B) .
En utilisant la formule locale d’anomalie, nous avons montre´ dans [47] que la di-
agonale du diagramme (5.5) restreinte a` la sous-alge`bre A0 ⊂ A se rame`ne a` un
cap-produit avec la classe de cohomologie cyclique ϕ = Φ(Γ) + Td(Γ):
The´ore`me 5.3.3 ([47]) Soit e ∈M∞(A0) un idempotent et u ∈M∞(A0)+ un in-
versible. Alors les caracte`res de Chern de leurs images directes ρ!(e) ∈ Ktop0 (I ⊗ˆB)
et ρ!(u) ∈ Ktop1 (I ⊗ˆB) sont donne´s par les cap-produits
ch(ρ!(e)) = (Φ(Γ) + Td(Γ)) ∩ ch(ρ˜(e)) ∈ HP0(B) ,
ch(ρ!(u)) = (Φ(Γ) + Td(Γ)) ∩ ch(ρ˜(u)) ∈ HP1(B) ,
ou` ρ˜ : A0 → A0 ⊗B est l’homomorphisme canonique.
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On peut donner des formules explicites. L’homomorphisme ρ˜ se rele`ve en un homo-
morphisme de pro-alge`bres ρ˜∗ : T̂A0 → A0 ⊗ R̂. En oubliant l’alge`bre des matrices
M∞ pour simplifier l’e´criture, l’idempotent ρ˜(e) ∈ A0 ⊗ B se rele`ve donc en un
idempotent e˜ = ρ˜∗(eˆ) ∈ A0 ⊗ R̂ et de meˆme l’inversible ρ˜(u) ∈ (A0 ⊗B)+ se rele`ve
en un inversible u˜ = ρ˜∗(uˆ) ∈ (A0 ⊗ R̂)+. On a alors
ch(ρ!(e)) = Φ(Γ)♮(e˜)−
∫
Γ∞
♮
e˜∇e˜∇e˜
2πi
∈ R̂♮ , (5.15)
ch(ρ!(u)) = Φ(Γ)♮
( u˜−1du˜√
2πi
)
−
∫
Γ∞
♮
u˜−1∇u˜∇u˜−1du˜
2(2πi)3/2
∈ Ω1R̂♮ . (5.16)
Le the´ore`me 5.3.3 se de´montre en remarquant que pour A = uˆ−1− Quˆ+−Q, l’anomalie
∆(ω,A) donne´e par la proposition 5.2.1 co¨ıncide avec le membre de droite dans (5.16)
modulo un bord (et un facteur
√
2πi). Le cas pair s’en de´duit par pe´riodicite´ de
Bott.
Remarque 5.3.4 Dans le cas ou` Γf = ∅ et Γ∞ = Σ, le cocycle cyclique ϕ =
Φ(Γ) + Td(Γ) se re´duit a` la classe de Todd
Td(Γ)(a0da1da2) =
∫
Σ
a0∇a1∇a2 .
Nous avions de´ja` obtenu cette formule dans [39], en utilisant l’approche de Connes et
Moscovici par l’alge`bre de Hopf des diffe´omorphismes [16]. Dans cette situation, G
est un pseudogroupe de transformations conformes dont l’action est releve´e au fibre´
P des me´triques de Ka¨hler au-dessus de Σ, et l’on obtient un K-cycle sur l’alge`bre
C∞c (P ) ⋊ G en combinant l’ope´rateur de Dolbeault horizontal et l’ope´rateur de
signature vertical. Pour cette raison un facteur 2 global apparaˆıt dans la formule de
[39]. Notons que la diffe´rentielle δ = [∂,D] est l’un des ge´ne´rateurs de l’alge`bre de
Hopf de Connes et Moscovici.
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