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ABSTRACT
Oyster norovirus outbreaks pose increasing risks to human health and seafood industry
worldwide. This study presents an Artificial Intelligence (AI)-based approach to identifying the
primary cause of oyster norovirus outbreaks, nowcasting and forecasting the growing risk of oyster
norovirus outbreaks in coastal waters. AI models were developed using Artificial Neural Networks
(ANNs) and Genetic Programming (GP) methods and time series of epidemiological and
environmental data. Input variable selection techniques, including Random Forests (RF) and
Forwards Binary Logistic Regression (FBLR), were used to identify the significant model input
variables among six independent environmental predictors including water temperature, solar
radiation, gage height, salinity, wind, and rainfall and various combinations of the variables with
different time lags. In terms of nowcasting, a risk-based GP model was developed to nowcast daily
risks of oyster norovirus outbreaks along the Northern Gulf of Mexico coast, showing the true
positive and negative rates of 78.53% and 88.82%, respectively. In terms of forecasting, an ANN
model, called ANN-2Day, was presented. The forecasting model was capable of reproducing all
historical oyster norovirus outbreaks with the true positive and negative rates of 100.00% and
99.84%, respectively. The sensitivity analysis results of the ANN-2Day model further indicated
that oyster norovirus outbreaks were generally linked to the extreme combination of antecedent
environmental conditions characterized by low water temperature, low solar radiation, low gage
height, low salinity, strong wind, and heavy precipitation. In addition to the GP and ANN-2Day
models, a remote sensing–based model was constructed using MODIS Aqua level 2 products. The
remote sensing-based model enabled oyster management authorities to expand the prediction of
norovirus outbreak risks from areas where monitoring data were accessible to other oyster harvest
areas where monitoring stations are not available. In conclusion, the developed AI models enables
public health agencies and oyster harvesters to better plan for management interventions and thus
xi

makes it possible to achieve a paradigm shift of their daily management and operation from
primarily reacting to epidemic incidents of norovirus infection after they have occurred to
eliminating (or at least reducing) the risk of costly incidents.
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CHAPTER 1: INTRODUCTION
1.1

Background
Norovirus is the primary cause of illnesses and outbreaks from contaminated foods such as

oysters harvested from sewage-contaminated coastal waters (Butt et al., 2004; Campos and Lees,
2014; Lees, 2000). Specifically, the virus is associated with 18% of all diarrheal diseases
worldwide (Ahmed et al., 2014; Lopman et al., 2015) and causes 58% of foodborne illnesses or
5.5 million cases in a typical year in the United States. In addition, norovirus imposes $2.3 billion
in economic burden in a typical year due to deaths, non-hospitalized cases, and hospitalizations in
the United States alone (Hoffmann et al., 2015). Besides burdens on the health sector, the norovirus
outbreaks may also lead to severe economic losses to the shellfish industry because of product
recalls, harvest area closures, and loss of consumer confidence (Torok, 2013). Although significant
efforts have been made in improving sewerage infrastructure, contamination to seafood due to the
sewage-contaminated runoff or surface runoff, caused by heavy rainfalls, remains difficult to
avoid. The contamination of shellfish growing waters in the nearshore coastal environment may
cause the bioaccumulation of enteric bacteria and viruses (particularly norovirus particles) in filterfeeding shellfish (such as oysters) (Flannery et al., 2013; Ye and Zhang, 2011) under certain
environmental conditions. Notably, norovirus has been found to accumulate in digestive tissues of
oysters growing in contaminated waters (Wang and Deng, 2012). Sixty five clusters of oyster
norovirus outbreaks were reported just in the three month period of January – March 2010 in the
United Kingdom, Norway, France, Sweden and Denmark, infecting 334 people (Westrell et al.,
2010). The Rapid Alert System for Food and Feed (RASFF) of the European Commission ordered
a worldwide recall of norovirus-contaminated oysters, harvested from December 20, 2016
to

January

5,

2017

in

Etang

de

Thau
1

oyster

growing

area

in

France

(http://www.cfs.gov.hk/english/press/20170110_0741.html), which were distributed to multiple
countries extending from Europe to Asia. Unprecedented oyster norovirus outbreaks from January
– April 2017 in the Pacific Northwest made hundreds of oyster consumers sick in Canada and the
U.S.A.

(http://www.kingcounty.gov/depts/health/communicable-diseases/disease-

control/outbreak/oysters.aspx; https://norocore.ncsu.edu/an-ongoing-norovirus-outbreak-tied-tooysters-in-british-columbia). Similar epidemic incidence and oyster recalls are reported almost
every year and a single nationwide oyster recall may cost millions of dollars
(http://www.nola.com/environment/index.ssf/2013/01/oysters_soon_might_never_cause.html). It
is clear that oyster norovirus outbreaks have constituted a growing threat to both the public health
and the shellfish industry. Consequently, it is crucial to identify the environmental conditions
favoring the norovirus bioaccumulation in oysters and thereby to predict potential oyster norovirus
outbreaks to protect public health and promote the sustainable development of the shellfish
industry.
Although the timing and magnitude of norovirus activity vary from year to year (Yen et
al., 2011; Zheng et al., 2010), outbreaks have distinct winter seasonality (Ahmed et al., 2014). The
seasonality can also be described by temperature that has been frequently reported in literature
reviews as a primary factor affecting norovirus outbreaks (Ahmed et al., 2013; Greer et al., 2009;
Hall et al., 2013). In addition to temperature, some other environmental factors, such as water
salinity, rainfall, water level, and wind are also responsible for oyster norovirus outbreaks (Wang
and Deng, 2016). According to the study of (Grodzki et al., 2012), wind stresses the shellfish and
increases the probability of norovirus prevalence in oyster harvest areas. Lower salinity also in
association with other favorable conditions enhances survival of norovirus (Maalouf et al., 2010).
Solar radiation is another environmental factor that plays a role in the initiation of norovirus
2

outbreaks. Lee and Ko (2013) reported that norovirus survival rates increase with reduced
exposure to ultraviolet light in oyster harvesting areas. However, in spite of recent evidence in
identifying environmental predictors responsible for norovirus outbreaks, the lack of knowledge
complicates attributing environmental variables to norovirus outbreak epidemics. As a result, the
identification of associated environmental factors responsible for norovirus epidemics is the major
step towards the development of modeling tools. After clearly understanding the role of
environmental factors, Artificial Intelligence (AI) techniques, such as Artificial Neural Networks
(ANNs) and Genetic Programming (GP), can be used for the development of predictive models.
1.2

Study Area
The Gulf of Mexico coast produces about two-thirds of the U.S. oysters with Louisiana

being the top oyster producer in the U.S. This study focuses on the oyster harvest areas along the
U.S. Gulf coast of Texas, Louisiana, and Mississippi, including 30 areas in Louisiana, the Copano
Bay and the San Antonio Bay in Texas, and Area IIC in Mississippi, as shown in Figure 1.1.

3

Figure 1.1

Oyster harvesting areas along the U.S. Gulf of Mexico.

The swamp and marsh regions along the oyster growing waters are popular recreational
places for camps and houseboats. Some of the recreational facilities have poorly functioning or
even failing septic systems, releasing sewage directly to the waters or wetlands connected to oyster
harvesting areas (Corkern and Bankston, 2002). In addition, some small towns in the coastal
regions have limited sanitary sewer systems and wastewater treatment capacities, producing
sanitary sewer overflow (SSO) during heavy storm events and releasing the SSO to oyster growing
waters (EPA, 2009; Tetra Tech, 2012). Due to the distributed and uncertain nature of the potential
sewage and norovirus sources and the lack of published reports documenting the connection of a
specific norovirus source to any reported oyster norovirus outbreaks, it is challenging to directly
include the potential sources in a predictive model.
4

1.3

Research Scope
While a large body of literature has investigated norovirus in terms of the transmission,

pathogenesis and genetic diversity and evolution of human noroviruses, few efforts have been
made toward the development of forecasting models. This study has been focused on the
development of machine learning-based Artificial Intelligence (AI) techniques to nowcasting and
forecasting oyster norovirus outbreaks along the U.S Gulf Coast. Environmental parameters
including water temperature, solar radiation, gage height, salinity, rainfall, and wind as important
determinants of the timing of norovirus epidemics have been utilized as input variables through
statistical techniques including Binary Logistic Regression and Random Forests. Further, Artificial
Neural Networks (ANN) and Genetic Programming (GP) have been applied to predict risks of
oyster norovirus outbreaks in the U.S. Gulf Coast. Finally, a satellite-assisted model for oyster
norovirus outbreaks has been employed to expand prediction of norovirus outbreaks risks to
remote areas where the monitoring stations are not available. The effects of genetic diversity of
noroviruses and oyster’s biology on the modeling of oyster norovirus outbreaks are beyond the
scope of this study.
1.4

Research Objectives
The overall goal of this study is to develop artificial intelligence algorithms for predicting

and reducing risks of oyster norovirus outbreaks along the U.S. Gulf Coast. To that end, the
specific objectives of this study are (1) to identify environmental predictors for oyster norovirus
outbreaks (2) to develop an artificial neural network based model for forecasting the risk of oyster
norovirus outbreaks using the environmental predictors (3) to present an evolutionary-based
genetic programming (GP) model for nowcasting the risk of oyster norovirus outbreaks using the
5

environmental predictors, and (4) to develop a satellite-based model to predict oyster norovirus
outbreaks in oyster growing waters.
1.5

Dissertation Structure
To achieve the goal and objectives, this dissertation is organized into seven chapters, as

shown in Figure 1.2.

Figure 1.2

The structure of present research.
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CHAPTER 2: LITERATURE REVIEW*
2.1

Introduction
Norovirus, as genetically and antigenically diverse genus of members of the caliciviridae

family, is a group of non-enveloped, single-stranded RNA viruses (Hall et al., 2011; Martella et
al., 2009; Ruether et al., 2014; Vega et al., 2011; Zheng et al., 2006). Based on the partial sequence
of the genome RNA, norovirus can be divided into six genogroups, GI–GVI. Among the six genogroups, GI, GII, and GIV strains are responsible for most human infections and thereby referred
to human norovirus (Zheng et al. 2006; Martella et al. 2009; Vega et al. 2011; Ruether et al. 2014).
Genogroup GII can be further divided into 19 genotypes, of which GII.4 caused about 60% of
norovirus outbreaks worldwide in the period 2001–2007 (Siebenga et al., 2009; Vega et al., 2011).
Norovirus is a highly contagious virus, causing high incidence of illness. It was estimated that the
virus causes approximately 90% of viral gastroenteritis outbreaks and 50% of all-cause
gastroenteritis outbreaks annually in the world (Yen et al., 2011). In the United States, norovirus
is the most common cause of foodborne illness and the fourth common cause of foodborne death
(Scallan et al., 2011). Figure 2.1 depicts the total number of foodborne norovirus outbreaks per
10,000 people reported to the Centers for Disease Control and Prevention (CDC) from 1998 to
2012. It can be seen from the figure that the states of Minnesota, Wyoming, and Oregon have the
highest rate of norovirus outbreaks, in the USA. Norovirus has also frequently been reported to be
associated with gastroenteritis outbreaks, especially in autumn and winter seasons, in China (Tao
et al., 2015).

*

The major part of this chapter has been published in the International Journal of Environmental Health
Research, reprinted with the permission of the publisher. [Shamkhali Chenar, S., & Deng, Z. (2017). Environmental
indicators for human norovirus outbreaks. International journal of environmental health research, 27(1), 40-51].
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Figure 2.1

The total number of foodborne norovirus outbreaks (per 10,000 person-year)
in the USA (1998–2012) reported to centers for Disease control and
Prevention (http://wwwn.cdc.gov/foodborneoutbreaks/).

Although direct person-to-person transmission is believed to be the primary mode of spread
of most outbreaks (Lopman et al., 2003; Yen et al., 2011), food and environment are other routes
of transmission of norovirus from infected people to uninfected people (Lopman et al., 2012). The
virus survival in the environment may play a major role in transmissibility regarding the low
infectious dose of norovirus, estimated to be as low as 18 viral particles (LDHH, 2013), which
may remain infectious for two weeks on environmental surfaces and over two months in water
(Lopman et al., 2009; Seitz et al., 2011). Considering the substantial disease burden and the
difficulty in controlling norovirus outbreaks, identification of the factors associated with norovirus
outbreaks is a major step toward predicting and preventing norovirus epidemics. The dynamics of
norovirus outbreaks appears to be dependent on the complex interaction between controlling
factors, including genetic, host, and environmental conditions (Bruggink and Marshall, 2009;
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Lopman et al., 2012). Although these factors interact with each other in a complex way, there is
evidence that these factors contributed to some of the patterns of norovirus epidemics.
While it is not fully clear how environmental triggers may correlate with norovirus
outbreak epidemics and which trigger dominates the epidemics, existing evidence indicates that
ongoing and projected climate change affects the distribution of infectious diseases (Altizer et al.,
2013). Climate change is known to affect a wide range of environmental conditions, including
temperature, precipitation, seasonal length, and atmospheric CO2 concentration (Khasnis and
Nettleman, 2005; Liu et al., 2013). Fisman (2007) suggested that small seasonal changes in host
or pathogen factors may lead to large epidemic surges in infectious disease incidence. It is
important to understand that the weather, as a short-term manifestation of climate patterns, affects
the timing and intensity of infectious diseases (Utaaker and Robertson, 2014). Increased frequency
of extreme weather events and altered patterns of rainfall may impact the outbreak of respiratory
diseases and waterborne gastrointestinal diseases in North America and elsewhere (Greer et al.,
2008). The El Nino Southern Oscillation (ENSO), which influenced rainfall patterns in countries
of the southern hemisphere, was identified as an important risk factor for influenza (Shaman and
Lipsitch, 2013), viral diarrheal (Checkley et al., 2000), and arboviral infections (Maelzer et al.,
1999).
Understanding the relationship between climate and infectious diseases can help evaluate
and predict norovirus outbreaks due to changes in environmental conditions. Climate change has
the potential to affect seasonality of norovirus outbreaks by influencing transmissibility, host
susceptibility, and the resistance of norovirus to environmental conditions (Rohayem, 2009).
Previous studies have shown that norovirus outbreaks exhibit seasonal patterns with peaks
typically in the winter season (Ahmed et al., 2013; Dey et al., 2010; Greer et al., 2008; Rohayem,
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2009). Figure 2.2 illustrates the percentage of norovirus outbreaks linked to foodborne
transmission reported to the US CDC from 1998 to 2014. The figure clearly indicates that most
historical norovirus outbreaks occurred in winter months characterized by the lowest average
seasonal temperature. In addition to temperature, some other environmental factors, such as
rainfall and humidity, may also affect human norovirus outbreaks. The primary objective of this
chapter is to identify the environmental indicators governing the human norovirus incidence and
understand how these factors affect the efficiency of norovirus transmission, enhancing efforts for
prevention and control of human norovirus infections. To that end, this chapter presents a critical
literature review of a large number of studies conducted not only in the United States and Europe,
where more norovirus outbreak data are though available, but also in other countries such as Brazil,
New Zealand, Australia, China, Japan, and South Korea.

Figure 2.2

Foodborne norovirus outbreaks in different seasons in the USA from 1998 to
2014, reported to centers for Disease Control and Prevention,
(http://wwwn.cdc.gov/foodborneoutbreaks). Note: spring begins on 1 March,
summer on 1 June, fall on 1 September, and winter on 1 December in the USA
located in the northern hemisphere.
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2.2

Potential environmental indicators of human norovirus infections
A number of environmental factors, including temperature, humidity, and rainfall, have

been found to be related to norovirus outbreaks and frequently reported in the literature.
2.2.1 Temperature
The most commonly reported environmental factor that may affect norovirus outbreaks is
temperature. Several experimental studies investigated the survival of norovirus under different
temperatures. Murine norovirus was used as a surrogate for human norovirus by (Lee et al., 2008)
to examine the effect of temperature on norovirus outbreaks. Results showed that murine norovirus
was more persistent at low temperature (4°C) than at high temperatures (18 and 30°C). Based on
an investigation into the effect of temperature on the persistence of norovirus on food contact
surfaces including stainless steel and polyvinyl chloride (PVC), Lamhoujeb et al. (2009) found
that norovirus persisted longer at low temperature (7°C) than at room temperature (20°C). A
similar study was conducted by (Kim et al., 2012) on the resistance of murine norovirus to various
environmental stresses in different ranges of temperature (15–40°C) and relative humidity (30, 50,
and 70%). They found that murine norovirus persisted longer in the temperature range of 15–20°C
than other temperature ranges. Another study investigated the survival of viral surrogates of human
norovirus (MS2 and murine norovirus (MNV)) in wide ranges of temperature (4, 15, 25, and 40°C)
and relative humidity (50 and 70%) (Lee et al., 2015). The findings of this study suggested that
viruses survived best at the lowest temperature (4°C) and were inactivated most at the highest
temperature (40°C). The study inferred that the virus survival was affected primarily by
temperature and then influenced by the combination of temperature and relative humidity. Similar
experimental studies confirmed the negative correlation between temperature and the survival of
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norovirus in a wide range of experimental conditions (Samandoulgou et al., 2015; Takahashi et
al., 2016).
Some studies assessed the potential effect of environmental drivers on norovirus outbreaks
by employing statistical models and norovirus incidence data. According to a study in Germany,
norovirus incidence occurred throughout the year but there was a seasonal rise from October to
March and a typical peak from November to January (Bradt, 2005). Lopman et al. (2009) used
time series-adapted Poisson regression models to identify the correlation between norovirus
outbreaks and temperature, relative humidity, population immunity, and the emergence of new
virus variants in England and Wales using data from 1993 to 2006. Results suggested that
norovirus outbreaks had an inverse linear association with daily temperature in previous seven
weeks. The mean temperature of months with a high number of reported norovirus cases was
between 2.5 and 7°C. Poisson and zero-inflated Poisson regression and case-crossover analysis
were also employed by Greer et al. (2009) to evaluate the correlation between environmental
indicators and norovirus outbreaks in Toronto, Canada based on data from 2005 to 2009. The result
from this study indicated that temperature (≤ 4°C) was significantly associated with norovirus
outbreaks.
Ahmed et al. (2013) conducted a descriptive analysis of seasonal patterns of norovirus
disease using multivariate linear models to identify factors associated with the strength of
norovirus seasonality. The analysis revealed that 71% of norovirus outbreaks occurred in cold
months based on 29 outbreak data series reported in articles published between 1997 and 2011. A
similar research investigated the increase of norovirus cases in Japan in the period of 2006–2009
using sentinel gastroenteritis data (Inaida et al., 2013). Results of the research indicated that most
of the epidemic peaks occurred in December instead of the coldest month of January, although the
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norovirus outbreak peaks appeared in the winter season. This finding implied that there are some
other factors contributed to outbreaks. Kim et al. (2015) assessed the impact of climate change,
with regards to temperature and relative humidity, on the incidence of foodborne disease outbreaks
in South Korea from 2003 to 2012. Findings confirmed that foodborne disease outbreaks due to
norovirus were negatively correlated with temperature (−0.98, p < 0.001). Another research
investigated the spatial correlation of norovirus epidemics and environmental variables in
California, USA (Groen, 2015). The results showed that outbreaks typically occurred in cooler
temperature around 10°C. Moreover, a geographic information system and binary response models
were used to assess the link between spatial pattern of the norovirus outbreaks and environmental
variables in Korea (Kim et al., 2016b). The results showed strong negative correlations between
temperature and outbreaks and norovirus epidemics occurred mostly in the temperature range of
−5–10°C. According to the findings from the literature, we can argue that norovirus is a wintertime
phenomenon, at least in the temperate northern hemisphere where most outbreak data were
reported. However, the winter seasonality of norovirus outbreaks in northern hemisphere countries
is not mirrored by that in some southern hemisphere countries such as Australia, New Zealand,
and Brazil (Marshall et al., 2005; Pongsuwanna et al., 2016; Siebenga et al., 2009; Soares et al.,
2007). A summer (warmer month) seasonal peak and also an uneven monthly distribution of
norovirus outbreaks were observed in these southern hemisphere countries.
To identify the effective range of temperature in which norovirus epidemics occur in the
USA, the annual temperature of three states with a higher rate of incidence was assessed. Based
on the National Atlas of the USA, the three states, including Wyoming, Minnesota, and Oregon,
with a relatively high rate of norovirus outbreaks, have the annual mean daily maximum
temperature varying in the range from 4.5 to 18.3°C. The annual mean daily minimum temperature
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in the three states varies in the range from −6.6 to 10°C even though the annual mean daily
minimum temperature is less than −6.6°C in part of Wyoming (Marshall et al., 2005; Pongsuwanna
et al., 2016; Siebenga et al., 2009; Soares et al., 2007; USGS, 2014a, b). Thus, it can be argued
that norovirus may persist and transmit in these ranges of temperature from −6.6 to 18.3°C. To
confirm the negative correlation between temperature and norovirus incidence in Europe, time
series plots were created, based on the number of norovirus cases reported to the Public Health
England and Netherlands (Bijkerk et al., 2016) and the average annual temperature from 2008 to
2013, and shown in Figure 2.3a and b, respectively. It can be seen from the figures that the
norovirus outbreak trend is exactly opposite to the variation trend in temperature. The highest
number of norovirus outbreaks in 2010 corresponded to the lowest average annual temperature
from 2008 to 2013 in both European Countries.

Figure 2.3

(a) The number of labs reported norovirus cases in England from 2008 to 2013
vs. average annual temperature. (b) The number of labs reported norovirus
cases in Netherlands vs. average annual temperature. Note: Data were
provided by Public Health England and met office.
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2.2.2 Humidity
Humidity was found to be an important environmental factor that affected the survival and
transmission of norovirus. Indeed, increased humidity may potentially facilitate the transmission
of the virus through aerosols (Lopman et al., 2009). However, the study conducted by Lopman et
al. (2009) indicated that norovirus outbreaks had inverse linear associations with relative humidity.
According to a study conducted in Japan, a rapid decrease in humidity could be the cause of the
increase in the norovirus incidence rate (Inaida et al., 2013). Two studies conducted in Korea also
statistically reconfirmed the finding of strong negative correlations of humidity with norovirus
outbreaks (Kim et al., 2016a; Kim et al., 2015). Some studies experimentally investigated the
survival of norovirus in different humidity conditions. Unlike previous studies, Kim et al. (2012)
found that norovirus persisted longer at low relative humidity (30%) than high relative humidity
(70%) and reported that there was a negative correlation between relative humidity and the incident
of foodborne disease due to norovirus outbreaks. Colas de la Noue et al. (2014) reported that
absolute humidity was a more important indicator for norovirus outbreaks than relative humidity
and keeping absolute humidity below 0.007 kg/kg air was favorable to norovirus survival and
infection. Their analysis of the last 14 years of daily absolute humidity and temperature in Paris,
France demonstrated that norovirus persistence and transmission during cold months were
associated with low absolute humidity (below 0.007 kg/kg air). A similar study conducted by Lee
et al. (2015) confirmed that the viral surrogates of human norovirus (MS2 and murine norovirus
(MNV)) survived better at low relative humidity (50%).
While the majority of previous studies concluded that low relative humidity is associated
with norovirus epidemics, this conclusion is not always supported by previous studies. A study
conducted by Lamhoujeb et al. (2009) reported that norovirus retained its putative infectivity
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longer at high relative humidity (86 ± 4%) than low relative humidity (30 ± 10%) at 20°C.
Moreover, Groen (2015) utilized spatial analysis tools to identify the potential link between
California norovirus outbreak data and environmental parameters. Findings indicated that there
could possibly be a relationship between high humidity and outbreak occurrence. While it is
generally recognized that norovirus survival and outbreaks are correlated to humidity, more efforts
are needed to determine whether the correlation is positive or negative. According to the National
Atlas of the USA, the mean annual relative humidity for the three states with the high rate of
norovirus outbreaks varies in the range from 55% to 66% (Figure 2.4) that appears to be the
possible range of the relative humidity associated with the outbreaks in the USA (USGS, 2014c).

Figure 2.4

The mean annual relative humidity, map available from U.S. Geological
Survey, National Geospatial Program.
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2.2.3 Rainfall
Rainfall is another environmental factor that may play a role in the initiation of norovirus
outbreaks. Variability in precipitation may have a direct consequence on infectious disease
outbreaks. Increased runoff from heavy rainfalls can overwhelm wastewater treatment systems,
resulting in inefficient treatment of wastewater and even release of untreated sewage to water
bodies (Barrett et al., 2016; Eregno et al., 2016). Rainfalls may also dilute or indirectly flush
microbes trapped in soils and sediments from previous contamination events (Santiago-Rodriguez
et al., 2012). Few studies have investigated the statistical relationship between norovirus outbreaks
and rainfall events. Bruggink and Marshall (2010) indicated that there was a statistically significant
(p < 0.05) correlation between norovirus-associated gastroenteritis outbreaks and average monthly
rainfall in Victoria, Australia for the period of 2002–2007. There was a three-month lag between
peak average rainfall and a norovirus-associated gastroenteritis outbreak. A study by Bruggink et
al. (2011) examined the patterns of norovirus epidemics over a 10-year period in Victoria and
concluded that norovirus outbreaks commonly involved a single peak in the latter part of the year
except three years. It was claimed that rainfalls might have been a factor in altered patterns of
norovirus incidence, especially in the southern hemisphere countries. Overall, the seasonal
strength of norovirus outbreak was found to be positively associated with average rainfall in the
wettest month based on a systematic review and meta-analysis of the global seasonality of
norovirus (Ahmed et al., 2013). However, inverse associations of norovirus outbreaks with
precipitation were also reported (Greer et al., 2009; Groen, 2015).
While favorable environmental conditions discussed above may trigger norovirus
outbreaks, shellfish harvested from contaminated waters was found to be one of the major
norovirus sources.
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2.3

Shellfish-related norovirus outbreaks
Norovirus is responsible for 48% of all oyster-related outbreaks and 88% including

secondary transmission (Alfano-Sobsey et al., 2012; Baker et al., 2011; Becker et al., 2000;
Campos and Lees, 2014; de Graaf et al., 2016; Patel et al., 2009). Oyster norovirus outbreaks are
generally attributed to failing septic systems, malfunctioning wastewater treatment plants,
stormwater runoff, dumping of boat sewage waste, and vomiting overboard near shellfish beds
(Burkhardt and Calci, 2000; Flannery et al., 2013; Goblick et al., 2011; Le Guyader et al., 2006).
During filter-feeding, shellfish bioaccumulate norovirus in their gills, digestive glands, and other
tissues when the water is contaminated with the fecal pollution (Wang et al., 2008). Abundant
cases and outbreaks of norovirus illnesses associated with the consumption of contaminated
oysters have been reported to CDC. Figure 2.5 illustrates the number of norovirus outbreaks per
month due to the consumption of infected oysters in the USA from 1998 – 2015.

Figure 2.5

The number of oyster-related norovirus outbreaks (per month) in the USA
(1998–2015) reported to centers for Disease Control and Prevention
(https://wwwn.cdc.gov/foodborneoutbreaks/).
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A combination of marine environmental conditions and meteorological events can trigger
oyster norovirus outbreaks in oyster growing areas. Low water temperature as the significant
parameter is associated with highest norovirus presence in coastal waters (Wang and Deng, 2012,
2016). Findings demonstrated that oyster norovirus outbreaks are associated with low gage height,
water temperature and salinity (Wang and Deng, 2016). In fact, strong winds, abnormally low
tides, and heavy rainfall resulted from cold fronts during winters lead to raw sewage overflow and
subsequently caused oyster-borne outbreaks. Campos et al. (2017) monitored the concentration of
human noroviruses in commercial oyster harvesting areas on the coast of England and Wales from
May 2009 to April 2011. Results indicated that significantly higher norovirus concentrations were
found in cold waters (<5°C) than warm waters (>10°C). Cold water lowers oyster metabolism and
consequently slower the norovirus elimination while warm water increases the oysters’ pumping
rate and facilitate the norovirus removal rate (Polo et al., 2014). Ortega et al. (2009) investigated
the relationship between microbial indicators, pathogens, and environmental factors in a
subtropical estuary. Overall findings indicated that high levels of viral indicators, including
somatic and MS2 Coliphage, were correlated with low salinity. Low salinity largely can influence
viral bioaccumulation and retention of oysters (Nappier et al., 2008).
2.4

Discussion
Despite the importance of environmental variables to controlling norovirus epidemics, the

lack of comprehensive research complicates the identification of environmental indicators for
norovirus outbreaks. This chapter was intended to draw attention to environmental factors by
emphasizing the role of these factors in norovirus epidemics. A challenge in modeling and
predicting norovirus epidemics is to determine the significant model input parameters governing
outbreaks. Hence, the identification of the primary environmental variables is a significant step
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toward developing models capable of predicting incidences in advance. Such prediction models
have great potential to improve understanding of the link between norovirus outbreak processes
and environmental predictors. In addition, they can alert the public with timely prevention
messages and reduce the risk of norovirus to human health.
While it is not possible to make a direct comparison among all studies reviewed in this
chapter, it was found that low temperature in combination with low humidity generally increases
the persistence and outbreak risk of norovirus. However, one study reported that norovirus
survived better at high relative humidity (Lamhoujeb et al., 2009). This positive relationship
contradicts to the general finding of the negative correlation between norovirus survival and
humidity. Since the combination of low temperature and low humidity was not tested by
Lamhoujeb et al. (2009), further investigations are needed to assess the positive relationship.
According to previous studies on the effect of climate change factors, such as temperature,
humidity, and rainfall, on the number of norovirus outbreak reports or cases of illness, low
temperature appears to be the main determinant of human norovirus outbreaks in northern
hemisphere countries. On the other hand, not only have different seasonalities been observed but
also uneven distributions have been reported in southern hemisphere countries and particularly
Brazil (Soares et al., 2007).
While a positive relationship between norovirus outbreaks and humidity was reported, the
majority of studies reviewed demonstrated that low humidity is associated with the increase in the
norovirus infection rate. Since synergistic effects of temperature and humidity on viral inactivation
have been reported (Chan et al., 2011; Zhao et al., 2012), we can infer that norovirus incidents are
influenced by the combination of low temperature and low relative humidity. It is noteworthy that
the seasonality of pathogens like norovirus is associated with their appearance and disappearance,
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environmental changes, and host behavioral changes (Dowell, 2001). Furthermore, the effect of
other controlling factors for norovirus outbreaks, such as the combination of molecular and host
variables, should not be overlooked. In the case of rainfall, despite numerous data in the literature
highlighted the role of rainfall in the norovirus incidence, the relationship remains unclear. It can
be argued that in southern hemisphere countries norovirus gastroenteritis shows a different
seasonal pattern than that in northern ones and rainfall plays a more important role in comparison
with temperature and humidity. The contradictions in findings may raise attention to natural or
man-made factors, such as human activities and configurations of sanitary systems, that can
interfere norovirus outbreak patterns in different geographical locations and environmental
settings. Consequently, it is not unexpected to find contradictory reports on linear or inverse
correlations between norovirus outbreaks and environmental drivers. Table 2.1 summarizes
effective ranges of the environmental indicators associated with norovirus outbreaks based on
findings of this review.
Table 2.1

The effective variation range of environmental indicators associated with human
norovirus outbreaks.

Environmental indicator

Effective range

Temperature

-6.6 to 20°C

Relative humidity

30 – 86%

Rainfall

1 day to 3 months

Due to the well-recognized winter seasonality of norovirus outbreaks, most studies have
focused on the effects of climate variables, including temperature, humidity, and rainfall, on the
norovirus infection. However, to the best of our knowledge, the role of the other environmental
determinants such as latitude, solar radiation, land use, land surface temperature, and wind has
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rarely been investigated in the norovirus literature. For case in point, (Kim et al., 2016b) examined
whether the norovirus outbreaks are spatially patterned and whether these patterns are associated
with specific environmental variables including topographical characteristics, climate conditions,
demographic characteristics, water and sanitation utilities, and land use. According to results,
topographical characteristics, including the slope and elevation, were identified as being
statistically significant factors for controlling norovirus epidemics. It has been demonstrated that
a major natural virucidal agent in the outdoor environment is the sunlight or more specifically,
solar UV radiation (Lytle and Sagripanti, 2005; Walker and Ko, 2007). UV radiation kills viruses
by chemically modifying their DNA and RNA (Walker and Ko, 2007). Lee et al. (2008) noticed
the reduction of infectious murine norovirus following the exposure to UV-light (254 nm). Wolf
et al. (2009) also confirmed that UV irradiation (254 nm) had a significant impact on murine
norovirus infectivity. Polo et al. (2015) evaluated the effectiveness of solar disinfection in the
reduction and inactivation of the human norovirus surrogate, murine norovirus, under natural solar
condition. Findings suggested that sunlight radiation is the main factor for viral reduction. To
better understand the correlation between solar virucidal radiation and the infectious disease it is
important to define the range of solar radiation. According to annual average direct normal solar
resource data from 1998 to 2009, the solar resource in Wyoming, Minnesota, and Oregon, where
there is a higher incidence of norovirus outbreaks, is less than 6.5 Kwh/m2/Day (NREL, 2012).
Since there is evidence for airborne transmission of norovirus, the link between wind speed and
direction and norovirus incidence as another factor must be considered. However, there is a
significant lack of information about the role of wind in influencing norovirus infections.
According to the study of Groen (2015), no correlation between wind speed and norovirus
outbreaks was found in California, USA. Obviously, further studies are needed to determine the
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relationship. In general, further investigations and long-term surveillance in various geographical
regions are needed to fully understand the norovirus epidemiology and identify major factors
controlling norovirus infections. Given the high incidence of norovirus infections, systematic
regional, nationwide, and even worldwide investigations are needed to find correlations between
the occurrence of norovirus outbreaks and environmental variables, and clarify the contradictory
reports in the literature.
Once environmental indicators for norovirus outbreaks are identified, explicit risk models
for predicting norovirus epidemics can be developed. Models linking environmental variables and
the occurrence of outbreaks are important not only to predict disease risks but also to direct future
studies (Patz et al., 2003). Due to the complexity of norovirus epidemic systems, it might be
challenging to develop accurate prediction models for norovirus outbreaks. Nevertheless,
norovirus outbreaks are affected by environmental factors and they are predictable by means of
mathematical models (Wang and Deng, 2016). Several successful attempts have been made to
model other infectious diseases (Ebi et al., 2005; Rogers and Randolph, 2000; Soebiyanto et al.,
2010; Soebiyanto et al., 2007).
Satellite remote sensing data may complement and expand ground data and thereby play a
more and more important role in monitoring environmental indicators for norovirus outbreaks.
Therefore, environmental factors, such as temperature, humidity, rainfall, solar radiation, water
temperature, salinity, and gage height that affect the norovirus epidemics, can be determined from
remotely sensed data and used to improve understanding of the norovirus incidence and develop
forecasting models. In summary, modeling and prediction of norovirus outbreak risks, based on
environmental factors and possibly some other factors (such as host genetic factors and settings),
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should be an important future direction toward understanding and controlling of human norovirus
outbreaks.
2.5

Conclusions
We aimed to gain a better understanding of the important environmental drivers of the

pattern of norovirus epidemics. Based on this literature review, the survival and transmission of
norovirus may be dependent on environmental factors. Although most of previous studies
demonstrated that norovirus outbreaks are associated with low temperature, low humidity, and
heavy rainfall, these findings may not be applicable to all countries and regions. Because of
regional and climatic differences, it is important to ascertain the regional effects of environmental
factors on norovirus epidemics and investigate these variables in a wide variety of climate
conditions. While majority of norovirus outbreaks are linked to oyster consumption, It is plausible
that the seasonal occurrence of oyster norovirus outbreaks are controlled by low water temperate,
low salinity, and low tide levels. Moreover, other factors, such as latitude, solar radiation, wind,
and land surface temperature, may also contribute to norovirus outbreaks, but limited studies on
these factors have been conducted. Therefore, further investigations would be warranted to
confirm correlations between norovirus outbreaks and individual environmental factors.
This review is not meant to obscure the likelihood that the brunt of the increased incidence
of the norovirus is further correlated with genetic, social, and other factors. More detailed
incidence and environmental data are needed to provide a baseline for epidemiological and
environmental investigations and to clarify effects of environmental indicators on norovirus
outbreaks. The data are also useful for developing and validating forecasting models. Moreover,
interdisciplinary collaborations between specialists, such as epidemiologists, climatologists,
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environmentalists, and modelers, are required to shed light on blind spots of the association
between norovirus incidence and environmental factors.
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CHAPTER 3: ENVIRONMENTAL INDICATORS OF OYSTERS NOROVIRUS
OUTBREAKS IN COASTAL WATERS*
3.1

Introduction
Climate change-induced extreme weather conditions might cause transnational epidemics

and the emergence of new norovirus strains due to high infectivity and efficient transmission of
the virus (Rohayem, 2009; Siebenga et al., 2009). While it has long been recognized that oysters
are one of norovirus sources (Le Guyader et al., 2006; Wang and Deng, 2012, 2016), the
environmental conditions controlling oyster norovirus outbreaks has rarely been reported due to
the lack of effective methods for the detection of norovirus contamination in large oyster growing
areas (open coastal waters). As a result, norovirus has been a constant and worldwide threat not
only to the public health but also to the shellfish industry. In terms of the threat to the shellfish
industry, oyster norovirus outbreaks often force closures of oyster beds for an extended period
(generally three weeks to a couple of months) and subsequent nationwide or even worldwide
recalls of implicated oysters.
Six environmental factors, including precipitation, temperature, solar radiation, gage
height, wind, and salinity, have been reported to affect oyster norovirus outbreaks (Shamkhali
Chenar and Deng, 2017; Wang and Deng, 2012, 2016). However, the specific environmental
conditions, which trigger oyster norovirus outbreaks, remain unclear. The primary objective of this
chapter is to identify the most important environmental indicators and critical environmental

*

This chapter has been published in the journal of Marine Environmental Research, reprinted with the
permission of the publisher. [Chenar, S. S., & Deng, Z. (2017). Environmental indicators of oyster norovirus
outbreaks in coastal waters. Marine Environmental Research, 130, 275-281].
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conditions controlling oyster norovirus outbreaks. The indicators further will be used to develop
predictive models for notifying possible outbreak events and supporting the risk control.
3.2

Methods

3.2.1 Data Collection and Processing
Various datasets were collected for important oyster harvesting areas along the Gulf Coast
of Texas, Louisiana, and Mississippi, including 30 areas in Louisiana, the Copano Bay and the San
Antonio Bay in Texas, and Area IIC in Mississippi, the United States (U.S.). Specifically,
historical norovirus outbreak records, associated with the consumption of raw oysters, were
collected

through

the

Louisiana

Department

of

Health

and

Hospitals

(http://www.dhh.louisiana.gov/), the U.S. Food and Drug Administration (https://www.fda.gov/),
and Centers for Disease Control and Prevention (https://www.cdc.gov/) (Table 3.1).
Corresponding time series environmental data from 1996 to 2014 were gathered for six
independent environmental variables, including water temperature (T), solar radiation (SR), gage
height (GH), salinity (S), rainfall (R), wind speed and direction (W). These environmental
predictors were selected because they control oyster norovirus outbreaks (Shamkhali Chenar and
Deng, 2017; Wang and Deng, 2012, 2016). The National Water Information System (Mapper) of
U.S. Geological Survey (USGS) (https://maps.waterdata.usgs.gov/mapper/index.html) was used
for collection of daily data (including daily maximum, minimum, and mean) for water temperature,
gage height, and salinity along the Gulf Coast. The data for daily precipitation, hourly wind speed
and direction were obtained from the Climate Data Online portal of the National Oceanic and
Atmospheric Administration (NOAA) National Centers for Environmental Information
(https://www.ncdc.noaa.gov/cdo-web/). Solar radiation data were downloaded from the Louisiana
Agriclimatic Information System website (http://weather.lsuagcenter.com/charts.aspx?r=2). The
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data for daily maximum, daily minimum, daily change, and daily average of individual
environmental predictors were derived from the hourly time series data. The data were then
normalized using feature scaling (Equation 3.1) to a range of 0 – 1 to eliminate effects of datum at
different data source stations.

X 

X  X Min
X Max  X Min

(3-1)

where X' refers to normalized environmental factors.
Table 3.1

Reported norovirus outbreaks in oyster growing areas along the U.S. Gulf of
Mexico coast.

Dataset

Data used in model
development

Data used in model
validation

Outbreak period

Location

25 January 1996–23 February 1996

Area 6 and 7, Louisiana

22 December 1996–3 January 1997

Area 6 and 7, Louisiana

1 March 2002–31 March 2002

Area 1, Louisiana

12 March 2002–28 March 2002

Area 6 and 7, Louisiana

1 February 2007–24 February 2007

San Antonio Bay, Texas

10 December 2007–21 December 2007

Area 3, Louisiana

16 November 2009–25 November 2009

San Antonio Bay, Texas

6 March 2010–24 March 2010

Area 7, Louisiana

20 March 2010–25 March 2010

Area 3, Louisiana

27 March 2010–30 March 2010

Area 13, Louisiana

5 January 2009 –14 January 2009

Area IIC, Mississippi

24 February 2009 –5 March 2009

Area IIC, Mississippi

26 April 2012–8 May 2012

Area 23, Louisiana

28 December 2012–4 January 2013

Area 30, Louisiana

26 December 2013–9 January 2014

Copano Bay, Texas
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Offshore wind was found to increase the concentration of norovirus in oyster growing
waters by decreasing the water depth over oyster beds and enhancing the transmission of norovirus
from land to water (Wang and Deng, 2016). Whether a wind direction is offshore wind or onshore
wind depends on not only the wind direction but also local shoreline directions. The same wind
may cause offshore currents in one oyster area and onshore currents in another area. In order to
quantify the effect of the site-specific onshore/offshore wind on norovirus outbreaks, a wind
direction index (𝜔) was defined in Equation 3.2 and Figure 3.1. Since the angle (θ) in Equation
3.2 is site-specific, the parameter 𝜔 was defined individually for each oyster growing area such
that 𝜔 = 0 for all onshore wind directions (θ > 90°) and 𝜔 values were calculated using Equation
3.2 for offshore wind directions. It is clear from Equation 3.2 that 𝜔 = 1.0 when the offshore wind
direction is perpendicular to the shoreline (θ = 0°) and 𝜔 = 0.0 when the wind direction is parallel
to the shoreline (θ = 90°). In general, the wind direction index (𝜔) varies in the range of 0.0 – 1.0
for any offshore wind direction.


90    
90 

(3-2)

where the parameter θ (0° ≤θ ≤ 90°) is the angle between an offshore wind direction and the
offshore vector perpendicular to the shoreline, as shown in Figure 3.1.
In order to reduce the number of input variables involved in the predictive model, the wind
speed (V) and the direction index (𝜔) were combined and their product (V×𝜔) was defined as a
new wind function W (=V×𝜔). The wind function, W, was simply called as wind and used as an
independent environmental variable in the selection of model input variables.
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Figure 3.1

Schematic diagram showing the wind indicator.

3.2.2 Selection of Potential Environmental Indicators for Oyster Norovirus Outbreaks
Screening of important environmental indicators of oyster norovirus outbreaks from a large
pool of potential or candidate variables (indicators) is a critical step towards the characterization
of the critical environmental conditions triggering oyster norovirus outbreaks. To that end, the six
environmental predictors, including water temperature, solar radiation, gage height, salinity,
rainfall, and wind, were reorganized into time series ensembles of individual predictors.
Specifically, the potential time series ensemble of each environmental predictor consists of time
series variables (maximum, minimum, daily average, and daily change) with varying time lags (1–
30 days), such as minimum temperature 30 days before the onset of an outbreak, minimum
temperature 29 days before,……., minimum temperature 2 days before, and minimum temperature
1 day before. Likewise, minimum gage height 30 days before the onset of an outbreak,……,
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minimum gage height 11 days before,……, and minimum gage height 1 day before. In addition to
the time series parameters, cumulative effects of the time series parameters were also included in
the candidate variable pool using the sum of observations over a certain antecedent period, such
as cumulative solar radiation in last 30 days, 29 days,……, and 2 days, and cumulative rainfall in
last 30 days, 29 days,……, and 2 days. It is unlikely that all of the potential time series variables
could be used as environmental indicators. In order to select important indicators from the
candidate variable pool the variables should be ranked in terms of their importance or correlation
with oyster norovirus outbreaks. To that end, the random forest (RF) and the Forward Binary
Logistic Regression (FBLR) methods were employed to remove irrelevant or redundant candidate
variables and identify explanatory variables for each environmental predictor. RF not only has
been shown to be effective in a wide range of classification and regression problems but it also
provides importance measures for each candidate variable (Peters et al., 2007; Svetnik et al.,
2003a). While there are several variable importance measures in the RF method, the Gini indexbased variable importance is commonly used for binary responses (Hapfelmeier and Ulm, 2013).
The Gini importance is based on the principle of impurity reduction (Wei et al., 2015). The Gini
importance was used in this study to identify explanatory variables (significant environmental
indicators) and time series ensembles for individual environmental predictors. The number of trees
in the RF was set to 500. The RF analysis was conducted for the six environmental predictors
individually using their candidate variable pools and Gini importance rankings were produced for
all candidate variables. The variable with the highest Gini importance to each predictor was then
selected as the significant or explanatory variable for this predictor. It means that six explanatory
variables can be selected using the RF method with one explanatory variable for each predictor.
The RF package within the statistical software R-3.2.2 was utilized for the RF analysis.
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To confirm the explanatory variables selected with the RF method, the Forward Binary
Logistic Regression (FBLR) was also employed to select important variables. The FBLR analysis
was implemented using SAS/STAT software SAS 9.4 for Windows. The FBLR procedure
involves starting without any input variables in the model, adding input variables one at a time,
testing them one by one for statistical significance using the score chi-square statistic, and deleting
the candidate variables that are not significant. In each selection cycle the variable, whose inclusion
gives the most statistically significant improvement of the fit, is kept. The process is repeated until
none improves the model to a statistically significant extent (Teunis et al., 2008; Tran et al., 2015).
FBLR analysis was conducted for the six environmental predictors individually using their
candidate variable pools and the variables with a p-value <0.0001 were selected as explanatory
variables.
The selected explanatory variables along with the normalized daily data, collected from
1996 – 2010, were then utilized to construct an Artificial Neural Network (ANN) model following
the procedure presented by Wang and Deng (2016). It should be pointed out that a predictive model
like the ANN model is needed to confirm whether the explanatory variables, selected with RF and
FBLR methods, can be used as the environmental indicators for norovirus outbreaks.
3.2.3 Sensitivity Analysis
Sensitivity Analysis (SA) is commonly used to investigate the effect of the variation in
individual input variables on the model output (Pianosi et al., 2016). SA was conducted to
determine the importance of individual environmental indicators (predictors) to oyster norovirus
outbreaks. SA generally involves the importance ranking of model input variables according to
their relative contributions to the model output. Since different methods are available for
sensitivity analysis of ANN models and results from different methods are not necessarily
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consistent, four methods were applied in this paper to compare results and confirm the importance
of individual environmental indicators to oyster norovirus outbreaks. The four SA methods
included Weight (Garson, 1991; Goh, 1995), Partial Derivative (PaD) (Dimopoulos et al., 1999;
Dimopoulos et al., 1995), Perturb (Scardi and Harding, 1999; Yao et al., 1998), and Profile
methods (Lek et al., 1996a; Lek et al., 1995; Lek et al., 1996b).
3.2.3.1

Weight Method
Weight method determines the relative importance of individual input variables by

partitioning the hidden-output connection weights of each hidden neuron into components
associated with each input variable (Gevrey et al., 2003, 2006). The procedure involved in the
method is straightforward and can be briefly described as follows:
1. For each hidden neuron i and input variable j, the product (Pij) of the absolute value of the
hidden-output layer connection weight and the absolute value of the hidden-input
layer connection weight is computed;
2. For each hidden neuron, Pij is then divided by the sum of Pij across all input variables and
the ratio is denoted as Qij;
3. The sum (Sj) of the Qij is calculated for all input neurons;
4. Finally, Sj is divided by the sum of all the input variables, representing the relative
importance of input variable j.

3.2.3.2

Perturb Method
The general idea of this method is to assess the effect of a small perturbation in each input

variable on the neural network output while the remaining variables keep their original values. The
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mean squared error (MSE) between the outputs obtained before and after the perturbation are
compared when a perturbation is added to the selected input variable. A perturbation is
progressively applied to each variable in steps of 10% of the input value up to 50% (commonly
used values). The variable with the highest MSE exerts the strongest effect on the output. In this
study, a 50% perturbation was applied to each input variable.
3.2.3.3

PaD Method
PaD is another method commonly used in the sensitivity analysis of ANN models. The

sensitivity of an ANN model is measured by calculating the first-order effect individual input
variables on the model output. Specifically, the partial derivatives of the output variable with
respect to individual input variables are calculated for small changes in input variables and then
the relative contribution of each input variable is determined (Gevrey et al., 2003). According to
(Dimopoulos et al., 1999), the sensitivity of the ANN output to the input variable x i, symbolized
as SSDi, is evaluated through the sum of the squared partial derivatives. Assuming the use of a
sigmoid activation function, the equation for SSDi is written in the following form:
2

SSDi   d ji 
N

(3-3)

j 1

where dji represents the partial derivative of the output yj with respect to input variable xj (j=1, ...,
N) and is expressed as:

d ji  S j Who I hj 1  I hj Wih
nh

(3-4)

h 1

where nh is the neuron number of the hidden layer, Wih is the weight connecting the i-th input node
and the h-th hidden node, who is the weight connecting the output and the h-th hidden node, Ihj is
the response of the hth hidden neuron, and Sj is the derivative of the output neuron with respect to
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its input. Once SSDi is calculated for each input variable, variables can be classified based on their
increasing contributions to the model output. The variable with the highest SSD is the variable
influencing the output most and thus is the most important input variable.
3.2.3.4

Profile Method
This method examines the importance of each input variable successively when the

remaining variables keep their values fixed (De Oña and Garrido, 2014; Shojaeefard et al., 2013).
The variation range of each predictor variable xi is divided into a certain number of equal intervals,
called the scale, between its minimum and maximum values. Moreover, all variables, except one,
are initially fixed at their minimum values and then successively at their first quartile, median,
third quartile and maximum value. The median of the values obtained for each of the scale points
is then calculated. The same computations are repeated for each of the other variables. Finally, a
profile of the variation in the dependent variable is obtained for every variable. The difference
between the maximum and minimum values of the line representing the profile indicates the
relative importance of the variables. In this study, the profiles were plotted for the scale of 20.
3.3

Results

3.3.1 Selected Environmental Indicators for Oyster Norovirus Outbreaks
Table 3.2 shows the significant environmental indicators selected with RF and FBLR
methods. Since the two methods produced different sets of significant indicators, all of the thirteen
indicators were accepted as the input variables for the ANN model. The thirteen variables actually
represent different time series ensembles of the six independent environmental predictors
including water temperature, solar radiation, gage height, salinity, rainfall, and wind. It can be seen
from the table that the selected input variables describe the antecedent environmental conditions
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in the period of 2 - 30 days prior to an oyster norovirus outbreak. It means that oyster norovirus
outbreaks are essentially controlled by the environmental conditions 2 - 30 days before.
Table 3.2

Significant environmental indicators selected with random forest (RF) and forward
binary logistic regression (FBLR) methods.

Predictor

RF selected indicators

Temperature

T1:The average of maximum
temperatures within 14-30 days
prior to outbreak

FBLR selected indicators
T2: The average of mean temperatures
within 14-21 days prior to outbreak
T3: Temperature daily change 2 days
prior to outbreak
GH2: Mean gage height 2 days prior to
outbreak

Gage height

GH1: The sum of mean gage heights
within 4-30 days prior to outbreak.

Solar
radiation

SR1:The sum of mean solar
radiations within 4-29 days prior to
outbreak

SR2: The average of maximum solar
radiations within 14-30 days prior to
outbreak

Salinity

S1: The sum of maximum salinities
within 4-29 days prior to outbreak

S2: Minimum salinity 30 days prior to
outbreak

Rainfall

R1:The sum of rainfall within 4-9
days prior to outbreak

-

Wind

W1: The average wind within 14-30
days prior to outbreak

W2: The average wind within 25-30
days prior to outbreak

GH3: Gage height daily change 17 days
prior to outbreak

3.3.2 Sensitivity Analysis Results
While 13 indicators associated with six independent environmental predictors (Table 3.2)
were used as input variables in the ANN model, they are not equally important to the prediction
of oyster norovirus outbreaks. Figure 3.2 shows the relative importance, calculated using the four
sensitivity analysis methods, of the 13 input variables to the prediction of oyster norovirus
outbreaks. Although the estimated relative importance depends on the sensitivity analysis methods,
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it is apparent from the figure that the temperature variable T1 is by far the most important indicator
for oyster norovirus outbreaks according to the three methods: Perturb, PaD, and Profile. The
fourth method (Weight) ranks the temperature variable T2 as the most important input variable. It
can be seen from Table 3.2 that the two temperature variables, T1 and T2, describe different
features of water temperature and they are highly correlated with each other. The third temperature
variable T3 is also ranked high by the Profile method though it is excluded from PaD rankings.
The two solar radiation variables and three gage height variables are also ranked high by most
methods. In order to better identify the relative importance of the six independent environmental
predictors, the relative contributions of the 13 input variables displayed in Figure 3.2 were
reorganized by taking the average of the contributions estimated with four methods for each
variable and then summing up the average contributions of all the variables (e.g., T1, T2, and T3)
associated with the same independent environmental predictors (e.g., temperature). The results
indicated that temperature is the most important environmental indicator for oyster norovirus
outbreaks with the average relative contribution of 37.2%, followed by solar radiation (23.8%),
gage height (16.7%), salinity (12.3%), wind (6.3%), and rainfall (3.7%). It is clear that temperature
and solar radiation are the two most important environmental indicators and wind and rainfall are
the two least important indicators for norovirus outbreaks. The gage height and salinity are also
two important indicators for oyster norovirus outbreaks. In addition to knowing the relative
importance of individual indicators, it is also important to understand how individual indicators
together create the critical environmental conditions triggering oyster norovirus outbreaks.
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Figure 3.2

3.4

Sensitivity analysis result showing relative importance of 13 environmental
indicators to model-predicted oyster norovirus outbreaks, including 3
temperature-associated indicators (T1, T2 and T3), 3 gage height-associated
indicators (GH1, GH2 and GH3), 2 solar radiation-associated indicators (SR1
and SR2), 2 salinity-associated indicators (S1 and S2), 2 wind-associated
indicators (W1 and W2), and 1 rainfall-associated indicator (R1).

Discussion
In order to determine the critical environmental conditions triggering oyster norovirus

outbreaks, environmental conditions associated with the 13 model input variables (environmental
indicators) were graphically displayed and statistically analyzed. Figure 3.3 shows how historical
norovirus outbreaks in the Gulf of Mexico oyster growing areas were associated with
environmental conditions 4 – 30 days (time lags involved in indicators T1, SR2, GH1, S1, R1, and
W1) prior to an outbreak. It is clear from the figure that extremely low or low temperature, solar
radiation, gage height and salinity occurred 4 – 30 days prior to any norovirus outbreaks while
strong wind and heavy rainfall prevailed. Specifically, the statistical (percentile) analysis results
indicated that the average maximum temperature (T1) 14 to 30 days prior to outbreaks often went
down to the lowest 30% or even 10% (percentile) range (T1<12.8°C); the sum of mean gage height
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(GH1) 4 to 30 days before generally dropped down to the lowest 20% range while high gage height
could also be observed during outbreak periods (such as January 1996); and the average maximum
solar radiation (SR2) 14 to 30 days before varied commonly in the lowest 25% range. Likewise,
the sum of maximum salinity (S1) 4 to 29 days before was typically found in the lowest 40% range
(S1<3.8 ppt). Unlike temperature, solar radiation, gage height, and salinity which were low or
extremely low prior to a norovirus outbreak, wind and rainfall were found to change toward the
opposite direction. Specifically, the average wind (W1) 14 to 30 days before were commonly
found in the top (strongest) 25 percentile range (W1>2.9 m/s) while the sum of rainfall (R1) 4 to
9 days before increased to the top (heaviest) 40 percentile range. Additional graphs showing other
environmental indicators are presented in Appendix A. The results confirm that oyster norovirus
outbreaks are caused by the combination of extreme environmental conditions characterized by
low or extremely low water temperature, solar radiation, gage height, and salinity as well as strong
offshore wind and heavy rainfalls. It should be pointed out that the combination of extreme
environmental conditions does not necessarily mean that all the six environmental predictors
would be in their extreme conditions before norovirus outbreaks occur. In fact, most historical
oyster norovirus outbreaks took place when only 2 – 3 predictors were in their extreme states. For
instance, the January 1996 outbreak in Figure 3.3 was primarily triggered by the extremely low
solar radiation (lowest 10%) and extremely strong wind (highest 10%) while temperature was very
low. Likewise, the 2010 outbreak was due primarily to the combined effect of extremely low gage
height (lowest 10%) and temperature (lowest 10%) while solar radiation and salinity were very
low, and wind and rainfall were moderate.
Among the six independent environmental predictors, the most important three indicators,
including water temperature, solar radiation, and gage height, are capable of explaining 77.7% of
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model-predicted oyster norovirus outbreaks while the extremely low temperature alone may
explain 37.2% of model-predicted oyster norovirus outbreaks according to Figure 3.2. It is well
known that norovirus outbreaks exhibit winter seasonality with the outbreak peak occurring
commonly in December – March in the U.S. (Wang and Deng, 2012) while both temperature and
solar radiation become the lowest in December and January. Theoretically (or on average), the
yearly largest tidal range (gage height change) and lowest tide (gage height) may be observed on
the winter solstice day (around December 21). It means that all the three environmental predictors
along with their associated variables reach their extreme values or states in the winter season
(particularly December during the solstice), creating the favorable environmental conditions for
oyster norovirus outbreaks in January due to the 4 – 30 day time lags involved in the model input
variables (Table 3.2). As a result, the highest annual oyster norovirus outbreak risk generally
occurs in January. This December-January combination of the extreme environmental conditions
well

explains

why

norovirus

outbreak

peaks

commonly

occur

in

January

(https://www.cdc.gov/norovirus/reported-outbreaks.html). It is clear that the winter seasonality of
oyster norovirus outbreaks is strongly associated with the extreme combination of low water
temperature, low solar radiation and low gage height. Since the temperature and solar radiation are
closely correlated, the extremely low temperature during low tide is by far the most dominant
environmental condition favoring norovirus outbreaks. It is, therefore, recommended that water
temperature in oyster harvesting areas be monitored in the cold season and the extremely low
temperature during a low gage height or a large tidal range be used as the primary indicators for
norovirus outbreaks. It is also recommended that the real-time RT-PCR assay be employed for
detection of norovirus in oysters particularly during the extremely low temperature in combination
with a low gage height or a large tidal range.
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Figure 3.3

Extreme environmental conditions featured with six environmental indicators
and observed prior to reported norovirus (NoV) outbreaks in Louisiana Areas
6 and 7. (A) Environmental indicators SR2 (left axis) and GH1 (right axis).
(B) Environmental indicators T1 (left axis) and S1 (right axis). (C)
Environmental indicators R1 (left axis) and W1 (right axis).
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The findings are consistent with the unprecedented oyster norovirus outbreaks occurred in
the Pacific Northwest across Canada and the United States from November 2016 to April 2017
when record-breaking low temperature and extreme weather conditions occurred. It is highly
unlikely that a malfunctioning wastewater treatment plant or dumping of boat sewage waste would
cause oyster norovirus outbreaks at such large temporal (5 month long) and spatial (Pacific
Northwest)

scales

(http://www.kingcounty.gov/depts/health/communicable-diseases/disease-

control/outbreak/oysters.aspx; https://norocore.ncsu.edu/an-ongoing-norovirus-outbreak-tied-tooysters-in-british-columbia;

http://www.phac-aspc.gc.ca/phn-asp/2017/outbreak-norovirus-

eclosion-eng.php). It is the regional-scale extreme environmental conditions that triggered the
regional-scale outbreaks and the persistence of the extreme conditions made the outbreaks
sustained for almost five months.
The practical significance of the findings is that the environmental indicators along with
the predictive model can be utilized to develop an early warning system. The early warning system
can be used for informing oyster farmers and seafood safety monitoring programs of where and
when the environmental conditions are likely to lead to an oyster-related outbreak. Based on the
early warning of potential oyster norovirus outbreaks, the oyster farmers and seafood safety
monitoring programs can plan for management interventions, such as oyster harvest closure and
the RT-PCR detection of norovirus in oysters, to prevent oyster norovirus outbreaks and to
determine whether or when an implicated oyster harvest area should be reopened.
3.5

Conclusion


Oyster norovirus outbreaks are caused by the extreme combination of antecedent
environmental conditions (2 – 30 days before), including low water temperature, low solar
radiation, low gage height, low salinity, strong offshore wind, and heavy rainfalls. The
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environmental conditions can be described with 13 environmental indicators associated
with the six independent environmental predictors.


Water temperature is the most important indicator for oyster norovirus outbreaks with the
average relative contribution of 37.2%, followed by solar radiation (23.8%), gage height
(16.7%), salinity (12.3%), wind (6.3%), and rainfall (3.7%). The top three indicators,
including water temperature, solar radiation and gage height, are capable of explaining
77.7% of model-predicted oyster norovirus outbreaks.



Extremely low water temperature during a low gage height or a large tidal range may be
used as the primary indicator for norovirus outbreaks.
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CHAPTER 4: ARTIFICIAL NEURAL NETWORKS-BASED MODELING AND
FORECASTING OF OYSTER NOROVIRUS OUTBREAKS
4.1

Introduction
Oyster growing areas are usually located in nearshore shallow waters that are exposed to

land-based contaminants and marine source pollution (Campos et al., 2017a). Therefore, primary
sewage sources of oyster norovirus are malfunctioning municipal wastewater treatment plants,
sanitary sewer overflow, human wastes discharged from marine vessels, and urban or agricultural
runoff (Berg et al., 2000; Fitzgerald et al., 2014; Worgan et al., 2008). The filter-feeding behavior
of oysters allow them to obtain food by pumping water through gills and concentrate viruses within
their edible tissues up to 100 times the level in the growing water depending on the level and source
of fecal pollution, hydrographic characteristics, and environmental parameters such as water
temperature and salinity (Burkhardt and Calci, 2000; Campos et al., 2015; Nappier et al., 2008).
Therefore, oysters are susceptible to norovirus contamination.
In order to protect human health, the National Shellfish Sanitation Program (NSSP), a
cooperative program between the U.S. Food and Drug Administration (FDA), state regulatory
agencies, the Interstate Shellfish Sanitation Conference, and the shellfish industry, requires
shellfish producing states to monitor shellfish harvesting waters to determine that they are safe
before harvesting is permitted (NSSP, 2015). While a study by Pringle et al. (2015) found a strong
correlation between the reductions of norovirus and Male-Specific Coliphage (MSC)
concentrations in wastewater and suggested that MCS could be used as an indicator for norovirus
in wastewater treatment plants, fecal coliform bacteria are commonly monitored by shellfish
sanitation programs as an indicator organism for the quality of the oyster growing waters and the
end product. Several studies have shown the inadequacy of fecal coliform bacteria as an indicator
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of shellfish quality because a variety of infectious human pathogens (such as norovirus) were
detected in oysters with the acceptable level of fecal coliforms (Atmar, 2010; DePaola et al., 2010,
Le Guyader et al., 2006). As a result, oyster norovirus outbreaks have constituted a growing threat
to both the public health and the shellfish industry. The unprecedented oyster norovirus outbreaks
from January – April 2017 in the Pacific Northwest sickened hundreds of oyster consumers in
Canada and the U.S.A. (http://www.phac-aspc.gc.ca/phn-asp/2017/outbreak-norovirus-eclosion20170327-eng.php;

http://www.kingcounty.gov/depts/health/communicable-diseases/disease-

control/outbreak/oysters.aspx).
Norovirus is commonly detected by using molecular methods, such as Reverse
Transcription Polymerase Chain Reaction (RT-PCR) and real-time PCR (Flannery et al., 2013;
ISO, 2013; Kageyama et al., 2003; Knight et al., 2013; Vinjé et al., 2004; Vinjé, 2015; Woods et
al., 2016), which are currently considered as highly sensitive and specific, and cost-effective
methods (Hong et al., 2015). Woods et al. (2016) presented an efficient detection and
characterization of norovirus in several oyster-associated outbreaks using an ultracentrifugation
protocol which incorporated extraction controls and real-time RT-qPCR. In addition to PCR
methods, recent studies focused on the development of biosensors due to their high sensitivity and
short processing time (Hong et al., 2015; Hwang et al., 2017; Velusamy et al., 2010). Biosensors
generally involve a bio-recognition element coupled to an appropriate transducer to detect an
analyte of interest (Turner et al., 1987). Hong et al. (2015) proposed an electrochemical biosensor
for the detection of norovirus. The concentration of norovirus was measured in a realistic
environment with high sensitivity (R2=0.968), demonstrating a potential of biosensors for
norovirus detection. However, there are no reported applications of biosensors for in-situ detection
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of norovirus in oyster growing waters due partly to the high-cost of biosensors. It might be feasible
in the future to deploy biosensors in oyster growing waters for detection of norovirus.
In spite of the extensive efforts made in the detection of oyster norovirus outbreaks and the
implementation of sanitation control plans for oyster growing areas, effective and efficient
prediction tools that are able to detect oyster norovirus outbreaks on a daily base are still lacking
particularly for field-scale detection and management of norovirus. The development of a robust
predictive tool for oyster norovirus outbreaks requires a sound understanding of environmental
factors affecting the abundance and distribution of norovirus in the coastal water environment. As
a result, increasing efforts have been made in the identification of environmental factors and the
development of modeling tools for predicting oyster norovirus outbreaks (Chenar and Deng, 2017;
Shamkhali Chenar and Deng, 2017; Wang and Deng, 2012, 2016). Wang and Deng (2016)
developed a novel probability-based Artificial Neural Network model using environmental and
norovirus outbreak data collected from Louisiana oyster harvesting areas along the Gulf of Mexico
coast, USA, demonstrating the great promise of Artificial Intelligence (AI) techniques (particularly
Artificial Neural Networks) in predicting infectious disease outbreaks by learning from the data
associated with historical incidents. The overall goal of this chapter is to present an effective and
efficient modeling tool for proactively managing and ultimately eliminating oyster norovirus
outbreaks. Targeting a robust modeling tool requires a greater understanding of the long-term
influence of environmental factors on the norovirus outbreaks within the coastal water
environment. To that end, the specific objective of this chapter is to develop an AI-based
forecasting model for predicting oyster norovirus outbreaks in advance with sufficient lead-time
to allow management interventions using the significant environmental indicators identified in
previous chapter.
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4.2

Methods

4.2.1 Artificial Intelligence-Based Modeling of Oyster Norovirus Outbreaks
As described in Chapter 3, historical norovirus outbreaks data and environmental
parameters were collected from various online sources. The model input variables were also
selected using the random forest (RF) and the Forward Binary Logistic Regression (FBLR)
methods. The RF and FBLR methods were performed using the statistical software R-3.2.2 and
SAS 9.4.
While a number of different modeling approaches are available, Artificial Intelligence (AI)
techniques, such as Artificial Neural Networks (ANN), are best suited to develop a forecasting
model for determining the risk of oyster norovirus outbreaks (Wang and Deng, 2012, 2016). To
that end, a three-layer feedforward ANN model with backpropagation learning was constructed.
Specifically, the ANN model includes an input layer into which all data needed to run the model
are fed, a hidden layer of 20 neurons which are designed or structured to function like the human
brain and trained to create the superhuman intelligence being able to mimic oyster norovirus
outbreaks by learning from the datasets associated with historical oyster norovirus outbreaks, and
an output layer that displays the risk of oyster norovirus outbreak for each set of input data. The
ANN model training process, involved in the creation of the superhuman intelligence, was
implemented using the Neural Network Toolbox software in MATLAB Program (version 2013a).
The ANN model training process requires three datasets including the training set for
adjusting weights, the validation set for measuring the network generalization, and the testing set
for assessing the model performance. The order in which samples was inputted into the network
was random from iteration to iteration to improve the model performance (Palani et al., 2008).
Thus, the normalized daily data sets for the selected input variables, collected for the 15-year
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period of 1996 – 2010 for the oyster growing areas in the Gulf of Mexico, were randomly split
into three groups for training (accounting for 60% of the datasets), validation (20%), and testing
(20%). The corresponding daily norovirus outbreak data used for the output layer were either 1, if
an outbreak was reported, or 0 if there were no reported outbreaks. The training process produced
a large number of potential models which were ranked in terms of their overall performance
(assessed using Mean Squared Error and coefficient of correlation) with the three groups of data
sets. The three top-ranked models were then selected for cross-validation using additional four
years of independent datasets, which were not used in the model training process and collected
from 2011 to 2014.
The ANN model with the best performance in the cross-validation process was finally
selected as the forecasting model. The norovirus outbreak risks predicted with the best ANN model
were then compared with historical norovirus outbreaks to determine a risk threshold level
indicating either outbreaks, if model-predicted risks exceed the threshold, or no outbreaks if
model-predicted risks are lower than the threshold.
The overall performance of the best-trained ANN model was evaluated using the receiver
operating characteristic (ROC) curve. The curve can be constructed by plotting the true positive
rate (sensitivity) against the false positive rate at various threshold settings, and the area under the
curve (AUC) is commonly employed as a valid measure of model performance (Fawcett, 2006).
4.3

Results

4.3.1 Selection of Model Input Variables
The RF and FBLR methods identified thirteen variables associated with the six
independent environmental predictors as significant variables or indicators for oyster norovirus
outbreaks. The thirteen variables involve 3 water temperature-associated variables (including T1
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- average maximum temperature from 14 to 30 days before an outbreak), T2 - average mean
temperature from 14 to 21 days before) and T3 - temperature change 2 days before), 3 gage heightassociated variables (including GH1 - sum of mean gage height from 4 to 30 days before, GH2 mean gage height 2 days before and GH3 - gage height change 17 days before), 2 solar radiationassociated variables (including SR1 - sum of mean solar radiation from 4 to 29 days before and
SR2 - average maximum solar radiation from 14 to 30 days before), 2 salinity-associated variables
(including S1 - sum of maximum salinity from 4 to 29 days before and S2 - minimum salinity 30
days before), 2 wind-associated variables (including W1 - average wind from 14 to 30 days before
and W2 - average wind from 25 to 30 days before), and 1 rainfall-associated variables (including
R1 - sum of rainfall from 4 to 9 days before). Since the 13 variables represent antecedent
environmental conditions 2 – 30 days prior to an oyster norovirus outbreak, it is possible that oyster
norovirus outbreaks are controlled by the antecedent environmental conditions and the outbreaks
are forecastable with two-day lead time by using the 13 variables. Therefore, all the 13 variables
were selected as the input variable for the ANN model.
4.3.2 Model Development and Cross-Validation
The best-trained ANN model, called ANN-2Day model, was finally selected as the
forecasting model for oyster norovirus outbreaks. Since the ANN-2Day model only requires the
environmental data 2 - 30 days before, it can, therefore, be employed to make a 2-day forecast of
potential oyster norovirus outbreaks in any oyster harvesting areas in the Northern Gulf of Mexico
as long as hourly or daily data are available for the six independent environmental predictors. It
means that potential oyster norovirus outbreaks could be forecasted two days in advance with the
ANN-2Day model. By comparing the norovirus outbreak risks predicted with the ANN-2Day
model and the reported historical oyster norovirus outbreaks, it was found that a model–predicted
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risk of 0.5 consistently forecasted the reported outbreaks. As a result, the risk level of 0.5 was
utilized as the risk threshold for oyster norovirus outbreaks, leading to human illness. It means that
a norovirus outbreak would occur if the model-predicted risk is > 0.5 while there would be no
norovirus outbreaks if the model predicted risk is < 0.5. It should be pointed out that a higher risk,
predicted with the model, may represent a higher rate of potential human norovirus infection but
the quantitative association between the model-predicted risk (>0.5) and the magnitude of
outbreaks was not investigated in this study.
Figure 4.1 shows comparisons between the ANN model-forecasted daily risks of norovirus
outbreaks and the reported norovirus outbreaks during the 15-year period of January 1, 1996 –
December 31, 2010 in oyster harvesting areas along the Northern Gulf of Mexico coast,
demonstrating the overall performance of the model in the model development phase.
Panel A displays the daily risks of norovirus outbreaks in Louisiana Areas 6 and 7 where
four clusters of norovirus outbreaks were reported in the 15-year period. For the first reported
cluster of outbreaks from January 25 – February 23, 1996, the model-predicted risks exceeded the
threshold of 0.5 for 21 days during the 30-day outbreak period of January 25 (risk=0.64) to
February 23 (risk= 0.75). The highest model-predicted risk for this period was 0.99 (January 27).
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Figure 4.1

Time series plots comparing the model-forecasted norovirus outbreak risks
and the reported norovirus outbreaks from 1996 to 2010 in oyster growing
areas along the Northern Gulf of Mexico coast: (A) Louisiana Areas 6 and 7,
(B) Louisiana Area 1, (C) Louisiana Area 3, (D) Louisiana Area 13, and (E)
Texas area in San Antonio Bay.
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As for the second reported cluster of outbreaks from December 22, 1996 – January 3, 1997,
the model predicted the high risks of 0.59 – 0.76 (>0.5) for the nine-day period of December 24,
1996 (risk=0.76) to January 1, 1997 (risk=0.61). While the model-predicted outbreak period was
shorter than the reported one, they basically confirmed the occurrence of the same cluster of
norovirus outbreaks. According to the ANN-2Day model the third cluster of norovirus outbreaks
started on March 16 with the risk of 0.63, peaked at the risk of 0.93 (March 22), and ended on
March 27, 2002 with the risk of 0.61. Again, the model-predicted outbreak period was shorter than
the reported one but it is in the reported outbreak period (March 12 – 28, 2002), confirming the
existence of the third cluster of norovirus outbreaks. The fourth cluster of norovirus outbreaks,
predicted by the ANN-2Day model, started on March 9, 2010 with the risk of 0.72, peaked at the
risk of 0.95 (March 15), and ended on March 24, 2010 with the risk of 0.84, as shown in Figure
4.1A. While the model-predicted onset date was 3 days later than the reported onset date, the end
dates were exactly the same, confirming the fourth cluster of norovirus outbreaks in Louisiana
Areas 6 and 7. Obviously, the model successfully forecasted all reported outbreaks without
showing any false or unconfirmed outbreaks. It should be pointed out that reported beginning
dates of oyster norovirus outbreaks are generally inferred onset dates of the outbreaks based on
epidemiological investigations. The end dates are the dates when the implicated oyster harvesting
areas are officially closed and recalls are ordered for all oysters harvested between the onset dates
and the end dates. The reported end or closure dates are not necessarily the actual end dates of
oyster norovirus outbreaks. Therefore, the reported norovirus outbreak periods (particularly the
onset and end dates) may not be accurate due to the uncertainty involved in the epidemiological
investigations and associated inferences.
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Panel B in Figure 4.1 exhibits daily risks of norovirus outbreaks in Louisiana Area 1 where
there was only one reported norovirus outbreak from March 1 – 31, 2002, in the 15-year period.
The ANN-2Day model forecasted two clusters of norovirus outbreaks. The first cluster of
forecasted norovirus outbreaks also started on March 1 with the risk of 0.60, peaked at the highest
risk of 1.00 on March 6, 16 – 18, and 20-27, and ended on March 31, 2002 with the risk of 0.58.
The only day with the model-predicted risk lower than 0.5 was March 2 (risk=0.43) in the 31-day
outbreak period, confirming the reported outbreak. In addition to the confirmed March 2002
cluster, the second cluster of model-forecasted norovirus outbreaks started on March 8, 2010 with
the risk of 0.55, peaked at the highest risk of 1.00 on 6 days, and ended on March 28 with the risk
of 0.65. The model-forecasted norovirus outbreak risks for the 21 days (March 8 – 28) were
consistently higher than the threshold of 0.5. While there was no reported outbreak for this area
(Area 1) in March 2010, multiple clusters of outbreaks were reported in March 2010 for Louisiana
Areas 3 (connected to Area 1), 7, and 13, as shown in Figure 4.1A, 4.1C, and 4D. It was, therefore,
possible that the model-forecasted March 2010 outbreak indeed occurred in Louisiana Area 1 but
it was not reported due to the lack of epidemiological data. It was also possible that the modelforecasted March 2010 outbreak for Louisiana Area 1 was a false outbreak, as shown in Figure
4.1B.
Panel C in Figure 4.1 illustrates daily risks of norovirus outbreaks in Louisiana Area 3 where
two clusters of norovirus outbreaks were reported in the 15-year period but four clusters of
norovirus outbreaks were forecasted by the ANN-2Day model. For these two reported outbreak
periods, the ANN-2Day model also forecasted two norovirus outbreaks. For the December 2007
outbreak period, the ANN-2Day model forecasted a single outbreak that occurred on December
18, 2007 at the risk of 0.50. Unlike other forecasted outbreaks that often occur in the form of
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clusters on multiple consecutive days, the December 2007 outbreak occurred as a single day event
according to the ANN-2Day model. Corresponding to the March 2010 outbreak, the ANN-2Day
model forecasted a cluster of norovirus outbreaks with the onset date of March 15, 2010
(risk=0.64) and the end date of March 25, 2010 (risk=0.71). The model-predicted daily risks varied
in the high risk range of 0.64 – 1.00 over the 11 consecutive days of outbreak period, which was
5 days longer than the reported outbreak period (March 20 – 25). In addition to the two reported
outbreaks, the ANN-2Day model predicted two more unconfirmed clusters of norovirus outbreaks.
The first unconfirmed cluster of norovirus outbreaks started on December 23, 1996 with the risk
of 0.52, peaked at the risk of 0.66 on December 31, 1996, and ended on January 1, 1997 with the
risk of 0.51. While this forecasted outbreak was not reported, the outbreak coincided with the
reported outbreak that occurred from December 22, 1996 – January 3, 1997 in Areas 6 and 7, as
shown in Panel A. The second unconfirmed cluster of norovirus outbreaks started on March 3,
2002 with the risk of 0.54, peaked at the risk of 1.00 on March 18 and 20 – 25, and ended on March
30, 2002 with the risk of 0.58. Model-predicted risks exceeded the threshold of 0.5 for 24 days
during the 28 days of unconfirmed outbreak period. While this forecasted outbreak was not
reported, the forecasted outbreak was concurrent with the corresponding ones shown in Panels A,
B and D for Areas 6/7, 1, and 13. Therefore, the two unconfirmed clusters of norovirus outbreaks
predicted by the ANN-2Day model could be true incidents that were not reported or false clusters
of outbreaks depending on whether the norovirus source is available and the contaminated oysters
are consumed. It should be noted that norovirus is not a natural inhabitant of the marine
environment and its presence in oyster growing areas is the result of the mobilization of the
norovirus particles from source points to coastal waters, typically mediated by periods of heavy
rainfall event-induced overflows from norovirus sources such as municipal wastewater treatment
65

plants and septic tanks (Borchardt et al., 2011; Goblick et al., 2011; Rodríguez et al., 2012).
Therefore, it is possible that the ANN-2Day model may produce false outbreaks when favorable
environmental conditions for norovirus outbreaks prevail but the pathogen is not present in the
water or norovirus-contaminated oysters are not consumed.
Panel D in Figure 4.1 shows daily risks of norovirus outbreaks in Louisiana Area 13 where
there was only one reported outbreak in the 15-year period but four clusters of norovirus outbreaks
were predicted by the ANN-2Day model. Area 13 was shut down on March 30, 2010 and It was
inferred that the contaminated raw oysters were harvested from Area 13 around March 16, 2010.
Correspondingly, the ANN-2Day model forecasted a cluster of norovirus outbreaks beginning on
March 17, 2010 with the risk of 0.63 and ending on March 24, 2010 with the risk of 0.66 in Area
13. The model-predicted daily risks were higher than the threshold of 0.5 for 5 days during the 8
days of outbreak period and the highest risk reached 0.71. It is clear that model-predicted outbreak
period (March 17 – 24) is consistent with the reported outbreak (inferably occurred from March
17 – 30). In addition to the confirmed March 2010 outbreak in Area 13, the ANN-2Day model
forecasted three more unconfirmed clusters of norovirus outbreaks for this area. The first
unconfirmed cluster of norovirus outbreaks started on January 27, 1996 with the highest risk of
0.75 and ended on February 22, 1996 with the risk of 0.52. The model-predicted daily risks
exceeded the threshold of 0.5 for 5 days during the 27 days of outbreak period. While this
forecasted outbreak was not reported, the outbreak coincided with the reported outbreak from
January 25 – February 23, 1996 in Areas 6 and 7. Therefore, this unconfirmed cluster of norovirus
outbreaks could be a true outbreak that was not reported or a false cluster of outbreaks due to the
absence of norovirus in the oyster growing area or the closure of this area. The second unconfirmed
cluster of norovirus outbreaks started on January 11, 1998 with the risk of 0.88 and ended on
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January 12, 1998 with the risk of 0.57. There were no reported outbreaks in any oyster growing
areas along the Gulf of Mexico coast in January 1998. Therefore, this model-forecasted norovirus
outbreak should be a false outbreak and this is the only false outbreak predicted by the ANN-2Day
model with the 15-years of datasets used in the model development. The third unconfirmed cluster
of norovirus outbreaks started on March 16, 2002 with the risk of 0.57 and ended on March 23,
2002 with the risk of 0.56. The model-predicted daily risks were persistently higher than the
threshold of 0.5 over the 8-day outbreak period and the highest risk reached 0.91 on March 20.
While this forecasted outbreak was not reported, the outbreak coincided with the two confirmed
outbreaks from March 12 – 28, 2002 in Area 7 and from March 1 – 31, 2002 in Area 1, respectively,
as shown in Panels A and B of Figure 4.1. Therefore, this unconfirmed cluster of norovirus
outbreaks could be a true outbreak that was not reported or a false cluster of outbreaks due to the
absence of norovirus in the oyster growing area or the closure of this area. Panel E in Figure 4.1
shows daily risks of norovirus outbreaks in the San Antonio Bay oyster harvesting area, Texas
where two oyster norovirus outbreaks were reported in the 15-year period. Specifically, two
norovirus outbreaks associated with consumption of contaminated oysters occurred in the San
Antonio Bay, Texas from February 1 – 24, 2007 and November 16 – 25, 2009, respectively. The
ANN-2Day model was capable of reproducing the two confirmed outbreaks. The first forecastedcluster of norovirus outbreaks in the San Antonio Bay started on February 1, 2007 with the risk of
0.87, peaked at the risk of 1.00 for 6 days, and ended on February 24, 2007 with the risk of 0.57.
The model-predicted daily risks were persistently higher than the threshold of 0.5 for 22 days
during the 24 days of outbreak period. Obviously, the model exactly predicted the confirmed
outbreak in terms of the onset and end dates of the outbreak. The second forecasted norovirus
outbreak in the San Antonio Bay happened as a single day incident on November 15, 2009 with
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the risk of 0.54. Since the model-predicted and reported onset dates were almost the same, the
model prediction basically confirmed the reported outbreak. Additional graphs showing the modelpredicted risks in the mentioned oyster growing areas are presented in Appendix B.
In order to validate the performance of the ANN-2Day model, additional four years of
environmental and epidemiological data from 2011 to 2014, which were not used in the model
development, were employed for cross-validation of the model. Figure 4.2 shows the crossvalidation results of the ANN-2Day model with the four years of independent data collected from
Louisiana Areas 23 and 30, Texas oyster growing area in the Copano Bay, and Mississippi oyster
growing Area IIC (2009-2014). There was a reported norovirus outbreak in May 2012 in Louisiana
Areas 23. The ANN-2Day model forecasted a norovirus outbreak with the risk of 0.52 for May 8,
2012 during the reported outbreak period, as shown in Figure 4.2.A. Louisiana Area 30 outbreak
between December 28, 2012 and January 4, 2013 was confirmed by the ANN-2Day model that
forecasted a cluster of norovirus outbreaks started on December 31, 2012 with the risk of 0.53 and
ended on January 1, 2013 with the risk of 0.53, as shown in Figure 4.2B. In addition to Louisiana,
the ANN-2Day model was also applied to oyster harvesting areas in Texas and Mississippi for
independent testing. According to the ANN-2Day model, a cluster of norovirus outbreaks in the
Copano Bay started on January 7, 2014 with the risk of 0.59, peaked at the risk of 0.67 on January
9, and ended on January 11, 2014 with the risk of 0.56, as shown in Figure 4.2C. Panel D in Figure
4.2 shows daily risks of norovirus outbreaks in the Mississippi oyster harvesting Area IIC where
two oyster norovirus outbreaks were reported in the 6-year period of January 1, 2009 – December
31, 2014. The ANN-2Day model was capable of reproducing the two confirmed outbreaks. The
first forecasted-cluster of norovirus outbreaks in Area IIC started on January 7, 2009 with the risk
of 0.74, peaked at the risk of 0.92 on January 8 and kept at the high risk of 0.89 on January 13, and
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ended on January 14, 2009 with the risk of 0.62. The second forecasted-cluster of norovirus
outbreaks in Area IIC started on March 3, 2009 with the risk of 0.68 and ended on March 4, 2009
with the risk of 0.64. Additional graphs showing the model-predicted risks in the mentioned oyster
growing areas are presented in Appendix B.
In addition to confirming the reported outbreaks, the ANN-2Day model was also validated
with independent datasets collected from 2011 to 2014 for other Louisiana oyster harvesting areas,
including Areas 2, 12, 14, 18, and 26, where there were no reported norovirus outbreaks at all
(Appendix B). The ANN-2Day model predicted low risks (< 0.5) of norovirus outbreaks for all
areas and all days in the four years except Area 18 and January 24 (risk=1.00) and 27 (risk=0.5),
2013 (results not shown). It means that the model forecasted a false outbreak in Louisiana Area 18
starting on January 24 and ending on January 27, 2013 and this is the only false outbreak produced
with the additional four years of independent datasets without any reported outbreaks.
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Figure 4.2

Time series plots comparing the model-forecasted norovirus outbreak risks
and the reported norovirus outbreaks (not used in model development) from
2011 to 2014 in oyster growing areas along the Northern Gulf of Mexico coast:
(A) Louisiana Area 23, (B) Louisiana Area 30, (C) Texas area in Copano Bay,
and (D) Mississippi Area IIC (2009-2014).
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The overall performance of a binary classification model like the ANN-2Day model can
be measured using many metrics. The basic metrics commonly used in the classification of
infectious disease outbreaks are the number of positives (outbreaks) and the number of negatives
(non-outbreaks). Based on the two numbers for reported and model-forecasted positives and
negatives, other metrics can be derived. To that end, both the number of the days with reported
norovirus outbreaks (positives) and the number of the days without reported norovirus outbreaks
(negatives) from January 1, 1996 to December 31, 2014 were counted. The daily model predictions
that were consistent with the reported positives and negatives were labeled as true positives and
true negatives, respectively. The number of days in any reported norovirus outbreak period was
counted as the number of true positives since the model correctly predicted all historical norovirus
outbreaks though the reported and forecasted onset and end dates were not always consistent. The
days, on which the model-predicted risks exceeded the threshold of 0.5 but no outbreaks were
reported, were labeled as false positives. Similarly, the days, on which norovirus outbreaks were
reported but the model-predicted risks were lower than the threshold of 0.5, were treated as false
negatives. Based on the total number of true positives (222), true negatives (40985), false positives
(67), and false negatives (0), the commonly used model performance metrics were calculated as
follows: the true positive rate (sensitivity) = 100.00%, true negative rate (specificity) = 99.84%,
the positive predictive value = 76.82%, the negative predictive value = 100.00%, and the overall
accuracy = 99.83%, demonstrating the efficacy of the ANN-2Day model in predicting the risk of
norovirus outbreaks. In addition to the statistical metrics, the performance of the ANN-2Day model
was also described graphically. A receiver operating characteristic (ROC) curve was plotted in
Figure 4.3 to demonstrate the performance of the ANN-2Day model for the training dataset (model
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development result) and the independent testing dataset (cross-validation result), respectively for
the oyster growing areas in the Northern Gulf of Mexico. The area under the curve (AUC) in Figure
4.3 is 0.99 for the training dataset and 0.80 for the testing dataset, respectively, illustrating the
great performance of the ANN-2Day model in forecasting oyster norovirus outbreaks. Moreover,
the true positive and negative rates are 98.9% and 97.7%, respectively, for the training set shown
in Figure 4.1 and 69.6% and 87.2%, respectively, for the independent testing set, shown in Figure
4.2.

Figure 4.3

4.4

Receiver operating characteristic (ROC) curve for the oyster norovirus
outbreak risks forecasted with the ANN-2Day model. Panel A: training
dataset. Panel B: Testing dataset. An area of 1.0 means that the model
performance is perfect while an area of 0.5 indicates that the model is useless.

Discussion
An oyster norovirus outbreak is defined as an epidemiological incident involving at least

two confirmed norovirus infection cases associated with the consumption of oysters harvested
from the same growing water. Oyster norovirus outbreaks typically occur in clusters. A cluster of
oyster norovirus outbreaks is defined as an epidemiological incident that may last for 2 – 30 days
commonly and the model-predicted daily risks exceed the threshold of 0.5 for at least two days.
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By investigating the historical epidemiological data presented in Section 2.2 and particularly
comparing the date for the closure of an implicated oyster harvest area and the date (onset day of
norovirus outbreak) for the recall of the implicated oysters, it was found that it would generally
take 10 – 21 days from the onset day, when norovirus-contaminated oysters are first harvested and
then placed on the market, to the closure day when an oyster norovirus outbreak has been
confirmed through epidemiological investigations and the implicated oyster growing area is
officially closed. For instance, on April 13, 2017 the Washington State Department of Health
ordered an emergency harvest closure and a multistate recall of all oysters harvested from March
15, 2017 to April 11, 2017 from the implicated portion of Hammersley Inlet growing area,
Washington, U.S.A. (http://www.doh.wa.gov/YouandYourFamily/FoodSafety/Recalls). It is clear
that the current norovirus management procedure is enacted to respond to epidemiological
incidents and thus is unable to prevent oyster norovirus outbreaks from occurrence due to the lack
of a forecasting tool. The ANN-2Day model makes it possible to forecast norovirus outbreaks with
sufficient lead time and thereby rethink the procedure.
While norovirus does not naturally occur in the marine environment, the results and
particularly sensitivity analysis results from this study suggest that the occurrence or abundance
of norovirus in oyster growing waters is forecastable using 13 time-lagged variables of the six
environmental predictors, which define the antecedent environmental conditions of 2 - 30 days
before. Each environmental predictor represents an important mechanism or process leading to the
occurrence of norovirus in oyster growing waters and thus contributes to the risk of norovirus
outbreaks. Specifically, low temperature causes the contraction of pores in oyster gills and thereby
reduces the pore size of oyster tissues and increases the concentration of norovirus particles in
oysters, contributing the risk of norovirus outbreaks. Low water temperature also results in the low
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metabolic activity of oysters and thereby slows down the removal of virus from contaminated
bivalves (Campos et al., 2017b; Doré et al., 2010), though different norovirus genogroups show a
different behavior regarding the bioaccumulation of norovirus in oyster tissues during seasonal
variations (Maalouf et al., 2010). The seasonal variations in oyster norovirus outbreak risks can be
see clearly in Figures 1 and 2. Specifically, the model-predicted risk levels generally become high
in the winter season and low in the summer season, producing seasonal variations in the modelpredicted risk levels. High solar radiation in warm seasons inactivates norovirus and low solar
radiation in the winter season contributes to the risk of norovirus outbreak. While the relationship
between the low water temperature along with low solar radiation and high norovirus incidence
has been well documented in the literature (Burkhardt and Calci, 2000; Burkhardt et al., 2000), the
sensitivity analysis results indicate that low water temperature and solar radiation over a certain
antecedent period are the most important contributors to the elevated risk of oyster norovirus
outbreaks. A low gage height during cold temperature may eliminate the vertical temperature
gradient or stratification and lower the water temperature at the oyster bed to the cold air
temperature, increasing the concentration of norovirus in oysters and thereby the risk of oyster
norovirus outbreak. It is, therefore, recommended that the extremely low temperature during a low
gage height be used as the primary indicator of oyster norovirus outbreaks. Since norovirus is not
a marine virus, the major vector for norovirus to reach oyster growing waters is heavy rainfallinduced sewage overflows. The antecedent rainfall of 4 – 9 days before is employed to indirectly
describe the effect of pollution source (such as the magnitude of pollution and the distance of
shellfish from pollution source) on oyster norovirus outbreaks. Specifically, the antecedent period
of 4 – 9 days means that it would take 4 – 9 days for sewage-contaminated runoff to reach oyster
harvesting areas from norovirus source points (such as failing septic systems, recreational camps
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and malfunctioning wastewater treatment plants) following a rainfall event. Basically, each
antecedent day in the rainfall variable represents the distance of a norovirus source from an
implicated oyster harvesting area. Likewise, the offshore wind-produced onshore bottom current
conveys norovirus to oyster beds, increasing the concentration of norovirus in oysters and thereby
contributing to the risk of oyster norovirus outbreaks. Low salinity was found to enhance the
persistence of norovirus in oyster harvesting waters and thereby increase the concentration of
norovirus in oysters by enhancing virus binding to fine sediment particles (Maalouf et al. 2010). It
is interesting that the bioaccumulation of norovirus in oysters not only can be influenced by
environmental factors such as temperature and salinity, but also by the physiological factors of
oysters (such as size and species) and norovirus genogroups (Maalouf et al., 2010; Nappier et al.,
2008; Sobsey and Jaykus, 1991).
Overall, the six environmental predictors are consistent with the U.S. National Shellfish
Sanitation Program Guide for the Control of Molluscan Shellfish (NSSP 2015). The NSSP guide
requires the monitoring and determination of hydrographic and meteorological characteristics
affecting the distribution of pollutants to the oyster growing areas, including tidal amplitude and
type and water depth (gage height), salinity, rainfall patterns and intensity, prevailing winds, and
water temperatures. While the NSSP guide does not require the monitoring of solar radiation, it is
recognized in the guide that microbial inactivation in seawater occurs by diffusion and a process
of biological inactivation associated with the specific bacteriophages and solar radiation. It should
be noted that the NSSP guide is important to the improvement of oyster safety but it appears that
the NSSP rules and regulations are not adequate to prevent oyster norovirus outbreaks, as
evidenced by the unprecedented oyster norovirus outbreaks from January – April 2017 in the
Pacific Northwest. A major new contribution of this study is the incorporation of the important
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environmental predictors (listed in the NSSP guide) and thus the mechanisms and processes
responsible for the occurrence of norovirus in oyster growing waters and the concentration of
norovirus in oysters into an effective and efficient forecasting tool (ANN-2Day model). The ANN2Day model makes it possible to simulate and understand effects of individual environmental
predictors on oyster norovirus outbreaks and provides new insights into how antecedent
environmental conditions could trigger oyster norovirus outbreaks. Specifically, oyster norovirus
outbreaks are controlled by antecedent environmental conditions 2 - 30 days before. The
environmental conditions favoring oyster norovirus outbreaks can be characterized with 13 timelagged variables associated with 6 independent environmental predictors including low water
temperature, low solar radiation, low gage height, low salinity, strong wind, and heavy rainfall.
Therefore, the ANN-2Day model fully complies with the NSSP guide and enables oyster
monitoring programs to implement the NSSP rules and regulations in a more efficient and effective
way in terms of forecasting potential oyster norovirus outbreaks with sufficient lead time for
management interventions. Specifically, it is recommended that oyster and water samples be taken,
if the model-forecasted risk for any oyster harvesting area exceeds the outbreak threshold of 0.5,
from the forecasted high risk area. If norovirus is detected at infectious levels in the samples, the
implicated area(s) should be closed to oyster harvesting, making it possible to prevent
contaminated oysters from going out into the market in the first place and prevent or at least reduce
the risk of oyster contamination to human health and costly oyster recalls, and thereby greatly
improving seafood safety.
The performance of the ANN-2Day model with the 19 years of historical oyster norovirus
outbreak datasets, described with the area under the receiver operating characteristic curve = 0.93
in Figure 4.3, indicates that oyster norovirus outbreaks are forecastable in advance using the six
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environmental predictors and easily available daily data. Specifically, the ANN-2Day model is
able to inform public health agencies and oyster harvesters in advance of where (a specific oyster
growing area) and when (a specific outbreak date such as December 23, 2017) a high risk of oyster
norovirus contamination will occur. Based on the specific forecasting information, infectious
disease epidemiology and oyster monitoring programs may temporarily suspend oyster harvesting
from the forecasted high risk area(s) and take and test samples to confirm or deny the forecasted
oyster norovirus contamination. If the forecasted norovirus contamination is confirmed by the
testing result, the implicated oyster harvesting area(s) can be closed officially and contaminated
oysters would not be harvested, preventing the consumption of contaminated oysters and thereby
the transmission of norovirus to humans.
It should be pointed out that the ANN-2Day model was developed and validated using the
data from the Gulf of Mexico coast, the United States. The model may be applicable to other
regions or countries but the application of ANN-2Day model to other regions may require further
validation and possibly additional calibration with local data due to the difference in pollution
sources, reference datum and minimum and maximum data ranges which were used in the
normalization of datasets. To implement the model for other regions, historical time series data for
the six environmental predictors should be collected and normalized. While there is no limitation
to the length (number of years) of historical time series data, a model, based on the time series data
of 10 years or a longer duration involving at least 5 oyster norovirus outbreaks, would make more
accurate predictions. The time series data for the six environmental predictors could be utilized to
produce the data needed for each of the 13 model input variables. Once the data for the 13 model
input variables are available, the ANN-2Day model could be rerun with the MATLAB Program
and calibrated with local oyster norovirus outbreak data if necessary. Nonetheless, the ANN-2Day
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model is a powerful forecasting tool with 2-day lead time and is of profound theoretical and
practical significance. In terms of theoretical significance, this is the first model that is capable to
predict oyster norovirus outbreak risks in advance with 2-day lead time and thus it represents a
major breakthrough in forecasting the risk of oyster norovirus outbreaks to human health. In terms
of practical significance, the ANN-2Day model is able to forecast when, where, and under what
environmental conditions norovirus contamination to oysters is likely to occur, leading to human
infection and subsequent norovirus outbreaks. Therefore, the new capability provided by the ANN2Day model enables public health agencies and oyster industry to achieve a paradigm shift of their
daily management and operation from primarily reacting to epidemic incidents of norovirus
infection after they have occurred to completely eliminating (or at least reducing) the risk of costly
incidents to human health.
A major limitation of this paper is that the model-predicted risk is not quantitatively linked
to the magnitude of the outbreaks or the human infection rate. In addition, the available
epidemiological data used in the training of the ANN-2Day model may not capture some illnesses
that might be experienced by the exposed population but not reported to government agencies due
to low levels of illness or lack of diagnosis, causing some inaccurate predictions. Moreover, effects
of genetic diversity of norovirus on outbreaks are not considered in the development of the ANN2Day model.
4.5

Conclusion


Oyster norovirus outbreaks are forecastable with two-day lead time using the ANN-2Day
model and daily data for the six environmental predictors. The ANN-2Day model was
capable of reproducing 19 years of historical oyster norovirus outbreaks along the Northern
Gulf of Mexico coast with the positive predictive value of 76.82%, the negative predictive
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value of 100.00%, the sensitivity of 100.00%, the specificity of 99.84%, the overall
accuracy of 99.83%, and the area under the receiver operating characteristic curve of 0.93,
respectively, demonstrating the efficacy of the model in predicting the risk of norovirus
outbreaks.


The ANN-2Day model is able to forecast when, where, and under what environmental
conditions norovirus contamination to oysters is likely to occur, leading to human infection
and subsequent norovirus outbreaks.



The ANN-2Day model enables public health agencies and oyster harvesters to achieve a
paradigm shift of their daily management and operation from primarily reacting to
epidemic incidents of norovirus infection after they have occurred to completely
eliminating (or at least reducing) the risk of costly incidents to human health.



The ANN-2Day model may be applicable to other regions but the application may require
further validation and possibly additional calibration with local data due to the difference
in reference datum and minimum and maximum data ranges that were used in the
normalization of modeling datasets.
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CHAPTER 5: GENETIC PROGRAMMING-BASED MODELING AND NOWCASTING
OF OYSTER NOROVIRUS OUTBREAKS*
5.1

Introduction
The Artificial Neural Network (ANN) based model developed in Chapter 4, demonstrated

an excellent performance in forecasting the risk of potential oyster norovirus outbreaks in the Gulf
of Mexico using environmental predictors. However, a major limitation of the model is that it was
a black-box model with an implicit and unknown relationship between the norovirus epidemics
and environmental predictors. An explicit relationship between norovirus outbreak risks and
environmental predictors would be useful to understanding the processes and mechanisms
triggering norovirus outbreaks. The GP model could potentially alert the public with timely
outbreak risk predictions and thereby reduce the risk of norovirus to human health. Moreover,
early detection of potential norovirus outbreaks allows the shellfish industry to take intervention
actions, such as closure of implicated oyster growing areas, and thereby to reduce economic losses.
Genetic programming (GP) is an evolutionary algorithm based on the Darwinian theory of
evolution by the natural selection. The primary search strategy behind it is a genetic algorithm
(GA) (Goldberg and Holland, 1988; Holland, 1975). GP proceeds by initially generating random
programs (equations), derived from the random combination of input variables, random numbers,
and functions. GP then evaluates their ‘fitness’ (a measure of how well they solve the problem) of
evolved programs and subsequently selects individual programs that best fit the data for
reproduction and recombination from the initial population (Sivapragasam et al., 2010). The

*

This chapter has been published in the Water Research, reprinted with the permission of the publisher.
[Chenar, S. S., & Deng, Z. (2017). Development of genetic programming-based model for predicting oyster
norovirus outbreak risks, 20-37].
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models with the best fit are evolved through genetic operators of selection reproduction,
‘crossover’ and ‘mutation’, which mimic the biological evolution (Babovic and Keijzer, 2002;
Mehr et al., 2014). A key advantage of genetic programming, as compared to traditional datadriven models, is that the model structure doesn’t need to be defined initially. In fact, GP is
frequently applied to model structure identification problems, and a number of applications of GP
have been reported, including rainfall-runoff modeling (Havlíček et al., 2013; Liong et al., 2002),
algal bloom predictions (Mi et al., 2005; Sivapragasam et al., 2010), sediment transport modelling
(Babovic and Abbott, 1997; Garg, 2014), groundwater level forecast and aquifer management
(Cobaner et al., 2016; Kasiviswanathan et al., 2016; Sreekanth and Datta, 2011), and streamflow
predictions (Guven, 2009; Mehr et al., 2014). Furthermore, GP is capable to select automatically
input variables that contribute beneficially to a model (Muttil and Lee, 2005).
The overall goal of this chapter was to present a new explicit model for prediction of oyster
norovirus outbreaks and for reducing the risk of norovirus outbreaks to human health. To that end
the specific objectives of this chapter were (1) to identify environmental predictors for oyster
norovirus outbreaks using Random Forest (RF) and Binary Logistic Regression (BLR), (2) to
present an evolution-based genetic programming (GP) model for predicting oyster norovirus
outbreaks in the Gulf of Mexico using the environmental predictors, and (3) to determine the
sensitivity of the GP model for identifying the most influential environmental predictors
controlling norovirus outbreaks.
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5.2

Methods

5.2.1 Data collection and processing
Similar to Chapter 3, data on historical norovirus outbreaks, associated with the
consumption of raw oysters harvested in Louisiana, were collected from annual Louisiana
morbidity reports released by the Louisiana Department of Health and Hospitals, the U.S. Food
and Drug Administration, and the Centers for Disease Control and Prevention (Table 5.1).
Norovirus outbreak records.
Dataset

Training set

Testing set

Outbreak date

Number of
outbreaks

Location

March 2002

1

Area 6 and 7, Louisiana

December 2007

1

Area 3, Louisiana

February 2007

1

San Antonio Bay, Texas

November 2009

1

San Antonio Bay, Texas

January and February 2009

2

Area IIC, Mississippi

March 2010

1

Area 7, Louisiana

March 2010

1

Area 13, Louisiana

March 2010

1

Area 3, Louisiana

April 2012

1

Area 23, Louisiana

December 2012

1

Area 30, Louisiana

December 2013

1

Copano Bay, Texas

Data for environmental predictors, including water temperature, gage height, salinity,
rainfall, solar radiation, and wind (speed and direction), were collected from various online sources
for the period of 2002 – 2014. Specifically, data for water temperature, gage height, and salinity
were obtained from the U.S. Geological Survey (USGS) stations located along the Gulf of Mexico
Coast while rainfall and wind data were collected from the National Oceanic and Atmospheric
Administration (NOAA) Weather Service website. Solar radiation data were downloaded from the
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Louisiana Agriclimatic Information System website. Hourly time series data were used to derive
the data for the daily maximum, daily change, and daily average of individual environmental
predictors for identification of potential model input variables. All data were then normalized using
feature scaling (unity-based normalization) so that each environmental predictor varies only in the
range of 0 – 1 to eliminate effects of datum. The product of wind speed and a dimensionless wind
direction index described in Chapter 3, was defined as a wind variable.
5.2.2 Selection of model input variables
The selection of explanatory variables is the first major step for the development of datadriven models since irrelevant and redundant input variables may increase the model training time
and result in poor model performance if important variables are not included (Cobaner et al., 2016).
According to Chapter 3, oyster norovirus outbreaks are principally controlled by the combination
of antecedent environmental conditions. Particularly, cumulative effects of antecedent
environmental conditions play a more important role in triggering a norovirus outbreak than
instantaneous environmental conditions. For this purpose, the six independent environmental
predictors, including water temperature, gage height, salinity, rainfall, solar radiation, and wind,
were selected and reorganized into time series ensembles of individual predictors to describe
antecedent environmental conditions. The potential time series ensemble of each environmental
predictor consisted of a finite number of time-lagged variables covering the antecedent period of
1 – 30 days and involving the maximum, minimum, daily average, daily change, and cumulative
terms of the predictor. The cumulative terms or effects of an environmental predictor were
described using the sums of observations of the predictor over a certain antecedent time period,
such as cumulative salinity in last 30 days, 29 days,……, and 2 days. Since a large number of
potential time series variables may produce a large amount of redundancy in model input variables,
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the random forest (RF) method and the Binary Logistic Regression (BLR) method were employed
to rank the importance of individual variables to norovirus outbreaks, reduce the number of
datasets, and then select a final set of model input variables.
The popular variable importance measure based on RF is the Gini variable importance
(Shih and Tsai, 2004; Strobl et al., 2007), which was used in this study. The Gini criterion was
utilized to select the split with the lowest impurity at each node, which was chosen as the spitting
variable, leading to the most influential input variable (Archer and Kimes, 2008). In this chapter,
the top 20% of predictive variables from the predictor set with the high Gini variable importance
were selected as significant inputs for each predictor. The Random Forest package within the
statistical software R 3.2.2 was used for the RF analysis. Since there is no guarantee that the input
variables, selected using RF, are the best predictors for a predictive model, the Binary Logistic
Regression (BLR) analysis also was used in chapter study to select and confirm the model input
variables based on the Nagelkerke R-square (Nagelkerke, 1991) values for individual variables.
The logistic regression analysis in the statistical software package IBM SPSS was used to
implement this technique. The top 20% of predictive variables with the high Nagelkerke R-square
were selected as significant inputs for each environmental predictor.
Since the input variables selected using the RF and BLR methods were not necessarily the
same variables, it was important to verify the results from the two methods and determine the
explanatory variables finally to use in the predictive model as the model input variables. To that
end, the genetic programming (GP) technique was utilized to test the potential independent
variables initially selected with the RF and BLR methods. It was argued that an equation evolved
with GP would contain the most significant input variables (Muttil and Chau, 2007; Muttil and
Lee, 2005). Therefore, the performance of the RF and BLR methods was evaluated using the
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number of GP model input variables selected from the RF variable pool and the BLR variable
pool, respectively. The following five-step procedure was employed for the final selection of the
potential independent variables, based on the RF and BLR methods, and model input functions:
Step 1: Independent variables and various combinations of individual independent
variables were sorted in descending order of RF score of importance. The variables of the high
importance (top 20%) were selected and the other combinations were removed from the potential
input variable pool.
Step 2: Independent variables and various combinations of individual independent
variables were sorted in descending order of Nagelkerke R-square based on BLR analysis. The
variables of high R-square (top 20%) were selected and the other combinations were eliminated.
Step 3: All the remaining variables from Steps 1 and 2 were then selected as the potential
set of input variables for the GP model.
Step 4: GP automatically selected the final set of model input variables from the potential
input variables identified in Step 3. The number of finally selected model input variables was less
than that of the potential input variables determined in Step 3. Some of the finally selected
variables were from the RF variable pool (Table 5.3, column 4) while the others were from the
BLR variable pool (Table 5.3, column 3). In addition to those variables, some common variables
were selected by both RF and BLR methods (Table 5.3, column 5).
Step 5: The input variables finally identified in Step 4 were used in GP to further establish
functional relationships between the norovirus outbreak and individual independent environmental
predictors along with various combinations of the predictors identified in Step 4. As a result, six
input functions were established for the six independent environmental predictors and then
employed the GP model inputs.
88

5.2.3 Genetic programming approach
The development of a GP model requires the modeler to specify: (1) a set of terminals
(independent variables) for each branch of the program to evolve, (2) a set of primitive functions
for each branch of the program to evolve, (3) a fitness measure for determining the fitness of
individuals in the population, (4) control parameters for the run, and (5) the termination criterion
and method for designating the result of the run (Sreekanth and Datta, 2011). Based on the
understanding of the physical process, the combination of arithmetic operators (+, −,*, /) and
mathematical functions (sin, cos, tan, exp, log, sigmoid) forms a set of equations in each generation
iteration. The operators, including addition, subtraction, multiplication, and division, were
considered in the initial functional set (function set I). Other functions (sin, cos, ln, and sqrt) were
then added to the functional set (function set II) due to the nonlinear nature of the relationship
between norovirus outbreaks and environmental factors. The sum of the absolute differences
between the expected output value and the input also was set as a measure of fitness function for
the evolution of the GP models. The control parameters, used in all GP runs, were determined
empirically through trial runs and listed in Table 5.2. The parameter, “maximum tree size”, defines
the maximum size of an evolved equation and it was set to be 29 to avoid overgrowing programs
and to constrain the number of selected input variables. Hence, the equation is easy to interpret
(Muttil and Chau, 2006). The crossover and mutation rates were chosen to be 75% and 25%,
respectively, as the values were generally used in the literature. It should be noted that if the
probability of mutation is set too high the mutation can cause rapid degradation of relatively ‘‘fit’’
solution sets (Garg, 2014).
The above-mentioned tree-based genetic programming (TGP) approach to modeling
norovirus outbreaks was implemented in this study using the GPLAB toolbox for MATLAB
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developed by Svetnik et al. (2003b). The input-output datasets were split into two subsets,
including testing and training subsets, as shown in Table 5.1. The training subset (including twothirds of reported outbreaks) was used to train the GP models. While the other subset, which was
not used in the model training phase and collected from 2010 to 2014 for the oyster growing areas
3, 23, 30, and Copano Bay, was employed to validate the developed GP models. The six functional
relationships finally established for the six independent variables (including temperature, gage
height, solar radiation, salinity, rainfall, and wind) were used as model input functions. The
efficacy of evolved models was evaluated using the root mean square error (RMSE) and the
number of correct predictions of reported norovirus outbreaks. The importance of individual
independent variables was assessed based on a sensitivity analysis.
Table 5.1

GP control parameters.

Parameter

Value

Population Size

400

Generation

500

Maximum tree size

29

Crossover rate

0.75

Mutation rate

0.25

5.2.4 Sensitivity analysis
To investigate the sensitivity of GP model outputs (model-predicted norovirus outbreak
risks) to individual independent variables local and global sensitivity analyses (SA) were carried
out. The local SA is concerned with the local response of the output(s) when input parameters vary
one at a time while Global SA examines the global response of model output over the entire input
parameter space (Gonçalves et al., 2012; Saltelli et al., 2000). To conduct local SA, the mean
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values of individual predictors, including water temperature, gage height, water salinity, rainfall,
solar radiation, and wind, were varied one at a time by ±10%, ±20%, ±30%, ±40%, and ±50%,
respectively, and the corresponding percent change in the final model output was calculated.
The variance-based Sobol’ sensitivity analysis was applied to quantify the global response
of norovirus outbreak risks predicted by the GP model over the entire environmental parameter
space (Homma and Saltelli, 1996; Saltelli and Sobol, 1995). The advantage of applying the Sobol’
global sensitivity analysis is that the method is not only a comprehensive approach to determining
highly influential or non-influential predictors but also estimating the most significant interaction
between naturally correlated environmental parameters. The amount of variance, which a single
parameter or the interactions of two or more parameters contribute to the unconditional variance
of the model output, is referred as Sobol’ sensitivity index, calculated based on the ANOVA
decomposition (Nossent et al., 2011). The total variance D of a function f(X), where X= (Xi) is a
vector of the input variables defined in the unit hypercube Hn (0 ≤ Xi ≤ 1, i= 1, …, n), can be
expressed as follows:
1

n

D   f 2 ( X )dX  f 02  

D

s 1 i1 ...i s

0

i1

...is

(5-1)

where 1 ≤ i1 ≤ … ≤ is ≤ n and s= 1, ... , n. Sensitivity estimates are then defined as:

Si1 ...is 

Di1 ...is

(5-2)

D

Using this general definition, the first order indices Si represent the variance contribution
of the individual parameter Xi to the total model variance; whereas the second order sensitivity
indices, Sij, measure the interaction effects, and so on. Finally, total order sensitivity indices are
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the sum of all the sensitivity indices which introduce the overall effects of one factor on the model
output (Equation 5.3). For the present purposes, the total sensitivity indices were used as
quantitative measures to determine the sensitivity of the analyzed GP model to individual input
variables.

STi  Si   Sij  ...
i j

(5-3)

Due to complex and nonlinear nature of environmental models, it is almost impossible to
calculate the variances using analytical integrals. Hence, Quasi-Monte Carlo integrals (QMC) were
applied to compute the multi-dimensional integrals and estimate the sensitivity indices. The idea
behind Quasi-Monte Carlo methods is to use low discrepancy sequences (LDS) for sampling
points, instead of pseudo-random numbers (Bianchetti et al., 2015). A toolbox named GSAT
(Global Sensitivity Analysis Toolbox) developed by (Cannavó, 2012) was used to calculate the
above-described sensitivity indices.
5.3

Results

5.3.1 Selection of model input functions
Based on the methodology presented above, potential GP models were evolved for
norovirus outbreak predictions using the six functional relationships individually. The evolved GP
equations for the six functional relationships are presented in Appendix C. The optimal
relationship for each function was selected based on the number of true outbreak predictions with
the training dataset. By comparing GP model predictions with historical data for norovirus
outbreaks it was found that all reported oyster norovirus outbreaks were consistently associated
with the model-predicted risk range of 0.8 – 1.0. Therefore, the risk level of 0.8 was employed as
the threshold of model-predicted oyster norovirus outbreaks. Specifically, norovirus outbreaks
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occurred when the model-predicted risk was > 0.8; no outbreaks were reported when the modelpredicted risk was <0.8. Among the six individual functional relationships, the solar radiation
relationship predicted more norovirus outbreaks (5 out of 8) than any other relationships and the
rainfall relationship predicted the lowest number of outbreaks (2 out of 8). Table 5.3 shows the
total number of variables used in individual relationships and the number of variables selected by
the RF and BLR methods. It is clear from the table that there is no significant difference in the
performance of RF and BLR methods. GP selected approximately the same numbers of variables
from the RF and BLR variable pools. Most significant variables were the average water
temperature thirty days before the onset of an outbreak, the difference between the minimum gage
heights eleven and twelve days before the outbreak, the difference between the maximum solar
radiation values ten and fourteen days before, the average salinity sixteen days before, cumulative
rainfall in ten days, and the difference between the wind function values fourteen and fifteen days
before the onset of the outbreak. It is clear that most variables involved in the GP model are timelagged combinations of independent environmental predictors, indicating the importance of timelagged effects and cumulative effects of individual environmental predictors on norovirus
outbreaks. It should be pointed out that each environmental predictor along with its time series
ensemble represents a unique mechanism responsible for oyster norovirus outbreaks. For instance,
rainfall variables were used to represent the effect of norovirus sources on oyster norovirus
outbreaks. Specifically, antecedent rainfalls of 2 – 10 days before the onset of a norovirus outbreak
were used to show that it would take 2 – 10 days for sewage-contaminated runoff to reach oyster
growing areas from distributed norovirus sources (such as failing septic systems and
malfunctioning wastewater treatment plants) following a rainfall event. Basically, each rainfall
variable in the rainfall function represents a single sewage or norovirus source. Since norovirus
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may persist in water environment for up to 30 days (Pommepuy et al., 2004), time lags of up to 30
days were used to describe effects of other environmental predictors on the persistence of norovirus
in oyster growing waters and the concentration of norovirus in oysters by means of time series
ensembles, leading to a large number of variables due to the time lags.
Table 5.2

Comparing the performance of RF and BLR based on the number of variables
introduced to the top 15 models.

Environmental
predictors

Total numbers
of variables
used in the
final model

Number of
variables
selected by
BLR

Number of
variables
selected by RF

Number of
common
variables selected
by both methods

Temperature (T)

13

8

8

3

Gage Height (GH)

24

16

19

11

Solar Radiation (SR) 31

24

23

16

Salinity (S)

21

13

14

6

Rainfall (R)

16

13

15

12

Wind (W)

6

6

2

2

Total

111

80

81

50

5.3.2 Genetic programming model performance with training datasets
The six GP evolved relationships, listed in Appendix C, were employed as the final set of
model input functions for the prediction of norovirus outbreaks. In fact, two function sets were
initially used and 20 GP equations were evolved with each function set. Table 5.4 lists the RMSE
of 15 best models out of 20 models for the two GP function sets (including I and II) and data sets
(including training and testing sets). All of the models produced almost the same RMSE with each
of the function sets. According to Table 5.3, the total RMSE for GP evolved models developed
with the basic function set I varies from 0.48 to 0.54, and the total RMSE for models with the more
complicated function set II ranges from 0.4 to 0.51. Though an improvement in the model
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performance was observed when more functions were added, the improvement in terms of RMSE
was very limited. The RMSE with the testing dataset varies in the range from 0.52 to 0.66 for the
function set I and 0.41 to 0.50 for the function set II, respectively. It is clear that the models
developed with the function set II performed better than did the models from the function set I.
Consequently, the best GP model was selected from the models developed with the function set II
consisting of both basic and mathematical functions (+, −,*, /, sin, cos, ln, sqrt).
Table 5.3

RMSE of top 15 models from two GP runs with two function sets.

Function set I

Function set II

Model RMSE RMSE
(Training set
No.
(Total) )

RMSE
(Testing
set)

Model RMSE RMSE
(Training
No.
(Total) set)

RMSE
(Testing
set)

I1

0.49

0.47

0.53

II1

0.51

0.53

0.49

I2

0.49

0.46

0.53

II2

0.47

0.45

0.50

I3

0.49

0.46

0.53

II3

0.41

0.40

0.43

I4

0.49

0.47

0.53

II4

0.40

0.39

0.42

I5

0.48

0.47

0.52

II5

0.39

0.38

0.41

I6

0.49

0.46

0.53

II6

0.41

0.40

0.43

I7

0.49

0.46

0.53

II7

0.41

0.40

0.43

I8

0.49

0.47

0.53

II8

0.40

0.40

0.42

I9

0.49

0.46

0.53

II9

0.45

0.45

0.45

I10

0.49

0.47

0.53

II10

0.41

0.40

0.42

I11

0.49

0.46

0.53

II11

0.41

0.41

0.41

I12

0.49

0.47

0.53

II12

0.41

0.41

0.43

I13

0.49

0.46

0.53

II13

0.45

0.44

0.46

I14

0.49

0.46

0.53

II14

0.41

0.40

0.44

I15

0.54

0.47

0.66

II15

0.40

0.39

0.42
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As shown in Table 4.3, models II5 and II11 have the minimum RMSE of 0.41 with the
testing dataset. While the two models have the same RMSE of 0.41, the model II11 included
rainfall as one of the six independent environmental predictors. Therefore, model II11 is finally
selected as the best GP model and it is written in the form of the six input functions as:
NoV  Sin[ Sin ( f ( S )  f (GH )  f ( SR))  f (T ) 
( f ( R)  f (GH )  Sin ( f (W ) 2 

f (W ) ) 

f ( SR)  Cos ( Ln( f ( SR)))))]

(5-4)

where NoV represents the norovirus outbreak risk; f (T), f (GH), f (W), f (SR), f (S), and f (R)
denote the GP evolved functions for temperature, gage height, wind, solar radiation, water salinity,
and rainfall, respectively, which are listed in Appendix C.
Figure 5.1 shows daily oyster norovirus outbreak risks, predicted with the best GP model,
against reported norovirus outbreaks for 2002 training dataset. Although a false outbreak was
predicted for October 10, 2002 with risk of 0.91, the GP model correctly reproduced norovirus
outbreaks that occurred in March 2002 in Louisiana Area 6, as shown in Figure 5.1A. The model
predicted risks exceeded the threshold risk of 0.8 for 6 days during the outbreak period starting
from March 12 (risk=0.84) to 27 (risk= 0.93). Figure 5.1B shows both predicted and reported
oyster norovirus outbreak risks in 2007 in Louisiana oyster Area 3. Oysters harvested from
December 10 – 21 were recalled due to a reported norovirus outbreak, while the GP model
predicted a norovirus outbreak with the risk of 0.9 for December 9, 2007 (Figure 5.1B). The U.S.
Food and Drug Administration (FDA) advised consumers to avoid eating raw oysters harvested in
the period of February 1 – 24, 2007 from the San Antonio Bay due to a reported norovirus outbreak,
as shown in Figure 5.1C. Oyster growing areas in the San Antonio Bay were closed by the Texas
Department of Health Services on February 24, 2007. All oysters, harvested from the San Antonio
Bay between November 16 and 25, 2009, were recalled again by the Texas Department of State
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Health Services due to another reported norovirus outbreak in this area, as shown in Figure 5.1C.
Approximately 12 people became ill with norovirus after eating oysters harvested from this area.
The daily norovirus outbreak risks predicted with the GP model for the San Antonio Bay are also
shown in Figure 5.1C. The GP model predicted the high risks of 0.83 – 0.99 (>0.8) for thirteen
days in the period of February 2 – 24, 2007 and the risks of 0.85, 0.86, 0.98, and 0.92 (>0.8) for
November 22, 23, 24, and 25, 2009, respectively. The model predictions were consistent with the
reported norovirus outbreaks in the San Antonio Bay.
Two outbreaks, associated with the consumption of norovirus-contaminated raw oysters
harvested from Area IIC located in the Mississippi Sound, occurred on January 5 and February 24,
2009, as shown in Figure 5.1D. It can be seen from the figure that the reported norovirus outbreaks
were correctly predicted by the GP model with the risks of 0.87 and 0.93 for January 5 and 12,
and 0.94 for February 27 (with 3 days of time lag), 2009.
Figures 5.1E and F show both predicted and reported oyster norovirus outbreak risks in
2010 (January 1 – December 31) in Areas 7 and 13, respectively, along Louisiana coast. It was
reported that Area 7 was closed on March 24, 2010 after 14 people became ill due to the
consumption of norovirus contaminated raw oysters harvested inferably between March 6 and 24,
2010. Area 13 was closed on March 30, 2010 after 19 people were infected by norovirus due to
eating raw oysters harvested from this area between March 27 and 30, 2010
(http://new.dhh.louisiana.gov/assets/oph/Center-PHCH/Center-CH/infectious-epi/LMR/20002010/2010/mayjun10.pdf). Figure 5.1E demonstrates that the GP model predicted multiple
norovirus outbreaks for March 9, 12, 13, 16, 18, 23, and 24, 2010 with the risks higher than the
threshold of 0.8, which were consistent with the inferred norovirus outbreak period of March 6
and 24, 2010. Likewise, Figure 5.1F shows the GP model predicted high norovirus outbreak risk
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of 1.0 for March 27, confirming the reported outbreak between March 27 and 30, 2010. While the
model predicted a false positive outbreak for January 13, 2010 with risk of 0.97, the overall
performance of the GP model is reasonably good because the model correctly predicted all other
reported norovirus outbreaks in the year 2010 and no false outbreaks were predicted.
The Area under the receiver operating characteristic ROC curve (AUC), true positive and
negative rates, which are reliable measures for the diagnostic ability of a binary classifier system
(Gardner and Greiner, 2006), were used to evaluate the performance of the GP model. ROC curve
can be constructed by plotting the true positive rate (sensitivity) against the false positive rate (100specificity) at various threshold settings (Fawcett, 2006). Figure 5.3A illustrates the ROC curve
for the training dataset. An area of 1.0 means that the model performance is perfect while an area
of 0.5 indicates that the model is useless. The Area under the ROC curve (AUC) in Figure 5.3A is
0.86. The true positive rate (sensitivity) and the true negative rate (specificity) are 79.51% and
89.92%, respectively.
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Figure 5.1

Time series plots of the norovirus outbreak risks predicted with the GP model
and the reported norovirus outbreaks in the oyster harvest waters along the
northern Gulf of Mexico: (A) Area 6 with a reported outbreak in 2002, (B)
Area 3 with a reported outbreak in 2007, (C) San Antonio Bay with reported
outbreaks in 2007 - 2009, (D) Area 2C with reported outbreaks in 2009, (E)
Area 7 with a reported outbreak in 2010, and (F) Area 13 with a reported
outbreak in 2010.

(Figure cont’d)
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5.3.3 Independent Cross-Validation
In order to further test the performance of the best GP model, the model was utilized for
the prediction of norovirus outbreaks with independent data, collected from 2010 to 2014, which
were not used in the model development and involved five reported norovirus outbreaks. As shown
100

in Figure 5.2A, the model correctly predicted the reported norovirus outbreak in Area 3 with high
risks of 0.96 and 0.9 for March 20 and 21, 2010, respectively. The model also predicted a high risk
of 0.88 for February 25, 2010. It was possible that the reported outbreak might last over 3 weeks
from February 25 – March 21, 2010. Figure 5.2B shows norovirus outbreaks risks in 2012 in Area
23. The Louisiana Department of Health and Hospitals (DHH) closed Area 23 on Tuesday, May
8, 2012 after 14 people consumed the oysters harvested from Area 23 and became sick with
norovirus. All oysters, harvested from April 26 – May 8, 2012 in Area 23, were recalled. It can be
seen from Figure 5.2B that the model correctly predicted the outbreak with the high risks of 0.95,
0.90, 0.90 and 0.93 for April 26, 29, and 30 and May 2, respectively. The DHH also ordered a
recall of oysters harvested from December 28, 2012 – January 4, 2013 in Area 30 after nine people
ate

oysters

harvested

from

Area

30

and

became

sick

with

norovirus

(http://dhh.louisiana.gov/index.cfm/newsroom/detail/2732), as shown in Figure 5.2C. The GP
model predicted the high risks of 0.95 and 0.96 for December 28, 2012 and January 2, 2013,
respectively, in the reported outbreak period and for January 12 (risk= 0.93) after the reported
period. Overall, the model predictions were consistent with the reported outbreaks from 2012 –
2013. Figure 5.2D shows norovirus outbreak risks from 2013– 2014 in the Copano Bay, Texas.
The FDA warned consumers not to eat raw or partially cooked shellfish harvested from the Copano
Bay between December 26, 2013 and January 9, 2014 due to norovirus illnesses in Louisiana
(http://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements/ucm382247.htm).

Figure

5.2D clearly indicates that the norovirus outbreak risks, predicted with the GP model, increased
from about 0.1 to 1.0 on December 17, 2013 and high risks (>0.8) persisted until January 9, 2014.
In order to determine whether the model was overfitted, the Area Under the ROC curve (AUC),
true positive and negative rates for the independent datasets were also calculated and shown in
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Figure 5.3B. The AUC, the true positive rate and the true negative rate were 0.86, 78.18%, and
89.26%, respectively. Moreover, the overall performance of GP model for both training and
independent validation datasets in terms of AUC, the true positive rate, and the true negative rate
were 0.86, 78.53%, and 88.82%, respectively, demonstrating the consistent performance of the GP
model for both the training and the validation datasets.

Figure 5.2

Time series plots of the norovirus outbreak risks predicted with the GP model
and the reported norovirus outbreaks in the oyster harvest waters along the
northern Gulf of Mexico: (A) Area 3 with a reported outbreak in 2010, (B)
Area 23 with a reported outbreak in 2012, (C) Area 30 with a reported
outbreak in 2012, and (D) Copano Bay with a reported outbreak in 2013.

(Figure cont’d)
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Figure 5.3

Receiver operating characteristic (ROC) curve illustrating the performance of
the GP model in predicting oyster norovirus outbreaks for the training dataset
(A) and the independent testing dataset (B).
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5.3.4 Sensitivity analysis results
The result of the local sensitivity analysis is shown in Figure 5.4. The vertical axis of
Figure 5.4 represents percent changes in individual environmental predictors from their average
values and the horizontal axis indicates how the GP model responds to the change in an
independent environmental predictor in terms of percent change in the model-predicted oyster
norovirus outbreak risk. In terms of reduction (negative change) in the risk of oyster norovirus
outbreaks shown in the left panel of Figure 5.4, solar radiation is by far the most important
environmental predictor as a 50% increase in solar radiation reduces the model-predicted risk of
oyster norovirus outbreak over four times (-221%). The risk reduction is achieved due to the solar
inactivation of norovirus. This finding may explain why oyster norovirus outbreaks rarely occur
in the summer season due to the strong solar inactivation of norovirus. Therefore, solar radiation
is the primary sink of norovirus. The negative percent changes (outbreak risk reduction) caused by
other environmental predictors are negligible as compared with that caused by solar radiation. In
terms of elevated risk of oyster norovirus outbreaks shown in the right panel of Figure 5.4, the low
temperature is by far the most important environmental predictor as a 50% reduction in
temperature increases the model-predicted risk of oyster norovirus outbreaks over three times. The
low gage height is the second most important environmental predictor to oyster norovirus
outbreaks, followed by salinity and solar radiation. The importance of wind and rainfall to oyster
norovirus outbreaks is much smaller than other environmental predictors. Overall, the local
sensitivity analysis result indicates that norovirus outbreaks are controlled by the environmental
conditions of low temperature, low gage height, and low solar radiation in combination with low
salinity, strong offshore wind, and heavy rainfall. The advantage of the local sensitivity analysis
is that the effects of both positive and negative changes in individual environmental predictors on
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oyster norovirus outbreaks can be identified while the global sensitivity analysis is capable of
taking account of the interaction among model input variables.

Figure 5.4

Local sensitivity of the GP model to six independent environmental predictors.

Figure 5.5 shows the result of Sobol’ global sensitivity analysis in terms of total sensitivity
indices. The figure indicates that the risk of model-predicted oyster norovirus outbreaks is most
sensitive to gage height and temperature. This finding is consistent with that from the previous
study of our research group (Wang and Deng, 2016). Solar radiation is ranked as the third
important environmental predictor to oyster norovirus outbreaks, followed by wind, salinity, and
rainfall. Overall, the results from the local and global sensitivity analyses are consistent in terms
of the most and least important environmental predictors. Specifically, gage height, temperature,
and solar radiation are the most important three predictors and wind, salinity and rainfall are the
least important three predictors to oyster norovirus outbreaks.
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Figure 5.5

5.4

Global sensitivity of the GP model to six independent environmental
predictors.

Discussion
While the most likely source of oyster norovirus outbreaks is often pinpointed to human

sewage, exact causes of the outbreaks are rarely identified and reported. It is essential to identify
the causes behind the outbreaks and then develop predictive tools for mitigating the negative
impact of the outbreaks. The premier hypothesis of this study was that oyster norovirus outbreaks
are primarily caused by certain environmental conditions. The hypothesis was tested and
confirmed in this study by identifying the environmental conditions and developing a GP-based
predictive model using environmental predictors describing the conditions. GP was first utilized
to develop functional relationships between norovirus outbreak risks and individual environmental
predictors along with their various combinations. While no single predictor was able to explain all
historical norovirus outbreaks, the functional relationship, established using various combinations
of solar radiation, was found to be the most important explanatory relationship to predicting
norovirus outbreaks and thus to the GP model. The solar radiation was employed in this study as
a predictor, for the first time, in the modeling of oyster norovirus outbreaks. The importance of
solar radiation is understandable since virus survival increases in cold temperature due to the
106

reduction in the exposure to solar radiation (Westrell et al., 2010). Many studies also reported that
high reduction in norovirus can be achieved when the UV intensity is high (Campos et al., 2013;
Campos and Lees, 2014).
In addition to the solar radiation, water temperature and gage height were identified as the
second/third most influential predictors in both methods. Specifically, low water temperature and
low gage height were found to enhance the concentration of norovirus in oyster tissues and thus
increase the risk of oyster norovirus outbreaks (Wang and Deng, 2016). When gage height is very
low, the water depth over oyster beds would be very shallow and the water temperature at the
oyster bed level would be as low as the air temperature while the water temperature at oyster beds
is commonly higher than the air temperature during cold seasons. Low temperature may cause the
pores in oyster gills to contract, reducing the pore size of oyster tissues and increasing the
concentration of norovirus particles in oysters, which are larger than the contracted pore size.
Salinity, wind and rainfall were less critical predictors to the oyster norovirus outbreaks based on
both the local and the global sensitivity analysis methods. However, strong offshore wind and low
salinity can enhance the resuspension of norovirus attached to fine sediment particles, enhancing
the concentration of norovirus in oyster tissues. In addition, low salinity was found to affect the
persistence of norovirus in oyster harvest waters by enhancing virus binding to fine sediment
particles (Maalouf et al., 2010). Rainfall runoff is a major source of norovirus contamination to
oyster growing waters.
Although logistic regression and random forest methods achieved superior performance in
some of previously published studies (Oliveira et al., 2012; Vorpahl et al., 2012), results of the
current study reveal that none of the methods exhibits distinct superiority over another one. In spite
of some similarities, the two methods provided different sets of significant input variables for the
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same datasets. Therefore, no single method can be considered as the best method for the selection
of input variables. Rather, a combination of RF and BLR should be used for the selection of
significant input variables
The significant variables determined by GP suggest that the number of lag days that
influence model-based norovirus outbreaks may vary between 1 to 30 days depending on
individual environmental predictors, as shown in Appendix C. The result indicates that antecedent
environmental conditions and the cumulative effects of the conditions before the onset of an
outbreak control norovirus outbreaks. The significance of this finding is that seafood safety
monitoring programs could be improved by monitoring not only current environmental conditions
but also the cumulative effects of antecedent environmental conditions.
This study also investigated whether the model performance could be improved if the
mathematical functions, such as Sin, Cos, Natural Logarithm, and square root, were used in
addition to basic arithmetic operators. While it was argued that using simple function sets would
improve the model accuracy (Banzhaf et al., 1998; Jayawardena et al., 2005; Muttil and Chau,
2006; Muttil and Lee, 2005) due to efficiency and creativity of GP in evolving equations by
combining them, the results of this study indicated that the incorporation of more mathematical
functions could improve the performance of the GP evolved equations in terms of RMSE. Overall,
the performance of the final GP evolved equation for both training and testing periods was
satisfactory in terms of correct predictions of historical oyster norovirus outbreaks. However, there
were some differences in the timing of the predicted versus reported outbreak dates. In addition,
two model-predicted outbreaks were significantly different from reported outbreaks in the timing
and thus might be false positive outbreaks. An advantage of the GP model over the Artificial
Neural Network (ANN) models developed by the authors’ research group (Chenar and Deng,
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2017; Wang and Deng, 2016) is the explicit mathematical equations, shown in Appendix C, which
provide a direct relationship between norovirus epidemics and environmental predictors. While
data-driven models with multiple explanatory variables may experience overfitting, overfitting of
the GP model was avoided by training and testing the model with two separate datasets including
the training datasets and independent validation datasets from four different oysters growing
waters (Area 3, 23, 30 in Louisiana and Copano Bay in Texas). Overfitted models are generally
able to achieve a good fit to training data while they show a poor performance with independent
testing data (Gonçalves et al., 2012). Other overfitting control measures, such as using a large
training sample size and random sampling, were also adopted in this research to avoid model
overfitting (Gonçalves et al., 2012; Tuite et al., 2011). In order to determine whether the GP model
is overtrained, the three model performance metrics, including AUC, true positive rate and true
negative rate, were calculated for the model training datasets and the model validation datasets
separately. The AUC, true positive rate and true negative rate were 0.86, 79.51% and 89.92%,
respectively, for the model training datasets and 0.86, 78.18% and 89.26%, respectively, for the
model validation datasets. It is clear that the GP model performed consistently well with both
datasets, confirming that the GP model was not overtrained or overfitted. .
5.5


Conclusion
The environmental conditions can be described with six independent environmental predictors
and their time series ensembles. The most significant environmental predictors to modelpredicted norovirus outbreaks are solar radiation, gage height, and water temperature. Wind,
salinity, and rainfall are also important predictors to oyster norovirus outbreaks. The solar
radiation was found to be one of the most important environmental predictors based on local
sensitivity analysis. In fact, solar radiation is the primary sink of norovirus. Specifically, the
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solar UV radiation inactivates viruses by chemically modifying their DNA and RNA. The six
environmental predictors were selected by combining RF and BLR methods. Although RF and
BLR had a similar performance, each method produced different sets of significant input
variables. The combination of RF and BLR approaches could beneficially contribute to the
optimal model.


The GP model, developed in this chapter, is an effective and efficient tool for predicting oyster
norovirus outbreaks. The Area under the ROC curve (AUC) was 0.86, the true positive and
negative rates were 78.53% and 88.82%, respectively, demonstrating the efficacy of the GP
model in predicting the environmental conditions under which norovirus contamination of
oysters is likely to occur. As a result, the risk of norovirus to human health and the economic
losses of norovirus outbreaks to the shellfish industry could be significantly reduced.



A major advantage of the GP based norovirus prediction model over other models is that GP
provides an explicit mathematical relationship between the norovirus epidemics and the
environmental variables. The explicit GP-based norovirus model in conjunction with the
sensitivity analyses provided new insights into the mechanisms underlying norovirus outbreaks
in terms of source, sink, cause, and predictors.



The GP model presented here was developed and tested with the data from the northern Gulf
of Mexico. The application of the GP model to oyster growing waters in other regions and
countries may require additional validation and calibration of the model with local data and
particularly some of the time-lagged ensembles of the environmental predictors (particularly
rainfall) involved in the model.
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CHAPTER 6: REMOTE SENSING-BASED MODELING OF OYSTER NOROVIRUS
OUTBREAKS
6.1

Introduction
Norovirus is highly contagious virus with the low infectious dose, high infectivity, and

efficient transmission in natural and manmade environments. As a result, norovirus can cause
large-scale epidemics (Siebenga et al., 2009). Detecting viral contamination in the open natural
environment (particularly coastal waters) is challenging due to several factors such as source
identification, complex marine environment (dilution and currents), and sampling strategy
(Pommepuy et al., 2005). While AI models developed in previous chapters are efficient tools for
predicting oyster norovirus outbreaks, applications of the models highly rely the on routine
monitoring of six environmental predictors in oysters growing areas. Although the six
environmental predictors are monitored hourly or daily by USGS, NOAA, and LSU AgCenter, the
available data sets are sparse, infrequent or even unavailable in some oyster growing areas along
the U.S Gulf Coast, as shown in Figure 6.1. Complete environmental datasets are available only
for the highlighted areas in Figure 6.1. Unavailability of in-situ measurements of environmental
data becomes a significant obstacle to the management of oyster harvesting areas. Therefore,
satellite data can be utilized to fill the data gap and to develop a model for prediction of norovirus
outbreak risks. Although norovirus cannot be sensed directly, remotely sensed data could be used
to infer its presence.
The remote sensing technology can be a useful tool for monitoring large areas like oyster
growing waters, specifically where field measurements are not available. In particular, data derived
from NASA EOS Terra/Aqua (MODIS) sensors can provide a powerful and cost-effective
approach for long-term monitoring of oyster growing waters (Tatem et al., 2004). Various MODIS
115

spectral bands and their ratios are widely used to quantify chlorophyll-a, colored dissolved organic
matters (CDOM), Secchi disk depth, total phosphorus, water temperature, salinity, and gage height
(Menken et al., 2006; Morozov et al., 2015; Qing et al., 2013; Wang and Deng, 2017a, b; Wang et
al., 2005; Wu et al., 2009). Deng and Wang (2015) developed the remote sensing algorithms for
the retrieval of sea surface salinity, sea surface temperature, and gage height using MODIS Aqua
data for the prediction of oyster norovirus outbreak risks in the Gulf of Mexico. However, the
application of remote sensing, especially MODIS data, in tracing the infectious diseases and viral
outbreaks are very limited.

Figure 6.1

Map showing oyster-growing areas with and without monitoring stations.
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The overall goal of this chapter is to present a remote sensing-based model for prediction
of oyster norovirus outbreaks particularly for areas where no in-situ environmental data are
available. To that end, the specific objectives of this chapter are (1) to retrieve geophysical data
and spectral band from MODIS imagery as model input variables from center of each oyster
growing areas (2) to reduce input variables (MODIS geophysical data, spectral bands, and their
ratios) complexity using Principal Component Analysis (PCA), and (3) to present an Artificial
Neural Network (ANN) model for directly sensing the occurrence of oyster norovirus outbreaks
in the U.S. Gulf of Mexico.
6.2

Methods

6.2.1 Data Collection and Processing
NASA launched the Moderate Resolution Imaging Spectroradiometer (MODIS) as
research missions with two sensors launched, one on the Terra satellite in 1999 and one on the
Aqua satellite in 2002. Terra passes from north to south across the equator at 10:30 AM local time
in the morning, while Aqua passes south to north over the equator at 1:30 PM local time
(https://modis.gsfc.nasa.gov/). MODIS has two spectral bands at a resolution of 250 m (red and
near-infrared), five bands at 500-m resolution (blue, green, near-infrared and mid-infrared), and
29 specialized bands at 1000-m resolution (consisting of nine bands designed for ocean color
applications, and thermal infrared bands for surface temperature measurement). In this chapter,
MODIS Aqua level 2 products from 2007 to 2016, including Ocean Color (MODIS L2 OC) and
Sea Surface Temperature (MODIS L2 SST), were downloaded from the Ocean Color WEB
(http://oceancolor.gsfc.nasa.gov). The SeaWIFS Data Analysis System (SeaDAS) was used to
extract spectral bands and other geophysical data (Table 6.1) from the center of each oyster
growing area (Figure 6.1). Table 6.1 also shows the possible association between MODIS data and
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environmental indicators for oyster norovirus outbreaks. Since band ratios can decrease irradiance,
atmospheric and air-water surface influences in the remotely sensed signal (Dekker and Peters,
1993; Lillesand et al., 2014), spectral band ratios were produced by dividing one spectral band by
another (Table 6.2). To reduce the systematic difference among spectral bands and other
geophysical parameters, all data were normalized using (Equation 3.1) based on historical
maximum and minimum values from 2007 to 2016. Historical norovirus outbreak records,
associated with the consumption of raw oysters used in this chapter, were presented in Table 6.3.
Table 6.1

Spectral bands and geophysical data extracted from MODIS Aqua level 2 products.

Parameters

Norovirus
indicators

Reference

Band 1

Gage height

(Wang, 2015; Wang and Deng, 2017b)

Band 3

Salinity

(Wang and Deng, 2017b)

Band 4

Gage height

(Qing et al., 2013; Wang, 2015; Wang
and Deng, 2017b)

Band 8

Gage height

(Urquhart et al., 2012; Wang, 2015;
Wang and Deng, 2017a)

Band 9

Salinity

(Urquhart et al., 2012; Wang, 2015;
Wang and Deng, 2017a)

Band 10

Gage height

(Qing et al., 2013; Urquhart et al.,
2012; Wang, 2015; Wang and Deng,
2017a)

Band 11

Salinity

(Wang and Deng, 2017a)

Band 12

Gage height

(Wang and Deng, 2017a)

Band 13

Salinity

(Qing et al., 2013; Urquhart et al.,
2012; Wang, 2015; Wang and Deng,
2017a)

Band 14

Gage height

(Wang, 2015; Wang and Deng, 2017a)

(Table cont’d)
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Parameters

Norovirus
indicators

Reference

Solar
radiation

(Chen et al., 2014; Lee et al., 2013)

Aerosol optical thickness at 869 nm
Aerosol angstrom exponent
Diffuse attenuation coefficient at
490 nm
Instantaneous photosynthetically
available radiation
Normalized fluorescence line height
Particulate Organic Carbon (POC)
Chlorophyll a concentration

Indirect relationship with the food chain of oyster

Sea Surface Temperature (SST)

Temperature

(Chipman et al., 2009; Gholizadeh et
al., 2016; Handcock et al., 2006;
Wang and Deng, 2017b; Wang et al.,
2005)

Longitude

Gage height
Salinity
Temperature

(Deng and Wang, 2015; Wang, 2015;
Wang and Deng, 2017a, b)

Latitude

Gage height
Salinity
Temperature

(Deng and Wang, 2015; Wang, 2015;
Wang and Deng, 2017a, b)
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Table 6.2
Band 1
Band 3
Band 1
Band 4
Band 1
Band 8
Band 1
Band 9
Band 1
Band 10
Band 1
Band 11
Band 1
Band 12
Band 1
Band 13
Band 1
Band 14

Spectral band ratios.
Band 3
Band 4
Band 3
Band 8
Band 3
Band 9
Band 3
Band 10
Band 3
Band 11
Band 3
Band 12
Band 3
Band 13
Band 3
Band 14

Table 6.3
Dataset

Training set

Testing set

Band 4
Band 8
Band 4
Band 9
Band 4
Band 10
Band 4
Band 11
Band 4
Band 12
Band 4
Band 13
Band 4
Band 14

Band 8
Band 10
Band 8
Band 11
Band 8
Band 12
Band 8
Band 13
Band 8
Band 14
Band 8
Band 15

Band 9
Band 10
Band 9
Band 11
Band 9
Band 12
Band 9
Band 13
Band 9
Band 14

Band 10
Band 11
Band 10
Band 12
Band 10
Band 13
Band 10
Band 14

Band 11
Band 12
Band 11
Band 13
Band 11
Band 13

Band 12
Band 13
Band 12
Band 14

Band 13
Band 14

Historical norovirus outbreak reports from 2007-2014.
Outbreak date

Number of
outbreaks

Location

December 2007

1

Area 3, Louisiana

February 2007

1

San Antonio Bay, Texas

November 2009

1

San Antonio Bay, Texas

January and February 2009

2

Area IIC, Mississippi

March 2010

1

Area 7, Louisiana

March 2010

1

Area 13, Louisiana

March 2010

1

Area 3, Louisiana

April 2012

1

Area 23, Louisiana

December 2012

1

Area 30, Louisiana

December 2013

1

Copano Bay, Texas
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6.2.2 Principal Component Analysis (PCA)
Having a large number of input variables is one of the main challenges for model
development using artificial intelligent approaches since they are not trained to determine the best
subsets of inputs (Kecman, 2005). Principal component analysis (PCA) is a popular multivariate
statistical technique that transforms a number of possibly correlated variables into a smaller
number of variables called principal components (PCs) (Richardson, 2009). The objective of
applying PCA in this chapter is to extract the most important information from the MODIS Aqua
data and compress the size of the data set by keeping this important information. PCA computes
new independent and linear compound of input variables, called principal components (PCs),
which are used instead of original input variables (Richardson, 2009). The first principal
component is required to have the largest possible variance while the second component is
computed under the constraint of being orthogonal to the first component and to have the largest
possible inertia (Abdi and Williams, 2010). The other components are calculated likewise. PCs
can be defined as:

Yi  ai1 X1  ai 2 X 2    aip X p

(6-1)

where Yi represents PCs, ai are related eigenvectors (the coefficients for formation of PCs) and Xi
are input variables.
To assess the suitability of the data for PCA analysis, Kaiser–Meyer–Olkin (KMO) and
Bartlett’s tests were performed. The KMO index is a measure of sampling adequacy varying from
0 to 1, with values greater than 0.70 being considered suitable for PCA analysis (Budaev, 2010).
Bartlett’s test of sphericity also should be significant (p<0.05), which indicates whether correlation
matrix is an identity matrix (Williams et al., 2010). The Cattell’s screen-test was used to determine
the number of factors to retain. The test involves visual examination of the eigenvalue plot such
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that only the components before the slope of the graph goes from steep to flat called elbow are
kept (Budaev, 2010). In addition, Varimax orthogonal rotation, which is the most popular rotation
method, was specified in this study (Kaiser, 1958). The statistical software package IBM SPSS
was used to implement this technique.
6.2.3 Artificial Neural Network Model
The data mining technique, Artificial neural networks (ANNs) method, has been
increasingly applied in classification, clustering, prediction, and many other areas (Castellani,
2013; Chenar and Deng, 2017; Du, 2010; Khashei and Bijari, 2012; Wang and Deng, 2016, 2017a,
b). ANN has also been proven to be an effective tool for describing nonlinear relationships between
norovirus outbreaks and environmental variables in coastal waters (Chenar and Deng, 2017; Wang
and Deng, 2016). In this Chapter, a three-layer feedforward neural network with backpropagation
learning was constructed to develop an algorithm to retrieve oyster norovirus outbreaks from
MODIS data. One input layer, a single hidden layer of 20 neurons, and one output layer were used
in the network. All the computations were performed using the MATLAB program (version
2013a). The ANN model was fit using three subsets of the available data: training set to adjust the
weights, validation set to measure network generalization, and testing set to assess the
performance. This data-portioning step was conducted to evaluate the model ability to generalize
through comparison of predictions with the remaining data that were not used in the fitting process.
Thus, the normalized datasets from 2007 – 2010 were randomly split into three groups for training
(accounting for 60% of the datasets), validation (20%), and testing (20%). The best-trained ANN
model was identified based on the performance of top-ranked models in forecasting confirmed
oyster norovirus outbreaks. The ANN model predictions were then compared with historical
norovirus outbreaks to determine a threshold value for model-predicted risks that were consistently
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associated with outbreaks. Moreover, cross-validation was performed to assess the predictive
ability of the model using independent data collected from 2011 to 2016 that were excluded from
the model development phase. Finally, the overall performance of model was evaluated using true
positive and true negative rates
6.3

Results

6.3.1 Principle Component Analysis
Table 6.4 summarizes the results of the Kaiser–Meyer–Olkin (KMO) and Bartlett tests. It
can be seen from the table that KMO statistic equaled to 0.88 (close to 1) confirming the
application of PCA on input variables. According to Bartlett’s test, the significance level was 0 in
this study (p<0.05) which indicates that there are significant relationships among variables and the
application PCA can be useful. The first 15 PCs were selected as inputs of ANN model based on
Cattell’s screen-test (Figure 6.2) and the cumulative variance proportion explained by components.
In fact, interpreting a screen test plot is subjective, requiring researcher judgment to select the
number of optimum PCs in such a way that it would fully describe the input variable characteristics
(Tabachnick and Fidell, 2007; Thompson, 2004). Table 6.5 presents eigenvalues, variance
proportion, and cumulative variance proportion for the first 15 PCs. According to this table, it is
clear that the first 15 PCs (PC1–PC15) indicated 96.59% of total variance proportion of input
variables.
Table 6.4

KMO and Bartlett's test results.

Kaiser-Meyer-Olkin Measure of Sampling Adequacy
Bartlett's Test of Sphericity

0.88

Approximate Chi-Square

3603079.03

Degree of freedom

2080

Significance level

0.00
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Figure 6.2

Cattell’s screen-test plot.

Eigenvectors, which evaluate the coefficients for formation of PCs, are presented in
Appendix D. In this table, most significant input variables in PCs formation were bolded. Band
ratios involving spectral bands 8, 9, and 13 had the significant effect on the PC1 that described
more than 53% of variance proportions of input variables. According to Table 6.1, bands 8, 9, and
13 were utilized to retrieve salinity and gage height from MODIS satellite data. Furthermore, band
9, which has the most strong effect on the second component (PC2), explained more than 15% of
the variable variance. Likewise, PC3 was affected by the normalized fluorescence line height,
which could be considered as a solar radiation indicator.
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Table 6.5

Descriptive statistics and total variance of the created PCs.

Components Eigenvalue

Variance
proportion (%)

Cumulative variance
proportion (%)

PC1

34.51

53.09

53.09

PC2

10.29

15.84

68.93

PC3

4.47

6.87

75.80

PC4

2.07

3.19

78.99

PC5

1.79

2.75

81.74

PC6

1.63

2.51

84.25

PC7

1.43

2.20

86.45

PC8

1.21

1.85

88.30

PC9

1.19

1.83

90.13

PC10

0.84

1.29

91.42

PC11

0.82

1.26

92.67

PC12

0.76

1.16

93.84

PC13

0.70

1.08

94.91

PC14

0.61

0.94

95.85

PC15

0.48

0.74

96.59

6.3.2 Model Development Results
A PCA-ANN prediction model was developed in this chapter by testing different ANN
models and using the outputs of developed ANN models as inputs of the optimum PCA model that
accurately predicted all historical oyster norovirus outbreaks with a minimum number of false
outbreaks. For this purpose, the 15 PCs were initially used as inputs variable to develop the 100
prediction models (outputs). The 100 trained networks were then used as inputs to develop the 50
trained networks. Finally, the 50 trained networks were utilized as input variables to develop
norovirus prediction model. The final model was selected among the top five-ranked model in
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terms of true positive and negative rates. A model–based threshold risk of 0.5, which consistently
predicted the reported outbreaks, was selected by comparing predicted-risks of norovirus
outbreaks based on the ANN model with the occurrence of observed epidemics. Figure 6.3 shows
the comparison between the PCA-ANN model-predicted risks of norovirus outbreaks and the
observed norovirus outbreak risks in oyster-harvesting areas.
The PCA-ANN model predicted two clusters of norovirus outbreaks in Louisiana Area 3
for December 12, 2007 and March 3, 2010 with risks of 1 and 0.69, respectively. Furthermore,
Figure 6.3 shows daily risks of norovirus outbreaks in the San Antonio Bay oyster harvesting area
where two oyster norovirus outbreaks were reported for February 1 – 24, 2007 and November 16
– 25, 2009, respectively. The PCA-ANN model was capable of reproducing the first confirmed
outbreaks for February 7, 16, and 18, 2007 with the risk of 1, but the model did not predict the
second reported outbreak in November, 2009. The PCA-ANN model was capable of reproducing
one out of the two confirmed outbreaks for January 8 with the risk of 0.71 in the Mississippi oyster
harvesting Area IIC where two oyster norovirus outbreaks were reported in January and February
2009 (Table 6.3). Figure 6.3 demonstrates that the PCA-ANN model predicted multiple norovirus
outbreaks for March 6, 18, and 25, 2010 with the risks higher than the threshold of 0.5, which were
consistent with the inferred norovirus outbreak period of March 6 and 24, 2010 in Louisiana Area
7. Environmental and epidemiological data from 2007 to 2010 for Areas 1, 2, 10, 11, 12, 14, 15,
19, 21, 24, 25, 28, and 29, where no confirmed outbreaks occurred, were also used in the model
development phase. The PCA-ANN model did not produce any false outbreaks for those areas
(data are shown in Appendix E).
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Figure 6.3

The time series plot of the norovirus outbreak risks predicted with the PCAANN model and the confirmed norovirus outbreaks in oyster growing waters
along the northern Gulf of Mexico from 2007 to 2010 in Louisiana Areas 3,
7, Mississippi Area IIC, and Texas San Antonio Bay.
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In order to validate the performance of the PCA-ANN model, additional six years of
environmental and epidemiological data from 2011 to 2016, which were excluded from the model
development, were employed for cross-validation of the model. Figure 6.4 illustrates the crossvalidation results of the PCA-ANN model with the six years of independent data collected from
Louisiana Areas 23 and 30, and Texas oyster growing area in the Copano Bay. The PCA-ANN
model predicted the risk of 0.76 for April 24, 2012 during the reported outbreak period, as
illustrated in Figure 6.4 for Louisiana Area 23. It can be seen from Figure 6.4 that the model did
not predict the reported norovirus outbreak in Area 30 that was closed on 4 January 2013 after 12
people were infected by norovirus due to eating raw oysters harvested from this area between 28
December 2012 and 4 January 2013. There was a reported norovirus outbreak between December
26, 2013 and January 9, 2014 in Copano Bay, Texas. The PCA-ANN model predicted a norovirus
outbreak with the risk of 0.61 for January 3, 2014 during the reported outbreak period, as shown
in Figure 6.4. The PCA-ANN model also predicted two unconfirmed norovirus outbreaks for this
area for November 2, 2015 and January 13, 2016. Therefore, these unconfirmed norovirus
outbreaks could be a true outbreak that was not reported or a false cluster of outbreaks due to the
absence of viruses or a source of fecal contamination in environment. The Model was further
validated for Areas 1, 2, 10, 11, 12, 14, 15, 19, 21, 24, 25, 28, and 29 where no confirmed outbreaks
occurred from 2011 to 2016 (Appendix E, Figure E-2). The PCA-ANN model did not produce any
false outbreaks for those areas. In terms of the model performance, true positive and negative rates
were 72.7% and 99.9%, demonstrating the ability the model to predict the outbreaks.
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Figure 6.4

6.4

The cross-validation time series plots of the norovirus outbreak risks predicted
with the PCA-ANN model and the confirmed norovirus outbreaks for the
period of 2010 to 2016 in Louisiana Areas 23, Area 30, and Texas Copano
Bay.

Discussion
The PCA method was used to reduce the input variables of the ANN model for prediction

of oyster norovirus outbreak from 65 inputs to 15 inputs without eliminating them. Majority of
band ratios were loaded on the first component, demonstrating the efficiency of using band ratios
in the model development. According to the literature, the reduction of the input vector dimensions
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using PCA resulted in the reduction of the model training time and the improvement of model
performance (Noori et al., 2011; Noori et al., 2010). PCA method has been more effective in our
study due to the lack of knowledge about the relationship between MODIS data bands and oyster
norovirus outbreaks. Further studies are needed to investigate the possible correlation between
remotely sensed data and oyster norovirus outbreaks in coastal waters.
The focus of this chapter was to determine what, if any, relationship could be detected
between remotely sensed MODIS ocean parameters and oyster norovirus outbreaks in the U.S Gulf
Coast. These relationships could be very important for the future direction toward the development
of global scale prediction model that can serve as an early warning system for oyster norovirus
outbreaks in coastal waters, enabling an effective deployment of resources to reduce or prevent
norovirus incidents. Although this study provided convincing evidence that predicting oyster
norovirus outbreaks using satellite remote-sensing data are possible, ideally verifying that the
PCA-ANN model requires adequate calibration, and validation using in situ measurements and it
can be used only in the absence of cloud cover. The model enables oyster management authorities
to expand the prediction of norovirus outbreaks risks from areas where monitoring data were
accessible to other oyster harvest areas the U.S Gulf coast where monitoring stations are not
available. In terms of future work, the PCA-ANN model should be applied to MODIS imagery at
each pixel in order to map spatial distribution of oyster norovirus outbreaks in coastal waters. The
spatial pattern of oyster norovirus outbreaks is well suited especially for locations where a
measured database is not available and for identifying oyster harvest areas with high risks.
6.5

Conclusion


The remote sensing-based PCA-ANN model successfully predicted most oyster
norovirus outbreaks, as evidenced with the satisfactory performance measures
130

including the true positive and negative rates of 72.7% and 99.9%, respectively.
The PCA-ANN model enables oyster management authorities to expand the
prediction of norovirus outbreak risks from areas where monitoring data were
accessible to other oyster harvest areas along the U.S Gulf coast where monitoring
stations are not available.


Further research is needed to validate the PCA-ANN model using in situ
measurements in order to establish an early warning system for potential oyster
norovirus outbreaks.
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CHAPTER 7: GRAND CONCLUSIONS AND RECOMMENDATIONS
Noroviruses are the most frequently implicated outbreaks of viral gastroenteritis associated
with the consumption of raw or lightly cooked bivalve shellfish harvested from waters
contaminated with sewage pollution (Fitzgerald et al., 2014; Wall et al., 2011). Norovirus
persistence through wastewater treatment process and occurrence in untreated discharges
following rainfall enables bivalve molluscs such as oyster to accumulate virus during the process
of filter feeding (Le Guyader et al., 2012; Maalouf et al., 2010; Strubbia et al., 2016). To reduce
the risk of shellfish-related illness of viral contamination, bacterial indicators (Escherichia coli in
the European Union and fecal (or total) coliforms in the USA) are monitored to assess shellfish
hygiene and the sanitary quality of growing areas (NSSP, 2015). However, evidence from
literature has demonstrated that direct monitoring of infectious pathogens is preferred over
bacterial indicators due to the low correlation between norovirus and traditional indicators of fecal
pollution, such as total coliforms, fecal coliforms, or Escherichia coli (Montazeri et al., 2015;
Ottoson et al., 2006). In considering this matter, current legislative standards based on bacterial
indicators may not provide an accurate estimate of the norovirus outbreak risk in coastal waters
and therefore may not adequately protect consumers (Doré et al., 2010). Hence, AI-based models
trained with historical epidemiological and environmental data could provide an efficient and
effective tool for predicting potential oyster norovirus outbreaks and implementing management
interventions to prevent or at least reduce norovirus risks to both the human health and the seafood
industry.
7.1

Summary of Major Findings
An artificial intelligence based modeling framework was developed in this dissertation for

nowcasting and forecasting oyster norovirus outbreaks along the U.S Gulf Coast. This modeling
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framework consists of three models: (1) an artificial neural network based model (ANN-2Dy) for
forecasting oyster norovirus risks using six independent environmental predictors, (2) a GP based
model for nowcasting oyster norovirus outbreak risks using six independent environmental
predictors, and (3) a combined principle component analysis and an artificial neural network based
model (PCA-ANN) for predicting oyster norovirus risks using remote sensing data
(Aqua/MODIS).
A challenge in modeling and predicting norovirus epidemics is to determine the significant
model input parameters governing outbreaks. While efforts have been made to identify the primary
environmental variables controlling norovirus outbreaks (Shamkhali Chenar and Deng, 2017;
Wang and Deng, 2012), predictions of norovirus in complex marine environment require in-depth
understanding of the environmental conditions responsible for oyster norovirus outbreaks. In
Chapter 3, the most important environmental indicators and critical environmental conditions
controlling oyster norovirus outbreaks in coastal waters were identified. Findings indicated that
oyster norovirus outbreaks are generally linked to the extreme combination of antecedent
environmental conditions characterized by low water temperature, low solar radiation, low gage
height, low salinity, strong wind, and heavy precipitation. Among the six environmental indicators,
the most important three indicators, including water temperature, solar radiation and gage height,
were capable of explaining 77.7% of model-predicted oyster norovirus outbreaks while the
extremely low temperature alone may explain 37.2% of oyster norovirus outbreaks. Thus, water
temperature in oyster harvesting areas should be monitored in the cold season and particularly the
extremely low temperature during a low gage height be used as the primary indicator of oyster
norovirus outbreaks. Thirteen environmental indicators, which were associated with the six
independent environmental predictors and employed to describe environmental conditions, were
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then used to develop the ANN-2Day forecasting model. The ANN-2Day model is able to forecast
when, where, and under what environmental conditions norovirus contamination to oysters is
likely to occur 2 days in advance. The performance of the ANN-2Day model was characterized
with the area under the ROC curve (AUC) of 0.0.93, the true positive and negative rates of 100%
and 99.84%, respectively. The ANN-2Day model enables public health agencies and oyster
harvesters to eliminate or at least reduce the risk of costly incidents to human health and seafood
industry.
While the ANN-2Day model demonstrated an excellent performance in forecasting
norovirus outbreaks, a major limitation of the model is that it was a black-box model with an
implicit and unknown relationship between the norovirus epidemics and environmental predictors.
The GP nowcasting model developed in Chapter 5, presented explicit relationship between
norovirus outbreak risks and environmental predictors that provides new insight into the processes
and mechanisms triggering norovirus outbreaks in terms of source, sink, cause, and predictors.
Finding demonstrated that solar radiation, as one of the most important environmental predictors
is the primary sink of norovirus. In terms of model performance, the area under the ROC curve
(AUC) was 0.86, the true positive and negative rates were 78.53% and 88.82%, respectively,
demonstrating the efficacy of the GP model in predicting the environmental conditions under
which norovirus contamination of oysters is likely to occur. Finally, to expand the prediction of
norovirus outbreaks risks to oyster harvest areas where monitoring stations were not available, the
remote sensing based model was developed in Chapter 6. The PCA-ANN remote sensing based
model enables oyster managers and authorities to detect oyster norovirus outbreaks in remote areas
along the U.S Gulf coast in uncloudy days through MODIS ocean color data.
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7.2

Recommendations
In conclusion, the AI modeling framework developed in this dissertation consists of three

predictive models, including a forecasting (ANN-2Day) model, a nowcasting (GP) model, and a
remote sensing-based (PCA-ANN) model. The models could be applied to improve the
management of oyster harvesting waters and thereby to reduce oyster norovirus outbreaks based
the flowchart in Figure 7.1 by ensuring that oysters are safe to harvest. The framework could
inform public health agencies and oyster harvesters to enhance the current oyster monitoring
programs such that when the framework shows an outbreak, the harvesting area linked to the
outbreaks can be temporarily suspended and oyster sampling can be conducted to confirm or deny
the oyster norovirus outbreak. Thus, depending on availability of data in the area of interest, the
ANN-2Day models, the GP model, or the PCA-ANN model could be run to predict the daily risks
of oyster norovirus outbreaks. Once the model-predicted daily risks exceed the norovirus outbreak
threshold, following oyster management interventions are recommended to prevent the occurrence
of oyster norovirus outbreaks:
1. Water and oyster samples should be collected from oyster harvest areas where
models predict a potential outbreak;
2. Laboratory analyses of the water and oyster samples should be conducted to verify
the presence or absence of norovirus in oysters;
3. Implicated harvest areas should be closed if the laboratory result confirm the
presence of norovirus in oysters.
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Figure 7.1

The AI modeling framework for the oyster harvesting management.
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APPENDIX A: ADDITIONAL GRAPHS SHOWING ENVIRONMENTAL INDICATORS
OF NOROVIRUS OUTBREAKS

Figure A-1 Extreme environmental conditions featured with environmental indicators and
observed prior to reported norovirus (NoV) outbreaks in Louisiana Areas 6 and 7.
(A) Environmental indicators SR2 (B) Environmental indicators T2 (C)
Environmental indicators T3 (D) Environmental indicators S2 (E) Environmental
indicators GH2 (F) Environmental indicators GH3 (G) Environmental indicators W2.
(Figure cont’d)
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APPENDIX B: ADDITIONAL GRAPHS SHOWING THE MODEL-FORECASTED
NOROVIRUS OUTBREAKS RISKS

Figure B-1 Time series plots comparing the model-forecasted norovirus outbreak risks and the
reported norovirus outbreaks from 2011 to 2014 in oyster growing areas along the
Northern Gulf of Mexico coast: (A) Louisiana Areas 2 (B) Louisiana Area 12, (C)
Louisiana Area 14, (D) Louisiana Area 18, and (E) Louisiana Area 26.
(Figure cont’d)
143

144

Figure B-2 Time series plots of the norovirus outbreak risks predicted with the ANN-2Day model
and the reported norovirus outbreaks in the oyster harvest Area 6 and 7 in Jan 1996Feb 1996 (Panel A-1), Dec 1996-Jan 1997 (Panel A-2), Mar 2002 (Panel A-3), and
Mar 2010 (Panel A-4).
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Figure B-3 Time series plots of the norovirus outbreak risks predicted with the ANN-2Day model
and the reported norovirus outbreaks in the oyster harvest Area 1 in Feb 2002-Apr
2002 (Panel B-1), and Mar 2010-Apr 2010 (Panel B-2).
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Figure B-4 Time series plots of the norovirus outbreak risks predicted with the ANN-2Day model
and the reported norovirus outbreaks in the oyster harvest Area 3 in Dec 2007 (Panel
C-1), Mar 2010 (Panel C-2), Dec 1996-Jan 1997 (Panel C-3), and Feb 2002-Apr 2002
(Panel C-4).
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Figure B-5 Time series plots of the norovirus outbreak risks predicted with the ANN-2Day model
and the reported norovirus outbreaks in the oyster harvest Area 13 in Mar 2010
(Panel D-1), Jan 1996- Feb 1996 (Panel D-2), Jan 1998 (Panel D-3), and Mar 2002
(Panel D-4).
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Figure B-6 Time series plots of the norovirus outbreak risks predicted with the ANN-2Day model
and the reported norovirus outbreaks in the oyster harvest area in San Antonio Bay
in Jan 2007-Feb 2007 (Panel E-1) and Nov 2009 (Panel E-2).
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Figure B-7 Time series plots comparing the model-forecasted norovirus outbreak risks and the
reported norovirus outbreaks (not used in model development) (A) Louisiana Area
23, (B) Louisiana Area 30, (C) Texas area in Copano Bay, and (D) Mississippi Area
IIC (2009-2014).
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APPENDIX C: GP FUNCTIONAL RELATIONSHIPS FOR SIX ENVIRONMENTAL
PREDICTORS
Temperature function
f (T ) 

T12  T2

T3  T1  T4  T5  T4  T1  T6  T2  T7  T8  T9  T10



T1  T2  T4  T11
T3  T8  T12  T132

(C-1)

where f(T) = GP functional relationship for water temperature-related variables with different time
lags;
T1= temperature change 21 days before the onset of the outbreak;
T2= temperature change 22 days before the onset of the outbreak;
T3= temperature 27 days before the onset of the outbreak;
T4= 7-day average maximum temperature before the onset of the outbreak;
T5= 7-day average temperature before the onset of the outbreak;
T6= temperature 21 days before the onset of the outbreak;
T7= minimum temperature 23 days before the onset of the outbreak;
T8= minimum temperature 24 days before the onset of the outbreak;
T9= temperature change 18 days before the onset of the outbreak;
T10= 22-day cumulative minimum temperature from the onset of an outbreak;
T11= maximum temperature 18 days before the onset of the outbreak;
T12= temperature 18 days before the onset of the outbreak;
T13= temperature 30 days before the onset of the outbreak.

Gage height function
f (GH ) 

GH

2
6

GH 1  GH 22  GH 35  GH 4  GH 52  GH 6 GH 10  GH 11  3GH 12   GH 32  GH 132  GH 14  GH 5  GH 16 


GH 7  GH 8  GH 9
GH 16  GH 17  GH 18



5
 GH 14  GH 154  GH 19  GH 20
 GH 14  GH 21  

GH 32  GH 133  GH 15  GH 22  GH 23
GH 182  GH 24

(C-2)

where f(GH) = GP functional relationship for gage height-related variables with different time
lags;
GH1= maximum gage height 9 days before the onset of the outbreak;
GH2= gage height change 11 days before the onset of the outbreak;
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GH3= minimum gage height 11 days before the onset of the outbreak minus minimum gage height
12 days before the onset of the outbreak;
GH4= 2-day cumulative maximum gage height from the onset of the outbreak;
GH5= 11-day cumulative minimum gage height from the onset of the outbreak;
GH6= minimum gage height 6 days before the onset of the outbreak minus minimum gage height
7 days before the onset of the outbreak;
GH7= minimum gage height 1 day before the onset of the outbreak minus minimum gage height 3
days before the onset of the outbreak;
GH8= minimum gage height 3 days before the onset of the outbreak minus minimum gage height
6 days before the onset of the outbreak;
GH9= minimum gage height 8 days before the onset of the outbreak minus minimum gage height
12 days before the onset of the outbreak;
GH10= maximum gage height 8 days before the onset of the outbreak;
GH11= maximum gage height 6 days before the onset of the outbreak;
GH12= minimum gage height 3 days before the onset of the outbreak minus minimum gage height
7 days before the onset of the outbreak;
GH13= minimum gage height 3 days before the onset of the outbreak minus minimum gage height
6 days before the onset of the outbreak;
GH14= 9-day cumulative maximum gage height from the onset of the outbreak;
GH15= 8-day cumulative maximum gage height from the onset of the outbreak;
GH16= minimum gage height 9 days before the onset of the outbreak minus minimum gage height
11 days before the onset of the outbreak;
GH17= gage height change 9 days before the onset of the outbreak;
GH18= gage height change 12 days before the onset of the outbreak;
GH19= gage height change 4 days before the onset of the outbreak;
GH20= gage height change 7 days before the onset of the outbreak;
GH21= gage height 12 days before the onset of the outbreak;
GH22= minimum gage height on the day of onset minus minimum gage height 4 days before the
onset of the outbreak;
GH23= 3-day cumulative maximum gage height from the onset of the outbreak;
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GH24= minimum gage height 5 days before the onset of the outbreak minus minimum gage height
12 days before the onset of the outbreak.

Wind function
f (W )  W1  W1  W2  W3  W4   2W1  W5  3W1  W3   2W1  W6 

(C-3)

where f(W)= GP functional relationship for wind-related variables with different time lags;
W1= product of wind speed and direction 14 days before the onset of the outbreak minus product
of wind speed and direction 15 days before the onset of the outbreak;
W2= product of wind speed and direction 22 days before the onset of the outbreak;
W3= product of wind speed and direction 4 days before the onset of the outbreak minus product of
wind speed and direction 5 days before the onset of the outbreak;
W4= product of wind speed and direction 1 day before the onset of the outbreak minus product of
wind speed and direction 9 days before the onset of the outbreak;
W5= product of wind speed and direction 1 day before the onset of the outbreak minus product of
wind speed and direction 10 days before the onset of the outbreak;
W6= product of wind speed and direction 11 days before the onset of the outbreak minus product
of wind speed and direction 12 days before the onset of the outbreak.

Solar radiation function
f ( SR ) 


SR 31 SR22  SR1  2 SR3  SR4  SR5  SR6   SR1  SR6  SR7
 SR9  SR5  2 SR10   ( SR11  SR12 )
SR8

SR12  2SR11  SR13   SR122 SR142
SR15



SR

12

 SR169  SR17  SR18  SR6  SR20  SR214  SR22 


SR23  SR24  SR25  SR26 
SR192

(C-4)

SR21  SR27  SR21  SR8  SR28 
SR19  SR292  SR30  SR29  SR31   SR19  SR21 

where F(SR)= GP functional relationship for solar radiation-related variables with different time
lags;
SR1= maximum solar radiation 8 days before the onset of the outbreak minus maximum solar
radiation 9 days before the onset of the outbreak;
153

SR2= maximum solar radiation 9 days before the onset of the outbreak minus maximum solar
radiation 12 days before the onset of the outbreak;
SR3= maximum solar radiation 1 day before the onset of the outbreak minus maximum solar
radiation 3 days before the onset of the outbreak;
SR4= maximum solar radiation 7 days before the onset of the outbreak minus maximum solar
radiation 9 days before the onset of the outbreak;
SR5= maximum solar radiation minus average solar radiation 8 days before the onset of the
outbreak divided by maximum solar radiation 8 days before the onset of the outbreak;
SR6= maximum solar radiation minus average solar radiation 14 days before the onset of the
outbreak divided by maximum solar radiation 14 days before the onset of the outbreak;
SR7= maximum solar radiation 5 days before the onset of the outbreak minus maximum solar
radiation 7 days before the onset of the outbreak;
SR8= average solar radiation 12 days before the onset of the outbreak;
SR9= maximum solar radiation 6 days before the onset of the outbreak minus maximum solar
radiation 9 days before the onset of the outbreak;
SR10= maximum solar radiation 11 days before the onset of the outbreak minus maximum solar
radiation 12 days before the onset of the outbreak;
SR11= maximum solar radiation 7 days before the onset of the outbreak minus maximum solar
radiation 8 days before the onset of the outbreak;
SR12= maximum solar radiation 10 days before the onset of the outbreak minus maximum solar
radiation 13 days before the onset of the outbreak;
SR13= maximum solar radiation 1 day before the onset of the outbreak minus maximum solar
radiation 4 days before the onset of the outbreak;
SR14= maximum solar radiation 2 days before the onset of the outbreak minus maximum solar
radiation 4 days before the onset of the outbreak;
SR15= average solar radiation 1 day before the onset of the outbreak;
SR16= maximum solar radiation 11 days before the onset of the outbreak minus maximum solar
radiation 13 days before the onset of the outbreak;
SR17= average solar radiation 2 days before the onset of the outbreak;
SR18= average solar radiation 4 days before the onset of the outbreak;
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SR19= average solar radiation 14 days before the onset of the outbreak;
SR20= maximum solar radiation minus average solar radiation divided by maximum solar radiation
on the day of onset;
SR21= maximum solar radiation 10 days before the onset of the outbreak minus maximum solar
radiation 14 days before the onset of the outbreak;
SR22= 13-day cumulative maximum solar radiation from the onset of the outbreak;
SR23= maximum solar radiation 12 days before the onset of the outbreak;
SR24= 6-day cumulative maximum solar radiation from the onset of the outbreak;
SR25= 11-day cumulative average solar radiation from the onset of the outbreak;
SR26= 14-day average maximum solar radiation before the onset of the outbreak;
SR27= average solar radiation 11 days before the onset of the outbreak;
SR28= maximum solar radiation 8 days before the onset of the outbreak;
SR29= 5-day cumulative maximum solar radiation from the onset of the outbreak;
SR30= maximum solar radiation on the day of onset;
SR31= maximum solar radiation 14 days before the onset of the outbreak.

Salinity function

S1  S 22  S 32  S 4  S 53
S 22  S10  S11  S12
S1  S 33  S 4  S 53  S 7  S 9  S16  S15 
f (S ) 
 2


S12
S 6  S 7  S83  S 9
S 3  S 7  S13  S14  S15
S 5  S15  S17
S 52

2 S18  S19
S16  S19
S

S 20   2  S 21 
 S16


(C-5)

where f(S) = GP functional relationship for salinity-related variables with different time lags;
S1= salinity change 25 days before the onset of the outbreak;
S2= maximum salinity 25 days before the onset of the outbreak;
S3= salinity change 20 days before the onset of the outbreak;
S4= salinity change 24 days before the onset of the outbreak;
S5= average salinity 16 days before the onset of the outbreak;
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S6= maximum salinity 7 days before the onset of the outbreak;
S7= average salinity 24 days before the onset of the outbreak;
S8= salinity change 22 days before the onset of the outbreak;
S9= 25-day cumulative average salinity from the onset of the outbreak;
S10= maximum salinity 1 day before the onset of the outbreak;
S11= minimum salinity 15 days before the onset of the outbreak;
S12= salinity change 21 days before the onset of the outbreak;
S13= minimum salinity 24 days before the onset of the outbreak;
S14= 22-day cumulative average salinity from the onset of the outbreak;
S15= 23-day cumulative average salinity from the onset of the outbreak;
S16= 24-day cumulative average salinity from the onset of the outbreak;
S17= minimum salinity 25 days before the onset of the outbreak;
S18= 9-day cumulative maximum salinity from the onset of the outbreak;
S19= 16-day cumulative maximum salinity from the onset of the outbreak;
S20= 25-day cumulative minimum salinity from the onset of the outbreak;
S21= 6-day cumulative maximum salinity from the onset of the outbreak.

Rainfall function
f ( R) 

( R2  R10 ) 3 R 2 CR7  ( R2  R4 )  ( R3  R4 ) 2
 CR5  CR8  CR10  ( R 4  R6 )  ( R1  R8 )
( R 2  R9 )  Avg _ R10  ( R3  R7)

CR8  ( R4  R6 )  ( R7  R9 )  R9  ( R2  R3 )  ( R4  R6 )  CR8   CR82
 CR5

where f(R) = GP functional relationship for rainfall-related variables with different time lags;
R = daily rainfall and the subscripts of R denote the number of lag days;
CR5 = 5-day cumulative rainfall days before the onset of the outbreak;
CR7 = 7-day cumulative rainfall days before the onset of the outbreak;
CR8 = 8-day cumulative rainfall days before the onset of the outbreak;
CR10 = 10-day cumulative rainfall days before the onset of the outbreak;
Avg_R10 = 10-day average rainfall before the onset of the outbreak.
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(C-6)

APPENDIX D: EIGENVECTORS OBTAINED THROUGH THE PCA APPLICATION
Table D.1
Input Variables

Eigenvectors.
PC1

PC2

PC3

PC4

PC5

PC6

PC7

PC8

PC9

PC10

PC11

PC12

PC13

PC14

PC15

Band 9/Band 13

0.98

0

0

0

0.12

0

0

0

0

0

0

0

0

0

0

Band 8/Band 13

0.98

0

0

0

0.11

0

0

0

0

0

0

0

0

0

0

Band 9/Band 1

0.97

0

0

0

0

0

0

0

0

0

0

0

0

0

0

Band 3/Band 13

0.97

0.16

0

0

0.11

0

0

0

0

0

0

0

0

0

0

Band 8/Band 1

0.97

0

0.1

0

0

0

0

0

0

0

0

0

0

0

0

Band 3/Band 1

0.96

0.17

0

0

0

0

0

0

0

0

0

0

0

0

0

Band 10/Band 13

0.95

0.27

0

0

0

0

0

0

0

0

0

0

0

0

0

Band 10/Band 1

0.94

0.3

0

0

0

0

-0.11

0

0

0

0

0

0

0

0

Band 9/Band 14

0.93

0.11

0

-0.11

0.27

0

0

0

0

0

0

0

0

0

0

Band 3/Band 14

0.93

0.17

0

-0.12

0.26

0

0

0

0

0

0

0

0

0

0

Band 8/Band 14

0.93

0.11

0

-0.11

0.26

0

0

0

0

0

0

0

0

0

0

Band 10/Band 14

0.92

0.26

0

-0.13

0.24

0

0

0

0

0

0

0

0

0

0

Band 10/Band 12

0.9

-0.13

0.38

0

0

0

0

0

0

0

0

0

0

0

0

Band 10/Band 4

0.9

0

0.4

0

0

0

0

0

0

0

0

0

0

0

0

Band 8/Band 4

0.9

-0.24

0.33

0

0

0

0

0

0

0

0

0

0

0

0

Band 3/Band 4

0.9

-0.2

0.37

0

0

0

0

0

0

0

0

0

0

0

0

Band 3/Band 12

0.9

-0.23

0.35

0

0

0

0

0

0

0

0

0

0

0

0

Band 9/Band 4

0.9

-0.25

0.34

0

0

0

0

0

0

0

0

0

0

0

0

Band 8/Band 12

0.9

-0.27

0.3

0

0

0.11

0

0

0

0

0

0

0

0

0

Band 9/Band 12

0.9

-0.28

0.32

0

0

0

0

0

0

0

0

0

0

0

0

Band 10/Band 11

0.89

-0.25

0.33

0

-0.1

0

0

0

0

0

0

0

0

0

0

Band 3/Band 11

0.88

-0.33

0.29

0.1

0

0

0

0

0

0

0

0

0

0

0

(Table cont’d)
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Input Variables

PC1

PC2

PC3

PC4

PC5

PC6

PC7

PC8

PC9

PC10

PC11

PC12

PC13

PC14

PC15

Band 9/Band 11

0.87

-0.37

0.26

0.11

0

0

0

0

0

0

0

0

0

0

0

Band 8/Band 11

0.87

-0.34

0.24

0

-0.12

0.17

0

0

0

0

0

0

0

0

0

-0.85

0.15

0.38

0

0.29

0

0

0

0

0

0

0

0

0

0

0.84

-0.42

0.3

0

0

0

0

0

0

0

0

0

0

0

0

Band13

-0.83

0.12

0.42

0

0.3

0

0

0

0

0

0

0

0

0

0

Band14

-0.82

0.1

0.43

0

0.31

0

0

0

0

0

0

0

0

0

0

Band 11/Band 14

0.81

0.52

-0.21

0

0.13

0

0

0

0

0

0

0

0

0

0

Band 12/Band 14

0.78

0.53

-0.3

0

0

0

0

0

0

0

0

0

0

0

0

Band 11/Band 13

0.78

0.56

-0.24

0

0

0

0

0

0

0

0

0

0

0

0

Band 9/Band 10

0.77

-0.49

0

0.21

-0.17

0

0

0

0

0

0

0

0

0

0.13

Band 4/Band 14

0.76

0.53

-0.35

0

0

0

0

0

0

0

0

0

0

0

0

Band 1/Band 14

0.76

0.14

-0.32

0

0.21

0

0.38

-0.18

0.12

0

0

0.16

0

0

0

Band 3/Band 10

0.75

-0.47

0

0.25

-0.15

-0.14

0

0

0

0

0

0

0

0

0.12

Band 12/Band 13

0.74

0.56

-0.33

0

0

0

0

0

0

0

0

0

0

0

0

-0.73

0.57

0.26

0.12

0.13

0

0.11

0

0

0

0

0

0

0

0

Band 9/Band 3

0.73

-0.45

-0.16

0.15

-0.2

0

0.11

0

0

0

0

0

-0.25

0

0

Band 11/Band 1

0.72

0.63

-0.19

0

0

0

-0.15

0

0

0

0

0

0

0

0

-0.71

0.6

0.27

0.13

0.11

0

0.1

0

0

0

0

0

0

0

0

Band 4/Band 13

0.71

0.56

-0.38

0

0

0

0

0.1

-0.12

0

0

0

0

0

0

Band 11/Band 12

0.69

0.44

0.38

0

-0.1

-0.13

0

0

0.11

0

0

-0.15

0

0

0

Band 12/Band 1

0.68

0.64

-0.29

0

0

0

-0.14

0

0

0

0

0

0

0

0

Band 1/Band 13

0.66

0

-0.4

0.11

0

0

0.4

0

-0.13

-0.11

-0.13

0.3

0.11

0

0

-0.66

0.66

0.29

0.13

0

0

0

0

0

0

0

0

0

0

0

Band 4/Band 1

0.64

0.64

-0.33

0

-0.11

0

-0.12

0.12

0

0

0

0

0

0

0

Band 13/Band 14

0.63

0.21

-0.18

-0.14

0.41

0

0.22

-0.31

0.37

0

0

0

0

0

0

Band1
Band 11/Band 4

Band4

Band12

Band11

(Table cont’d)
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Input Variables

PC1

PC2

PC3

PC4

PC5

PC6

PC7

PC8

PC9

PC10

PC11

PC12

PC13

PC14

PC15

0.63

0.34

0.3

0

0

-0.13

-0.22

0

0.21

0.16

0

-0.35

0

0

-0.17

Band9

-0.26

0.79

0.33

0.25

-0.22

0

0.17

0

0.14

0

0

0

0

0

0

Band3

-0.41

0.78

0.35

0.19

-0.12

0

0.13

0

0

0

0

0

0

0

0

Band10

-0.49

0.76

0.35

0.14

0

0

0.1

0

0

0

0

0

0

0

0

Band8

0

0.75

0.25

0.24

-0.32

0.15

0.23

0

0.21

0

0

0

0

0

0.1

chlor_a*

0

-0.57

-0.27

0.25

0.27

0

0.13

0

-0.13

0.46

0.23

0

0

0

0

Kd_490†

0

-0.56

-0.26

0.27

0.28

0

0.11

0

-0.12

0.48

0.23

0

0

0

0

Latitude

-0.17

-0.56

0

-0.36

-0.13

-0.17

-0.15

-0.14

0.48

0.14

0.11

0

0

0

0.12

nflh‡

-0.36

0

0.53

-0.24

0.13

0

-0.35

0.28

-0.32

0

0

0.3

0

0

0.1

ipar§

0

-0.1

-0.13

0.58

0.3

0

-0.16

0.29

0.39

-0.22

-0.16

0.13

0

0

-0.36

**

0.28

0

-0.18

0.52

0.22

0

-0.25

0.4

0.27

0

0

-0.14

0

-0.12

0.37

Longitude

0.24

-0.22

0

-0.43

-0.3

-0.22

-0.25

0.17

0.4

0.17

0

0.38

0.15

0.17

0

Band 8/Band 3

0.11

-0.12

0

-0.16

0

0.75

0

0

0.11

0

0

0

-0.5

0.28

-0.12

Band 8/Band 9

0

0

0

-0.16

0

0.64

0

0

0.11

0.37

-0.57

0

0.22

-0.16

0

Band 8/Band 10

0.23

-0.17

0

0

0

0.59

0

0

0

-0.2

0.49

-0.11

0.48

0

0

aot_869††
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APPENDIX E: ADDITIONAL GRAPHS SHOWING NOROVIRUS OUTBREAK RISKS
USING THE PCA-ANN MODEL

Figure E-1 Additional time series plots of the predicted norovirus outbreak risk by the PCA-ANN
model and the confirmed norovirus outbreak in oyster growing water along the
northern Gulf of Mexico (2007-2010). Data in this figure were used in the model
development phase.
(Figure cont’d)
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Figure E-2 Additional time series plots of the predicted norovirus outbreak risk by the PCA-ANN
model and the confirmed norovirus outbreak in oyster growing water along the
northern Gulf of Mexico (2011-2016). Data in this figure were used in the independent
cross- validation test and not in the model development phase.
(Figure cont’d)
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