In this paper we are concerned with the following eigenvalue problems:
the vibration of a fixed membrane, Each of these problems has a positive sequence of eigenvalues having no finite accumulation point: 0 < λ (1) ^ λ (2) ^ , 0 < β (1) ^ β (2) 
These eigenvalues may be characterized by the following minimax principles:
Σ ( \^-(a^ + + a t u k )\ We will obtain explicit upper and lower bounds for these eigenvalues in terms of the corresponding eigenvalues of the finite difference analogues:
Here R h is a bounded subset of the mesh 
Each difference problem has a finite positive sequence of eigenvalues:
where i; is the number of points in R h . These eigenvalues also may be characterized by minimax principles: 2. The lower bounds* To obtain lower bounds we take the continuous eigenfunctions of problems (1), (2), (3), and average them over cubes of sides h about mesh points. The resulting mesh functions are then admissible candidates for the minimax principles (10), (11), (12). The technique is due to Weinberger [4] , who applied it to problems (1) and (3), among others.
To simplify notation, let x= (x 19 , x n ), let e t be the unit vector in the i-th coordinate direction, and let
be the cube of side h about x. If u is a continuous and piecewise differentiable function with support in R, then
is a mesh function which vanishes off R h , the subset of S h consisting of points x for which C h (x) Π R is not empty. Then,
each integral on the right of (14) is bounded by the integral of the square of the gradient of u times the reciprocal of the second free membrane eigenvalue for the cube of side h 9 and
We also have, by integration by parts,
It follows that
Therefore, since the right side is positive,
If the function w is continuous, has continuous first derivatives and piece wise continuous second derivatives, each integral on the right side of (17) is bounded by the integral of the square of the gradient of du/dyt times the reciprocal of the second eigenvalue r] 2 of the weighted free membrane problem
The eigenvalue here is the second one because
Since ψ{y i -x t ) ^ h, a lower bound for η 2 is the second eigenvalue of the problem obtained by replacing ψ with h in (19), i.e., Therefore,
Still assuming u is continuous, has continuous first derivatives, and piecewise continuous second derivatives, we have, by integration by parts,
We also have, for i Φ j,
Combining (21) and (22), we have
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Now we obtain the desired lower bounds. Let u {j) be the eigenfunction associated with λ ω in (1) . We may assume
where δ(i, j) is the Kronecker delta. Let
We employ (15) and (18) with u = a,u {ι) (10) in (2), 'also such that
Employing (15) and (23) 
This inequality is new.
3* The upper bounds* To obtain upper bounds we take the mesh eigenfunctions of problems (7), (8), (9) and interpolate to obtain admissible candidates for the minimax problems (4), (5), (6).
Pόlya [3] has applied this technique to problem (1) using piecewise linear interpolation. Specifically, he considered the mesh domain R h consisting of points x in S h such that C 2h (x) c R. Each mesh square with vertices at points of S h he divided into two triangles by a diagonal through two vertices. Given a mesh function U which vanishes off R h , he interpolated a function u, linear on each triangle and agreeing with U at the vertices. He then proved the estimates
i=l JRLσVi from which it follows that, for n = 2,
Weinberger [4] indicates how this may be extended to higher dimensions. For the problems (2) and (3), however, piece wise linear functions are not smooth enough to be admissible in (5) and (6). We must interpolate with functions which are cubic polynomials in each space variable in each mesh cube, and such that the function is continuous with continuous first derivatives across the sides of the cube.
Let us first consider the one-dimensional case (n = 1). Given a mesh function U, we uniquely define the interpolating function, P h U, by requiring that for x e S h
ax By linearity, 
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Let us again first do the case n = 1. We have
Then, for general n, we have
The desired inequalities are obtained from (28), (29), (30) Now we obtain the upper bounds. Let Ui j) be the eigenfunction associated with λj/' in (7) such that
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Let Uj = PuU^. We use (31) and (33) in (4) with U = a,Ul ι) + + a k Uk k) to see that, for n = 2, However, the problems (1), (2), (3) for R', respectively* With this consideration, we can combine the bounds (24) and (38), (25) and (39), (26) Estimates like (41), (42), (43) can be used in proving convergence of more accurate finite difference schemes which may be regarded as perturbations of the schemes (7), (8), (9). See the paper [2] for details.
Upper and lower bounds for eigenvalues of free membranes by similar techniques may be found in [1] . Further references may be found in [1] , [2] and [4] .
