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 Abstract 
 
This thesis describes the implementation of an automatic speech recognition system 
based on surface electromyography signals.  Data collection was done using a bipolar 
electrode configuration with a sampling rate of 5.77 kHz.  Four feature sets, the short-
time Fourier transform (STFT), the dual-tree complex wavelet transform (DTCWT), a 
non-causal time-domain based (E4-NC), and a causal version of E4-NC (E4-C) were 
implemented.  Classification was performed using a hidden Markov model (HMM).  The 
system implemented was able to achieve an accuracy rate of 74.24% with E4-NC and 
61.25% with E4-C.  These results are comparable to previously reported results for 
offline, single session, isolated word recognition.  Additional testing was performed on 
five subjects using E4-C and yielded accuracy rates ranging from 51.8% to 81.88% with 
an average accuracy rate of 64.9% during offline, single session, isolated word 
recognition.  The E4-C was chosen since it offered the best performance among the 
causal feature sets and non-causal feature sets cannot be used with real-time online 
classification.  Online classification capabilities were implemented and simulations using 
the confidence interval (CI) and minimum noise likelihood (MNL) decision rubrics 
yielded accuracy rates of 77.5% and 72.5%, respectively, during online, single session, 
isolated word recognition. 
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 Chapter 1 – Introduction 
 
Conventional speech based automatic speech recognition systems suffer from two main 
limitations.  First, their performance decreases significantly in acoustically noisy 
environments.  Second, they are unusable by people incapable of producing coherent 
audible speech.  Surface electromyography (sEMG) based automatic speech recognition 
systems do not suffer from these limitations and can be used to replace or augment 
conventional speech based automatic speech recognition systems in situations where they 
have degraded performance or are not a viable option [1], [2].  While conventional 
speech based automatic speech recognition systems analyze audible speech, sEMG based 
automatic speech recognition systems analyze the electrical signals generated by the 
muscles used during speech production.  However, current sEMG based automatic 
speech recognition systems suffer from their own limitations, primarily session 
dependence and recognition of mostly small vocabularies (when compared with the 
vocabularies of conventional speech based automatic speech recognition systems) of less 
than 20 words.  These limitations will be discussed in more detail in the following 
section. 
1.1 Motivation 
The use of myoelectric signals (MES) generated by the muscles involved with speech 
production was first developed in the mid 1980s [3], [4].  While these pioneers achieved 
only limited performance of less than 60% accuracy, they showed that MES did contain 
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 meaningful data and demonstrated that sEMG could be used to develop automatic speech 
recognition systems.  Significant progress has been made since then and modern sEMG 
based automatic speech recognition systems can now achieve performance levels 
comparable to that of conventional speech based automatic speech recognition systems 
with accuracy rates as high as 98.8% [5].  However, results of this nature are typically 
limited to rather specific test conditions (single subject, single session, isolated words, 
small vocabulary).  As previously mentioned, current sEMG based automatic speech 
recognition systems suffer from their own limitations.   
First, they exhibit session dependence.  Session dependence is an issue in which 
the performance of the sEMG based automatic speech recognition system suffers 
degraded performance when trained using data collected from a different session.  This is 
due to variations in electrode placements and physiological changes that occur in people 
over time [6].  Second, their use has mostly been limited to the recognition of isolated 
words from a vocabulary of less than 20 words.  When using isolated words, 
classification is restricted to whole utterances of words.  By restricting classification to 
whole utterances, automatic speech recognition can only be performed on words that 
were present in the training data.  In order to perform automatic speech recognition of a 
large vocabulary, it is necessary to be able to recognize words not present in the training 
data due to obvious logistical reasons.  In conventional speech based automatic speech 
recognition systems, automatic speech recognition is achieved on a large vocabulary by 
performing classification on sub-word units known as phonemes and then matching 
phoneme chains with words in the classifier’s dictionary [7].  Since many words can be 
constructed by a small set of phonemes, words can be added to the dictionary without 
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 additional training as long as the new words can be made from the known phonemes [2].  
For sEMG based automatic speech recognition systems, the sEMG activity equivalents 
for phonemes have not yet been identified. 
Recent work in sEMG based automatic speech recognition systems has started to 
overcome these shortcomings.  Techniques to improve the performance across sessions 
have managed to maintain accuracy rates as high as 94.3% when tested across multiple 
sessions [5].  Progress towards word recognition of a large vocabulary was made by a 
system using phonemes to recognize isolated words that achieved accuracy rates as high 
as 96.1% on a vocabulary of 10 words and their 18 constituent phonemes [2].  Another 
system used both phonemes and articulator features to perform word recognition with an 
accuracy rate of 70.1% on a vocabulary of 108 words, 73 of which were not present in 
the training data [8].  However, both of these systems used acoustic speech data to help 
train the sEMG classifier. 
Current research tends to focus on either software (improving accuracy, 
continuous speech detection) or hardware (less obtrusive, easier to apply) development.  
However, while sEMG based automatic speech recognition systems have been shown to 
be potential alternatives to conventional technologies, most implementations have more 
of a proof-of-concept nature and lack usage in an application.  Only a limited number of 
online implementations demonstrating working applications have been performed [9], 
[10], [11].  This is in part due to the difficulty for third parties to develop and deploy 
applications using sEMG technology. 
Research groups often design and build customized hardware setups for their own 
labs.  Even if directions and schematics using components available for purchase off-the-
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 shelf are available, both time and expertise are still required to spec, purchase, assemble, 
and test.  A similar situation occurs when dealing with the software.  While technical 
details about the classification techniques may be provided (feature selection, classifier 
type), actual software or code is usually not.  Again, time and expertise are required to 
create a program that can communicate with the hardware and implement the 
classification techniques described.   
New researchers of sEMG based automatic speech recognition systems are often 
forced to “reinvent the wheel” in their own labs.  Additionally, third parties that wish to 
apply sEMG technology to projects of their own might not be involved with either 
hardware or software research and therefore lack access to the tools required to 
implement their ideas, and possibly also the time and/or expertise to create their own 
sEMG based automatic speech recognition systems. 
1.2 Goals of this Work 
The goals of this work were to: 
• Create a software toolkit for developing sEMG based automatic speech 
recognition systems 
• Use this toolkit to implement selected state-of-the-art sEMG based speech 
recognition algorithms for doing online word recognition 
• Demonstrate the performance of this implementation using data from hardware 
experiments 
1.2.1 Software development toolkit 
The creation of a new sEMG based automatic speech recognition system is a time 
consuming process that requires significant technical knowledge.  The first goal of this 
work was to create a software development toolkit to reduce these requirements and 
make it easier for third parties to implement their own sEMG based automatic speech 
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 recognition systems and develop more applications for sEMG technology.  The software 
development toolkit consists of a modular software framework along with 
implementations of select signal processing, feature extraction, and classification 
techniques.  Additionally, while research groups tend to use similar setups and 
techniques, variations between groups make it difficult to interpret their results for 
comparison and virtually impossible to duplicate.  It is hoped that the distribution of this 
development toolkit will serve to promote more standardized practices across research 
groups as well. 
1.2.2 State-of-the-art system 
Significant variation can exist between current state-of-the-art sEMG based automatic 
speech recognition systems.  The second goal of this work was to selectively implement 
some of the technologies found in these state-of-the-art systems, namely feature 
extraction and classification techniques, and online word recognition capability.  Online 
word recognition capability is the ability to process, analyze, and classify data as it is 
being measured.  The ability to perform online word recognition is essential for 
developing applications using sEMG based automatic speech recognition systems.   
1.2.3 Performance verification 
The third goal of this work was to demonstrate the software framework in use and verify 
the performance of the sEMG based automatic speech recognition system implemented. 
Experimental data were collected from a group of five subjects and processed using the 
sEMG based automatic speech recognition system implemented.  Successful 
implementation of state-of-the-art techniques was verified by comparing the results 
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 achieved with those reported in literature.  Implementation and testing were first limited 
to offline, single session, isolated word recognition on a small vocabulary.  Online word 
recognition capability was demonstrated after performing offline training and 
verification.   
1.3 Approach 
The goals of this work were accomplished using an incremental approach.  First, research 
was done by reviewing relevant literature to select the feature sets and classifiers to 
implement.  The feature sets and classifiers were chosen based on their previously 
reported performance and to provide a variety for comparison during testing.  A sEMG 
based automatic speech recognition system which used the selected state-of-the-art 
techniques was then implemented and its performance for offline, isolated word 
recognition on a small vocabulary was then tested and compared with published results.  
Once performance was verified to be comparable to other state-of-the-art sEMG based 
automatic speech recognition systems, work was done to incorporate online word 
recognition capabilities.  During the entire development process, care was taken to make 
sure the software remained modular and easy to use for final packaging as a development 
toolkit. 
1.4 Organization of this Work 
The remainder of this thesis is organized into the following chapters:  Chapter 2 provides 
background information necessary for a basic understanding of sEMG and an 
introduction to digital signal processing (DSP) concepts.  Chapter 3 discusses the design 
of a sEMG based automatic speech recognition system.  Chapter 4 describes the details of 
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 our system.  This includes the hardware, software, and test methodologies used as well as 
how the specific sEMG technologies (feature sets, classifiers) were implemented.  
Chapter 5 reviews experimental results.  Chapter 6 provides a summary of this work and 
suggestions for future work. 
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 Chapter 2 – Background 
 
This chapter reviews background information readers should be familiar with prior to 
working with sEMG based automatic speech recognition systems.  The goal is to provide 
a basic understanding of surface electromyography, digital signal processing concepts, 
and necessary hardware components. 
2.1 Surface Electromyography 
Electromyography studies muscle function through its electrical properties.  When 
muscles contract they generate measurable electrical activity that propagates outward like 
a wave from the point of nerve contact through the muscle and surrounding tissue [6].  In 
surface electromyography (sEMG), this electrical activity is measured using non-invasive 
sensors placed on the surface of the skin above the muscles of interest.  A sEMG based 
automatic speech recognition system analyzes sEMG signals to perform speech 
recognition. 
2.1.1 Muscles of interest 
There are seven muscles found in the face and throat related to speech production: 
• Levator angulis oris 
• Zygomatricus major 
• Platysma 
• Depressor anguli oris 
• Anterior belly of the digastic 
• Tongue 
• Orbicularis oris 
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 These seven muscles and their locations are shown in Figure 2.1.  A sEMG based 
automatic speech recognition system typically collects measurements from the levator 
angulis oris, zygomatricus major, platysma, depressor anguli oris, and anterior belly of 
the digastic muscles and sometimes the tongue and orbicularis oris muscles as well [2], 
[11]-[13]. 
 
Figure 2.1 – Muscles involved in speech production [11]. 
2.1.2 Electrical characteristics 
sEMG signals typically have amplitudes of 0-10 mV peak-to-peak with useful 
information in the 0-500 Hz range but mostly contained in the 50-150 Hz range [14].  A 
plot of a sample sEMG signal and its corresponding frequency spectrum is shown in 
Figure 2.2.  Acoustic speech, on the other hand, can be recorded by a microphone with 
adjustable gains and contains information primarily in the 200 Hz-9 kHz range [15]. 
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Figure 2.2 – A sEMG signal (above) and its frequency content (below). 
There are many anatomical, physiological, and technical factors that can influence sEMG 
measurements [16].  These factors include: 
• Timing and intensity of muscle contractions 
• Distance of the electrode from the active muscle area 
• Properties of the overlying tissue 
• Electrode and amplifier properties 
• Quality of contact between the electrode and the skin 
A sEMG based automatic speech recognition system focuses primarily on the timing and 
intensity of the muscle contractions.  The remaining factors result in subject and session 
variations in sEMG data that can be mitigated by using consistent hardware and 
experimental procedures as well as by applying normalization techniques to the sEMG 
data [5], [8], [11], [17]. 
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 Measurements of sEMG signals are subject to various sources of noise as well [6], 
[14], [17].  Noise in sEMG measurements can be caused by: 
• Inherent noise in the electronics 
• Inherent instability of the signal 
• Ambient noise from electromagnetic interference 
• Motion artifacts from electrode or cable movement 
• Cross-talk from adjacent muscles 
2.2 Digital Signal Processing 
A digital signal is a continuous signal that has been sampled and discretized for use on a 
computer.  Digital signal processing (DSP) is “the mathematics, the algorithms, and the 
techniques used to manipulate these signals after they have been converted into a digital 
form” [18], [19].  This section will review DSP concepts used in sEMG based automatic 
speech recognition systems. 
2.2.1 Sampling 
Sampling is the process of converting a signal into a series of discrete values by taking 
measurements of the signal at regular intervals.  The time between measurements is 
called the sampling period and the number of samples per second is called the sampling 
rate.  According to the sampling theorem, sampling must occur at the Nyquist rate, twice 
the maximum frequency in the signal, to prevent information loss due to aliasing.  If 
sampling cannot be done at the Nyquist rate, perhaps due to hardware limitations, an anti-
aliasing (low-pass) analog filter must be used to restrict the maximum frequency content 
of the signal to half of the maximum sampling rate.  Sampling above the Nyquist rate is 
called oversampling and sampling below the Nyquist rate is called undersampling.  Data 
is often oversampled at two to five times the Nyquist rate since the data can be digitally 
11 
 downsampled to a lower sampling rate later without loss of information.  However, data 
that is undersampled cannot be digitally upsampled to remove aliasing. 
2.2.2 Aliasing 
The highest frequency that can be recognized in the sampled data is equal to half the 
sampling rate and is sometimes referred to as the folding frequency.  When a signal is 
undersampled, aliasing occurs and frequencies above the folding frequency “fold” around 
the folding frequency and overlap lower frequencies.  This causes distortion in the 
sampled data. 
2.2.3 Digital filtering 
The design and implementation of digital filters can be done more efficiently than that of 
analog filters since digital filters do not require the physical use of components and 
construction of circuits.  Digital filters are also able to offer performance superior to that 
of analog filters with respect to passband ripple, roll-off, and stopband attenuation (i.e., 
when trying to approximate the frequency response of an ideal filter) [19].  For these 
reasons, digital filters were used during signal processing instead of analog ones.  
However, as mentioned in Section 2.2.2 and discussed further in Section 2.3.3, analog 
filters serve an important function during signal acquisition, namely the prevention of 
aliasing. 
The four basic types of filters used to modify the frequency content of signals are 
the low-pass, high-pass, band-pass and band-stop filters.  A low-pass filter allows low 
frequencies to pass and stops high frequencies.  A high-pass filter allows high frequencies 
to pass and stops low frequencies.  A band-pass filter allows frequencies within a certain 
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 band to pass and stops frequencies outside of the band.  A band-stop filter, often referred 
to as a notch filter, stops frequencies within a certain band and allows frequencies outside 
of the band to pass.  Examples of frequency filters are shown in Figure 2.3.  However, 
digital filters are not restricted to frequency manipulation.  A variety of other digital 
filters, such as averaging, median, and mode filters, is used to perform data manipulation 
as well. 
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Figure 2.3 – The four basic frequency filter types. 
2.2.4 Windowing 
Windowing is used to isolate a section of data for analysis.  Typically, a series of 
overlapping windows of fixed sized is used.  Analysis of each window can show how a 
signal changes over time.  Considerations to take into account when windowing are the 
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 window length, amount of overlap, and shape.  The length affects how much of the data 
is analyzed each time while the overlap affects how precisely changes can be observed.  
The shape of the window depends largely on the type of analysis.  For numerical 
manipulation, only a basic rectangular window is required.  A rectangular window 
isolates the section of data without any modifications to the data and is the most basic 
window.  However, for frequency based analysis, such as the Fourier transform, it is 
important to use a special window, such as the Hamming window, to condition the data.  
Examples of window shapes are shown in Figure 2.4. 
50 100 150 200 250
0
0.5
1
1.5
rectangular window
50 100 150 200 250
0
0.5
1
1.5
triangular window
50 100 150 200 250
0
0.5
1
1.5
Hamming window
50 100 150 200 250
0
0.5
1
1.5
Blackman-Harris window
 
Figure 2.4 – Examples of different window types. 
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 2.3 Hardware 
A typical hardware configuration used for collecting sEMG data is shown in Figure 2.5 
and consists of the following equipment: 
• Electrodes 
• Amplifiers 
• Anti-aliasing filters 
• Analog-to-digital converter 
• Electrical isolator 
• Computer 
Anti-aliasing
Filter
Analog-to-
Digital
Converter
Electrical
Isolater Computer
Ref
Amplifier
Electrodes
 
Figure 2.5 – A sEMG data collection hardware block diagram. 
This hardware configuration is representative of sEMG data collection hardware systems 
used in the last ten years, though variations in terms of the actual implementation details 
may exist, and can be considered a de facto standard. 
2.3.1 Electrodes 
Measurement of sEMG signals is done using surface electrodes.  The two primary 
considerations when selecting electrodes are the type and configuration. 
The two main types of surface electrodes used are gelled (wet) electrodes and dry 
electrodes [17].  The gelled electrodes have an electrolytic gel between the skin and 
electrode to decrease the electrode-skin impedance.  They are typically lightweight, 
disposable, and have good adherence properties which prevent slippage during use when 
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 properly applied.  Dry electrodes, on the other hand, come into direct contact with the 
skin.  This results in greater electrode-skin impedance than gelled electrodes.  Due to the 
greater electrode-skin impedance, pre-amplification equipment is sometimes placed on 
the electrodes which make them heavier and harder to keep in place.  The primary 
situation for using dry electrodes is when a unique electrode shape or configuration 
prevents the use of gel [16].  Both gelled and dry electrodes can be made from any 
metallic material such as stainless steel or silver, but gelled electrodes are typically made 
using a silver - silver-cloride (Ag-AgCl) composite which has better conductive 
properties [20]. 
Surface electrodes can be used in unipolar, bipolar, or multipolar configurations.  
A unipolar configuration uses one electrode at the detection site, a bipolar configuration 
uses two electrodes at the detection site, and a multipolar configuration uses many 
electrodes arranged in an array at the detection site.  In each configuration, a common-
mode (reference) electrode is placed at an electrically neutral location away from the 
muscle activity. 
Work done on sEMG based automatic speech recognition systems almost 
exclusively use gelled electrodes in bipolar configurations.  This is due to the better 
performance and ease of using gelled electrodes over dry electrodes and the use of 
differential amplifiers to improve the signal-to-noise ratio (SNR) of the signals.  
However, [21] showed that using differential measurements generated from unipolar 
electrodes on separate muscles could provide as much information as using differential 
measurements from bipolar electrode pairs on each muscle. 
16 
 2.3.2 Amplifiers 
Amplification should take place in two or more stages with pre-amplification as the first 
and most important stage.  Pre-amplification when using bipolar electrode pairs is done 
using differential amplifiers due to their ability to improve the SNR of the measurement 
[6].  In theory, when two signals are used and one of the signals is subtracted from the 
other, information common to both signals (such as noise) is removed and the resulting 
differential signal (now noiseless) is then amplified.  In practice, however, issues such as 
phase offsets make it impossible to completely remove noise so a common-mode signal 
is used in addition to the two input signals to improve performance.  The performance of 
a differential amplifier is measured by the differential signal gain divided by the common 
signal gain.  This ratio is called the common mode rejection ratio (CMRR) and a greater 
CMRR value indicates better performance.  An ideal differential amplifier would have a 
CMRR of infinity and current technology is capable of achieving a CMMR of 120 dB.  
Additional criteria to take into consideration when selecting an amplifier for use in the 
pre-amplification stage, such as input impedance, can be found in [17]. 
Additional stages of amplification may be desired to optimize the performance of 
analog-to-digital convertors (ADCs) which have finite resolution and precision.  In 
theory, amplifying a 0-5 mV signal 1000 times before sending it into an ADC with a  
0-5 V resolution and 1 mV precision will provide 1000 times better performance than 
sending the signal directly into the ADC without amplification.   
2.3.3 Analog filters 
An anti-aliasing (low-pass) filter is recommended prior to sampling to prevent possible 
aliasing, even when sampling at rates of 1kHz or higher.  When sampling sEMG signals 
17 
 at rates less than 1kHz, it is important to make sure the anti-aliasing cutoff frequency is 
no greater than half of the sampling rate or else aliasing will occur.  A high-pass filter 
could also be used to remove motion artifacts and DC noise, typically with a 10 Hz cutoff 
frequency.  However, it is usually beneficial to restrict the bandwidth as little as possible.  
This is particularly true during the development phase when system parameters are still 
being evaluated and optimized.  Instead of collecting multiple sets of data, each with 
fixed bandwidths and sampling rates, it is more efficient to collect data once using a large 
bandwidth and high sampling rate which can then be modified using DSP techniques. 
2.3.4 Analog-to-digital converter  
An analog-to-digital converter (ADC) converts the analog signal measured by a sensor 
into a digital signal usable by a computer.  Important factors to take into consideration 
when choosing an ADC are the number of channels, the resolution and precision, and the 
conversion rate. 
2.3.5 Electrical isolator 
An electrical isolator is used to protect sensitive equipment or people in electrical contact 
with a power source from potentially hazardous levels of current that may occur due to 
equipment malfunction or failure.  A commonly used electrical isolator is the optical 
isolator.  In an optical isolator, the electrical signal is converted to a light signal which is 
then converted back to an electrical signal.  This conversion to and from light breaks the 
electrical contact and creates two electrically isolated circuits. 
18 
 2.3.6 Computer 
A standard desktop or laptop computer is usually used to store and process the data.  
Specially designed embedded systems using microcontrollers and DSP boards could be 
used as well but usually after development and system design have been completed. 
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 Chapter 3 – Surface Electromyography Based 
Automatic Speech Recognition System Design 
 
 
 
This chapter will discuss the design of a sEMG based automatic speech recognition 
system.  A typical block diagram of an automatic speech recognition system is shown in 
Figure 3.1. 
 
Figure 3.1 – Typical automatic speech recognition system block diagram. 
In an automatic speech recognition system, data are first collected from a subject.  The 
data are then conditioned for processing during the pre-processing stage.  Once 
conditioned, the data are typically divided into a series of overlapping windows for 
analysis and a feature vector is generated for each window.  The feature vectors are then 
post-processed prior to use in the classifier.  The classifier generates a hypothesis, and a 
decision rubric is applied to generate an output taken from the vocabulary. 
Speech and sEMG based speech recognition systems have the same overall 
system partitioning [7].  They can use the same data processing techniques (frequency 
analysis), classification process (hidden Markov model), and vocabularies (words) but 
rely on different data sources (audible speech and muscle activity, respectively).  As a 
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 result of their differing data sources, one primary difference is the hardware used to 
collect data.  Speech based systems use a microphone to capture audible sounds while 
sEMG based systems rely on electrodes to measure muscle activity.  Also, results have 
shown that data processing techniques designed for use with sEMG data can provide 
superior performance over frequency analysis techniques applied traditionally to audible 
speech [22]. 
3.1 Vocabulary 
The vocabulary contains the set of words that the automatic speech recognition system is 
meant to recognize.  Considerations include not only which words to include but how the 
words are presented. 
3.1.1 Word selection 
The process of deciding which words to include in an automatic speech recognition 
system’s vocabulary is influenced by the following factors: 
• Intended use 
• Control task 
• Performance requirements 
The intended use of an automatic speech recognition system can vary from use by a 
variety of users for the same task to use by a single user for a variety of tasks.  In the 
former case, the vocabulary should include task-specific words [11].  In the latter case, 
the vocabulary should include words customized for the individual user.  The variety of 
commands or actions associated with a task will influence the vocabulary as well.  If the 
task uses a specific set of commands with little variation, these words should be included 
in the vocabulary [10].  If the task requires the user to choose from context dependent 
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 selections, the vocabulary should contain symbolic words that can be mapped to 
changing options as needed [9].  The desired system performance will affect the 
vocabulary as well.  In situations where accuracy is a priority, the vocabulary should 
consist of words that meet not only a minimum accuracy rate but a maximum confusion 
level as well.  In situations where convenience is a priority, the vocabulary should be 
large enough to address all desired options. 
The relative importance of each factor should be evaluated and used to choose a 
vocabulary that attempts to balance intuitiveness of command words, overall ease-of-use, 
and classification accuracy.  It is also useful to include a word for noise or silence. 
3.1.2 Vocal (audible) vs. Sub-vocal (inaudible) speech 
The decision of whether to have the subjects vocalize or sub-vocalize their speech 
depends on the intended use of the sEMG based automatic speech recognition system and 
the subjects’ physical capabilities.  If the intent is to augment a conventional speech 
based automatic speech recognition system, vocalization is obviously required.  If the 
intent is to assist disabled patients incapable of producing audible speech, sub-
vocalization is required.  Fortunately, performance of sEMG based automatic speech 
recognition systems using data obtained by either method has been shown to be 
comparable.  Using three-channel setups for vowel recognition, [23] achieved an average 
of 88% accuracy on vocalized speech while [21] achieved an average of 90% accuracy on 
sub-vocalized speech.  A seven-channel setup for word recognition of the numbers 0-9 
achieved average accuracy rates of 98.1% on vocalized speech and 96.8% on sub-
vocalized speech [5].  However, the two forms of speech are not interchangeable but can 
be successfully combined.  A sEMG based automatic speech recognition system trained 
22 
 using data from vocalized speech and used on sEMG data from sub-vocalized speech, or 
vice-versa, suffered degraded performance with performance decreasing to 
approximately 75%, but maintained accuracy of approximately 95% when trained using 
data from both forms of speech [5]. 
3.2 Data Collection 
The first part of an automatic speech recognition system is the data collection process.  It 
is important to develop experimental procedures that are well defined and routinely 
followed to promote consistency in the data. 
3.2.1 Channel selection 
One design concern is how many channels to use and where to place the electrodes for 
each channel.  The majority of sEMG based automatic speech recognition systems use 
five or more channels.  While it has been demonstrated that speech recognition is 
possible using a single channel, such as in [9], [5] showed that a significant increase in 
performance is achieved by using a second channel with continued but diminishing 
improvements as additional channels are added.  Electrodes for each channel can be 
placed to target particular muscles or to maximize coverage of muscle activity as a 
whole.  A discussion on optimal electrode placements can be found in Section 6.2.1 of 
[11]. 
3.2.2 Electrode application 
The next concern is the ability to re-apply the electrodes on the subject in the same 
locations across multiple sessions.  Methods used include measuring distances from facial 
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 landmarks, marking locations on the skin, and creating a mask with cutouts.  A 
discussion on repeating electrode placements can be found in Section 6.2.2 of [11].  
Some examples of novel electrode application methods can be found in [12], which 
embedded the electrodes in a fighter pilot mask, and [24], which wrapped the electrodes 
around fingers which were then pressed against the face. 
3.2.3 Experimental procedure 
Data collection for each subject should be done in evenly sized sets.  To prevent muscle 
fatigue from affecting the data, rest periods should be allowed between sets as needed.  
Within each set, it is recommended that exemplars of each word be recorded one 
utterance at a time with a pause before and after each utterance.  This is to remove co-
articulatory and anticipatory effects [12].  For each utterance, the subject should be 
prompted by an audio or visual cue indicating which word to say and when to begin 
speaking.  The word order can be presented in either a random or repetitive fashion. 
3.3 Pre-processing 
It is often helpful to perform some processing on the collected data prior to feature 
extraction which can improve performance in terms of both classification accuracy and 
computational requirements. 
3.3.1 Digital signal processing 
Digital filters can be used to isolate frequency bands containing the most information 
content or exclude those containing excessive noise.  The data can also be downsampled 
to a lower sampling rate to reduce computational requirements. 
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 3.3.2 Blocking 
Blocking extracts the useful segments of sEMG activity from recorded data which might 
contain large periods of inactivity or extraneous activity.  This reduces the amount of data 
that has to be processed and helps create structural consistency among the data.  The 
same block size is usually used for all word classes and can be based on a fixed length of 
time, number of data points, or number of windows.  One interpretation of block size is 
as word length.  There are a number of methods used to locate relevant sEMG activity 
within recorded data: 
• Manual inspection of the data [11] 
• Using a “push-to-talk” system that requires the subject to mark the beginning and 
end of utterances during data collection [13] 
• Recording a second data stream, such as audio, to serve as a trigger channel [2], 
[12], [13] 
• Thresholding techniques based on signal energy or power levels [10] 
The segments can isolate word related sEMG activity only or allow for the inclusion of 
silence or inactivity before and/or after as well [7].  In either case, blocking should be 
done in a consistent manner. 
3.3.3 Windowing 
After blocking, the data is then divided into a series of overlapping windows prior to 
feature extraction.  Results have shown that windows with lengths approximately one-
tenth of the block length that overlap by one-tenth of the window length are good starting 
parameters but should be optimized by experimental testing [1], [2], [8], [13], [25]. 
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 3.4 Feature Extraction 
When working with acoustic data from speech, the relationship between the data (sound) 
and relevant features (frequency content) is well understood.  However, unlike acoustics 
based speech recognition, the connection between speech and EMG signals is not as 
clear.  Choosing appropriate feature sets for EMG signal classification is not as intuitive a 
process and is the subject of ongoing work. 
The earliest sEMG based speech recognition system used time-domain based 
features [4].  However, it was “concluded that while significant recognition of speech 
was possible from MES in the time-domain, it was limited by noise and other 
perturbations” and that frequency-domain based feature sets were “dramatically better” 
[26].  This led to the use of a variety of frequency-domain based feature sets, primarily: 
• Mel-frequency cepstral coefficients (MFCC) [1], [2], [27]  
• Short-time Fourier transform (STFT) [12], [22], [28], [29]  
• Wavelet transform (WT) [12] 
• Wavelet packet transform (WPT) [12], [28] 
• Dual-tree complex wavelet transform (DTCWT) [9], [28] 
However, [29] found that sEMG based speech recognition could “be improved by paying 
more regard to time domain values” in addition to frequency-domain based features.  
This is supported by the persistent use of the window root-mean-square (RMS) value, 
window mean, or window energy value in addition to various frequency-domain based 
features [1], [2], [5], [13], [27].  Additionally, despite the conclusion made in [26], [22] 
reported that time-domain based feature sets developed specifically for use with sEMG 
signals, one of which was called the E4 feature set, achieved better performance than 
frequency-domain based feature sets. 
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 3.4.1 Mel-frequency cepstral coefficients 
Mel-frequency cepstral coefficients (MFCC) are often used in acoustics based automatic 
speech recognition systems.  The MFCC are obtained by mapping the power spectrum of 
a signal onto the mel scale which is a frequency spectrum based on human hearing.  The 
first use of MFCC obtained modest results with accuracy rates ranging from 
approximately 70-85% [1].  However, recent results reported in [2] showed excellent 
performance using MFCC which achieved an average accuracy rate of 94.7%. 
3.4.2 Short-time Fourier transform 
The Fourier transform of a signal is a representation of the signal based on its frequency 
components.  The short-time Fourier transform (STFT) is the Fourier transform of a 
windowed portion of the signal.  It is often used to analyze how the frequency content of 
a signal changes over time by taking the Fourier transforms of a series of overlapping 
windows.  Initial results using STFT coefficients resulted in accuracy rates of 
approximately 90-95%% [12], [28].  A later result reported that using delta STFT 
coefficients, obtained by taking the difference between consecutive STFT coefficients, 
offered better performance than using STFT coefficients directly with an accuracy rate of 
over 95% [5]. 
3.4.3 Wavelets based transforms 
The wavelet transform (WT), wavelet packet transform (WPT), and dual-tree complex 
wavelet transform (DTCWT) are all wavelets based transformations.  A wavelet is a 
function used to divide a signal into its frequency sub-bands.  The WT decomposes a 
signal into evenly sized frequency sub-bands using a filter-bank composed of a series of 
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 low-pass and high-pass filters.  The WPT is like the WT except the size of each sub-band 
can be varied depending on the signal’s frequency content.  The WT and WPT feature 
sets were used in [12] and outperformed the STFT with accuracy rates of over 96%.  The 
DTCWT decomposes the signal using two filter-banks of specially designed Q-shift 
filters and has better shift-invariance than the WT and WPT [30], [31].  It was found in 
[9] that the DTCWT outperformed the STFT, WT, and WPT feature sets. 
3.4.4 Surface electromyography feature sets 
The sEMG feature sets were designed to be “normalized and smoothed to extract features 
from [EMG] signals in a more robust fashion” [22].  They were generated by applying 
contextual filters on combinations of the means, powers, and zero-crossing counts of two 
signals derived from the original signal.  Implementation details can be found in sections 
3 and 4 of [22].  The E4 feature set achieved the best performance among the sEMG 
feature sets and had almost half the error rate of the STFT feature set [22]. 
3.5 Post-processing 
Like pre-processing, post-processing can also improve performance in terms of both 
classification accuracy and computational requirements.  One basic type of post-
processing commonly used is the concatenation of feature vectors from different channels 
into a single feature vector. 
3.5.1 Contextual filters 
Contextual filters help provide information on how data in one section relates to those 
around it.  Some examples of contextual filters can be found in [22] and include the delta, 
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 trend, and stacking filters.  Classification performance has been shown to improve when 
using the delta filter with STFT coefficients and a stacking filter with the E4 feature set 
[5], [22]. 
3.5.2 Feature size reduction 
Reducing the size of the feature set can decrease computation requirements but at the 
price of a minor decrease in performance [11].  It can be performed a variety of 
techniques such as principal component analysis (PCA) and linear discriminant analysis 
(LDA) [12], [13]. 
3.6 Classification 
Classification can be considered a multiple step process.  After feature extraction is 
completed, the features are processed by the classifier to generate hypotheses, usually in 
the form of likelihoods, regarding what the unknown word is.  The hypotheses are then 
evaluated and a decision is made which assigns a word label to the unknown word. 
Current sEMG based automatic speech recognition systems typically use either 
hidden Markov model (HMM) or artificial neural network (ANN) classifiers and both 
have achieved accuracy rates of over 90% [2], [21], [24], [28].  The use of a support 
vector machine (SVM) classifier was briefly investigated in [9] and, while promising, the 
performance of the SVM classifier was not superior to that of an ANN.  Discussion in 
this work will be limited to HMM classifiers since they have been used extensively in 
traditional speech based automatic speech recognition systems, have shown good 
performance in sEMG based automatic speech recognition systems, and have an intuitive, 
easy to design, and modular structure. 
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 3.6.1 Hidden Markov model classifier 
HMM classifiers use stochastic (statistical) methods to model signals [7], [32].  Unlike an 
ANN classifier which is a single interconnected network, a HMM classifier is actually 
comprised of multiple, independently trained HMMs.  Each word in the vocabulary has a 
HMM trained to recognize only that word.  This means that words can be added or 
removed from the classifier’s vocabulary simply by adding or removing their 
corresponding HMMs without requiring any re-training.  In automatic speech recognition 
systems, the left-to-right HMM is used since it restricts state transitions to the current or 
following states.  The left-to-right form is used since it parallels the way speech 
properties change over time. 
The primary design criteria when using an HMM classifier is the number of states 
per model.  The same number of states is typically used across all models though the 
length of each model can be customized for each word.  In acoustic speech processing, 
each state can be thought of as corresponding to word subunits, such as phonemes.  
However, since sEMG signals do not currently have known phonemes like acoustic 
speech, the number of states in each model is usually determined by the number of 
feature vectors that can be extracted from each block of data after windowing.  The 
sequence of feature vectors extracted from a segment of blocked data is typically called 
an observation sequence when used with HMM classifiers.  The rule of thumb is to have 
one state for every two feature vectors in the observation sequence [33]. 
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 3.6.2 Training and validation 
Before classification of unknown words can be performed by an HMM classifier, the 
HMM models need to be trained and validated.  Training and validation are usually done 
offline using previously collected data containing exemplars of each word. 
Training is used to estimate the HMM model parameters for each word.  For each 
model, starting from initial estimates, the parameters of the model are updated in an 
iterative process using observation sequences generated from the data belonging to its 
respective word.  The initial parameter estimates can be generated randomly (subject to 
constraints) for each model or all models can be initialized using the same parameters.   
Regardless, it is important to have a sufficient amount of training data for accurate 
parameter estimation.  sEMG based automatic speech recognition systems typically use 
training sets with 30-50 exemplars for each word [2], [5], [12].  Larger training sets with 
100 exemplars for each word have also been used [9].  Once training has been completed, 
the HMM model is validated using observation vectors generated from additional word 
data not used during the training process.  Word labels resulting from classification are 
compared with the known actual labels to determine whether successful training has 
occurred. 
3.6.3 Decision process 
During classification, the feature vectors extracted from the unknown word are used by 
each HMM model to generate a likelihood.  It is important to note that the likelihoods, 
generally calculated using the Viterbi algorithm, are not the model likelihoods but the 
conditional probabilities of the observation sequence given each model, denoted by 
P(O|m). 
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 In offline isolated word recognition, the standard decision rule is to label the 
unknown word with the model that returned the highest likelihood, or max{P(O|m)}, in 
order to minimize error [32].  However, in continuous or online word recognition and 
certain control applications, it can be more meaningful to make a decision based on the 
relative likelihoods of each model instead of simply using the model that output the 
greatest likelihood.  This requires calculating the model likelihoods or the conditional 
probability of each model given the observation sequence, denoted by P(m|O).  
Fortunately, P(m|O) can be obtained using Baye’s rule which states that P(m|O) = 
P(O|m)*P(m)/P(O) where P(m) is usually a priori information based on a language model 
and P(O) is simply the sum of P(O|m)*P(m) across all models.  In language models 
where all words are equally probable, P(m|O) for each model is simply the normalized 
likelihood, obtained by dividing P(O|m) by the sum of all P(O|m). 
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 Chapter 4 - Implementation Details 
 
This chapter will discuss the hardware and software used and the design of our EMG 
based automatic speech recognition system. 
4.1 Hardware 
Data collection was done using the Audeo development kit created by Ambient 
Corporation while a standard computer running Microsoft Windows XP was used to 
perform all data storage, processing, and classification.  The Audeo is designed to be 
worn around the neck and provides a single channel of data.  It appears to use a bipolar 
electrode configuration consisting of two 1 cm diameter metallic studs for sEMG signal 
detection and one 2 cm diameter metallic stud to provide a reference signal.  The 
detection studs are spaced 17 mm apart with the reference stud positioned 87 mm from 
the detection studs.  Figure 4.1 shows a photograph of the Audeo sEMG sensor. 
 
Figure 4.1 – The Audeo sEMG sensor. 
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 The Audeo is believed to perform differential amplification of the signal and possible 
onboard analog filtering as well.  Data recorded from the Audeo indicated that it has a 
sampling rate of approximately 5.77 kHz.  The Audeo is battery powered, so an electrical 
isolator was not required.  An example of an experimental sEMG signal and its frequency 
content are shown in Figure 4.2. 
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Figure 4.2 – A sEMG signal (above) and its corresponding frequency content (below). 
4.2 Software  
Data collection was performed using a graphical user interface created in Labview since 
the Audeo interfaces with the computer through a Labview device driver.  All processing 
of the recorded data was done using custom MATLAB code.  The sEMG based 
automatic speech recognition system was implemented using primarily custom 
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 MATLAB code but used two MATLAB toolkits available online to implement the HMM 
classifier and DTCWT feature set: 
• HMM – H2M toolkit [33] 
• DTCWT – DTCWT development toolkit [34] 
4.3 System Design 
 
This section will cover the implementation details of our sEMG based automatic speech 
recognition system. 
4.3.1 Vocabulary 
Development of our sEMG based automatic speech recognition system was done using a 
development vocabulary consisting of the words “Left”, “Right”, “Up”, “Down”, and 
“Noise.”  This vocabulary was chosen to provide a set of intuitive commands for use with 
cursor control experiments such as those conducted in [35].  Once development was 
completed, a verification vocabulary consisting of the numbers 0-9 was used during 
performance verification.  This vocabulary was chosen so that the same vocabulary was 
used in the sEMG based automatic speech recognition systems being compared.  After 
performance verification, additional testing was performed on additional subjects using 
the development vocabulary (“Left”, “Right”, “Up”, “Down”, and “Noise”).  Subjects 
were asked to vocalize each word as they would during normal conversation.  “Noise” 
was represented by having the subjects keep their muscles relaxed. 
4.3.2 Data collection 
Optimal placement of the detection electrodes was found to be approximately 1 inch to 
the left of the larynx, directly under the lower jaw.  To minimize variation in electrode 
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 placements between subjects, subjects were asked to position the detection electrodes 
above their pulse on the left side of their neck.  Figure 4.3 shows a subject wearing the 
Audeo. 
 
Figure 4.3 – Subject wearing the Audeo. 
For each subject, a single session was used to collect data.  Each session was divided into 
sets of 20 with rests between sets as needed.  Exemplars of each word were recorded one 
utterance at a time, and approximately 4 seconds of sEMG data were recorded each time.  
Subjects were asked to remain relaxed until prompted by a visual cue to begin speaking, 
approximately 1 second after recording started, and to return to a relaxed state after 
speaking until recording ended.  Subjects were told which word to say prior to the start of 
data recording for each exemplar. 
4.3.3 Pre-processing 
For the STFT and DTCWT feature sets, a 300 Hz low-pass filter was used and the 
data was downsampled by a factor of four.  No pre-processing was found necessary for 
the E4 feature sets.  Word-related sEMG data were isolated and segmented into blocks of 
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 nine windows, or approximately 500 ms.  Blocking was performed using an energy 
threshold technique which compared window energies with a baseline noise energy level.  
If the window energy was greater than the baseline noise energy level, the window was 
marked as containing word-related sEMG data.  Since the subjects were prompted by a 
timed visual cue to begin speaking, it was possible to determine a time range in which 
word-related sEMG data would occur.  It was decided to have the beginning of the block 
coincide with the first window that had been marked as containing word related sEMG 
data within that time range.  Windows of 54 ms with 4 ms of overlap were used since 
previously reported results found these values to be optimal [11].  An example of 
blocking being performed based on window energy is shown in Figure 4.4. 
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Figure 4.4 – Blocking based on window energy. 
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 4.3.4 Feature extraction 
Four feature sets were chosen for implementation and comparison based on their reported 
performances – the STFT, DTCWT, E4, and a modified version of E4.   
The STFT feature set was chosen since it has been consistently shown to offer 
good performance [5], [12], [28].  Our implementation used a feature vector consisting of 
the first 19 STFT delta coefficients and the window mean.  A Hamming window was 
used to smooth the data prior to taking the Fourier transforms. 
The DTCWT was also chosen since it was reported to offer slightly better 
performance than the STFT [28].  Our implementation performed a two-level transform 
on the data using the near_sym_a and qshift_b filters, and the feature vector consisted of 
the magnitudes of the complex high-pass subband of the final level. 
The last two feature sets were based on the E4 feature set described in [22] since 
the E4 feature set was reported to have almost half the error rate of the STFT.  The first 
implementation, which will be referred to as E4-non-causal (E4-NC), is the E4 feature set 
and used a non-causal stacking filter.  The second implementation, which will be referred 
to as E4-causal (E4-C), is like the E4 feature set except that a causal stacking filter was 
used instead.   
4.3.5 Post-processing 
Two stacking filters, one non-causal and one causal, were implemented for use during 
post-processing.  A process is considered causal if it only uses information from the past 
or present and non-causal if it uses information from the future, relative to the point of 
interest.  The stacking filter described in [22] is non-causal since it generates contextual 
information using windows before and after the window of interest.  During online 
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 classification, the window of interest is the window of data being classified.  Since 
information can only be processed after being recorded, the use of a non-causal stacking 
filter would require a delay and slow the response time of the classifier.  The causal 
stacking filter generated contextual information using windows before the window of 
interest only.  The E4-NC and E4-C feature sets required the use of their respective 
stacking filters and no post-processing was performed on the STFT and DTCWT feature 
sets.   
4.3.6 Classification 
The HMM classifier was implemented using the H2M toolkit [33].  For each word in the 
vocabulary, a five state, left-to-right HMM model with was trained.  During training, all 
HMM models were initialized with the same starting parameters and the model 
parameters were updated using the EM algorithm over four iterations.  Validation of 
training was performed by comparing the HMM classifier output with the known word 
label.  Data from each session were divided into two separate sets for use during training 
and validation. 
Development of our sEMG based automatic speech recognition system was done 
using 60 exemplars of each word, 50 for training and 10 for validation.  Performance 
verification used 40 exemplars of each word, 30 for training and 10 for validation in 
order to match [5].  The baseline system had up to 140 exemplars of each word and the 
training set size was varied in order to find the optimal training set size, which turned out 
to be 30 exemplars of each word.  Subsequent testing on additional subjects used the 
optimal size with 40 exemplars of each word, 30 for training and 10 for validation. 
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 The decision process for offline, isolated word recognition was based on the 
maximum likelihood returned by the Viterbi algorithm.  After online classification 
capabilities were implemented, two decision rubrics were experimented with for 
demonstration purposes. 
In most published systems with online capabilities, word recognition is not 
performed until all speech-related sEMG activity has been recorded.  The process of 
blocking of relevant sEMG activity from the data stream during online classification 
typically uses the same methods described when blocking for offline processing.  While 
successful, this approach introduces a delay and slows the response time of the system.  
In our system, online word recognition was implemented in a more continuous fashion.  
Instead of waiting for the end of sEMG word activity, data being streamed over the 
TCP/IP connection was processed on a per window basis to generate feature vectors.  A 
buffer was used to store a history of feature vectors, typically the same number as the 
block size used in offline training.  As each new window was processed, the buffer was 
updated and then analyzed by the classifier to generate likelihoods.  This resulted in a 
series of likelihoods rather than just a single set.  A decision rubric was then applied to 
the sequence of likelihoods to assign a word label.  Two decision rubrics, confidence 
interval (CI) and minimum noise likelihood (MNL), were used for demonstration 
purposes. 
The CI rubric first reduced each set of likelihoods into a single word label based 
on the maximum likelihoods.  This resulted in a sequence of word labels that was 
continually changing as each additional window was processed.  This sequence of word 
labels was then searched for a word label, other than “Noise”, that made up at least 60% 
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 of the word labels in the period.  Once found, that word label was output as the final 
classification result.  To prevent multiple results from a single word, classification was 
suspended for a fixed duration after each result. 
The MNL rubric used the set of likelihoods directly.  The sequence of likelihoods 
was searched until a minimum value was detected in the “Noise” likelihoods.  Once a 
minimum was detected, a word label was assigned based on the maximum likelihood 
from the same set of likelihoods in which the minimum occurred.  Figure 4.5 illustrates 
the two decision rubrics used on simulated online data.  The vertical green and red lines 
in the lower plot bound the period in which the CI rubric detected the word “Left.”  The 
data points indicate the point of minimum noise likelihood and the output of the MNL 
rubric which was also the word “Left.” 
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Figure 4.5 – Simulated online results using the CI and MNL rubrics. 
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 Chapter 5 – Experimental Results 
 
This chapter will present experiment results obtained using our sEMG based automatic 
speech recognition system.  Discussion will cover verification of the successful 
development of a state-of-the-art sEMG based automatic speech recognition system, the 
optimization and performance of the baseline system, and results from testing done on 
additional subjects.  Online classification performance using two decision rubrics will be 
explored briefly. 
 Results for offline testing are average accuracy rates, of the non-Noise words 
only, obtained from using a round-robin algorithm.  In round-robin testing, the data are 
divided into multiple, evenly sizes sets.  Multiple rounds of training and verification are 
then performed such that each set is used as the verification set exactly once (with the 
remaining sets used for training) and the average of all rounds is reported.  Online 
classification performance was measured using fixed training and verification sets and 
did not use the round-robin algorithm. 
5.1 Performance Verification 
The performance of our sEMG based automatic speech recognition system was compared 
with the single channel results published in [5], specifically those for channel 7 (EMG7).  
EMG7 was used for comparison because its electrode placements most closely matched 
those provided by the Audeo.  Both systems used the same vocabulary (numbers 0-9), 40 
exemplars of each word (30 for training and 10 for validation) and a round-robin testing 
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 algorithm using four sets of 10 words each.  Our system used the STFT, DTCWT, E4-NC 
and E4-C feature sets while [5] used the STFT feature set only.  Table 5.1 compares the 
performance of the systems while Tables 5.2-5.5 present the confusion matrices of the 
feature sets used.  In a confusion matrix, the row label on the left indicate the correct 
word label while the column label across the top indicates the word label output by the 
classifier.  The values in each cell are percentages and sum to 100% across each row.  
The shaded diagonal highlights the percentages of words correctly identified by the 
classifier while the off-diagonal cells show incorrect identifications. 
Table 5.1 – Average accuracy rates for tested feature sets. 
 
It was found that our system was capable of achieving state-of-the-art performance for 
offline, isolated word recognition.  Our system achieved a peak accuracy rate of 74.25% 
while [5] had an accuracy rate of 62% for the single channel.  While it is unclear why the 
implementation of the STFT feature set found in [5] had almost double the accuracy rate 
of our STFT implementation, possible factors include differences in electrode 
placements, hardware, and classification software.  However, our results regarding the 
relative performance of the different feature sets match well with those found in [22].  In 
both our system and the one in [22], the E4 feature set had half the error rate of the STFT 
feature set.  However, because the eventual goal is online classification, using the non-
causal E4-NC feature is impractical since it delays the response of the system.  Since the 
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 performance of the causal E4-C feature was comparable to the performance of EMG7 
found in [5], it was chosen for use in all subsequent testing. 
Table 5.2 – Confusion matrix for the STFT feature set. 
 
Table 5.3 – Confusion matrix for the DTCWT feature set. 
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 Table 5.4 – Confusion matrix for the E4-NC feature set. 
 
Table 5.5 – Confusion matrix for the E4-C feature set. 
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 5.2 Baseline System 
After verification of state-of-the-art performance for our system but prior to additional 
testing, additional data were collected and used to determine an optimal training set size.  
The effects of training set size on performance are briefly discussed in [2], which found a 
training set of 27 exemplars optimal for their system, but are rarely discussed in 
published results, which tend to focus on optimizing window length, window overlap, 
feature set, etc.   
Using the development vocabulary (“Left”, “Right”, ”Up”, “Down”, and 
“Noise”), a total of 140 exemplars of each word were collected and randomly divided 
into seven sets of 20 exemplars each.  Round-robin testing was then performed.  Starting 
with two sets, additional sets were added one at a time until all seven sets were used.   
Using the E4-C feature set, initial results found a significant increase in 
performance, almost 10%, when increasing the training set size from 20 training 
exemplars to 40 training exemplars.  Additional round-robin testing with 30 training 
exemplars was performed.  The data were randomly divided into sets of 10 exemplars, 
and four sets were chosen for round-robin testing (three sets for training, one for 
verification).  It was found that using a training set of 30 exemplars performed almost as 
well as using 40 exemplars.  Results are summarized numerically in Table 5.6 and 
visually in Figure 5.1.  Figure 5.1 shows that the greatest increase in performance 
occurred when going from 20 training exemplars to 30 exemplars with diminishing 
returns as the training set is increased further.  The decrease in performance seen when 
using 60 training exemplars is believed to be due to outliers in the data set. 
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 Based on these results, it was concluded that the optimal training set size was 30 
exemplars and that future data collection would require 40 exemplars of each word, 30 
for training and 10 for verification. 
Table 5.6 – Average accuracy rates for various training set sizes. 
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Figure 5.1 –Average accuracy rates for various training set sizes. 
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 5.3 Additional Testing 
After finalizing a baseline system for comparison, testing was performed on additional 
subjects to verify usability of the system by multiple subjects.  As previously stated, the 
development vocabulary was used along with the E4-C feature set and a total of 40 
exemplars of each word was collected, 30 for training and 10 for verification.  The 
development vocabulary consisting of the words “Left”, “Right”, “Up”, “Down”, and 
“Noise” was used for two reasons.  First, this vocabulary provided a more intuitive set of 
commands for use with experiments such as those conducted in [35] which involved 
cursor control.  Second, the data collection process can be both time consuming and tiring 
for the subject so a smaller vocabulary for which the data could be collected comfortable 
in a single session was used.  
It was found that significant variations in performance can exist between different 
subjects, thereby reinforcing the need to train separate classifiers for each subject due to 
differences in sEMG activity between subjects [2].  Table 5.7 summarizes the 
performance of the five subjects tested, while Tables 5.8-5.13 present the confusion 
matrices for each subject.   
Table 5.7 – Average subject accuracy rates. 
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 Table 5.8 – Confusion matrix for the Baseline system. 
 
Table 5.9 – Confusion matrix for Subject 1. 
 
Table 5.10 – Confusion matrix for Subject 2. 
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 Table 5.11 – Confusion matrix for Subject 3. 
 
Table 5.12 – Confusion matrix for Subject 4. 
 
Table 5.13 – Confusion matrix for Subject 5. 
 
5.4 Online Classification 
Since the Audeo interfaces through Labview but processing was performed in MATLAB, 
online classification capability was implemented by streaming data collected in Labview 
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 to MATLAB using a TCP/IP socket.  Our goal was to provide online classification 
capabilities for future development so performance was evaluated based on simulated 
results only.  Online classification was simulated by streaming previously collected 
sEMG data to MATLAB over a TCP/IP socket using a Labview emulator (also 
implemented in MATLAB).  Online classification performance was measured using data 
from the development system and fixed training and verification sets were used instead of 
the round-robin algorithm used in offline testing.  Results for the two online classification 
decision rubrics are summarized in Table 5.14 while Tables 5.15-5.16 present their 
confusion matrices. 
Table 5.14 – Online classification accuracy. 
 
Even though only two basic decision rubrics were used in the online system, results 
indicate that an increase in performance can be achieved by using a decision rubric that 
acts on a higher, second level on top of basic classifier output.  These results indicate that 
additional information can be extracted by analyzing a stream of classifier outputs instead 
of just that of a single blocked section. 
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 Table 5.15 – Confusion matrix for online classification using confidence interval rubric. 
 
Table 5.16 – Confusion matrix for online classification using minimum noise likelihood 
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 Chapter 6 – Summary and Future Work 
 
This chapter summarizes this work and offers points of consideration for future work. 
6.1 Summary 
In this work, we have presented an sEMG based automatic speech recognition system 
with performance comparable to that of a similar state-of-the-art system and 
demonstrated that our system could be used to train classifiers for multiple subjects and 
was not unintentionally biased towards the subject used during development.  
Additionally, we found that an optimal training set consists of 30 exemplars of each word 
which was something previously indicated but not confirmed.  We have also shown 
online classification abilities and offered a couple of decision rubrics for demonstration 
purposes to facilitate future development.  Furthermore, initial results indicate that an 
increase in performance can be achieved during online classification by analyzing the 
data stream in a continuous fashion rather than using techniques to isolate a single section 
of relevant sEMG activity. 
6.2 Future Work 
Having successfully accomplished the goals of this work, it is hoped that a foundation 
has been created upon which further developments can be made.  Future areas of work 
for this project will be discussed briefly followed by those for sEMG based automatic 
speech recognition systems in general. 
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 6.2.1 Session independence 
The next step in development for this system is achieving session-independent 
performance.  Doing so would make experimentation easier since additional testing could 
be performed without having to collect a complete set of new training data.  While it is 
possible to achieve good cross-session performance by simply taking large amounts of 
training data over a long period of time, this method is neither convenient nor practical 
[9], [10].  It would be more reasonable to implement the normalization and adaptation 
procedures presented in [5]. 
6.2.2 Online classification 
After achieving good cross-session performance, the next goal would be to continue 
investigating different decision rubrics and implement true online classification abilities.  
It is important to achieve session-independent performance first since it would be 
impractical to require users to retrain the classifier prior to every use. 
6.2.3 Large vocabulary speech recognition 
An area of future development not only for this system but also for sEMG based 
automatic speech recognition systems in general is performing speech recognition on a 
large vocabulary.  In order to perform automatic speech recognition of a large 
vocabulary, it is necessary to be able to recognize words not present in the training data 
by performing classification on sub-word units and then matching sub-word unit chains 
with words in the classifier’s dictionary [7].  Two previous works performed sub-word 
unit recognition of speech phonemes using sEMG data [2], [8].  However, these systems 
used a secondary channel of audio data which might not always be available.  
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 Furthermore, the identification of sEMG based “phonemes” would most likely prove very 
beneficial to sEMG based automatic speech recognition technology and would allow 
speech recognition of large vocabularies using sEMG data only without requiring a 
secondary channel of information. 
6.2.4 Subject independence 
A final consideration for future development of sEMG based automatic speech 
recognition systems in general is subject independent performance.  This includes not 
only performance of the classifier but also the ability to easily apply the electrodes in a 
user-friendly and repeatable fashion.  Subject independence would allow sEMG based 
automatic speech recognition systems to quickly reach wide-scale adoption.  However, 
since sEMG based automatic speech recognition technology is still in the early stages of 
development, this is not as pressing a concern. 
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