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ABSTRACT
In modern weak-lensing surveys, the common approach to correct for residual systematic biases in the shear is to calibrate shape mea-
surement algorithms using simulations. These simulations must fully capture the complexity of the observations to avoid introducing
any additional bias. In this paper we study the importance of faint galaxies below the observational detection limit of a survey. We
simulate simplified Euclid VIS images including and excluding this faint population, and measure the shift in the multiplicative shear
bias between the two sets of simulations. We measure the shear with three different algorithms: a moment-based approach, model
fitting, and machine learning. We find that for all methods, a spatially uniform random distribution of faint galaxies introduces a shear
multiplicative bias of the order of a few times 10−3. This value increases to the order of 10−2 when including the clustering of the
faint galaxies, as measured in the Hubble Space Telescope Ultra-Deep Field. The magnification of the faint background galaxies due
to the brighter galaxies along the line of sight is found to have a negligible impact on the multiplicative bias. We conclude that the
undetected galaxies must be included in the calibration simulations with proper clustering properties down to magnitude 28 in order
to reach a residual uncertainty on the multiplicative shear bias calibration of a few times 10−4, in line with the 2 × 10−3 total accuracy
budget required by the scientific objectives of the Euclid survey. We propose two complementary methods for including faint galaxy
clustering in the calibration simulations.
Key words. gravitational lensing: weak – cosmology: observations – surveys
1. Introduction
Cosmic shear, the coherent weak lensing (WL) distortion
(‘shear’) of galaxy images by the large-scale structure of the
Universe, is one of the most powerful cosmological probes.
Two particularly powerful aspects of the method are that it is
based on a geometrical observable, that is, the distorted shapes
of galaxy images, and that it is sensitive to the gravitational
potential of structures, and as such probes both baryonic and
dark matter. The usual estimator of cosmic shear is the ellip-
? Based on Hubble Space Telescope Ultra-Deep Field (HST-UDF)
data.
ticity two-point correlation function, which quantifies the coher-
ent distortion between pairs of galaxies as a function of their
separation. Applying this estimator to recent weak-lensing sur-
veys has yielded some of the tightest low-redshift cosmological
constraints on the matter density and the amplitude of the mat-
ter power spectrum (see e.g., Kilbinger et al. (2013); Jee et al.
(2016); Hildebrandt et al. (2017); Troxel et al. (2018); Hikage
et al. (2019); Chang et al. (2019)). Complementary estimators
are also in development and might require specific treatment
of shear-measurement systematic errors: for example, galaxy–
galaxy lensing as a two-point statistic (e.g., DES Collaboration
et al. 2018; Joudaki et al. 2018; van Uitert et al. 2018; Singh et al.
1
ar
X
iv
:1
90
2.
00
04
4v
2 
 [a
str
o-
ph
.C
O]
  2
 Ju
l 2
01
9
Euclid Collaboration: Impact of undetected galaxies on weak-lensing shear measurements
2018) and the peaks in weak-lensing reconstructed mass maps as
a higher-order statistic (e.g., Kacprzak et al. 2016; Martinet et al.
2018). Recent reviews of cosmic shear can be found in, for ex-
ample, Kilbinger (2015); Mandelbaum (2018).
The great potential of cosmic shear has led to the develop-
ment of large dedicated surveys that will gather data in the near
future: Euclid,1 WFIRST,2 and LSST.3 In particular, the Euclid
satellite will survey 15 000 deg2 of the sky in order to shed light
on the nature of dark energy (DE), responsible for the acceler-
ated expansion of our Universe. This will be achieved by mea-
suring the possible deviation of the DE equation of state param-
eter w from the value −1, which corresponds to the case of a
cosmological constant Λ. To reach the full statistical potential
of the survey, it is mandatory to keep systematic biases on the
shear measurement low. Massey et al. (2013) showed that the to-
tal multiplicative shear bias, which quantifies systematic errors
in the amplitude of the shear, must be lower than 2 × 10−3, and
Cropper et al. (2013) presented a breakdown of this requirement
over the known sources of bias, taking into account the Euclid
survey and instrument design.
The amplitude of the shear due to the large-scale struc-
ture is typically a few times 10−2, which is an order of mag-
nitude smaller than the dispersion of intrinsic galaxy ellipticities
(∼ 0.3). These introduce shape noise, which can be mitigated
by averaging the ellipticity measurements over a statistical sam-
ple of source galaxies affected by a similar distortion, assuming
that galaxies have random orientations. In that case the average
ellipticity yields an unbiased estimate of the mean shear. This
estimator is however biased by intrinsic alignments of galaxies
in observations (e.g., Hirata & Seljak 2004). The image point-
spread function (PSF) also affects observed galaxy images, in-
troducing not only blurring, but also spurious distortions that can
easily exceed the cosmological shear. The PSF is corrected for
by using measurements of stars, which are point-like sources in
the images, or by carefully modeling it from the telescope speci-
fications. The latter option is only possible in space-based obser-
vations, where the atmosphere does not add further deformation
to the PSF.
Many methods have been proposed to carry out measure-
ments of galaxy shape. They can be classified into two main
categories: moment measurements and model fitting. A first ap-
proach to measure the moments of the surface-brightness dis-
tribution of stars and galaxies to infer PSF-corrected estimates
of galaxy ellipticities was developed by Kaiser et al. (1995),
which is often referred to as KSB. DEIMOS (Melchior et al.
2011) is another example of such a method, however this latter
does not require the assumption of a shape for the PSF. Model-
fitting methods rely on directly fitting the galaxy surface bright-
ness profile convolved with the PSF model. These methods can
yield a highly accurate correction for the PSF, but are compu-
tationally demanding as they require the difference between the
model and observed profile to be minimized for every galaxy.
Various model-fitting algorithms have been developed: for ex-
ample, sFIT (Jee et al. 2013), lensfit (Miller et al. 2007, 2013),
IM3SHAPE (Zuntz et al. 2013), NGMIX (Sheldon 2014), and
the lensing-dedicated implementation of SExtractor/PSFEx
(Bertin & Arnouts 1996; Bertin 2011) described in Mandelbaum
et al. (2015). Simon & Schneider (2017) also recently showed
that moment-based methods are similar to model-fitting with the
moments being an imperfect fit to the surface-brightness distri-
1 https://www.euclid-ec.org/
2 https://wfirst.gsfc.nasa.gov/
3 https://www.lsst.org/
bution. Supervised machine learning, trained on image simula-
tions, can then be used to correct for the imperfections of these
measurements. MomentsML (Tewes et al. 2019) is an example
using neural networks to obtain accurate shear estimates based
on moment measurements on the galaxy images. BFD (Bayesian
Fourier Domain: Bernstein & Armstrong 2014; Bernstein et al.
2016) is another moment-based refined technique, which com-
presses the pixel information and then estimates the probability
distribution of these pixels being gravitationally distorted.
The variety of available methods has given rise to several
international challenges to compare them. This started with the
Shear TEsting Programmes (STEP) by blindly running the al-
gorithms on simulated images where the input shear is com-
pared with the output of each method (Heymans et al. 2006;
Massey et al. 2007). The simulations were later modified in the
GRavitational LEnsing Accuracy Testing (GREAT) challenges
to check for specific effects on shear measurements, mimicking
both ground-based and space-based observations (Bridle et al.
2010; Kitching et al. 2012; Mandelbaum et al. 2014, 2015). After
these challenges, it became clear that shear measurement algo-
rithms need to be calibrated using simulations to correct for sys-
tematic biases if one wants to reach the accuracy required by
modern surveys. This is already the approach followed by the
Kilo Degree Survey (Fenech Conti et al. 2017; Kannawadi et al.
2019), the Dark Energy Survey (Zuntz et al. 2018; Samuroff
et al. 2018), and the Hyper Suprime-Cam survey (Mandelbaum
et al. 2018) teams, who created specific sets of simulations to
mimic their observations and calibrate their shear measurement
algorithms. We note that some of the newer methods, such as
BFD and METACALIBRATION (Sheldon & Huff 2017; Huff &
Mandelbaum 2017), which measures the shear response by di-
rectly distorting the observed images, do not require calibration
simulations in principle, but still use simulations in practice in
order to inform the prior on residual biases due to specific ef-
fects (such as blends).
Although they allow one to correct for most systematic bi-
ases, relying on simulations means that the performance of the
shape measurement algorithm will depend on how realistic these
simulations are (see e.g., Hoekstra et al. 2015). Indeed, any dif-
ference between the calibration set and the observed data will
introduce new biases. Many simplifications are made in the sim-
ulations and it is paramount to ensure that they do not signif-
icantly add to the original shear measurement bias breakdown
of the Euclid mission (Cropper et al. 2013). Insufficiently ex-
plored simplifications include the assumption of uniform back-
ground and neglecting noise correlations (see e.g., Gurvich &
Mandelbaum 2016), which can be caused by faint undetected
galaxies. The use of analytic surface brightness profiles in-
stead of real galaxy shapes is another common simplification
which began to be explored in, for example, Lewis (2009);
Mandelbaum et al. (2015). Finally, the effect of neglecting the
wavelength dependence of the galaxy profile, also known as
color gradient, has been studied in Voigt et al. (2012); Semboloni
et al. (2013); Er et al. (2018), for example.
In this paper we focus on the impact of the galaxies below
the 10σ detection limit of the visible instrument (VIS) of the
Euclid mission. The VIS is an optical camera composed of 36
charge-coupled devices (CCDs) with a field of view of 0.57 deg2
covering a wavelength range from 550 to 900 nm. This detec-
tion limit corresponds to a VIS AB magnitude of 24.5, as de-
scribed in Cropper et al. (2016). These faint galaxies act as a
source of correlated noise in the vicinity of the detectable galax-
ies, affecting both galaxy shapes and background determination,
and might therefore bias their shear measurement. This question
2
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has been tackled in Hoekstra et al. (2017), who showed using
their moment-based shear-measurement algorithm that the faint
galaxies need to be included down to a magnitude of about 27 to
29 in the calibration simulations in order to account for a multi-
plicative shear bias of the order of a few 10−3 caused by the faint
galaxies and measured with an uncertainty of ∼ 10−4. Samuroff
et al. (2018) also investigated the impact of faint neighboring
galaxies on shear measurements for the Dark Energy Survey
calibration simulations. Their approach is similar to Hoekstra
et al. (2017) but for a model-fitting shape measurement algo-
rithm (IM3SHAPE). Importantly, the clustering between the un-
detected and the detected galaxies is neglected in both studies.
Similarly to Hoekstra et al. (2017) and Samuroff et al.
(2018), in this paper we investigate the bias due to the faint
galaxies by comparing shear measurements in simulations with
and without these galaxies. However, we improve on various as-
pects of the simulation of the faint population. First, we make use
of the Hubble Space Telescope Ultra-Deep Field (HST-UDF,4
Beckwith et al. 2006) images to generate a realistic population
of faint galaxies as measured from the observations down to an
F775W magnitude of 29. Second, we include the clustering of
the faint galaxies around bright ones, as measured in the UDF.
This is expected to have a strong impact on shape measurement,
since it places the faint unresolved galaxies closer to the de-
tectable ones. It is important to note that we study only the im-
pact of the clustering of the unresolved galaxies, and therefore
isolate this effect from that of nearby resolved sources which
is a separate issue (see e.g., Samuroff et al. 2018; Mandelbaum
et al. 2018, for studies of the latter effect). In physical terms, the
clustered faint galaxies correspond to satellite galaxies, that is,
the one-halo term in the halo model approach. We also inves-
tigate the impact of the magnification of the background faint
population due to the bright galaxies along the line of sight.
Finally, we generalize the measurement to three different algo-
rithms, representative of the main classes of shape-measurement
algorithms. We use a refined version of the KSB+ method pre-
sented in Schrabback et al. (2010), SExtractor and PSFEx for
a model-fitting method, and MomentsML (Tewes et al. 2019) for
a machine-learning approach.
We describe our simulation pipeline in Sect. 2, starting from
measuring galaxy populations and their clustering properties in
the UDF, followed by a description of how we generate mock
galaxy catalogs and their corresponding synthetic images. The
three different shear-measurement methods are briefly described
in Sect. 3, and Sect. 4 summarizes how we quantify shear bias
and estimate the required number of simulated galaxies. We
present our results in the two subsequent sections, where in
Sect. 5 the clustering of faint galaxies around bright galaxies
is neglected. In particular, we study the magnitude limit up to
which faint galaxies impact the shear bias, the importance of
getting a realistic estimate on their sizes, and stress the effects of
proper background subtraction. We show in Sect. 6 that the effect
of this clustering on the multiplicative bias is indeed dramatic,
and study several dependences, such as the clustering length and
the deblending strategy. We show in Sect. 7 that magnification
effects are only of minor importance. We then discuss in Sect. 8
the strategy that future image simulations for Euclid calibrations
ought to use to account for the effects of clustering of faint galax-
ies, before we conclude in Sect. 9.
4 http://www.stsci.edu/hst/udf
2. Building realistic simulations
To quantify the effect of undetected galaxies we construct simu-
lations including and excluding them, comparing the shape mea-
surement of the detectable galaxies from both sets of simula-
tions. We first build a catalog of realistic galaxies in the VIS AB
magnitude range [20, 29], measuring photometric properties in
the HST-UDF images. We then sample from that catalog to gen-
erate a random ensemble of galaxies with realistic properties,
taking into account correlations between parameters. Finally, we
use the GalSim software (Rowe et al. 2015) to generate im-
ages of these galaxies, mimicking the observing conditions of
the Euclid VIS instrument.
2.1. Measuring galaxy properties
Our galaxy sample is generated based on deep HST images. The
UDF survey is one of the very few surveys reaching a magnitude
of 29. The magnitude limit for the Euclid weak-lensing galaxy
sample (referred to as the ‘bright galaxies’ in the following) is set
to 24.5, which corresponds to a 10σ detection limit in the VIS in-
strument (Cropper et al. 2016). Fainter galaxies, up to magnitude
29, are referred to as the ‘faint galaxies’ in our analysis. In Fig. 1
we show the importance of using observed galaxies for the faint
population by displaying the average size–magnitude relation of
faint galaxies (24.5 < F775W) and comparing it with an extrap-
olation for the bright galaxies (F775W ≤ 24.5). Magnitudes are
measured with the MAG AUTO procedure of SExtractor and
sizes correspond to PSF-corrected half-light radii measured with
the SExtractor/PSFEx method described in the same section
below. As already shown in Hoekstra et al. (2017), the extrapo-
lation from the bright galaxies strongly underestimates the sizes
of the faint galaxies.
The downside of using the UDF is its small area (11.35
arcmin2 after removing saturated stars), which results in a
sample-variance issue, since we will simulate thousands of
square degrees by sampling from this catalog. The statistics
could be increased by using existing or new HST observations,
or later the Euclid deep fields. The latter will however be limited
to magnitude 26.5–27. So far only the parallel fields of the HST
Frontier Field clusters (Lotz et al. 2017) achieve a depth similar
to that of the UDF.
The data have been reduced by the UDF team using the
CALACS pipeline for the initial calibration and MultiDrizzle
(Koekemoer et al. 2003) for combining images. All measure-
ments are done on the F775W band, which is included within
the VIS filter of the Euclid survey. We therefore assume that the
magnitudes measured in this filter are a good approximation of
the VIS magnitudes.
We measure the galaxy properties using the latest ver-
sions of SExtractor (2.31.1) and PSFEx (3.18.0). We first run
SExtractor to generate a catalog of objects that will be used
to measure the PSF. Stars are identified in a maximum-surface-
brightness-versus-magnitude diagram, and are visually verified
on the image. Removing saturated objects leaves us with 20 stars
in the magnitude range [22, 27]. PSFEx is then run on this star
catalog to obtain a PSF model of the UDF survey, which includes
spatial variations. The PSF is stable with a variation of less than
1.5% across the survey area.
We then re-run SExtractor to fit each galaxy with a Se´rsic
model convolved with the previously obtained PSF. The param-
eters we are particularly interested in for generating the simu-
lations are magnitude, half-light radius, Se´rsic index, and ellip-
ticities. In addition, we obtain photometric redshifts by cross-
3
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Fig. 1. Mean PSF-corrected half-light radius vs. magnitude for
galaxies measured in the UDF F775W image. Blue dots corre-
spond to galaxies brighter than the VIS limit, and red dots to
fainter galaxies within 3′′ of a bright one. Dots and error bars
correspond to the mean and dispersion over all galaxies in the
selected magnitude bin. The dashed blue line shows the linear
fit to the bright galaxies, highlighting the need for observational
data to measure faint galaxy sizes.
Fig. 2. Distribution of galaxy magnitudes measured in the UDF
F775W image with our detection set up (yellow dots) compared
to that of Rafelski et al. (2015) (pink squares), with Poisson error
bars.
matching our catalog with that of Rafelski et al. (2015). This is
done by selecting the closest match with a maximum separation
of 0.3 arcsec (i.e., 10 pixels). Prior to that we verified that the
magnitude distributions of the two catalogs match well, which
is the case down to magnitude 29, as seen in Fig. 2. Rafelski
et al. (2015) detect more objects at magnitudes fainter than 29,
but those extra objects include some ambiguous detections. For
our simulation purposes, we need high purity and therefore limit
our analysis to higher-S/N detections.
To realistically position the faint galaxies, we also measure
their clustering around bright ones. We retain only faint galax-
ies within a separation of θlim from a bright galaxy. We choose
Fig. 3. Faint galaxy density excess (N − N¯)/N¯ in the UDF, as a
function of magnitude and clustering length. The field density is
reached for an excess of zero.
θlim = 3′′ for the maximum separation between bright and faint
galaxies, which corresponds to about 25 kpc at z = 1. This
choice is justified by Fig. 3, which shows the faint galaxy den-
sity excess as a function of magnitude and separation. The ex-
cess is defined as (N − N¯)/N¯ where N is the observed galaxy
density with clustering and N¯ with random positioning, which
means that an excess value of zero corresponds to the field den-
sity. We see that the clustering is of significant amplitude only
for scales lower than 2′′.0. In addition, galaxies with magnitudes
between 24.5 and 25.5 are the most correlated, which is expected
since clustered galaxies tend to have similar magnitudes. This
also means that the correlations seen in Fig. 3 are dominated by
those between the faintest of the bright galaxies and the brightest
of the faint galaxies. In particular, we see no correlations if we
make the same plot using only galaxies brighter than magnitude
21 as the bright galaxy sample.
This measured clustering of the faint galaxies depends on
the deblending strategy adopted in extracting the catalog from
the UDF. An aggressive deblending would allow us to de-
tect more faint blended galaxies (especially in the vicinity of
bright ones), but would also misidentify some star-forming re-
gions of bright galaxies as faint objects. On the other hand,
a weak deblending would prevent us from detecting most of
the faint satellite galaxies. We thus choose a middle-ground de-
blending strategy using a number of deblending sub-thresholds
(DEBLEND NTHRESH) and a minimum contrast parameter for
the deblending (DEBLEND MINCONT) of 16 and 0.01, respec-
tively, in SExtractor. In Sect. 6.3 we test the impact of two
other deblending schemes on the main results of the paper (one
more aggressive and one less aggressive).
The number of galaxies in the bright sample is 244. The
number of faint galaxies within θlim = 3′′ around bright ones
is 189, 333, and 542 for limiting F775W-band magnitudes of 27,
28, and 29, respectively. Although there are more faint galaxies
if we account for those without bright neighbors (e.g., 1307 up
to F775W = 27) we use only galaxies within θlim to ensure that
our faint population reflects that of close neighbors.
Figure 4 shows the distributions for various measured param-
eters: magnitude m, half-light radius rh, Se´rsic index n, elliptic-
ity components 1, 2, redshift zphot, and distance to the closest
bright neighbor θ. In this paper we define the complex ellipticity
4
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Fig. 4. Distributions of galaxy parameters measured with SExtractor in the UDF. The panels show histograms of galaxy magni-
tudes (m, top left), half-light radius (rh, top middle), Se´rsic index (n, top right), ellipticity components (1, 2, middle left, middle
middle), ellipticity modulus (||, middle right), distance to nearest bright galaxy (θ, bottom left), faint galaxy position angle relative
to the nearest bright galaxy major axis (φ, bottom middle), and photometric redshifts (zphot, bottom right). Blue histograms corre-
spond to bright galaxies (m ≤ 24.5) and red to faint galaxies (24.5 < m ≤ 29) lying within 3′′ of a bright one. The green histogram
in the top left panel shows the magnitude distribution of all faint galaxies up to m = 29.
as  = 1 + i2, with an absolute value of || = (a − b) / (a + b),
where a and b correspond to the semi-major and semi-minor
axes, respectively. We also checked whether there is a prefer-
ential direction for the clustering by measuring the angle φ be-
tween the position of the faint galaxies relative to their closest
bright galaxy center and the semi-major axis of the bright galaxy.
We found no significant correlation, perhaps due to the small
sample of faint clustered galaxies, and therefore did not test for
anisotropic clustering in our simulations. Finally, we measured
the correlations between the bright galaxy orientation and that of
its faint neighbors and also between the orientations of pairs of
faint neighbors belonging to the same bright object patch. We did
not find any significant correlation for those quantities (which
are not displayed in Fig. 4) and therefore considered the galaxy
ellipticity angle as an independent variable. We note however
that we considered all faint galaxies together, such that a more
refined analysis, which would individually treat faint clustered
and unclustered galaxies using their redshift information, could
find some correlations in the orientations of the clustered galax-
ies. This more complex approach would however not qualita-
tively change our results and is postponed to further studies.
2.2. Generating galaxy catalogs
We need to sample from our UDF catalog to simulate a large
number of galaxies in order to reach the desired precision on
the shear amplitude. These galaxies must all be mutually dif-
ferent and reflect the global properties of the observed popula-
tion, in particular the covariance between the different parame-
ters. We checked the correlations between parameters, and un-
surprisingly found that the half-light radius rh, the Se´rsic index
n, and the clustering (i.e., the number of the faint neighbors N
and their separation θ to the closest bright galaxy) strongly corre-
late with the magnitude. The different parameters also correlate
one with another, in particular rh and n, but this degeneracy is
broken when splitting the catalog in magnitude bins. Therefore,
we construct the conditional probability distribution functions
(PDFs) of these parameters given the magnitude bin, from 20.5
to 29 in bins of 0.5: p(rh|m), p(n|m), p(N |m), and p(θ|m). A mag-
5
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Fig. 5. Distributions of galaxy parameters generated from our UDF catalog. The panels show histograms of galaxy magnitudes (m,
top left), half-light radius (rh, top middle), Se´rsic index (n, top right), ellipticity components (1, 2, middle left, middle middle),
ellipticity modulus (||, middle right), distance to nearest bright galaxy (θ, bottom left), distance to nearest bright galaxy without
clustering (bottom middle), and photometric redshifts (zphot, bottom right). Blue histograms correspond to bright galaxies (20.5 ≤
m ≤ 24.5) and red to faint galaxies (24.5 < m ≤ 29) lying within 3′′ of a bright one.
nitude must first be drawn for each object using the magnitude
PDF p(m). We recall that in the case of the faint galaxies, only
those within 3′′ of a bright galaxy are used to construct the PDFs.
Those PDFs are approximated with a trapezoidal function with a
bin width chosen so that this model is not significantly different
from the full PDF. It is then possible to assign a random value
for each parameter, drawing from a uniform distribution between
zero and one.
We recall that the magnitude range is [20.5, 24.5] for bright
galaxies and [24.5, 29.0] for faint ones. The half-light radius
range is 0′′ < rh < 1′′.4 with a bin width of 0′′.1. For Se´rsic in-
dices, we use 40 different values between zero and ten. We did
not use a continuous spectrum of values for the Se´rsic index to
speed up the galaxy simulations. Each ellipticity component is
drawn from a Gaussian distribution p(i) with a mean of zero
and a standard deviation σ = 0.26, which is representative of
galaxies of magnitude 24.0 < m < 24.5 in Schrabback et al.
(2018).
This is how we proceed with the steps in order:
For each bright galaxy:
1. we draw a magnitude in the range [20.5, 24.5] from p(m);
2. we draw a half-light radius rh and Se´rsic index n, sampling
from the PDF measured in the galaxy magnitude bin: p(rh|m) and
p(n|m);
3. we draw each ellipticity component independently from
Gaussian distributions p(i);
4. we determine the number of faint neighbors within θlim =
3′′ using the PDF corresponding to the bright galaxy magnitude
bin p(N |m).
For each faint galaxy:
5. we draw a magnitude in the range [24.5, mlim] from the
faint galaxy magnitude PDF p(m);
6. we draw a half-light radius and Se´rsic index, sampling
from the corresponding PDFs measured in the galaxy magnitude
bin, p(rh|m) and p(n|m);
7. we draw each ellipticity component independently from
the same ellipticity distributions as for the bright galaxies, ig-
noring the small increase in the ellipticity rms observed at fainter
magnitudes in Fig. 4 and in Schrabback et al. (2018);
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8. we draw a separation θ to the closest bright galaxy, sam-
pling from the PDF measured in the faint galaxy magnitude bin
p(θ|m) (Fig. 3), with a bin width of 0′′.5 over the range [0′′, 3′′].
We also draw a random position angle as we found the clustering
to be isotropic.
9. Additionally, for each faint galaxy we draw a random
position within a 3′′ circle centered on the bright galaxy to be
able to simulate a situation without clustering. In this scheme the
number of faint galaxies is the same with or without clustering.
This assumes that the change in the galaxy density due to the
clustering becomes negligible when approaching the limiting
value θlim = 3′′, as can be seen from Fig. 3.
The limiting magnitude mlim for the faint galaxies takes dif-
ferent values, chosen to check the depth at which the faint galax-
ies need to be included in the simulations in order not to bias the
shape measurement of the bright ones.
We use single Se´rsic profiles for galaxy shapes. Although
this is a simplistic model, it is computationally fast and allows us
to use the same model for bright and faint galaxies. Other more
sophisticated models, such as combining two Se´rsic profiles to
account for the bulge and disk, should however not qualitatively
change the results of the paper, although the quantitative effect
of the faint galaxies might vary for different galaxy populations.
Finally, we need to apply some corrections to the sampled
catalog so that every galaxy can be properly simulated. We re-
quire that the ellipticity modulus be lower than 0.7, redrawing
both ellipticity components for objects that do not satisfy this
criterion. Larger ellipticities lead to some unrealistic, truncated
galaxy profiles as the semi-major axis of the largest galaxies can
reach the edge of the galaxy patch, which is of 64×64 pixels with
a truncation radius fixed at 4.5 rh. We could also avoid this by in-
creasing the patch size or by using more complex models such as
a bulge and disk decomposition, but these approaches would be
computationally more demanding. The fraction of galaxies for
which we need to redraw ellipticities is below 3%, so this cri-
terion should not qualitatively change our results. Furthermore,
GalSim cannot simulate galaxies with a Se´rsic index out of the
range [0.3, 6.2]. Each galaxy with n outside this range has its
Se´rsic index set to the acceptable limit. This explains the peak
at n = 6.2 in the distribution of the Se´rsic index of the faint
galaxy population in Fig. 5. We could also have chosen to cut
out those galaxies, but this would more strongly distort the Se´rsic
index PDF, or to distribute them on a range of values; the latter
approach would however require us to make some assumptions
on the Se´rsic index measurement errors. We note that all bright
galaxies have n within the cited range, which is not the case for
the faint galaxies, especially at very faint magnitudes where n
has an almost uniform probability distribution between zero and
ten, as measured with SExtractor (see Fig. 4). This is because
these galaxies cover only a few pixels, on which one cannot reli-
ably fit a Se´rsic profile. The size and magnitude of these objects
however remain accurate since they do not require us to measure
the surface brightness profile. This limitation only concerns the
faintest galaxies, and is less problematic, since we are not trying
to measure the shape of these galaxies. In addition, their fluxes
and sizes should be sufficient to assess the correlated noise due
to the extension of these objects on a few pixels in the sky back-
ground. Except for the few corrections mentioned above, we see
good agreement between the observed catalog (Fig. 4) and the
sampled one (Fig. 5).
We see in Figs. 3 and 4 that there are almost no observed
galaxies below 0′′.5 for magnitudes fainter than 25.5. This is not
a physical property of the galaxy population, but shows limita-
tions in the clustering measurement around bright galaxies. The
mean size of the bright galaxies is rh = 0′′.38, meaning that they
are masking faint galaxies in their close vicinity. We fit a power
law to the closest neighbor–distance distribution to extrapolate
the galaxy clustering into the inner 0′′.5 radius for each mag-
nitude bin. In Fig. 5 we see that the clustering extends to this
first bin. Finally, the choice of the deblending strategy when de-
tecting objects in the data may have a significant influence on
the clustering at the smallest scales. This effect is discussed in
Sect. 6.3 where we test the impact of several deblending setups
for the sensitivity of shear measurements on the clustering of the
faint population.
2.3. Simulating galaxies
Galaxy images are simulated via the GalSim software (Rowe
et al. 2015), with properties from the input catalog generated in
the previous section. For each galaxy, we first draw a Se´rsic sur-
face brightness profile using the ‘galsim.Sersic’ function with
n, rh, and m. We then add ellipticity from the input 1 and 2
using the GalSim function ‘galsim.Shear(g1 = 1, g2 = 2)’
with keywords g1, g2 corresponding to our ellipticity defini-
tion in GalSim. Finally we add a fixed shear value (γt1, γ
t
2) with
the same function. The choice of these values is discussed in
Sect. 4.1. For simulations containing faint galaxies, we recom-
pute the faint galaxy positions by applying the lensing transfor-
mation due to the input shear value and centered on the clos-
est bright neighbor. This is to preserve a realistic positioning of
bright and faint galaxies relative to each other in the lens plane,
although we found that this has a negligible effect on the mea-
sured shear bias. We also apply the same input shear to the faint
galaxies as that applied to the bright ones. The impact of this
choice is discussed in Sect. 5.1.
Galaxy images are then convolved with the PSF before being
added to the image. The PSF is the average of three symmetric
Airy PSFs for a 1.2 m diameter telescope with an obscuration
of 0.3 m, computed at wavelengths of 600, 700, and 800 nm.
Although a single wavelength is already a good approximation
of the expected Euclid PSF (Hoekstra et al. 2017), adding the ex-
tra wavelengths allows us to better represent the large passband
of the VIS filter. We also assume a flat spectral energy distribu-
tion with no spatial dependence for every galaxy, such that the
three components of the PSF are equally important for each ob-
ject. In this paper we do not assess the effect of PSF anisotropy
or variability on the shape measurement, meaning that a simple
model for the PSF is sufficient and saves computational time.
Bright galaxies are positioned onto a grid and separated from
each other by 6′′.4. We choose this value so as to include the
clustering measured in a 3′′ radius, and so that the galaxy patch
is 64 × 64 pixels which speeds up computation. We use a grid
instead of random positions to avoid any contamination from
bright galaxy blending. The faint galaxies are positioned around
bright galaxies according to the observed clustering in terms of
numbers and separation from the bright galaxies. As we did not
find any evidence for anisotropic clustering, we place the faint
galaxies at random angles. All galaxies are shifted by a random
subpixel value to avoid always being centered on the middle of
a pixel.
Each image encompasses 10 000 bright galaxies, plus the ad-
ditional faint galaxies for half of the simulations, and mimics
VIS images. In particular, the pixel size is ` = 0′′.1 (Laureijs et al.
2011) and the exposure time texp corresponds to a co-addition of
three single exposures of 565 s each (Laureijs et al. 2011). In
this study we ignore the complication arising from half the data
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Fig. 6. Image simulations, with bright galaxies on a grid (left), and with the faint galaxies down to magnitude 29 added, including
clustering properties (right). The upper panel shows noiseless simulations and the bottom one simulations with realistic Gaussian
noise. This sub-image presents nine tiles of 6′′.4 × 6′′.4 each. The scale is given by the red line in the upper left panel. The numbers
in the same panel correspond to the magnitudes of the bright galaxies. The two right panels are populated with an identical set of 30
faint galaxies.
being planned to have a fourth exposure. The CCD gain is set
to g = 3.1 electrons/ADU (Niemi et al. 2015). Galaxy fluxes
F are defined in analog-to-digital units (ADU) according to the
following equation:
FADU =
texp
g
10−(m−ZP)/2.5 , (1)
where ZP is the instrumental magnitude zero-point adjusted to
reflect the S/N of Euclid galaxies as discussed in detail below.
Once every galaxy is simulated we add Gaussian noise to
the image. In this approach we neglect the Poisson noise term
from the photon counts of the sources. This overestimates the
S/N of the brightest galaxies but saves computational time and
allows us to implement a background-noise cancellation, which
we introduce in Sect. 4.2. We note that this simplification does
however not affect the S/N of the faint galaxies, the impact of
which is the main interest of this study. As we place galaxies
on a grid, we cannot estimate the rms background by match-
ing the source galaxy density to that expected for Euclid, as
done by Hoekstra et al. (2017). Instead we follow the ap-
proach of Tewes et al. (2019). We set the read-out noise level to
σreadout = 4.2 e− (Cropper et al. 2016) and the sky background
to µsky = 22.35 mag arcsec−2 (Refregier et al. 2010) and com-
pute the noise rms assuming Poisson errors on the number of
electrons measured due to the background,
Fe
−/pixel
sky = `
2texp10−(µsky−ZP)/2.5 , (2)
σ
e−/pixel
bkg =
√
Fe
−/pixel
sky + σ
2
readout . (3)
The noise rms is then converted into ADU per pixel by di-
viding by the gain. We adjust the zero-point so that a galaxy
of m = 24.5 has a S/N=10 on average, as required for the
Euclid survey (Cropper et al. 2016). The S/N is estimated as
the ratio between FLUX AUTO and FLUXERR AUTO, as mea-
sured by SExtractor. This leads to an instrumental zero-point
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Fig. 7. Distributions of galaxy parameters measured in our VIS-like noisy image simulations. The panels show histograms of galaxy
magnitudes (m, top left), half-light radius (rh, top middle), Se´rsic index (n, top right), ellipticity components (1, 2, middle left,
middle middle), ellipticity modulus (||, middle right), distance to nearest bright galaxy (θ, bottom left), and distance to nearest bright
galaxy without clustering (bottom middle). Blue histograms correspond to bright galaxies and red to faint galaxies lying within 3′′
of a bright one. For this figure, bright galaxies were measured in simulations including only galaxies with 20.5 ≤ m ≤ 24.5, and
faint galaxies were measured in simulations including only galaxies with 24.5 < m ≤ 29 (see text for details).
of ZP = 24.0 and a noise of σbkg = 3.15 ADU/pixel. The image
zero-point is higher than the instrumental one by 2.5 log (texp/g)
to account for the image exposure time and gain. The image
zero-point is equal to 30.84. We recall that the magnitudes we
use are measured in the HST F775W filter, which is included
within the VIS filter. Our simulated galaxy magnitudes are there-
fore an approximation to the VIS ones, with realistic PSF and
noise. In particular, we neglect the bluer contribution of the VIS
filter to the galaxy magnitudes, although it is included in the
PSF. We refer to our simulated magnitudes as m in the rest of
the paper. We use the same random seed to determine the noise
in both images: the image with only the bright galaxies and that
with the bright and faint galaxies, applying the exact same noise
contribution to both.
An example of a sub-image is shown in Fig. 6; in the left
panels we show a few simulated bright galaxies; and in the right
panels we add the faint galaxies up to m = 29 to the image. The
top panels are without noise, while the bottom panels have the
noise added to the image. We immediately see that the faintest
galaxies become buried in the noise and will no longer be de-
tected, but will contribute to the surface brightness around the
target source.
Using the same PSFEx and SExtractor procedure as for the
UDF data, but with the PSF of our VIS-like images, we measure
the properties of the simulated galaxies to compare them with
the input of the simulation. To clearly distinguish bright from
faint galaxies, we take the measurements separately in simula-
tions including only one of the two populations. This is the only
simulation in the paper to be run without including the bright
galaxies. The histograms for the magnitude, Se´rsic index, half-
light radius, ellipticities, and closest bright neighbor distance
are shown in Fig. 7. We see the same problem as before for
the Se´rsic indices of the faint galaxies, which cannot be reli-
ably measured. The most striking point when comparing to the
input catalog (Fig. 5) however is the disappearance of a large
number of faint galaxies, with an accompanying distortion of the
clustering distance distribution. This occurs because most faint
galaxies are no longer detected, since we added a realistic Euclid
noise level. We note that a small number of faint galaxies are de-
tected and could therefore be accounted for when measuring the
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shear. We treat them as undetected faint objects in the measure-
ment pipeline however, since the mitigation of the impact of the
faint galaxies is beyond the scope of this paper. When we include
the clustering in the simulation procedure, faint galaxies appear
more clustered than in the original catalog; this is because we
can detect only the brightest of the faint galaxies, which are the
most clustered. Finally, we note that the ellipticity distributions
are almost unchanged from Fig. 5 to Fig. 7. This is because no
shear has yet been applied and we detect only galaxies with a
high S/N, for which the ellipticity is not strongly affected by the
noise. The effect of the noise can nonetheless be seen in the tails
of the ellipticity distributions that are slightly wider in Fig. 7,
especially for the faint galaxies.
3. Shape-measurement algorithms
Each shape-measurement algorithm responds differently to noise
issues (see e.g., the GREAT3 challenge; Mandelbaum et al.
2015). Correlated noise induced by the faint galaxies might
therefore affect each algorithm differently. In order to obtain a
comprehensive overview of this effect we select three shape-
measurement algorithms that are representative of the three main
types of existing methods. We use SExtractor/PSFEx as our
model-fitting technique, MomentsML (Tewes et al. 2019) as a
machine-learning algorithm, and a moment-based KSB+ algo-
rithm developed in Erben et al. (2001). SExtractor/PSFEx and
an earlier version of MomentsML (named MegaLUT: Tewes et al.
2012) were respectively ranked second and fourth in the GREAT3
challenge, and therefore represent some of the best contempo-
rary shear measurement methods, while KSB+ is more classical
and computationally inexpensive. It is important to note that we
do not try to optimize these algorithms to mitigate the impact of
the faint galaxies, as our goal is to quantify the impact of neglect-
ing them in the calibration simulations. The different algorithms
are however optimized to have low multiplicative and additive
biases in the simulations that have the bright galaxies only.
It is also important to note that the estimation of the
background can have a significant impact on the shear bi-
ases (see Hoekstra et al. 2017, for an example of KSB mea-
surements). We therefore apply the same background estimate
for all three methods so that we can consistently compare
the three algorithms. The standard estimate in our analysis is
the one from SExtractor, which is computed at the galaxy-
patch level (BACK SIZE=64, BACK FILTERSIZE=3). All three
measurement algorithms are then applied on the background-
subtracted images. We note that by construction the mean back-
ground is equal to zero in our simulations when the faint galax-
ies are not included. We further check the impact of background
estimates in Sect. 5.4, by measuring galaxy shapes without sub-
tracting the background.
The initial detection of objects is done with SExtractor for
every algorithm.
3.1. SExtractor/PSFEx
Although SExtractor/PSFEx is routinely used for object de-
tection, a model-fitting shape-measurement implementation has
been developed in versions 3.18.0 and 2.31.1 of these software
packages. PSFEx measures the PSF properties using stars. This
model is then convolved with a surface brightness profile and
fitted to galaxies with SExtractor.
We estimate the PSF from 10 000 stars simulated in the same
way as we simulate galaxies. These stars have magnitudes in the
range [20.5, 24.5] and we also apply a subpixel random posi-
tion shift. We do not add noise to these images since this paper
does not probe the quality of the PSF reconstructions, but as-
sumes instead that the PSF is perfectly known for each galaxy.
The configuration of the algorithm is similar to what is described
in Appendix C1 of Mandelbaum et al. (2015), which describes
the results of the GREAT3 challenge. In particular, we allow for
a subpixel sampling of the PSF with a subpixel size of 0.4 pix-
els, in contrast to 0.3 pixels for GREAT3. The size of the patch
on which the PSF is modeled is 40 × 40 subpixels, which cor-
responds to more than ten times the expected Euclid VIS PSF
full width at half maximum (0′′.17 according to Cropper et al.
2016). These choices are found to be a good trade-off between
performance and computational time.
Galaxies are fitted with a single Se´rsic profile, in which the
centroid position, amplitude, effective radius, axis ratio, position
angle, and Se´rsic index are free parameters. The fit is performed
using the Levenberg-Marquardt algorithm.
We also apply an inverse-variance weighting scheme to each
ellipticity component of every galaxy:
wi =
1
σ2i + σ
2

, (4)
where σi is the error on the measurement of component i of the
ellipticity and σ = 0.26 is the shape noise per ellipticity com-
ponent.
3.2. MomentsML
Shear measurements labeled ‘MomentsML’ are obtained with a
supervised machine-learning method presented in Tewes et al.
(2019). The algorithm uses galaxy shape parameters computed
from adaptive moments of the observed images as input fea-
tures to the machine learning. Based on these features, a group
of artificial neural networks then regresses a shear estimate for
each galaxy. In particular, the algorithm predicts point estimates
and weights for each component of the shear, with the setup de-
scribed in Sect. 8 of Tewes et al. (2019).
Before applying the method to a data set, the networks are
trained on image simulations of the forward observing process.
A key aspect of this training is the propagation of many realiza-
tions of each observation through the networks. The optimiza-
tion of the network parameters aims at obtaining estimates that
are statistically accurate over these ensembles of realizations.
Through this mechanism, the machine learning is made aware of
the noisiness in the input features (both photon noise and pixel-
lation), which would otherwise lead to biases.
For the sensitivity study conducted in this paper, we delib-
erately train the method using only clean single Se´rsic-profile
galaxies, without blends or contamination by other sources.
Also, the input features are computed from moments measured
with simple elliptical Gaussian weighting functions, as dis-
cussed in Tewes et al. (2019). No masking or segmentation of
the galaxy images is performed.
3.3. KSB+
The KSB+ formalism computes PSF-corrected galaxy elliptic-
ity estimates from measurements of galaxy and stellar weighted
brightness moments (Kaiser et al. 1995; Luppino & Kaiser 1997;
Hoekstra et al. 1998). For our analysis we employ the Erben
et al. (2001) implementation of the KSB+ algorithm as further de-
tailed in Schrabback et al. (2007, 2010). We use the same sample
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of 10 000 point-like sources as for the SExtractor and PSFEx
method to measure the moments of the PSF.
For our current analysis we decided to not include the
correction for noise-related multiplicative biases derived by
Schrabback et al. (2010), mainly because of differences in the
characteristics of our simulations and the STEP2 simulations
(Massey et al. 2007) employed to compute this correction. Since
this correction would be the same in both the case with and with-
out the faint galaxies, it is not a concern for our analysis; we are
primarily interested in the relative change of the bias due to the
inclusion of the faint galaxies in the simulations, and not in the
absolute value of the bias.
Following Schrabback et al. (2018) we compute the disper-
sion of the noisy ellipticity estimates in magnitude bins and
define shape weights w(m) = 1/σ2 (m) via the magnitude-
interpolated dispersion σ(m).
4. Shear bias measurement
4.1. Bias definition and shear input values
We estimate the bias in the shear by comparing the measured
shear values γi to the input true shears γti. The index i refers to
the two components of the shear. We model the bias as a linear
function of the true shear:
γi − γti = µ γti + ci , (5)
where µ is the multiplicative bias and ci the additive bias.
As in Hoekstra et al. (2017), we assume that the multiplica-
tive bias is the same for both components of the shear. We set
γt1 = 0 and γ
t
2 to 101 different values between −0.06 and 0.06,
with a step of 0.0012. We also verified that fixing γt2 to zero and
varying γt1 gives similar results on our fiducial simulation set.
4.2. Number of galaxies
To achieve the statistical precision on the cosmological param-
eters probed, Euclid will require the combined systematic bi-
ases on shear measurement to be lower than µ < 2 × 10−3 and
c < 10−4. The residual uncertainty is set by the precision with
which the bias is determined in the simulations. We then want to
probe the variation in these parameters with a precision at least
an order of magnitude lower, that is, δµ < 2×10−4 and δc < 10−5.
We find no strong variation in c, and therefore we concentrate
on µ in the rest of the paper. The lower impact on c could be
explained by the fact that faint galaxies are placed randomly or
following an isotropic clustering around bright galaxies. We fur-
thermore use a constant PSF with circular symmetry such that
no additive bias is introduced at the PSF level. In principle the
number of galaxies Ngal required to reach a precision δµ is given
by (e.g., Fenech Conti et al. 2017):
Ngal =
(
σ
δµ |γ|
)2
, (6)
where σ = 0.26 is the dispersion of galaxy ellipticities and |γ| is
the shear modulus applied in the simulations. For a shear modu-
lus of 0.03 on average, we need 1.9 × 109 galaxies. This number
can however be reduced through noise cancelation. We use both
shape-noise cancelation (Massey et al. 2007) and background-
noise cancelation.
We simulate the same galaxy with different rotation angles,
chosen so that the mean intrinsic ellipticity over all angles is
equal to zero, and keeping all other parameters fixed. This sig-
nificantly reduces the noise due to the intrinsic ellipticities. We
use two rotation angles: 0 and 90 degrees. We also tried four
rotation angles, as done in Fenech Conti et al. (2017), but found
that with our setup these extra two rotations (45 and 135 degrees)
improve the precision on δµ by a factor smaller than
√
2 and are
therefore inefficient. In the rotated images, the faint galaxies are
also rotated along with their positions. This is to keep the same
pattern between bright and faint galaxies and only cancel the
shape noise due to the bright galaxies. If we were to not do this
a faint galaxy close to a bright galaxy minor axis would end up
along the major axis in the rotated frame, which is not desirable.
The use of Gaussian noise, although less realistic than
Poissonian, allows us to reduce the impact of the background
noise. We build two identical images, one where the Gaussian
noise is added and a second one where the same noise realiza-
tion is subtracted. Therefore if a galaxy appears stretched due to
a bright noise pixel, it will be shortened along the same direction
in the image where the noise is subtracted. Taking the average el-
lipticity measured on these different images further increases the
precision on δµ. The improvement depends on each measure-
ment method but is significant in all three cases, and can reach
values of up to four times better than without the background
noise correction. We also note that this trick is computationally
very fast, as we only need to add different noise, and do not have
to draw galaxies again, which is the slowest step in our simula-
tion pipeline. Finally, on our final set of simulations we verified
that this technique does not distort the average shear estimates,
but only improves the errors on the measured biases.
In our final simulation design we create images with 10 000
bright galaxies. Each image is simulated with two galaxy ro-
tation angles (0 and 90 degrees) and two noise realizations
(adding and subtracting Gaussian noise). Each galaxy is there-
fore simulated four times and the shear measurement obtained
for this galaxy is the average of the ellipticities measured on
those four images. We do the same for the second set of simula-
tions, which contain the same bright galaxies and also the faint
ones. Applying these noise corrections and using the sampling
of the input shear values described in Sect. 4.1, we find that an
approximate number of 8× 107 galaxies (including the two rota-
tions and the added and subtracted Gaussian noise) is sufficient
to reach an accuracy better than δµ = 2 × 10−4. This is more
than an order of magnitude smaller than the number of galaxies
required without noise cancelation. We also note that new tech-
niques are being developed to avoid shape-noise cancelation by
measuring the shear response of individual galaxies (Pujol et al.
2019). Although it seems to be a promising way of decreasing
the required number of simulated galaxies to reach a given shear
accuracy, we do not explore this method here.
5. Effect of unclustered faint galaxies
We start by considering the effect of unclustered faint galaxies
following Hoekstra et al. (2017), and explore the impact of clus-
tering in the following section.
5.1. Bias for an unclustered faint population
We measure the multiplicative bias by fitting a linear relation be-
tween the measured and true shear described in Eq. (5), leaving
µ and c free to vary. Examples of these relations are shown in
Fig. 8 for the three different algorithms. Each point in this plot
corresponds to the average ellipticity over 800 000 bright galax-
ies, among which 200 000 are individual objects and the other
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Fig. 8. Measurement of shear bias from about 20 million noise-
canceled shear estimates. Top: SExtractor/PSFEx measure-
ment. Middle: MomentsML. Bottom: KSB+. Green dots represent
shear values measured on the bright galaxies of the simulations
including only the bright galaxies, and red dots correspond to the
values measured on the bright galaxies of the simulations includ-
ing both bright and faint galaxies up to m = 29. Multiplicative
and additive biases are displayed with the same color code and
the difference between the two sets of simulations is shown in
black.
600 000 correspond to the extra realizations of shape noise and
background noise. Since there are 101 different input shear val-
ues, the number of shear measurements (i.e., not counting the
different angle and noise realizations of the same galaxy) used
in the estimation of the biases is about 20 million. We also dis-
play the measurements when the faint galaxies with magnitude
24.5 < m ≤ 29 are included. We note that in this second case
only the shapes of the bright galaxies are measured even if some
faint galaxies can be detected in the image.
This is to avoid any leakage of the faint galaxy sample into
the bright population, as Samuroff et al. (2018) found that it can
introduce a multiplicative bias of the order of 1%. For compari-
son we quantify this effect by measuring the mean true ellipticity
of all detected objects in the two sets of simulations. We find an
increase of about 1% in the number of objects detected when in-
cluding the faint galaxies and a difference of the order of 10−4 in
the mean ellipticity which would translate into a multiplicative
bias of the same order as that reported in Samuroff et al. (2018).
This highlights the importance of selection bias for weak-lensing
analysis. By using only the bright galaxies detected in both sim-
ulations with and without the fainter galaxies, we prevent any
selection bias in this study, allowing us to better isolate the im-
pact of the undetected objects which is a separate issue from that
of the selection function.
The three methods perform differently. The multiplicative bi-
ases achieved for the bright galaxies only are µSEx = (4.64 ±
0.19)× 10−3, µML = (2.40± 0.16)× 10−3, and µKSB = (−37.77±
0.12)×10−3 for SExtractor/PSFEx, MomentsML, and KSB+, re-
spectively. Although the goal of the paper is not to compare the
different measurement methods, we note that more refined tech-
niques, such as model fitting and machine learning, are less bi-
ased than a simple KSB approach. The lower accuracy of KSB+
could be related to the lack of noise-bias correction in our imple-
mentation of the KSB+ algorithm. Also, the good accuracy of the
SExtractor measurements could be linked to the fact that the
galaxies used in our simulations have their properties measured
on the UDF images with the same software. We note also that
the accuracy of the SExtractor/PSFEx measurements is better
than that expected from noise bias (e.g., Kacprzak et al. 2012;
Refregier et al. 2012), suggesting some fortuitous cancelation of
biases with the parameters chosen while optimizing the method
on the bright-galaxy case. These achievements are nonetheless
promising for meeting the requirements of the Euclid survey.
The different algorithms also show different sensitivity to the
faint galaxy noise, as indicated by the values of ∆µ = µf − µb.
When including faint galaxies up to m = 29, we find ∆µSEx =
(−4.79 ± 0.30) × 10−3, ∆µML = (−3.14 ± 0.27) × 10−3, and
∆µKSB = (−8.35 ± 0.21) × 10−3. The error on ∆µ is calculated
as the quadratic sum of the errors on µf and µb. In this calcula-
tion we neglect the correlations between µf and µb, such that the
precision on ∆µ might actually be better than that of our conser-
vative approach. We see that MomentsML is the least affected by
the faint galaxies, followed by SExtractor and then KSB+, but
all three methods present significant shifts in their multiplicative
bias due to the unresolved galaxies, at the level of a few times
10−3. We also note that µ becomes more negative when includ-
ing the faint galaxies. The faint galaxies tend to distort the bright
galaxy shapes in a direction that is uncorrelated with the input
shear. On average, this will lower the amplitude of the shear es-
timates, characterized by (1 + µ).
Our choice of applying the same input shear to the faint
and bright galaxies however correlates the distortions due to
the faint galaxies with the input shear. This tends to increase
the amplitude of the shear compared to a case where the ob-
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served ellipticities of the faint objects are completely indepen-
dent from the input shear. Quantitatively, we find ∆µSEx =
(−6.88 ± 0.28) × 10−3, ∆µML = (−4.29 ± 0.26) × 10−3, and
∆µKSB = (−11.68 ± 0.22) × 10−3 for SExtractor, MomentsML,
and KSB+, respectively, when not shearing the faint galaxies.
Since the faint galaxies are typically at the same or a larger red-
shift than their bright neighbors, they are likely affected by the
same foreground structures, plus extra contributions from more
distant ones. The correlations between the direction of the effect
of the faint galaxies and the input shear should therefore lie be-
tween the two reported cases: largest correlations with identical
shear, and lowest correlations without shearing the faint galax-
ies. We use the former case since it provides us with a conser-
vative estimate of ∆µ, in the sense that the absolute value of the
bias will be larger with the exact shearing of the faint galaxies.
We note the presence of a significant additive bias (up to
10−4) with all three methods. Although this value is small, it is
puzzling since we use a purely round PSF in our simulations.
We conducted several tests to try to understand this bias, and ex-
cluded the possibility that it comes from the positioning of galax-
ies on a grid, from the subpixel shift of galaxy centers, or from
the shape- or background-noise cancelation. To assess whether
this bias is due to the simulations or the shape-measurement al-
gorithms, we compared the ellipticity measurements in images
generated for null shear and in the same images rotated by 90
degrees. The noise should be exactly the same in the two images
and for a galaxy with ellipticity (1, 2) we expect to measure
(−1,−2) in the rotated frame. This is however not the case and
we find a residual bias of the same order as the additive shear
bias that we see in the rest of our analysis. This suggests that
this bias is likely to be due to a ∼ 0.01% asymmetry introduced
by the shear measurement algorithms. We note however that the
shift in the additive bias ∆c due to the faint galaxies has a signif-
icance of about 2σ which is much smaller than the effect on the
multiplicative bias, which is more than 10σ, and hence we focus
on the latter in the remainder of the paper.
We finally stress that our results might be affected by sample
variance given the small sample of faint galaxies available in
the observations. Calculating Poisson errors on galaxy number
counts, we find a statistical variation of ±10% in the number of
neighbors with m ≤ 29 in the UDF. Including this variation in
the simulations, we find an impact on ∆µ of the same order as
the reported uncertainty. This tends to show that our results are
somewhat robust to sample variance. We however only study the
impact of sample variance on the number of objects; the variance
in galaxy profiles could also significantly affect the results of this
analysis, but this is more difficult to account for without relying
on larger observational data sets.
5.2. Dependence on the limiting magnitude of faint galaxies
In Fig. 9 we display ∆µ for the three methods as a function of the
limiting magnitude of the faint galaxies included in the simula-
tions, with shaded areas to show the variation of ∆µ = 10−4. This
latter value corresponds to the accuracy that we aim to achieve
in the simulations so as not to introduce any bias to the total
accuracy requirement of 2 × 10−3. Unsurprisingly, we find that
the brighter the faint galaxies, the larger the impact they have
on the shear measurement of the bright galaxies. We also see
that the shift in the multiplicative bias converges with the mag-
nitude limit of the faint galaxies for each different method. Once
again, MomentsML seems to be less affected than the other meth-
ods, followed by SExtractor and then KSB+. MomentsML and
SExtractor show a change in the multiplicative bias that con-
verges to variations of less than 10−4 at magnitude m = 26.5,
and KSB+ at m = 27.0. We conclude that faint galaxies at least
brighter than magnitude 26.5 (and even 27 if we want to be in-
clusive regarding the three tested methods) must be included in
the simulation of calibration to avoid biasing shear values of the
order of a few times 10−3, with an uncertainty on this bias of
∼ 2 × 10−4.
These results are comparable to those of Hoekstra et al.
(2017). These latter authors found that the faint galaxies induce
a negative multiplicative bias of a few times 10−3 for their KSB
shear measurement algorithm. This corresponds to a bias with
the same sign and order of magnitude as that in our study, but one
that is a factor of two smaller than that of our KSB implementa-
tion. Their Figure 7 also shows a bias that continues to increase
up to m ∼ 28.5, which is fainter than the result we obtain with
our KSB method. These results also depend on the background
determination as shown in Figure 11 of Hoekstra et al. (2017).
There are several differences between their study and ours that
could explain this dissimilarity. They use a different rms for the
background Gaussian noise and also a slightly smaller dispersion
of the intrinsic ellipticity (σ = 0.25). The main difference how-
ever is in the simulation of the faint galaxy population. Hoekstra
et al. (2017) extrapolate the magnitude and size distributions of
the faint galaxies from measurements of GEMS (Rix et al. 2004)
galaxies with 20 < m < 25. In contrast, we measure these prop-
erties in the deeper UDF images and therefore include a more re-
alistic population of faint galaxies up to m = 29. Basing the faint
galaxy properties on the bright ones overestimates the number of
faint galaxies above magnitude 26 and underestimates the size of
these galaxies (see Figures 1 and 2 of Hoekstra et al. (2017) and
Fig. 1 of the present analysis). This means that in Hoekstra et al.
(2017) there are more faint galaxies than in the present study and
that they spread over fewer pixels. Although the galaxy density
increase should increase the effect of the faint galaxies, the ef-
fect of the change in size is more difficult to predict. These latter
authors tested for this effect by changing the size of the faint
galaxies by a multiplicative factor and found that a decrease in
galaxy size results in an increased impact of the faint galaxies.
The two effects mentioned therefore tend to increase the impact
of the faint galaxies in Hoekstra et al. (2017), which could be
why they found a higher sensitivity to galaxies fainter than mag-
nitude 27 than we do.
In addition, we find that the impact of the faint galaxies
measured with KSB is highly dependent on the radius of the
Gaussian weight function, which is employed to compute galaxy
brightness moments (see also Table 1 of Hoekstra et al. 2017).
Quantitatively, increasing the radius of the weighting function
by a factor 1.5 produces a multiplicative bias shift of ∆µKSB =
(−18.34 ± 0.40) × 10−3 when including faint galaxies up to
m = 29, which corresponds to a change of ∼ 10−2 compared
to our fiducial case. We note also that the error bars increase as
the shape estimates are noisier when the radius of the weighting
function gets larger compared to the separation between bright
and faint galaxies. This means that different KSB methods are
likely to have different sensitivity to the faint galaxies. Adapting
the radial weighting function could be a promising way of miti-
gating the impact of the faint galaxies with KSB measurements,
although testing such mitigation procedures is beyond the scope
of this paper. Since the weight function is usually chosen to max-
imize the S/N, such an approach would also introduce a change
in the noise bias.
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Fig. 9. Shift in the multiplicative bias due to the presence of the
faint galaxies up to the limiting magnitude given on the x-axis,
without taking the clustering of the faint galaxies into account.
Red, blue, and green squares represent the SExtractor/PSFEx,
MomentsML, and KSB+ measurements, respectively. The shaded
regions correspond to a goal accuracy of a 10−4 variation in µ,
centered between the values of the two faintest limiting magni-
tudes for each method. Every point corresponds to 20 million
shear measurements.
5.3. Importance of using measured properties for the faint
galaxies
We further investigate the impact of the size of the faint galaxies
on the multiplicative bias shift. In particular we want to know
whether one can extrapolate faint galaxy sizes from bright ones,
or if one should rather use observed sizes for the faint galaxies,
as we do in the rest of the paper.
To test this, we run another set of simulations where the sizes
of the faint galaxies are computed from the extrapolation of the
bright galaxy sizes as shown in Fig. 1. Faint galaxies now appear
smaller by a factor that is the ratio of the mean half-light radius
in each magnitude bin to the extrapolated mean half-light radius
for the same magnitude bin. For m > 27, the extrapolation of the
sizes becomes negative and we therefore do not include fainter
galaxies in this test.
The new multiplicative bias shifts, from 20 million
shear measurements, are shown in Table 1 for SExtractor,
MomentsML, and KSB+. We see that decreasing the size of the
faint galaxies increases their impact for all methods, confirming
the trend observed in Hoekstra et al. (2017). In our study the
shift is lower by about 0.5 to 1 × 10−3 compared to the value
measured with the real faint galaxy sizes up to m = 29. We note
that this shift is also significant compared to the fiducial case
up to m = 27, showing that the difference is dominated by the
size reduction of the faint galaxies due to the extrapolation and
is only marginally affected by the missing galaxies fainter than
m = 27.
These results demonstrate that galaxy sizes should be based
on measured galaxy properties and cannot be extrapolated from
galaxies brighter than the VIS magnitude limit of 24.5. However,
this does not necessarily mean that galaxy sizes need to be mea-
sured up to m = 29. We however do not try to find the minimum
depth that would allow one to perform an accurate extrapolation
because of the small sample of observed galaxies in this study.
Table 1. Shifts in the shear multiplicative bias due to the faint
galaxies. The column headed “fiducial” corresponds to our stan-
dard analysis (Sect. 5.1), “radius” to the case where faint galaxy
sizes are extrapolated from that of bright ones (Sect. 5.3),
and “background” to the case without background subtraction
(Sect. 5.4). Faint galaxies are included up to magnitude m = 29,
except for the “radius” case where faint galaxies are included
only up to magnitude m = 27, since the size extrapolation
reaches zero for fainter objects.
fiducial radius background
w/o clustering
∆µSEx × 103 −4.79 ± 0.30 −5.71 ± 0.30 −6.78 ± 0.26
∆µML × 103 −3.14 ± 0.27 −3.40 ± 0.26 −3.69 ± 0.24
∆µKSB × 103 −8.35 ± 0.21 −9.03 ± 0.23 −9.17 ± 0.23
5.4. Effect of the background subtraction
In this section we decipher the impact of the background sub-
traction on the shift in the multiplicative bias due to the faint
galaxies. In the rest of the paper, the mean background is com-
puted with SExtrator for every patch of 64 × 64 pixels and sub-
tracted from the image before measuring the shear. Here, we
do not subtract the background and assume that the mean back-
ground is equal to zero for every method. Although the source-
free background is indeed equal to zero by construction in our
simulations, the effective mean background is slightly higher in
the simulations that include the faint galaxies because they con-
tribute a positive noise on top of the sky background.
This measurement leads to the multiplicative bias shifts be-
tween the cases with bright and faint galaxies and that with
bright galaxies only, shown in the fourth column of Table 1. The
faint galaxies have been included up to magnitude 29 for 20 mil-
lion bright galaxies and this can be compared to the same simu-
lations where measurements are taken after subtracting the back-
ground estimated by SExtractor in Sect. 5.1 (second column
of Table 1). Not subtracting the background increases the abso-
lute value of the shift by about 10 to 30% for all three measure-
ment methods. We note that in Hoekstra et al. (2017) this shift
is of the same order, but with the opposite sign. The comparison
between both studies is however difficult in that case, since we
position bright galaxies isolated on a grid, while Hoekstra et al.
(2017) positioned them randomly with possible blends, resulting
in very different background estimates. Both studies agree that it
is important to account for the faint galaxies in the background
when measuring the shear. But even more important, this shows
that any shear measurement strongly depends on the treatment
of the background, which can induce multiplicative biases of the
order of a few times 10−3 when including faint galaxies.
6. Impact of faint galaxy clustering
In contrast to the previous section, we now position the faint
galaxies according to their clustering around the bright ones. The
clustering properties are measured on the UDF images and are
described in Sect. 2. The simulations remain the same as before,
changing only the positions of the faint galaxies.
6.1. Dependence on the limiting magnitude of the faint
galaxies
Figure 10 shows the shift in the multiplicative bias due to the
faint galaxies when they are clustered. We also show shaded re-
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Fig. 10. Shift in the multiplicative bias due to the presence of the
faint galaxies up to the limiting magnitude given on the x-axis,
when including the clustering of the faint galaxies. Red, blue,
and green dots represent the SExtractor/PSFEx, MomentsML,
and KSB+ measurements, respectively. The shaded regions cor-
respond to a 10−4 variation in µ, centered between the values
of the two deepest limiting magnitudes for each method. Every
point corresponds to 20 million shear measurements.
gions corresponding to a 10−4 variation in µ. We see that the im-
pact of the faint galaxies dramatically increases due to the clus-
tering. The shift ∆µ is of the order of 10−2 which is about two
to three times larger than when the clustering is not included
and two orders of magnitude larger than the accuracy required
in the Euclid calibration simulations. The clustering places faint
galaxies closer to the bright ones, which intensifies their impact.
Clustering therefore needs to be included in the simulations for
the calibration of shape measurement algorithms.
In this case, most of the effect is driven by galaxies of
magnitude brighter than 26.5, although the change at fainter
magnitude remains significant (i.e., greater than 10−4) up to
magnitude 27.5 for MomentsML and 28 for KSB+. The value
of the bias also differs between methods. At magnitude 29,
the least affected method is still MomentsML, with a shift of
∆µML = (−9.15 ± 0.27) × 10−3, followed by SExtractor with
∆µSEx = (−11.06 ± 0.29) × 10−3 and KSB+ with ∆µKSB =
(−14.87±0.22)×10−3. According to these results, faint galaxies
need to be included in the calibration simulations at least up to
magnitude 26.5, and up to 28 for the most affected methods, and
including proper clustering properties.
Propagating Poisson errors on the number of faint neighbors
measured in the UDF produces a variation of up to three times
the uncertainty on ∆µ. This is a larger impact than in the case
without clustering, for the same reason that the angular sepa-
ration between bright and faint galaxies is smaller on average
when including the clustering, increasing the overall impact of
the faint galaxies.
6.2. Dependence on clustering length
In the previous subsection we showed that the clustering of faint
galaxies around bright ones has a major impact on shear mea-
surements. Since this is such an important effect, we now try to
characterize how well we need to know the clustering, and in
Fig. 11. Shift in the multiplicative bias due to the presence of
the faint galaxies with magnitude brighter than 29 and up to the
limiting clustering length θlim given on the x-axis. Red, blue,
and green dots represent the SExtractor/PSFEx, MomentsML,
and KSB+ measurements, respectively. The shaded regions cor-
respond to a 10−4 variation in µ, centered between the values of
the two largest clustering lengths for each method.
particular to what separation from the bright galaxies, referred
to as the “clustering length” θlim, it should be accounted for.
In contrast to the rest of the paper, where θlim is set to 3′′, we
now vary it from 1′′ to 3′′ in steps of 0′′.5. This means that we in-
clude faint galaxies only within the given clustering length, and
reject all faint galaxies that would be further away from their
bright neighbors. For this test, the magnitude limit of the faint
galaxies is set to 29 to make sure we include the effect of all faint
galaxies, although we showed in the last section that the multi-
plicative bias converges for slightly brighter magnitude limits.
The results are shown in Fig. 11 for the three methods, to-
gether with shaded regions corresponding to a 10−4 variation in
the multiplicative bias. In this figure, each point has been com-
puted from 20 million shear measurements. We find that the bias
is larger in absolute value when the clustering length is smaller,
for all methods. This result appears surprising at first sight, since
it means that the fewer galaxies we include, the more biased we
are. However, this can be understood in terms of mitigation of
the large impact of close galaxies by those further away from the
bright one. Since faint galaxy position angles are uncorrelated,
additional faint galaxies are more likely to stretch the bright
galaxy or to affect the local background in a direction that is
different from that of the closer faint galaxies, partially compen-
sating for their effect. All three methods present a multiplicative
bias shift that seems to no longer vary above θmax = 2′′.5. This
statement is based only on the last two points at θmax = 2′′.5 and
θmax = 3′′ and some points at larger radii would be necessary
to secure the convergence of the multiplicative bias shift with
clustering length. This is however in qualitative agreement with
Fig. 3, which shows that the excess density of galaxies is signif-
icant up to the same clustering length. This tends to show that it
is important to include faint galaxies at least up to θlim = 2′′.5 and
probably even 3′′, although more tests will be needed in order to
define this value robustly.
The effect that we see in Fig. 11 could also be attributed to
the background estimate. We test this by remeasuring the shear
in these simulations without subtracting the background, as in
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Fig. 12. Same as Fig. 11, but with the mean background set to
zero in all three measurement methods.
Sect. 5.4, and display these results in Fig. 12. For MomentsML
and KSB+ we see a similar effect as with the background subtrac-
tion, but with slightly larger absolute biases, since faint galax-
ies are no longer accounted for in the background estimate. For
SExtractor however, the multiplicative bias converges for a
clustering length of 1′′.5 and seems almost constant across the
full range of θlim when we do not subtract the background. This
suggests that model-fitting methods are better at dealing with
blends and are therefore less affected by what happens further
away from the studied object, meaning that the changes in the
bias as a function of the clustering length are driven by the effect
on the background estimate for SExtractor. There is no such
obvious conclusion for the two other methods. Background sub-
traction is a more realistic approach for shear measurement, and
therefore a clustering length of at least 2′′.5 should be retained.
6.3. Impact of the deblending strategy
In this section we ascertain the impact of the deblending strat-
egy used to measure the clustering of the faint galaxies in the
UDF images. For the main results of the paper we use de-
blending sub-thresholds DEBLEND NTHRESH and a minimum-
contrast parameter for deblending DEBLEND MINCONT of 16
and 0.01, respectively. Here we test two additional deblending
schemes, an aggressive deblending with a DEBLEND NTHRESH
of 32 and a DEBLEND MINCONT of 0.001, referred as the
“strong-deblending” case, and a less-aggressive one with
a DEBLEND NTHRESH of 8 and a DEBLEND MINCONT
of 0.05, referred as the “weak-deblending” case. These
two additional setups allow us to probe the full range
of deblending parameters recommended in the SExtractor
documentation: DEBLEND NTHRESH between 8 and 32,
and DEBLEND MINCONT between 0.001 and 0.01. Our
weak-deblending case is even outside the recommended
DEBLEND MINCONT range, to verify whether a minimal de-
blending strategy still leads to a bias.
We recall that the strong-deblending strategy will detect
most faint satellite galaxies at the cost of also detecting star-
forming regions as faint galaxies, while the weak-deblending
case will miss some of the faint satellite galaxies. This is illus-
trated in the UDF color image shown in the top part of Fig. 13,
where faint neighbors are marked with a cyan cross when they
are detected with weak deblending parameters, with a green cir-
cle when detected with fiducial deblending, and a red square
with strong deblending. Black circles represent bright galaxies in
the fiducial deblending case. We see in particular that the strong-
deblending strategy allows us to recover some faint blends, but
detects several star-forming regions in the spiral galaxy in the
lower right corner of the image. The weak-deblending strategy
misses several faint galaxies, such as the one in the top of the
image, but is less affected by star-forming regions. The fiducial
case is a mixture of the two others, being affected by a few spiral
substructures while recovering most of the faint satellites.
To better distinguish between the impact of star-forming re-
gions and faint galaxies, we should frame the discussion in terms
of what Euclid will see. In Fig. 13, we therefore also show the
F814W UDF image of the same region of the sky in the mid-
dle panel and the equivalent VIS image in the bottom panel. The
latter has been computed by applying a re-binning from 0′′.03
to 0′′.1 and a re-convolution from the HST PSF to the expected
VIS PSF. This is based on the F814W images of the GOODS-
South survey (Giavalisco et al. 2004). Since GOODS is shal-
lower than UDF, most galaxies fainter than magnitude about 27
are not included in the original image, but this is unimportant
for the present discussion, since these galaxies disappear given
the noise level of the Euclid VIS-like image. We see that without
color, some star-forming regions are already difficult to identify
in the F814W UDF image, and that identification of star-forming
regions becomes impossible in the VIS emulated image. In par-
ticular the potential star-forming region or merger in the bright
galaxy of the lower right corner now appears as a separate very
faint object. This tends to validate our approach of treating star-
forming regions and faint clustered galaxies in the same way in
this study, since they will not be disentangled from another in
the Euclid VIS images.
We now build two new additional sets of simulations, cor-
responding to the two other deblending strategies. All galaxy
parameters are affected by the deblending strategy: not only the
number of faint neighbors and their positioning around the bright
galaxies, but also the fluxes, half-light radii, and Se´rsic indices of
the bright and faint galaxies. The more aggressive the deblend-
ing, the stronger the effect expected on the shear, as it will mean
more faint galaxies closer to the bright ones. We include faint
galaxies up to magnitude 29 and use a clustering length of 3′′.
Given the high computational cost, we do not study the conver-
gence of the bias with the limiting magnitude of the faint galaxy
sample in this case. Results are displayed in Table 2 for all three
methods and for the two cases where galaxies are randomly po-
sitioned and where they follow the clustering measured in the
UDF with the different deblending strategies.
In the weak-deblending case the multiplicative bias shift
is consistent with that of the fiducial deblending, for all three
methods, when galaxies are randomly positioned. This means
that the change in the density of faint neighbors in this case
is small enough compared with the fiducial approach, although
the variation in the separation might still be significant. When
including clustering, the change in the shift compared to the
random positioning is less dramatic than in the fiducial case,
with a change of about +0.5 to +1.0 × 10−3 compared to about
−6 × 10−3. The fact that it is a positive difference means that
with the weak-deblending strategy we detect fewer faint clus-
tered galaxies than in the field. This is expected: with very weak
deblending, faint clustered galaxies are not separated from the
bright ones. Although the impact of clustering is lower in this
case, it is an order of magnitude higher than the accuracy we
want to achieve in the calibration simulations (10−4), meaning
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Fig. 13. HST UDF color image with galaxies brighter than
F775W = 24.5 circled in black, and faint galaxies within 3′′
of a bright one marked by a cyan cross, green circle, or red
square, for weak-, fiducial-, and strong-deblending schemes, re-
spectively (top). The middle panel shows the F814W UDF image
only and the bottom panel the expected VIS image computed by
degrading the GOODS-South image in the same filter.
that clustering would still need to be accounted for even with
such an unrealistically weak deblending strategy. These results
might however depend on the complexity of the galaxy model-
ing, since our single-Se´rsic model approach does not account for
galaxy substructures that are included in the shapes of the bright
galaxies with weak deblending.
The strong-deblending case shows the opposite behavior
compared to weak-deblending. The shifts in the multiplicative
biases due to the faint galaxies are strongly increased compared
to the fiducial case. The change in the absolute bias increases
by about 25 to 50% when galaxies are randomly positioned
and by more than a factor of three when they are placed ac-
cording to their clustering. With this strategy, a higher number
of faint objects is detected, especially in the close vicinity of
Table 2. Shifts in the shear multiplicative bias due to the faint
galaxies with density and clustering measured on the UDF
data for various deblending strategies. Weak deblending refers
to (DEBLEND NTHRESH, DEBLEND MINCONT) values of (8,
0.05), fiducial deblending to (16, 0.01), and strong deblending
to (32, 0.001)
weak fiducial strong
deblending deblending deblending
w/o clustering
∆µSEx × 103 −4.91 ± 0.28 −4.79 ± 0.30 −8.27 ± 0.28
∆µML × 103 −2.63 ± 0.27 −3.14 ± 0.27 −6.50 ± 0.28
∆µKSB × 103 −8.20 ± 0.22 −8.35 ± 0.21 −11.30 ± 0.23
with clustering
∆µSEx × 103 −3.99 ± 0.31 −11.06 ± 0.29 −36.98 ± 0.35
∆µML × 103 −2.20 ± 0.29 −9.15 ± 0.27 −35.29 ± 0.30
∆µKSB × 103 −7.16 ± 0.21 −14.87 ± 0.22 −43.26 ± 0.26
bright ones, since these faint structures also correspond to star-
forming regions. As in the weak-deblending case, this result can
also be interpreted in terms of morphology: the bright galaxy
shapes are better modeled by a single-Se´rsic profile in the strong-
deblending case and substructures are now included in the faint
galaxy population.
Through these two additional sets of simulations, we see that
the deblending strategy used to measure the clustering of the
faint galaxies has a significant impact on the shift in the multi-
plicative shear bias due to the inclusion of faint galaxies. This
is seen for all ranges of possible deblending parameters; it will
therefore be very important to find a consistent way to imple-
ment the deblending in the calibration simulations of Euclid.
This problem is also linked to the issue of including real galax-
ies in the calibration simulations, since faint close galaxies and
star-forming regions would probably be included in the observed
patches that would be passed on into the simulations.
7. Impact of magnification
In the observations, faint background galaxies are magnified due
to the presence of the bright foreground objects along the line of
sight. This will have two main effects: the faint galaxies will
appear brighter and shifted from their original positions, and
some fainter galaxies that were not detected before magnifica-
tion will become detectable. Both effects should affect the cor-
related noise, and the goal of this section is to ascertain the im-
pact on the bright galaxy shape measurement. The amplification
of intensity and the appearance of fainter galaxies will increase
the impact of the faint galaxies, whereas the shift in position
will enlarge the separation between bright and faint galaxies,
decreasing the impact of the latter on shape measurement. In
this first study, we neglect the appearance of magnified galaxies,
which is a weaker effect as it concerns only the faintest galaxies.
This approximation is justified by the fact that the multiplicative
bias asymptotes to a certain value when we further add galax-
ies above m ∼ 28, regardless of the measurement method used
(Figs. 9 and 10). Magnification also changes the properties of the
faint galaxies as a function of separation from the bright ones,
which is currently ignored. Our goal here is to check whether
magnification can safely be neglected or if it is a major effect
that needs to be modeled. To this end we implement an approx-
imate artificial magnification of the faint galaxies through posi-
tion shift and intensity amplification.
17
Euclid Collaboration: Impact of undetected galaxies on weak-lensing shear measurements
Table 3. Shifts in the shear multiplicative bias due to the mag-
nification of faint galaxies (up to magnitude 29) by bright fore-
ground ones. “magnif. 1” corresponds to the case where the mag-
nification is computed while considering bright galaxies to lie in
the redshift plane zl = 1 and faint galaxies in the redshift plane
zs = 2. “magnif. 2” corresponds to the case where the magnifi-
cation is computed using redshift distributions sampled from the
photometric-redshift catalog of Rafelski et al. (2015).
fiducial magnif. 1 magnif. 2
(w/o magnif.) (z planes) (z distribution)
w/o clustering
∆µSEx × 103 −4.79 ± 0.30 −4.93 ± 0.28 −4.93 ± 0.30
∆µML × 103 −3.14 ± 0.27 −3.03 ± 0.27 −3.02 ± 0.27
∆µKSB × 103 −8.35 ± 0.21 −8.51 ± 0.22 −8.36 ± 0.23
We apply magnification in two different ways. The first ap-
proach is to consider that all faint galaxies are behind the bright
ones. In this case we place the faint galaxies at a source redshift
of zs = 2 and the bright galaxies at a lens redshift of zl = 1.
These numbers roughly correspond to the expected median red-
shifts of these populations. In a more refined approach, we as-
sign a redshift to every simulated galaxy. We draw a redshift for
every bright galaxy, using the photometric redshift probability
distribution function measured in our UDF galaxy sample cross-
matched with the photometric redshift catalog of Rafelski et al.
(2015). For the faint galaxies, we do not draw from the redshift
distribution, but from the distribution of the redshift difference
between bright and faint galaxies. This is to preserve the corre-
lation between lens and source redshifts, which is important for
lensing. The measured and generated distributions of redshifts
are displayed in Figs. 4 and 5, respectively. We see that the faint
redshift distribution is slightly distorted due to our choice of pre-
serving the redshift separation between bright and faint galaxies
instead of using the faint galaxy redshift distribution. Although
this second approach is expected to be more accurate, the method
with fixed source and lens redshift planes does not rely on the
photometric redshift measured by Rafelski et al. (2015) and is
therefore an interesting cross-check.
In both cases, we calculate the magnification using a spher-
ical Navarro, Frenk, and White mass density profile (Navarro
et al. 1997). Every bright galaxy is taken to have a mass of
M200c = 5.00 × 1011 h−1M and a concentration parameter of
c200c = 5.5, corresponding to the value for halos of this mass
at z = 1 in Gao et al. (2008). The virial radius is set to r200 =
69 kpc, which is computed from the mass and concentration pa-
rameters with h = 0.7. We calculate the corresponding shear
modulus and convergence at the positions of the faint galaxies
using the analytical profile from Wright & Brainerd (2000). We
apply the flux magnification using the ‘galsim.magnify’ GalSim
function and also shift positions accordingly to the induced shear
and convergence values, using the Jacobian matrix of the lensing
transformation. The mean magnification applied to faint back-
ground galaxies is ∼ 1.2 and ∼ 1.05, when using fixed redshift
planes and the photometric redshift distribution, respectively.
The effect of magnification is shown in Table 3 for 20 mil-
lion shear measurements and including faint galaxies up to mag-
nitude m = 29. We investigate only the case without includ-
ing the clustering of the faint galaxies. This is because only true
background galaxies are affected by magnification, and not the
clustered faint galaxies at the redshift of the bright galaxy. The
resulting shift in the multiplicative bias is about 10−4 for both
magnification calculations and for any method, which is below
the precision of 2 to 3 × 10−4 that we reach on ∆µ.
We conclude that magnification is a secondary effect that
can be neglected compared to the multiplicative bias total er-
ror budget of 2 × 10−3 allowed for Euclid. We note however that
our simple magnification model could be improved by using a
mass–concentration relation and the galaxy measured radius to
assign individual NFW profiles to each galaxy, and by including
the correct dependence of magnification on the faint-to-bright
galaxy separation. However, we do not try to refine our model,
since magnification effects are almost negligible in the present
approach.
8. Towards the inclusion of faint galaxies in Euclid
calibration simulations
We showed that faint galaxy clustering can cause a percentage-
level bias if unaccounted for in calibration simulations. It is
therefore mandatory to include it for methods relying on such
calibrations. This can be done in two different ways, relying ei-
ther on observations, as in the present study, or on simulations.
We stress however that both approaches should be explored,
since they lead to very specific, different systematic biases while
accounting for the faint galaxy clustering issue.
The first method would be to measure the clustering of faint
galaxies in a large collection of deep HST data and to include it
in the calibration simulations for all magnitudes up to 28. That
is the approach we followed in this paper to quantify the im-
pact of the faint galaxy clustering, but using only the UDF data
as the observational sample. Although this is the most straight-
forward method for including faint galaxy properties, we find
that the actual value of the measured bias strongly depends on
the deblending strategy that is used to measure the number and
separation of faint neighbors around bright galaxies. However,
by studying a broad range of deblending strategies, we find that
the effect of the faint galaxy clustering is significant in all cases.
More thought is required on how best to include deblending in
the design of the calibration simulations. This will also depend
on the deblending method that is used for the detection in the
Euclid observations. This question is also linked to the use of
real galaxies instead of simple galaxy models in the simulations.
In Fig. 14, we show the UDF color image of an irregular galaxy,
and its image in both the F814W filter and the VIS filter. We note
the absence of red squares in this image because in the strong de-
blending case the core of this galaxy is separated into faint ob-
jects preventing its classification as a bright galaxy and because
we only display faint galaxies with a separation θ ≤ 3′′ to a
bright galaxy. With our fiducial deblending, many substructures
of this galaxy are considered as faint clustered objects, which is
acceptable since they appear as noise in the equivalent VIS im-
age. If we decide to use observed sky patches instead, these sub-
structures will be directly included in the simulations and this
could be a shortcut to the problem of measuring clustering on
the smallest scales. This would nonetheless raise some new is-
sues. In particular, the application of the shear in the simulations
would be complicated, since it is not possible to have lensing-
free training images from HST observations. Likewise, one has
to distinguish between the situation of galaxies located at the
same redshift and carrying the same shear versus chance pro-
jections of galaxies at different redshifts carrying different shear.
Such a distinction could however be carried out with deep spec-
troscopic data, for example the MUSE Ultra Deep Field survey
which provides accurate redshifts for galaxies down to magni-
tude 30 in a subarea of the UDF (Bacon et al. 2017; Brinchmann
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Fig. 14. Same as Fig. 13, centered on an irregular galaxy.
et al. 2017). One also has to account for correlated noise intro-
duced by the shearing, for example by whitening the noise in the
extracted images (Rowe et al. 2015).
The second approach would be to position galaxies accord-
ing to cosmological simulations, which include the clustering
properties by construction. These simulations, such as the Euclid
Flagship simulation (Potter et al. 2017), should reach magni-
tudes down to 26.5, which is close to the limit above which
clustered galaxies no longer contribute to the multiplicative bias.
Indeed, clustered galaxies are mainly the brightest of the faint
sample and typically satellites of the simulated target galax-
ies. Fainter galaxies could then be placed randomly. To check
this possibility we run an extra set of simulations, where galax-
ies brighter than magnitude 26 follow the clustering proper-
ties of the UDF and fainter galaxies are placed randomly up to
magnitude 29. Although the Flagship simulation reaches mag-
nitude 26.5, its redshift limit of z = 2.3 means that about
20 to 25% of the faint sources are missing. That is why we
take a safe estimate of 26 as the magnitude up to which we
can obtain a complete sample of faint clustered galaxies from
this simulation. Simulating 20 million bright galaxies allows
us to derive the change in the multiplicative bias due to the
faint galaxies with this particular positioning. We find ∆µSEx =
(−11.56 ± 0.28) × 10−3, ∆µML = (−9.29 ± 0.27) × 10−3, and
∆µKSB = (−15.25± 0.23)× 10−3 for the three different measure-
ment methods. These values are close to those obtained when all
galaxies are positioned according to their clustering properties.
The difference ranges from 1 to 5×10−4 which is close to the
acceptable limit for the bias induced by the calibration simula-
tions. This method seems to be a promising way of dealing with
the faint galaxy clustering, if we can push the redshift range of
the simulation a bit further, allowing us to include slightly fainter
galaxies with their clustering properties. This approach however
suffers from several other issues. It would require one to first
check the accuracy of the clustering in such simulations and to
verify that it does not introduce a dependence on the cosmol-
ogy of the simulation, that is, that the clustering dependence on
cosmology has a negligible impact on the shear bias. Another
issue is that it will require some understanding of how halos are
linked together and in particular how to include realistic star-
forming regions and morphologies if we do not rely on obser-
vational patches. More generally, the implementation of baryon
physics on such small scales is nontrivial and will add further
to the uncertainties on the faint galaxy clustering measured from
the simulations.
9. Summary and conclusions
In this paper, we studied the impact of the undetected galaxies
on the shape measurement of detected galaxies in shear calibra-
tion images that resemble those of the Euclid VIS instrument.
We used a realistic sample of galaxies with properties measured
in the HST UDF images down to magnitude m = 29. We further
investigated the effect of galaxy clustering and magnification.
Shear measurements were performed with three different algo-
rithms, which are representative of methods usually applied in
the community.
We confirm the result of Hoekstra et al. (2017) that galaxies
need to be included to at least m = 28 in the calibration images
to avoid biasing shear measurement at the order of a few times
10−3, with an accuracy of ∼ 2 × 10−4 on this bias. We also find
that the shearing of the faint galaxies is an important parameter
since it correlates the direction of the effect of faint galaxies with
the input shear applied to the bright galaxies.
In our simulations there is a significant difference in the mul-
tiplicative bias shift due to the faint galaxies (∼ 10−3) from
using faint galaxy sizes extrapolated from the bright sample
(m ≤ 24.5) rather than sizes measured in the UDF. This estab-
lishes a need for deep observations to measure the properties of
the fainter objects that need to be included in the simulations.
We also show that the clustering of the faint galaxies has a
dramatic impact on the multiplicative bias, increasing its value
up to 10−2, and that it must be accounted for at least on scales
smaller than 2′′.5.
However, magnification effects seem to be negligible with
our simple implementation, with a change of the order of less
than 10−4 in the multiplicative bias shift.
Finally, the three measurement methods perform differently
and have different levels of sensitivity to the faint galaxies.
However, the biases are of the same order and the limiting mag-
nitude to which galaxies need to be included is similar whatever
measurement method is used. This is consistent with the fact that
the faint galaxy issue is an astrophysical effect and is therefore
not associated with a particular shear measurement algorithm.
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We note that the algorithms used in this work are not designed
or tuned to reduce the impact of faint undetected galaxies, while
the final Euclid pipeline will be. As such, the sensitivity we re-
port could be pessimistic, but we do not expect an improvement
of the methods to strongly reduce the amplitude of the observed
effect.
It is therefore paramount to include the clustering of the faint
galaxies in the calibration simulations for the Euclid mission,
and probably also for LSST and WFIRST. We have proposed two
different ways to achieve this: one based on deep observations,
and the other one on cosmological simulations. Each method
presents its own strengths and weaknesses and should be fur-
ther investigated. In particular, the observation-based method is
sensitive to the deblending strategy, while the simulation-based
method could introduce a cosmological dependence of the shear
calibration.
Finally, we stress that the statistics of the faint galaxies are
very low in our analysis, given that the UDF dataset represents
one of the only available images to reach m = 29, together with
the Frontier field parallels. Although the GOODS survey and
later the Euclid deep field can increase the statistics of galax-
ies brighter than magnitude 27, further observations will be re-
quired in order to measure and include the properties of the
faintest galaxies in an adequate way. The previous example also
shows that it might be sufficient to include the clustering to a
less deep magnitude, although it is mandatory to also add ran-
domly positioned fainter galaxies up to magnitude 28. With this
approach, deep observations aimed at direct clustering measure-
ments could become less demanding. Extrapolating Poisson er-
rors on galaxy counts from our UDF measurements shows that
the Euclid deep field would be sufficient to characterize the am-
plitude of the clustering of the faint galaxies up to magnitude
26.5.
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