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ESTIMACIÓN DE LA INICIAL DE REFERENCIA  
UTILIZANDO SIMULACIÓN 
 
Emiliano Díaz Salas-Porras 
 
Resumen 
Se analizo el método para aproximar, por simulación, la inicial de referencia propuesta por 
Bernardo y Smith [2000] con el objetivo de mejorar el procedimiento para obtener 
estimadores consistentes, y para permitir la estimación del error por medio de intervalos 
asintóticos. En este sentido se derivo la Varianza del estimador de Bernardo y con esta se 
construyeron intervalos de probabilidad que permiten relacionar el tamaño de la muestra 
simulada con el error de estimación. Además, se investigó el uso de una técnica de reducción 
de varianza (números aleatorios comunes) para obtener estimaciones más precisas con 
menores tamaños de muestra y se encontró que se reduce considerablemente el error de 
estimación en algunos de los ejemplos estudiados y en otros casos el error es nulo ya que el 
estimador resulta no depender de la muestra. 
 
Palabras clave: Estadística Bayesiana, Inicial de Referencia, Números Aleatorios Comnes 
 
 
 
 
 
 
 
 4
Índice 
1. INTRODUCCIÓN..............................................................................................................................................7 
1.1 Antecedentes ................................................................................................................................................7 
1.1.1 Estimación Bayesiana............................................................................................................................7 
1.2 Definición de la Problemática ....................................................................................................................11 
1.2.1 Inicial de Referencia............................................................................................................................11 
1.2.2 Notación ..............................................................................................................................................14 
1.3 Preguntas de Investigación .........................................................................................................................16 
1.4 Objetivos ....................................................................................................................................................16 
2. CÁLCULO DE LA DISTRIBUCIÓN INICIAL DE REFERENCIA PARA θ , POR SIMULACIÓN..........17 
2.1 Teorema Principal ......................................................................................................................................17 
2.2 Ejemplos y Resultados ...............................................................................................................................33 
2.2.1 Distribución Exponencial ....................................................................................................................33 
2.2.2 Distribución Uniforme ( )2,θθUnif .................................................................................................35 
2.2.3 Distribución Triangular .......................................................................................................................37 
2.3 Conclusiones ..............................................................................................................................................39 
3. ESTIMACIÓN DE LA PRECISIÓN ...............................................................................................................40 
3.1 Intervalos asintóticos de probabilidad para los Estimadores ......................................................................40 
3.1.1 Intervalo asintótico de probabilidad de ( )θfˆ ....................................................................................41 
3.1.2 Intervalo asintótico de probabilidad de ( )θkfˆ ...................................................................................44 
3.2 Ejemplos y Resultados ...............................................................................................................................49 
3.2.1 Distribución Exponencial ....................................................................................................................49 
3.2.2 Distribución Uniforme (θ , 2θ ) .........................................................................................................51 
3.2.3 Distribución Triangular .......................................................................................................................53 
3.3 Conclusiones ..............................................................................................................................................55 
4. NÚMEROS ALEATORIOS COMUNES ........................................................................................................56 
4.1 El estimador de Números Aleatorios Comunes (NAC)..............................................................................56 
4.2 Ejemplos y Resultados ...............................................................................................................................56 
4.2.1 Distribución Exponencial ....................................................................................................................57 
4.2.2 Distribución Uniforme (θ , 2θ ) .........................................................................................................59 
4.2.3 Distribución Triangular .......................................................................................................................63 
4.3 Conclusiones ..............................................................................................................................................68 
5. CONCLUSIONES............................................................................................................................................70 
6. BIBLIOGRAFÍA..............................................................................................................................................72 
 
 
 
 
 
 
 
 5
Índice de Figuras 
Figura 2.1: Estimación de ( )θkf   y ( )θf  para datos distribuidos ( )θ,0Unif ...............................................26 
Figura 2.2: Estimación de 
( )
a
fk θ  y ( )
b
f θ
 para datos distribuidos ( )θ,0Unif ..............................................31 
Figura 2.3: Estimación de 
( )
a
fk θ  y ( )
b
f θ
 para datos distribuidos ( )θExp ...................................................34 
Figura 2.4: Estimación de 
( )
a
fk θ  y ( )
b
f θ
 para datos distribuidos ( )2,θθUnif ............................................36 
Figura 2.5: Estimación de 
( )
a
fk θ  y ( )
b
f θ
 para datos distribuidos ( )1,,0 θTrian ..........................................38 
Figura 3.1: Límites inferior y superior de de 
( )
a
fk
ˆ
ˆ θ
 para datos distribuidos ( )θ,0Unif ................................45 
Figura 3.2: Cobertura empírica de  
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
para datos distribuidos ( )θ,0Unif .................................47 
Figura 3.3: Límites inferior y superior de
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )θExp ............................49 
Figura 3.4: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )θExp .....................................50 
Figura 3.5: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )2,θθUnif ...................51 
Figura 3.6: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ
 y
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )2,θθUnif ..............................52 
Figura 3.7: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )1,,0 θTrian ..................53 
Figura 3.8: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ
 y
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )1,,0 θTrian ............................54 
Figura 4.1: Estimación de 
( )
a
fk θ  , ( )
b
f θ
 y 
( )
c
f NAC θ para datos distribuidos ( )θExp .................................58 
Figura 4.2: Estimación de 
( )
a
fk θ  , ( )
b
f θ
 y 
( )
c
f NAC θ para datos distribuidos ( )2,θθUnif .........................60 
Figura 4.3: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
, 
( )
b
f
ˆ
ˆ θ
 y 
( )
c
f NAC
ˆ
ˆ θ
 para datos distribuidos ( )2,θθUnif 61 
Figura 4.4: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ
 ,
( )
b
f
ˆ
ˆ θ
 y 
( )
c
f NAC
ˆ
ˆ θ
 para datos distribuidos ( )2,θθUnif ..........62 
Figura 4.5: Estimación de 
( )
a
fk θ  , ( )
b
f θ
 y 
( )
c
f NAC θ para datos distribuidos ( )1,,0 θTrian ........................66 
 6
Figura 4.6: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
, 
( )
b
f
ˆ
ˆ θ
 y 
( )
c
f NAC
ˆ
ˆ θ
 para datos distribuidos ( )1,,0 θTrian
..............................................................................................................................................................................66 
Figura 4.7: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ
 ,
( )
b
f
ˆ
ˆ θ
 y 
( )
c
f NAC
ˆ
ˆ θ
 para datos distribuidos ( )1,,0 θTrian ........67 
 
Índice de Tablas 
Tabla 2.1: Cálculo de ( )θkfˆ  para datos distribuidos ( )θ,0Unif .....................................................................25 
Tabla 2.2: Cálculo de ( )0ˆ θkf  para datos distribuidos ( )θ,0Unif ...................................................................25 
Tabla 2.3: Cálculo de ( )θkfˆ  y ( )θfˆ  para datos distribuidos ( )θ,0Unif .......................................................26 
Tabla 2.4: Estimación de la constante de proporcionalidad  de a  para datos distribuidos ( )θ,0Unif .............29 
Tabla 2.5: Estimación de la constante de proporcionalidad  de b  para datos distribuidos ( )θ,0Unif .............29 
Tabla 2.6: Cálculo del EARP para  
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )θ,0Unif ................................31 
Tabla 2.7: Comparación del EARP entre 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )θExp ............................34 
Tabla 2.8: Comparación del EARP entre 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )2,θθUnif ....................36 
Tabla 2.9: Comparación del EARP entre 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )1,,0 θTrian ...................38 
Tabla 3.1: Cálculo de anchos medios y límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
  para datos distribuidos 
( )θ,0Unif ..........................................................................................................................................................45 
Tabla 3.2: Cálculo de AMRP de 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
  para datos distribuidos ( )θ,0Unif ...................................48 
 
 7
1. INTRODUCCIÓN 
1.1 Antecedentes 
1.1.1 Estimación Bayesiana 
La estadística frecuentista se conforma por una serie de métodos y soluciones a problemas 
concretos propuestos a menudo de forma intuitiva y no en un cuerpo de teoría coherente. Por 
ejemplo, es común encontrar en la literatura de estadística frecuentista que se proponga el 
método de  máxima verosimilitud ó el método de momentos [Mood et al., 1974, p.273]  
como posibles soluciones al problema de estimación puntual. Inclusive existen criterios, 
como el sesgo y el error cuadrado medio [Mood et al., 1974, p.288]  para evaluar el 
desempeño de los estimadores que resultan de estos respectivos métodos. Sin embargo, no 
existe un planteamiento o justificación formal de porque estos métodos deben ser usados para 
resolver el problema. La estadística Bayesiana, en cambio, es un cuerpo de teoría, construido 
sistemáticamente para resolver el problema de decisiones tomadas en ambiente de 
incertidumbre. El problema de estimación parametral se trata en este contexto como una 
decisión en ambiente de incertidumbre. 
En la teoría de decisiones un problema de decisión bajo incertidumbre consiste en la cuarteta 
{ }p,,, CED donde: 
• D  es un conjunto exhaustivo de opciones 
• E  es el conjunto de eventos inciertos relevantes 
• C  es el conjunto de consecuencias pertinentes 
• p  es una relación de orden sobre el conjunto C que indica la preferencia que se tiene 
entre cualesquiera dos consecuencias 
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Resolver un problema de decisión equivale a escoger un elemento del conjunto D . La teoría 
Bayesiana, partiendo de unos Axiomas de Coherencia [Bernardo y Smith, 2000] indica que la 
única forma libre de errores sistemáticos de tomar una decisión en ambiente de incertidumbre 
es midiendo cualquier incertidumbre relevante al problema de decisión por medio de una 
función de probabilidad subjetiva y ordenando las consecuencias del problema de decisión 
mediante una función de pérdida. La función de probabilidad y la función de pérdida son 
medidas subjetivas de incertidumbre y de preferencia, respectivamente: son las de un 
tomador de decisiones específico. Es importante tomar en cuenta que, en la teoría Bayesiana, 
cualquier tipo de incertidumbre se debe medir con una función de probabilidad y no 
únicamente fenómenos que presentan variabilidad como ocurre en la teoría de probabilidad 
clásica. Por ejemplo, si existe un parámetro relevante al problema de decisión cuyo valor es 
fijo pero desconocido, la incertidumbre que se tiene acerca del valor verdadero de este 
parámetro se debe medir con una función de probabilidad. Conforme a esta teoría, la decisión 
óptima para un problema es aquella que minimiza la esperanza con respecto a la función de 
probabilidad escogida, de la función de pérdida. Otro aspecto importante de la teoría 
Bayesiana es que los Axiomas de Coherencia implican los Axiomas de Kolmogorov (que bajo 
esta teoría no son axiomas sino resultados). Por esta razón, la función de probabilidad que se 
use para medir la incertidumbre debe cumplir todas las propiedades de la probabilidad clásica 
incluyendo el Teorema de Bayes que en este contexto cobra una relevancia especial. Como 
se discute a continuación, el problema de inferencia paramétrica se puede resolver con la 
metodología Bayesiana.  
Sean nFFF ,...,, 21  eventos mutuamente exclusivos y G otro evento tal que ( ) .0≠GP  . 
Entonces, según el Teorema de Bayes [ver e.g., Chung, 1972]: 
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( ) ( )( ) ( ) ( )( ) ( )∑
=
== n
i
ii
jjj
j
FPFGP
FPFGP
GP
GFP
GFP
1
|
|,
|  
Si se interpreta a jF  como una hipótesis entre n posibles, una de las cuales es cierta y se 
tiene una medida de la incertidumbre inicial acerca de la veracidad de cada una en ( )jFP  
para nj ,...,1=  , entonces el teorema  muestra como actualizar la medida de probabilidad 
subjetiva a la luz de nueva evidencia (la ocurrencia del evento G) siempre y cuando 
contemos con ( )jFGP |  una medida de la probabilidad de que sea cierto el evento G  dado 
que la hipótesis jF  es cierta.  
En esta investigación interesa más  el Teorema de Bayes para densidades de probabilidad 
continuas y su interpretación Bayesiana. Según este teorema, si X  y Y son variables 
aleatorias continuas que se usan para modelar un fenómeno con características que se 
evalúan en escalas continuas entonces: 
  ( ) ( ) ( )( )
( ) ( )
( ) ( ) ( ) ( )ypyxpdyypyxp
ypyxp
xp
ypyxpxyp
Y
|
|
||| ∝== ∫  
En donde de acuerdo con la terminología Bayesiana: 
• ( )yp  es la función de densidad a priori de Y . 
• ( )xyp |  es la función de densidad a posteriori de Y. 
• El símbolo “∝ ” se interpreta como “es proporcional a”. 
Nótese que se usa la notación ( )yp  para la densidad a priori de Y , y ( )xyp  para la densidad 
condicional de Y  dado [ ]xX =  (aunque, en general, son funciones diferentes), esta notación, 
aunque imprecisa, permite simplificar en mucho la exposición. 
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El problema de inferencia paramétrica en el contexto Bayesiano 
El problema de inferencia paramétrica es un problema de decisión en el cual algún tomador 
de decisiones decide que una característica incierta Y  se puede modelar con la familia 
paramétrica de densidades ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| yypF  y quiere o; decidir qué función 
de esta familia modela mejor el fenómeno (Estimación Puntual) o; decidir en que rango de 
valores es altamente probable que se encuentre θ  tal que ( )θ|yp  sea la función de F que 
modela mejor el fenómeno (Estimación por  
Regiones) o; comparar 2 posibles valores o regiones de valores para θ  y decidir cual de las 
dos opciones contiene a θ  tal que ( )θ|yp  sea la función de F que modela mejor el 
fenómeno (Contraste de Hipótesis). Dicho de otra forma el tomador decisiones quiere hacer 
alguna inferencia sobre θ . La única fuente de incertidumbre en el problema está en cuál es la 
función ( ) Fyp ∈θ|  que mejor modela el fenómeno, es decir con qué valor del parámetro 
Θ∈θ  se puede modelar mejor la característica incierta, por lo que para resolver el problema 
el tomador de decisiones debe escoger una función de probabilidad ( )θp  que refleje su 
incertidumbre con respecto al mejor valor de θ . De acuerdo a la metodología Bayesiana el 
tomador de decisiones deberá escoger la función ( ) Fyp ∈θ|* , tal que ( )θ|* yp  minimiza la 
esperanza, con respecto a ( )θp , de la función de pérdida que el tomador de decisiones 
escogió.  Si además se cuenta con una muestra aleatoria de observaciones del fenómeno Y  
entonces se debe usar esta información a través del mecanismo del Teorema de Bayes para 
actualizar la medida de probabilidad de θ . Si { }nyyyx ,...,, 21=  es una muestra aleatoria de 
observaciones de Y entonces:  
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( ) ( ) ( )( )
( ) ( )
( ) ( ) ( ) ( )θθθθθ
θθθθθ pxp
dpxp
pxp
xp
pxpxp |
|
||| ∝== ∫
Θ
 
Cuando { }nyyyx ,...,, 21=  es fijo y θ  es desconocido ( )xp |θ  se conoce como la función de 
verosimilitud ( )xL |θ  que es una función de θ .  Entonces tenemos que:  
( ) ( ) ( )( )
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )∏∫ =
Θ
=∝==
n
i
iypppxLdpxL
pxL
xp
pxLxp
1
||
|
||| θθθθθθθ
θθθθθ  
Notar que ( ) ( )θθ pxL |  es proporcional como función de θ  a ( )xp |θ  por lo que para calcular 
( )xp |θ  únicamente se necesita obtener ( )xL |θ  y  ( )θp . 
 
1.2 Definición de la Problemática 
1.2.1 Inicial de Referencia 
Supóngase que se cuenta con un fenómeno que se puede modelar con algún elemento de la 
familia paramétrica de densidades ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| yypF . Como ya se vio, para 
resolver el problema de inferencia paramétrica con la metodología Bayesiana, el tomador de 
decisiones debe proponer una función de densidad subjetiva a priori ( )θp . Si se cuenta con 
una muestra aleatoria { }nyyyx ,...,, 21=  el tomador de decisiones debe actualizar su medida 
de probabilidad de θ  mediante el Teorema de Bayes: 
( ) ( ) ( )( )
( ) ( )
( ) ( ) ( ) ( )θθθθ
θθθθθ pxL
pxL
pxL
xp
pxLxp |
|
||| ∝== ∫
Θ
 
¿Pero qué hacer si el tomador de decisiones no cuenta con información alguna acerca del 
mejor valor para θ ? ¿Qué función de densidad a priori ( )θp  refleja su incertidumbre acerca 
del mejor valor para θ ? ¿Habrá alguna función de densidad a priori ( )θp  que represente 
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ignorancia total acerca del mejor valor para θ ? Si además se cuenta con una muestra 
aleatoria del fenómeno que se quiere modelar, ¿habrá alguna función de densidad a priori 
( )θp  que, dado que no se cuenta con información alguna acerca de θ  previa a la muestra, 
deje a los datos (a la muestra) tener la mayor influencia posible sobre la forma de ( )xp |θ , la 
función de densidad a posteriori? 
Las funciones llamadas iniciales son estas funciones. Funciones que se usan en lugar de 
funciones de densidad iniciales subjetivas y que pretenden representar un estado inicial de 
ignorancia ó que los datos (la muestra) y no la subjetividad del tomador de decisiones, sean 
los que informen acerca de la probabilidad a posteriori de los posibles valores de θ .  Esta es 
una descripción de funciones iniciales de referencia muy vaga. Históricamente el problema 
de definir y proponer funciones a priori mínimo informativas se ha abordado de distintas 
maneras entre las cuales se encuentran el Principio de la razón insuficiente y las iniciales de 
referencia de Jeffreys [ver definición en Bernardo y Smith, 2000]. Basado en conceptos de la 
teoría de la información [Bernardo y Smith, 2000]  propone una definición para las iniciales 
de referencia, y un método para obtenerlas. Sin embargo, resulta que en muchos casos es 
muy complicado obtenerlos analíticamente. Por esta razón [Berger et al., 2009]  desarrollaron 
un método para estimarlas por medio de simulación. Este método es el punto de partida de 
esta investigación. En el capítulo 2 se explorará el método desarrollando 3 ejemplos de 
implementación. En el capítulo 3 se desarrollarán medidas para estimar el error de las 
estimaciones que se producen por este método. En el capítulo 4 se aplicará una técnica de 
reducción de varianza a los estimadores de este método en un intento de disminuir su error de 
estimación. 
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En el contexto de la Ingeniería Industrial el problema de inferencia paramétrica se presenta 
en áreas como Control de Calidad, Planeación de Proyectos e Investigación de Operaciones. 
En el Control de Calidad generalmente interesa verificar que cierta característica de un 
producto o servicio, el peso de una pelota de golf o la acidez de algún producto químico por 
ejemplo, se mantenga dentro de ciertos rangos, y para hacerlo se propone usar una familia 
paramétrica de densidades para modelar la incertidumbre que se tiene con respecto a la 
característica de interés, se toman muestras del producto o servicio, midiendo la característica 
de interés y se hace inferencia sobre los parámetros que especifican la función que se usará y 
que permitirá concluir sobre la efectividad del proceso relevante en producir productos o 
servicios de cierta calidad. Uno de los problemas fundamentales de la Planeación de 
Proyectos es establecer cuales de las actividades que conforman un proyecto son críticas para 
la duración del proyecto (ruta crítica). A menudo se usa las funciones de densidad triangular 
o beta para modelar la incertidumbre que se tiene con respecto a la duración de una o varias 
de las actividades del proyecto. Sí se cuenta con una muestra de la duración de cierta 
actividad en el pasado se puede utilizar dicha muestra para hacer inferencia sobre los 
parámetros que definen la función especifica de la familia triangular o beta más adecuada 
para modelar la duración de la actividad.  Dentro de la Investigación de Operaciones, la 
teoría de colas estudia el fenómeno de de las líneas de espera. En esta teoría, a menudo se 
utilizan las funciones de densidad exponencial y poisson para modelar el tiempo entre 
llegadas y el número de llegadas por unidad de tiempo.  Se pueden utilizar datos históricos de 
las llegadas de clientes a una línea de espera para hacer inferencia sobre el parámetro λ  que 
relaciona a la distribución exponencial y a la poisson y que representa la tasa media de 
llegadas.  
 14
En todos estos problemas es común que el tomador de decisiones no tenga conocimiento 
alguno, aparte de la muestra con la que cuenta,  sobre el mejor valor para el parámetro que 
especificará la función de densidad con la que describirá su incertidumbre con respecto al 
evento de interés. Las funciones iniciales de referencia representan una solución al problema 
de escoger la mejor función dentro de una familia paramétrica de densidades, para modelar la 
incertidumbre con respecto a cierto evento, basándose únicamente en la información que 
provee una muestra de repeticiones del evento relevante.  
 
1.2.2 Notación 
• ( )kjjkj YYX ,,1)( K= es un vector de variables aleatorias independiente e idénticamente 
distribuidas con función de densidad ( )θyp  
• ( ) ( )∏
=
=
k
i
ypxp
1
θθ  es la función de densidad conjunta del vector )(kjX  
• ( )kjjkj yyx ,,1)( K=  es una observación del vector aleatorio )(kjX . 
• Si se evalúa ( ) ( )∏
=
=
k
i
ypxp
1
θθ  en ( )kjjkj yyx ,,1)( K=   la función de densidad 
conjunta es la verosimilitud del vector de observaciones  )(kjx , una función en θ . 
• Un modelo ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM  se define como la situación en la que 
se estudia un fenómeno que se ha decidido modelar con una función de la familia 
paramétrica ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| yypF y del cual se cuenta con un vector de 
observaciones ( )kjjkj yyx ,,1)( K=  con función de densidad conjunta ( )θxp  . 
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• ( )θf , es proporcional a la inicial de referencia propuesta en Berger et al. [2009] 
correspondiente al modelo ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM  . 
• kt  es una estadística suficiente para θ , de )(kjx  
• ( ) ( ) ( )[ ][ ]{ }∫= kkkk dtttpf θπθθ *logexp  donde ( ) ( ) ( )( ) ( )∫
Θ
= θθπθ
θπθθπ
dtp
tp
t
k
k
k *
*
*  se 
asume propia y consistente (cuando ∞→k ).  
• ( )θπ *  es una función inicial continua positiva arbitraria. 
 
• Si escogemos  ( ) 1* =θπ  y ( )kjk xt =  (la estadística suficiente es toda la muestra) 
entonces ( ) ( ) ( )( ) ⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
= ∫
Θ
θθ
θθ θ dxp
xp
Ef
k
k
xpk k )(
)(
logexp )(  
• ( ) ( )( )( )( )∑ ∫=
Θ
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
m
j
k
j
k
j
k dxp
xp
m
f
1
log1ˆ θθ
θθ  y si definimos ( )( )∫
Θ
= θθ dxpc kjj  y 
( ) ( )( )( )jkjj cxpr /log θθ =  entonces ( ) ( ) ⎥⎦
⎤⎢⎣
⎡= ∑
=
k
j
jk krf
1
/expˆ θθ  
• ( )
b
f
ˆ
ˆ θ
 y 
( )
a
fk
ˆ
ˆ θ
son dos estimadores de ( )θf  
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1.3 Preguntas de Investigación 
Las preguntas de investigación se presentan a continuación en orden de importancia: 
• ¿Es adecuado el método propuesto por Berger et al. [2009] para calcular la inicial 
de referencia?  
• ¿Cómo se puede estimar el error de la estimación (por simulación) de la inicial de 
referencia?  
• ¿Es posible disminuir el error de los estimadores utilizando técnicas de reducción 
de varianza? 
 
1.4 Objetivos 
Los objetivos de esta investigación se presentan a continuación en orden de importancia: 
1. Distinguir cuál de los dos estimadores de la inicial de referencia, estudiados en este 
trabajo, tiene mejor desempeño con respecto a medidas como cobertura empírica y 
error de estimación.  
2. Evaluar los distintos estimadores estudiados en este trabajo en cuanto a eficiencia: 
¿Cuántas simulaciones requiere cada uno para obtener un error aceptable? 
3. Formular una metodología para evaluar la precisión de los estimadores y así poder 
especificar el tamaño y número de muestras requerido para que el método propuesto 
en Berger et al. [2009] resulte en estimadores de la inicial de referencia con un cierto 
nivel de precisión preestablecido.  
4. Investigar si usando números aleatorios comunes se puede reducir la varianza de los 
estimadores de la inicial de referencia. Distinguir en qué casos sí se consiguen buenos 
resultados con esta técnica y en qué casos no. 
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2. CÁLCULO DE LA DISTRIBUCIÓN INICIAL DE REFERENCIA PARA θ , POR 
SIMULACIÓN 
2.1 Teorema Principal 
Antes de presentar el teorema principal del texto de Berger et al. [2009] se presentan algunas 
definiciones que se usaran en dicho teorema y que se toman del mismo texto. 
Divergencia logarítmica (Divergencia Kullback-Leibler). La divergencia logarítmica de 
una función de densidad ( )θp~  de la variable aleatoria Θ∈θ , de su verdadera función de 
densidad ( )θp , denotada { }pp |~κ , es 
{ } ( ) ( )( ) θθ
θθκ d
p
pppp ~log|
~ ∫
Θ
=  
Convergencia logarítmica. Una secuencia de funciones de densidad ( ){ }∞=1iip θ  converge de 
forma logarítmica a una función de densidad  ( )θp si, y solo si, { } 0|lim =∞→ ii ppκ  
Información Esperada. La información esperada de una observación del modelo 
( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM ¸ cuando la inicial para θ  es ( )θq , es: 
{ } ( ) ( ) ( )( ) θθ
θθθ dxd
q
xpqxpMqI
xk
|log|| ∫ ∫
Θℵ
=  
Funciones iniciales estándar. Sea sP  la clase de funciones iniciales estrictamente positivas 
y continuas en  Θ  que tienen funciones a posteriori propias de tal manera que, si sPp∈  
entonces, 
( ) ;0, >Θ∈∀ θθ p   ( ) ( )∫
Θ
∞<ℵ∈∀ θθθ dpxpx k |, .  
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Modelo estándar. Sea ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM  un modelo con parámetro θ  en 
escala continua y suponer que se cuentan con k repeticiones de este modelo, es decir con 
( ) ( )kk xxz ,...,1=  . Se dice que el modelo M es estándar si, para cualquier función inicial 
( ) sPp ∈θ  y cualquier conjunto compacto 0Θ ; 
{ } ∞<MpI |0 , donde ( )θ0p  es la función inicial propia que se obtiene cuando se 
restringe ( )θp  a 0Θ  
Secuencia compacta aproximante. Considerar un modelo paramétrico 
( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM   y una función estrictamente positiva y continua 
( ) Θ∈θθπ ,  tal que, ( ) ( )∫
Θ
∞<ℵ∈∀ θθθ dpxpx k |, . Una secuencia compacta  
aproximante de espacios parametrales es una secuencia creciente de subconjuntos compactos 
de { }∞=ΘΘ 1, ii , que convergen a Θ . La  secuencia correspondiente de funciones a posteriori 
con soporte en iΘ , definidos como ( ){ }∞=1| ii xθπ , con ( ) ( )θπθθπ ii xpx )|(| ∝ , 
( ) ( )θπθπ 1−= ii c  si iΘ∈θ  y 0 en otro caso, y ( ) θθπ dc
i
i ∫
Θ
= , se llama la secuencia 
aproximante de funciones a posteriori a la función a posteriori formal ( )x|θπ . 
Convergencia logarítmica esperada de funciones a posteriori. Considerar un modelo 
paramétrico ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM , una función estrictamente positiva y 
continua ( ) Θ∈θθπ ,  y una secuencia compacta aproximante { }iΘ  de espacios parametrales. 
La secuencia correspondiente de funciones a posteriori ( ){ }∞=1| ii xθπ  se dice que se espera 
que converga de forma logarítmica a la función a posteriori formal ( )x|θπ  si 
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( ) ( ){ } ( ) 0||| =∫
ℵ∞→
dxxpxximl iii
k
θπθπκ  donde ( ) ( ) ( )∫
Θ
=
i
dxpdxxp ii θθπθ|  
Función inicial permisible. Una función estrictamente positiva ( )θπ  es una inicial 
permisible para un modelo ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM  si: 
1. ( ) ( )∫
Θ
∞<ℵ∈∀ θθθ dpxpx k |,  
2. Para alguna secuencia compacta aproximante, la secuencia correspondiente de 
funciones a posteriori se espera que converja de forma logarítmica a 
( ) ( ) ( )θπθθπ || xpx ∝  
Consistencia de una función a posteriori. Una función a posteriori *π  es consistente si para 
toda Θ∈θ  y 0>ε , 
( ) ( )
{ }
1||||
|:|
* ⎯→⎯≡≤− ∫
≤−
P
kk dttP ττπεθτ
εθττ
  cuando ∞→k  
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A continuación se presenta el resultado principal presentado en el texto de Berger et al. 
[2009] referente a la definición y procedimiento para construir la inicial de referencia ( )θf  
correspondiente a cierto modelo ( ){ }ℜ⊂Θ∈ℵ∈= θθ ,:| kxxpM . 
 
Teorema: Forma explícita de la inicial de referencia. Asumir un modelo estándar 
( ){ }ℜ⊂Θ∈ℵ∈≡ θθ ,:| kxxpM , y la clase estándar sP  de iniciales candidatas. Sea ( )θπ *  
una función continua y estrictamente positiva tal que la a posteriori formal 
( ) ( ) ( )( ) ( )∫
Θ
= θθπθ
θπθθπ
dtp
tpt
k
k
k *
*
*
|
|
|  
es propia y consistente, y definir para cualquier punto interior 0θ de Θ , 
( ) ( ) ( )[ ]{ }∫= kkkk dtttpf |log|exp * θπθθ , y 
( ) ( )( )0lim θ
θθ
k
k
k f
ff ∞→=  
Si (i) ( )θkf  es continua para toda k y kt  y, para cualquier θ  fija y k  suficientemente 
grande, 
( )
( )⎭⎬
⎫
⎩⎨
⎧
0θ
θ
k
k
f
f
es o monótona en k o está acotada por arriba por alguna función ( )θh  
que es integrable en cualquier conjunto compacto; y (ii) ( )θf es una función inicial 
permisible, entonces ( ) ( )θθπ fPM s =,|  es una inicial de referencia para el modelo M y la 
clase de iniciales sP . 
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El teorema muestra la forma explícita de la inicial de referencia [Berger et al., 2009, p15]  
con base en el cual se formuló el método de estimación de la inicial de referencia por 
simulación. Lo que este teorema enuncia es que si 0θ es un punto interior del espacio de 
parámetros Θ  entonces para cualquier   Θ∈θ  , la inicial de referencia ( )θf  cumple: 
( ) ( )( )0lim θ
θθ
k
k
k f
ff ∞→= . Si escogemos a la inicial continua positiva arbitraria ( ) 1* =θπ  y usamos 
como estadística suficiente a la muestra entera ( ( )kjk xt = ), entonces tenemos que 
( ) ( ) ( )( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
= ∫
ℜk
k
dxp
xp
Ef
k
k
xpk θθ
θθ θ )(
)(
logexp )(  .   
Un resultado inmediato del teorema anterior es la posibilidad de estimar por medio de 
simulación la inicial de referencia, lo que resulta útil para modelos 
( ){ }ℜ⊂Θ∈ℵ∈≡ θθ ,:| kxxpM  para los cuales el procedimiento analítico para construir la 
inicial de referencia ( )θf , presentado en el teorema anterior, es complicado. A continuación 
se muestra el procedimiento incluido en Berger et al. [2009]  para estimar, por medio de 
simulación, la inicial de referencia correspondiente a un modelo 
( ){ }ℜ⊂Θ∈ℵ∈≡ θθ ,:| kxxpM . 
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Algoritmo para estimar la inicial de referencia 
1. Valores iniciales: 
Escoger un valor moderado para k; 
Escoger una función positiva arbitraria ( )θπ * , por ejemplo ( ) 1* =θπ ; 
Escoger el número m de muestras a simular. 
2. Para algún valor θ , repetir lo siguiente para j=1,…,m: 
Simular una muestra aleatoria ( )kjjkj yyx ,,1)( K=  de tamaño k de ( )θ|xp ; 
Calcular con métodos numéricos la integral ( ) ( ) ;| *
1
θθπθ dypc k
i
ijj ∫∏
=
=  
Evaluar ( ) ( ) ( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡= ∏
=
k
i j
ij
j c
yp
r
1
*|
log
θπθθ  
3. Calcular ( ) ( )⎥⎦
⎤⎢⎣
⎡= ∑
=
− m
j
jk rmf
1
1expˆ θθ  y guardar la pareja ( ){ }θθ kfˆ,  
4. Repetir rutinas (2) y (3) para todos los valores de θ  para los cuales la pareja 
( ){ }θθ kfˆ,  es requerida.    
 
El método de estimación de la inicial de referencia de Berger et al. [2009, p17]  consiste en 
estimar la expresión ( ) ( )( )0lim θ
θθ
k
k
k f
ff ∞→=  con ( )θkfˆ  para k suficientemente grande.  La 
expresión ( ) ( ) ( )( ) ⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
= ∫
Θ
θθ
θθ θ dxp
xp
Ef
k
k
xpk k )(
)(
logexp )(  a su vez se estima simulando m 
muestras aleatorias de tamaño k con función de densidad conjunta  ( )( ) ( )∏
=
=
k
i
ij
k
j ypxp
1
θθ   
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y estimando la expresión ( )
( )
( ) ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
∫
Θ
θθ
θ
θ dxp
xp
E
k
k
xp k )(
)(
log)(  con 
( )( )
( )( )∑ ∫=
Θ
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
m
j
k
j
k
j
dxp
xp
m 1
log1 θθ
θ
 para 
k y m suficientemente grandes. Con el fin de simplificar el análisis se considera que km = , 
de manera que se simulan k muestras de tamaño k. Si definimos ( )( )∫
Θ
= θθ dxpc kjj   y  
( ) ( )( )( )jkjj cxpr /log θθ =  entonces el estimador resulta ser ( ) ( ) ⎥⎦
⎤⎢⎣
⎡= ∑
=
k
j
jk krf
1
/expˆ θθ . 
Asumiendo que ( )θkk f∞→lim  converge para toda θ  y ( )0lim θkk f∞→  converge, ( )0θkf  es una 
constante y ( )0ˆ θkf  aproxima está constante. Por lo tanto para estimar una inicial de 
referencia podemos: 
1. Calcular ( )θkfˆ  
2. Calcular ( ) ( )( )0ˆ
ˆ
ˆ
θ
θθ
k
k
f
f
f =  
Si ( )θf  es una función inicial de referencia, entonces ( )θcf , donde c  es una constante 
positiva, también es una función inicial de referencia. En realidad ( )θkfˆ  es un estimador de 
la inicial de referencia ( ) ( )θθ afg =  y ( )θfˆ  es un estimador de la inicial de referencia 
( ) ( )θθ bfh =  donde a  y b  son constantes positivas. En general, no importa que función 
inicial de referencia de la familia ( ) ( ) ( )( )⎭⎬
⎫
⎩⎨
⎧ ∝Θ∈>= ∞→
0
lim,,0: θ
θθθθ
k
k
k f
f
fccfP se escoja 
puesto que una vez multiplicadas por la función de verosimilitud y normalizadas todas 
resultaran en la misma función de densidad a posteriori. 
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( ) ( ) ( )( ) ( ) ( ) ( )θθθθ
θθθ fxL
cfxL
cfxLxp |
|
|| ∝= ∫
Θ
  
Sin embargo, en los ejemplos de implementación, para poder comparar la precisión de ambos 
estimadores, propondremos una función inicial de referencia ( )θf  que se ha comprobado 
que es proporcional a 
( )
( )0lim θ
θ
k
k
k f
f
∞→ y estimaremos las constantes a  y b   de tal manera que 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ
 sean estimadores de ( )θf . 
A primera vista parece redundante estimar ( )θfˆ  pues requiere la estimación adicional de 
( )0ˆ θkf , que estima a  una constante.  Es importante recordar que lo que se busca con esté 
método en general, es estimar ( )θf  para distintos valores de θ  de forma que se pueda 
aproximar la forma algebraica que tiene ( )θf  y usar esta inicial, en conjunto con la función 
de verosimilitud para calcular la función a posteriori de probabilidad.  En la estimación de 
( )θf  con ( ) ( )( ) bf
f
b
f
k
k
ˆ
1
ˆ
ˆ
ˆ
ˆ
0θ
θθ =  para cada valor  de θ  para el cual se busca ( )θf  estaremos 
usando una muestra aleatoria para estimar ( )θkfˆ  y otra para estimar ( )0ˆ θkf  por lo que 
aunque es cierto que 
( )
( ) ( )θθ
θ
k
k
k f
f
f ∝
0
 y por lo tanto )(ˆ θf  y  ( )θkfˆ  estiman a iniciales de 
referencia proporcionales entre sí, no existe una constante c tal que para toda θ  para la cual 
se calcule ( )θkfˆ  y ( )θfˆ  sea cierto que  ( ) ( )θθ kfcf ˆˆ = . A continuación se ilustra, con el 
ejemplo de datos con distribución uniforme entre 0  y θ , porque tiene cierto sentido estimar 
tanto  ( )θkfˆ  como ( )θfˆ , y se aprovecha para introducir y ejemplificar las medidas que se 
utilizaran para evaluar el desempeño de ambos estimadores. 
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Distribución Uniforme ( )θ,0  
El modelo está definido por: 
( ) ∞<<<<= θθθθ 0,0,1 yyp  
( )( ) ( ) ( ) )(1)(1 ,
1
),0(
1
)(
θθθθθ θ ∞== === ∏∏ jktkij
k
i
k
k
i
ij
k
j IyIypxp con }{max
..1)( ijkijk
yt
=
=  
 
( )( )
( )
( )( )1
1
−===
−∞ −
Θ
∫∫ k
t
ddxpc
k
jk
t
kk
jj
jk
θθθθ  
( ) ( )( )( )
( )
( ) ( ) ( ) ( )( )jkk
jk
kj
k
jj tkkkt
kcxpr log1log1log1log/log 1 −+−−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −== − θθθθ
Se ejemplificara el método estimando ( )θkfˆ  y  ( )0ˆ θkf  para 5=θ , con k=5 y 10 =θ : 
Tabla 2.1: Cálculo de ( )θkfˆ  para datos distribuidos ( )θ,0Unif   
Simulación de 5 muestras de tamaño 5 para estimación de fk(θ)
No. de 
muestra (j) 1 2 3 4 5 Máximo cj rj(θ)
1 2.643036 2.525562 0.960058 4.832099 4.272201 4.832099 0.000459 -0.359772
2 2.174483 2.483448 1.491607 4.914156 0.174570 4.914156 0.000429 -0.292415
3 1.941754 1.177051 1.256304 4.244871 2.803651 4.244871 0.000770 -0.878049
4 0.451879 2.500297 4.722214 4.968808 2.783378 4.968808 0.000410 -0.248175
5 3.850290 1.067490 3.773885 1.241600 1.111622 3.850290 0.001138 -1.268302
No. de observación (i)
 
Tabla 2.2: Cálculo de ( )0ˆ θkf  para datos distribuidos ( )θ,0Unif  
Simulación de 5 muestras de tamaño 5 para estimación de fk(θ0)
No. de 
muestra (j) 1 2 3 4 5 Máximo cj rj(θ0)
1 0.302285 0.423168 0.138452 0.616580 0.575441 0.616580 1.729750 -0.547977
2 0.307996 0.862337 0.886713 0.442853 0.799809 0.886713 0.404397 0.905358
3 0.011259 0.539374 0.939005 0.709738 0.193020 0.939005 0.321565 1.134554
4 0.947076 0.498836 0.251442 0.152291 0.045622 0.947076 0.310743 1.168789
5 0.364147 0.260889 0.536815 0.514442 0.604568 0.604568 1.871367 -0.626669
No. de observación (i)
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Entonces utilizando ( ) ( ) ⎥⎦
⎤⎢⎣
⎡= ∑
=
k
j
jk krf
1
/expˆ θθ : 
1. ( )θkfˆ =  0.5437 
2. ( ) ( )( )0ˆ
ˆ
ˆ
θ
θθ
k
k
f
f
f =  = 0.5437/1.5020= 0.3619 
Repetimos el proceso, ahora calculando ambos estimadores para θ  = 2, 5, 8, 11, 14 y 17 con 
k=50 y 10 =θ . Se sabe que la inicial de referencia para datos con función de densidad 
( ) ( )θθ ,0~ Unifyp  es proporcional a 1−θ  [Bernardo, 2005].  
Tabla 2.3: Cálculo de ( )θkfˆ  y ( )θfˆ  para datos distribuidos ( )θ,0Unif  
θ f(θ)  f(θ)gorro  f k (θ)gorro  f(θ)gorro/f k (θ)gorro    
2 0.500 0.563 9.941 0.057
5 0.200 0.198 4.047 0.049
8 0.125 0.098 1.907 0.051
11 0.091 0.062 1.397 0.044
14 0.071 0.082 1.455 0.057
17 0.059 0.055 1.095 0.051  
0
1
2
3
4
5
6
7
8
9
10
5 8 11 14 17
θ
f(θ
)
f(θ)gorro  f(θ)  fk(θ)gorro     
 
Figura 2.1: Estimación de ( )θkf   y ( )θf  para datos distribuidos ( )θ,0Unif   
Se puede ver que  ( )θkfˆ  y ( )θfˆ  están estimando funciones iniciales de referencia que 
difieren por alguna constante de proporcionalidad c . Para poder comparar el error de ambos 
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estimadores habrá que estimar las constantes  a  y b   de tal manera que 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ
 sean 
estimadores de ( )θf . Además notar en la tabla 2.3 que ( )θkfˆ  y ( )θfˆ  no difieren por una 
misma constante por lo que, en un sentido es razonable comparar los estimadores para ver 
cual de los dos se desempeña mejor.  En otro sentido parece obvio que, dado que el 
estimador ( )θfˆ  se ve afectado tanto por el error de estimación del numerador como del 
denominador, el estimador ( )θkfˆ  será más preciso. Sin embargo se mostrará que el 
estimador ( )θfˆ   tiene algunas ventajas sobre el estimador ( )θkfˆ , como es la posibilidad de 
usar números aleatorios comunes para reducir la varianza del estimador.  
 
Para poder comparar la precisión de ambos estimadores estimamos la constante a  y  b de tal 
forma que se minimice el error absoluto relativo promedio (EARP)  entre 
( )
a
fk θˆ  y ( )θf  y 
entre ( )
b
f θˆ
 y ( )θf . Si se calcula ( )
b
f θˆ
 y  
( )
a
fk θˆ  para R distintos valores de θ  el EARP de 
ambos estimadores se define como sigue: 
( ) ( ) ( )
( )∑=
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ R
l l
ll
Rbf
fbf
b
fEARP
1
ˆˆ
θ
θθθ  y ( ) ( ) ( )( )∑=
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ R
l l
lklk
Raf
faf
a
f
EARP
1
ˆˆ
θ
θθθ
 
En la práctica buscamos estimar ( )θf  para varios valores de θ  y poder así estimar, por 
medio de técnicas de interpolación estándar, la forma continua de la inicial y usar está en el 
proceso de actualización Bayesiana cuyo fin es obtener la función de densidad a posteriori. 
Por está razón el EARP evalúa el desempeño de los estimadores en varios valores de θ  
simultáneamente.  
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El EARP no es una función continúa en a  por lo que no se puede encontrar el punto mínimo 
calculando la derivada con respecto a a , igualando a cero y resolviendo la ecuación 
resultante. Tomando el ejemplo de 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛
a
fEARP k θˆ  si re-ordenamos y re-indexamos las R 
observaciones de ( )θfˆ  y  ( )θkfˆ  de tal forma que: 
 i) ( ) ( )iik ffa θθ >ˆ  para si ,...,0=    
ii) ( ) ( )iik ffa θθ <ˆ  para Rsi ,...,1+= ,  
iii) 
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ik
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 para 1,...,1 −= Ri , entonces tenemos que 
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 Por (i), (ii) y (iii) 
( )
( )
( )
( )
( )
( )
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( )
( )R
Rk
s
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s
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f
f
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f
f
f
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θ
θ
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θ
θ
θ
θ
θ ˆ
...
ˆˆ
...
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0
1
1
1
1
0
0 <<<<<<<<
+
+ ,  
{ }Rs ,...,0∈ , por lo que para s  fija el EARP se minimiza escogiendo ( )( )1
1
ˆ
ˆ θ
θ
f
fa k=  si 0=s ,  
( )
( )1
1
ˆ
ˆ
+
+=
s
sk
f
fa θ
θ
 si { }1,...,1 −∈ Rs  y escogiendo ( )( )R
Rk
f
fa θ
θˆˆ =  si Rs =  de tal forma que para 
encontrar aˆ  tal que el EARP sea mínimo únicamente falta seleccionar { }Rs ,...,0ˆ∈  tal que  
 29
( ) ( )
( )
( )
( ) { }( )+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎥⎥⎦
⎤
⎢⎢⎣
⎡=⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑
=
sI
f
f
Rf
f
a
fEARP
R
i i
ik
k
k
0
11
1 1
ˆ
ˆ
ˆ
θ
θ
θ
θθ   
( )
( )
( )
( )
( )
( ) { }( )
( )
( )
( )
( ) { }( )sIf
f
Rf
fsI
f
f
f
f
Rf
f
R
s
R
R
i i
ik
RR
RR
R
s
i i
ik
R
si i
ik
sk
s ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡−+⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −+− ∑∑∑
=
−
=+=+
+
1
1,...,1
111
1
ˆ
ˆ1
ˆˆ
ˆ1
2
θ
θ
θ
θ
θ
θ
θ
θ
θ
θ  
sea mínimo. Esto se puede realizar calculando el EARP para Rs ,...,0=  y seleccionando la 
s que minimice el resultado. 
 
 Siguiendo con el ejemplo a partir de datos con distribución uniforme entre 0  y θ , se 
calculan ambos estimadores para θ  = 2, 5, 8, 11, 14 y 17 con k=50 y 10 =θ  y se calculan las 
constantes a  y b . 
 
Tabla 2.4: Estimación de la constante de proporcionalidad  de a  para datos 
distribuidos ( )θ,0Unif  
θ f(θ)  f k (θ)gorro  s
fk(θ)gorro/
f(θ)     
fk(θ)gorro/
f(θ) 
ordenado
EARP
(fk(θ)gorro) f k (θ)gorro/a   
0 0.198
2 0.500 9.941 1 19.883 15.260 0.192 0.500
5 0.200 4.047 2 20.233 15.366 0.101 0.204
8 0.125 1.907 3 15.260 18.622 0.094 0.096
11 0.091 1.397 4 15.366 19.883 0.098 0.070
14 0.071 1.455 5 20.365 20.233 0.102 0.073
17 0.059 1.095 6 18.622 20.365 0.102 0.055
Cálculo de a
 
Tabla 2.5: Estimación de la constante de proporcionalidad  de b  para datos 
distribuidos ( )θ,0Unif  
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θ f(θ)  f(θ)gorro  s
f(θ)gorro/
f(θ)     
f(θ)gorro/
f(θ) 
ordenado
EARP
(f(θ)gorro) f(θ)gorro/b    
0 0.387
2 0.500 0.563 1 1.126 0.683 0.251 0.568
5 0.200 0.198 2 0.991 0.784 0.152 0.200
8 0.125 0.098 3 0.784 0.943 0.145 0.099
11 0.091 0.062 4 0.683 0.991 0.167 0.063
14 0.071 0.082 5 1.153 1.126 0.179 0.083
17 0.059 0.055 6 0.943 1.153 0.179 0.056
Cálculo de b
 
 
En este ejemplo:  3ˆ =s  en ambos casos por lo que ( )( )4
4
ˆ
ˆ θ
θ
f
fa k= =  19.883 
 y 
( )
( )4
4
ˆˆ
θ
θ
f
fb = =  0.991. 
Parece que bˆ  pudiera estar estimando la constante 1 y en ese caso ( )θfˆ  seria un estimador 
de ( ) 1−= θθf  y el calculo de bˆ  seria innecesario. Sin embargo dado que el error en la 
estimación de aˆ afecta al estimador 
( )
a
fk
ˆ
ˆ θ
, se considera apropiado siempre comparar este 
estimador con ( )
b
f
ˆ
ˆ θ  aunque se sospeche que la constante b sea igual a 1, de forma que el 
error proveniente del calculo de la constante afecte a ambos estimadores. 
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Figura 2.2: Estimación de 
( )
a
fk θ  y ( )
b
f θ  para datos distribuidos ( )θ,0Unif  
Ya que tenemos 2 estimadores, 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ  que estiman la misma función inicial de 
referencia (en este caso ( ) 1−= θθf ) estamos en condiciones de comparar su desempeño.  
Para comparar la precisión de los estimadores para varios valores de θ  se calculara el Error 
Absoluto Relativo Promedio (EARP).  
Retomando el ejemplo anterior se tienen los siguientes EARPs para ambos estimadores: 
Tabla 2.6: Cálculo del EARP para  
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  para datos distribuidos ( )θ,0Unif  
θ f(θ)  f(θ)gorro  f k (θ)gorro  f k (θ)gorro/a   f(θ)gorro/b     
EAR 
f(θ)gorro/b
EAR 
f k (θ)gorro/a  
2 0.500 0.563 9.941 0.500 0.568 0.137 0.000
5 0.200 0.198 4.047 0.204 0.200 0.000 0.018
8 0.125 0.098 1.907 0.096 0.099 0.209 0.233
11 0.091 0.062 1.397 0.070 0.063 0.311 0.227
14 0.071 0.082 1.455 0.073 0.083 0.164 0.024
17 0.059 0.055 1.095 0.055 0.056 0.048 0.063
EARP 0.145 0.094  
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De donde se apoya la sospecha inicial que el estimador ( )θfˆ  será menos preciso en general 
que el estimador ( )θkfˆ  debido a que tiene dos fuentes de variabilidad (el numerador y el 
denominador). 
Se usarán tres tipos de distribución para generar las muestras aleatorias con el fin de evaluar 
empíricamente el error de las distintas variantes del método de estimación por simulación:  
1. La Exponencial con esperanza θ/1  ; denotada ( ) ( )θθ Expyp ~  
2. La Uniforme entre θ  y 2θ  ;  denotada ( ) ( )2,~ θθθ Unifyp  
3. La Triangular con parámetros 0, θ  y 1 ; denotada ( ) ( )1,,0~ θθ Trianyp  
Se escogió probar el desempeño de los estimadores para datos con distribución exponencial y 
triangular por su relevancia y aplicación dentro de la Ingeniería Industrial (la triangular en la 
estimación de duración de actividades en la Planeación de Proyectos y la exponencial en la 
estimación de tiempo entre llegadas en la Teoría de Colas). Además, para datos con 
distribución triangular el método por simulación es particularmente relevante dado que la 
derivación analítica de la inicial de referencia no parece ser factible [Ver Berger et al., 2009, 
p. 20]. La distribución uniforme entre θ  y 2θ  se escogió porque a diferencia de las otras dos, 
su soporte (los valores para los cuales la función de densidad es positiva) depende del 
parámetro.  
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2.2 Ejemplos y Resultados 
2.2.1 Distribución Exponencial 
El modelo está definido por: 
( ) ∞<<∞<<= − θθθ θ 0,0, yeyp y  
( )( ) ( ) ∑== =−
=
∏
k
i
ijy
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Se sabe que la inicial de referencia para datos distribuidos exponencialmente, según el 
método de Bernardo es proporcional a 1−θ  [Bernardo, 2005].  
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Figura 2.3: Estimación de ( )
a
f k θ  y ( )
b
f θ  para datos distribuidos ( )θExp  
En la figura 2.3  se muestran los resultados de la estimación de ( )θf  para 10 diferentes 
valores de θ  simulando 5 muestras aleatorias de tamaño 5 (k=5). Se muestran 2 diferentes 
estimadores de ( )θf : ( )
b
f
ˆ
ˆ θ
 y ( )
a
fk
ˆ
ˆ θ   
Tabla 2.7: Comparación del EARP entre ( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )θExp  
  Repetición 
 1 2 3 4 5 6 7 8 9 10 
( )
b
f
ˆ
ˆ θ
 
0.455 0.448 0.448 0.416 0.465 0.490 0.439 0.530 0.447 0.454 
( )
a
fk
ˆ
ˆ θ
 
0.258 0.225 0.262 0.268 0.277 0.299 0.295 0.300 0.290 0.291 
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En la tabla 2.7 se compara el error absoluto relativo promedio entre los estimadores ( )
a
fk
ˆ
ˆ θ  y 
( )
b
f
ˆ
ˆ θ
 para 10 diferentes simulaciones con k = 5. La tabla corrobora que, para este ejemplo, 
el estimador ( )
a
fk
ˆ
ˆ θ es más preciso.  
2.2.2 Distribución Uniforme ( )2,θθUnif  
El modelo está definido por: 
( ) 21,
)1(
1 θθθθθ <<<−= yyp  
( )( ) ( ) ( ) )()1( 1)()1( 1 )1()(2 ,1 ),(1 θθθθθθθ θθ jjk ttkkij
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i
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ddxpc )1(
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)1(
)(
θθθθ
θθθ  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−−−−= ∫ j jk
t
t kk
dkk )1(
)( )1(
log)1log()log( θθ
θθθ  
Se prueba que la inicial de referencia para datos con distribución ( )2,θθUnif  según el 
método de Bernardo es proporcional a digammae =−
− −⎟⎠⎞⎜⎝⎛ − ψθθ
θ θθψ ,
)1(
12 112
2
 [Berger et al., 2009]. 
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Figura 2.4: Estimación de 
( )
a
fk θ  y ( )
b
f θ  para datos distribuidos ( )2,θθUnif  
En la figura 2.4  se muestran los resultados de la estimación de ( )θf  para 10 diferentes 
valores de θ  simulando 5 muestras aleatorias de tamaño 5 (k=5). Se muestran 2 diferentes 
estimadores de ( )θf : ( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ .  
Tabla 2.8: Comparación del EARP entre 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  para datos distribuidos 
( )2,θθUnif  
  Repetición 
 1 2 3 4 5 6 7 8 9 10 
( )
b
f
ˆ
ˆ θ
 
0.35 0.37 0.34 0.37 0.34 0.34 0.36 0.33 0.37 0.33 
( )
a
fk
ˆ
ˆ θ
 
0.24 0.27 0.25 0.30 0.26 0.26 0.25 0.25 0.24 0.27 
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La tabla 2.8 muestra que, para este ejemplo,  el estimador 
( )
a
fk
ˆ
ˆ θ  es más preciso que el 
estimador ( )
b
f
ˆ
ˆ θ . Se uso un valor de k = 5 para las 10 simulaciones. 
2.2.3 Distribución Triangular 
El modelo está definido por:  
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( ) ( )( )( )jkjj cxpr /log θθ =  
Aunque la derivación analítica de la inicial de referencia para datos distribuidos ( )1,,0 θTrian  
según el método de Bernardo no es sencilla existen argumentos para pensar  que es 
proporcional a 5.05.0 )1(
1
θθ −  [Berger et al., 2009]. Es decir que no está probado que esta es 
en realidad la inicial de referencia. Es en estos casos en los cuales es útil el método de 
simulación y es parte de la razón por la cual se escogió este ejemplo, sin embargo las 
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medidas de precisión de los estimadores se basan en el supuesto de que 5.05.0 )1(
1
θθ −  es en 
realidad la inicial de referencia verdadera. 
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Figura 2.5: Estimación de 
( )
a
fk θ  y ( )
b
f θ  para datos distribuidos ( )1,,0 θTrian  
En la Figura 2.5  se muestran los resultados de la estimación de ( )θf  para 9 diferentes 
valores de θ  simulando 5 muestras aleatorias de tamaño 5 (k=5). Se muestran 2 diferentes 
estimadores de ( )θf : ( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ .  
Tabla 2.9: Comparación del EARP entre 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  para datos distribuidos 
( )1,,0 θTrian  
  Repetición 
 1 2 3 4 5 6 7 8 9 10 
( )
b
f
ˆ
ˆ θ
 
0.329 0.296 0.286 0.300 0.303 0.266 0.281 0.287 0.342 0.303 
( )
a
fk
ˆ
ˆ θ
 
0.251 0.217 0.206 0.234 0.264 0.219 0.231 0.238 0.265 0.212 
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La tabla 2.9 muestra que, para este ejemplo,  el estimador 
( )
a
fk
ˆ
ˆ θ  es más preciso que el 
estimador ( )
b
f
ˆ
ˆ θ . Se uso un valor de k = 5 para las 10 simulaciones. 
2.3 Conclusiones 
En todos los ejemplos mostrados resultó más preciso el estimador 
( )
a
fk
ˆ
ˆ θ  que ( )
b
f
ˆ
ˆ θ . Esto era 
de esperarse pues en la estimación de ( )θfˆ  se tienen que simular las k muestras dos veces: 
una vez para estimar ( )θkfˆ  y la otra para estimar ( )0ˆ θkf  y poder así calcular ( ) ( )( )0ˆ
ˆˆ
θ
θθ
k
k
f
ff =  . 
Entonces, no solo es más preciso el estimador 
( )
a
fk
ˆ
ˆ θ  sino que además requiere la mitad de 
simulaciones.  
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3. ESTIMACIÓN DE LA PRECISIÓN 
3.1 Intervalos asintóticos de probabilidad para los Estimadores 
Para determinar de qué tamaño debe ser la muestra obtenida por simulación (qué valor 
asignarle a k) para estimar ( )θfˆ  y ( )θkfˆ  es necesario construir intervalos de probabilidad 
para ( )θfˆ  y ( )θkfˆ   asintóticamente válidos (cuando k tiende a infinito) y analizar para qué 
tamaño de k se cumplen con la precisión deseada. Primero se determinará el intervalo 
asintótico de probabilidad de ( )θfˆ  puesto que el intervalo asintótico de probabilidad de 
( )θkfˆ  resultará ser un caso especial de éste.  
Los resultados de esta sección se apoyan en dos teoremas conocidos en la literatura de 
procesos estocásticos, que enunciamos a continuación para facilitar la exposición. El símbolo 
“a " denota convergencia débil de variables aleatorias (cuando ∞→k , a menos que se 
indique de otra forma) 
Teorema de Mapeo Continuo. Para K,2,1=k , sean kX  y X  variables aleatorias tomando 
valores en el espacio métrico S , y supóngase que XX k a . Si pSg ℜ→:  satisface que 
( )[ ] 0=∈ gDXP  (donde ( )gD  es el conjunto de puntos en los que g  es discontinua), entonces 
( ) ( )XgXg k a . 
Teorema de Convergencia Conjunta. Sean  { }K,2,1: =kX k  y  { }K,2,1: =kYk  secuencias de 
variables aleatorias (con valores en pℜ  y qℜ , respectivamente). Supóngase que XX k a , y 
aYk a  (donde X  es una variable aleatoria con valores en pℜ , y  qa ℜ∈  es una constante). 
Si rqph ℜ→ℜ +: satisface ( ) ( )[ ] 0, =∈ hDaXP , entonces ( ) ( )aXhYXh kk ,, a . 
Una prueba del teorema de mapeo continuo puede encontrarse en el Corolario 2.1.9 de Ethier 
y Kurtz [1986] y una prueba del teorema de convergencia conjunta en Billingsley [1968]. 
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3.1.1 Intervalo asintótico de probabilidad de ( )θfˆ  
Sean ( )
( )
( )
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
= ∫
Θ
θθ
θμ θ dxp
xp
E
k
k
xp k )(
)(
1 log)( , y ( )
( )
( ) ⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
= ∫
Θ
θθ
θμ θ dxp
xp
E
k
k
xp k )(
0
)(
2 log
0
)( , entonces: 
( ) ( )( ) ( )∑∑ ∫ ==
Θ
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
k
j
j
k
j
k
k
r
kdxp
xp
k
k
11
)(
)(
1
1log1ˆ θθθ
θμ ,   y 
( ) ( )( ) ( )∑∑ ∫ ==
Θ
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
k
j
j
k
j
k
k
r
kdxp
xp
k
k
1
0
1
)(
0
)(
2
1log1ˆ θθθ
θμ .  
Si denotamos ( ) ( ) ( )[ ] ( ) ( )( )∑
=
==
k
j
jj rrk
kkk
1
021 ,
1ˆ,ˆˆ θθμμμ  y ( )21 ,μμμ = , asumiendo momentos 
de segundo orden finitos para ( )θjr  y ( )0θjr  se cumple un Teorema de Limite Central 
multivariado, ver e.g.,  Teorema B en la sección 1.91 de Serfling [1980]: 
( )[ ] ( )IGNkk ,0ˆ 22/1 aμμ − , 
donde ( )IN ,02  denota a una distribución normal (bivariada) con esperanza 0 y matriz 
varianza-covarianza I (la identidad), ⎥⎦
⎤⎢⎣
⎡= 2
212
12
2
1
σσ
σσTGG  , 
( )[ ] ( )[ ] ( )[ ]( )2221 θθθσ jjj rErErV −==  , ( )[ ] ( )[ ] ( )[ ]( )2020022 θθθσ jjj rErErV −==  y 
( ) ( )[ ] ( ) ( )[ ] ( )[ ] ( )[ ]00012 θθθθθθσ jjjjjj rErErrErrCov −== .  Nótese que este Teorema del 
Límite Central implica que: 
( ) ( ) ( )[ ] ( )kkkk μμμμ =21 ,ˆ a . 
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Por otro lado, aplicando el método Delta, ver e.g., Proposición 2 de Muñoz y Glynn [1997], 
se tiene  que ( )( ) ( )[ ] ( )1,0ˆ2/1 Ngkgk σμμ a−  donde ( )[ ] ( )μμσ gGGg TT ∇∇=2   . En este caso 
tomamos ( ) ( )θμ μμμ
μ
fe
e
eg === − 21
2
1
 y ( ) ( )θμ μμμ
μ
fe
e
eg ˆˆ 21
2
1
ˆˆ
ˆ
ˆ
=== − . De esta manera 
tenemos que [ ] ( ) ( )[ ] ( )1,0ˆ2/1ˆˆ2/1 2121 Nffkeek σθθμμμμ a−=− −−  con 
( )[ ] ( ) [ ]
( ).2 12222122
2
212
12
2
12
21
21
21
2121
σσσ
σσ
σσμμσ
μμ
μμ
μμ
μμμμ
−+=
⎥⎦
⎤⎢⎣
⎡
−⎥⎦
⎤⎢⎣
⎡−=∇∇=
−
−
−
−−
e
e
eeegGGg TT
 
En resumen tenemos que 
[ ] ( ) ( )[ ] ( )1,0ˆ2/1ˆˆ2/1 2121 Nffkeek aσ θθσ μμμμ −=− −− .  
Si escogemos 21σˆ , 22σˆ  y 12σˆ , estimadores consistentes de 21σ , 22σ  y 12σ  respectivamente 
entonces tenemos que ( ) ( ) 12
2
2
2
1
ˆˆ ˆ2ˆˆˆ 21 σσσσ μμ −+= − kke  es un estimador consistente de σ  
(teorema de mapeo continuo), se concluye del teorema de convergencia conjunta que:  
[ ] ( ) ( )[ ] ( )1,0
ˆ
ˆ
ˆ
2/1ˆˆ2/1 2121
Nffkeek aσ
θθ
σ
μμμμ −=− −
−
 
Como los estimadores 
( )( )
( )[ ] 21
2
1
1
2
1 1
ˆ
ˆ σθ
μθ
σ =→−
−
=
∑
=
j
k
j
j
rV
k
r
  y   
( )( )
( )[ ] 220
2
1
20
2
2 1
ˆ
ˆ σθ
μθ
σ =→−
−
=
∑
=
j
k
j
j
rV
k
r
 con probabilidad 1 si ∞→k , estos estimadores 
son consistentes y se usaran en el cálculo de ( ) ( ) 12
2
2
2
1
ˆˆ ˆ2ˆˆˆ 21 σσσσ μμ −+= − kke . 
[Ver Teorema A, Serfling, 1980, p.69]  
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Si definimos ( ) ( )0θθ jjj rrZ =  entonces  [ ]j
k
j
j
ZE
k
Z
→
∑
=1  con probabilidad 1 si ∞→k . En 
consecuencia  
( ) ( ) ( ) ( )
( ) ( )[ ] 120
1
0
11
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12 1
ˆ σθθ
θθθθ
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⎟⎠
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⎪⎪⎭
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⎠
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⎜⎜
⎜
⎝
⎛
−
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
∑∑∑
===
jj
k
j
j
k
j
j
k
j
jj
rrCov
k
k
k
r
k
r
k
rr
 con 
probabilidad 1 si ∞→k , por lo que este estimador es consistente y se usara en el cálculo de 
( ) ( )
12
2
2
2
1
ˆˆ ˆ2ˆˆˆ 21 σσσσ μμ −+= − kke . 
[Ver Teorema A, Serfling, 1980, p.67] 
Ahora suponer que se tiene un modelo ( ){ }ℜ⊂Λ∈ℵ∈= λλ ,:| kxxpM  y sea λˆ un 
estimador de λ  con función de densidad simétrica, es decir que para toda 10 <<β   exista z  
tal que [ ] βλλλ =+<<− zzP ˆˆ . Se define el ancho medio de un estimador λˆ del parámetro λ 
como ( )λα ˆAM  tal que 
[ ] αλλλ αα −=+<<− 1ˆˆ AMAMP  
Igualmente, se define el límite  superior ( )λα ˆ,SUPL  de un intervalo de probabilidad para λ  
como αα λ AML SUP += ˆ, y el límite  inferior  ( )λα ˆ,INFL   de un intervalo de probabilidad para λ 
como αα λ AML INF −= ˆ, . 
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Para obtener el ancho medio de ( )θfˆ , ( )( )θα fAM ˆ  sólo queda por desarrollar el siguiente 
intervalo asintótico de probabilidad: 
( ) ( )[ ] ασ θθ αα −=⎥⎥⎦
⎤
⎢⎢⎣
⎡ <−<− −− 1ˆ
ˆ
2/1
2/1
2/1 z
ffkzP   entonces, 
( ) ( ) ( ) ασθθσθ αα −=⎥⎦
⎤⎢⎣
⎡ +<<− −− 1ˆˆˆˆ 2/1 2/12/1 2/1 k
z
ff
k
z
fP  
Por lo tanto el ancho medio de ( )θfˆ  es: 
( )( ) ( ) ( ) 2/1 122221ˆˆ2/12/1 2/1 ˆ2ˆˆˆˆ 21 kezkzfAM
kk σσσσθ
μμ
αα
α
−+==
−
−− . 
3.1.2 Intervalo asintótico de probabilidad de ( )θkfˆ  
En este caso tomamos ( ) ( )θμ μ kfeg == 1  y ( ) ( )θμ μ kfeg ˆˆ 1ˆ == . De esta manera tenemos que 
[ ][ ] ( ) ( )[ ] ( )1,0ˆ2/1ˆ2/1 11 Nffkeek kk σθθμμ a−=−  con 
( )[ ] ( ) ( ) 21221
2
2 1σσμ
μμμσ μe
d
dggGGg TT =⎥⎦
⎤⎢⎣
⎡=∇∇=  
En resumen tenemos que [ ] ( ) ( )[ ] ( )1,0ˆ2/1ˆ2/1 11 Nffkeek k aσ θθσ μμ −=− . Además como 
( )
1
ˆ ˆˆ 1 σσ μ ke=  es un estimador consistente de σ  por el teorema de convergencia conjunta 
tenemos que: [ ] ( ) ( )[ ] ( )1,0
ˆ
ˆ
ˆ
2/1ˆ2/1 11
Nffkeek k aσ
θθ
σ
μμ −=− . 
Para obtener el ancho medio de ( )θkfˆ , ( )( )θα kfAM ˆ   solo queda desarrollar el siguiente 
intervalo asintótico de probabilidad: 
( ) ( )[ ] ( ) ( ) ( ) ασθθσθασ θθ αααα −=⎥⎦⎤⎢⎣⎡ −<<+⇒−=⎥⎥⎦
⎤
⎢⎢⎣
⎡ −<−< −−−− 1ˆˆˆˆ1ˆ
ˆ
2/1
2/1
2/1
2/1
2/1
2/1
2/1 k
zff
k
zfPzffkzP kkk
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Por lo tanto el ancho medio de ( )θkfˆ  es: ( )( ) ( ) 1ˆ2/12/12/1 2/1 ˆˆˆ 1 σσθ μααα kk ekzkzfAM −−− ==  
Siguiendo con el ejemplo a partir de datos con distribución uniforme entre 0  y θ , se 
calculan los anchos medios y límites inferior y superior de ambos estimadores para θ  = 2, 5, 
8, 11, 14 y 17 con k=5, 10 =θ y 1.0=α . 
Tabla 3.1: Cálculo de anchos medios y límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ   
para datos distribuidos ( )θ,0Unif  
θ f(θ)  f k (θ)gorro/a   f(θ)gorro/b     
AM 
[f k (θ)gorro/a]  
AM 
[f(θ)gorro/b]  
L SUP 
f(θ)gorro/b  
L INF 
f(θ)gorro/b  
L SUP 
f k (θ)gorro/a   
L INF 
f k (θ)gorro/a   
2 0.500 0.103 0.184 0.133 0.394 0.577 -0.210 0.235 -0.030
5 0.200 0.229 0.165 0.049 0.027 0.193 0.138 0.277 0.180
8 0.125 0.115 0.176 0.042 0.139 0.315 0.038 0.157 0.073
11 0.091 0.036 0.075 0.047 0.082 0.158 -0.007 0.083 -0.011
14 0.071 0.043 0.055 0.030 0.056 0.111 -0.001 0.073 0.012
17 0.059 0.040 0.064 0.032 0.110 0.174 -0.046 0.072 0.008  
-0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
2 5 8 11 14 17
θ
f(θ
)
LSUP fk(θ)gorro/a     LINF fk(θ)gorro/a     f(θ)  
 
Figura 3.1: Límites inferior y superior de de 
( )
a
fk
ˆ
ˆ θ  para datos distribuidos ( )θ,0Unif  
Los intervalos de probabilidad y anchos medios construidos en esta sección se cumplen 
asintóticamente. En este ejemplo observar ( )θf  no está incluido dentro del  límite inferior y 
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superior del estimador 
( )
a
fk
ˆ
ˆ θ  en 2 ocasiones (para θ  = 2 y 11) o en 2/6= 33.3% de los 
valores de θ . Para k grande según el intervalo de probabilidad que construimos, podemos 
esperar que en únicamente 10% de los casos ( )θf  caiga afuera de su límite inferior y 
superior, por lo que parece que k=5 no es suficientemente grande. Definimos la cobertura 
empírica de un procedimiento de estimación por intervalos de un parámetro λ , como el 
porcentaje de veces en las que λ  cae dentro de una colección de intervalos obtenidos con ese 
procedimiento a partir de datos simulados, es decir si se calculan los estimadores y límites 
inferior y superior para R valores de λ   la cobertura empírica αCE   se calcula como: 
( ) ( ) ( )( )( )∑
=
=
R
l
lLL
R
I
CE lSUPlINF
1
ˆˆ
,,,ˆ
λλ λλ αα
,  
 
Quisiéramos determinar para que valores de k podemos esperar que la cobertura empírica se 
aproxime a la probabilidad α−1  con la que se construyó el intervalo. Regresando al ejemplo 
a partir de datos con distribución uniforme entre 0  y θ , se calcula la cobertura empírica de 
ambos estimadores para 300 distintos valores de θ  entre 2 y 899 y para k = 2,3,…,100 con 
los siguientes resultados mostrados gráficamente. 
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Figura 3.2: Cobertura empírica de  
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ para datos distribuidos ( )θ,0Unif  
Parece, que para este ejemplo ambos estimadores logran coberturas empíricas muy cercanas 
a las esperadas, según el intervalo asintótico de probabilidad, para valores de k = 50 o 
mayores, aunque parece que para 20<k   ( )
a
fk
ˆ
ˆ θ
 obtiene coberturas empíricas más altas. 
Para comparar la precisión de los estimadores para varios valores de θ  se calculara el Ancho 
Medio Relativo Promedio (AMRP). Si se calculan los estimadores y sus anchos medios para 
R distintos valores de θ  este se calcula como: 
( ) ( )( )
( )∑==⎟⎟⎠
⎞
⎜⎜⎝
⎛ R
l l
l
Rbf
fAM
b
fAMRP
1
ˆ
ˆ
ˆ
θ
θθ α  y ( ) ( )( )( )∑==⎟⎟⎠
⎞
⎜⎜⎝
⎛ R
l l
lkk
Raf
fAM
a
fAMRP
1
ˆ
ˆ
ˆ
θ
θθ α  
Notar que como en el caso del EARP la cobertura empírica y el AMRP evalúan el 
desempeño de los estimadores en varios valores de θ  símultáneamente.  
Siguiendo con el ejemplo a partir de datos con distribución uniforme entre 0  y θ , se calcula 
el AMRP de ambos estimadores para θ  = 2, 5, 8, 11, 14 y 17 con k=5, 10 =θ y )1.0=α . 
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Tabla 3.2: Cálculo de AMRP de 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ   para datos distribuidos ( )θ,0Unif  
θ f(θ)  f(θ)gorro  f k (θ)gorro  
AM 
[f(θ)gorro]  
AM 
[f k (θ)gorro]    
Ancho Medio 
Relativo f(θ)gorro/b
Ancho Medio 
Relativo 
f k (θ)gorro/a     
2 0.500 0.563 9.941 0.129 1.755 0.249 0.187
5 0.200 0.198 4.047 0.052 0.742 0.252 0.197
8 0.125 0.098 1.907 0.035 0.434 0.272 0.184
11 0.091 0.062 1.397 0.023 0.418 0.248 0.244
14 0.071 0.082 1.455 0.023 0.290 0.305 0.216
17 0.059 0.055 1.095 0.022 0.312 0.359 0.282
Promedio 0.281 0.218  
Para este ejemplo el estimador 
( )
a
fk
ˆ
ˆ θ
 logra, en promedio, anchos medios relativos menores a 
los del estimador ( )
b
f
ˆ
ˆ θ  sugiriendo una mayor precisión. 
En el resto del capítulo 3 y en el 4 se usaran 3 criterios conjuntamente para evaluar el 
desempeño de los estimadores: 
1. Ancho Medio Relativo Promedio (AMRP): Con esta medida se evaluará la precisión 
asintótica teórica de los estimadores de acuerdo a los intervalos de probabilidad 
construidos para los estimadores.  
2. Cobertura empírica (CE): Con esta medida se evaluará en que grado y para que 
tamaños de muestra se cumple la precisión teórica medida con el AMRP. 
3. Error Absoluto Relativo Promedio (EARP): Esta medida evalúa la precisión 
observada de los estimadotes. 
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3.2 Ejemplos y Resultados 
3.2.1 Distribución Exponencial 
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LINF fk(θ)gorro/a f(θ)  
 
Figura 3.3: Límites inferior y superior de
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ  para datos distribuidos ( )θExp  
En la figura 3.3 se muestran los límites inferior y superior para una simulación con k = 5 y 
valor de α  de 0.05. Parece que en general los límites del estimador ( )
a
fk
ˆ
ˆ θ
 conforman 
intervalos más angostos por lo que se puede esperar mayor precisión de este estimador.  
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Figura 3.4: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ  para datos distribuidos ( )θExp  
La figura 3.4 muestra la cobertura empírica, ancho medio relativo promedio y error absoluto 
relativo promedio de los estimadores 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  conforme k crece. Para cada valor de k 
se simularon 100 valores de θ . Los límites inferior y superior se construyeron con un valor 
de alfa igual a 0.05. Se muestra que para tamaños de muestra mayores a 30 ambos 
estimadores logran coberturas empíricas similares α−1 . El AMRP del estimador ( )
a
fk
ˆ
ˆ θ
 es 
siempre menor al de ( )
b
f
ˆ
ˆ θ  y como las cobertura empírica de ( )
a
fk
ˆ
ˆ θ
es mayor a la de ( )
b
f
ˆ
ˆ θ  
para tamaños de muestra menores a 10 y muy similar para tamaños de muestra mayores el 
EARP de 
( )
a
fk
ˆ
ˆ θ
 es menor al de ( )
b
f
ˆ
ˆ θ . Visto de otra forma se necesita un tamaño de muestra 
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de alrededor de 35 para obtener un EARP de 10% con 
( )
a
fk
ˆ
ˆ θ
 y de alrededor de 60 para 
obtener un EARP similar con ( )
b
f
ˆ
ˆ θ . 
3.2.2 Distribución Uniforme (θ , 2θ ) 
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Figura 3.5: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
 y 
( )
b
f
ˆ
ˆ θ
 para datos distribuidos ( )2,θθUnif  
En la figura 3.5 se muestran los límites inferior y superior para una simulación con k = 3 y 
valor de α  de 0.1. Parece que en general  los límites del estimador ( )
a
fk
ˆ
ˆ θ
 conforman 
intervalos más angostos por lo que se puede esperar mayor precisión de este estimador. 
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Figura 3.6: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  para datos distribuidos ( )2,θθUnif  
La figura 3.6 muestra la cobertura empírica, ancho medio relativo promedio y error absoluto 
relativo promedio de los estimadores 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  conforme k crece. Para cada valor de k 
se simularon 140 valores de θ . Los límites inferior y superior se construyeron con un valor 
de alfa igual a 0.1. Se muestra que para tamaños de muestra mayores a 35 ambos estimadores 
logran coberturas empíricas similares α−1 . El AMRP del estimador ( )
a
fk
ˆ
ˆ θ
 es siempre 
menor al de ( )
b
f
ˆ
ˆ θ  y como las cobertura empírica de ( )
a
fk
ˆ
ˆ θ
es mayor a la de ( )
b
f
ˆ
ˆ θ  para 
tamaños de muestra menores a 10 y muy similar para tamaños de muestra mayores el EARP 
de 
( )
a
fk
ˆ
ˆ θ
 es menor al de ( )
b
f
ˆ
ˆ θ . Visto de otra forma se necesita un tamaño de muestra de 
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alrededor de 60 para obtener un EARP de 10% con 
( )
a
fk
ˆ
ˆ θ
 y de alrededor de 100 para 
obtener un EARP similar con ( )
b
f
ˆ
ˆ θ . 
3.2.3 Distribución Triangular 
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Figura 3.7: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ  para datos distribuidos 
( )1,,0 θTrian  
En la figura 3.7 se muestran las bandas de ancho para una simulación con k = 5 y valor de α  
de 0.08. En este caso no se puede apreciar una diferencia evidente entre  el grosor de los 
intervalos conformados por los límites de 
( )
a
fk
ˆ
ˆ θ  y los de  ( )
b
f
ˆ
ˆ θ  por lo que es necesario 
observar los errores absolutos relativos y anchos medios relativos para discernir si existe 
alguna diferencia con respecto  a la precisión de ambos estimadores.  
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Figura 3.8: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  para datos distribuidos ( )1,,0 θTrian  
La figura 3.8 muestra la cobertura empírica, ancho medio relativo promedio y error absoluto 
relativo promedio de los estimadores 
( )
a
fk
ˆ
ˆ θ  y ( )
b
f
ˆ
ˆ θ  conforme k crece. Para cada valor de k 
se simularon 99 valores de θ . Los límites inferior y superior se construyeron con un valor de 
alfa igual a 0.08. Se muestra que para tamaños de muestra mayores a 35 ambos estimadores 
logran coberturas empíricas similares α−1 . El AMRP del estimador ( )
a
fk
ˆ
ˆ θ
 es siempre 
menor al de ( )
b
f
ˆ
ˆ θ  y como las cobertura empírica de ( )
a
fk
ˆ
ˆ θ
es siempre muy similar a la de 
( )
b
f
ˆ
ˆ θ  el EARP de ( )
a
fk
ˆ
ˆ θ
 es menor al de ( )
b
f
ˆ
ˆ θ . Visto de otra forma se necesita un tamaño de 
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muestra de alrededor de 40 para obtener un EARP de 10% con 
( )
a
fk
ˆ
ˆ θ
 y de alrededor de 70 
para obtener un EARP similar con ( )
b
f
ˆ
ˆ θ . 
3.3 Conclusiones 
Para un mismo valor de α  y de k tenemos que, para los tres ejemplos estudiados, el ancho 
medio de ( )
b
f
ˆ
ˆ θ  es mayor al de ( )
a
fk
ˆ
ˆ θ
 lo que, en conjunto con coberturas empíricas similares 
para los dos estimadores,  explica porque el estimador ( )θ
a
fk
ˆ
ˆ
 es más preciso que ( )
b
f
ˆ
ˆ θ . 
En los tres ejemplos estudiados se necesitó una valor de k  de alrededor de 30 para obtener 
coberturas empíricas muy similares a α−1 . Además se observó que en dos de los tres 
ejemplos se obtienen coberturas empíricas mayores con 
( )
a
fk
ˆ
ˆ θ  para valores pequeños de 
k (menores a 10).  Si además se considera que el estimador ( )
b
f
ˆ
ˆ θ  requiere la simulación del 
doble de números aleatorios que 
( )
a
fk
ˆ
ˆ θ
 resulta que este último tiene mejor desempeño que 
( )
a
f
ˆ
ˆ θ  en todos los sentidos considerados. 
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4. NÚMEROS ALEATORIOS COMUNES 
4.1 El estimador de Números Aleatorios Comunes (NAC) 
Para calcular el estimador ( ) ( )( )0ˆ
ˆˆ
θ
θθ
k
k
f
ff =  es necesario simular dos muestras, ( )kjx  y 
( )k
jx0 (muestra con 0θθ = )  , para así poder calcular ( )θkfˆ  y ( )0ˆ θkf . Si se usa el método de 
la transformación inversa para simular, podemos usar los mismos números aleatorios para 
simular ambas muestras. Esta técnica, conocida como Números Aleatorios Comunes (NAC),  
a menudo sirve para reducir la varianza de estimadores obtenidos por simulación.  Cuando se 
use el mismo número aleatorio para calcular tanto el numerador como el denominador del 
cociente ( ) ( )( )0ˆ
ˆˆ
θ
θθ
k
k
f
ff =  se denomina al estimador de ( )θf  resultante ( )θNACfˆ . 
4.2 Ejemplos y Resultados 
Sea ijy  la i-ésima observación de la j-ésima muestra con cierta distribución y  parámetro θ   
y, similarmente, sea ijy0  la i-ésima observación de la j-ésima muestra con la misma 
distribución y con parámetro 0θ .  
 57
4.2.1 Distribución Exponencial 
En este caso tenemos que:  
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Usando números aleatorios comunes (NAC) para simular ( )kjx  y ( )kjx0 , se tiene que 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
0
0 θ
θ
ijij yy , por lo que: 
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En este caso se ve que usando números aleatorios la estimación de  ( )θf  es exacta y no 
depende de la muestra que se simule.  
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Figura 4.1: Estimación de 
( )
a
fk θ  , ( )
b
f θ  y ( )
c
f NAC θ para datos distribuidos ( )θExp  
La figura 4.1 muestra la estimación de la inicial de referencia para 11 valores de θ   con un 
tamaño de muestra de de 2 (k=2). La figura 4.1 corrobora que la estimación de ( )θf  con 
( )
c
f NAC
ˆ
ˆ θ
  es exacta pues no depende de las muestras que se simulan. Aunque aquí se omite el 
desarrollo, lo mismo sucede cuando se calcula 
( )
c
f NAC
ˆ
ˆ θ
para datos distribuidos ( )θ,0Unif . 
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Lo que esto significa es que para datos distribuidos ( )θExp y ( )θ,0Unif , en el calculo de 
( )
c
f NAC
ˆ
ˆ θ
, da lo mismo simular o no, ya que la expresión no depende de la muestra.  
4.2.2 Distribución Uniforme (θ , 2θ ) 
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entonces:  
( ) ( )( )
( )
( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( )
( )
( )
( )
kk
k
j
t
t
kk
t
t
kkk
k
k
j
t
t
kkkk
k
k
j
t
t
kkkk
k
k
j
t
t
kkkk
k
k
j
t
t
kkkk
k
j
t
t
kkkk
k
j
t
t
kkkk
k
j
j
k
j
j
k
k
j
jk
j
jk
j
jk
j
jk
j
jk
j
jk
j
jk
j
jk
d
d
d
d
d
d
dk
dk
r
k
r
k
f
ff
1
1
1
00
1
1
00
1
1
1
1
00
1
1
1
00
1
1
0
1
0
)1(
)(
)1(0
)(0
)1(0
)(0
)1(
)(
)1(0
)(0
)1(
)(
)1(0
)(0
)1(
)(
1
1
1
1
11
1
11
1
11
1lnexp
11
1lnexp
11
1ln1exp
11
1ln1exp
1exp
1exp
ˆ
ˆˆ
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−=
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ −−
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ −−
=
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ −−
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ −−
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ −−
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
⎥⎦
⎤⎢⎣
⎡ −−
=
⎥⎦
⎤⎢⎣
⎡
⎥⎦
⎤⎢⎣
⎡
==
−
= −−
−−
= −−
= −−
= −−
= −−
= −−
= −−
=
=
∏ ∫
∫
∏ ∫
∏ ∫
∏ ∫
∏ ∫
∑ ∫
∑ ∫
∑
∑
θθθ
θθθ
θθ
θθ
θθθθθ
θθθθθ
θθθθθ
θθθθθ
θθθθθ
θθθθθ
θ
θ
θ
θθ
 
Usando números aleatorios comunes se tiene que 
( ) ( )
( ) 000)1()1(0 1
1 θθθ
θθθ +−
−−= jj
t
t  y 
( ) ( )
( ) 000)()(0 1
1 θθθ
θθθ +−
−−= jkjk tt  por lo que:  
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En este caso el estimador ( )θNACfˆ , no parece poder reducirse a una expresión sencilla que no 
dependa de la muestra.  
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Figura 4.2: Estimación de 
( )
a
f k θ  , ( )
b
f θ  y ( )
c
f NAC θ para datos distribuidos ( )2,θθUnif  
 61
-2
0
2
4
6
8
10
12
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
θ
f(θ
)
LSUP f(θ)gorro NAC/c  LINF f(θ)gorro NAC/c
LSUP f(θ)gorro/b  LINF f(θ)gorro/b  
LSUP fk(θ)gorro/a  LINF fk(θ)gorro /a 
 
Figura 4.3: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ , ( )
b
f
ˆ
ˆ θ  y ( )
c
f NAC
ˆ
ˆ θ  para datos 
distribuidos ( )2,θθUnif  
 
La figura 4.2 muestra la estimación de la inicial de referencia para 21 valores de θ   con un 
tamaño de muestra de de 2 (k=2). En este caso la estimación de ( )θf  con ( )
c
f NAC
ˆ
ˆ θ
 no es 
exacta. La figura 4.3 muestra los límites inferior y superior para los estimadores 
( )
a
fk
ˆ
ˆ θ
, 
( )
b
f
ˆ
ˆ θ
 y 
( )
c
f NAC
ˆ
ˆ θ
 para 10 distintos valores de θ  y con un tamaño de muestra de 5 y valor de 
alfa igual a 0.1. Parece que, por lo menos para valores de θ  menores a 1.4,  de los tres 
estimadores el que tiene intervalos más angostas y por lo tanto es más preciso es 
( )
c
f NAC
ˆ
ˆ θ
 
usando números aleatorios comunes. 
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Figura 4.4: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ  , ( )
b
f
ˆ
ˆ θ  y ( )
c
f NAC
ˆ
ˆ θ  para datos distribuidos 
( )2,θθUnif  
La figura 4.4 muestra la cobertura empírica, ancho medio relativo promedio y error absoluto 
relativo promedio de los estimadores 
( )
a
fk
ˆ
ˆ θ  , ( )
b
f
ˆ
ˆ θ  y  ( )
c
f NAC
ˆ
ˆ θ
 conforme k crece. Para cada 
valor de k se simularon 140 valores de θ . Los límites inferior y superior se construyeron con 
un valor de alfa igual a 0.1. Se muestra que para tamaños de muestra mayores a 35 los tres 
estimadores logran coberturas empíricas similares α−1 . El AMRP del estimador  
( )
c
f NAC
ˆ
ˆ θ
es siempre mucho menor al de 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ  y como las cobertura empírica de 
( )
c
f NAC
ˆ
ˆ θ
es mayor a la de 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ  para tamaños de muestra menores a 20 y muy 
similar para tamaños de muestra mayores el EARP de 
( )
c
f NAC
ˆ
ˆ θ
 es menor al de 
( )
a
fk
ˆ
ˆ θ
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y ( )
b
f
ˆ
ˆ θ . Visto de otra forma se necesita un tamaño de muestra de alrededor de 10 para 
obtener un EARP de 10% con 
( )
c
f NAC
ˆ
ˆ θ
 mientras que con 
( )
a
fk
ˆ
ˆ θ
 y ( )
b
f
ˆ
ˆ θ  se necesitan 
tamaños de muestra de alrededor de 60 y 100  respectivamente para obtener un EARP 
similar. 
4.2.3 Distribución Triangular 
Sea  ( ) jrt   la r-ésima estadística de orden de la j-ésima muestra distribuida ( )1,,0 θTrian  y sea 
( ) jrt0  la r-ésima estadística de orden de la j-ésima muestra distribuida ( )1,,0 0θTrian , 
entonces: 
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De manera similar  ( ) ( )( )jkjjkj tttkgc 0)2(0100 ,...,,,2= , por lo que:  
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Usando números aleatorios comunes se tiene lo siguiente: 
( ) ( ) θ
θ0
0 jaja tt =  si ( ) ( ) 00, θθ ≤≤ jaja tt  
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Con esto y desarrollando la expresión que ya se tiene para ( )θfˆ  se llega a que:  
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Como en el  caso anterior  el estimador ( )θNACfˆ  no parece poder reducirse a una expresión 
sencilla que no dependa de la muestra.  
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Figura 4.5: Estimación de 
( )
a
f k θ  , ( )
b
f θ  y ( )
c
f NAC θ para datos distribuidos ( )1,,0 θTrian  
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Figura 4.6: Límites inferior y superior de 
( )
a
fk
ˆ
ˆ θ
, ( )
b
f
ˆ
ˆ θ  y ( )
c
f NAC
ˆ
ˆ θ
 para datos 
distribuidos ( )1,,0 θTrian  
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La figura 4.5 muestra la estimación de ( )θf  para 10 valores de θ  y un tamaño de muestra de 
10 (k=10). En este caso no hay una clara diferencia en la precisión de los estimadores . Se 
tendrá que estudiar qué sucede con el error absoluto relativo promedio y el ancho relativo 
promedio conforme k crece para determinar si existe alguna diferencia. La figura 4.6 muestra 
la los límites inferior y superior de tres estimadores de ( )θf  para 21 distintos valores de θ  y 
un tamaño de muestra de 10 (k=10) y un valor de alfa igual a 0.08. Parece que 
( )
c
f NAC
ˆ
ˆ θ
 es 
más preciso que  
( )
a
fk
ˆ
ˆ θ
y ( )
b
f
ˆ
ˆ θ
 puesto que sus intervalos son más angostos.  
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Figura 4.7: CE, AMRP y EARP de 
( )
a
fk
ˆ
ˆ θ  , ( )
b
f
ˆ
ˆ θ  y ( )
c
f NAC
ˆ
ˆ θ  para datos distribuidos 
( )1,,0 θTrian  
La figura 4.7 muestra la cobertura empírica, ancho medio relativo promedio y error absoluto 
relativo promedio de los estimadores 
( )
a
fk
ˆ
ˆ θ  , ( )
b
f
ˆ
ˆ θ  y  ( )
c
f NAC
ˆ
ˆ θ
 conforme k crece. Para cada 
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valor de k se simularon 99 valores de θ . Los límites inferior y superior se construyeron con 
un valor de alfa igual a 0.08. Se muestra que para tamaños de muestra mayores a 35 los tres 
estimadores logran coberturas empíricas similares α−1 . El AMRP del estimador  
( )
c
f NAC
ˆ
ˆ θ
es, en general, un poco menor al de 
( )
a
fk
ˆ
ˆ θ
  y como las cobertura empírica de 
( )
c
f NAC
ˆ
ˆ θ
es muy similar a la de 
( )
a
fk
ˆ
ˆ θ
 el EARP de 
( )
c
f NAC
ˆ
ˆ θ
 es, en general, menor al de 
( )
a
fk
ˆ
ˆ θ
. Sin embargo, en este caso, para tamaños de muestra superiores a 50 el EARP de 
ambos estimadores es muy similar. Visto de otra forma se necesita un tamaño de muestra de 
alrededor de 25 para obtener un EARP de 10% con 
( )
c
f NAC
ˆ
ˆ θ
 mientras que con 
( )
a
fk
ˆ
ˆ θ
 se 
necesitan tamaños de muestra de alrededor de 40 para obtener un EARP similar. 
4.3 Conclusiones 
Para los tres ejemplos tratados el estimador 
( )
c
f NAC
ˆ
ˆ θ
 fue el más preciso de los estimadores de 
( )θf . Para datos distribuidos ( )θExp  la estimación es exacta puesto que la expresión 
( ) ( )( )0ˆ
ˆ
ˆ
θ
θθ
k
k
NAC f
f
f =   se reduce a una que no depende de las muestras simuladas. En el caso de 
datos distribuidos ( )2,θθUnif  o ( )1,,0 θTrian  esta expresión no parece poderse reducir a una 
expresión que no dependa de la muestra. Aún así, en estos casos, el estimador 
( )
c
f NAC
ˆ
ˆ θ
 es 
más preciso que 
( )
a
fk
ˆ
ˆ θ
y ( )
b
f
ˆ
ˆ θ
 puesto que para un mismo valor de θ  y α  el ancho medio es 
menor y como la cobertura empírica es similar para ambos, el EARP es menor. Sin embargo 
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en el caso de datos distribuidos ( )1,,0 θTrian  la ventaja en la precisión del estimador ( )
c
f NAC
ˆ
ˆ θ
 
solo es significativa para tamaños de muestra menores a 50.  
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5. CONCLUSIONES 
Los dos resultados más importantes de esta investigación son: 
1. La derivación de la Varianza del estimador de Bernardo y la construcción, con ésta, 
de intervalos de probabilidad que permiten relacionar el tamaño de muestra que se 
usa en el método de simulación con el error de estimación del mismo. 
2. Usando números aleatorios comunes, para datos distribuidos ( )2,θθUnif  o 
( )1,,0 θTrian  se observó que en el cálculo de ( )θNACfˆ  se reduce considerablemente el 
error de estimación medido por el EARP. Inclusive se vio que para el caso de datos 
distribuidos ( )θExp , el error es nulo ya que el estimador resulta no depender de la 
muestra. Este hallazgo justifica el uso del estimador ( )θNACfˆ  sobre ( )θkfˆ  ya que no 
es posible utilizar números aleatorios comunes en el cálculo de ( )θkfˆ . 
 
La realización de este trabajo fue una experiencia muy enriquecedora para mi  sobre todo 
porque fue la primera vez que lleve a cabo un trabajo largo, cuya complejidad requería de 
una estructuración del problema en distintos sub-problemas para poder atacarlo de forma 
eficaz. Además, no habiendo estudiado la estadística Bayesiana previo a la realización de 
este trabajo, me resulto muy atractiva la forma de atacar los problemas de decisión en 
ambiente de incertidumbre de la teoría Bayesiana puesto que provee un marco de referencia 
básico con el cual poder plantear de inicio dichos problemas y sobre el cual puede uno 
inscribir y relacionar los distintos métodos estadísticos, a menudo compatibles, de la 
estadística frecuentista así como la teoría de probabilidad, formándose uno un mapa mental 
integral de cómo atacar problemas de decisión en contextos en los cuales existe 
incertidumbre, ya sea porque se tiene un fenómeno que presenta variabilidad o porque 
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simplemente se tiene información limitada sobre el fenómeno a modelar. Por otro lado el 
análisis de las iniciales de referencia requiere de sólidas bases en los campos de análisis 
matemático y teoría de medida y mi falta de profundización en estos temas limito mi 
entendimiento de la importancia de las iniciales de referencia en el contexto de las funciones 
iniciales en general.  
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