In this paper, we consider the problems of co-biconnectivity and strong co-connectivity, i.e., computing the biconnected components and the strongly connected components of the complement of a given graph. We describe simple sequential algorithms for these problems, which work on the input graph and not on its complement, and which for a graph on n vertices and m edges both run in optimal O(n + m) time. Our algorithms are not data structure-based and they employ neither breadth-first-search nor depth-first-search.
Introduction
A connected component of an undirected graph G is a maximal set of vertices of G such that for any two vertices in the set, there exists a path in G connecting them. A biconnected component of an undirected graph G is a maximal set of edges of G such that any two edges in the set lie on a simple cycle of G [8] ; the biconnected co-components of G are the biconnected components of the complement G of G. A strongly connected component of a directed graph G is a maximal set of vertices in which there is a directed path from each vertex to all other vertices in the set; the strongly connected co-components of G are the strongly connected components of the complement G of the directed graph G. From the definitions, it follows that the connected (biconnected) components of an undirected graph define a partition of the graph's vertices (edges, respectively), and the strongly connected components of a directed graph define a partition of the graph's vertices. These decompositions are fundamental tools in graph theory with applications in compiler analysis, data mining, scientific computing and other areas. Thus, the computation of such components occupies a central place in algorithmic graph theory, both in a sequential [8] and in a parallel process environment [2, 3, 6, 13, 14, 18, [21] [22] [23] , and is a key step in algorithms for a number of combinatorial problems on graphs.
Sequentially, the problems of determining the biconnected and the strongly connected components of a graph are both solved by a search-and-label approach. For a graph on n vertices and m edges which is given in adjacency-list representation, simple sequential algorithms-e.g., based on depth-first-search (DFS)-for both problems run optimally in O(n + m) time [8, 12] .
By definition, the problems of determining the biconnected and the strongly connected co-components of a graph G can be easily solved by first computing the complement G of G and then by applying biconnectivity and strong connectivity algorithms on G. It takes (n 2 ) time to compute the complement explicitly, and thus, this approach leads to algorithms which may be super-linear in the size of the input graph. On the related problem of computing the connected co-components, Ito and Yokoyama [15] showed that a DFS tree and a breadth-first-search tree on the complement of a given graph can be constructed in linear time; this result, in turn, implies a linear-time algorithm for computing the co-components of a graph. Dahlhaus, Gustedt, and McConnell, in their paper on modular decomposition [9] , described a procedure for finding a DFS forest on the complement of a directed graph in O(n + m) time. In [10] , the same authors gave simple algorithms for computing the connected and biconnected co-components of an undirected graph and the strongly connected co-components of a directed graph; this approach also relies on DFS. Recently, Chong et al. [6] described a simple linear-time sequential algorithm for computing the connected co-components of a graph, which has the advantage of admitting efficient parallelization.
Developing efficient parallel algorithms for finding the biconnected and the strongly connected components and co-components of a graph turns out to be a more challenging problem. The problem is very important, especially for graphs with large size, for which parallel processing may be the only approach for obtaining a solution in reasonable time. Unfortunately, DFS seems difficult to parallelize; indeed, Reif shows that a restricted version of the approach (lexicographic DFS) is P-complete [19] .
Alternatively, there exist several parallel algorithms for the biconnected components problem and the strongly connected components problem that avoid the use of DFS. Early O(log n)-time parallel biconnectivity algorithms appear in Tarjan and Vishkin [23] and Tsin and Chin [24] . These algorithms follow a strategy that is based on transforming the input graph G into another graph G such than the biconnected components of G are the connected components of G ; their starting point is an arbitrary spanning tree, rather than a DFS tree. We note that the problem of computing the connected components of a graph has been extensively studied in the literature; we point out the recent work of Chong et al. [5] , which describes a parallel algorithm for computing the connected components of a graph in O(log n) time using O(n + m) processors. For the problem of finding the strongly connected components of a graph, Gazit and Miller [11] proposed an NC algorithm, which is based upon matrix multiplication. This algorithm was improved by Cole and Vishkin [7] , but still requires O(log 2 n) time and O(n 2.376 ) processors. Kao [17] developed a more complicated NC algorithm for planar graphs that requires O(log 3 n) time and O(n/ log n) processors. An extensive coverage of parallel connectivity, biconnectivity and strong connectivity algorithms can be found in [1, 16, 20] .
As in the sequential environment, the parallel computation of the biconnected and the strongly connected cocomponents of a graph can be easily done by computing the complement of the graph and then by applying one of the parallel algorithms for the biconnected and the strongly connected components on the complement. However, as in the sequential case, this yields non-optimal algorithms. To the best of our knowledge, no parallel algorithms which "directly" compute the biconnected and the strongly connected co-components exist. We mention that for the problem of computing the connected co-components of a graph on n vertices and m edges, the parallel version of the algorithm by Chong et al. [6] runs in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM, and is therefore optimal.
In this paper, we establish properties of the complement of an undirected or a directed graph, which enable us to describe simple and efficient sequential algorithms for computing the biconnected and the strongly connected co-components of a graph without computing its complement. For a graph on n vertices and m edges, both the cobiconnectivity and the strong co-connectivity algorithm run in optimal O(n + m) sequential time. More interestingly, unlike previous such algorithms, both our algorithms admit efficient parallelization. In particular, the sequential cobiconnectivity algorithm leads to an optimal parallel algorithm that runs in O(log 2 n) time using O((n + m)/log 2 n) processors, while the strong co-connectivity algorithm gives an O(log 2 n)-time and O(m 1.188 / log n)-processor parallel solution. As a byproduct of the latter algorithm, we obtain a simple optimal parallel co-connectivity algo-rithm. Our proposed algorithms are not data structure-based and they employ neither breadth-first-search nor DFS techniques.
The paper is organized as follows. In Section 2 we present the notation and related terminology and we prove results on which the co-biconnectivity and the strong co-connectivity algorithms rely. In Section 3 we describe the sequential and the parallel co-biconnectivity algorithms, establish their correctness and analyze their complexity, while in Section 4 we describe the sequential and the parallel strong co-connectivity algorithms. Finally, in Section 5 we conclude the paper and discuss possible extensions.
Theoretical framework
We consider finite undirected and directed graphs with no loops or multiple edges. Let G be such a graph; then, V (G) and E(G) denote the set of vertices and of edges of G, respectively. An edge (undirected or directed) is a pair (undirected or directed) of distinct vertices x, y ∈ V (G), and is denoted xy; if G is an undirected graph, we say that x is adjacent to y (and y is adjacent to x), whereas if G is a directed graph, we say that x is adjacent to y and y is adjacent from x. For a set V ⊆ V (G) of vertices of the graph G, the subgraph of G induced by V is denoted G[V ]; for a set E ⊆ E(G) of edges, the subgraph of G spanned by E is denoted G E .
The neighborhood N(x) of a vertex x ∈ V (G) of an undirected graph is the set of all the vertices of G which are adjacent to x. The closed neighborhood of x is defined as
, is the number of vertices which are adjacent to x; thus, d(x) = |N(x)|. In the case where G is a directed graph, N + (x) := {w | xw ∈ E(G)} is the set of all the vertices of G which are adjacent from x, and N − (x) := {w | wx ∈ E(G)} is the set of all the vertices of G which are adjacent to x; moreover, we use N(
to denote the set of all the neighbors and all the non-neighbors of x in G, respectively. The out-degree of a vertex x in G, denoted d + (x), is the number of vertices which are adjacent from x, and its in-degree, denoted d − (x), is the number of vertices which are adjacent to x; thus,
A path (cycle) is undirected or directed depending on whether G is undirected or directed. A path (cycle) is called simple if none of its vertices occurs more than once; it is called trivial if k = 0. An undirected graph G is connected if between any two vertices u and v there exists a u.v path in G. A directed graph G is strongly connected if for any two vertices u and v of G, there exists both a u.v path and a v.u path in G.
A connected component (or component) of an undirected graph G is a maximal set of vertices, say, C ⊆ V (G), such that for every pair of vertices x, y ∈ C, there exists a x-y path in the subgraph G [C] of G induced by the vertices in C. The co-connected components (or co-components) of G are the connected components of the complement G of G. A component (co-component) is called non-trivial if it contains two or more vertices; otherwise, it is called trivial.
A biconnected component (or bicomponent) of an undirected graph G is a maximal set of edges such that any two edges in the set lie on a simple cycle of G [8] . In particular, we give the following definition: Definition 2.1. A set E of edges of an undirected graph G has the biconnectivity property if every pair of edges in E lie on a common simple cycle in the subgraph of G spanned by the set E.
Clearly, a biconnected component of G is a maximal set of edges of G that have the biconnectivity property; moreover, all the edges of G which belong to a set having the biconnectivity property belong to the same biconnected component of G. A cutpoint (or articulation point) of G is a vertex whose removal increases the number of connected components of G (i.e., the removal of the vertex disconnects a component of G), and a bridge is an edge with this property. By definition, a biconnected component contains no cutpoints or bridges. The biconnected co-components (or co-bicomponents) of a graph G are the biconnected components of the complement G of G.
A strongly connected component of a directed graph G is a maximal set of vertices such that for any two vertices x and y in the set, there exists both a (directed) x.y path and a (directed) y.x path in the subgraph of G induced by the vertices in the set; the strongly connected co-components (or strong co-components) of G are the strongly connected components of the complement G of G.
Below we present some results on which our algorithms rely. Proof. Since v is G's vertex of minimum sum of in-degree and out-degree, then for the sum of in-degrees and outdegrees over all vertices x of G, which is equal to 2m, we have that
For an edge set E having the biconnectivity property, the following hold.
Lemma 2.3. Let G be an undirected graph, let set E ⊆ E(G) having the biconnectivity property, and let V E be the set of vertices incident on the edges in E. Then, (i) for every edge e ∈ E and any two vertices u, w ∈ V E , the subgraph G E of G spanned by the edges in E contains a simple path from u to w that passes through e; (ii) for any simple path in G with endpoints in V E and edge set P, the set E ∪ P has the biconnectivity property; (iii) for any set E ⊆ E(G) such that E has the biconnectivity property and E ∩ E = ∅, the set E ∪ E also has the biconnectivity property.
Proof. (i) Since the set E has the biconnectivity property, there exists a simple path, say, , in the graph G E from u to w. Additionally, if e is any edge of , there exists a simple cycle in G E that passes through both e and e . If the edge e is removed, this simple cycle becomes a simple path = a · · · b, where a, b are the endpoints of e. Let x (y, respectively) be the first (last, respectively) common vertex of the paths and as we move from a to b along ; because the two paths share the edge e , the vertices x, y are well defined and distinct (note that x or y may coincide with a, b). Then, if = u · · · x · · · y · · · w, the path that consists of the part of from u to x, followed by the part of from x to a, followed by the edge e, followed by the part of from b to y, followed by the part of from y to w is a simple path from u to w through e, as desired. Otherwise, = u · · · y · · · x · · · w, and the desired path is formed by the part of from u to y, followed by the part of from y to b, followed by the edge e, followed by the part of from a to x, followed by the part of from x to w.
(ii) Let the simple path be and let u, w ∈ V E be its endpoints. First, let us assume that none of the vertices of except for its endpoints u, w belong to V E . We show that, for any pair of edges in E ∪ P, the two edges lie on a common simple cycle in the subgraph G E ∪ P of G spanned by the edges in E ∪ P. This clearly holds for any two edges in E. Next, consider the case where e ∈ E and e ∈ P: since, according to Lemma 2.3(i), there exists a simple path along edges in E from u to w that passes through e, then the concatenation of this path with gives a simple cycle in G E ∪ P that passes through both e and e . Finally, consider the case where e, e ∈ P: then, any simple path along edges in E from u to w concatenated with gives the desired simple cycle.
Suppose now that there exist vertices of the path , other than its endpoints, that belong to V E . Let us remove from any edges in E and let us break the resulting subpaths at their vertices that belong to V E . We obtain a collection of simple paths 1 , 2 , . . . , k . Then, as shown earlier, the union of E and the edge set of 1 has the biconnectivity property; in turn, the union of this set with the edge set of 2 also has the biconnectivity property, and so on so forth; eventually, after having considered all the paths 1 , 2 , . . . , k , we have that the set E ∪ P has the biconnectivity property.
(iii) Follows directly from Lemma 2.3(ii); note that if e = uw is an edge in E ∩ E , then for any edge e ∈ E − E, the biconnectivity of E implies that there exists a simple cycle that passes through e and e , or equivalently that there exists a simple path of edges in E from u ∈ V E to w ∈ V E through edge e . (ii) In light of Lemma 2.4(i), it suffices to show that the set E = E 1 ∪ E 2 ∪ {ux, wy} has the biconnectivity property. The biconnectivity of E 1 and E 2 implies that for any two edges in E 1 or E 2 , there exists a simple cycle in the subgraph G E spanned by the edges in E which passes through them. Additionally, for any edge e 1 ∈ E 1 and any edge e 2 ∈ E 2 , Lemma 2.3(i) implies that there exist paths of edges in E 1 and E 2 that lead from u to w through e 1 , and from x to y through e 2 , respectively; these paths and the edges ux and wy form a simple cycle in G E through e 1 and e 2 . Since this very cycle also goes through the edges ux and wy, it helps resolve the cases of pairs of edges ux and e, and wy and e, for any edge e ∈ E 1 ∪ E 2 .
(iii) It suffices to show that the set E 1 ∪ E 2 ∪ P has the biconnectivity property, where P is the edge set of the path . Let u ∈ V 1 and x ∈ V 2 be the endpoints of , and let y be the first vertex in V 2 that we meet as we move along from u to x; we break the path at y and we obtain two simple paths 1 (with endpoints u and y) and 2 (with endpoints y and x). The biconnectivity of E 2 implies that there exists a simple path from y to v along edges in E 2 . By concatenating 1 and this path we obtain a simple path whose both endpoints belong to V 1 ; then, Lemma 2.3(ii) implies that the union of the edge set E( ) of and E 1 has the biconnectivity property. In turn, this implies that the set
has the biconnectivity property since the path does not go through v, i.e., y = v, and thus the sets E 2 and E( ) share edges (Lemma 2.3(iii)). Finally, since the endpoints of the path 2 belong to the vertex set of E 1 ∪ E 2 ∪ E( 1 ), its edge set can also be included and the resulting set has the biconnectivity property (Lemma 2.3(ii)).
(iv) It suffices to show that the set E 1 ∪ E 2 has the biconnectivity property. Let x, y ∈ V 1 ∩ V 2 , where x = y. Since the set E 1 has the biconnectivity property, there exists a simple path of edges in E 1 from x to y (Lemma 2.3(i)). Then, Lemma 2.3(ii) implies that the union A = E 2 ∪ P, where P is the edge set of the path , has the biconnectivity property; finally, Lemma 2.3(iii) completes the proof since the sets A and E 1 each have the biconnectivity property and they are not disjoint.
Biconnected co-components
Let G be an undirected graph on n vertices and m edges. In this section, we present an O(n + m)-time algorithm for computing the biconnected components of the complement G of G, which can be parallelized resulting in an optimal algorithm that runs in O(log 2 n) time using O((n + m)/log 2 n) processors on the CREW PRAM model of computation. The algorithm relies on Lemma 2.1 and the results established in the following two lemmata. (iii) First, we show that for each non-trivial co-component C i , the edge set of the subgraph G[C i ∪ {x}] has the biconnectivity property. For any edge e = yz of G[C i ], the cycle xyz in G implies that the edge set {xy, xz, yz} has the biconnectivity property. Then, consider the following process: we start with an arbitrary edge yz of G[C i ] and we initialize the current edge set having the biconnectivity property to the set {xy, xz, yz}; then, we traverse G[C i ] in, say, a DFS manner, and for each edge y z we traverse, we insert the edges xy , xz , y z in the current edge set; in each step, the resulting edge set is guaranteed to have the biconnectivity property due to Lemma 2.4(iv), since the vertex sets of the two merged edge sets share at least two elements, namely, x and at least one of y , z . Then, the fact that the edge set of G[C i ∪ {x}] has the biconnectivity property follows from the fact that the graph G[C i ] is connected.
Next, it suffices to prove that, for any vertex u ∈ N(x) such that u is non-adjacent in G to vertices w ∈ C i and w ∈ M(x) − {w}, the edges of the subgraph G[{x, u} ∪ C i ] belong to the same biconnected component. The pairs uw, uw , xw, xw are edges in G which form the cycle uwxw , and thus the edge set {uw, uw , xw, xw } of G has the biconnectivity property; as this edge set and the edge set of G[{x} ∪ C i ] share the edge xw, Lemma 2.3(iii) implies that the edges of G[{x, u} ∪ C i ] indeed belong to the same biconnected component.
Lemma 3.1 implies that the non-neighbors of a vertex x in G (on n vertices and m edges), which may be as many as (n), participate in O(
√ m) biconnected components in the complement G. Thus, it might be possible to retain only ( √ m) vertices among the non-neighbors of x while still not loosing information on the biconnected components of G. Additionally, if we chose x to be a minimum degree vertex v in G, which according to Lemma 2.1 has O( √ m) neighbors, then the total number of vertices to retain would be O( √ m). Of course, the cutpoints and the bridge endpoints in G need to be retained. Although finding these points seems to necessitate the computation of the biconnected components of G, a set S containing them can be easily constructed. In particular, we define:
i.e., in addition to the entire closed neighborhood of v and the vertices forming trivial co-components of G[M(v)], the set S contains each vertex w ∈ M(v) which is the only non-neighbor of some neighbor of v. Lemma 3.2 establishes the fact that this set S indeed contains the cutpoints and the bridge endpoints in G.
Lemma 3.2. Let G be an undirected graph and let S be the set of vertices described above. Then, the set S contains all the cutpoints and the endpoints of all the bridges of the complement G of G.
Proof. Let x be a cutpoint or an endpoint of a bridge in G. The definition of a cutpoint or a bridge implies that either x has degree 1 in G or its removal disconnects a connected component of G. Then, for each non-trivial co-component
, we replace the vertices not in the set S by two new vertices p i , q i with appropriate adjacencies to vertices in S so that the resulting graph maintains all the information on the biconnected components of G and only that. More specifically, if we define
(i.e., the set R is the set of all neighbors of v which are adjacent to either all the non-neighbors of v or all but one non-neighbor of v in G), the algorithm uses an auxiliary graph G, defined as follows:
where
The graph G models the complement G of G, where the sets of vertices C i − S, for each non-trivial co-component C i have been replaced by the vertices p i , q i : the edge set E 1 contains the edges of G connecting pairs of vertices in S except if both vertices belong to M(v), the sets E 2 and E 4 are motivated by Lemma 3.1(iii), and the set E 3 along with the edge p i q i of E 2 ensures the connectivity of each of the sets {p i , q i } ∪ (C i ∩ S). Moreover, note that if in G a neighbor u of v has exactly one non-neighbor, say, w, belonging to M(v), then S contains both u and w so that u, w ∈ V ( G) and uw ∈ E( G). Fig. 1 shows a graph G and the corresponding graph G:
, and vertices x, y, and z are non-adjacent to two, one, and three vertices in M(v), respectively;thus, in this case, R = {y} and S = N [v] ∪ {d, f }. Then, the edge setsE 1 , E 2 , E 3 , and E 4 of the graph G shown in the figure are:
and E 4 = {xp 1 , xq 1 , zp 1 , zq 1 }. The graph G has two biconnected components, namely, the edge sets of the subgraphs induced by {v, x, z, p 1 , q 1 , f } and {v, d, p 2 , q 2 }, whereas the edge yd is a bridge; one can verify that the graph G has two biconnected co-components, the edge sets of the subgraphs of G induced by {v, x, z, a, b, c, f } and {v, d, e}, and the edge yd is again a bridge of G. The algorithm receives as input an undirected graph given in adjacency-list representation. It returns the biconnected components of the graph G as follows: for each such biconnected component, it returns a subset B i of its edges such that every vertex of the component is incident on at least one edge in B i . In other words, each biconnected component is the subgraph of G induced by the vertices incident on the edges in one of the sets B i . (It is important to note that returning the edge sets of the biconnected components of G could require (n 2 ) time, where n is the number of vertices of the graph G, since the sum of sizes of all the edge sets could be equal to |E(G)| which may be as large as (n 2 ).) The total description size of the sets B i is linear in the size of the input graph.
Algorithm BICONNECTED_CO-COMPONENTS for the computation of the biconnected components of the complement of a graph
Input: an undirected graph G. Output: sets of edges of the complement G such that all edges of the subgraph of G spanned by each such set form a biconnected component of G.
v ← a vertex of minimum degree in G;
let N(v) and M(v) be the sets of neighbors and non-neighbors of v in G; S ← N(v) ∪ {v}; { S will be a superset of the set of cutpoints and bridge endpoints in G} 2. if the degree of v in the graph G is 0 then compute the co-components
; the biconnected components of G are the edge sets of the subgraphs
then insert the only element of C i in S; {potential bridge endpoint in G} 5. construct the auxiliary graph G defined earlier in this section in terms of the graph G, the co-components C 1 , C 2 , . . . , C k , and the computed sets R and S; 6. compute the biconnected components (edge sets) B 1 , B 2 , . . . , B of G; Proof. Clearly, the vertices of the graph G other than v are partitioned in the sets C 1 , C 2 , . . . , C t . For each singleton set C i , the unique vertex in C i is adjacent in the complement G only to v; thus, the edge connecting it to v is a bridge in G and does not belong to any biconnected component of G. For any other set C j , we have that |C j | 2, which implies that the edge set of the subgraph G[C j ∪ {v}] has the biconnectivity property (see the proof of Lemma 3.1(iii)). The lemma follows from the fact that the edge set of G contains precisely the bridges vw (for all vertices w belonging to trivial components C i ) and the edges of the subgraphs G[C j ∪ {v}] (for the non-trivial co-components C j ), and from the observation that the subgraphs G[C j ∪ {v}] and G[C j ∪ {v}], for any two non-trivial co-components C j and C j , share only vertex v, and thus their edge sets do not belong to the same biconnected component of G.
Lemma 3.5. The algorithm BICONNECTED_CO-COMPONENTS correctly computes the biconnected components of the complement G of the input graph G.
Proof. Let R and S, and G be the sets and the auxiliary graph computed by the algorithm BICONNECTED_CO-COMPONENTS when applied on G. The proof proceeds by showing that if two edges e 1 , e 2 ∈ E(G) belong to the same biconnected component in G, then the "corresponding" edges e 1 , e 2 ∈ E( G) also belong to the same biconnected component in G, and vice versa. The correspondence between edges of G and edges of G is defined as follows:
C1. For an edge e = uw ∈ E(G), the edge e ∈ E( G) corresponding to e is: C2. For an edge e = uw ∈ E( G), the edge e ∈ E(G) corresponding to e is: Let C i be a non-trivial co-component of the subgraph
It is important to observe that the following property holds:
P1. Let aa be an edge of the complement G such that a ∈ C i and a / ∈ C i , for a non-trivial co-component
Note that if a ∈ R, then a would have at most one non-neighbor belonging to M(v) in G; because aa ∈ E(G), a would have exactly one non-neighbor in M(v), which would precisely be a, and thus a ∈ S. The fact that a a ∈ E( G) follows from the definition of the edge set E 1 . In turn, if a ∈ N [v] − R, then the fact that a p i , a q i ∈ E( G) follows from the definitions of the edge sets E 2 (if a = v) and E 4 
(if a ∈ N(v) − R).
Since After all the non-trivial co-components C i have been processed, the above replacements yield a simple cycle in G that passes through the edges e 1 , e 2 ; this implies that e 1 , e 2 belong to the same biconnected component of G, as desired.
(⇐ ) Let e 1 , e 2 ∈ E( G) be two edges belonging to the same biconnected component of G; we will show that the corresponding edges e 1 , e 2 ∈ E(G) belong to the same biconnected component of G. This half of the proof proceeds similarly to the first half. Because e 1 , e 2 belong to the same biconnected component of G, there exists a simple cycle, say, O, in G that passes through them. As above, we will replace parts of the cycle O by paths in the graph G, obtaining either a simple cycle in G that passes through e 1 and e 2 , or a collection O 1 , O 2 , . . . , O t of simple cycles in Gsuch that e 1 ∈ O 1 , e 2 ∈ O t , and for all i = 1, 2, . . . , t − 1, there exist edges e ∈ O i and e ∈ O i+1 belonging to the same biconnected component of G; in either of these cases, we conclude that the edges e 1 , e 2 belong to the same biconnected component of G.
Since all the vertices in N [v] as well as those in M(v) forming trivial co-components of the subgraph G[M(v)] appear in both G and G, we need only concentrate in the parts of the cycle O containing vertices that belong to non-trivial co-components of G[M(v)].
Therefore, let us consider a non-trivial co-component
. Then, the following property holds:
P2. Let aa be an edge of the graph G such that a ∈ {p i , q i } ∪ (C i ∩ S) and a / ∈ {p i , q i } ∪ (C i ∩ S), for a non-trivial co-component C i of G[M(v)]; then, clearly a ∈ N [v]. Moreover, there exists a vertex a such that aa ∈ E(G); in particular:
• if a ∈ R, then a ∈ C i ∩ S and a a ∈ E(G), i.e., a = a; . Then, we replace the cycle O by the cycle aa · · · x 2 y 2 · · · b and we add the cycle O 1 = vaa w; the two cycles share edge aa , and we consider as edge e 1 the edge va. In either case, the edge e 1 follows our correspondence scheme C2; in turn, if e 2 differs from both aa and bb , then it is not modified, whereas otherwise it is replaced by aa or bb , again in accordance with the scheme C2 holds. Step 1 clearly takes O(n + m) time and O(n) space.
Step 2 takes O(n + m) time and space since the co-components of a graph can be computed in time linear in its size [9, 10, 15, 6] 
Parallelizing the algorithm
In this section, we show how the algorithm BICONNECTED_CO-COMPONENTS can be efficiently parallelized. The parallel algorithm executes the exact same steps as the sequential algorithm with the only exception that, for efficiency reasons, we replace the edge set
Step 5 of the sequential algorithm by the edge set
Note that E 4 ⊆ E 4 , since if for a vertex u ∈ N(v) − R there exists y ∈ C i such that uy / ∈ E(G), then u and all the vertices in C i belong to the same co-component of
On the other hand, E 4 may contain edges up i , uq i incident on a vertex u ∈ N(v) − R although u is adjacent in G to all the vertices in C i . It is as if we apply the algorithm on a graph G which is obtained from G after the removal of some edges uw where u ∈ N(v)−R and w ∈ M(v); equivalently, the complement of G is obtained from the complement G after the addition of these edges. Interestingly, the condition that "u and the representative of C i belong to the same co-component of
ensures that this change does not affect the correctness of the algorithm because, as we show in Lemma 3.6, the endpoints of these added edges belong to the vertex set of the same biconnected component of G (see Lemma 2.4(i)).
Lemma 3.6. Let G be an undirected graph, v a vertex of G, M(v) the non-neighbors of v in G, R the set of neighbors of v with at most one non-neighbor in M(v), and G the subgraph G[(N (v) − R) ∪ M(v)]. If two vertices a, b ∈ V ( G) belong to the same co-component of G, then the vertices a, b, v belong to the vertex set of the same biconnected component of the complement G.
Proof. It suffices to show that, for any two vertices x, y which are adjacent in the complement of the graph G, the vertices x, y, v belong to the vertex set of the same biconnected component of G; then, since for any three consecutive vertices p, q, r in a path in the complement of G, the biconnected components to which p, q and q, r belong share the vertices q and v, the lemma follows from Lemma 2.4(iv).
So, let us consider two vertices x, y which are adjacent in the complement of G. If both x, y belong to M(v), then they belong to the same co-component of the subgraph G[M(v)], which has obviously cardinality at least equal to 2, and then by Lemma 3.1(iii) the vertices x, y, v belong to the vertex set of the same biconnected component of G. The same conclusion is also reached if x ∈ N(v) − R and y ∈ M(v) as a result of Lemma 3.1(iii). Now, suppose that x, y ∈ N(v) − R, and let w, w , w ∈ M(v) be vertices such that xw, yw , yw ∈ E(G). Then, x, y, v, w, w all belong to the vertex set of the same biconnected component of G: this follows from the simple cycle xyw vw in G if w = w , and from the simple cycle xyw vw in
Next, we analyze the time and processor complexity of each step of the algorithm on the PRAM model of parallel computation; for details on the PRAM techniques mentioned below, see [1, 16] . As in the description of the sequential co-biconnectivity algorithm, we assume that the input graph is given in adjacency-list representation. We also assume that, for each edge uv, the two records in the adjacency lists of u and v are linked together (this helps us re-index the vertices in any subgraph of the given graph fast); all these links can be easily established in optimal O(1) time using O(m) processors on the EREW PRAM model using an auxiliary array [16] .
Step 1: The computation of the degree of a vertex u of the graph G can be done by applying list ranking on the adjacency list of u and by taking the maximum rank; this can be done in O(log n) time using O(d(u)/ log n) processors on the EREW PRAM, where d(v) denotes the degree of vertex v in G. The computation for all the vertices takes O(log n) time and O(m/ log n) processors on the same model of computation. Locating a vertex v of minimum degree in G can be executed in O(log n) time using O(n/ log n) processors on the EREW PRAM model. The computation of the vertex sets N(v) and M(v), and the initialization of S can be easily done in O(log n) time using O(n/ log n) processors on the EREW PRAM model.
Step 2: If the degree of the vertex v is equal to 0 in G, then the algorithm computes the connected co-components
. This computation is done by applying the optimal parallel co-connectivity algorithm of Chong et al. [6] which, on the graph G[V (G) − {v}] on n − 1 vertices and O(m) edges, runs in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
Step 3 [6] .
Then, for each co-component C i , i = 1, 2, . . . , k, checking whether |C i | = 1, and conditionally inserting the only element of C i in S takes O(log n) time using O(n/ log n) processors on the EREW PRAM model, since k √ 2m=O(n).
Step 5: Having computed the vertex set S and the co-components C 1 , C 2 , . . . , C k , the vertex set V ( G) can be easily computed in O(log n) time using O(n/ log n) processors on the EREW PRAM model. Let us now see how we compute the edge set E( G); it consists of the edge sets E 1 , E 2 , E 3 and E 4 , where the set E 4 is:
u and the representative of C i belong to the same co-component of
Since |S| = O( √ m) (Fact F1), the set E 1 can be computed in O(log n) time using O(m/ log n) processors on the EREW PRAM model; the computation of the sets E 2 and E 3 can also be completed within the same time and processor bounds on the same model of computation.
We focus now on the computation of the set E 4 . To do that efficiently, we first construct the graph
The adjacency-list representation of the graph G can be obtained in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model (see Step 4) . The co-components of the graph G are computed in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model [6] .
, we can check whether each vertex u ∈ N(v) − R and the representative of each C i belong to the same co-component of G in O(log n) time using O(m/ log n) processors on the EREW PRAM model.
Step 6: The biconnected components of the auxiliary graph G can be computed by applying a parallel algorithm which computes the biconnected components of a graph on N vertices in O(log 2 N) time using O(N 2 /log 2 N) processors on the CREW PRAM [16] ; since G has O( √ m) vertices (Fact F2), the biconnected components of G can be computed in O(log 2 n) time using O(m/log 2 n) processors on the CREW PRAM model.
Let be the total number of edges in the biconnected components B ] = e t ; this computation can be done in O(log n) time using O(m/ log n) processors on the EREW PRAM model (to avoid concurrent-read operations we produce |C i − S| copies of the representative e t , which for all C i s can be done in O(log n) time using O(n/ log n) processors on the same model of computation). Finally, in order to remove from B 1 , B 2 , . . . , B all edges e in {e 1 , e 2 1 , B 2 , . . . , B . This computation can be easily done in O(log n) time with O(m/ log n) processors on the EREW PRAM model using prefix sums and array packing on the elements of the array d[ ]; see [1, 16] .
Step 7 Taking into consideration the time and processor complexity of each step of the algorithm, we obtain the following theorem. It is interesting to note that with the exception of the computation of the biconnected components of the graph G in Step 6 (due to the use of the CREW PRAM algorithm in [16] ), the rest of the computation can be carried out in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model.
Strongly connected co-components
In this section, we present a simple optimal sequential algorithm for computing the strongly connected components of the complement G of a directed graph G, and we show how it can be efficiently parallelized. As with the case of the biconnected components of the complement of an undirected graph, the algorithm uses an auxiliary graph of small size which, however, captures all the information on the strongly connected components of the complement of the given directed graph G. More specifically, for a vertex v of G of minimum sum of in-degree and out-degree, we define the directed graph H v as follows:
is the set of non-neighbors of v in G. The graph H v has as vertices the vertex v and all its neighbors in G, i.e., all the vertices that are adjacent to or from v in G; its edge set contains all the edges between neighbors of v in G, edges vx from only the vertices x that are adjacent to v and to all the non-neighbors of v in G, and edges xv from only the vertices x that are adjacent from v and from all the non-neighbors of v in G. Fig. 2 shows a directed graph G and the corresponding graph H v . The usefulness of the graph H v is shown in the following lemma. In either case, the vertices x and y belong to the same strongly connected component of H v .
(⇐ ) Suppose that the vertices x and y belong to the same strongly connected component of H v ; we show that they belong to the same strongly connected component of G. As above, let u 0 u 1 · · · u k , where u 0 = x and u k = y, and w 0 w 1 · · · w , where w 0 = y and w = x, be shortest directed paths in H v from x to y and from y to x, respectively. Again, we distinguish the following cases: for all j =0, 1, . . . , −1. The correctness of the algorithm follows from Lemma 4.1 and from the fact that if a directed graph has a vertex with both its in-degree and its out-degree equal to 0, then its complement is strongly connected. Let us now compute the time and space complexity. The input graph G is assumed to be given in adjacency-list representation; let n and m be the numbers of its vertices and edges. Then It is important to note that the component information needs to be re-indexed back to the original indexing scheme. This can be easily done, while avoiding concurrent reads, by using one copy of the re-indexing array for each vertex in N(v) ∪ {v}; since |N(v) ∪ {v}| = O( √ m), the copying can be done in O(log m) time using O(m/ log m) processors on the EREW PRAM, and the re-indexing in O(log n) time using O( √ m/ log n) processors on the same model of computation.
Step 5: Having computed the array c[ ], that is, the standard representative-based representation of the strongly connected components of the graph H v , the computation of the array sccc[ ] can be efficiently done in parallel. Indeed, it is easy to see that the array sccc[ ] can be computed in O(log n) time using O(n/ log n) processors on the EREW PRAM; again, to avoid concurrent-read operations we produce |V (G) − V (H v )| < n copies of the value c[v] on the same model of computation and within the same time and processor bounds.
Thus, we obtain the following result. 
Extending the approach to computing connected co-components
The approach can be extended to the computation of the co-components of an undirected graph in light of the fact that the connected components of such a graph are identical to the strongly connected components of the directed graph that results by replacing each undirected edge by two oppositely directed edges. In this case, for a vertex v of the input graph G, we define the following auxiliary undirected graph Then, an algorithm similar to STRONG_CO-COMPONENTS applied on a vertex v of minimum degree in G yields a very simple optimal sequential algorithm for computing the connected components of the complement of the given graph, in light of Lemma 2.1 and the fact that the connected components of a graph can be computed in time linear in the size of the graph [8] .
Finally, a parallelization similar to the one described in Section 4.1 and the algorithm of Chong et al. for computing the connected components of a graph on N vertices in O(log N) time using O(N 2 / log N) processors on the EREW PRAM [4] yields an optimal parallel co-connectivity algorithm simpler than the one in [6] . Therefore, we have: Corollary 4.1. Let G be an undirected graph on n vertices and m edges. Then, the connected components of G can be computed in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model.
Concluding remarks
In this paper we described sequential co-biconnectivity and strong co-connectivity algorithms which, for a graph on n vertices and m edges, run in O(n+m) time and are therefore optimal. The algorithms are simple, work on the graph (and not on its complement, thus avoiding a potential (n 2 ) time complexity), and admit efficient parallelization leading to an optimal O(log 2 n)-time parallel co-biconnectivity algorithm, and an O(log 2 n)-time parallel strong co-connectivity
