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PERIOD INTEGRALS AND MUTATION
KETIL TVEITEN
Abstract. Let f be a Laurent polynomial in two variables, whose New-
ton polygon strictly contains the origin and whose vertices are primitive
lattice points, and let Lf be the minimal-order differential operator that
annihilates the period integral of f . We prove several results about f and
Lf in terms of the Newton polygon of f and the combinatorial operation
of mutation, in particular we give an in principle complete description
of the monodromy of Lf around the origin. Special attention is given
to the class of maximally mutable Laurent polynomials, which has ap-
plications to the conjectured classification of Fano manifolds via mirror
symmetry.
1. Introduction
Let N ' Zd be a lattice, and C[N ] the ring of Laurent polynomials in d
variables. Let P ⊂ N be a lattice polytope, and let f(a, x) = ∑m∈P amxm
be a generic Laurent polynomial with Newton polytope Newt(f) = P . For
such an f , and C an d-cycle in Hd({x ∈ (C∗)d|f(x) 6= 0},C), consider the
integral
φf (a) =
∫
C
1
f(a, x)
dx1
x1
· · · dxn
xn
.
As a function of the coefficients am of f , this integral satisfies a system of
differential equations of the GKZ type, as follows: Let P ′ be the image of P
under the embedding N ↪→ Z×N “at height 1” given by m 7→ (1,m). Then
φ(f) is a solution to the GKZ system Hγ(P ′), where γ = (0, . . . , 0,−1) (see
[SST00, 5.4.2]).
An interesting variant of this is the classical period integral of f ,
pif (t) = (
1
2pii
)n
∫
|x1|=···=|xn|=ε
1
1− tf(a, x)
dx1
x1
· · · dxn
xn
which is a (possibly multivalued) holomorphic function of t in a punctured
disk around t = 0. The GKZ system annihilating φf specializes to a Picard-
Fuchs operator Lf =
∑
pi(t)∇i ∈ C[t,∇t] (here ∇t = t∂t). This operator Lf
plays an important role in the conjectured classification of Fano manifolds
via mirror symmetry, for a certain class of Laurent polynomials f called
maximally mutable [CCG+13, ACC+15]; understanding this class of Laurent
polynomials and their associated operators in the two-dimensional case is
the primary motivation for this paper, though we will present everything in
as general terms as possible.
We will study the local behaviour of Lf around the origin by using tools
from toric geometry, and in particular the relation between properties of
Lf and the combinatorial data of the Newton polytope P , in particular
through the operation of mutation [ACGK12]; in addition, we try to extract
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2 KETIL TVEITEN
some information about the global behaviour of Lf from the combinatorics
of P . The former problem we can in principle solve completely (although
we only do it explicitly for simple cases), for the latter the best we can
do is make plausible conjectures backed up by empirical data. We also prove
several results about the relationship between Laurent polynomials and their
Newton polygons.
2. Preliminaries
We can of course explicitly compute Lf , by several different methods, the
most efficient of which are recently developed by Lairez in [Lai14]. The com-
putation is expensive, and for larger examples in practice undoable without
fixing values for the coefficients. We hope to work around this problem by
applying the Riemann-Hilbert correspondence; the operator Lf is equivalent
to the monodromy data of the solution sheaf Sol(Lf ,O), which is a local
system away from the singular points of Lf . This lets us work with general
f , unfortunately we pay the price of only being able to talk about the single
singular point t = 0. The problem of finding the remaining singular points
and their local monodromy data is again a prohibitively expensive computa-
tional problem, though we will conjecture ways to extract some information
in the final section.
As we will discuss the operation ofmutation of polygons and Laurent poly-
nomials, we must restrict to the class of Fano polygons, where this operation
is well-behaved.
Definition 2.1. Let N be a two-dimensional lattice and let P ⊂ N ⊗ R be
a convex lattice polygon such that
(1) dimP = 2;
(2) 0 ∈ int(P ), that is, the origin is a strict interior point of P ; and
(3) the vertices of P are primitive lattice points.
Such a polygon is called a Fano polygon (see [KN12]).
In the remainder, all polygons are assumed to be Fano polygons, and all
Laurent polynomials are such that Newt(f) is Fano. We consider two poly-
gons to be equal if they differ by an element of GL(N), and similarly consider
two Laurent polynomials to be equal if they are related by an automorphism
of C[N ] induced by an element of GL(N). The one-dimensional faces of a
polygon are called edges and the zero-dimensional faces are called vertices.
Let P ⊂ N be a Fano polygon, let M = Hom(N,Z), and let YP be the
toric del Pezzo surface defined by the normal fan of P in M . Recall that
a variety Y is Fano if the anticanonical divisor −KY is very ample (two-
dimensional Fano varieties are usually called del Pezzo surfaces for historical
reasons). The rays ui generating the normal fan of P are the inward normals
to the edges Ei of P , so for each edge Ei of P , let DEi = Di denote the
corresponding divisor on YP . There is a distinguished divisor on YP ,
DP =
∑
i
hiDi,
here hi = −〈ui|Ei〉 is the lattice height of the edge Ei. DP is very ample, and
its global sections Γ(YP , DP ) can be identified with the set of Laurent poly-
nomials with Newton polygon Newt(f) = P (see [CLS11, 4.3.3/4.3.7]). A
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section f (or generally a linear system δ ⊂ Γ(YP , DP ) of sections) determines
a rational map
τ :=
1
f
: YP 99K P1.
Let Γτ = {(y, τ(y)) ∈ YP×P1} be the graph of τ . Via the embedding YP ⊂ Γτ
there is an induced rational map Γτ 99K P1, and if we resolve all singularities
of Γτ (and generally any base points of δ) we get a smooth surface Y˜P such
that the induced map τ˜ : Y˜P → P1 is a morphism. Let D be the pullback of
DP to Y˜P . The fiber X0 = τ˜−1(0) is equal to the support of D, and the fiber
Xt over a general point t ∈ P1 is smooth.
Now by general D-module theory the solution sheaf Sol(Lf ) on P1 is
isomorphic to the constructible sheaf with fiber H1(Xt,C) at t ∈ P1; here H1
denotes homology with closed support (also known as Borel-Moore homology),
and not the usual singular homology. Indeed, Lf is a D-module theoretic
direct image of the GKZ module, and from [BGK+87] (VII.9.6, VIII.13.4 and
VIII.14.5.1) we have that the solution complex Sol(Lf )• is the exceptional
direct image of the cohomology complex of that module, which works out to
give the described constructible sheaf. In other words, we wish to find the
monodromy of H1(Xt,C) around t = 0.
3. Mutation
We introduce some notation and terminology which will remain in force
for the remainder of the paper.
Let P ⊂ N be as before, with vertices pi and edges Ei with inward normal
vectors ui ∈M , we number these so that Ei is the edge between pi and pi+1.
The lattice height of an edge Ei is −〈ui|Ei〉, and the lattice width of Ei is
〈ui−1|pi − pi+1〉 = 〈ui+1|pi+1 − pi〉; the lattice width is equal to the number
of lattice points on Ei minus one. The following definition is due to Akhtar
and Kasprzyk (see [AK14]).
Definition 3.1. Let C ⊂ N be a primitive lattice cone of lattice height h
and lattice width w. If h = w, we say that C is a primitive T -cone. If w is a
positive multiple of h, we say that C is a T -cone. If w is strictly less than h,
we say that C is an R-cone.
Let E be an edge of P of height h and width w = hk+r. The cone over E
from the origin may be subdivided into k primitive T -cones and an R-cone
of width r; we say that these cones are on the edge E. There are k+ 1 ways
to do this, so saying e.g. “the R-cone on the edge E” is strictly speaking not
well-defined, but this observation is not relevant anywhere in what follows
(i.e. any subdivision gives the same result), so we permit ourselves to abuse
language in this way. The most important quantity here is the number of
internal lattice points of P lying in R-cones (or later, f -rigid cones, see 3.8),
which does not depend on the subdivision, by [AK14, 2.3]. Whenever we say
e.g. “internal points of an R-cone”, it should always be understood to mean
lattice points in P .
Definition 3.2. Let C ⊂ N be a primitive lattice cone, with primitive
spanning vectors u and v. If {u, v} is a lattice basis for N , we say that C is
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smooth. If C is not smooth, there is a point p ∈ N such that p = 1ru + ar v,
and {u, p} and {v, p} are lattice bases for N ; in this case we say that C is of
type 1r (1, a).
Remark 3.3. The type of cones parallels the classification of cyclic quo-
tient singularities; a cone of type 1r (1, a) defines a toric variety isomor-
phic to the cyclic quotient singularity C2/µr, where µr acts with weight
(1, a). See [AK14] for further details on R- and T -cones, and the correspond-
ing singularities, called R- and T -singularities. The operation of mutation,
which we will now describe, (conjecturally, see [ACC+15]) corresponds to
Q-Gorenstein deformation of toric varieties; roughly speaking T -cones (resp.
T -singularities) are mutable (resp. Q-Gorenstein smoothable), while R-cones
and R-singularities are rigid under mutation/deformation.
Definition 3.4 ([ACGK12]). Let P ∈ N be a Fano polygon, and let E be an
edge of P , with inward normal vector u, lattice height h, and lattice width
w = kh + e, where k > 0, e ≥ 0 are integers (in other words, E supports k
T -cones and an R-cone of width e), let h′ be the minimal lattice height (with
respect to u) of the points in P , and let F ∈ u⊥ ⊂ N be a primitive vector.
For any r ∈ Z let Pr = {p ∈ P |u(p) = r} be the points of P at height r with
respect to u (in particular, Ph = E). Notice that we can for each 0 < r ≤ h
write Pr as a Minkowski sum kr ·F +Qr, where Qr is some (possibly empty)
polygon. The mutation of P with respect to the mutation data u, F is the
polygon P ′ = mutu(P ) defined by
P ′r =
{
(k − 1)rF +Qr 0 ≤ r ≤ h
Pr + rF h
′ ≤ r < 0.
Intuitively, we are removing slices rF from each positive height r > 0, and
adding slices r′F at each negative height r′ < 0. Equivalently, we are con-
tracting a T -cone from E, and putting in a T -cone on the opposite side of
P .
Any polygons P ,Q related by a chain of mutations are said to be mutation-
equivalent.
We observe that R-cones are rigid under mutation: they do not have suf-
ficient lattice width to permit mutation.
Example 3.5. Let P be the Fano polygon with vertices (−2, 1), (−1, 2), (3, 2), (3,−1)
and (−2,−1). It has one R-cone of type 13(1, 1) (shaded dark grey), and nine
T -cones. We will perform a mutation with factor F = {(−1, 0), (0, 0)} (indi-
cated by an arrow) and height function h((x, y)) = −y, which will contract
away the lightly shaded T -cone, and add a new T -cone on the other side of
the polygon.
• • • • •
• · · · · •
• · · · •
• • • • • •
F
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After the mutation, we have this picture; the lightly shaded T -cone has been
contracted, a new T -cone has been added to the opposite side, and the R-
cone and the T -cone beneath it have been skewed to fit.
• • •
• · · · •
• · · · •
• • • • • • •
Observe that the numbers of T - and R-cones are unchanged, and the type
of the R-cone is preserved.
Definition 3.6 ([AK14]). Let P be a Fano polygon, let k be the number
of T -cones in P and B the list of types of R-cones in P , ordered cyclically.
The set B is called the singularity basket of P . The singularity content of P
is the pair (k,B).
Any mutation removes one T -cone and adds another, so the total number
of T -cones is unchanged. The R-cones and their relative order is unchanged
by mutation, so the singularity content is an invariant under mutation (see
[AK14]). If the cyclical order isn’t important, it may be useful to think of
the singularity basket as a mere multiset; we will do this in Theorem 4.17.
Example 3.7. The polygons in example Example 3.5 have singularity con-
tent (9, {13(1, 1)}).
Definition 3.8. Let f be a Laurent polynomial with Newton polygon P ,
and let P ′ be the mutation of P with mutation data u, F . The map µ : xa 7→
xa(γ + ηxF )〈u|a〉 (where a ∈ N, γ, η ∈ C) defines an automorphism of C(N),
the rational functions in two variables, and is called a cluster transformation.
We say that f is mutable with respect to u, (γ+ηxF ) if f ′ = f ◦µ is in C[N ]
(notice Newt(γ + ηxF ) = [0, F ]), i.e. is a Laurent polynomial, and in this
case that f ′ is a mutation of f ; the Newton polygon of f ′ is P ′. Any two
Laurent polynomials related by a chain of mutations are said to be mutation
equivalent.
We also say that f is mutable over the T -cone contracted by the mutation
P 7→ P ′; we say that a cone over which f is mutable is an f -mutable cone, and
a cone over which f is not mutable is an f -rigid cone, or if f is understood
simply call these mutable and rigid cones respectively.
Let us make explicit what’s going on. For f ′ to be in C[N ], we require the
following: if Pr are the points of P at height r as in Definition 3.4, let fr
be the terms of f corresponding to the points of Pr. To perform a mutation
with factor (γ + ηxF ), it is neccessary that (γ + ηxF )r is a factor of fr for
0 < r ≤ h. The mutated polynomial f ′ = mut(f) can be described by
f ′r = fr(γ + ηx
F )−r.
It is clear that Newt(mut(f)) = mut(Newt(f)). In particular, any mutation
of f gives an underlying mutation of Newt(f).
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The relevant fact for us is that mutation of f preserves the classical period
integral pif (t), and thus the Picard-Fuchs operator Lf . A proof of this fact
can be found in [ACGK12]. The analysis of pif (t) and Lf is then indepen-
dent of which f in the mutation class we use, which allows for a great deal
of flexibility. In particular, we consider the class of maximally mutable poly-
nomials. We note that the following definition is a special case only valid for
the two-dimensional case; for general dimension a somewhat more involved
formulation must be used (see [KT15]). The problems that occur in higher
dimensions are not relevant to us, so we keep it simple here.
Definition 3.9 ([KT15]). A Laurent polynomial f is called maximally mu-
table if whenever there is a sequence of mutations Newt(f) = P0 → P1 →
· · · → Pn, there are Laurent polynomials fi with f0 = f and Newt(fi) = Pi,
such that fi is mutable over the mutation Pi → Pi+1, and fi+1 is the resulting
mutation of fi.
If in addition f has zero constant term, and for every edge E of Newt(f) of
lattice height hE and lattice width wE , the polynomial fE is (up to GL(N))
equal to xhE1 (1 + x2)
wE (i.e. f has “binomial edge coefficients”), f is called
standard maximally mutable.
We may for simplicity refer to maximally mutable Laurent polynomials as
simply MMLP’s.
The standard MMLP’s are of particular importance for the mirror symme-
try classification of Fano manifolds. In that literature one usually considers
what we call “standard maximally mutable” polynomials, with the additional
condition that for lattice points on an edge internal to an R-cone, the cor-
responding coefficient is zero—this is called having T -binomial edge coeffi-
cients)—for these, the mutations will always be with factor (1 +xF ) (e.g. in
[ACC+15, CCG+13, OP15]). In the remainder, we will work as generally as
possible, but we will return to the specializations of coefficients in the final
section.
Requiring that we can mutate f across the whole graph of mutations of
Newt(f) means that we must ensure that for every T -cone of height h, the
slices fr at height 0 < r ≤ h must be divisible by some factor (γ + ηxF )r,
or in other words, the maximally mutable Laurent polynomials are those for
whom the f -mutable cones are the T -cones, and the f -rigid cones are the
R-cones. The process of finding the MMLP’s for a given polygon P is best
illustrated with an example.
Example 3.10. Let P be the polygon with vertices (−1, 2), (1, 2), (2, 1),
(2,−1), (−2,−1) and (−2, 1); this has two R-cones of type 13(1, 1) and seven
T -cones. It is easiest to show the process of finding the maximally mutable
Laurent polynomials by labelling the vertices of P by the associated coef-
ficients. The cones are indicated; the R-cones are shaded grey, the T -cones
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are white. We begin with generic coefficients:
a−1,2 a0,2 a1,2
a−2,1 a−1,1 a0,1 a1,1
a−2,0 a−1,0 a0,0 a1,0
a−2,−1 a−1,−1
a2,1
a2,0
a2,−1a0,−1 a1,−1
First impose the factorization conditions along the edges, with a linear
factor (γ+ηx) for each T -cone. This will determine the “internal” coefficients
on the edges with T -cones of height 2, e.g. a−1,2 + a0,2x + a1,2x2 = (γ +
ηx)2 (for some γ, η) implies that a0,2 = 2(a−1,2a1,2)
1
2 . In the same way,
a2,0 = 2(a2,1a2,−1)
1
2 and a−2,0 = 2(a−2,1a−2,−1)
1
2 . To reduce visual clutter,
we rename the free parameters on the edges by a, b, c, . . ..
a 2(ab)
1
2 b
i a−1,1 a0,1 a1,1
2(hi)
1
2 a−1,0 a0,0 a1,0
h g
c
2(cd)
1
2
df e
We now require the polynomial i y
x2
+ a−1,1 yx + a0,1y+ a1,1xy+ cx
2y along
the y = 1 row to be divisible by a
1
2 + b
1
2x, the polynomial ay
2
x + a−1,1
y
x +
a−1,0 1x + g
1
xy along the x = −1 line to be divisible by h
1
2 + i
1
2x, and the
polynomial bxy2 + a1,1xy+ a1,0x+ exy along the x = 1 line to be divisible by
c
1
2 + d
1
2x. Solving the equations this imposes, we get
• a−1,0 = h
1
2
i
1
2
a−1,1 − ahi + gi
1
2
h
1
2
,
• a0,1 = b
1
2
a
1
2
a−1,1 + a
1
2
b
1
2
a1,1 − acb − bia ,
• a1,0 = d
1
2
c
1
2
a1,1 − bdc + c
1
2 e
d
1
2
.
If for simplicity we let f be standard maximally mutable, setting the
constant term to zero and imposing binomial edge coefficients, we get the
following picture (where we set a−1,1 = p, a1,1 = q to reduce visual clutter):
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1 2 1
1 p
p+ q
−2 q
2 p+ 3 0 q + 3
1 4
1
2
16 4
Observe that there are 12 free parameters a, b, c, d, e, f, g, h, i, a−1,1, a1,1a0,0
in the coefficients; there is one for each vertex, one for the origin, and one
for each point of P not internal to a T -cone; in the standard case there are
only free parameters corresponding to the internal points in the R-cones.
This last observation is true in general, and a proof is given in [KT15].
Proposition 3.11. The number of free parameters in a Laurent polynomial
with Newt(f) = P is equal to the number of lattice points in P not inter-
nal to an f -mutable cone. In particular, the number of free parameters in
a maximally mutable Laurent polynomial with Newt(f) = P is equal to the
number of lattice points in P not internal to a T -cone, and the number of
free parameters of a standard MMLP is equal to the number of lattice points
in P internal to an R-cone.
Proposition 3.12. Let P be a Fano polygon, and let f be a generic Laurent
polynomial with Newt(f) = P . Let P ′ be a mutation of P that contracts
a T -cone of height h on an edge E, and suppose f is mutable over this
cone. Then f has an ordinary multiple point of multiplicity h on supp(E).
In particular, a generic maximally mutable Laurent polynomial has a multiple
point of multiplicity hi for each T -cone of P of height hi.
Proof. Recall from Definition 3.8 the conditions for mutability: choose local
coordinates x, y so the edge E is contained in the hyperplane y = h, and
let fr be the polynomial made up of terms of f corresponding to points at
height r (using the same height function). Then in these coordinates, we can
write
fr = (γ + ηx)
ryrhr,
where hr = hr(x) is some Laurent polynomial in x. Examining in local
coordinates, e.g. in the toric chart corresponding to one of the vertices of
E, where f becomes an honest polynomial, we can easily see that f has an
ordinary h-uple point here (at the point corresponding to x = −γ/η). 
Theorem 3.13. Let f be a generic Laurent polynomial with Newt(f) = P .
The general fiber Xt ⊂ Y˜P , which is the desingularization of the curve f = 0
in YP , has genus equal to the number of internal lattice points of the f -rigid
cones of P , counting the origin. In particular, if f is a generic maximally
mutable Laurent polynomial, the genus is the number of internal lattice points
of the R-cones of P , counting the origin, and we call this number the mutable
genus of YP and denote it by gmut(YP ); it is mutation-invariant.
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Proof. Recall that the genus g(DP ) of the desingularization of DP , called
the sectional genus of YP , is equal to the number of internal lattice points of
P [CLS11, 10.5.8]. This is the genus of a generic curve in the complete linear
system of curves linearly equivalent to DP . The curves defined by Laurent
polynomials mutable over a given collection of T -cones form a base point-
free linear subspace of this linear system in the obvious way, and to find the
genus of such a curve, we need to examine how a general Laurent polynomial
f with the appropriate mutability differs from a generic section of DP .
It follows from Proposition 3.12 that a Laurent polynomial has an h-uple
point for every T -cone of height h over which it is mutable; we have imposed
no other conditions, so there are no other special points that affect the genus.
The effect of an ordinary h-uple point on the genus of a curve is well known
(see e.g. [GH94, pp.500-508]): the genus drops by 12h(h − 1) for every such
point. Thus, the genus of the curve defined by f is g(DP )−
∑ 1
2hi(hi − 1),
where the sum runs over the T -cones of Newt(f) over which f is mutable
and the i’th cone has lattice height hi.
Now observe that 12h(h−1) is exactly the number of internal lattice points
in a T -cone of height h (this follows directly from Pick’s formula [CLS11,
Ex. 9.4.4]), so the genus of f is equal to g(DP )−
∑ 1
2hi(hi − 1) = |int(P )∩
N | − |int(P ) ∩N ∩ f -mutable cones|, that is, the number of internal lattice
points in P that are in f -rigid cones, counting the origin. In particular if f
is a generic MMLP, it is mutable over all the T -cones, so the genus is the
number of lattice points in P that are in R-cones, counting the origin.
To see that this genus g is mutation-invariant, it is enough to recall that the
singularity content of P , in particular the set of R-cones, is invariant under
mutation (3.6, also see [AK14]), which of course implies that the number of
internal lattice points in the R-cones is invariant; in particular it is preserved
by those mutations of P over which f is mutable. 
Remark 3.14. We remark that the genus is unchanged even if some the
multiple points on the T -cones on the same edge over which the polynomial
is mutable are allowed to coincide, i.e. if f is mutable with the same factor
on all the cones. This is because when we deform k ordinary h-uple points
to coincide, the result is not an ordinary kh-uple point, but an h-uple point
where the branches meet with an order k tangency (the case k = 2, h = 2 is
the familiar tacnode); an order k tangency will drop the genus by k for every
branch, so the total defect is still k · 12h(h−1) [GH94, pp.500-508]. Note also
that the standard MMLP’s may have genus lower than gmut(YP ), as fixing a
coefficient 0 at the origin may cause problems. An example is the pictured
polygon (the internal point is the origin):
• • •
•
•
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Fixing binomial edge coefficients we get a polynomial f = y
2
x + 2y
2 + xy2 +
1
y + a; the curve f = 0 has genus 1 unless a = ±4 or a = 0, in which case it
has genus 0.
Recall that we can write Lf =
∑
r pr(t)∇r. The order of Lf is the maximal
r occurring in the sum, and the degree of Lf is the maximal degree (in t)
of the pr’s. The degree is hard to say anything about (but see Section 5),
however the order is now available to us:
Corollary 3.15. Let f be a Laurent polynomial with Newt(f) = P . Then
the order of the Picard-Fuchs operator Lf is 2 times the genus of Xt; in
particular if f is a generic maximally mutable Laurent polynomial, the order
of Lf is 2gmut(YP ).
Proof. It follows from the Cauchy-Kovalevski theorem ([Hör90, 9.4.5]) that
the order of Lf is equal to the rank of its solution space, and it is a well-
known fact that H1(X,C) ' C2g if X is a compact Riemann surface of genus
g. 
4. Monodromy at t = 0
To compute the monodromy of H1(Xt,C), we need to find a suitable basis
of cycles, and a description of the monodromy automorphism. We will do
this by explicitly constructing a model for Xt by means of local calculations,
explicitly carrying out the resolution Y˜P → YP .
Let us recap what we know so far: The general fiber Xt ⊂ Y˜P is a genus
gmut curve, which degenerates as t→ 0 to the support of the divisor D, the
pullback of DP to Y˜P . This divisor is in any case a collection of P1’s, topo-
logically a necklace of spheres, with some chains of spheres attached (each
sphere corresponds to an edge of P or an exceptional curve of the resolution
Y˜P → YP ). Recall from Theorem 3.13 that gmut is equal to the number of
internal lattice points of P that are not internal to an f -mutable cone, which
always includes the origin as P by assumption is Fano. A necklace of spheres
is a degeneration of a topological surface of genus at least one, which would
account for the contribution to the genus from the lattice point at the origin.
By 3.13 the rest of the genus comes from the internal points of the R-cones
of P , so there must be some singularities on the P1’s corresponding to the
edges that resolve to give a higher-genus surface.
We may thus reduce to a series of local considerations, which we will refer
to as the contributions from the vertices and edges, and f -rigid cones respec-
tively. The contribution from the vertices is this: intersection points between
the components are degenerations of the form {xmyn = t} → {xmyn = 0},
and we must describe which of these occur and what the monodromy does to
them (see Figure 1). The contributions from the R-cones is this: on the com-
ponents of DP corresponding to edges with f -rigid cones, we must identify
what singular points occur and resolve them to get a positive-genus curve
C˜ → P1; then find an appropriate automorphism of C˜ that fixes the inverse
images of all the singular points and intersection points with the adjoining
components of DP (see Figure 2).
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Figure 1. Local picture of the degeneration over an inter-
section between components of DP ; the vanishing cycle is
indicated in red, and the relative cycle in blue.
Figure 2. The component of D corresponding to an f -rigid
cone, showing the exceptional curves of some resolved singu-
lar points; this is a degeneration of a higher-genus surface,
vanishing and relative cycles indicated. Notice how the mon-
odromy automorphism of Xt must fix these vanishing cycles
to degenerate correctly to the special fiber.
To compute the whole monodromy action on Xt, we will then cut the
curve into pieces and consider each piece by itself, and then assemble the
results afterwards. Some of the basis cycles of H1(Xt,C) will exist entirely
within these pieces (that is, they are homologous to cycles contained in the
local piece), these will be cycles that degenerate to a point in the special
fiber, and are as such called vanishing cycles. The remaining cycles will in
the local pictures enter and exit the local piece through the cuts, these will
be called relative cycles in the local pictures.
We fix some notation: There is in fact only a single such global cycle
that locally becomes a relative cycle, from here on we will call this cycle
(and its local images) α. The vanishing cycles over the intersections between
components of DP are all homologous, and we will call this cycle β.
Observe that the local monodromy action on the relative cycles need not
be integral, as long as these globally add up to something integral (indeed,
exploiting this fact will be crucial in some of the local calculations).
4.1. The singularities of YP , and intersections between the com-
ponents. After we have resolved the singularities of YP , we may look at
the monodromy action over the intersections between the components of
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Figure 3. The cycle α marked in blue and the vanishing
cycle β marked in red, and their images in the local pieces.
D. Locally at the intersection between two components of D, of multi-
plicities m and n respectively, in the local coordinates given by the toric
chart corresponding to the vertex of intersection, we can write supp(D) as
{xmyn = 0}. In these local coordinates, the global sections 1 and f be-
come xmyn and 1 + (higher-order terms) respectively, and we can write
1 − tf as xmyn − t(1 + (higher-order terms)), locally analytically equiv-
alent to xmyn − t. The degeneration when t → 0 is now equivalent to
{xmyn = t} → {xmyn = 0}. The monodromy action is then locally the
monodromy of the curve xmyn = t as t goes around zero.
Lemma 4.1. Let β be the vanishing cycle of xmyn = t when t → 0 (with
positive orientation), and let α be the relative cycle. The monodromy action
on α, β in xmyn = t as t goes around t = 0 in the positive direction is given
by β 7→ β, α 7→ α− 1mnβ.
Proof. Consider the Riemann surface of y = n
√
t
xm , for fixed t. This is an n-
sheeted covering of the punctured complex plane with a singularity at x = 0,
where as you trace along the surface around the singularity, y will alternate
between approaching +∞ and −∞ as x approaches zero, alternating a total
of m times (see Figure 4 for a picture of what this looks like). Notice the
m-fold rotational symmetry of the surface.
Write t = eiθ and x = eiτ (we may ignore the magnitude as only the
argument is relevant to the monodromy action); we may now express the
surface as
y = (tx−m)
1
n = (ei(θ−mτ))
1
n .
In other words, when tmoves around the origin, the resulting surface satisfies
an equation y = (x−mθ )
1
n , where xθ = eiτ(θ), and the argument satisfies
−mτ(θ) = θ − mτ . From this, τ(θ) = −θ/m + τ , we see that the surface
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Figure 4. The Riemann surface of y = Re(
√
1
x3
); the solid
curve is the relative cycle α, and the vanishing cycle β can be
identified with the outer boundary of the displayed surface.
The dashed curve is the cycle α− 16β.
will rotate in the same direction as t, with 1m ’th the speed. Thus, when t has
completed a full revolution, the surface will have rotated by an angle of 2pim ,
or one step along the m-fold rotational symmetry.
To find the effect of this on the cycles α and β, we give an explicit model for
each. The vanishing cycle β is homologous to the curve {(eiθ, e− iθn )|0 ≤ θ ≤
2npi} that winds around the singularity n times, following the sheets until
it meets itself. This curve is preserved under the rotational symmetry of the
surface, so the monodromy action on β is the identity. The relative cycle
α can be modelled by a curve going along the topmost sheet of the surface
from (ε, ε−
m
n ) to (K,K−
m
n ), where ε 1 and K  1 are real numbers (note
the orientation). The monodromy action can be modelled by pinning the
initial point (ε, ε−
m
n ) in place (i.e. letting it rotate along with the surface)
while holding the other fixed over x = K. After the monodromy action, the
inital point has been moved to (ε · e2pii/m, ε−mn e2pii/m), while the final point,
fixed to lie over x = K, will be on the sheet immediately below the topmost
one. The resulting curve is homologous to α− 1mnβ, as the m-fold rotational
symmetry moves a point 1mn ’th of the length of β. 
We now find the pullback of DP when resolving the singularities of YP ,
this will give us all the points on X0 that locally are of the form xmyn = 0,
and now 4.1 tells us what the local monodromy action is. Notice that we
can combine the local actions without a problem, as the vanishing cycles β
appearing in all of them are homologous, so the local actions commute.
Recall that DP =
∑
hiDi, where hi are the lattice heights of the edges Ei
of P corresponding to the divisors Di. The resolved divisor D can be written
D = DP +
∑
mjFj , where Fj are some exceptional curves and mj are their
multiplicities. An interesting fact is that the numbers mj are such that it
makes sense to think of the Fj as corresponding to “edges” of P of width
zero and height mj ; we will however not need this.
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Suppose now v is a vertex of P , corresponding to a cone in the normal
fan where YP has a singularity of type 1r (1, a), and that v is joining edges E
and E′, of heights h and h′. The singularity is resolved according to [CLS11,
Chapter 10]; recall in particular the notion of Hirzebruch-Jung continued
fractions, denoted as follows:
[b1, b2, . . . , bk] = b1 − 1
b2 − 1...− 1
bk
.
We introduce some notation: suppose the Hirzebruch-Jung continued fraction
expansion of r/a is [b1, . . . , bk]; let s1 = tk = 1, and define positive integers
si, ti by
si/si−1 := [bi−1, . . . , b1], 2 ≤ i ≤ k
ti/ti+1 := [bi+1, . . . , bk], 1 ≤ i ≤ k − 1.
Note that we may extend this to letting s0 = tk+1 = 0 and sk+1 = t0 = r.
When resolving the singularity at v, we get k exceptional curves F1, . . . Fk,
with self-intersections F 2i = −bi. Let mi denote the multiplicity of Ei in D;
these multiplicities are determined by the criterion that Ei.D = 0.
Lemma 4.2. (1) si+1 + si−1 = bisi and ti+1 + ti−1 = biti.
(2) mi = 1r (tim0 + simk+1).
(3) m0 = si+1mi − simi+1.
Proof. 1. By definition, si+1/si = [bi, . . . , b1] = bi − 1/[bi−1, . . . , b1] = bi −
si−1/si and it follows that si+1 + si−1 = bisi, a similar rearrangement shows
the other identity.
2. Recall that the mi are defined by the system of equations Ei.D = 0. As
the only components ofD that are involved areDF ,DF ′ and the Ei’s, and the
intersection numbers are 1 for adjacent components and 0 for non-adjacent
components, we get equations mi−1 − bimi + mi+1 = 0 (for 1 ≤ i ≤ k).
Successive elimination, applying item 1 at each step, now yields the desired
conclusion.
3. We show this by induction. The base case is the equation mi−1−bimi+
mi+1 = 0 for i = 1, using that s1 = 1 and s2 = b1. The induction step is
to show that si+1mi − simi+1 = si+2mi+1 − si+1mi+2; rearranging we have
si+1mi+si+1mi+2 = si+2mi+1+simi+1, and applying the identity si+2+si =
bi+1si+1 on the right-hand side and the equation mi +mi+2 = bi+1mi+1 on
the left-hand side we see that both sides equal bi+1si+1mi+1. 
Lemma 4.3.
∑k
i=0
1
mimi+1
= rm0mk+1 .
Proof. Observe first that 1m0m1 +
1
m1m2
= 1m1
m2+m0
m0m2
, and by 4.2(3)m2+m0 =
s1m2 + m0 = s2m1, so we get 1m0m1 +
1
m1m2
= s2m0m2 . In similar fashion we
see that sim0mi +
1
mimi+1
= 1mi
simi+1+m0
m0mi+1
= si+1m0mi+1 , so by induction we have∑k
i=0
1
mimi+1
=
sk+1
m0mk+1
= rm0mk+1 . 
Proposition 4.4. The contribution to the global monodromy of the cycles
α, β ∈ H1(Xt) from the vertices of P is α 7→ α−(K2Π)β and β 7→ β, where Π
is the toric variety defined by the spanning fan of P and KΠ is its canonical
divisor.
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Proof. Combining 4.1, 4.2 and 4.3 tells us that the contribution from a vertex
of P is α 7→ α − rmnβ, where m,n are the lattice heights of the adjoining
edges and the singularity of YP in the corresponding chart is of type 1r (1, a)
(or if YP is smooth here, take r = 1).
It is well-known thatK2Π is equal to the lattice volume of the dual polytope
P ◦ ⊂MR of P (see [CLS11, 13.4.1]). To show the claim, it is enough to show
that the volume of the cone Cv in P ◦ corresponding to the vertex v of P is
equal to rmn . Let u,w be primitive lattice generators of Cv. By Definition
3.2, Cv is of type 1r (1, a) when {1ru + arw,w} is a lattice basis for M . As
{1ru+ arw,w} is a lattice basis, we have det(1ru+ arw,w) = 1, and it follows
that det(u, v) = r. Observing now that Cv is spanned by 1mu and
1
nw, we
are done as det( 1mu,
1
nw) =
r
mn . 
4.2. Monodromy over an f-rigid cone. We know from Theorem 3.13
that the f -mutable cones do not contribute to the genus of Xt, and so we
may ignore them for purposes of the monodromy computation. Assume we
have an edge E of P supporting a single f -rigid cone, of height h and width
w, and denote by XE the inverse image under the map Xt → X0 of the
strict transform of DE under the resolution Y˜P → YP . The strict transform
of DE is a P1, and it intersects the adjacent components of the pullback of
DP , as well as the exceptional curves coming from resolving the singularities
of f on DE . The inverse image XE is then the part of Xt bounded by the
vanishing cycles over these points of intersection. From this and 3.13 we see
that topologically, XE is a surface with a number of punctures, one for each
of these vanishing cycles, with genus equal to 12(h − 1)w, the number of
internal points in the f -rigid cone (this follows directly from Pick’s formula).
The terms of f along the edge E can be written as yh
∏w
i=1(x − ηi) in
suitable coordinates. Now locally at each ηi it is not hard to see that 1 −
tf is analytically equivalent to yh − t(x + y), an Ah−1-singularity. Indeed,
the “suitable coordinates” just referred to is the chart of YP corresponding
to one of the vertices of E; in these coordinates, 1 becomes xeyh (where
e is some positive integer, for now it isn’t important which) and f is an
ordinary polynomial in x, y. The variable change x 7→ x−ηi is best described
pictorially by looking at the effect of the Newton polytope of 1− tf ; in the
picture circles represent points at height 0 (relative to t), while everything
else is at height 1. Note that xeyh 7→ (x− ηi)eyh under this variable change,
which changes the one point at height zero (the 1 in 1− tf) to several points.
The points now visible from the origin are (0, h, 0), (0, 1, 1) and (1, 0, 1), so
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1− tf is analytically equivalent to yh − t(x+ y) at the singular point.
•
• •
h

w
•
· ••
•
1
{
Thus, we have on DE the w singular points of f , each of type Ah−1, and
the two points of intersection with the adjacent components of DP . As DE
has multiplicity h, we can now model our XE as a ramified degree h cover
of P1, with two ramification points of ramification index h (corresponding to
the intersection points with the adjacent divisors), and w ramification points
corresponding to the singular points of f . More precisely, XE is homotopic to
such a surface, punctured at the two ramification points over the intersections
with the adjacent components. The ramification index ep of these points is
found by the Riemann-Hurwitz formula: setting g = 12(h− 1)w in
2g − 2 = −2h+ 2(h− 1) + w(ep − 1)
gives ep = h, so we have a degree h map, ramified at w + 2 points of ramifi-
cation index h.
The local monodromy action on H1(XE) must then be induced by an
automorphism of XE with w+ 2 fixed points, near which the automorphism
has order h (to be compatible with the ramification index); this implies the
automorphism has order h everywhere (a priori it has order a factor of h).
We have shown:
Lemma 4.5. Let E be a edge of P with an f -rigid cone of height h and width
w. Then the local monodromy action on H1(XE), where XE is as above, is
given by an order h automorphism of a genus 12(h− 1)w surface with w + 2
fixpoints.
There are of course many such automorphisms, but we can limit the pos-
sibilities to some extent, by taking advantage of the fact that a Riemann
surface is a quotient of a plane (the Euclidean plane if g = 1, the hyperbolic
plane if g ≥ 2) by a suitable lattice; any order h automorphism of the surface
descends from an order h automorphism of the plane. The two cases must
be treated separately, but are ultimately quite similar. The fact that the
global monodromy of H1(Xt) is integral (see [Żoł06, 5.4.32]) gives another
restriction; we already know (Proposition 4.4) the total contribution from
the vertices of P , and whatever numbers we get from the contribution of the
f -rigid cones must fit with this to produce something integral.
Recall from 4.4 that the total monodromy from the vertices of P is equal
to the degree K2Π of the toric variety defined by the spanning fan of P . We
may reformulate this to a count of contributions from the edges by using a
result of Akhtar and Kasprzyk ([AK14, Prop. 3.3]). Recall also from section
4.1, for a singularity σ of type 1r (1, a), the numbers b1, . . . , bkσ making up
PERIOD INTEGRALS AND MUTATION 17
the Hirzebruch-Jung continued fraction expansion of r/a, and the numbers
si, ti (1 ≤ i ≤ kσ) defined in terms of the bi. Let also di = (si+ ti)/r−1, and
let A(σ) = kσ + 1−
∑kσ
i=1 d
2
i bi + 2
∑kσ−1
i=1 didi+1. Note that if σ is a primitive
T -cone, A(σ) = 1.
Proposition 4.6 (Akhtar-Kasprzyk,[AK14]). Let Π be a complete toric sur-
face with singularity content (n,B). Then
K2Π = 12− n−
∑
σ∈B
A(σ).
This and 4.4 together give that for each R-cone of type σ, the contribution
to the total monodromy of the relative cycle α from the vertices is α 7→
α+A(σ)β. The number A(σ) is in general not an integer, and so the action
on α in the local monodromy of the corresponding H1(XE) must be of the
form α 7→ (something) +B(σ)β, where A(σ) +B(σ) is an integer.
We must separate the cases of g = 1 and g ≥ 2; in the first case the surface
is a quotient of the Euclidean plane by a lattice, and so its automorphism
group is isomorphic to GL2(Z), in the second case the surface is a quotient of
the hyperbolic plane, so its automorphism group is isomorphic to a subgroup
of PSL2(C). In either case, to have an order h automorphism, the eigenvalues
must be h’th roots of unity.
4.2.1. The case of genus 1. For genus 1, note that requiring g = 12(h−1)w =
1 implies that either h = 3 and w = 1, or h = w = 2. Thus, the only possible
f -rigid cones giving a genus one surface are the cones of type 13(1, 1) and
1
4(1, 1); we should have w+2 fixpoints, so we want an order 3 automorphism
with 3 fixpoints, or an order 2 automorphism with 4 fixpoints.
Lemma 4.7. Let A ∈ GL2(Z). Then
(1) if A2 = I and A has exactly 4 fixpoints modulo Z2, then A = −I
(here I is the 2×2 identity matrix), and the fixpoints are of the form
(n2 ,
m
2 ) with n,m = 0 or 1.
(2) if A3 = I and A has exactly 3 fixpoints modulo Z2, then the fixpoints
are of the form (n3 ,
m
3 ) with n,m = 0, 1 or 2, and A is similar to the
matrix
(
0 −1
1 −1
)
.
Proof. For (1), it is easy to compute that a 2× 2 integer matrix with order
2 is one of the following:
• ±I, or
•
(
a b
1−a2
b −a
)
for a, b ∈ Z such that b|1− a2.
The reader can now easily verify that of these, only −I has exactly 4 fixpoints
modulo Z2.
For (2), observe that order three implies that the eigenvalues must the two
primitive third roots of unity, and such a matrix by necessity has determinant
1 and trace -1. Imposing on a general integer matrix
(
a b
c d
)
these conditions
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gives a matrix of the form(
a b
−a2+a+1b −(a+ 1)
)
(we may safely assume b 6= 0, as assuming either b = 0 or c = 0 from the
beginning yields a noninteger matrix, because the only solutions to a+ d =
−1, ad = 1 are the two primitive third roots of unity). We now find conditions
on possible fixpoints: if (x, y) is a fixpoint modulo Z2, that requires
x ≡Z ax+ by
y ≡Z −a
2 + a+ 1
b
x− (a+ 1)y
which after some simplification gives 3x ≡Z 0 and 3y ≡Z 0. Any fixpoints are
thus of the form (n3 ,
m
3 ), for n,m = 0, 1, 2. Now, if (
n
3 ,
m
3 ) is fixed, so too is
(2n3 ,
2m
3 ), as 2 and 3 are coprime, so if we want exactly three fixpoints, they
are either (0, 0), (13 ,
1
3), (
2
3 ,
2
3), or (0, 0), (
1
3 ,
2
3), (
2
3 ,
1
3). These configurations are
mirror images of each other, so they are congruent.
By conjugating with elementary matrices, we see that the matrix of the
above form with parameters (a, b) is similar to those with parameters (a ±
b, b), (a,−b), (−a − 1,−(a2 + a + 1)/b), (a + (a2 + a + 1)/b, b + (a2 + a +
1)/b+ 2a+ 1) or (a− (a2 + a+ 1)/b, b+ (a2 + a+ 1)/b− 2a− 1). Iterating
application of these similarities we can eventually arrive at (0,−1); this is
because a, b and (a2 + a+ 1)/b are necessarily coprime. 
Proposition 4.8. Let X be a Riemann surface of genus one, possessing an
order two automorphism ω with exactly four fixpoints p1, p2, q1 and q2, and
let X ′ be X punctured at p1 and p2. On X ′, let α be a relative cycle passing
from p1 to p2, and let β be a cycle going once around p1. Then there is a
choice of cycles a1, a2 such that {α, β, a1, a2} is a basis for H1(X ′), and the
automorphism ω of X ′ has an induced action on homology given (in this
basis) by the matrix 
1 0 0 0
1 1 0 0
−1 0 −1 0
−1 0 0 −1
 .
Proof. From 4.7 we have that the automorphism must be −I (modulo Z2),
and the fixpoints must be (0, 0), (12 , 0), (0,
1
2) and (
1
2 ,
1
2). Changing basis in
Z2 if necessary, we may assume p1 = (0, 0), p2 = (12 ,
1
2), q1 = (
1
2 , 0) and q2 =
(0, 12). Now take the basis cycles a1, a2 to be the edges of the fundamental
domain. It is now clear that ω(ai) = −ai and ω(β) = β, and observe (see
Figure 5) that ω(α)− α+ 22β is homologous to −a1 − a2. 
Proposition 4.9. Let X be a Riemann surface of genus one, possessing an
order three automorphism ω′ with three fixpoints p1, p2 and q, and let X ′ be
X with p1, p2 removed. On X ′, let α be a relative cycle passing from p1 to p2,
and let β be a cycle going once around p1. Then there is a choice of cycles
a1, a2 such that {α, β, a1, a2} is a basis for H1(X), and the automorphism ω′
of X gives an induced action on homology given (in this basis) either by the
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p1
p2
p1
p1 p1
q1
q2
a1
a1
a2 a2
α
ω(α)
1
2β
1
2β
Figure 5. The automorphism from Proposition 4.8.
matrix 
1 0 0 0
1
3 1 0 −1
0 0 0 −1
−1 0 1 −1

or by its inverse.
Proof. From 4.7 we have that the automorphism is similar to the one induced
by
(
0 −1
1 −1
)
; let a1, a2 be the basis cycles in which ω′ has this representation;
we may choose q = (0, 0), p1 = (13 ,
1
3) and p2 = (
2
3 ,
2
3).
The action on the basis {α, β, a1, a2} can be visualized by constructing
a model for X as follows: divide the fundamental domain in C2 along one
diagonal to form two triangles; label the sides of the fundamental domain by
a1, a2, and label the diagonal by a3, with orientations as indicated in Figure 6.
Let p1, p2 be the centroids of the triangles, and let q be the origin. We choose
two of the cycles ai as basis cycles, e.g. a1 and a2; we have β = a1 + a2 + a3
and α passes from p1 to p2, we may choose it to cross a3. So, in the basis
{α, β, a1, a2}, we may write a3 = β − a1 − a2.
The effect of ω′ is now to rotate these triangles by one step; we can see
that a1 7→ a2, a2 7→ a3 = β − a1 − a2, and β 7→ β, the only nontrivial thing
is ω′(α). The cycle ω′(α) passes from p1 to p2 crossing a1 rather than a3,
so by adding 13β near each of the pi we can form the cycle ω
′(α) − α + 23β,
which is homologous to a1 + a3. In other words, we have ω′(α)− α + 23β =
a1 + a3 = β − a2, or
ω′(α) = α+
1
3
β − a2
and we are done. 
Now combining Propositions 4.4 and 4.9 gives us a main result of this
paper:
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•
•
•
•
p1
p2
a2
a1
a2
a1
a3
αω(α)
ω(α)
1
3β
1
3β
Figure 6. The automorphism ω′ from Proposition 4.9
Theorem 4.10. Let P be a Fano polygon with singularity content (k, {n ×
1
3(1, 1)}, and let Xt be defined using a generic maximally mutable Laurent
polynomial f with Newt(f) = P . Then there is a basis {α, β, a11, a12, . . . , an1 , an2}
of cycles in H1(Xt,Z) such that in terms of this basis, the monodromy auto-
morphism ω of H1(Xt,Z) is given by
• ω(α) = α+ (k + 2n− 12)β −∑nj=1 aj2,
• ω(β) = β,
• ω(aj1) = aj2 for 1 ≤ j ≤ n, and
• ω(aj2) = β − aj1 − aj2 for 1 ≤ j ≤ n.
Proof. For each edge E with a 13(1, 1)-cone, 4.9 gives us two candidates for
the local monodromy automorphism of H1(XE): the automorphism ω′, and
its inverse; the only thing we have to do is find out which one gives integral
global monodromy. Now,
ω′(α) = α+
1
3
β − a2
while
ω′−1(α) = α− 1
3
β + a1,
and from 4.6 (from which we compute A(13(1, 1)) =
5
3) and 4.4 we have that
only ω′ gives integral global monodromy. 
4.2.2. The case of g ≥ 2. For general genus, we instead have a quotient of
the hyperbolic plane, by some hyperbolic lattice. Here we are unable to pin
down the fixpoints as we did in the previous case, but we can confine the
possibilities very strongly (the following result is surely well known, but we
are unable to locate an exact reference):
Lemma 4.11. Up to conjugation, there are only n order n elements of
PSL2(R).
Proof. Elements of PSL2(R) are represented by 2 × 2 real matrices with
determinant one. A matrix of order n must have as eigenvalues n’th roots
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of unity, and as the determinant is one, the two eigenvalues must be mutu-
ally inverse, and the trace must be 2 cos(2pin ). A matrix with this trace and
determinant is of the form(
a b
1
b (−a2 + 2a cos(2pi/n)− 1) cos(2pi/n)− a
)
where b 6= 0. All such matrices are similar, as the matrix with parameters
a, b can be transformed to the matrix with parameters c, d by conjugating
with the real matrix(
d(a2−2 cos(2pi/n)a+1)
b(c2−2 cos(2pi/n)c+1)
(a−c)d
c2−2 cos(2pi/n)c+1
0 1
)
(this is ok as x2 − 2 cos(2pi/n)x+ 1 has no real roots). There are n possible
n’th roots of unity, so from this the result follows. 
The automorphism group of a genus g ≥ 2 surface is a subgroup of
PSL2(R), so this implies that if we can find one primitive order h auto-
morphism of our surface with the required number of fixpoints, its powers
will give us all the other possibilities, up to choice of basis.
To give a complete description valid for any P would require computing
the number A(σ) of Proposition 4.6 for all singularity types σ = 1r (1, a) cor-
responding to an R-singularity (it is always 1 for a primitive T -singularity),
and finding an automorphism of a curve of the appropriate genus (with ap-
propriate order and number of fixed points) that compensates for the non-
integer part of A(σ). We will do this by giving a model for the surface in
similar fashion to Figure 6 and finding a description in terms of cycles of the
resulting automorphism. We can not give a concise general formula for what
power of this automorphism is the right one, but it reduces case-by-case to
modular arithmetic and is easily doable by hand; we compute some simple
cases in Proposition 4.13.
Let us first restrict attention to the simplest case of an R-cone with lattice
width 1; here by necessity the lattice height r ≥ 3 must be odd (otherwise
the cone can’t be spanned by primitive lattice vectors).
Suppose now we have an edge E with an R-cone of height r and width
one, and as in the genus one case let XE be the inverse image under Xt →
X0 of the proper transform of DE under the resolution Y˜P → YP . By 4.5
the local monodromy automorphism of H1(XE) is induced by an order r
automorphism of a genus (r− 1)/2 Riemann surface with three fixed points
(two punctures, and one other distinguished point), and by 4.11 it is enough
to find one such automorphism; one of its powers will be the one that induces
the local monodromy automorphism on H1(XE).
Proposition 4.12. Let X be a Riemann surface of genus (r − 1)/2, with
two removed points p1, p2 and a third distinguished point q, and an order r
automorphism that fixes these points. Let α be a relative cycle passing from
p1 to p2, and let β be a cycle going once around p1. Then there is a choice of
cycles c1, . . . , cr−1 such that {α, β, c1, . . . , cr−1} is a basis for H1(X), and the
automorphism is a power of the automorphism ωr given on homology cycles
by
• α 7→ α+ (1− 4r )β + c1 −
∑r−1
i=3 ci
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c1
c2
c3
c4
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ω(α)
ω(α)
c5
α
Figure 7. The automorphism ω5 in the model of a genus 2 surface.
• β 7→ β,
• ci 7→ ci+1 for 1 ≤ i ≤ r − 2, and
• cr−1 7→ β −
∑r−1
i=1 ci.
Proof. Recall from the genus one case where we constructed a model for the
surface by gluing together two triangles, and an order 3 automorphism with
three fixpoints by rotating the triangles. For the w = 1, r ≥ 3 odd, case we
will construct a model in a similar way; gluing together two r-gons to make
a genus (r − 1)/2 surface, and getting an order r automorphism with three
fixpoints by rotating the r-gons.
More precisely: Take two regular r-gons, with edges labelled c1, . . . , cr
going around in the positive direction. On one r-gon choose an orientation
for each edge, and one the other give the corresponding edges the opposite
orientation. Finally, identify edges with the same label according to their
orientation; this gluing is easily seen to give a surface of the desired genus.
Let the punctures pi be the centroids of the r-gons, and let q be a vertex of an
r-gon (these all are identified by the gluing). Let α be the relative cycle going
from p1 to p2 across cr, and let β be the cycle going once around p1. Choosing
2g = r − 1 of the ci’s, e.g. c1, . . . , cr−1, we have a basis {α, β, c1, . . . , cr−1}
of H1(X); the cycle cr can be expressed as β −
∑r−1
i=1 ci (see Figure 7 for an
illustration).
Now define the automorphism ωr by
c1 7→ c2 7→ · · · 7→ cr 7→ c1,
which we may visualize as rotating the r-gons in the positive direction. It
is clear that ωr has order r and fixes p1, p2 and q. The cycle β, which can
be identified with
∑r
i=1 cr, is clearly fixed. For the cycle α, its image ωr(α)
goes from p1 to p2 crossing c1, and similar to the genus one case, the cycle
ωr(α)− α+ 2rβ is homologous to c1 + cr = β −
∑r−1
i=2 ci. From this we find
ωr(α) = α+
r − 2
r
β −
r−1∑
i=2
ci.

Now as above let E be an edge of P with an R-cone of height r and width
one. By 4.5, 4.11 and 4.12 the local monodromy automorphism of H1(XE)
is induced by some power of the map ωr defined in 4.12. To find which it is
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necessary to compute the number A(σ) for the singularity type σ = 1r (1, a)
of the R-cone, and find a power ωkr of ωr such that ωkr (α)+A(σ)β is integral
in the basis from 4.12. We will do this explicitly for the simplest cases 1r (1, a)
with a = 1, 2 or 3; it is not a hard computation, but we do not have a general
expression yet, and must do it case-by-case.
It is straightforward to verify that
ωkr (α) = α+ (1−
2k
r
)β +
k−1∑
i=1
ci −
r−1∑
i=k+1
ci,
so for each σ = 1r (1, a), we want to find a k such that A(σ) + (1− 2kr ) is an
integer.
Proposition 4.13. Let A(σ) be the number defined in 4.6, and let m(σ) be
an integer such that A(σ) + 1− 2m(σ)r is an integer. Then
(1) m(1r (1, 1)) ≡r −2,
(2) m(1r (1, 2)) ≡r 2− l2, where r = 2l + 1, and
(3) m(1r (1, 3)) ≡r
{
2(l − 1) if r = 3l + 1
−8(l + 1) if r = 3l + 2.
Proof. Recall that r is odd in all cases. We compute A(1r (1, 1)) = 6− r− 4r ,
so A(σ) + 1 − 2mr ≡Z 0 reduces to −4 − 2m ≡r 0, which as r is odd gives
m(1r (1, 1)) ≡r −2.
If now r = 2l+ 1, we have that A(1r (1, 2)) = 5− l+ l−4r ; we now solve the
congruence l − 4− 2m ≡r 0 and find the solution m ≡r 2− l2.
For the 1r (1, 3) case we must separate into the cases r = 3l + 1 (here
l is even) and r = 3l + 2 (here l is odd). In the former case, A(1r (1, 3)) =
6−l+1r (l−5), and the conguence l−5−2m ≡r 0 has the solutionm ≡r 2(l−1).
For the latter case, we have A(1r (1, 3)) = 5− l−(l+6)/r, and the congruence−l − 6− 2m ≡r 0 has the solution m ≡r −8(l + 1). 
For the general g ≥ 2 case, with width w ≥ 2, we can do essentially the
same thing as above; in the general case there are however several choices to
be made during the process, and no apparent means of identifying the “right
one”. The ambiguity in choices can be isolated to the image of the relative
cycle α. Recall that above we had ω(α) = α+ h−2h β +
∑±ci, where the ci’s
were basis elements constructed from the edges of the polygons we glued to
obtain our surface; in the general case we will have a similar formula, but
several possible choices for what should go in the sum. As the most interesting
part of ω(α) is the coefficient of β, this can be considered a minor loss.
Proposition 4.14. Let w ≥ 2, and let X be a Riemann surface of genus
1
2(h−1)w with two removed points p1, p2 and w distinguished points q1, . . . , qw,
and an order h automorphism fixing these points. Let α be a relative cycle
passing from p1 to p2, and let β be a cycle going once around p1. Then there
is a choice of cycles e1, . . . , e(h−1)w such that {α, β, e1, . . . , e(h−1)w} is a basis
for H1(X), and the automorphism is a power of the map ω given on homology
cycles by
• ω(β) = β,
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• ω(ej) =
{
ej+w j ≤ (h− 2)w
β −∑k 6=1 ej+kw j > (h− 2)w, and
• ω(α) = α+ (1− 2h)β −
∑h−1
k=w ekw + (∗),
here (∗) is a Z-linear combination of ej’s, and the indices in the second item
must be taken modulo (h− 1)w.
Proof. As in Propositions 4.12 and 4.9, we make a model for X by gluing two
polygons as follows: Take two regular hw-gons, and for the first label the cen-
troid by p1 and the vertices in anticlockwise order by q1, q2, . . . , qw, q1, q2, . . . qw,
and label the edges by c1, . . . chw, oriented anticlockwise. On the second hw-
gon, label the vertices in clockwise order q1, q2, . . . , qw, q1, q2, . . . qw, and label
the edges with labels c1, . . . chw in such a way that for each i, ci+w is w steps
from ci going anticlockwise, each ci is connecting the same points qj , qj+1 as
in the first polygon, and such that ci+1 does not follow ci going clockwise.
There are a total of (h−1)w−2(h−2) ways of doing this: at an edge connect-
ing qj and qj+1, there are h possible labels cj , cj+w, . . . , cj+hw (reading the
indices modulo hw), and there are w such sets; within each such set the order
is fixed by the requirement that ci+w and ci are separated by w steps. As ci+1
cannot follow ci, each choice rules out a choice on the adjacent edges, so there
are h − 1 choices on each edge once one choice has been made, except the
final one where there are only h−2 as it gets constraints imposed from both
sides. By rotation of the polygon, we can regard one set cj , cj+w, . . . , cj+hw
as fixed; this gives (h− 1)(w−2)(h− 2) possible arrangements.
The demands that ci not be followed by ci+1 and that each ci connects
the same points qj , qj+1 in both polygons ensure that when gluing according
to the labels, we get a surface of genus 12(h − 1)w. The demand that ci is
separated by w steps from ci+w preserves the order h automorphism given
by “rotation by 1h ”: ci 7→ ci+w; this is our ω.
Now define the homology basis by ej :=
∑w−1
k=0 cj+k, β is equivalent to∑hw
i=0 ci, and we may take α to pass from p1 to p2 crossing chw. Applying
chw = β −
∑hw−1
i=0 ci, it is easy to check that
ω(ej) =
{
ej+w j ≤ (h− 2)w
β −∑k 6=1 ej+kw j > (h− 2)w,
and it is obvious that ω(β) = β. For the relative cycle α, as in 4.12 we see
that ω(α)− α+ 2hβ is homologous to cw + chw +
∑w−1
i=1 ci +
∑w−1
i=1 c[i], here
c[i] = ci+kw for some k (this is where the ambiguity in labelling edges comes
in, we can only fix these mod w). Rearranging using
∑hw−1
i=w ci =
∑h−1
k=1 ekw,
we have
ω(α) = α+ (1− 2
h
)β +
w−1∑
i=1
c[i] + cw −
h−1∑
k=1
ekw,
and for each choice of c[i]’s, we can of course express
∑w−1
i=1 c[i] + cw in terms
of the ej ’s, but there is no concise general formula. 
Example 4.15. The only choice of h,w with w ≥ 2 that gives an unambigu-
ous labelling is h = 3, w = 2, the 16(1, 1) R-cone. A picture of the labelling
is given in Figure 8.
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Figure 8. Labels for the local model for XE , for h = 3, w = 2.
Example 4.16. For h = w = 3 (the primitive T -cone of height 3), there are
(3−1)(3−2)(3−2) = 2 possible labellings. If the first 9-gon is labelled c1, . . . , c9
(in anticlockwise order), the second must be labelled (in anticlockwise order)
either c2, c7, c3, c5, c1, c6, c8, c4, c9, or c5, c1, c3, c8, c4, c6, c2, c7, c9.
Theorem 4.17. Let P be a Fano polygon, let f be a maximally mutable
Laurent polynomial with Newt(f) = P , and let Lf be the associated Picard-
Fuchs operator. The monodromy at zero of Lf determines and is determined
by the singularity content of P (thought of as a multiset).
Proof. It is clear by 4.4, 4.6, 4.9, 4.12 and 4.14 that the singularity content
determines the monodromy.
Suppose now that the singularity content of P is (k,B), and that we are
given the monodromy matrix in the bases we have described. By 4.9, 4.12
and 4.14 this matrix is of the form
1 0 0
B 1 r
c 0
M1
M2
. . .
Mn

here r and c are some vectors and Mi are block matrices of size 2gi × 2gi
where gi is the genus of the local piece XEi , and B = 12− k −
∑
σ∈Bm(σ),
where m(σ) = A(σ) − (1 − 2ph ) and p is the power of the local monodromy
map required to make A(σ)− (1− 2ph ) an integer (as in Proposition 4.13).
Each block Mi is associated to an R-cone of type 1ri (1, ai). The sizes 2gi
of the blocks Mi give us the r in 1r (1, a), as 2gi = wi(hi − 1) (hi and wi are
the height and width of the R-cone, respectively) and necessarily the matrix
Mi has order hi, so we can solve for wi and get ri = hiwi; the ai can be
deduced by finding the correct power pi (as done in 4.13) for each R-cone
of this height and width (the list is finite) and selecting the one that equals
Mi.
Now having identified the singularity basket B, we deduce the number of
T -cones as k = 12−B −∑σ∈Bm(σ).
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That we cannot recover the cyclical order of the singularity basket follows
from the easily verified fact that the local monodromy automorphisms over
the f -rigid cones commute; also we may reorder the blocks Mi as desired by
reordering the basis. 
Example 4.18. The numbers m(σ) for the cases 1r (1, a) for a = 1, 2, 3 are
• m(1r (1, 1)) = 5− r,
• m(1r (1, 2)) = 0, and
• m(1r (1, 3)) =
{
0 if r ≡3 1
−23(r + 1) if r ≡3 2
,
as can be easily computed from 4.12 and 4.13.
Corollary 4.19. With the assumptions of Theorem 4.17, suppose the singu-
larity basket contains ni R-cones of height hi. Then the monodromy of Lf at
zero has eigenvalues 1 with multiplicity 2, and each hi’th root of unity (other
than 1) with multiplicity ni.
5. Ramification and degree of Lf
We now have a good description of the monodromy of Lf around the
origin. From this we can deduce some information about Lf , for instance we
already know from 3.15 that the order of Lf (i.e. the highest degree in the
differential variable ∇t) is twice the mutational genus. It is more difficult
to prove anything about the degree (i.e. the degree in the variable t of the
leading term of Lf ). We do have some observations and conjectures, however.
A local system V on P1 \ S (where S is a finite set) has monodromy Ts
around each point s ∈ S, and we can gather up some information about
the total monodromy group in a quantity called the ramification index of V ,
defined by
rf(V ) =
∑
s∈S
dim(Vx/V
Ts
x )− 2rk(V ),
where x ∈ P1 \S is some point (it doesn’t matter which, as Ts is only defined
up to conjugation, i.e. up to choice of base point). It is a general fact that
rf(V ) ≥ 0, in particular local systems with rf(V ) = 0 seem interesting in
their own right (also see [CCG+13]).
The ramification index measures the sizes of the eigenspaces associated to
the eigenvalue 1 at each singular point. With V = Sol(Lf ) at the singular
point t = 0, we see that eigenspace has dimension either one or two, depend-
ing on whether the number B defined in the proof of Theorem 4.17 is one
or zero, respectively. Both cases occur, for instance there are 26 mutation
classes of polygons with singularity content (k, {n× 13(1, 1)}) (see [KNP15]),
and of these 6 have B = 0 and the rest have B > 0.
The origin thus contributes either dim(Sol(Lf ))− 1 or dim(Sol(Lf ))− 2
to the ramification. We can re-express the ramification defect as
rf(Sol(Lf )) =
∑
s∈S\{0}
dim(Sol(Lf )x/Sol(Lf )
Ts
x )− 2gmut(YP )− δ
where S is the singular locus of Lf , δ is 1 or 2, and rk(Sol(Lf )) = 2gmut.
From now on, we write rf(Lf ) for rf(Sol(Lf )) for simplicity. Now let Ei be
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the dimension of the eigenspace of 1 at the singular point si ∈ S \ {0}, then
using |S \ {0}| = deg(Lf ), we have after some rearrangement that (writing
d = deg(Lf ) and g = gmut)
rf(Sol(Lf )) = 2g(d− 1)− δ −
∑
Ei.
We have some empirical evidence of some further information: for those
instances of Lf that have been explicitly computed, which are the smooth
Fano polygons and several of those with singularity content (k, {n× 13(1, 1)}),
a pattern emerges:
Conjecture 5.1. Let P be a Fano polygon with singularity content (k, {n×
1
3(1, 1)}), let f be a maximally mutable Laurent polynomial with Newt(f) =
P , and let Lf be the associated Picard-Fuchs operator. Then
(1) the degree of Lf is equal to g2 + 3g − 1 + 2g · rf(Lf ), and
(2) the ramification index rf(Lf ) is equal to n+ keff − 3, where keff is
the number of multiple points on the curve f = 0.
Remark 5.2. The number keff here is equal to k for the generic MMLP’s,
and drops by one whenever two T -cones on the same edge of P have the same
associated factor (γ + ηx) in f . Thus, the minimal possible value for rf(Lf )
occurs when all the T -cones have the same factor (e.g. in the standard MMLP
case), and is equal to the minimal number of vertices of polygons mutation-
equivalent to P , minus three. We should point out that 5.1 only applies to
polygons with singularity basket {n× 13(1, 1)}; it is not entirely clear how to
generalize it. As an example, the polygon with vertices (−1, 0), (2, 1), (3,−1)
has singularity content (2, {1 × 15(1, 1)}); the conjecture would predict a
degree of 17 for the standard MMLP, but the actual value is 19.
Example 5.3. The computations are expensive, as noted at the start of
Section 2, and the output is very large and not particularly enlightening,
so we’ll show only the simplest few examples here. The simplest smooth
Fano polygon polygon is the one with vertices (0, 1), (1, 0) and (−1,−1),
with singularity content (3,∅): the standard MMLP is x+ y+ 1xy and Lf is
∇2 − 27t3(∇ + 1)(∇ + 2) (as before, ∇ = t∂t); this has ramification index
zero, degree 3 and order 2. The second simplest smooth Fano polygon is the
one with vertices (0, 1), (1, 0), (−1,−1) and (1, 1), with singularity content
(4,∅); here the standard MMLP is x+y+ 1xy +xy and Lf is 8∇2 +t∇(17∇−
1) − t2(5∇ + 8)(11∇ + 8) − 12t3(30∇2 + 78∇ + 47) − 4t4(∇ + 1)(103∇ +
147)− 99t5(∇+ 1)(∇+ 2), this has ramification index 1, order 2 and degree
5. We may observe (though we don’t know how to prove this) that there is
no way to mutate this polygon into one with three vertices.
There are nonequivalent polygons with the same singularity content, but
giving different ramification index for the associated Lf ’s. The simplest ex-
ample is for singularity content (5, {1× 13(1, 1)}: for the polygon with vertices
(−3, 1), (3, 1) and (0,−1), we have order 4, degree 9, and ramification index
zero; for the polygon with vertices (−1,−1), (−1, 2), (1, 1) and (2,−1) we
have order 4, degree 13, and ramification index one.
Remark 5.4. Conjecture 5.1 suggests a way to distinguish nonequivalent mu-
tation classes of Fano polygons with the same singularity content; in the
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minimal case the value for keff is the minimal number of edges (or vertices)
of polygons mutation-equivalent to P . This number together with the singu-
larity content could be an invariant that completely classifies Fano polygons
up to mutation.
Conjecture 5.1, if true, gives us the ramification index and degree directly
from Newt(f), and so gives some bounds on the Ei. We have∑
Ei = 2g(d− 1)− δ − rf(Lf ),
and as there are d singular points, we can write each Ei = 2g − εi, where∑
i εi = 2g + δ + rf(Lf ). This number is always smaller than the degree
(assuming 5.1), so there are guaranteed to be at least d−∑i εi = g2 + g −
2 + (2g − δ)rf(Lf ) points with trivial monodromy and possibly more. This
is quite special, as a generic local system has nontrivial monodromy at every
singular point.
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