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A clearing process describes the net quantity in a service system (e.g. a batch service queue or 
dam) which receives an exogenous random input over time. and has an output mechanism that 
intermittently clears random quantities from the system. A semistationary clearing process is 
strictly stationary over its random clearing epochs. We describe the asymptotic distribution of 
such processes and show how it arises in limits of certain functionals of these processes. An 
asymptotic distribution is different from a limiting distribution, hut it has some similar properties. 
We then identify some clearing processes whose asymptotic distribution is uniform. This is true 
for modulo c clearing with a stationary input if the Palm probability is used rather than the usu;~l 
probability. Our results on this give a partial answer to ali anomaly in the classical economic lot 
size inventory model. We also present a functional central limit law and law of the iterated 
logorithm for clearing processes. as well as a result on the convergence of a cequence of such 
processes. 
Service systems 
semi-stat ;onarg* processes 
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uniform asymptotk distributions 
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1. Introduction 
Many stochastic input-output systems, such as batch serGce queues. dams. 
inventories, computer files, demand-responsive systems, and quality control sys- 
tems, can be modeled as a clearing process, which we define as follows. A system 
receives an input over time according to a nondecreasing continuous-time stochns- 
tic process Y = {Y(t): t 2 0) such that Y(r) is the cumulative input up to time r, and 
Y(t)-+ 00 a.s. Random quantities Q& Qi, . . . are cleared from the system at epochs 
T, s T* 6: . . . ) where T,, + m a.s., by the following rule. After the n-th clearing at 
time T, (To = O), the quantity in the system accumulates for a time A,, until it 
reaches a random level Qn, i.e. A,, = inf{ u Z= 0: Y( T, + tl) - S,* a Qm) where & = 
x,“Ii QL. After a random (service or processing) tinx &. i.e., at the epach 
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T It+* = r9 + A, + B,, a quantity Qk is cleared from the system, where 0 < QL s Qn. 
The r,ei quantity in the system over time is described by 
X(t) = Y(t)- S,, for T, s t < Tncl. 
The n-th cycle of X, during thle time interval [T,, Tn+l) is described by 
X,,(u)=Y(T,+u)-S,, for0su <W,,, 
= 0 for u 3 Wn 
where Wn = T,*i - T,,. We call X a clearing process. When Q,, = QL = c and B, = 0 
as. for all n 3 0, we call X a modulo c clearing process. In this case, every time the 
net quantity in the system reaches the level c, an amount c is instanta- 
neously removed. 
We shall assume throughout this article that (X,,} is a strictly stationary sequence 
of random elements. In other words, X is stationary over its cycles. This means that 
the distribution of Xn,+&), . . . , X,,k+h(tk) is independent of h for any nonnegative 
reals fl, . . l , fk and integers nl, . . . , nk and h. This is equivalent (Proposition 2.1) to 
X being semi-stationary over T [ll]. Two examples are module c clearings in 
which the input process Y is a stationary point process, or a point process whose 
times between points are stationary. 
The subclass of semi-stationary clearing processes in which the XI, X2,. . . are 
independent and identically distributed, are called regenerative clearing processes. 
They are studied in [13] and [ 141 using the theory of regenerative processes. In 
particular, their asymptotic behavior and optimal clearing levels are investigated. 
Several applications are discussed at length in [14]. 
In this article we describe the asymptotic distribution of X, which is defined by 
P(B) = p2 t -’ 5:, 1 ’ L(X(u))du a.s. 
where &( 0) is the indicator function of the Bore1 set B in R, the real numbers. We 
show how p arises in limits of various functionals such as s-‘&tt(X(u))du. Then 
we identify some modulo c clearing processes whose asymptotic distributions are 
uniform. This provides some insight into the anomaly that only for a subclass of 
inp:it processes w.ith stationary increments is it true that p is uniform. In particular, 
we show that if the inverse of Y has stationary increments, then p is uniform. A 
co.roJlary to this is that if Y has stationary increments and the a.s. limit defining p is 
t&en with respect to the Palm probability of Y ([3], [5] and [lo]), rather than the 
usual probability, then p is indeed uniform. These results supplement the basic 
rf:sults in ss) and the references therein on the subject of identifying processes that 
hdve uniform asymptotic distributions. As an application, we give a partial 
explanation to a problem concerning the classical economic lot size inventory 
mod4. In the last section, we present a functional central limit law and a functional 
lijw of the iterated logarithm for .X, as well as a result on the convergence of a 
sequence of clearing processes. 
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2. The statiionarity assumption 
In this section we introduce more notation and discuss sonA:: consequences of our 
assumption that {X”} is stationary. We begin by defining semi-stationary processes. 
Let X - {X(I): t 2 0) be a stochastic process with samp e paths in D = D[O, x), 
the set of functions from R, = [O,m) to R that are rigtt continuous and have 
left-hand limits. We associate with D the smallest a-field th at makes the projection 
mappings x --$ x(t) from D to R measurable for each t E R,. This is the same as the 
Bore1 u-field generated by Skorohod’s J1 topology, see [2] and [7]. We let tit denote 
the translation operator on D defined by &x(u) = x(t + U) for each u. The operator 
0, is measurable since x --, &x(u) is measurable for each U. 
The process X is called strictly stationary if the distribution of X(r, + u), 
. . . , X(t, + U) is independent of u for all tl,. . . , tk. That is, if &X and X are equal in 
distribution for each U. (Hereafter we use “sationary” to mean “‘strictly statio- 
nary”.) 
The process X is called semi-stationary over T = {If”, : n 2 0}, a random sequence 
with To = 0 and W,, = T,+, - T, 3 0 a.s., if the distribution of X(P, -I- T,,,& =. . , 
X&c + Tnk+h), Wn,+hr . . . , MJ,k+h is independent of h for any t,,. . .,tk in R, and 
integers nl, . . . , nk and h in R+. These and other types of semi-stationary processes 
are discussed in [ll]. Similar to Theorem 2.2 in [ 1 i], the following are equivalent 
statements: 
(i) X is a semi-stationary process over T. 
(ii) {(ed, Wn ): tz 2 0) is a stationary s:qu;-znce (of random elements of D x R ). 
(iii) {(X”, Wn): n 3 0) is a stationary sequence, where XR, (jr) = X( T, + P) for I in 
[T,, T,+,), and Xn (t) = 0 elsewhere. 
(iv) For any measurable f : D +R the process X’(f) = f~(fl~X) I E R+, is semi- 
stationary over TI 
We shall frequently use, without mention, the well-known fact that (i) is 
equivalent to (iv) for stationary processes. This by the way, is the key to proving the 
above equivalences. Note that a semi-stationary process X over T in which 
{(Xn, Wn): n 3 0) are independent and identically distributed, is a regeneratke 
process with regeneration times Tn. 
For the remainder of this article we assume that X is a clearing process as 
described in Section 1 with clearing levels Q,, clearing quantities 0: and clearing 
times T,,. Our assumption that the cycles {X0} are stationary has the following 
characterization. 
Proposition 2.1. Tke squence (X,,} is stationcry if and only if X is semi-s~&mt~ 
over T. 
Proof. For each n 3 0 we can write 
W,, = 0 if X,, ( l ) = 0, 
= inf{u > 0: X, (u - ) > X,,(u) = 0) otherwise. 
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That is, W,I = f(Xn) whex j’ is a measrxable function from D to R+. Consequently, 
if {Xn} is stationary, then {(Xn, VV,,)} is stationary and so X is semi-stationary over T. 
The converse assertion is obvious. 
Note that the stationi:irity of (X,,) implies that W,, ,-: A, + B, (n 20) is a 
stationary sequence, and [hat Y(0) and X(m) have the same c‘listribution for each 
II. We shall continue this discussion after we define semi-stationary random 
measures. 
Let ,k denote the set of positive measures on R+ that are finite on compact sets 
(i.e. Radon measures). For p E Ju we write @A or p {A} as the fu -measure of A in 
;93,., the I3orel sets of R,, and we let p (t) = Al, [0, t] for t E R+ denote the cumulative 
distribution function (c.d.f.) of p. Note that p( 0) E D. We associate with 4 the 
smallest a-field that makes the mappings p --) pA for A E 5% measurable. This is 
the same as the Bore1 c-field generated by the vague topology on 4, [I] and [6]. As 
above, we let 8, denote the translation operator on JH defined by &p{A > = 
p{A + t} for A E %I+ and I 5 R,. A random measure 5 on R, is defined to be a 
measurable function from a probability space to &. If (A is an integer a.s. for each 
A E 93, then 6 is a point process. Some basics of random measures are discussed 
in [6]. 
Let 6 be a random measure on R,-. The 5 is called stationary if the distribution 
of &%+t},..., s{Ali + t} is independent of t for all Al,. . . , Ak in %+ and 
t E R+. The 5 is called semi-stationary over T = {T,) if the distribution of 
6{&+ K,J,..., S& + Tn&, K,+,z, . . . , Wnk+,z is independent of h for each 
4 . . .,,qk in 3, and integers yt14,. . , , nk and h. 
SL-lilar to the above, one can easily show that the following statements are 
equivalent: 
0 i 
( ) ii . . . 
( ) 111 
6 is a semi-stationary measure over T. 
m-k, K): n 20) is a stationary sequence. 
K5n7 Wn): n 3 0} is a stationary sequence, where 
&A = ({{A + T,) n [T,, T,,+ J} for A E a+. 
Another important concept we use is that of an inverse of a measure. Let 
v&,=(p EM: ,uR+= x}, which is a measurable subset of A. We define the inverse 
of p E & to be the measure @ whose c.d.f. is 
fi(t) = inf{s 20: s(s) > t} for t E R,. 
The mapping p + C; from 4, to JH, is measurable. This follows since for each cy 
and t in R, the set 
is a measurable set in &, which means that p -+ /;(tj is measurable for each t. 
We now show how the tstationarity of the cycles {Xn} of X is related to the 
structure of the input process Y. To this end we shall view Y as a c.d.f. of a random 
measure which we also denote by Y. Note that p is alsa a random measure since 
the inrlerse mapping is measurable. 
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Proposition 2.2. If {X”, Q :} is stationary, then Y is a semi-stationary measure over 
T, (n 2 I), and ? is a semi-stationary measure over TE = YIO, 1:) (n 2 I j. 
Proof. For each n 3 0, yet 
Y,(t)= YET*, T, + t] for 0s t < Wn, 
= Y[ T,,, T,,1) for t 3 IV,,- 
Note that Y&)=0 if W,, = 0. By the definition of X,, we have for 0 G t < W,,, 
* Y,(t) = X”(t)+ S, - Y[0, T,) 
and 
= Xn (t) - Xn-,( K-r) + QL 
Y, (t) = X,, (W,,-j- X,-,( W,-,-)a- QL for t 2 W”. 
In proving Proposition 2.1 we showed that W,, is a measurable function of X,,. It 
then follows that Y,, is a measurable function of {X,, X,, _I, o,l-,) for each n 3 1. 
Consequently, if {X,,, QL} is stationary, then (Y,,, W,,) (n 3 1) is stationary, and by 
the above comments, this is equivalent to Y being semi-stationary over T, (n 3 I). 
To prove the second assertion first note that for n 3 1, Tz = Xn ,( Wn I ) + S,, _ I, 
and so 
W:= T:+,-T:= -X,1 (w/n-) - Xc,( Ww-t ) + Qnl ia 
Now let 
p(t)= p[Tz,TX+t] forOs:<.WX, 
For W*,>p 0 and 11 G t < Wf it follows by the properties of inverses that 
c,,(t) = p(T: + tj- P[O, T:) 
= inf{u: Y(u) > T*, + t} - Tn 
= inf{u: Y(T” + u)> TE + t} 
= inf{u : X,(u) > Xn_,( Wn-,-j - Q,L + t}. 
Thus, ?,, and W f are measurable functions of (X,+ X,,, QL-J for each n 2 1. The 
argument for the first assertion now applies to yield the second assertion. 
Proposition 2.3. The {X,, Q Lj is stationary if either 
(i) Y is a semi-stationary measure over T, (n 20) with Y(0) = 0 and Q:= 
Y(T,, ?n+l] for each n 20, or 
(ii) Y is a semi-stationary measure over S,, (n 20) and Q,, = Qf* and B,, = 0 
for n 2 0. 
Proof. This proof is similar to that for Proposition 2.2. When (i) holds use the 
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representation 
X”(t)= Y[T,, ‘rn + t) for Og t < W,,. 
And when (ii) holds use T,, = ‘li[O, Sn) and the representation 
X,,(t) = Y(T,, + t)- S,, = inf{u : e(u) > T,, + t} - S,, 
= inf{u: P[S,, S, + v] > t} 
for 0 s t < vv, = QS”, S,+,). 
The above propositions are useful for identifying semi-stationary cleazing 
processes. As an illustration, suppose that X is a modulo c clearing process where c 
is an integer. TheIi X is a semi-stationary clearing process in each of the following 
cases: 
(1) Y is a stationary point process without mul@ple points (this case falls under 
Proposition 2.3(i)): e,g. a doubly stochastic Poisson process with a stationary 
intensity process. 
(2) Y is a point process whose times between points is a stationary process (this 
case falls under Proposition 2.3(ii)). 
(3) Y(t) = &Z( s )d s, where 2 is a positive real-valued stationary process (this 
case falls under Propokition 2.3(i)). 
3. Asymptotic distributions 
In this section we describe the asymptotic distribution of the clearing process X, 
and then show hew it arises in limits of certain functionals of X. 
Theorem 3.1. Stippose {Xn) is an ergodic stationary sequence and E Wo < 00. L,et 
p[O,x] = :Emin(P(x), Wo}/EWo for x E R+. 
Let f be a Borel fcrrnctioiiz from R, to R such that 
E sup (~l’f(Y(u))dul:O~tc Wo (3 1) . 
Then as t -+ m, 
and 
t -’ 
I 
’ f(A:(u))du + 
0 I 
R+ f(x)dp(x) a.s. (W 
I 
I 
t 
-1 
la (X(u))du *p(B) a.s. for each B E 3+. (3 3) . 01 
iVote that the asymptotic distribution p is different from a limiting distribution, 
but its role in (3.2) is the same as a limiting distribution. 
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Remark 3.2. The above assertions hold if {Xn} is not ergodic. In this case, the 
expectations in the definition of p are conditional expectations conditioned on the 
invariant a-field of {X,,}. 
Remark 3.3. Note that for modulo c clearing processes 
pfO,x] = Ep(x)/EP[O, c) for0 =z x < 6. 
Proof of Theorem 3.1. Under the hypotheses, it follows by the ergodic theorem for 
stationary sequences that 
T,’ l;, f(X,,(u))du = n-’ n-’ c I”” f(Xk (u))du l(n%) 
k=O Tk 
-+E 
I w” f(W )Wu 0 
Using the change of variable formula for integrals, 
I 
w” f(X(u))du = 
0 I 
f(Y(u))~WOl(u)du = 
where 
5[O,x] = A{OS ill 6 wo: Y(u)Gx} 
/EWoa.s. as n-+x. 
we have 
I f(x)dHx), 
= sup{0 s u G Wo: Y(u) S x} = min{ P(x), W,). 
and A is the Lebesque measure. Taking the expectation of the Patter integral. we 
then have 
T,’ 
I 
T” f(X,(u))du + 
I 
f(x)dp(x) a.s. as n -9%. 
0 
R 
+ 
In view of this and (3.1), an application of Corollary 5.1 of [12] yields (3.2). The 
assertion (3.3) is a special case of (3.2) in which (3.1) is satisfied since 
I 8t I. (X(u))du s Wo forOSt < W,. 0 
Theorem 3.4,. Suppose {X,,} is an ergo& sequence rind! E W,, < =. Let fi (t E R,) be 
Bore1 functions from R to R such that 1 fi (x)1 G g(x) where g satisfies (3. I), an4 
h(x)+ f(x) for p - a.e. x. Then 
t -’ c t ft(X(u))du + \ f(x)dy(x) a.s. 
as I--,%. 
. 0 
(3.3) 
Proof. Clearly, 
t -’ 
I 
’ fi (X(u))du = t -’ 
I 
TN“) J (X(u))du + t -’ 
I 
’ fp (X(u))dtr, 
I 0 0 r:?Gt, b 
where N(t) := sup{ n : T, s t}. Using a change of variable (3s we did in thtz 9wt 
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be written as 
f%,) _ . . 
t -‘Ttw J f, (x )bW ddx )0 
wheire 
&,B = T,’ IT” Brg (X(u))du. 
0 
(3 5) . 
It is well-known t.h;~t rC’T,, --, EW(, a.s. implies t-‘N(t)+ E Wi* a.~., so that 
a -‘TN{,,+ 1 ir.s. By Yrneorem 3.1 we have &(,]B -3 p(B) a.s. for each B f 3, and 
(3.2) holds for g, ‘Thrus it follows by the generalized dominated convergence 
theorem in 19, p, 2301 that the integral in (3.5) converges a.s. to Sf(x)dp(x). Now 
the, assertion (3.4) will follow upon showing that 
t 
-1 
I 
’ fi (X<u))du --$O as. as t-m. (3 6) . 
rnif) 
To see this let 
M, zk j;ur ( j-’ 
TV4 
g(X(u))du : t E [Tn, 7-n+,)] . 
The M, is a stationary sequence and our assumption (3.2) says EMI +=: *. By the 
ergodic theorem, n-%4,, -4 a.s. Then (3.6) follows since 
t 
-I I 
I 
1’ 
TN(t) 
fi (X+ ))du 1 s (t-‘N(t))(N(t)-‘MNc,I)-, 0 a.s 
Thiis comp!.etes the proof. 
The above r’esults as well as those in iSection 5 hold for any semi-stationary 
process that arises in conjunction with X. For example the processes 
U(t) = t - 7&(,) and V(t) = TNfrl+, - t 
where N(t) = sup(n : T, G t}, are each semi-stationary processes over T,,, since 
( Wn} is stationary. The U(t) and V(t) represent the times since the last clearing 
before t, and the time to the next clearing after t, respectively. Similar to Thiarem 
3.1, we have the following result, which is a generalization of a well-knowr result 
for renewal processes. 
Theorem 3.5. Suppose { W,,) is an ergo&c s$ationary sequence with E W;, < 00. Then 
t--La, J -’ lim f -’ Ire, x,( U(s))ds 0 = !ill t-’ I 0r 4o,x,(W))ds 
= (EWo)-’ /‘P(W+ u)du a.s. for .K ER,. 
0 
The results here and in Section 5 also hold for functionals of several processes 
such as for r-$&X(s), U(s), Vi(s))ds. 
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4. Modulo c clearing processes having uniform asymptotic distributions 
In this section we assume that X is a modulo c clearing process (i.e. QL - 0, = c 
and B, = 0). A special case is a clearing process in which Q,, = c, Qh = Y( T,, T,* ,I, 
& = 0 (for II a 0) and either Y is continuous or Y has only unit jumps and c is an 
integer. We know from Remark 3.3 that the asymptotic distribution of X is 
~[O,x]=E?(x)/Ep(c-) for x E[O,c). (4.1) 
Our aim here is to give some sufficient conditions on Y for p to be a uniform 
distribution. 
For the special deterministic case in which Y(t) = at for some a > 0, it obviously 
follows that p is uniform. This might lead one to conjecture (without knowing (4.1)) 
that if Y is a stationary random measure, which implies EY(r) = nt, then p would 
be uniform. Looking at (4.1), however, one can see that it is the linearity of EPk) 
rather than that of EY(Cj that yields a uniform p. More specifically, we have the 
following result. 
Theorem 4.1. If p is a stationary random measure such thar (X,,) is ergodic and 
E P(1) < m, then p is uniform OH [0, c). 
Proof. Since Y is stationary, it is also semi-stationary over S,, = nc. Then from 
Proposition 2.3 and Theorem 3.1, we know that p is given by (4.1). NOW the 
stationarity of Y imp&es that 
Ep(O,x] = x Eq(O, l] for each x 30. 
Also Y(x) = Ca a.s. for each x z 0, since 
E?(X) = E lim Y(x - n-‘.x] 
n-- 
= EY(O,x] -- ~~IJIJ I&(0,x - n-7 = 0. 
From these observations and (4.1) it follows that p is uniform on [O, c). 
A discrete analog of Theorem (4.1 i: as follows. 
Theorem 4.2. Suppose Y(t) - sup(n 2 0: Z,, s t}, where Z,, = CT =1 Yk and ( k”s, i is 
a stationary eigo&c sequence of nonnegatiue random variables with 0 < 16, Y&c X, 
and c is an integer. Then p is uniform on the set (0, 1, . . *, c - 1). 
Proof. Under the hypotheses 
E~(x)=EZ~,+,~==[X+~]EY, forxs0, 
where [u] denotes the integer part of u. The rest of the proof follows as above. 
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For the next result we assume that Y is a stationary random measure. With no 
loss in generality, we assume that the underlying probability space 112 is A, the set of 
Radon measures on R,, and that 
Y(A + :, o) = Y(A, 9,~) 
for each w e 0. We let i) denote the Palm probability measure of Y. This is ‘befined 
on the set & ==& EA: /-;(O)=O} when p =EY(l)<m, by 
I 
1 
a(A) =: Q--l I,(e,Y)dY(t) for A E @ = kb n 9, 
0 
where ,9 is the g-field on a, see [3], [5] or [lo]. The p is interpreted to be the 
“conditional distribution of Y conditioned on the event that Y has a point of 
increase at 0”. 
Theorem 4.3. Suppose Y is a stationary random measure such that {X,,} is ergodic, 
and I%(l) and EY(1) are finite. If Y(t) is a.s. continuous, then for each B E 93+, 
t 
--1 I ’ ha (X(u))du * p(B) Ii - a.s., 0 (4 2) . 
where p is uniform on [0, c 3. 
If Y is a point process whose atoms are unit masses and c is an integer, then (4.2) 
holds w.here p is uniform on (0, 1, =. . , c - 1). 
Proof. If Y is a stationary measure and Y(t) is a.s. continuous, then from 13, p. 2181 
and [15] we know that ? is a stationary measure on the Palm probability space 
(fi, 9, P). Then (4.2) follows from Theorem 4.1. The second asslertion follows 
similarly from [3] and [15] and Theorem 4.2. 
The assertion (4.2) with the Palm probability fi, means that X is uniformly 
asymptotically distributed, conditioned on the event that Y has a point of increase 
at 0. The latter insures that the first cycle of X begins with a point of increase of Y, 
just as the subsequent cycles do by the nature of clearing when a given level is 
attained. 
The above result is nicely illustrated by the classical economic order quantity 
(EOQ) inventory model [16, p. 8031, which is widely user:! in industry. I’his model 
describes an inventory system in which an initial quantity c is placed in inventory 
;rnd as time passes the inventory declines at a constant rate a until it reaches zero, 
at which time another quantity c is immediately placed in inventory. This cycle is 
repeated indefinitely. The inventory level over time is given by 
Z(t) = c - X(t) for t 3 0, 
where X is our modulo c clearing process with Y(I) = at. The quantity c (the 
EOQ) is given by c = -q(2aK/h), when the cost of ordlering a quantity x is K + bx, 
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and h is the cost of holding one unit of inventory per unit time. This formula for c is 
based on the property that the average inventory level over time is ic, which follows 
since X is uniformly asymptotically distributed. It appears that this inventory 
model should also apply when the demand (our Y) is a stationary random measure 
with EY(t) = at. We can now say (knowing Theorem 4.3) that it does apply when 
demand occurs either continuously or in unit jumps and when one starts viewing 
the process when a demand occurs. 
We now return to the case in which Y has stationary independent increments. 
We know that p is generally not uniform, but it is for the special case described as 
follows, which is from [8]. 
Remark 4.4. Suppose X is a modulo 1 clearing process, without the assumption 
that {Xn} is staticnary. If Y has stationary independent increments such that 
Y(0) = 0 a.s. and there is no rational number r for which all the Y(t)‘s are as. 
integral multiples of r, then X is uniformly asymptotically drstributed. 
Another general result from [8] that 
stationarity assumption) is as follows: 
applies to modulo c clearing (without our 
.Remark 4.5. If there is a function Ic, from R+ to R+ such that #(x)-+() implies 
x + 0, and for some a 2 0, 
IIo..x)(X(u))du - xc -I dt < =, 
> 
then X is uniform ly asymptotica .lly distributed. 
5. Functional limit laws and convergence of sequences of clearing processes 
We now present a functional central limit law and a functional law of the iterated 
logarithm for semi-stationary clearing prozesses. For this we assume tha: X is a 
clearing process that satisfies the following conditions: 
(i) {Xfl} is a stationary &-mixing sequence [2, p. 1661 with &$fi:’ c x. 
(ii) E Wi < 00. 
We also assume that f is a Bore1 function from R to R such that: 
(iii) EM: < x, where M, = sup{ I&f(x(u))du : t E [To, Tm+,)). 
Let a = EU/r, A = &EJ,W”f(x(u))du, 
(Yt, Y’,) = (W,l - a, I:” 
” 1 
f(X(u))dld - Al&) . 
From (i) and (ii) it follows :hat {(Y!,, Yf): n 3 0} is a stationary & -mixing se+Mznce 
with cr=, +!,“< x, EY: = 0, and E(YiYQ<x for i,j = 1.2 12, pa M). 
more, by [2, Theorem 20.11, the following quantities exist 
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oij =E(Y’;!Yi)+ 2 E(YfYi) + 2 E(Y:y’l). 
k--2 k=2 
For the following result we assume that 
and 
(I 
111 
z”(t) = 11 -“z f(X(u))du ‘- nAt 
0 
Z:(t) ==s fl-“2(Ti,,I -- nat) for t 3 0. 
Theorem 5.L If conditions (i)-(iii) hold and oil and 022 are positive, then 
(Zn, 25;) -2 (ae1j2 W’, W’) 
where (W’, W’) is a Weiner process in D X D such that (W’(l), W’(1)) has zero 
mean and covariance matrix (ail}. 
Proof. This follows from Corollary 5.2 in [12]. 
For the next result we assume that 
z:(t) = B,’ (I on’ f(x(u))du - nAt) for t z=O, 
where BE = 2ncr:rlog log n, itnd we let K denote the set of absolutely cl>ntinuous 
functions x E D such that J:(O) = 0 and Jz x’(t)‘dt < 1. 
Theorem 5.2. If conditions (i)-(iii) hold and cr22 > 0, then (2:: n 2 3) is a-s. 
relatively compact with set of limit points {x(a l ): x E K}, 
Proof. Let 
z:(t) = I?,’ 
(I 
*[““I 
o f(x(u))du - ATi,,,] 
> 
for t 30. 
From Corollary 3 in [12], with obvious modifications, it follows that {ii?:: n a 3) is 
a.s. relatively compact with limit points K. Also by the ergodic theorem and (i.ii) we 
have 
B,‘M, :: (~,‘nl/2)(n-‘/2 M”)-+ 0 a.s. Thus the assertion follows by an 
application of Corollary 2.3 (and Remark 2.4 in 1121. 
For our next result we as!;ume that X is a clearing process such that {X,} is 
stationary. We Izt X(I), X@), , . . be a sequence of similar clearing processes. 
Theorem 5.3. If for any ml,. . . , mk and k Z= 1, 
(X (n) #n,, l l . , X’,“,‘) -5 (XI,, l ” l , L, ), 
troen X’“‘-% _X. 
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Proof. It suffices to sholv that X’“‘G X on D [0, s], for any X-continuity point s, 
see [7]. Furthermore by Theorem 5.1 of [2] we: need only show this for nonrandom 
functions X(“’ and X. To this end let s be a continuity point of X and pick jn such 
that T,, > s. We can always write 
X”“‘(t) = 2 Xl(kn)(t - Tk) 
k=O 
since Xy), Xp), . . . , have disjoint supports. Then 
X~)o@p’ on [O,s], 
k=O 
where 0 denotes the composition operator and @p’(t) = t - T’k”.!, for t ~4. Clearly, 
@‘,“)-, ak uniformly on compacts, where @k (t) = t - Tk- 1. By the hypothesis and 
[2, p. 1431 we have 
‘@‘,“‘--+xk ‘Qjk on D[O, s]. 
Since the latter limits (for 0 G k s m ) have disjoint supports it follows by the 
continuity property of addition in D[O, s], see [17]., that 
x”“)+ m xk o Dk = x c on D[o,s]. 
k-l 
This completes the proof. 
Example 5.4. Suppose X and X(“) (n Z= 1) are module c clearing processes with 
respective input processes Y and Y’“‘. Suppose further that 
Y’ = n Ifl) cs nk 
k=l 
where &l, . . . ? &n are indeperident random measures on R+, as in [6, p. 2321, such 
that Yen)-% Y where Y is a Poisson process. Using the representation of X, in the 
proof of Proposition 2.3 it follows that the hypothesis of Theorem 5.3 is satdied, 
and so X(“‘sX . 
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