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Abstract
Recent improvements in object detection have shown po-
tential to aid in tasks where previous solutions were not able
to achieve. A particular area is assistive devices for indi-
viduals with visual impairment. While state-of-the-art deep
neural networks have been shown to achieve superior object
detection performance, their high computational and mem-
ory requirements make them cost prohibitive for on-device
operation. Alternatively, cloud-based operation leads to
privacy concerns, both not attractive to potential users. To
address these challenges, this study investigates creating
an efficient object detection network specifically for OLIV,
an AI-powered assistant for object localization for the vi-
sually impaired, via micro-architecture design exploration.
In particular, we formulate the problem of finding an opti-
mal network micro-architecture as an numerical optimiza-
tion problem, where we find the set of hyperparameters con-
trolling the MobileNetV2-SSD network micro-architecture
that maximizes a modified NetScore objective function for
the MSCOCO-OLIV dataset of indoor objects. Experimen-
tal results show that such a micro-architecture design explo-
ration strategy leads to a compact deep neural network with
a balanced trade-off between accuracy, size, and speed,
making it well-suited for enabling on-device computer vi-
sion driven assistive devices for the visually impaired.
1. Introduction
The success of AlexNet on the 2012 ImageNet challenge
demonstrated the efficacy of convolution neural networks
for image recognition [2]. The realization of convolution
neural networks when applied to large datasets led to rapid
advancements in not only image recognition, but also other
areas of computer vision, such as depth estimation and ob-
ject detection. As computer vision continues to improve,
there is potential to aid in tasks where previous solutions
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struggled. One area where computer vision can make an
impact is assisting those with visual impairment. Accord-
ing to [1], there are 36 million people in the world who are
legally blind. For these individuals, undertaking daily tasks
are demanding. Recent advances in computer vision have
the potential to assist them in their daily tasks, such as pro-
viding scene descriptions, identifying people, and locating
displaced objects.
An integral part of many assistive devices for the visually
impaired is object detection. However many object detec-
tion neural networks are large and require powerful graphi-
cal processing units (GPUs), leading to a trade-off between
cost and privacy. If the device contains a local GPU to pro-
tect autonomy over personal data, affordability decreases.
As an alternative, cloud services provide a more affordable
solution at scale, however, privacy concerns arise over data
access. In addition, the increasing complexity of these deep
neural networks is one of the obstacles to widespread de-
ployment on edge devices, where computational power and
memory capacity are significantly lower than GPUs.
To address these challenges, we propose OLIV, an AI-
powered assistant for object localization for the visually im-
paired [7]. For the system to be cost efficient and reduce pri-
vacy concerns, the object detection aspect of OLIV must be
able to run locally. To achieve this, a network architecture
exploration approach is investigated to create an optimal ob-
ject detection network. In particular, this can be formulated
as a numerical optimization problem, where we find a set of
hyperparameters that optimizes the trade-offs between ac-
curacy, speed, and size of the deep neural network.
2. OLIV
The proposed OLIV system [7], shown in Figure 1 is
designed to aid individuals with visual impairment to locate
displaced items in an indoor environment, and is comprised
of three main components: i) a speech module, ii) an object
detection module, and iii) a logic unit module.
When a user wishes to locate a displaced item, he or she
issues a verbal query to OLIV. The speech module, which
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utilizes an off-the-shelf commercial smart assistant, inter-
prets the user’s verbal query and sends a parsed query to
the logic unit module. The logic unit module triggers a
snapshot of the scene using a camera, which is received by
the object detection module. The object detection module
identifies all objects of interest and their corresponding ob-
ject labels and locations. The object detection module then
feeds that back to the logic unit module. Based on the user’s
intent along with the object type and location information,
the logic unit module calculates the relative location of the
queried object to the other objects in the scene and con-
structs a semantic description providing directions for the
user to locate the object. Finally, this semantic description
is communicated to the speech module to be verbally con-
veyed back to the user. By providing descriptions of where
an object is, the user’s mental map can be updated, increas-
ing their independence. Thus, it can be seen that the design
of fast, but accurate on-device object detection is critical to
the success of OLIV as an assistive tool.
3. Micro-architecture design exploration
Inspired by the small and fast architecture of
MobileNetV2-SSD [4, 5], this study is motivated to
take it one step further by accounting for the specialized
application of indoor object detection for individuals with
visual impairment required for OLIV, which has a smaller
number of target classes. Given the reduced number of
classes, an exploration of hyperparameters is conducted
to find a network that offers the best trade-offs between
performance, speed and size for on-device object detection.
3.1. Architectural design hyperparameters
MobileNetV2 includes two additional hyperparameters,
width and resolution multiplier. The width multiplier, α, af-
fects the width of the network uniformly at each layer by
multiplying the number of input channels and output chan-
nels by α. The resolution multiplier, ρ, changes the rep-
resentation by multiplying each feature map by ρ [5]. Al-
though reducing the width and resolution makes the model
smaller and faster, accuracy decreases.
3.2. Architectural design optimization
To address the trade-off between accuracy, speed and
size, the micro-architecture exploration approach is formu-
lated as a numerical optimization problem, with the goal
of finding the set of width and resolution hyperparameter
pairs, defined as θ = {α, ρ}, that maximize a modified
NetScore. NetScore is a quantitative assessment of the bal-
ance between accuracy, computational complexity and net-
work architecture complexity of a deep neural network [8].
The modified NetScore function is defined as:
Ω(N (θ)) = 20 log
( a(N (θ))κ
p(N (θ))βr(N (θ))γ
)
(1)
where a(N (θ)) is the accuracy of the network, p(N (θ))
is the number of parameters in the network in millions,
r(N (θ)) is the CPU running time in seconds, and κ, β, γ
control the the influence of accuracy, architectural complex-
ity and computational complexity, respectively. While ar-
chitectural and computational complexity are important for
this application, accuracy remains the most important met-
ric in the objective function since accuracy is directly cor-
related to the potential usefulness and benefits to the user’s
current lifestyle. To reflect the requirements, the weightings
for accuracy, speed and size are set to κ = 1, β = 0.45 and
γ = 0.2 respectively.
The formal objective function used to determine the most
optimal hyperparameters for this application is defined as:
θˆ = argmax
θ
Ω(N (θ)) (2)
where θˆ is the width and resolution hyperparameter pair that
maximizes the modified NetScore, Ω(N (θ)).
4. Results and discussion
For this study, MSCOCO-OLIV dataset, a 21 class sub-
set of the labeled COCO2017 [3] train and val images that
contain indoor objects, is used for training and evaluation.
Different models are trained end-to-end for 800k steps us-
ing an initial learning rate of 0.004, decaying by a factor of
0.95 every 200k steps. Each model’s backbone architecture
is initialized with the pretrained weights from the closest
MobileNetV2 classification model trained on ImageNet [6].
Figure 2 offers an in-depth insight into the effects of the
the width multiplier and input resolution on overall mAP
and CPU running time. These results show that in general,
as the width multiplier and input resolution increase, the
mAP and CPU run-time also increase. However, there is
a certain point where there are diminishing returns in the
increase of mAP. Based on the mAP plot, there is little in-
crease in mAP after the width multiplier reaches 1.15 and
input resolution reaches 220. However, in the CPU time
plot, run-time continues to increase linearly as the width
multiplier and input resolution increase.
Although the previous analysis results offer insight on
the effects of width and resolution hyperparameters, those
results do not give a quantitative answer as to which model
offers the best trade-offs for the case of assistive devices
for the visually impaired. As such, we employ the architec-
tural design optimization strategy mentioned in Section 3.2.
To take a deeper look into this architecture design optimiza-
tion process, Figure 2 illustrates how the modified NetScore
changes depending on the width multiplier and input reso-
lution. Based on Figure 2, the model with hyperparameter
pairs, width multiplier of 1.3 and input resolution of 224,
achieves the highest score of 68.7, indicating that this model
offers the best balanced trade-offs for OLIV.
Figure 1. System overview of OLIV, which consists of three main components: a speech module, logic unit module and object detection
module. The computer vision component is boxed in blue.
In this paper, we investigated a micro-architecture ex-
ploration approach to create an object detection network
specifically for OLIV. Based on experimental results, this
approach resulted in a well-suited compact object detection
model that offers a balanced trade-off between accuracy,
speed and size. Moreover, this approach has the potential
to be applied to other assistive devices to offer users a cost-
efficient and secure solution.
References
[1] Blindness and vision impairment, Oct 2018. 1
[2] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet
classification with deep convolutional neural networks. In
F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger,
editors, Advances in Neural Information Processing Systems
25, pages 1097–1105. Curran Associates, Inc., 2012. 1
[3] T. Lin, M. Maire, S. J. Belongie, L. D. Bourdev, R. B. Gir-
shick, J. Hays, P. Perona, D. Ramanan, P. Dolla´r, and C. L.
Zitnick. Microsoft COCO: common objects in context. CoRR,
abs/1405.0312, 2014. 2
[4] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. E. Reed, C. Fu,
and A. C. Berg. SSD: single shot multibox detector. CoRR,
abs/1512.02325, 2015. 2
[5] M. Sandler, A. G. Howard, M. Zhu, A. Zhmoginov, and
L. Chen. Inverted residuals and linear bottlenecks: Mo-
bile networks for classification, detection and segmentation.
CoRR, abs/1801.04381, 2018. 2
[6] M. Sandler, A. G. Howard, M. Zhu, A. Zhmoginov, and
L. Chen. Mobilenetv2. https://github.com/
tensorflow/models/blob/master/research/
slim/nets/mobilenet, 2018. 2
[7] L. Wang, A. Patnaik, E. Wong, J. Wong, and A. Wong. Oliv:
An artificial intelligence-powered assistant for object localiza-
tion for impaired vision. Journal of Computational Vision and
Imaging Systems, 4(1):3, Dec. 2018. 1
[8] A. Wong. Netscore: Towards universal metrics for large-scale
performance analysis of deep neural networks for practical us-
age. CoRR, abs/1806.05512, 2018. 2
Figure 2. Effect of width multiplier and input resolution on mAP
(top) and CPU time (middle), and modified NetScore results
shown as a surface plot (bottom). Arrow indicate optimal model.
