For mobile multimedia systems, advances in battery technology have been much slower than those in memory, graphics, and processing power, making power consumption a major concern in mobile systems. The computational complexity of video codecs, which consists of CPU operations and memory accesses, is one of the main factors affecting power consumption. In this article, we propose a method that achieves near-optimal video quality while respecting user-defined bounds on the complexity needed to decode a video. We specifically focus on the motion compensation process, including motion vector prediction and interpolation, because it is the single largest component of computation-based power consumption. We start by formulating a scenario with a single receiver as a rate-distortion optimization problem and we develop an efficient decoder-complexity-aware video encoding method to solve it. Then we extend our approach to handle multiple heterogeneous receivers, each with a different complexity requirement. We test our method experimentally using the H.264 standard for the single receiver scenario and the H.264 SVC extension for the multiple receiver scenario. Our experimental results show that our method can achieve up to 97% of the optimal solution value in the single receiver scenario, and an average of 97% of the optimal solution value in the multiple receiver scenario. Furthermore, our tests with actual power measurements show a power saving of up to 23% at the decoder when the complexity threshold is halved in the encoder.
INTRODUCTION
Despite recent advances in mobile multimedia systems, power consumption is still a major concern. A crucial problem for hand-held devices such as netbooks and smartphones is sustaining long battery life given the large amount of energy required for video decoding and rendering. Furthermore, as codecs become more advanced with higher computational complexity, their power consumption increases. This can be seen in the H.264 video coding standard [Joint Video Team 2010] which requires more power than its predecessor, and the HEVC specification [Bross et al. 2013; He et al. 2013] which increases the decoding complexity by more than 61% compared to H.264/AVC [Viitanen et al. 2012] .
Among various factors that affect power consumption, computational complexity, which consists of CPU operations and memory accesses, is one of the main factors [Lee and Kuo 2011; Semsarzadeh et al. 2012] . As such, a method for encoding video streams in a way that optimizes the trade-off between the video quality of a stream and the decoding complexity of a receiver would be a vital and valuable contribution. Such a method would be useful for video on demand content providers, such as NetFlix and YouTube, who could use our method to enable longer playing times for their mobile customers.
Video conferencing and live broadcasting services also have mobile customers. However, these services have a different requirement than video on demand services: they must stream the same video simultaneously to multiple receivers with different bandwidth and complexity requirements. To address the different requirements in these settings, solutions such as Scalable Video Coding (SVC) ] have been proposed and deployed. SVC creates one or more subset bitstreams, known as layers, each of which has a lower bit-rate than the original video stream, and SVC offers different types of scalability including temporal, spatial, and SNR/quality scalabilities. Each receiver can select the video layer(s) that it needs depending on its capabilities. For mobile receivers in a video conferencing or live broadcasting session, we need a method that can encode a video in a way that optimizes the trade-offs between video quality and multiple decoding complexity limits based on the video layer(s) to which the different receivers subscribe.
In this article, we first address the video on demand scenario by developing a method to maximize the video quality of a single video stream while guaranteeing that the complexity needed to decode the video does not exceed a specific user-defined threshold. We formulate this single threshold scenario as a rate-distortion optimization problem and present an efficient decoder-complexity-aware video encoding method to solve it. Our experiments with the H.264/AVC video codec show that our method can achieve up to 97% of the optimal solution value. Our method for a single video stream can be used to complement existing video streaming techniques in video on demand applications, such as MPEG Dynamic Adaptive Streaming over HTTP (DASH), Real-Time Protocol (RTP), or any other streaming method for video on demand. A preliminary version of this part of our work was presented in Jamali Langroodi et al. [2013] .
Then we extend our approach from the single threshold scenario to the multiple receiver scenario of video conferencing and live broadcasting, taking into account the different complexity restrictions of the mobile users. Our method for this scenario is a decoder-complexity-aware video encoding method that satisfies the decoding complexity requirements of multiple users while maximizing the overall video quality of all layers. Our experiments with H.264/SVC show that an average of 97% of the optimal solution value can be achieved.
We also measured the actual savings in power consumption achieved by our method in the multiple receiver scenario. Our results show power savings of up to 23% and an average of 13%. In our work, we focus on the motion compensation process, including motion vector prediction and interpolation, in which macroblocks coded with different inter-prediction modes have different decoding complexities. The motion compensation process accounts for as much as 38% of the decoding complexity [Horowitz et al. 2003] and is the single largest component of computation-based power consumption. Our reported average power saving of 13% is more than one-third of the 38% portion that the motion compensation component contributes.
The rest of this article is organized as follows. Related work and essential multimedia background are reviewed in the next two sections. Our system model and methodology are described in detail in Section 4. Section 5 presents our experimental results and performance evaluations. Finally, we conclude in Section 6.
RELATED WORK
Many researchers have focused on reducing the decoder side complexity and have proposed heuristics to facilitate receiver side computations. Wang et al. [2013] proposed a low complexity deblocking filter algorithm for multiview video coding based on an investigation of view correlations in the motion skip coding mode. They claimed that if the boundary strength (BS) value, which is one of the criteria for smoothing the edges in the deblocking filter component, can be directly copied from the associated reference macroblock in a neighbouring view, then a significant amount of deblocking filter computation can be eliminated with negligible quality degradation.
Another deblocking filter heuristic was proposed by Choi and Ho [2008] to decrease the number of unnecessary BS decisions leading to a computational complexity reduction for this component. The authors exploited the number of operations involved in each BS type in the deblocking filter process and also applied a newly designed filter, which is much simpler than the conventional filter, to each BS type. A fast prediction algorithm was also proposed to determine the BS values of successive lines of pixels using the BS values of the first line of pixels since they possess similar characteristics and amounts of blocking artifacts.
A fast smoothing decision algorithm was proposed by Jung and Ryoo [2013] to reduce the computational complexity of intra-prediction hardware in an HEVC decoder hardware architecture. The proposed hardware is a shared operation unit that shares adders for computing common operations of smoothing equations to eliminate computational redundancy which reduces the number of the execution cycles of the component.
There have been numerous attempts to create comprehensive modelling schemes for decoders with the goal of creating a decoder complexity controller infrastructure. Ma et al. [2011] modelled the whole H.264/AVC video decoding process by determining the fundamental operation unit, called the Complexity Unit (CU), in each decoding module. Each module, based on its individual properties, has its own CU such as bit parsing, macroblock data structure initialization, and half-pel interpolation. Such CUs are determined empirically for a fixed implementation and then a product of the average number of cycles required by each CU over a frame or a group of pictures (GOP) is multiplied by the number of CUs reported in a decoder module to obtain the time complexity. To validate, the proposed complexity model was tested on both Intel and ARM hardware platforms to decode H.264/AVC bitstreams. A major difference between the approach that we propose in this article and all of the work cited previously is that our methods adapt to user-specified limits on computational complexity.
A complexity model of the motion compensation component of a video decoder based on the number of cache misses, the number of y-direction interpolation filters, the number of x-direction interpolation filters, and the number of motion vectors per macroblock was presented by Lee and Kuo [2010] . This work is similar to the model proposed by Semsarzadeh et al. [2012] ; in both models, there is a weight associated with each number of complexity units calculated in a training phase. First, the number of each type of CU is extracted in a training pool of video sequences during the encoding phase, and then each bitstream is decoded on the encoder side to find the best fitting weights for each CU to establish an estimation model. The approach in Semsarzadeh et al. [2012] differs from the approach in Lee and Kuo [2010] in that the former is platform independent.
A complexity analysis of the entropy decoder module was done by Lee and Kuo [2010] for both context-based adaptive variable length coding (CAVLC) and universal length coding (UVLC) which are supported in all profiles of the H.264/AVC codec. The proposed model is a function of the number of CAVLC executions, the number of trailing ones, the number of remaining nonzero quantized transformed coefficients, and the number of run executions. The H.264/AVC encoder integrated with the proposed complexity control scheme can generate a bit stream that is suitable for a receiver platform with a power/hardware constraint [Lee and Kuo 2011] . The main difference between our proposed method and the work in Lee and Kuo [2011] is that we study the motion compensation component. In addition, in contrast to the models proposed by Kuo [2010, 2011] , the model used in this article, based on Semsarzadeh et al. [2012] , can be utilized in any hardware or software implementation.
Recently, an analytical energy consumption and decoding performance model similar to the model in Semsarzadeh et al. [2012] was presented by Benmoussa et al. [2013] . The model achieves a balance between the abstract high level and detailed low level based on the video bit-rate and clock frequency. Parameters are extracted and evaluated to determine their relationships to decoding speed and thereby to energy consumption. The main difference with our work is that the focus in Benmoussa et al. [2013] was on complexity modelling of the H.264/AVC standard, whereas we have developed a generic decoder complexity-aware encoding based on the complexity model in Semsarzadeh et al. [2012] .
A recent study that concentrated on power-aware video encoding while maximizing video quality under specific encoder constraints was reported by Lee et al. [2012] . The authors tackled the power consumption of surveillance cameras without power lines by proposing an optimal video coding configuration to enhance video quality based on the remaining charge in the battery. They investigated stochastic event characteristics and nonlinear discharges of the battery that change the behaviour of the power consumption. More precisely, whenever a suspicious event occurs within the camera's scope making the sum of the absolute difference between the captured image and background image larger than a predefined threshold value, the camera will capture the video with higher complexity encoding leading to higher video quality. The proposed scheme also estimates the remaining event active duration to set the IDR (Instantaneous Decoding Refresh) period with the goal of increasing the video quality as much as possible given the battery energy constraints.
Da Fonseca and de Queiroz [2013] extended the conventional rate-distortion model to a new model for controlling power while optimizing the bit rate and visual quality of a video. The prediction stage was optimized for energy-constrained compression using a new framework called RDE (Rate-Distortion-Energy) optimization by adding a new energy dimension. This dimension is derived by determining the different effects that various encoding parameters have on the energy demand and encoder cost. The authors investigated this issue by measuring energy and encoder cost on comprehensive training data sets which cover all possible parameters. The main difference between the research in da Fonseca and de Queiroz [2013] and Lee et al. [2012] and ours is that we focus on the power consumption of the decoder instead of the encoder.
In a recent paper, Grois and Hadar [2014] focused on complexity-aware adaptive scalable video coding similar to our multiple receiver approach. The method in Grois and Hadar [2014] uses a dynamic transition for region-of-interest that adaptively changes encoding and decoding complexity using various preprocessing parameters such as standard deviation, kernel matrix size, and number of applied filters. Their method is not as flexible as our approach in adjusting the video complexity because it only considers the region-of-interest properties. Furthermore, the video encoder is forced to use the region-of-interest feature during the encoding phase to perform complexity-aware video coding, whereas there is no such limitation in our approach.
BACKGROUND
In this section, we explain some necessary background which is the same as the background for our preliminary study [Jamali Langroodi et al. 2013] .
In general, multimedia data, including video, do not follow a uniform pattern. Level of activity, detail, motion speed, and direction are factors that impact the encoding process, hence each frame in the video is partitioned into smaller pieces called macroblocks. In the motion estimation process, using smaller blocks leads to more compression and higher detail. H.264 allows the encoder to do motion estimation on 16 × 16, 16 × 8, 8 × 16, and 8 × 8 blocks and these blocks can be further partitioned into blocks as small as 4 × 4 for even better effectiveness.
The H.264/AVC standard defines half-pel and quarter-pel accuracy for luma samples [Richardson 2004 ], so fractional position accuracy can be used to find good matches. Macroblock size and sub-pel interpolation are the factors that make the bit stream more complicated to decode on the receiver side. The computational complexity is directly related to the amount of interpolation performed on the decoder side. Semsarzadeh et al. [2012] presented a generic complexity model based on an algorithmic analysis of the motion compensation process that considers the influence of mode decisions and interpolation on the computational complexity of the decoder. The interpolation of pixels is done using a specific Finite Impulse Response filter on neighbouring pixels as shown in Semsarzadeh et al. [2012] . Essentially, the basic operations in motion compensation, such as addition, multiplication, shift, and memory access, contribute to complexity. In each filter operation, the number of basic operations involved depends on the type of interpolation and the size of the macroblock. The total computational complexity is therefore equal to the total numbers of basic operations multiplied by their corresponding weights. These weights are not predefined values, rather they are trained with a set of pre-encoded bit streams with known computational complexities. Once the weights are initialized and tuned, the model is established and can be used to estimate the total computational complexity of motion compensation for sequences outside of the training set. For more information and details, we refer readers to Semsarzadeh et al. [2012] .
In this article, our goal is to control the computational complexity involved in motion compensation at the decoder. Thus, a generic complexity model is needed to monitor motion compensation and ensure that it does not exceed predefined complexity thresholds for both the single and multiple receiver scenarios. We have used the model in Semsarzadeh et al. [2012] as our generic model, and our proposed solution, described in the next section, depends on it.
METHODOLOGY
In this section, we present our system architecture and the optimization problems of complexity-aware encoding for both the single and multiple receiver scenarios are defined.
Our model for the single receiver scenario is based on a client-server system as shown in Figure 1 . The encoder is located on the server side. The decoder on the client side receives the video data and is able to send information about its resource requirements to the server. Client information is translated into complexity demands when it is received by the encoder. The encoder processes the video sequence to extract the encoding configuration and customize it according to the complexity bound specified by the client. Then, the video is encoded with the new encoding configuration which satisfies the input complexity bound, and the bit-stream is sent to the user(s).
For the multiple receiver scenario, the client-server system includes a wide range of receivers as shown in Figure 2 . In this scenario, the solution includes the encoding configuration for each layer, and each receiver can select appropriate layers according to its bandwidth and power limitations.
In H.264/AVC, the default decision for the encoding process is to choose the result that yields the highest quality output image. However, the choices that the encoder makes during the motion estimation process might require more bits to deliver a relatively high quality benefit. Therefore, it cannot necessarily be claimed that the more complexity a mode has, the better bit-rate and quality it can provide for the bit-stream. The motion estimation process solves this issue by "rate-distortion" optimization of the aforementioned problem based on the following two metrics.
-Distortion. The deviation from the source material is usually measured as the mean squared error to maximize the peak signal-to-noise ratio (PSNR) video quality metric. -Bit-Rate. This is the bit cost for a particular decision outcome.
There is a trade-off among the bit-rate of the video (R tot ), quality of the video (D tot ), and the computational complexity of decoding the motion compensation (C tot ). Motion vector precision (MVP) and mode decisions are the source coding parameters that have a direct influence on this trade-off. In our proposed optimization problem, the computational complexity of the decoding process acts as a constraint on conventional rate-distortion optimization. So, we formulate the problem as a function of source coding parameters plus the computational complexity constraint. The formulation for H.264/AVC is
where β is a complexity threshold received from the user's device. A combination of MVP and intra-or inter-mode is called a state in this article. Each macroblock is in one possible state that includes a specific precision and a particular mode after the motion compensation process in the encoder. We reformulate Problem (1) as the following optimization problem.
(2) RDC ij and CC ij are the rate-distortion cost and computational complexity, respectively, when state j is chosen for macroblock i. W k is the weight corresponding to the kth type of basic operation and P ijk is the number of type k basic operations when macroblock i is in state j. The numbers of macroblocks and states are n and m, respectively.
Problem (2) is a multiple-choice knapsack problem. Each (macroblock, state) pair (i, j) is an object that can be placed into the knapsack, and the total computational complexity of the objects in the knapsack cannot exceed the threshold β. Furthermore, exactly one state j must be chosen for each macroblock i, so exactly one pair from each macroblock group G i = {(i, j) | 1 ≤ j ≤ m} is placed into the knapsack.
In the SVC extension of H.264, there can be multiple layers. There is a base layer (which we call layer 0) which is similar to the baseline profile of the H.264/AVC standard, and there can be one or more optional enhancement layers (layers 1, 2, . . .), each of which depends on the base layer and the enhancement layers below it. Thus, the layers must be decoded in order starting with the base layer, and the formulation becomes
where l is the maximum number of enhancement layers that any user device will use, C h,tot is the computational complexity of decoding the motion compensation in layer h, and β 0 , β 1 , . . . , β l are complexity thresholds received from user devices that will use 0, 1, . . . , l enhancement layers, respectively. The extension of Problem (2) to SVC is
In (4), n h is the number of macroblocks in layer h, and the first subscript of other variables refers to layers; CC hi j is the computational complexity when state j is chosen for macroblock i in layer h, and so on. As for Problem (2), each (macroblock, state) pair (i, j) is an object that can be placed into the knapsack and exactly one pair from each macroblock group G i = {(i, j)|1 ≤ j ≤ m} is placed into the knapsack. Similar to (2), the total computational complexity of the objects (from all layers) in the knapsack cannot exceed the threshold β l . The main difference is that Problem (4) has l + 1 complexity constraints instead of one, so Problem (4) is a multidimensional multiplechoice knapsack problem.
Our approaches to solving Problems (2) and (4) are both based on dynamic programming with greedy heuristics. Our dynamic programming method has been designed for a single constraint and is used in both approaches; the greedy heuristics and the organizations of the two approaches are different. We start by describing our dynamic programming method in the context of H.264/AVC which has a single constraint. Then we use the method, together with (different) greedy heuristics to solve Problems (2) and (4).
Dynamic Programming Method
The recurrence relations for a dynamic programming formulation of (2) are [Bean 1987] :
A conventional dynamic programming approach to solving (5) uses an (n+ 1) × (β + 1) table and results in a pseudo-polynomial time algorithm with O(nβ) space complexity and O(mnβ) time complexity. In our context, this algorithm is both CPU-and memorybound because β is very large (over one million nanoseconds), so it is only practical for solving small instances of the problem. To reduce the resource requirements, we apply two techniques. The first technique is to scale the CC ij values by a factor S and then round to the nearest integer (denoted ) to reduce the problem size. The resulting optimization problem is ) respectively. Note that this approximation technique is different from the usual scaling approaches for pseudo-polynomial time algorithms which scale the objective function. Instead, we are scaling the constraints. This is possible because the CC ij values are sparsely distributed in a large range, so the errors introduced by careful scaling are small.
The second technique that we apply to our dynamic programming algorithm is a space reduction technique from Hirschberg [1975] . In this method, the dynamic programming table is modelled as a graph in which each node(i, b) corresponds to table entry (i,b), 
The shortest path between node(0,0) and node(n,β) corresponds to an optimal solution. Such a path must pass through a node( 
Solution Method for a Single Threshold
Our method to solve Problem (2) takes advantage of similarities among consecutive frames by considering solutions for previous frames as potential solutions for the current frame. Our method consists of three steps; first we search through all potential solutions to find the best initial solution for the current frame. The second and third steps iteratively improve the initial solution by local exchanges. We discuss the three steps in detail.
Finding a good initial solution is the most important step of our method. We consider all previous frames with computational complexity no more than 1.2β to be candidates for the initial solution. We have set the complexity threshold in this step to be higher than the actual threshold β to increase the number of candidates. The constant 1.2 has been tuned experimentally to give a good trade-off between efficiency and accuracy. We choose the most recent of the candidate frames as the basis for our initial solution because the frames closest to the current frame are usually the most similar. If the chosen basis frame E is the frame F that immediately precedes the current frame, then the initial solution is I = E = F. Referring to (2), we set X
If E and F are different, then we integrate them into a single initial solution I by resolving the differences between the states of their macroblocks. We initialize I = E and then apply the following pseudocode for each macroblock i, 1 ≤ i ≤ n:
The idea behind these substitutions is to modify the basis solution E to get an initial solution that is closer to frame F. However, we do not perform substitutions for Macroblocks that would decrease the total RDC while potentially increasing the solution weight.
The second step is to improve the initial solution. This step is quite similar to solving a dynamic programming problem with an initial solution. First, we place the items (i, j) in each macroblock group G i into a table sorted by RDC value. Then, we repeatedly exchange one of the items in the current solution with another one in the same macroblock group to decrease the sum of the RDCs according to the following policy. -If RR 1 ≤ 0 or RR 2 ≤ 0, the item that minimizes the solution value the most without increasing the weight is chosen. -If both RR 1 > 0 and RR 2 > 0, the item with the largest negative V U value (if one exists) is chosen.
The goal of these exchanges is to find the best exchange that does not increase the total weight of the current solution. If the first rule does not apply, then we choose the exchange that gives the largest decrease in RDC per unit of increase in computational complexity.
In this second step, we redefine feasibility from 1.2β that we used in the first step to max( i, j CC ij · X ij , β) so that the solution converges towards the target feasibility value of β. We continue exchanging items until no eligible item exists for exchange.
In the third step, we consider pairs of groups looking for a pair of exchanges, one in each group, which when done together will decrease the total RDC value while maintaining feasibility which in this step means that the total computational complexity does not exceed β.
Concerning the time complexity of the algorithm, we first sort all items in each group in time O(nmlog 2 m). We then perform at most n(m − 1) exchanges to find the best solution and each exchange searches through all groups for a total of O(n 2 m). The third step checks O(n 2 ) possible pairs of exchanges. The total time complexity of our polynomial algorithm is O(n 2 m + nmlog 2 m). The dynamic programming method in Section 4.1 provides good solutions, but even with our modifications that permit the solution of large instances, the CPU and memory requirements are large. The greedy method that we have developed in this section is much more efficient, but it requires an initial solution that is reasonably close to the optimal solution, and errors propagate if it is used to find solutions for a sequence of consecutive frames. Our proposed method for controlling computationbased power consumption is a combination of the dynamic programming and greedy methods that attempts to minimize these shortcomings. We partition the sequence of frames into hybrid groups of pictures (HGOPs). The dynamic programming method is used to find an accurate solution for the first frame of each HGOP and to provide a good initial solution for the greedy solutions of the remaining frames. Our results in Section 5 show that this method provides a good trade-off between efficiency and accuracy.
Solution Method for Multiple Complexity Thresholds
Our method for the SVC extension of H.264/AVC is also based on the dynamic programming method of Section 4.1. The primary goal is to minimize the total rate-distortion for all layers while satisfying multiple user complexity constraints. The dynamic programming method is designed for a single constraint, but we can use it recursively to handle the multiple complexity constraints in Problem (4).
The general idea of our approach is to solve a relaxation of Problem (4) to obtain an initial solution, which provides a lower bound on the optimal solution, and then converge the initial solution towards the optimal solution by reinforcing the original constraints.
The relaxed problem is obtained by removing all constraints except the last one to obtain Problem (7). The solution for (7) provides a lower bound on the optimal solution for Problem (4), but it is not necessarily a feasible solution for (4) because some of the omitted complexity constraints might not be satisfied.
If the initial solution for (7) is a feasible solution for Problem (4), then it is the final solution. Otherwise, one or more constraints are not satisfied, and we converge the initial solution for (7) towards a solution for (4). First, we calculate a fair distribution of the available complexity budget β l among the macroblocks of all layers. In particular, each layer h will be given a fraction of the complexity budget proportional to the ratio n h n 0 of the number of macroblocks in layer h to the number of macroblocks in the base layer. Let α f denote the amount of the budget that will be allocated to layer f . We start by solving for α 0 using the following method with f = 0:
. . .
Rearranging (8), we obtain
The solution of (9) gives the value of α f :
Next, we allocate budget α 0 to the base layer (layer 0) and solve Problem (11) independently of the enhancement layers using the dynamic programming method.
After solving (11) with f = 0, the base layer and its budget are removed from (4) to obtain the following Problem (12) which we solve for the enhancement layers by repeating the previous method with f = 1, 2, 3, . . . until a feasible solution for Problem (4) is found.
This algorithm has the same space complexity O( β S ) as the dynamic programming method described in Section 4.1. The worst-case time complexity occurs when the method has to be repeated for all enhancement layers. In this case, there are l − 1 instances of the single constraint Problem (11), and l lower bound computations (7). As mentioned in Section 4.1, it takes O(mn log 2 n β S ) time to solve Problem (11). Since β ≤ β l and n ≤ (m = 12 in our simulations in the next section), the running time of our approximation algorithm is O(
SIMULATION RESULTS
We evaluated our decoder-complexity-aware encoding methods on a PC platform with an 8-core Intel 3.40 GHz Core i7 CPU and 8 GB of RAM, running the 64-bit Windows 7 Enterprise operating system. Four video sequences, each with 45 frames, were used for testing purposes: Parkrun, Stockholm, Shields, and Bluesky. The motion compensation component of H.264 consists of interpolation and mode decisions. The 12 possible states considered in our general testbed for each macroblock are five inter-modes with interpolation, five inter-modes without interpolation, and two intra-modes which have zero complexity.
Simulation Results for H.264/AVC
We tested our single stream method using the JM implementation of the H.264/AVC codec [Joint Video Team 2009] . The experiments were performed using an H.264 baseline profile, which has only I and P frames, and the configuration shown in Table I . It should be noted that the quantization parameter has been fixed to a constant value because changes to this parameter do not affect the performance of our algorithms. The simulation procedure consisted of two phases. In the first phase, we initialized the weights W k using pre-encoded bit streams in a training pool for the specific platform [Semsarzadeh et al. 2012] . The sequences were then fed into the JM reference software to determine RDC and CC values, and a lower bound for β. In the second phase, we applied our hybrid method to decrease the complexity to satisfy a user-defined threshold β. We used the dynamic programming method without the approximation and space reduction techniques to find the solution of Eq. (2) for each frame. This produced an optimal solution that we used as a benchmark to evaluate the performance of our hybrid method. We used the following three performance metrics to evaluate our methods.
-The optimality ratio (OR) measures the quality of a solution X relative to a benchmark solution X B :
-The computation running time (CRT) is the average execution time of the algorithm per frame. -The complexity error (CE) is the relative difference between the complexity of a solution X and β:
We tested the dynamic programming method (with the approximation and space reduction techniques) for a wide range of scaling factors to determine the best one to use in the hybrid method. Figure 3 shows the trade-offs between complexity error (CE) and computation running time (CRT) for four video sequences. The CEs for the Parkrun, Stockholm, Shields, and Bluesky sequences are only 0.9%, 0.7%, 1%, and 1%, respectively, using scaling factor S = 2 13 . Furthermore, with S = 2 13 the CRTs are trivial compared to the encoding time and the optimality ratios are close to 1 indicating that the solutions are close to optimal. Therefore, we used S = 2 13 when testing the hybrid method.
The reason that S = 2 15 is not chosen as the scaling factor is due to error cancellation that occurs in this scale. When the scaled computational complexity values are round to the nearest integer to obtain
CC ij S
values in (6), the errors can be positive or negative, and they can cancel each other when combined into a CE value. When S = 2 15 was used, the total positive and total negative errors cancelled each other which resulted in an artificially low total error, but the results that we obtained with S = 2 15 were not as good as the results for S = 2 13 . Figure 4 shows the trade-offs among OR, CRT, and the length of the HGOPs for the hybrid method for the four 45-frame sequences. We varied the length of the HGOPs between 2 and 30 and used β = 2 for all experiments. In the figure, CRTS is the average time per frame taken by the hybrid method to solve all 45 frames sequentially. CRTP refers to a parallel implementation that will be discussed later.
We can conclude from Figure 4 that the accuracy achieved by our hybrid method increases with decreasing HGOP length. When the HGOP length is 2, the OR (expressed as a percentage) is greater than 92% and it decreases gradually to the 82%-91% range as the HGOP length increases. The CRTS decreases gradually with increasing HGOP length and is between 0.34 and 3 seconds per frame for most HGOP lengths.
Even better real-time encoding times can be achieved for H.264 using fine-and coarse-grain parallelism [Rodriguez et al. 2006; Sankaraiah et al. 2011; Zrida et al. 2009 ]. Our method can be adapted to take advantage of additional hardware resources because it can take advantage of GOP parallelism to process the HGOPs independently in parallel. In Figure 4 , CRTP is the maximum of the CRTs for the HGOPs in contrast to CRTS which is the average of the CRTs. Both CRTP and OR improve when the HGOP length decreases, but more hardware is needed to achieve these gains. Figure 5 shows the impact of the user-defined threshold β on the performance of our algorithms. We tested our hybrid method for all video sequences for HGOP size 2 and HGOP size 15 with S = 2 13 and β ranging from 2 to 10. Values of β > 10 do not result in significant performance improvements for any of the sequences. Variations in β have no impact on our dynamic programming method but they have a large influence on the initial solution chosen by the greedy method. The greedy method examines all previous frames with computational complexity less than 1.2β for initial solution candidacy. If β is increased, then more of the recent frames will be examined. This increases the chance of choosing an initial solution with a high rate-distortion value and improves the convergence of our hybrid method to an optimal solution. The improvements when β is increased from 2 to 10 for the Parkrun, Shields, Stockholm, and Bluesky sequences are 3%, 5.5%, 8.2%, are 7.2%, respectively, for HGOP size 2, and 6.7%, 12.3%, 16.5%, and 16.5%, respectively, for HGOP size 15.
Feasibility of Real-Time Implementation
In a media streaming context, the term real-time means delivering frames at the same rate that the client decodes them. A parallel hardware architecture for the 0/1 knapsack problem was presented in Nibbelink et al. [2007] . The proposed architecture uses θ (n + p(C + W max )) memory and the running time is θ (nC/ p + n log(n/ p)), where n is the number of objects, C is the knapsack capacity, p is the number of processors for parallel execution, and W max is the maximum size of any object. In our application, 
log n, and W max is a relatively small value compared to C, so utilizing such a hardware implementation to solve knapsack problems in our application without any parallelism would result in θ (n+ C) memory usage and θ (nC) running time. Therefore, if we can adapt the method in Nibbelink et al. [2007] to our application, we will reduce the running time by a logarithmic factor of log n compared to the approach that we present in this article at the expense of an increase in the memory usage by an additive factor of n. With parallel processing, even more time can be saved at the expense of allocating more memory space and processing units to the algorithm. According to the experimental results of Nibbelink et al. [2007] which evaluate the running time of the algorithm based on knapsack capacity C and the number of objects n, it takes approximately 50 seconds using 32 processors when n = 250000 and C = 50000. In our case, n = 3600 and β varies from 1 second to 10 seconds which translates to C ranging from 12000 to 120000 in their formulation when our scaling factor S is set to 2 13 . Since the proposed algorithm by Nibbelink et al. [2007] is proportional to the number of objects, the running time can be normalized to n = 3600 with a resulting time of 720 ms.
A hardware implementation of dynamic programming for the multidimensional knapsack problem was presented by Berger and Galea [2013] who implemented dynamic programming by parallelizing the for loops in the algorithm on Graphics Processing Units (GPUs). Their experimental results show that a multidimensional knapsack problem with n = 10000 objects and knapsack capacity β = 4989314 can be solved in 900 ms. The results in Berger and Galea [2013] cannot be directly compared to our scenario with n = 3600 and β ranging from 12000 to 120000, but the application of their method to our scenario would certainly result in a running time of less than 900 ms.
In summary, the two implementations in Nibbelink et al. [2007] and Berger and Galea [2013] are promising hardware approaches that show the feasibility of implementing our method in real-time in the near future.
Simulation Results for SVC Extension
We tested our method for multiple complexity thresholds using the conventional SVC reference software JSVM 9.19.15 [Joint Video Team 2011] and the same four test sequences that we used in the previous section for H.264/AVC. We used three layers and the configuration show in Table II for our experiments. The profile has frames of types I, B, and P in contrast to the profile for H.264/AVC which had only types I and P. We tested several different temporal and spatial scalabilities. Since SNR scalability does not affect our experiments, we fixed the value of the quantization parameter to 36. We tested two GOP sizes (5 and 9) for layer 2; the size of the GOP for layer 2 determines the sizes for layers 0 and 1. We used a lower bound on the optimal solution for Problem (4) (obtained by solving Problem (7)) as the benchmark for evaluating our heuristic algorithm. The optimal solution for Problem (4) is not necessarily feasible and the real optimal solution for Problem (4) might have a higher RDC. Thus, the actual performance of our algorithm might be better than the values reported here. The optimality ratio is calculated using the following formula:
We conducted extensive tests of our method with different combinations of complexity thresholds (β 0 , β 1 , and β 2 ) for the three layers for GOP sizes 5 and 9. Each of the graphs in Figures 6 and 7 shows 150 data points. The values chosen for each β range between 0 and the saturation point for the corresponding layer. The saturation point for a layer is the complexity consumption of the layer in the lower bound solution. Allocating complexity to a layer beyond its saturation point can only result in negligible performance improvements.
Each curve in Figures 6 and 7 corresponds to a value of β 2 as indicated in the legend at the top of each graph. There are five columns of curves in each graph corresponding to different values of β 1 according to the legend at the bottom of each graph. Each curve contains five points corresponding to different values of β 0 ranging from 0.1 to 0.02 as indicated near the bottom of each graph above the legend for β 1 .
It is clear in the figures that decreasing β 1 for a fixed value of β 2 results in a decrease in OR values. In general, the values decrease from the range 99%-100% to 91%-100% for GOP size 5 and the effects are similar for GOP size 9. These decreases are dependent on the extent to which the lower bound solution is infeasible. In contrast, decreasing β 2 for a fixed value of β 1 increases the relative amount of complexity available to layers 0 and 1 and this results in an improvement in OR values. Reductions in the value of β 1 increase the variations in OR values. The worst cases for GOP size 5 are when β 1 = 0.6 for which the variations range from 96.5% to 99.9%, 93% to 99%, 91% to 95%, and 86.4% to 96.1% in the Parkrun, Stockholm, Shields, and Bluesky sequences, respectively. The patterns are similar for GOP size 9. The effects of changes to β 0 are small because layer 0 is small relative to layers 1 and 2, but it is clear in the figures that the changes in OR are measurable. In summary, the OR achieved by our method is at least 84% in all tested cases and the average optimality ratio is at least 97%.
Power Analysis
We evaluated the actual power consumption of our method using a Qualcomm Snapdragon MSM8960 mobile device and the Trepn Profiler available from Qualcomm [2014] . Our analysis consisted of comparing two different encoder settings. In the high-efficiency (HE) setting, which is the default, there are no constraints on the decoder, and the output bit-stream is efficient in terms of bit-rate and visual quality. In the low-complexity (LC) setting, we used our multiple stream method with complexity constraints to reduce the complexity of the MC component in each SVC layer to half of the value it had in the HE setting. Then, we used JSVM with the new encoding configuration from the solution produced by our multiple stream method to re-encode all of the test sequences.
Since there is no SVC technology implemented on mobile devices, we implemented the multiple stream scenario by simplifying the decoding procedure and performing each step manually. First, we used the JSVM encoding software to extract the video bit-streams for each layer from the main stream, and then each video stream was decoded in an Android-based FFmpeg video decoder [Bellard and Niedermayer 2012] . The Trepn Profiler was used to monitor the power consumption during the decoding process of each video sequence. We used three layers in our experiments with different Temporal and Spatial scalabilities and the encoder configuration shown in Table II over 30 frames of each test sequence.
During the measurement process, the operating system was also consuming power in the background and introducing noise into our measurements. To remove the noise from the results, we measured the baseline power consumption by monitoring the system when it was in an idle state, and then deducted it from the measurements of the decoding process. Figure 8 shows the average power consumption measured over 15 seconds of decoding in the LC and HE settings for four video sequences. Generally, more power was consumed in the HE setting than the LC setting for each sequence. Furthermore, Figure 8 shows that power consumption was reduced in each layer of each test sequence. Power saving is defined as the power reduction in the LC setting compared to the HE setting. The average reduction in power consumption per layer shown in Figure 8 is 13% with some reductions as high as 23%. For example, power was reduced in layer 1 of the Stockholm sequence from 500mW to less than 400mW. When evaluating the power savings achieved by our method, we should consider the fact that the motion compensation process in the HE setting only contributes around 38% of the total complexity of the decoder and our method manipulates only this component to reduce the final power consumption. Thus, reducing the complexity of the MC component by 50% can potentially reduce the total power consumption by an average of around 19%. However, the behaviour of the other components that we do not manipulate will be affected by changes in the complexity of the MC component. In particular, a decrease in the complexity of the MC component can increase the power consumption of the other components such as intra-coding and these increases are included in the measurements reported in Figure 8 .
CONCLUSIONS
Mobile multimedia systems are becoming increasingly power-hungry while battery technology is not keeping pace. This increases the importance of power-aware video codecs. The computational complexity of video codecs, which consists of CPU operations and memory accesses, is one of the main factors affecting power consumption. The trade-off between the computational complexity of the decoding process and the ratedistortion of the output stream is one the main features that can be tailored according to user preferences.
In this article, we formulated the rate-distortion optimization problems and presented efficient methods for decoder-complexity-aware video encoding for both single and multiple receiver scenarios, and we used experiments with the H.264/AVC video codec and the SVC extension of H.264 to evaluate our methods.
Our formulation of the rate-distortion optimization problem for the single receiver scenario is a multiple-choice knapsack problem. Our hybrid method is a combination of dynamic programming, scaling techniques, and greedy heuristics which attempts to find an optimal balance between the execution time and the optimality ratio for a consecutive series of video frames. Our experiments with H.264/AVC show that our method achieves up to 97% of the optimal video quality while at the same time guaranteeing that the computational complexity needed to decode the video does not exceed a specific threshold defined by a user.
The generalization of our formulation to the multiple receiver scenario is a multidimensional multiple-choice knapsack problem in which the number of dimensions (complexity constraints) corresponds to the number of layers. We assume that each layer has its own computational complexity threshold and rate-distortion values which are reflected in the constraints and objective function. Our method is a combination of dynamic programming and greedy heuristics which first relaxes the problem to obtain an initial solution and then converges the initial solution towards an optimal solution by reinforcing the original constraints. Our experiments with the SVC extension of H.264 show that our method achieves an average of more than 97% of the optimal video quality.
We also measured the actual savings in power consumption achieved by our method in the multiple receiver scenario. Our results show up to 23% and an average of 13% power savings.
Our future work will mainly focus on expanding the current work to a heterogeneous environment with a large number of users in which each user can subscribe to a group with a complexity demand. The main challenge will be selecting the appropriate number of layers and suitable complexity threshold for each group of users.
