INTRODUCTION
C OMPUTERS ARE increasingly being used in a number of decisionmaking situations, especially when several tasks have to be performed at the same time by a human decisionmaker (DM). Commercial aircraft can now, in many situations, be flown from takeoff to landing using the autopilot and navigation systems. Industrial processes can be monitored and controlled by computers. However, because the performance and functional demands on the system are so great, it appears that the need for the human in the system, supervising and managing the operation, has not diminished. Further, he may be subject to increased mental load and stress, due to system complexity, risks involved, and the need for more accuracy and faster response.
On this frontier the human-has to interact with computers which are capable of processing and routing information, exerting control actions, and making choices in view of priority conflicts. An As a straightforward approach one might allocate a fixed portion of the set of the tasks to the computer with the remainder of the set being allocated to the human. Licklider [1] has proposed that the human set goals, formulate hypotheses, determine criteria, and evaluate results. On the other hand the computer should perform routine work such as transforming data, simulating models, and implementing results for the human decisionmaker.
However, the division of tasks is not as clear-cut for decisionmaking tasks where computerized decision aiding systems are included. Rouse has suggested that a dynamic or adaptive allocation of responsibilities may be the best mode of human-computer interaction [2] . With adaptive allocation, responsibility at any particular instant will go to the decisionmaker most able at that moment to perform the task. Such a scheme is adaptive in the sense that the allocation of responsibility depends on the state of the system as well as the states of the decisionmakers. Thus, changes in system or decisionmaker states result in changes in the allocation policy so as to optimize performance.
The adaptive policy that will be proposed here allocates decisionmaking responsibility so as to optimize system performance subject to maintaining human workload at appropriate levels. Further, to avoid increased human workload due to having to make allocation decisions, it is proposed that the allocation decision be automated and delegated to a computerized coordinator. As will later be discussed in some detail, the coordinator recommends particular allocations of task responsibilities which the human can choose to preempt if he so desires.
It appears both natural and appealing to employ a two-level hierarchical structure with the top level coordination between human and computer being our main concern. Considering a task domain where the computer is employed as backup decisionmaker, the problem is further simplified by assuming that the coordinator has all the information needed and that both DM have a common centralized system goal. Then the simplified coordination problem becomes one of self-organizing on the part of computer DM: When should the computer request and relinquish responsibility?
0018-9472/79/1200-0769$00.75 (© 1979 IEEE PROPOSED ALGORITHM Rouse has described human-computer interaction in multitask decisionmaking situations as a queueing system with two servers (human and computer) and K classes of customers [2] . With this description, the problem ofallocating decisionmaking responsibility is simplified to one of determining who serves a particular customer or, equivalently, which server the arriving customer should be directed to.
Using a queueing system framework, Markov decision processes have been employed by many researchers to represent queueing control problems. A thorough review of the literature with emphasis on the dynamic control of queues using service variables, arrival variables, and priority disciplines is given by Chu [3] . We will only review two particularly important results here.
Heyman [4] considers the problem of controlling a queueing system with Poisson arrivals, general service time distribution, and a single server (M/G/1) by turning the service mechanism on when a customer arrives or offwhen a customer leaves.1 He shows that the optimal stationary policy which minimizes linear average or discounted cost over an infinite horizon has a simple critical number characterization: (S, s). This (S, s) policy is to provide no service if the system size N (i.e., number ofcustomers in the queue) is s or less, and to turn the server on when the size N is greater than S. The cost incurred includes waiting cost, running cost, and switching cost.
Bell [5] extends this result to an M/G/1 nonpreemptive priority queue and proves the existence of an optimal average cost policy for two priority classes. This optimal policy is: either never turn the server offor turn the server off only when the system is empty and, turn the server on the first time that an1 + bn2 > c, where n1 and n2 are the number of class 1 [7] . For [8] , French Air's A-300 all weather autolanding system [9] , the automated navigation system of British Airways [10] , and airborne traffic situation display system [11] .
Equipped [12] .
It is reasonable to expect that evolving "intelligent" computers may be employed as the supervisor of the subsystem computers, taking charge of the tasks within its decision capability. Thus, the pilot and the computer will come to have comparable abilities and overlapping responsibilities in performing these tasks.
To study adaptive allocation of decisionmaking responsibility in such an environment, the following experimental situation was developed. A PDP-1 1 driven CRT graphic system was employed to represent a cockpit-like display to an experimental subject. The display shown in Fig. 1 included standard aircraft instruments such as artificial horizon, altimeter, heading and airspeed indicators. Also displayed was a flight map which indicated the airplane's position relative to the course to be followed. A small circle moved along the mapped course indicating the position the aircraft should have for it to be on schedule.
In the manual control mode the pilot controlled the pitch and roll of linearized Boeing 707 aircraft dynamics with a joystick. Another control stick regulated the airspeed. The pilot's control task was to fly the airplane along the mapped route while maintaining a fixed altitude and stable pitch and roll attitude.
Below the map were dials that represented the numerous aircraft subsystems which the pilot monitored for possible action-evoking events. Upon detecting an event (represented by the normally motionless pointer drifting to a downward position as shown for the engine subsystem in Fig. 1 ) to which he wished to respond, the subject selected that subsystem via a 4 x 3 keyboard. The display shown in Fig. 2 then appeared. This represented the first level of a check list-like tree associated with the subsystem ofinterest. He then searched for a branch labeled with a zero and selected the branch with his keyboard. The next level of the tree was then displayed, etc. After completing the last level of the tree, the action was completed and the display shown in channels linked with subsystem computers and from the data links. It makes no errors such as false alarms, missed events, or incorrect actions. The detection and service times are assumed constant. As for the service discipline among the subsystems, the computer employs the same priority rule as that used by the pilot. To be consistent in its backup role, the computer adapts itself to the pilot and avoids interference with him. To this end the pilot is allowed to override any recommendation that the computer offers. Without knowing what each other is doing, the pilot and the computer may compete for the same task or resource. The prospect of conflict between the two is highly undesirable, since, it causes confusion while also resulting in higher workload and possibly degraded performance. Thus, the design of effective communication links that do not create confusion or increase the pilot's workload is important.
To inform the pilot of the computer's action, a succinctly displayed computer status indicator on or near the subsystem displays would seem to be satisfactory. Relevant information, such as further details that might be needed by the pilot, may be structured into the hierarchical check-list procedure. In the experimental situation shown in Fig. 3 Predictions of system performance using these values ofS were also obtained through the computer simulation. The results will be discussed in a later section. AN 
EXPERIMENT
An experiment based on the representation described above was conducted. First, four subjects, all very knowledgeable of the system, were used in a preliminary experiment. Then another eight thoroughly trained subjects, all of them male students in engineering, participated in a balanced sequence of sixteen experimental runs (see Table I ) with different workload levels. This was achieved by com- 3 By using the same service rate for both pilot and computer, we avoided confounding the availability of computer aiding with possible speed mismatches. Further, the state of the art is such that one can reasonably speculate that any computer program that would be reliable and sufficiently intelligent to perform the tasks discussed in this paper would also be relatively slow. Discussion of the effects of speed mismatches can be found in [ 
RESULTS
An analysis of variance (fixed effects, within subjects design) was conducted for each performance measure. Effects were accepted as significant if p < 0.05. Only the most important results are presented here. Complete results can be found in Chu's thesis [6] .
For the mean subsystem waiting time, averaged across the eight subjects (Fig. 4) , all three experimental variables (i.e., the level of control involvement, the level ofsubsystem event arrivals, and the level of availability of computer aiding) produced statistically significant effects. The subsystem waiting time increased as the subsystem arrival rate increased, as the control involvement increased, and as the aiding availability decreased. The interaction between control mode and aiding type was also found to be significant. However, the effect was not substantial compared to the main effects (Fig. 4) . A separate test showed that the adaptive policy further reduced the subsystem waiting time beyond the fixed-threshold aiding, even though the adaptive policy was only utilized during a small portion of the total task time (i.e., only when there were malfunctions).
The empirical server occupancies averaged across subjects in the various task situations were calculated (using the control parameters estimated earlier whenever the control task was involved), and are presented in Fig. 5 . All three experimental variables were significant in affecting this measure. While the adaptive policy seems to reduce the server occupancy further, the effect was not significant. It is important to note here that the computer could only maintain occupancy at 0.7 if the total load exceeded 0.7. If the total load was less than 0.7, then the computer could not create tasks in order to increase occupancy. Subjects' ratings ofthe perceived level ofeffort in performing the tasks as well as the effectiveness and the desirability of computer aiding, and the ease of interaction with the aiding were analyzed. Individual ratings for different task situations were first converted to a normalized scale (Guilford [14] ), and then averaged across subjects. The perceived level of effort (Fig. 6 ) increased as control involvement increased, as subsystem arrivals increased, and as computer availability decreased. The effect of adaptive computer aiding was not found to be significant. This is probably because the adaptive aiding used did not lead to a significantly lower overall server occupancy, and also because the adaptive policy was employed rather infrequently. Further, when it was being used, the subjects usually were too involved with restoring the autopilot to notice the fact that the computer was helping more often than usual.
Space does not allow us to review the results for subjective ratings of the other characteristics ofthe system. However, it is worth noting that all subjects were quite in favor of both the aiding scheme used in the experimental situation and the general computer aiding idea.
In multitask situations such as considered here, the performance in terms of server occupancy provides not only a direct measure of fraction of time the pilot is busy but also an indirect estimate of the intensity of attention that the tasks demand of the pilot (e.g., via average queue length). Thus, the measure of server occupancy might be an appropriate index of pilot workload in multitask flight manage- ment situations.5 This conjecture is supported by Fig. 7 where the empirical occupancy data is plotted versus the averages of the subjective effort ratings. The correlation coefficient r was computed and found to be 0. To summarize the experimental results, the experimental variables were statistically significant in terms of affecting the subsystem waiting time, the server occupancy, and subjective effort ratings. It was observed that systems that are designed to relax control requirements, such as the autopilot, seem to improve both control and subsystem performance, while systems, such as computer aiding, that are designed to relax subsystem requirements seem to improve only subsystem performance. The possible reason for this is that the control tasks preempt subsystem tasks, and thus control task inefficiency is likely to affect the performance of subsystem tasks; but if the assumed preemption rule holds the reverse is not true.
Server occupancy and subjective effort ratings were highly correlated. Aiding enhanced system performance in terms of average subsystem waiting time, server occupancy, and subjective effort ratings. Adaptive aiding was shown to further reduce subsystem waiting time. Interestingly, adaptive aiding did not significantly affect subjective effort ratings. Further, it did not significantly improve service occupancy. However, it did improve system performance. Finally, the queueing model and the experiment results compared reasonably well, especially when one considers that no parameter adjustments were made.
Considering how these results might be implemented in a real aircraft, several practical issues are discussed in Chu's thesis [6] . These issues include the problem of dealing with interdependent subsystems and estimation of parameters. Also noted are plans for implementing the adaptive aiding scheme in a training simulator. One specific practical issue is particularly worthy of some further discussion. Namely, how high do event arrival rates have to be to make our approach useful? It would seem that we have employed rather high rates, averaging 30 or 60 s between subsystem events and 167 s between autopilot malfunctions. This is true ifone only considers the particular events we represented on our display. However, there are usually many more things going on in an aircraft than we have represented, especially during takeoffand landing (e.g., checklists). Thus, the arrival rates we employed are more reasonable if one considers the full spectrum of activities in an aircraft. This wide variety of types of events could probably be incorporated into our allocation algorithm by using some form of hierarchical organization. This is certainly a topic deserving further study.
The adaptive policy espoused in this paper was only partially realized and verified in the experiment reported here. Due to limited task variations, the allocation policy was only used to adapt to autopilot malfunctions. The adaptive features of the policy would perhaps be even more useful in situations where on-line estimation of parameters was employed and adaptation involved responding to changes in arrival rates, service rates, etc. However, experimental realization of this policy in a fully dynamic sense would prove expensive at this stage. Therefore, we have been satisfied with a scheme of setting up a stationary policy and performing limited on-line estimation and table look-up. There are other schemes which would perhaps be superior to this "6open-loop feedback" type scheme in which the feedback policy is derived at each time interval by minimizing the multiple interval cost function under the assumption that no future measurements will be available [15] . They are, however, much more complicated and it is somewhat doubtful that they could be used online with the limited computational power required by the approach proposed in this paper.
The approach espoused in this research is applicable to many multitask situations where system criteria and goals are rather clear, computer decision aids are desirable, the tasks to be performed are well-structured, and the time delay of discrete events rather than the deviation of continuous states is of major concern. Situations falling into this category include flight management, air traffic control, and various industrial process monitoring, and control tasks. The procedures and example presented in this paper will hopefully serve as a guide for the design of multitask decisionmaking systems in these other situations.
