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ABSTRACT
Adaptive learning systems are capable of providing more adaptive and effi-
cient assessment and learning experiences for learners than traditional class-
room settings. A conventional adaptive learning system involves a learner,
a latent trait estimator, and a learning strategy/plan. The latent trait esti-
mator measures the learner’s latent traits from his/her responses to the test,
where computerized adaptive testing (CAT) or computerized classification
testing (CCT) tailors test items to learners’ abilities so as to give a more
efficient latent trait estimation. On the other hand, the learning plan (called
policy) is another key component of such systems. It is the algorithm that
designs the learning paths, or in other words, selects learning materials for
learners based on the information such as the learners’ current progresses
and skills, learning material contents. In this thesis, we discuss and address
issues related to the adaptive test and learning problems using data-driven
methods.
In the first chapter, we discuss the challenge of content balancing in
variable-length adaptive tests and propose feasible data-driven methods. Con-
tent balancing is one of the most important issues in CCT. To adapt to
variable-length forms, special treatments are needed to successfully control
content constraints without knowledge of the test length during the test. To
this end, we propose the concept of “look ahead” and “step size” to adap-
tively control content constraints in each item selection step. The step size
gives a prediction of the number of items to be selected at the current stage,
that is, how far we will look ahead. Two look-ahead content balancing (LA-
CB) methods, one with a constant step size and another with an adaptive
step size, are proposed as feasible solutions to balancing content areas in
variable-length computerized classification testing (VL-CCT). The proposed
LA-CB methods are compared with conventional item selection methods in
variable-length tests under different classification methods’ settings. Sim-
ulation results show that integrated with heuristic item selection methods,
the proposed LA-CB methods outperform the conventional item selection
methods with fewer constraint violations and higher classification accuracy.
The second issue we address is to find the learning policy that designs the
optimal learning path in an adaptive learning system under hierarchical skill
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structures. To this end, we first develop a model for learners’ hierarchical
skills in the adaptive learning system. Based on the hierarchical skill model
and the classical cognitive diagnosis model, we further develop a framework to
model various levels of proficiency related to hierarchical skills. The optimal
learning policy in consideration of the hierarchical structure of skills is found
by applying a data-driven algorithm-reinforcement learning method, which
does not require information about learners’ learning transition processes.
The effectiveness of the proposed framework is demonstrated via simulation
studies.
Lastly, we solve the problem of finding a learning policy assuming latent
traits to be continuous with an unknown transition model. We formulate
the adaptive learning problem as a Markov decision process (MDP). We ap-
ply a model-free deep reinforcement learning algorithm—the deep Q-learning
algorithm—that is data-driven and can effectively find the optimal learning
policy from data on learners’ learning process without knowing the actual
transition model of the learner’s continuous latent traits. To efficiently utilize
available data, we further develop a transition model estimator that emulates
the learner’s learning process using neural networks. The transition model
estimator can be used in the deep Q-learning algorithm so that it can more
efficiently discover the optimal learning policy for a learner. Numerical simu-
lation studies verify that the proposed algorithm is very efficient in finding a
good learning policy, especially with the aid of a transition model estimator,
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CHAPTER 1
LOOK-AHEAD CONTENT BALANCING METHODS IN
VARIABLE LENGTH COMPUTERIZED CLASSIFICATION
TESTING
1.1 INTRODUCTION
The computerized classification testing (CCT) method has been applied in a
variety of proficiency tests, to classify examinees into two or more mutually
exclusive groups (Parshall, 2002). Different from the computerized adaptive
testing (CAT) method with respect to point estimation of ability, the CCT
method does not necessarily acquire an accurate estimation of ability values
(Weiss and Kingsbury, 1984; Thompson and Prometric, 2007).
For the purpose of further improving test efficiency, variable-length com-
puterized classification testing (VL-CCT) is adopted (Swygert, 2002; Thomp-
son and Prometric, 2007). Variable-length testing refers to tests in which not
all examinees receive the same number of items. Before a pass/fail decision
is made, an examinee with high or low ability that is far from the cutoff score
will receive a relatively small number of items compared to an examinee with
ability closer to the cutoff score.
The purpose of the VL-CCT method is to provide the decision with as few
items as possible, while maintaining decision accuracy at a certain level. The
VL-CCT method is a powerful and efficient approach to classify examinees
into groups using variable test lengths adapted to abilities. It outperforms
fixed-length tests in at least three aspects: 1) offering substantially shorter
tests than a conventional fixed-length test while maintaining a similar level
of classification accuracy (Kingsbury and Weiss, 1983); 2) conforming to the
“equal measurement error variance” with fixed standard error of measure-
ment (SEm) as a stopping rule (Huo, 2009); and 3) allowing subsequent sta-
tistical analyses involving measurement errors easily handled (Thissen and
Mislevy, 2000; Wainer et al., 2000).
Currently, the VL-CCT method is not as widely adopted as the fixed-
length method in educational and psychological assessments for several rea-
sons. First, it is reported that extremely short tests can affect examinees’
fairness perceptions (Tonidandel et al., 2002; Huo, 2009). Second, it is dif-
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ficult to incorporate all statistical and non-statistical constraints into a VL-
CCT design. In the VL-CCT implementation, constraints include content
balancing, exposure control, answer key balancing, etc. Content balancing
refers to the case when a certain proportion of items needs to be selected from
each content area. Exposure control means item exposure rate should be re-
tained under a specific threshold. Ideally, items should not be over-exposed
or under-exposed, in order to protect test security and maximize item pool
usage. Answer key balancing stands for correct answers should be uniformly
distributed among options (Sympson and Hetter, 1985; Chang and Ying,
1999; Cheng and Chang, 2009). However, as the total number of adminis-
tered items is unknown before a VL-CCT test is terminated, traditional item
selection methods cannot accommodate non-statistical constraints properly
without pre-specifying a content area range.
The importance of content balancing has been demonstrated by many
researchers (Green et al., 1984; Thissen and Mislevy, 2000; Wainer et al.,
2000). A number of methods have been proposed to manage non-statistical
constraints including the constraint CAT method (CCAT; Kingsbury and
Weiss, 1983), the modified multinomial model method (MMM; Chen and
Ankenman, 2004), the modified CCAT method (MCCAT; Leung et al., 2000),
the maximum priority index method (MPI; Cheng and Chang, 2009), and
the content weighted item selection index method (CWI; Huo, 2009). Among
them, the CWI method can be adapted to accommodate to constraint man-
agement in variable-length tests. Furthermore, the MPI method was ad-
justed and introduced in variable-length multidimensional CAT (Yao, 2013;
Su, 2015, 2016). However, it is still a challenging task to control all con-
straints simultaneously in a variable length test setting. Thus, demand exists
to develop new content balancing methods that are specifically designed for
variable-length tests.
The first chapter addresses these challenges by proposing two feasible
methods based on a new design, named look-ahead content balancing (LA-
CB), that gains control over content coverage in severely constrained VL-
CCT programs. The concepts of ”look ahead” and ”step size” are proposed
here which aim at controlling content constraints in each item selection step,
while the step size, indicating how far to look ahead, is adopted to predict
the number of items to be selected at the current stage. Integrated with the
MPI item selection method, the two LA-CB based methods simultaneously
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accommodate non-statistical constraints in VL-CCT. Beyond that, these LA-
CB methods are easy to implement in VL-CCT tests. The LA-CB methods
are then compared with the MPI and CWI methods with respect to their
performance in constraint management and classification accuracy.
1.2 METHODS
The three-parameter logistic model (3PLM) (Hambleton and Swaminathan,
2013) is mostly frequently used in CCT programs. The 3PLM defines the
probability that an examinee with ability θ answering item j correctly as




where aj is the item discrimination parameter, bj is the item difficulty pa-
rameter and cj is the guessing parameter or a lower asymptote.
One of the most widely used item selection methods in CCT programs is
the maximum Fisher information method (Lord, 1980; Wainer et al., 2000). It
selects the next item with the maximum value of Fisher information evaluated




[1 + e−aj(θ̂−bj)]2{1− cj + cj[1 + e−aj(θ̂−bj)]}
. (1.2)
Other than the maximum Fisher information method, the MPI method mea-
sures both the information each item carries, and each item’s contribution
toward meeting constraints.
1.2.1 Content Balancing Item Selection Methods
Maximum Priority Index
The MPI method is a flexible item selection algorithm that incorporates
content balancing constraints in fixed-length CAT. The MPI method heuris-
tically balances constraints in an item selection procedure by including a
multiplier in front of an item’s Fisher information that quantifies the contri-
bution to θ estimation. Clearly, the larger the MPI, the more attractive the
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where Ij represents the Fisher information of item j with regards to θ̂ and fk
is the scaled remaining quota of constraint k which is defined later. The cjk is
the indicator of whether constraint k is relevant to item j, where cjk = 1 if k is
relevant, and 0 otherwise. The ωk is a predefined weight regarding constraint
k, which is used to quantify the importance of content constraints; that is,
major content constraints will receive large weights.
Suppose that the target number of items dealing with specific content
constraint k is Xk and that the number of such selected items is xk. The





The Xk can vary over different item selection phases as well as constraints.
For example, if content area k involves a lower bound lk and an upper bound
uk, Xk is equal to lk in the first phase and is uk in the second. In variable-
length tests, the upper limit is bounded by a ratio ũk% and the maximum
test length U , which gives uk = U × ũk%.
To ensure adequate items administered to examinees and a resulting reli-
able test, most VL-CCT programs set both lower and upper bounds on total
test length, as well as content area constraints. Therefore, the lower bound
of each content area is handled in the first phase and the upper bound in the
second phase.
In particular, the desired exposure rate r can be treated as an upper limit





where r is the exposure rate upper limit, n is the frequency that item j has
been administered, and N is the total number of examinees.
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Content Weighted Item Selection Index
One content balancing control method proposed for variable-length tests is
content weighted item selection index method (CWI) (Huo, 2009). The
method incorporates adapted a-stratified methods to control content con-
straints in variable-length CAT.
Let lk and uk denote the lower and upper bounds of the constraint k
respectively, and let xk denotes the number of selected items from the con-
straint k. The CWI method is calculated in two phases. In the first phase,
the index is expressed as
CWI =
lk
lk − xk + 1
∗ |θ̂ − b|. (1.6)
In the second phase, the index is
CWI =
uk
uk − xk + 1
∗ |θ̂ − b|. (1.7)
To adjust the CWI method in the variable-length setting with exposure
control, the author proposes an adapted a-stratified method. The method
selects items from strata in a circularly increasing or decreasing order in the
second phase, instead of in a strictly ascending or descending order from the
original a-stratified item selection method (Chang and Ying, 1999). This
adapted method achieves the best result among other adaptations in the
original paper. Therefore, we will continue to use the CWI with the adapted
a-stratified method as one of reference methods to compare with the new
methods presented below in our simulation studies.
Look-ahead Content Balancing
The problem of using existing content balancing methods is that the upper
bound of each content area is unknown before the test is terminated. In
VL-CCT programs, each content balancing constraint usually includes both
a lower bound and an upper bound. The lower bounds are fixed values
to ensure adequate items administered to examinees and the reliability of
the test. The upper bounds are usually controlled by a target percentage.
As a result, when the total test length is changing, the program cannot
determine the exact upper bounds. The existing MPI method and the CWI
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method are both using maximum upper bounds, which are the total test
length multiplied by the target percentages, as the target upper bounds in
the second phase. However, the maximum upper bounds can be much larger
than the actual ones since some tests may terminate early. As a result, the
content constraints cannot be controlled properly.
To solve this problem, we first proposed a straight forward solution. The
upper bounds are decided by a fixed value named “step size”. By looking
one step ahead, the upper bounds keep determined by the existing number
of selected items plus the step size in each item selection procedure. An
alternative method is to determine the step size by a confidence interval
derived from the Fisher information. The upper bounds are then decided in
the same way.
We introduced the idea of looking ahead by taking one step forward in
both methods. Both of them prove to be reliable in maintaining high test
accuracy and content management. In addition, we can use the flexible values
of step size to decide the priority of achieving higher classification accuracy or
fewer constraint violations. Besides, the Fisher information contributes the
measure which further refines the step size’s precision in determining upper
bounds. The resulting VL-CCT program shows its high test efficiency over
fixed-length tests without compromising constraint management.
Specifically, the LA-CB design adopts the idea of two-phase item selec-
tion strategy (Cheng et al., 2007; Cheng and Chang, 2009). It handles lower
bounds in the first phase and upper bounds in the second. Same as nota-
tions above, let xk denotes number of selected items from content area k.
Equations below must be satisfied:
xk ≥ lk, (1.8)
and
xk ≤ TL ∗ ũk%, (1.9)
where lk is the lower bound for content area k, ũk% is the target percentage of
content area k in the second phase and TL is total test length. The priority
index PIj is then computed by (1.3).
6





So the fk gives the quota of the distance between the lower bound and the
current selection length.
In the second phase, because both the total test length and the total num-
ber of items received by examinees are changing, we should have a solution
to determine what would be the remaining length. The way to go about it is
to take one step ahead, by introducing either a constant value or an adaptive
value determined by the confidence interval. We call the value step size S.
Suppose the maximum test length is U which is larger than or equal to the
actual test length TL. Then the target percentage ũk% must satisfy
xk + S ∗ ũk% ≤ U ∗ ũk%, (1.11)
which gives:




Inequalities (1.11) and (1.12) indicate that the number of selected items
plus S cannot exceed maximum test length in VL-CCT programs. Besides,
if the test is still in progress (i.e., maximum test length has not been reached
and the termination criteria has not been satisfied), at least one item should
be selected, in which case the value of S is at least 1. Therefore, the step
size S can be a constant integer number within the range given by (1.12).
We name the LA-CB method with constant step size Sconstant as LA-CB-C.
To further improve the precision in determining the upper bound, we used
the ability confidence interval method (ACI) to predict the step size S. By
evaluating the distance of current Fisher information and the desired Fisher
information, the value of S is calculated. As a result, constraints under each
content area can better controlled. The method is denoted as LA-CB-A.
By the ACI method, a confidence interval (CI), based on θ̂ and the con-
ditional standard error of measurement SEm, will be constructed and com-
pared to the cut score. The (1− α)% CI is expressed as:
θ̂ − Zα ∗ SEm < θ < θ̂ + Zα ∗ SEm, (1.13)
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where Zα is the cutoff point of the standard normal distribution.
To estimate SEm, by central limit theorem, under local independence
and large n assumptions, we have:
SEm(θ̂)→ 1√
Σnj=1Ij(θ)
, as n→∞, (1.14)
After the first J items have been administered, CI is approximated by:
θ̂ − Zα ∗
1√
ΣJj=1Ij(θ̂)




where Ij(θ̂) represents Fisher information of item j evaluated at the ability
estimate point θ̂. Since the LA-CB-A method is applied in the second phase,
at least lk items have already been administered. The number of items is large
enough so the accumulated Fisher information can be used to approximate
SEm.
Denote the cutoff score as θ0. If the lower bound of the CI is equal to θ0,
the entire CI will lie on the right side of θ0, leading to the classification of
passing the test under ACI method, where




On the contrary, if the upper bound of the CI is equal to θ0, the entire CI
will lie on the left side of θ0, which gives




The test will terminate and the examinee will be classified as failing the test.
Both equations (1.16) and (1.17) give the same total desired Fisher infor-



















where max(Iunselected) and min(Iunselected) represent the maximum and mini-
mum Fisher information based on current θ̂, respectively, for an item in the
remaining item pool.
To conservatively control content constraints, the predicted number of
remaining items should be as small as possible. Therefore, the LA-CB-A
method uses the left bound in (1.19) as the look-ahead upper bound. The








When the test is in a relatively early stage, the standard error of an
estimated ability is large and the accumulated Fisher information is not close
to FI0 yet. As a result, the adaptive step size S
adaptive
0 can be very large. To
take advantage of Sadaptive0 while having it controlled in a reasonable range,
we integrated the Sadaptive0 with the constant step size S
constant. The resulting
Sadaptive in the LA-CB-A method is calculated by
S = max{1,min{Sadaptive0 , Sconstant}}. (1.21)
With the step size S for either the LA-CB-C or LA-CB-A method, the









xk + S) ∗ ũk%
. (1.22)
The priority index is calculated by (1.3) for each item j and the item with
the maximum priority index is selected and administered.
FI0, S, and fk are predicted and updated after each item is answered
and items are administered following the same procedure until termination
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criterion is satisfied or the maximum test length is reached. Examinees are
classified as pass/fail based on the classification criterion if the test termi-
nates before the maximum test length is reached. Otherwise, examinees are
classified based on the comparison between the estimated ability θ̂ and the
cut score θ0.
1.2.2 Classification Methods
Sequential Probability Ratio Test
The sequential probability ratio test (SPRT) (Wald, 1973; Eggen, 1999) has
proven to be a reliable method in the adaptive test for classifying examinees
into categories (Spray and Reckase, 1996; Eggen and Straetmans, 2000). It
compares the ratio of the likelihoods of two competing hypotheses. In CCT
programs, the likelihood is calculated with the probability of an examinee’s
response to item i given the true hypothesis. The probability is calculated
with an IRT item response function.
To achieve this approach, the statistical hypotheses are formulated as
H0 : θ ≤ θ0 − δ = θ1, (1.23)
against
H1 : θ ≥ θ0 + δ = θ2, (1.24)
where δ is the indifference zone, accounting for the uncertainty of decisions
due to measurement error. The value θ is close to the true ability measure
θ0.
Acceptable decision error rates are then specified as:
P (retain H0|H0 is true) ≥ 1− α, (1.25)
and
P (retain H0|H1 is true) ≤ β, (1.26)
where α and β are nominal Type I and Type II error rates, respectively.
Tests meeting these decision error rates are then implemented using the
SPRT. The test statistic used is the ratio between the values of the likelihood
10
functions under the alternative hypothesis and the null hypothesis.













where y denotes responses y1, y2, ..., yK and K denotes the total number of
items. Pj(θ) is the item response function of the 3PLM from equation (1.1).
Large values of this ratio indicate that the examinee’s θ is above θ0, and
small values indicate that θ is below θ0. That is, a statistical test satisfies








the sampling procedure continues; if
LRk(θ2, θ1; y) ≤
β
1− α, (1.29)
we accept H0 and classify the examinee as failing in the test; if




we reject H0 and decide that the examinee pass the test.
Ability Confidence Interval
The ACI method is an alternative way to make a classification decision. A
95% CI is constructed around the examinee’s estimated theta after each item
administered. If the examinee’s 95% CI is above the cut score θ0, then the
examinee passes the test. If the CI falls below θ0, then the examinee fails. If
θ0 is equal to or within the examinee’s CI, then the test will continue until a
pass/fail decision can be made or the maximum test length is reached.
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1.3 SIMULATION STUDIES AND RESULTS
1.3.1 Overview
Three simulation studies were conducted. In the first simulation study, the
evaluation between the ACI and SPRT methods is based on classification ac-
curacy and test efficiency criteria in the application of the LA-CB-C method.
The main purpose of the first study is to choose a preferable classification
method in the current setting so that the preferred one would be applied in
the following two simulation studies. Only the results of LA-CB-C method
are presented here since the LA-CB-A method produces similar results. In
the second simulation study, we evaluate whether the LA-CB-C method con-
trols content constraints better than the existing MPI method and the CWI
method in VL-CCT tests, where baselines are taken to be MFI without ex-
posure control and the randomized method. The comparisons are conducted
with respect to multiple perspectives including classification accuracy, test
efficiency, content balancing and exposure control. In the third simulation
study, we examine whether the LA-CB-A method further improves the con-
tent balancing performance on top of the LA-CB-C method. Details of the




A hypothetical item bank is simulated under the 3PLM with 400 items,
partitioned into 4 stages with parameter-a evenly distributed at 0.5, 1.0, 1.5,
2.0. Other item parameters are generated as b ∼ N [0, 1] and c ∼ U [0, 0.25].
The item bank is evenly divided into 4 content areas, each of which contains
100 items. Each content area is assumed with a target percentage of 25%.
The 4 contents are considered equally important and the weights are all set as
10. The minimum and maximum test lengths are set at 28 and 60. Therefore,
for each content area, the number of selected items under each constraint k
(k = 1, 2, 3, 4) should be bounded between integers 7 and 15.
As for test security purpose, the exposure rate of all items is required to
be controlled under 0.2, which means items are administered to no more than
12
20% examinees. The constraint is expressed in equation (1.5). Because the
simulated test is considered high-stake, the weight of the exposure control
constraint is set to be 100.
Examinee Generation
We drew 2,000 θs from N [0, 1] as our simulated examinees. To mitigate the
randomness in the results, twenty replications were performed for each of the
18 step sizes of the LA-CB-C and LA-CB-A methods, and for each of the
other four item selection methods, using the same item bank and generated
examinees in the second and third simulation studies. The averaged results
were presented. The passing rate of the test is presumed to be 50%.
Model Settings
The indifference region δ for SPRT method is set as 0.2. The cut score for
θ0 is 0. As a result, θ1 and θ2 are -0.2 and 0.2, respectively. Parameters α
and β for SPRT are set to 0.05. In addition, 18 integer values are generated
for the step size S in LA-CB methods, ranging from 3 to 20.
At the beginning of the test, the first three items are always selected
randomly because we lack the knowledge to compute the Fisher information.
Each following item is selected randomly from the two best items at the
current step where the best item refers to the one with maximized priority
index, Fisher information, or minimized weighted index, depending on which
the method is used.
The Expected a posteriori (EAP) method with a prior of N (0, 1) is used
to estimate θ when all responses are 0s or 1s. If responses contain both values
of 0 and 1, the maximum likelihood estimation (MLE) method is applied.
1.3.3 Evaluation Criteria
Various criteria are used to analyze and compare the two newly proposed
methods with traditional methods. Results are evaluated based on the follow-
ing four main aspects. Note that the last criterion is for the first simulation
study only.
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1. Classification accuracy: Three criteria are used for classification accu-
racy comparison in the simulations, including classification error rate
(CER), Type I error rate (Type I ER) and Type II error rate (Type
II ER). Meanwhile, mean square error (MSE) is also calculated as a







2. Content balancing: The total numbers of violated content constraints
across various examinees are evaluated as a criterion for content bal-
ance. Vi denotes the total number of constraints violated in all content
areas of examinee i. The average number of constraint violated in a







where i denotes ith examinee and N (i.e. 2,000) denotes the total num-
ber of examinees. The average value of V̄ across different examinees,
the maximum V̄ and minimum V̄ are given for comparison. The grand





P − P0 + 1
, (1.33)
where V̄p denotes the average number of constraint violated of p
th step
size and P0 and P denote the minimum and maximum step sizes re-
spectively we generated for LA-CB-C and LA-CB-A models. Maximum
and minimum V̄ are also calculated across different step sizes.
3. Exposure control: Four criteria are used for the purpose of evaluating
exposure control across five different methods. They are the maximum
item exposure rate, the proportion of overexposed items (items with
exposure rate higher than 0.2), the proportion of unused items, and
χ2. The χ2 is designated to measure the similarity between observed
14







where j denotes jth item, K denotes the total number of items, and
ĒR shows the average exposure rate of all the items in the pool.
4. Test efficiency: To compare the test efficiency between two classification
methods ACI and SPRT in the first study, the average test lengths TLs
across various examinees are calculated conditioning on different step







TLi stands for the test length received by i
th examinee and N (i.e.
2,000) is the total number of examinees.
1.3.4 Results of Simulation 1
The ACI and SPRT classification methods are adopted with LA-CB-C method
and compared from the classification accuracy and test efficiency perspec-
tives. The classification accuracy includes the classification error rate, Type I
error rate, and Type II error rate. Therefore both the classification specificity
and sensitivity can be shown. A reliable classification method is expected to
provide both low classification error rate and short average test length.
The focus of the first study is to find out the most appropriate classifica-
tion method which is a critical part of the VL-CCT design so that LA-CB
methods can be further investigated on top of the recommended method. The
classification method with better performance is applied in the following two
studies.
Table 1.1 gives a comparison of classification accuracy and test efficiency
between SPRT and ACI methods. The average TL shows their performance
on improving test efficiency with the benefit of variable length setting. While
the average test length of SPRT is around 29.8, ACI has the average test
length larger than 37.1. With SPRT as the termination criterion, the aver-
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age test length is shortened by 19.7% compared to ACI. Figure 1.1 gives the
comparison of total test lengths TL between the two methods conditional
on 18 step sizes. In addition, eighteen one-way ANOVA tests were run to
compare the test lengths generated by the ACI and SPRT methods condi-
tional on 18 step sizes. All p-values were reported to be smaller than 2×e−16
indicating the test lengths generated between the ACI and SPRT methods
are significantly different.
Table 1.1: Overall Performance of Sequential Probability Ratio Test (SPRT)
and Ability Confidence Interval (ACI) Classification Methods.
Methods SPRT ACI
Avg. Test Length TL 29.85 37.11
Grand Avg. Violated Constraints V̄ 0.011 0.017
Average Classification Error Rate 0.063 0.060
Average Type I Error Rate 0.033 0.030
Average Type II Error Rate 0.030 0.030














Figure 1.1: Average Test Length (TL) of Sequential Probability Ratio Test
(SPRT) and Ability Confidence Interval (ACI).
The second row in Table 1.1 gives the average number of constraints
violated in tests (V̄ ). The value is 0.011 with SPRT and 0.017 with ACI.
The result accords with the result given by TL in Table 1.1 and Figure
1.1, since the ACI method tends to give a longer test so there is a higher
probability of constraint violation.
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The last part of the table presents the overall classification error rates of
the two methods. The ACI method gives a slightly better performance with
6.0% error rate while SPRT has 6.3% error rate on classifying examinees.
The difference of the average classification error rates between the ACI and
SPRT methods is only 0.3%. Figure 1.2 presents the classification error rates
of the two methods conditional on 18 step sizes, while Figure 1.3 and 1.4 give
corresponding type I and type II error rates. The fluctuations of the curves
are due to randomness from the test setting. Items are selected randomly
from the two best ones and ability estimation errors also result in randomness
in item selection procedure. In general, the differences of classification error
rates between the two methods across 18 step sizes are quite small. The
results show that comparative classification accuracy are achieved by the
two methods.
Results given in Table 1.1, Figure 1.1, 1.2, 1.3 and 1.4 clearly show that
SPRT improves test efficiency by shortening the test length by 19.7% with-
out losing much capacity of maintaining high classification accuracy, which
is 93.7% here. Similar conclusion that SPRT tends to gives a better perfor-
mance in CCT can be found in other researches (Thompson, 2009; Babcock
and Weiss, 2009; Lin, 2011) as well. Therefore, SPRT proves to be an effi-
cient classification method which is used in simulation 2 and 3 for a further
evaluation of the LA-CB methods.












Figure 1.2: Classification Error Rate (CER) of Sequential Probability Ratio
Test (SPRT) and Ability Confidence Interval (ACI).
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Figure 1.3: Type I Error Rate (ER) of Sequential Probability Ratio Test
(SPRT) and Ability Confidence Interval (ACI).
















Figure 1.4: Type II Error Rate (ER) of Sequential Probability Ratio Test
(SPRT) and Ability Confidence Interval (ACI).
1.3.5 Results of Simulation 2
Eighteen step sizes are generated for a comparison of LA-CB-C method with
the CWI, MPI and the baselines of the MFI and randomized methods. The
influence of different step sizes will be evaluated from different perspectives
mentioned above. SPRT is adopted here as the classification method.
Since the LA-CB-C method is designed as a content balancing item se-
lection method without sacrificing classification accuracy, criteria including
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classification accuracy, content balancing and exposure control are recorded
for a comparison. We replicated the simulation by 20 times and averaged the
resulting values to give a reliable result.
Figure 1.5 and 1.6 present the classification error rates and the numbers
of constraints violated across different step sizes with the LA-CB-C method.
The trendline is a linear regression line which gives the linear trend of those
two. Obviously, as the step size increases, the classification accuracy rate im-
proves slightly, with error rate decreasing (see Figure 1.5). At the same time,
the number of violated constraints increases greatly with larger step sizes (see
Figure 1.6). There clearly exists a trade-off between classification accuracy
and content balancing regarding different step sizes. With a decreasing step
size, content constraints of selected items can be better controlled, with a
slight loss of classification accuracy.












Figure 1.5: The LA-CB-C Method Classification Error Rate (CER) with
Linear Trendline.
Table 1.2 and Figure 1.7 present the classification accuracy achieved by
the LA-CB-C method under 18 step sizes and the MPI and CWI methods,
compared to the baseline of MFI and randomized item selection methods.
The results show that the randomized method has the highest CER, the
MFI method has the lowest, while the CERs of the LA-CB-C, MPI and CWI
methods lie in the middle. The average CER of the LA-CB-C method is
6.4%, slightly higher than the MPI method’s 6.2% but much lower than the
CWI method’s 7.8%. There is no obvious optimum step size that achieves
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Figure 1.6: Average Number of Constraint Violations (V̄ ) of the LA-CB-C
Method with Spline Trendline.
lowest error rate. Classification error rates of the LA-CB-C method under
different step sizes all lie within the range 6.2% and 6.6%.
Meanwhile, Figure 1.6 shows that the average number of constraints vi-
olated (V̄ ) in the LA-CB-C method with different step sizes are all under
0.040, while V̄ of the MPI method is 0.054, the MFI method is 8.14, the CWI
method is 2.23 and the randomized method is 7.02 (see Table 1.5). Partic-
ularly, with step size from 3 to 10, the LA-CB-C method has no constraint
violation. Even with step size 20, which has the highest V̄ , the LA-CB-C
method still gives a better performance on constraint management than other
four methods. This shows that the LA-CB-C method significantly improves
content balancing compared to the MPI and CWI methods.
Table 1.3 shows that the exposure rate is well-controlled by both the LA-
CB-C and MPI methods, especially compared with the MFI method. The
maximum exposure rates of the LA-CB-C and MPI methods are both under
0.2, and all items in the pool are used.
The results show that the LA-CB-C method has comparable classification
accuracy with the MPI and MFI methods, better than the CWI method. In
addition, the LA-CB-C method generates much smaller number of violated
constraints than the other four methods, while having similar the exposure
control performance with the MPI method but better than the CWI, MFI and
randomized methods. The results indicate that from the content constraint
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Table 1.2: Classification Error Rates (ER) and Mean Square Error (MSE) of
the LA-CB-C Method and Three Other Methods under 18 Step Sizes S.
S CER Type I ER Type II ER MSE
3 0.064 0.034 0.030 0.074
4 0.062 0.033 0.030 0.074
5 0.064 0.033 0.031 0.075
6 0.065 0.034 0.031 0.075
7 0.065 0.033 0.031 0.075
8 0.065 0.033 0.032 0.074
9 0.062 0.033 0.030 0.075
10 0.065 0.034 0.031 0.076
11 0.064 0.032 0.032 0.075
12 0.066 0.034 0.031 0.075
13 0.063 0.033 0.030 0.075
14 0.063 0.033 0.030 0.075
15 0.066 0.034 0.032 0.075
16 0.064 0.033 0.031 0.074
17 0.063 0.033 0.030 0.075
18 0.063 0.033 0.030 0.075
19 0.064 0.032 0.032 0.075
20 0.063 0.033 0.030 0.075
LA-CB-C Average 0.064 0.033 0.031 0.075
Maximum Priority 0.062 0.032 0.030 0.074
Content Weighted 0.078 0.040 0.039 0.118
Maximum Information 0.054 0.032 0.022 0.054
Randomized 0.084 0.042 0.042 0.254








Max. exposure rate 0.178 0.175 0.166 0.532 0.100
Over exposed (%) 0 0 0 3.2 0
Never exposed (%) 0 0 0 0 0
χ2 20.297 20.228 4.009 83.041 0.153
management perspective, the LA-CB-C method outperforms all the other
methods.
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1.3.6 Results of Simulation 3
The LA-CB-A method is designed to improve the LA-CB-C method in terms
of meeting the content constraints. The criteria to compare the LA-CB-A
and LA-CB-C methods include classification accuracy, content balancing,
and exposure control. The simulation was replicated by 20 times and the
results were summarized in Table 1.4, 1.5, Figure 1.7 and 1.8.
The adaptive step size is used in the LA-CB-A method, expected to
better control the content area constraints based on the LA-CB-C method.
Table 1.4 and Figure 1.7 give the performance of the LA-CB-A method on
classification accuracy compared to other methods. The average CER of the
LA-CB-A the is 6.4%, same as that of the LA-CB-C method, close to the
MPI method, slightly higher than the MFI method, and much lower than
the CWI and randomized methods.















Figure 1.7: Classification Error Rate (CER) of the LA-CB methods with con-
stant (Constant S) and adaptive (Adaptive S) step sizes and Maximum Pri-
ority (MPI), Maximum Information (Max FI) and Content Weighted (CWI)
Methods.
Table 1.5 and Figure 1.8 present the overall content balancing perfor-
mance achieved by the LA-CB-C and LA-CB-A methods, compared to the
other four methods. Obviously, the LA-CB-C and LA-CB-A methods both
outperform other methods, while the LA-CB-A method has the smallest av-
erage V̄ (see Table 1.5). By deep-diving in the two methods under different
step sizes, the LA-CB-A method controls V̄ better than the LA-CB-C method
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Table 1.4: LA-CB-A Classification Error Rates (ER) and Mean Square Error
(MSE) under Different Step Sizes S.
Constant S CER Type I ER Type II ER MSE
3 0.065 0.034 0.031 0.076
4 0.063 0.032 0.031 0.076
5 0.064 0.034 0.030 0.076
6 0.064 0.033 0.031 0.075
7 0.062 0.032 0.030 0.075
8 0.064 0.033 0.031 0.074
9 0.065 0.033 0.031 0.076
10 0.063 0.033 0.031 0.073
11 0.065 0.033 0.031 0.074
12 0.062 0.032 0.030 0.074
13 0.066 0.034 0.032 0.075
14 0.063 0.034 0.029 0.074
15 0.063 0.032 0.031 0.076
16 0.064 0.033 0.031 0.074
17 0.064 0.033 0.031 0.074
18 0.062 0.032 0.030 0.075
19 0.064 0.033 0.030 0.074
20 0.064 0.033 0.031 0.075
LA-CB-A Average 0.064 0.033 0.031 0.075
Maximum Priority 0.062 0.032 0.030 0.074
Content Weighted 0.078 0.040 0.039 0.118
Maximum Information 0.054 0.032 0.022 0.054
Randomized 0.084 0.042 0.042 0.254
(with smaller V̄ ) especially when the step size gets larger. It makes sense
since more constraints tend to be violated when the step size gets larger,
while the LA-CB-A method gives a look-ahead prediction of the test length
with an adaptive step size, which is no larger than the constant step size
in LA-CB-C. It is also worth noting that both the LA-CB-C and LA-CB-A
methods control constraints almost perfectly when the step size is smaller
than 11 (Figure 1.8). Table 1.6 presents the LA-CB-A method also controls
exposure rate very well and is comparable with the LA-CB-C method.
The results show that the LA-CB-A method does manage constraints
better than the LA-CB-C method with high classification accuracy and low
exposure rate. The LA-CB-A method improves the performance of control-
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ling content constraints significantly especially under the condition of larger
step sizes and gives a perfect constraint management when the step sizes is
small.
Table 1.5: Summary of Content Constraint Violations (V̄ ).
Measures Average V̄ Max V̄ Min V̄
LA-CB-C 0.0110 0.0370 0
LA-CB-A 0.0102 0.0319 0
Maximum Priority* 0.0540 - -
Content Weighted* 2.2295 - -
Maximum Information* 8.1380 - -
Randomized* 7.0230 - -
Note: The table summarizes the statistics of V̄ across 18 step sizes. Methods with (*) do
not include step sizes to make item selections and therefore maximum or minimun V̄ are
not applicable.























Figure 1.8: Average Number of Content Constraint Violations (V̄ ) of the
LA-CB methods with constant (Constant S) and adaptive (Adaptive S) step
sizes.
1.4 DISCUSSION
The results reported in the preceding section indicate that the proposed
LA-CB methods with SPRT are promising solutions to content constrained
VL-CCT tests. First, the results show that the LA-CB methods perform bet-
ter than the CWI and MPI methods in controlling constraints (e.g., content
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Table 1.6: Overall exposure control indices.
Methods LA-CB-C LA-CB-A
Maximum exposure rate 0.178 0.178
Over exposed (%) 0 0
Never exposed (%) 0 0
χ2 20.297 20.289
area constraints and exposure rate), while still maintaining high classifica-
tion accuracy. Second, with adaptive step sizes, the trade-off between the
classification accuracy and constraint management can be alleviated. Specifi-
cally, the LA-CB methods reduce the number of constraint violations without
sacrificing classification accuracy. Third, both the LA-CB-C and LA-CB-A
methods are flexible and easy to implement in practice.
The VL-CCT program shows its advantages in improving test efficiency
and accuracy. Yet, due to the lack of information on test length, the non-
statistical constraints are hard to control which is very different from the
fixed-length CCT program. Now with the proposed LA-CB methods, it is
possible to control content constraints and achieve high classification ac-
curacy simultaneously. As such, the VL-CCT approach can play a more
important role in future large-scale tests.
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CHAPTER 2
OPTIMAL HIERARCHICAL LEARNING PATH DESIGN
WITH REINFORCEMENT LEARNING
2.1 INTRODUCTION
In a traditional classroom, a teacher uses the same learning material (e.g.
textbook, instruction pace, etc.) for all students. However, the selected
material may be too hard for some students and too easy for some other
students. Further, some students may take longer time to learn than others.
Such a learning process may not be efficient. These issues can be solved if
the teacher can make an individualized learning plan/designs an individual-
ized learning path for each individual student: Select an appropriate learning
material according to each student’ ability and let a student learn at her/his
own pace. Considering that a very low teacher-student ratio is required,
such an individualized adaptive learning plan may be too expensive to be
applied to all students. As such, adaptive learning systems are developed to
provide individualized adaptive learning for all students/learners. In partic-
ular, with the fast growth of digital platforms, globally integrated resources,
and machine learning algorithms, the adaptive learning systems are becom-
ing increasingly more affordable, applicable, and efficient (Zhang and Chang,
2016).
An adaptive learning system—also referred to as a personalized/ individ-
ualized learning or intelligent tutoring system—aims to provide a learner with
optimal and individualized learning experience or instructional materials so
that the learner can master prespecified skills/reach a certain achievement
level in a shortest time or reach as high as possible an achievement level in
a fixed period of time. First, learners’ historical data are used to estimate
his/her evolving progress on selected skills. Then, according to the number of
skills she/he has mastered or the level of her/his proficiency, the system finds
the optimal learning strategy/plan (called policy in the rest of the chapters)
which selects the most appropriate learning material for the learner. Af-
ter the learner finishes the learning material, an assessment is given to the
learner and her/his skill status or proficiency level is updated and is used by
the adaptive learning system to choose the next most appropriate learning
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material for the learner. Such process is repeated until the learner masters
all prespecified skills or achieves a certain proficiency level.
Several studies have provided innovative approaches to adaptive learning
systems. One of the directions with respect to adaptive learning systems is to
track learners’ skill acquisition and model changes in their skills, referred as
learning paths. For example, cognitive diagnosis models (CDMs), known as
the foundation of assessing learners’ mastery of skills, are extended to model
their learning paths (Chen et al., 2018b; Wang et al., 2018). The knowledge
tracing method (Corbett and Anderson, 1994) functions similarly in model-
ing learning but focusing on one skill each time (Studer, 2012). The modeled
individualized learning trajectories can be used as priors to provide learn-
ing recommendations for learners in the future. Another direction towards
personalized learning is to find optimal learning path that recommends learn-
ing materials for adaptive learning systems (Chen et al., 2018c; Tang et al.,
2019) or intelligence tutoring systems (Brusilovsky and Peylo, 2003; Lan and
Baraniuk, 2016). Personalized learning materials are thus selected by the
systems for learners and each individual’s total learning time to master skills
is shortened.
However, there are two challenges in the existing approaches. First, afore-
mentioned research studies except Tang et al. (2019) typically characterize
the learning path as a Markov decision process (MDP) assuming its transi-
tion probabilities are known. However, the transition probabilities are hardly
known in practice. As a matter of fact, the transition paths of learners’
skills/attributes are unobservable and may vary across different learning ma-
terials. Second, skills are typically assumed to be unstructured without con-
sidering skill hierarchical structure and mastery levels related to the skills
in previous learning tracking research. Ignoring skill hierarchy and mastery
levels may contaminate classification results (Tu et al., 2018).
Tang et al. (2019) applied the model-free Q-learning method with linear
function approximation to solve some MDP problems as showcases with-
out the known transition probability assumption. However, their showcases
are relatively trivial without considering the intrinsic hierarchical structures
among skills. The optimal learning policies in the showcases can be found
by subject experts directly based on contents of learning materials and the
skill hierarchy structure that can be derived from empirical considerations or
curriculum development (Leighton et al., 2004). Besides, it is well known in
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reinforcement learning communities that the Q-learning method with linear
function approximation may fail to find an optimal policy in certain situa-
tions (Geramifard et al., 2013; Melo and Ribeiro, 2007; Thrun and Schwartz,
1993).
In this chapter, we address those challenges by proposing an integrated
adaptive learning system equipped with the optimal learning policy, an algo-
rithm that designs the optimal learning paths for learners, without the known
transition probability assumption and a data-driven method that takes the
skill hierarchy into consideration. After finding the optimal learning pol-
icy and selecting the most appropriate learning materials for new learners,
the algorithm keeps the system being trained using the new learners’ in-
formation (data). In the rest of the chapter, we refer to a set of skills as
attribute profile and a skill as an attribute which are conventional terms in
CDMs. Specifically, we first develop a unified hierarchical learning model to
explicitly characterize attribute hierarchy and mastery levels of attributes,
or called ordered polytomous attributes in CDM literatures (Chen and de la
Torre, 2013; Karelitz, 2004; Templin, 2004), which, albeit important, have not
been addressed yet in existing adaptive learning system research. Attribute
hierarchy widely exists in practice as the curriculum is designed to follow a
hierarchical structure. For example, mathematics contains many attributes
which are related and often constructed on one another (Sternberg and Ben-
Zeev, 1996). In addition, the optimal learning path cannot be easily designed
by subject experts due to unobservable transition models of mastery levels
across hierarchical attributes. Thus, it is crucial to consider hierarchical at-
tributes and their mastery levels when building an adaptive learning system.
We model the mastery levels related to hierarchical attributes following the
same form of CDMs for binary attributes, instead of using polytomous at-
tributes which can be accommodated by only a few CDMs (Chen and de la
Torre, 2013); therefore, the latent attributes and their mastery levels can
be first pre-specified as binary labels by subject experts and later estimated
using conventional CDMs. The optimal learning path is next formulated as
an MDP, in which the state is the (discrete) attribute profile of a learner,
the action is the (discrete) learning material selected to the learner. The
proposed hierarchical learning model transforms the polytomous attributes
to take a uniform form which is flexible and easy to implement in adaptive
learning systems and can accommodate various types of attribute hierarchies
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(Leighton et al., 2004) which will be discussed in the later section. In ad-
dition, the number of latent states to be estimated is largely reduced with
regards to the restricted state space defined in the model.
Second, a data-driven reinforcement learning (RL) method is applied to
finding the optimal learning policy. Reinforcement learning is a type of
machine learning technique that takes suitable action so as to achieve the
objective (e.g., minimize total learning time) by interacting with the envi-
ronment through trial-and-error search and collecting feedback. Using RL
techniques, the proposed adaptive learning system is fully data-driven and
does not require prior information to solve the MDP. After each stage of
learning, a set of items are distributed to the learners, whose responses to
these items are collected by the adaptive learning system. Learners’ latent
attributes are estimated and their attribute profile status is updated based
on the responses using CDMs. We compare the data-driven RL method with
a heuristic method that randomly selects a material among all available ones
via simulation studies constructed under the proposed hierarchical learning
model. The results indicate that the data-driven RL method can quickly find
a learning policy outperforming the heuristic one.
2.2 PRELIMINARIES
In this section, we provide some background on CDMs and the Markov model
which will be used to characterize the learning paths.
2.2.1 Cognitive Diagnosis Models
CDMs are psychometric models that examine learners’ mastery of specific
attributes at a fine-grained level. Attributes in CDMs are assumed to be
latent and discrete. The element of an attribute profile takes binary values
if only the mastery or non-mastery of an attribute is modeled. Latent at-
tribute profiles can be reflected by responses given by examinees to items
measuring one or more attributes. They are ideal frameworks that aid in
identifying optimal learning materials to be distributed next since they keep
track of learners’ different attributes considering their multidimensional fea-
tures. These models provide a summary information in the form of attribute
profiles, the element of which represents the mastery level related to an at-
tribute by examinees.
29
Most CDMs require the construction of a Q-matrix (Embretson, 1984) for
implementation. To be specific, suppose that the adaptive learning system
considers N attributes and contains J items. The Q-matrix is a J×N matrix
whose element qjn, j = 1, · · · , J , n = 1, · · · , N , on the jth row (item) and
nth column (attribute) taking binary values, indicates whether the jth item
is associated with the nth attribute. The Q-matrix specifies the cognitive
specification for each test item explicitly (de la Torre, 2009).
An example is provided to illustrate the construction of Q-matrix. Con-
sider the mixed attributes in the system including addition and multiplica-
tion. The item “5 + 4” requires addition attribute for itself to be answered
correctly, while “5 + 2 × 2” measures both addition and multiplication at-
tributes. Thus the corresponding row of the Q-matrix for the first item is
(1, 0) and that for the second is (1, 1). The Q-matrix provides a method
to formulate the conditional independence between item responses and at-
tribute profiles. That is, conditioning on measured attributes, item responses
are independent of irrelevant attributes. The Q-matrix is generally specified
before a test and further improved based on learners’ responses during the
test (Chen et al., 2018a; Liu et al., 2012).
One widely-used CDM is the deterministic inputs, noisy “and” gate (DINA)
model (Junker and Sijtsma, 2001) which is both tractable and interpretable.
In the DINA model, the probability of correctly answering an item is de-
fined based on the Q-matrix. Following the same notation as above, assume
N attributes and J items in the adaptive learning system. Let αi be the
attribute profile for the ith learner, where αi = (αi1, αi2, · · · , αiN) and each
element of αi belongs to {0, 1}. A value of 1 indicates a mastered attribute
and 0 indicates an unmastered attribute. Let Xij be the response of learner
i to item j, j = 1, · · · , J , where Xij = 1 indicates a correct answer while
0 indicates an incorrect one. Therefore, the probability of a correct answer
conditional on the attribute profile is defined as
P(Xij = 1|αi) = (1− sj)ηijg1−ηijj , (2.1)
where P denotes probability, ηij indicates whether or not the learner i has
mastered all attributes required for the item j. The value of ηij is 1 if the
learner possesses all attributes and is 0 if the learner lacks at least one of the
30







In the model, the value qjn is an entry in the Q-matrix, sj denotes the slipping
parameter—the probability of a learner possessing all attributes required in
item j yet failing to answer correctly, e.g.,
sj = P(Xij = 0|ηij = 1),
and gj denotes the guessing parameter—the probability of correctly answer-
ing the item without required attributes, e.g.,
gj = P(Xij = 1|ηij = 0).
CDMs are classified as non-compensatory and compensatory models (Di-
Bello et al., 2007). The DINA model is a non-compensatory model since
it assumes the learner who lacks any of the required attributes will fail to
answer the item correctly unless guessing. Other non-compensatory models
include noisy input, deterministic, “and” gate (NIDA) model (Maris, 1999),
the reparameterized unified model (RUM) or fusion model (Hartz, 2002), and
the reduced reparameterized unified model (r-RUM; Roussos et al., 2007).
Unlike non-compensatory models, compensatory models allow a high ability
attribute to compensate for a low ability attribute on another dimension.
Compensatory models include deterministic input noisy “or” gate (DINO)
model (Templin and Henson, 2006) and additive cognitive diagnostic model
(ACDM; de la Torre, 2011). More general CDMs have been developed to
include many non-compensatory and compensatory models (Henson et al.,
2009; de la Torre, 2011). Both non-compensatory and compensatory mod-
els are well-examined in modeling diagnostic attributes and the estimation
of CDMs (e.g., expectation-maximization and Markov Chain Monte Carlo
(MCMC) algorithms) as well as their software programs (Bolt et al., 2008;
de la Torre, 2009; George et al., 2016; Muthén and Muthén, 1998; Templin
et al., 2010; von Davier, 2006).
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Figure 2.1: An illustration of learning path with the Hidden Markov Model
(αt denotes the latent attribute profile, lt denotes the learning material and
Xt denotes the learner’s responses at time step t).
2.2.2 Learning Paths with the Hidden Markov Model
Learning paths can be modeled by the HMM because the attribute profiles
are latent (Kaya and Leite, 2017; Li et al., 2016; Norris, 1998; Wang et al.,
2018). The Markov model specifies that a learner’s next state, after provided
with a certain learning material, will only depend on his or her current state
and the material. Figure 2.1 illustrates how to model the learning path with
an HMM. Define the attribute profile as the state in the Markov model,
denoted as αt = (α1,t, α2,t, · · · , αN,t) for a learner with N attributes at time
step t. The state transition is as follows:
αt × lt → αt+1, (2.2)
where lt denotes the learning material distributed at time t, and lt ∈ L =
{l1, · · · , lL}, which is the set of all learning materials. The transition process
from current state to the next is thus formulated as a Markov decision process
(MDP).
The learning paths with latent attribute profiles can either be consid-
ered as a partially observable MDP (Kaelbling et al., 1998), or two separate
components—one with a psychometric model and one MDP. In both cases,
we assume no retrogression exists—once learners master an attribute, they
will not lose it, e.g., for ∀n ∈ {1, · · · , N}
P(αn,t+1 = 1|αn,t = 1) = 1, (2.3)
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and
P(αn,t+1 = 0|αn,t = 1) = 0. (2.4)
In this study, the CDM and an HMM are used to estimate the attribute
profiles. Specifically, given time-invariant item parameters and a proper psy-
chometric model such as a CDM, the attribute profile αt of a learner at time
step t can be estimated from item responses at time step t, denoted as Xt,
as shown in Figure 2.1. Take the DINA model as an example. Given item
responses, the attribute profile can be estimated through (2.1).
2.3 MODELS AND ALGORITHMS
In this section, a uniform and flexible hierarchical learning model that con-
siders attribute hierarchy and mastery levels of attributes is constructed in
the framework of CDMs. The problem of finding the optimal learning policy
is next formulated as an MDP and solved by a RL algorithm, an efficient
and stable algorithm for solving MDPs with unknown models.
2.3.1 Hierarchical Learning Model
In an adaptive learning system, learners are first given a test to assess what
mastery levels they have reached on different attributes, and next provided
with learning materials based on their responses so as to improve mastery
levels within shortest learning steps under the optimal learning policy. In
the first step, the psychometric model such as a CDM is applied to esti-
mate the latent attribute profiles. In the second step, a material is selected
for learners by the optimal learning policy accordingly based on their esti-
mated attribute profiles. To characterize the transition process of learners’
hierarchical attributes considering mastery levels, the unified and flexible hi-
erarchical learning model is proposed to incorporate both the hierarchical
structure and mastery levels in presenting attribute profiles with binary val-
ues, such that attribute profiles can be easily estimated using conventional
CDMs. In addition, assumptions regarding the transition of mastery levels
in hierarchical attributes which conform to a realistic learning process are
proposed in the model.
Attribute hierarchy method (AHM) was first proposed to deal with situa-
tions where cognitive attributes are hierarchically related and thus correlated
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Figure 2.2: A divergent hierarchical structure among five cognitive attributes.
with each other (Leighton et al., 2004). In particular, the AHM investigates
precedence ordering of cognitive competencies required to solve test prob-
lems. It has four different structures including linear, convergent, divergent
and unstructured. An intuitive example of the hierarchical structure is how
learners learn addition “+” and multiplication “×”. Addition is considered
as a prerequisite for multiplication. Learners are able to learn multiplication
only after they fully understand addition or at least are equipped with basic
knowledge of it.
All structures investigated by AHM can be split into dependent relation-
ships between two attributes. For example, Figure 2.2 exhibits the divergent
structure among 5 attributes, denoted as An, n = 1, · · · , 5. The hierarchical
structure among the five can be split to the four dependent links shown as
dotted arrow line in Figure 2.2. That is, A1 is a prerequisite of A2 and A3,
while A3 is a prerequisite of A4 and A5. Therefore, the hierarchical learning
model is proposed to capture the relationship between two dependent at-
tributes and the complete hierarchical attribute structure can be expressed
based on paired attributes accordingly.
First, assumptions on the link between two dependent attributes are con-
structed. Assume attribute A1 is prerequisite to attribute A2. There are K
different mastery levels for each attribute. Denote the lack of attribute An as
A
(0)
n , n ∈ {1, 2}, and K different mastery levels as A(1)n , · · · , A(K)n . Whether
or not possessing a certain level of each attribute is binary. Throughout this
chapter, we make the following assumptions:
A2.1. Learners can only possess a high mastery level after they have mastered
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the lower level of the same attribute. That is,
P(A(k)n = 1|A(k−1)n = 0) = 0, k ∈ {2, · · · , K}. (2.5)
A2.2. Certain mastery level of attribute A2 can only be learned after the same
mastery level of attribute A1 is achieved. That is,
P(A(k)2 = 1|A(k)1 = 0) = 0, k ∈ {1, · · · , K}. (2.6)
A2.3. The probability of a learner to master a certain mastery level of the
attribute An1 conditional on mastering a higher level of attribute An2
is no smaller than mastering a lower level of attribute An2 , {n1, n2} =
{1, 2}. That is, for k ∈ {1, · · · , K − 1} and k̃ ∈ {k, · · · , K − 1},
P(A(k)2 = 1|A(k̃+1)1 = 1) ≥ P (A(k)2 = 1|A(k̃)1 = 1), (2.7)
and for k ∈ {2, · · · , K} and k̃ ∈ {1, · · · , k − 1},
P(A(k)1 = 1|A(k̃)2 = 1) ≥ P (A(k)1 = 1|A(k̃)2 = 0). (2.8)
We next model different mastery levels of hierarchical attributes to be
elements of attribute profiles as in CDMs. Assume that an attribute A
has K different mastery levels, denoted as A(1), A(2), · · · , A(K). If a learner
reaches level k, ∀k ∈ {1, · · · , K} on this attribute, we have A(k) = 1, while
A(κ) = 1, ∀κ < k and A(κ′) = 0, ∀κ′ > k. The attribute profile α with two
attributes A1 and A2, each with K1 and K2 mastery levels respectively is
thus represented by α = (A
(1)
1 , · · · , A(K1)1 , A(1)2 , · · · , A(K2)2 ). Note that K1 is
not related to K2, that is, they can be equal or different. An example of a
Q-matrix for two hierarchical attributes with two mastery levels is provided
in Table 2.1. In this example, attribute addition (+) is presumed to be a
prerequisite of attribute multiplication (×). One-digit calculation is assumed
to be the low mastery level while two-digit calculation is assumed to be the
high mastery level for both operations.
The three assumptions can be further explained intuitively using the same
example. Under Assumption A2.1, a high level of any attribute, e.g., +(2),
cannot be possessed until its lower level +(1) is mastered. Furthermore,
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Table 2.1: A Q-matrix of Addition (+) and Multiplication (×) Attributes
with Two Levels.
Item +(1) +(2) ×(1) ×(2)
7 + 2 1 0 0 0
11 + 4 ∗ 5 1 1 1 0
12 ∗ 31 1 1 1 1
Table 2.2: State Space for Addition (+) and Multiplication (×) Attributes
with Two Levels.
State +(1) +(2) ×(1) ×(2)
1 0 0 0 0
2 1 0 0 0
3 1 1 0 0
4 1 0 1 0
5 1 1 1 0
6 1 1 1 1
under Assumption A2.2, if the learner has not reached certain level on the
prerequisite attribute, e.g., +(2) = 0, the higher level of × cannot be reached
such that P(×(2) = 1|+(2) = 0) = 0. Equation (2.7) in Assumption A2.3
indicates the ability of multiplication is likely easier to learn when the ability
of addition reaches a higher level, e.g., P(×(2) = 1|+(2) = 1) ≥ P (×(2) =
1|+(1) = 1), while equation (2.8) in Assumption A2.3 indicates the ability of
addition is likely easier to learn when the ability of multiplication reaches a
higher level, e.g., P(+(2) = 1|×(1) = 1) ≥ P (+(2) = 1|×(1) = 0).
To incorporate the attribute hierarchy, the state space is constructed fol-
lowing the hierarchical learning model assumptions. Without a hierarchical
attribute structure, 24 = 16 states shall be included in the HMM with re-
spect to 4 attributes. With the hierarchical learning model, the state space
is reduced to 6 states shown as rows in Table 2.2. As a result, the attribute
profile of a learner at time step t, that is, αt, can only be one of the rows in
Table 2.2.
All attribute hierarchy can be generalized by the hierarchical learning
model. More strict assumptions can be added if necessary, in practice. For
example, an attribute cannot be learned before its prerequisite is fully mas-
tered. If so, the state space of the example in the simulation study will be
further restricted by removing row 4 in Table 2.2.
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The design of hierarchical learning model makes it possible to incorporate
not only attribute hierarchy, but also different mastery levels of attributes in
CDMs. The model follows the common form of CDMs so that the restricted
Q-matrix is easy to construct, and parameters in CDMs as well as attributes
can be estimated easily (Tu et al., 2018). In addition, the hierarchical design
largely reduces the number of attributes to be estimated in CDMs.
2.3.2 Markov Decision Process and Reinforcement learning
Primer on Markov Decision Process
Before presenting the formulation for the problem of finding the optimal
learning policy, we first briefly review MDPs. An MDP is characterized by
a 5-tuple (S,A,P ,R, γ), where S is a set of states, A is a set of actions, P
is a Markovian transition model, R : S × A × S → R is a reward function,
and γ ∈ [0, 1) is a discount factor (Sutton and Barto, 2018). A transition
sample is defined as (s,a, r, s′), where s, s′ ∈ S and a ∈ A, r = R(s,a, s′)
is a scalar reward when the state transitions into state s′ from state s after
taking action a.
Let St and At denote the state and action at time step t, respectively,
and Rt denote the reward obtained after taking action At at state St. Note
that St, At, and Rt are random variables. When both S and A are finite,
the transition model P can be represented by conditional probability, that
is,
Pt(s′|s,a) = P(St+1 = s′|St = s,At = a), (2.9)
where P denotes the probability operator. The Markovian property of the
transition model is that, for any time step t,
P(St+1|At,St, . . . ,A0,S0) = P(St+1|At,St). (2.10)
Essentially, the Markovian property requires that a future state is indepen-
dent of all past states given the current state. Assume P is time-homogeneous,
i.e., for any two time steps t1 and t2,
Pt1(s′|s,a) = Pt2(s′|s,a). (2.11)
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Then, we can drop the superscript t and write the transition model as
P(s′|s,a). Note that when S is continuous, the transition model can be
represented by a conditional probability density function.
Let π : S → A denote a deterministic policy for the MDP defined above.





γtRt|S0 = s,A0 = a; π
]
, (2.12)
where E denotes the expectation. The action-value function Qπ(s,a) is the
expected cumulative discounted reward when the system starts from state
s, takes action a, and follows policy π thereafter. The maximum action-
value function over all policies is defined as Q(s,a) = maxπQ
π(s,a). A
policy π is said to be optimal if Qπ(s,a) = Q(s,a) for any s ∈ S and
a ∈ A. In particular, the greedy policy with respect to Q(s,a), defined as
π∗(s) = arg maxaQ(s,a), is an optimal policy (Sutton and Barto, 2018).
The MDP is solved if we find π∗.
Theorem 1. (Bertsekas and Tsitsiklis, 1996) The optimal action-value func-
tion Q(s,a) satisfies the Bellman optimality equation:






Furthermore, there is only one Q function that solves the Bellman optimality
equation.
The Bellman optimality equation is of central importance to solving the
MDP. When both S and A are finite and P is known, model-based based
algorithms such as the value iteration algorithm can be applied to solve the
MDP (Sutton and Barto, 2018).
Finding Optimal Learning Policy as MDP
We next formulate the problem of finding the optimal learning policy as an
MDP. The state space S is the set of all attribute profiles which are con-
structed under the proposed hierarchical learning model. The action space
A is defined to be the set of all learning materials A = L = {1, 2, · · · , L}.
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As discussed earlier, the transition model P satisfies the Markov property.
Let St and Lt denote the state and action at time step t, respectively. Then,
the transition model Pt(α′|α, l) = P(St+1 = α′|St = α,Lt = l) is the prob-
ability of transitioning from state α to state α′ after taking action l ∈ L
at time step t. Denote r = R(α, l,α′) which describes the reward obtained
when the state transitions from α to α′ after taking action l. The goal of
reinforcement learning is to maximize the expected cumulative reward where
a reward is a scalar feedback signal indicating how good the taken action
is (Sutton and Barto, 2018). In this chapter, an optimal learning policy se-
lects a learning material among available materials for learners so that each
individual’s total learning steps taken to master all attributes is minimized.
Q-learning Algorithm for Hierarchical Learning Model
The overall framework is illustrated in Figure 2.3, where the agent is the
adaptive learning system that determines an action (i.e., learning material),
sent to the environment (i.e., learners), which will then send the state (i.e.,
attribute profiles), and a reward signal back to the agent. Since both the
state space and the action space are discrete, a classical data-driven RL
algorithm—the Q-learning algorithm—can be applied to learn the optimal
learning policy (Watkins and Dayan, 1992). RL is widely used in solving
problems by interacting with the environment, without requiring an explicitly
expressed MDP model (Sutton and Barto, 2018). The RL method has several
advantages of finding the optimal learning policy in the adaptive learning
system. First, since it does not require an explicit model to estimate the
utility of taking actions in the environment (Kaelbling et al., 1996), the RL
method can be an ideal solution for finding the best solution for an adaptive
learning system, where how a learner’ attribute profile changes after feeding
a learning material is unknown. Second, the learning path with attribute
hierarchy modeled by an HMM can be well-solved by the RL method. Third,
the RL method searches for the long-term optimal solution which takes future
rewards into consideration instead of simply choosing the best option at
immediate step (Littman, 1994).
The Q-learning algorithm estimates an action value function—the so
called Q-function—that is the expected cumulative discounted reward of
a state-action pair. The action-value function under policy π such that
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Figure 2.3: RL system in the optimal learning policy problem.
l = π(α), α ∈ S and l ∈ A, is defined as follows:
Qπ(α, l) = E[
∞∑
t=0
γtRt|S0 = α,L0 = l; π], (2.14)
where E is the expectation operator, γ ∈ [0, 1) is a discount-rate parameter,
and Rt is the reward obtained after taking action At at state St, which is
a random variable whose value is denoted as r. Note that discounting is an
additional concept in RL algorithms. The discount rate γ determines the
present value of future rewards such that a reward received t time steps in
the future is worth only γt−1 times what it would be worth if it were received
immediately (see, e.g., Sutton and Barto, 2018, for more details). Therefore,
the agent (adaptive learning system) selects actions to maximize the sum of
the discounted rewards it receives over the future.
Denote the maximum action-value function over all policies as Q∗(α, l) =
maxπQ
π(α, l). Then the greedy policy regarding Q∗(α, l) is an optimal pol-
icy denoted as π∗(α) such that π∗(α) = arg maxlQ
∗(α, l), ∀α ∈ S and
∀l ∈ L. The MDP is solved if the optimal policy π∗(α) is found, or equiv-
alently, the maximum action-value function Q∗(α, l) is found. Note that
Q(α, l) satisfies the Bellman optimality equation (see, e.g., Sutton and Barto,
2018), defined as






which is the key in solving the MDP. Since both the state and action sets
are discrete, the action-value function can be represented in a tabular form
covering all possible state-action pairs (α, l) ∈ S × L.
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Algorithm 1: Q-learning Algorithm for Hierarchical Learning
Model
Data: attribute profile (state) set {α}, action set L, learning rate β,
discount factor γ, decay rate for learning λβ, decay rate for
exploration λε, initial exploration probability ε, weights for
the reward function w1, w2, d1, d2
Result: Q function
Randomly initialize the value of Q(α0, l0)
Receive initial state α0
for t = 0, 1, · · · do
Select lt ← argmaxlQ(αt, l) with probability of 1− ε and
otherwise randomly select lt with probability of ε
Receive a new state αt+1
Calculate nαt as the number of mastered attributes at time step t
for the learner
Compute reward rt according to
rt =
{
w1 × (nαt+1 − nαt)− d1 × t, if nαt+1 > nαt
−w2 × (1 + nαt − nαt+1)− d2 × t, if nαt+1 ≤ nαt
Calculate Q value




Update learning rate β ← β × λβ and exploration rate ε← ε× λε
end
The Q-learning algorithm approximates Q∗(α, l) by iteratively updating
the action-value function Q(αt+1, lt) := Q(αt, lt)+β(rt+γmaxl′ Q(αt+1, l
′)−
Q(αt, lt)), where β is the learning rate which decays over iterations with a
decay rate of λβ (see, e.g., Watkins, 1989, for more details). The detailed
algorithm for the optimal learning policy problem is presented in Algorithm
1. The ε-greedy exploration policy is adopted with a probability of ε to
explore at the beginning and decayed later for exploitation, with the decay
rate for exploration denoted as λε. In addition, the reward in Algorithm 1 is
rt =
w1 × (nαt+1 − nαt)− d1 × t, if nαt+1 > nαt−w2 × (1 + nαt − nαt+1)− d2 × t, if nαt+1 ≤ nαt , (2.16)
where nαt is the number of mastered attributes in the attribute profile αt
at time step t, and w1, w2, d1, d2 are positive real numbers that reflect
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the relative importance of two objectives–increasing the number of mastered
attributes and decreasing the length of the learning episode. The reward
decreases while the length of the learning episode (the entire learning process
of a learner from beginning to mastery) increases, and the reward increases
while the number of mastered attributes increases since our objective is to
minimize the episode length for each learner to master all attributes. Note
that αt is estimated by CDMs, and nαt+1 can be smaller than nαt with the
presence of estimation errors. The Q-learning algorithm proves to converge,
that is, the Q values converge to Q∗ with probability 1 if the learning rate is
properly chosen and the state-action space is sufficiently explored (Watkins
and Dayan, 1992).
2.4 SIMULATION STUDIES AND RESULTS
In this section, we apply the Q-learning algorithm to find the optimal learning
policy with attribute profiles modeled by the hierarchical learning model in
both cases, with or without the presence of measurement errors. We also
investigate the impacts of various initial states.
2.4.1 Overview
The purpose of the simulation studies is to explore how the RL method
performs in finding the optimal learning policy with the transition process of
hierarchical attributes built in the framework of hierarchical learning model.
The optimal learning policy found by the RL method is compared with a
heuristic method. Since measurement errors always exist in the estimated
attribute profiles using CDMs, it is important to evaluate the impact of
estimation errors on the optimal learning policy found by the RL method.
Different magnitudes of measurement errors are added to the true attribute
profile representing the estimated ones. In addition, because of the fact that
learners should be given different optimal learning paths according to their
initial attribute profiles, whether the system can find the optimal learning
policy for learners with different initial attribute profiles is examined.
As explained in “Hierarchical Learning Model” section, an attribute hier-
archical structure can be represented by its paired attributes, the simulation
study considers two attributes with linear hierarchical structure. Denote the
two attributes as A1 and A2. Assume each attribute has three mastery levels
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1 0 0 0 0 0 0
2 1 0 0 0 0 0
3 1 1 0 0 0 0
4 1 1 1 0 0 0
5 1 0 0 1 0 0
6 1 1 0 1 0 0
7 1 1 1 1 0 0
8 1 1 0 1 1 0
9 1 1 1 1 1 0
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used when the corresponding attribute is not mastered.
Assume A1 is a prerequisite attribute of A2, satisfying all assumptions in
the section “Hierarchical Learning Model”. An intuitive way to understand
the hierarchical structure here is to assume A1 to be the addition and A2 to
be the multiplication. The three mastery levels can be translated to beginner,




2 indicate a learner has
no knowledge of A1 and A2, respectively.
Assume six learning materials are available, three of which are beginner,














intended for three mastery levels of each attribute. We thus construct the
Markov decision process shown as a directed graph in Figure 2.4. Each circle
represents a state. A full arrow shows a transition of attribute A1 while a
dotted arrow shows a transition of attribute A2. Only one attribute can be





2 , no more learning material will be provided and the learning
process ends. The process satisfies the three assumptions in the hierarchy
learning model. Note that the transition from a state to itself is neglected in
the directed graph and can be easily calculated by Markov properties. The
transition matrix, which is unknown to the environment and only applied to
predict learners’ next state, is constructed accordingly. The corresponding
state space is shown in Table 2.3.
Figure 2.4 reveals the difference between the policy that only considers
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Figure 2.4: The directed graph of the Markov process for the attribute profile
consisting of attribute A1 and A2.
immediate reward and the policy given by the RL method that takes future
rewards into consideration. The learning materials related to the correspond-
ing state transition are also presented in the figure. For instance, suppose a
learner reaches the beginner level of the first attribute A1 and has no knowl-




2 . The beginner level
material for attribute A2, which is denoted as l
(1)
2 , gives the shorter expected
learning time at this step defined as
∑∞
t=1 tP(αs,t = 1|αs,0 = 0) which is
1/0.6 ≈ 1.67 1. However, although the intermediate level material for at-
tribute A1, denoted as l
(2)
1 , brings relatively longer learning time, leading to


















2 , which is 1/0.6 + 1/0.6 ≈ 3.33. As a result,
although to learn beginner level attribute A2 first is quicker at current step,
it is not the long-term optimal learning path.
Since the estimated attribute profile is adopted instead of the true state
in practice, an estimation error of 0.05 was added to the state, indicating
there is a 5% probability that the estimated attribute profile is incorrect.
In CDM research, the average pattern correct classification rate (PCCR)
is usually larger than 95%. Therefore, an estimation error of 0.05 is large
1Expected value for a geometric distribution.
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enough to show the reliability of the optimal learning policy. In addition,
simulation results for cases with an estimation error ranging from 1% to 10%
are included to show that the Q-learning algorithm is reliable and stable
to find the optimal learning policy even with the presence of an estimation
error. In practice, the attribute profiles are estimated and updated based on
responses of test items.
The rest of parameters in the algorithm are set as follows. The initial
learning rate is β = 0.01 and the discount factor is γ = 0.99, both of which
are values widely used in machine learning algorithms. The initial value of
the exploration probability is ε = 1, i.e., the algorithm will choose an action
randomly in the beginning. To stabilize the learning algorithm, the learning
rate β and the exploration probability ε need to be decreased gradually.
Therefore, a decay rate λβ of 0.999 is applied for the learning rate β and a
decay rate λε of 0.99 is used for the exploration probability ε. After 5000
episodes (representing 5000 learners complete their learning processes), the
learning rate β decays to a value of 0.7% and the exploration probability
ε decays to 1.50 × 10−22. Weights for the reward are w1 = 2, w2 = 1,
d1 = d2 = 0.1. Note that these weights indicate that the importance of
increasing the number of attributes is more preferred than decreasing the
length of the learning episode.
The Q-learning algorithm is trained in 5000 episodes to acquire a stable
policy. After that, the trained model is applied in another 1000 episodes (e.g.,
new learners) and compared with a heuristic learning policy, which selects
the next learning material that can improve the learner’s mastery levels of
both attributes in accordance with hierarchical learning model assumptions.





learning material will be selected from beginner level material for attribute
A2 and intermediate level material for attribute A1. The two methods are
compared both with and without an estimation error.
Recall that the objective of the optimal learning policy is to minimize the
total learning steps and the reward in the Q-learning algorithm is designed
to increase when the total learning steps decrease. The evaluation criterion
to compare the two methods is the episode reward such that the higher the
episode reward is, the better learning policy the method finds. The standard
deviation (SD) of rewards is also calculated and compared between the two
methods as the smaller the SD is, the more stable the optimal learning policy
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is. In addition, the number of episodes that the RL method takes to find the
optimal learning policy is also examined. A short episode length indicates
the method can find the optimal learning policy quickly.
Two simulation studies are conducted in this work. In the first simulation




2 , which means none of the
learners have any knowledge of the two attributes. In the second simulation




2 . The second
simulation study shows that as long as a learner has not fully mastered
attributes specified in the adaptive learning system, no matter which level




Figures 2.5 and 2.6 present the rewards of the first 500 episodes when the RL
method is trained, including both the immediate reward and the smoothed
reward with a smoothing window of 20. Figure 2.5 shows that the reward
becomes stable after 200 episodes under the RL method without estimation
error, which means the method finds the optimal learning policy after self-
training on 200 learners. The result indicates that the RL method finds the
optimal learning policy quickly. After a 5% estimation error is added to the
system, the Figure 2.6 presents that the RL method still finds the optimal
learning policy after around 250 episodes.
Figures 2.7 and 2.8 give a comparison between the trained RL method
and heuristic method applied in 1000 new episodes. No estimation error is
added in Figure 2.7 while a 5% estimation error is added to both methods
in Figure 2.8. Both figures show that the reward under the RL method is
higher than the heuristic method. The smoothed reward of the RL method is
significantly higher than that of the heuristic method in both with or without
an estimation error.
Table 2.4 shows the overall mean and standard deviation of rewards and
episode lengths in two methods. The RL method has much higher mean
and lower standard deviation of rewards than the heuristic method, together
with shorter episode lengths and smaller episode length standard deviation
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Figure 2.5: Rewards under the optimal learning policy without an estimation
error.
Figure 2.6: Rewards under the optimal learning policy with a 5% estimation
error.
as well. It is worth noting that although the average episode length with a
5% estimation error is slightly higher than that without an estimation error,
the difference is trivial.
Figure 2.9 gives a comparison between the RL method and heuristic
method across 1000 episodes under 10 different estimation errors and no es-
timation error using the box plot. The figure shows that the average reward
under the RL method is much higher than that under the heuristic method
across the 11 conditions. In addition, the RL method also produces smaller
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Figure 2.7: Smoothed rewards under the optimal learning policy learned via
RL and the heuristic learning policy without an estimation error.
Figure 2.8: Smoothed rewards under the optimal learning policy learned via
RL and the heuristic learning policy with a 5% estimation error.
standard deviation of rewards than the heuristic method. Although the stan-
dard deviation of the RL method tends to increase when the estimation error
increases, it is still smaller than that of the heuristic method.
The simulation results shown above indicate that the RL method finds
a better learning policy than the heuristic method. More importantly, the
estimation error has negligible impact on the performance of the RL method
in searching for the optimal learning policy.
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Reward mean 6.43 3.99
Reward SD 3.61 5.34
EL mean 7.34 8.57











Reward mean 6.41 3.98
Reward SD 3.60 5.37
EL mean 7.73 9.01
EL SD 2.07 2.74
Figure 2.9: Comparison of rewards under the optimal learning policy learned
via RL and the heuristic learning policy with estimation errors.
Impacts of Various Initial States





2 with a smoothing window of 20. A 5% estimation error
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Figure 2.10: Smoothed rewards of different initial states under the optimal
learning policy with a 5% estimation error.
is added to the system to simulate realistic cases. The result demonstrates
that the RL method can quickly find the optimal learning policy for all
learners regardless of the initial attributes. The algorithm converges after 200
episodes indicating that the optimal policy can be found after it is trained on
only 200 learners. Therefore, once a learner’s initial attribute is estimated by
a set of items, the learner can follow the optimal learning policy to acquire
new attributes with the fastest route provided by the system.
2.5 DISCUSSION
We proposed a hierarchical learning model that incorporates attribute hierar-
chy and mastery levels of attributes together in an adaptive learning system.
The model follows the same form of discrete attributes and Q-matrix required
by CDMs so that parameters and hidden states can be easily recovered and
estimated. In addition, the transition process for the learning path given a
learning material is formulated as an MDP. Then, a data-driven RL method
is applied to finding the optimal learning policy on top of the hierarchical
framework.
Simulation results suggest that the optimal design with the RL method
outperforms the heuristic learning policy substantially with and without an
estimation error. The mean and the standard deviation of the learning
episode length achieved by the RL method is significantly smaller compared
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to those obtained by the heuristic method. In addition, the RL method can
find the optimal learning policy quickly for all learners with different initial
attributes. As a result, learners with various levels of attributes will be as-
signed respectively the most appropriate materials at each step. In practice,
a set of items needs to be given to learners after they finish each learning
material and then, their attributes are estimated and updated based on their
responses to the given items.
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CHAPTER 3
ADAPTIVE LEARNING SYSTEMS WITH DEEP
REINFORCEMENT LEARNING
3.1 INTRODUCTION
Designing the optimal learning path which selects the most appropriate learn-
ing materials to each individual learner based on their historical information
has emerged as a promising and important topic in recent years, along with
the widespread shift from traditional classroom teaching to adaptive learn-
ing systems (Means et al., 2009). Numerous challenges exist in developing an
adaptive learning system, and the biggest challenges are: (i) how to optimally
select materials for individual learners based on their current learning status;
(ii) after being fed with a learning material, how much a learner’s latent traits
will improve is unknown and as a result the change cannot be characterized
by a deterministic model; (iii) the learning policy should be dynamically
trained as new learning materials are added; (iv) when the learners’ data is
not enough to train the most optimal learning policy, a relatively optimal
policy is needed; (v) how to characterize learners’ latent traits in continuous
scales which provide more information than discrete levels of competences.
In previous studies, the proficiencies or latent traits were typically char-
acterized as vectors of binary latent variables (Chen et al., 2018c; Li et al.,
2018; Tang et al., 2019). However, it is important to consider the granularity
of the latent traits in a complicated learning and assessment environment
in which a knowledge domain consists of several fine-grained abilities. In
some cases, it would be too simple to model learners’ abilities as mastery
or non-mastery. For example, when an item is designed to measure several
latent traits and a learner regarded as mastering all related traits of the item
cannot be assured to answer the item correctly. A possible reason is that the
so-called mastery is not full mastery of a latent trait. By measuring learners’
traits as continuous scales, the adaptive learning system can be designed to
help learners to learn and improve until they reach the target levels of cer-
tain abilities so that the learners can achieve target scores in assessments.
Especially in practice, most assessments are designed to measure learners’
latent traits (McGlohen and Chang, 2008). In such scenarios, it is better
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to use a continuous scale to measure the latent traits as the item response
theory (IRT) does. In this chapter, we will develop an adaptive learning
system that estimate learners’ abilities using measurement models in order
to provide them with most appropriate materials for further improvements.
Existing research studies have focused on modeling learners’ learning
paths (Chen et al., 2018b; Wang et al., 2018), accelerating learners’ memory
speed (Reddy et al., 2017), providing model-based sequence recommendation
(Chen et al., 2018c; Lan and Baraniuk, 2016; Xu et al., 2016), tracing learn-
ers’ concept knowledge state transitions over time (Lan et al., 2014), and
selecting materials for learners optimally based on model-free algorithms (Li
et al., 2018; Tang et al., 2019). However, explicit models are typically needed
to characterize learners’ learning progresses in these studies. While there
exist research studies that aim to find the optimal learning policy which
chooses the most appropriate learning materials for learners using model-
free algorithms, they all assume discrete latent traits. In addition, when the
number of learners is too small for the system to learn an optimal policy,
these algorithms are not applicable. This work studies the important, yet
less addressed adaptive learning problem—the problem of finding the opti-
mal learning policy—based on continuous latent traits, and applies machine
learning algorithms to deal with the tackle challenges such as only a small
number of learners available in historical data.
In this chapter, we formulate the adaptive learning problem as a Markov
decision process (MDP), in which the state is the profile of (continuous)
latent traits of a learner, the action is the (discrete) learning material given
to the learner. Yet, the state transition model is unknown in practice, thus
making the MDP unsolvable using conventional model-based algorithms such
as the value iteration algorithm (Sutton and Barto, 2018). To solve the
issue, we apply a data-driven, model-free deep reinforcement learning (DRL)
algorithm, the so-called deep Q-learning algorithm, to search for the optimal
learning policy. The data-driven DRL algorithm is a class of machine learning
algorithms that solve an MDP by learning an optimal policy represented
by neural networks from a sequence of state transitions directly when the
transition model itself is are unknown (François-Lavet et al., 2018). DRL
algorithms have been widely applied in solving a variety of problems in many
different fields such as playing Atari games (Mnih et al., 2015), bidding and
pricing in electricity market (Xu et al., 2019), manipulating robotics (Gu
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et al., 2017), and localizing objects (Caicedo and Lazebnik, 2015). We refer
interested readers to François-Lavet et al. (2018) for a detailed review on the
theories and applications of DRL. Therefore, the adaptive learning system is
embedded with the well-developed measurement models and the data-driven
DRL algorithm so as to be more flexible.
However, a deep Q-learning algorithm typically requires a large amount of
state transition data so as to find an optimal policy, which may be difficult to
obtain in practice. To cope with the challenge of insufficient state transition
data, we develop a transition model estimator that emulates the learner’s
learning process using neural networks. The transition model that is fitted
using available historical transition data can be used in the deep Q-learning
algorithm to further improve its performance with no additional cost.
The purpose of this chapter is to develop a fully adaptive learning sys-
tem in which (i) the learning material given to a learner is based on her/his
continuous latent traits that indicate the levels of certain abilities, and (ii)
the learning policy that maps the learner’s latent traits to the learning mate-
rials is found adaptively with minimal assumption on the learners’ learning
process. First, an MDP formulation for the adaptive learning problem by
representing latent traits in a continuum is developed. Second, a model-
free DRL algorithm—the deep Q-learning algorithm—is applied, to the best
of our knowledge, for the first time, in solving the adaptive learning prob-
lem. Third, a neural network based transition model estimator is developed,
which can greatly improve the performance of the deep Q-learning algorithm
when the number of learners is inadequate. Last, some interesting simulation
studies are conducted to serve as demonstration cases for the development
of adaptive learning systems.
3.2 PRELIMINARIES
In this section, we give a brief introduction on measurement models for con-
tinuous latent traits, which is an important component in adaptive learning
systems. The representation of learners’ latent traits and assumptions on
them are also presented.
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3.2.1 Measurement Models
In an adaptive learning system, a test is given to a learner/student after each
learning cycle. The learner’s responses to the test items are collected by the
system and her/his latent traits are estimated using measurement models,
specifically IRT models (Rasch, 1960; Lord et al., 1968).
An appropriate IRT model needs to be chosen based on the test’s fea-
tures such as the test’s dimensional structure (Zhang, 2013) and its response
categories. To be more specific, in the case when item responses are recorded
as binary values indicating correct or incorrect answers, the test that eval-
uates only one latent trait will use the unidimensional item response theory
IRT models (Rasch, 1960; Birnbaum, 1968; Lord, 1980), whereas tests that
associate more than one trait will use the multidimensional item response the-
ory (MIRT) models (Reckase, 1972; Mulaik, 1972; Sympson, 1978; Whitely,
1980). When item responses have more than two categories, polytomous IRT
models such as the partial credit model (Masters, 1982), the generalized par-
tial credit model (Muraki, 1992), and the graded response model (Samejima,
1969) are used for unidimensional case. Their extensions can be applied in
multidimensional cases.
The basic representation of an IRT model is expressed as
P(U = u|θ) = f(θ,η, u), (3.1)
where P denotes probability, U is a random variable representing the score
on the test item, u is the possible value of U , θ is a vector of parameters
describing the learner’s latent traits, η is a vector of parameters indicating
the characteristic of the item, and f denotes a function that maps θ,η, u
to a probability in [0, 1]. As pointed out in Ackerman et al. (2003), many
educational tests are inherently multidimensional. Therefore, we will use the
MIRT as the intrinsic model to build up the adaptive learning system. As an
illustration, the multidimensional two-parameter logistic IRT (M2PL) model
is given by








where Uij is the response given by i
th test taker to jth item, θi = [θi1, θi2, · · · , θiD]>
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is a vector in RD describing a set of D latent traits, aj is a vector of D dis-
crimination parameters for the jth item, indicating the relative importance of
each trait in correctly answering the item, and the intercept parameter dj is
a scalar for item j. An applicable item j takes each element of aj to be non-
negative. Therefore, as each element’s value of θi increases, the probability
of correct response increases.
With an online calibration design, an accurately calibrated item bank
can be acquired using previous learners’ response data for an adaptive learn-
ing system without large pretest subject pools (Makransky and Glas, 2014;
Zhang and Chang, 2016). After item parameters are pre-calibrated, a variety
of latent trait estimation methods can be applied to estimate learners’ abil-
ities. Conventional methods such as maximum likelihood estimation (Lord
et al., 1968), weighted likelihood estimation and Bayesian methods (e.g. ex-
pected a posteriori estimation (EAP), maximum a posteriori (MAP)) can
accurately estimate latent traits in MIRT models. Their variations are also
extended for estimating the latent traits in multiple dimensions. Many latent
trait estimation methods result in a bias on the order of as small as O(n−1),
where n denotes test length, while approaches that further reduce the bias
as well as the variance of estimates have also been identified and proposed
(Firth, 1993; Tseng and Hsu, 2001; Wang, 2015; Warm, 1989; Zhang et al.,
2011).
3.2.2 Assumptions
Denoted θ(t) = [θ
(t)
1 , · · · , θ(t)D ]> as learner’s latent traits at time step t, where
D is the number of dimensions. Throughout this chapter, we make the
following simplifying yet practical assumptions:




d , ∀d ∈
{1, · · · , D}.
A3.2. The number of learning materials is finite.
3.3 ADAPTIVE LEARNING PROBLEM
In this section, we first describe the adaptive learning problem and then















Figure 3.1: Conventional adaptive learning system.
A conventional adaptive learning system is illustrated in Figure 3.1. Such
an adaptive learning system is typical in traditional classrooms and online
courses like Massive Open Online Courses (MOOCs) (Lan and Baraniuk,
2016). In the adaptive learning system, the learner takes some learning
materials to improve her/his latent traits. After the learner finishes learning
the materials, a test or homework is assigned to the learner. Then, the
learner’s latent traits are estimated. Based on the estimated latent traits,
the learning system adaptively determines the next learning material for the
learner, which may be one of many forms including a textbook chapter, a
lecture video, an interactive task, an instructor support, or an instruction
pace. Such cyclic learning process continues until the learner’s latent traits
reach or are close to a prespecified levels of proficiency.
The tests in an adaptive learning system can be computerized adaptive
testing (CAT). The CAT is a test mode that administers tests adapted to test
takers’ trait levels (Chang, 2015). It provides more accurate trait estimates
with much smaller number of items (Weiss, 1982) by sequentially selecting
and administering items tailored to each individual learner. Therefore, a
relatively short test can assess learners’ latent traits with high accuracy.
Conventionally, the learning policy (or plan) is provided by a teacher as
illustrated in Figure 3.1. As aforementioned, however, it is too expensive for
teachers to make an individualized adaptive learning policy for each learner.
In this chapter, we use a DRL algorithm to search for an optimally individual-
ized adaptive learning policy for each learner. The algorithm selects the most
appropriate learning material among all available materials for each learner
based on her/his provisional estimated latent traits that are obtained from
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her/his learning history and performances in tests. The adaptive selection of
learning materials guarantees the learner reaches a prespecified proficiency
level in a shortest number of learning cycles or reaches proficiency level as
high as possible in a fixed number of learning cycles. That is, instead of
resorting to an experienced teacher for the construction of a learning policy
as illustrated in Figure 3.1, we will develop a systematic method to enable
the adaptive learning system to discover an optimal learning policy from the
data that have been collected, which include historical learning materials,
test responses, and estimated latent traits, etc.
3.3.2 Markov Decision Process Formulation
We next formulate the adaptive learning problem as an MDP. The same
notation of MDP is adopted here as in Chapter 2.
State Space: Define the vector of parameters describing the learner’s latent
traits as the state, i.e., s = θ, which has D continuous variables, where
D represents the dimension of the latent traits. For the simplicity of the
algorithm construction in the following, the state space is defined as S =
[0, 1]D when each element of θ satisfies θ ∈ [0, 1], in which a smaller value
of θ indicates a lower ability and a larger value indicates a higher ability.
Although a latent trait variable is typically defined on R in IRT, a closed
interval, say [−5, 5], is used as the range of a latent trait variable in practice.
Let hd be the prespecified target proficiency level of the d
th latent trait,
which is the level the learners try to reach, where d = 1, . . . , D. Because
of the fact that there is a bijection between [−5, hd] and [0, 1], an estimated
trait θ ∈ [−5, hd] can be directly transformed into the scale of [0, 1]. Thus,
without loss of generality, we consider the state space as S = [0, 1]D.
Action Space: Let the learning materials available in the adaptive learning
system be indexed by 1, 2, · · · , L. The action a in the adaptive learning
system is represented by l, indicating the index of a learning material, which
is discrete, and the action space is A = {1, · · · , L}.
Reward Function: Recall that the objective of the adaptive learning system
is to minimize the learning steps it takes before a learner’s latent traits reach
the maximum, i.e., for θ to reach 1D, where 1D is an all-ones vector in RD.
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As such, the reward function is defined as follows:
r = R(s, l, s′) =
{
−1, if ||s′ − 1D||∞ < 10−3,
0, otherwise.
(3.3)
where || · ||∞ indicates the infinite norm. Intuitively, the sum of rewards over
one episode (the entire learning process of a learner) is to the negative of the
total steps a learner takes before all of her/his latent traits are very close to
1, which indicates that the learner has reached target levels of all prespecified
abilities.
Transition Model: The probability distributions of the latent trait as well as
the change of trait are unknown. As a result, the transition model P(s′|s,a)
is not known a priori.
Based on this MDP formulation, the adaptive learning problem is es-
sentially to find an optimal learning policy, denoted by π∗ : S → A, that
determines the action (learning material selection) based on the state (latent
traits), such that the expected cumulative discounted reward is maximized.
Note that the larger the expected cumulative discounted reward is, the less
the total learning steps a learner takes to reach the target level(s) of an abil-
ity/abilities is. Since the transition model P is unknown, the MDP cannot be
solved using model-based algorithms such as the value iteration algorithm.
We will resort to a data-driven, model-free DRL algorithm to solve it in the
next section.
3.4 OPTIMAL LEARNING POLICY DISCOVERY ALGORITHM
In this section, we solve the adaptive learning problem by using the deep Q-
learning algorithm, which can learn the action-value function directly from
historical transition data without knowing the underlying transition model.
To utilize the available transition information more efficiently, we further
develop a transition model estimator and use it to train the deep Q-learning
algorithm.
3.4.1 Action-Value Function As Deep Q-Network
Recall that the optimal learning policy can be readily obtained if we know
the action-value function. When the state is continuous and the action is
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discrete, which is the case in the adaptive learning problem, the action-
value function Q(s, l) cannot be exactly represented in a tabular form. In
such cases, the action-value function can be approximated by some functions,
such as linear functions (Sutton and Barto, 2018) or artificial neural networks
(simply referred to as neural networks) (Mnih et al., 2015). In the former
case, the approximate action-value function is represented as an inner prod-
uct of the parameter vector and a feature vector that is constructed from the
state. It is important to point out the choice of the features is critical to the
performance of the approximate action-value function. Meanwhile, neural
networks are capable of extracting useful features from the state directly,
and have stronger representation power than linear functions (Goodfellow
et al., 2016).
Input Layer Hidden Layer Output Layer
Figure 3.2: An illustrative neural network with one hidden layer.
As an example for neural networks, Figure 3.2 shows an illustrative neural
network that consists of an input layer that has 3 units, a hidden layer
that has 4 units, and an output layer with 2 units. Let x = [x1, x2, x3]
>,
h = [h1, h2, h3, h4]
>, and y = [y1, y2]
> denote the vectors that come out of
the input layer, the hidden layer, and the output layer, respectively. In the
neural network, the output of one layer is the input for the next layer. To
be more specific, h can be computed from x, and y can be computed from
h as follows:
h = φ(Whxx+ bh), (3.4)
y = Wyhh+ by, (3.5)
where Whx ∈ R4×3 and Wyh ∈ R2×4 are two weight matrices, bh ∈ R4
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and by ∈ R2 are two bias vectors, and φ(·) is the so-called activation func-
tion, which is applied to its argument element-wise. A popular choice of
the activation function φ is the rectifier, i.e., φ(x) = max(x, 0). Conceptu-
ally, we can write the output y as a function of y = ϕ(x), where ϕ(·) is
parameterized by Whx, Wyh, bh, and by, which can be collectively denoted
as a parameter vector w. Given a set of input-output values denoted by







where || · || is the L2-norm. Problem (3.6) can be solved by using gradient
descent algorithm or its variants, in which the gradient of the objective func-
tion with respect to w can be computed using the famous backpropagation
technique. Neural networks can also be trained using a variety of other op-
timization algorithms such as Adam and RMSProp (see, Goodfellow et al.,
2016). Note that there may be several hidden layers and the more hidden
layers there are, the deeper the neural network is. We refer interested readers
to Goodfellow et al. (2016) for a more comprehensive details about neural
networks.
Recall that in the adaptive learning problem, the state is continuous in
[0, 1]D, while the action is discrete A = {1, · · · , L}. The approximate action-
value function, denoted by Q̂(s, l), can be represented using a neural network
as follows. The input layer is the state s, or equivalently, the latent trait vec-
tor θ, which has D units. The output has L units, each of which corresponds
to the action-value for one action. To more be specific, the `th unit in the
output layer gives Q̂(s, l = `), i.e., the action-value for state s and action `.
The number of hidden layers and the number of units in each hidden layer
can be determined through simulation, which is to be detailed in the numer-
ical simulation section. Such a neural network is also referred to as a deep
Q-network (DQN) (Mnih et al., 2013). Let w denote the parameter vector of
the DQN, which includes all weights and biases in the DQN. To emphasize
that Q̂(s, l) is parameterized by w, we write Q̂(s, l) as Q̂(s, l;w).
Once we have Q̂(s, l;w), the optimal learning policy becomes readily
available, which is π∗(s) = arg maxl Q̂(s, l;w). Then, the “Teacher” block
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Figure 3.3: Adaptive adaptive learning system with DQN.
3.4.2 Learning Policy Discovery with Deep Q-Learning
The parameters of the DQN can be learned from the the sequence of latent
traits and learning materials using the deep Q-learning algorithm proposed
by Mnih et al. (2013). The optimal value of the parameter vector of the
DQN, w, can be found by minimizing the mean squared error between the




However, solving (3.7) is extremely difficult if not impossible since both
Q(S,A) and the transition model are unknown and thus, the expectation of
the mean squared error cannot be computed. The deep Q-learning algorithm
adopts two measures to cope with these challenges. First, the expectation
is replaced with the sample average that can be computed from a set of
historical transitions, denote by M = {(s, l, r, s′) : s, s′ ∈ S, l ∈ A}, with
|M| = M , where | · | denotes the cardinality of a set. That is, (3.7) is now





(Q̂(s, l;w)−Q(s, l))2, (3.8)
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At time step t, the parameter vector is updated using the gradient descent
algorithm as follows:







where α > 0 is the learning rate and w(t) denotes the value of w at time step
w. Second, the unknownQ(s, l) is further substituted by r+γmaxl′ Q̂(s
′, l′;wt)
based on the Bellman optimality equation in (2.15). Note that when ||s′ −
1D||∞ < 10−3, which indicates the learning process has ended, Q(s′, l′) = 0.
Therefore, (3.9) is now becomes










r, if ||s′ − 1D||∞ < 10−3,
r + γmaxl′ Q̂(s
′, l′;wt), otherwise.
(3.11)
The detailed deep Q-learning algorithm that is used to search the optimal
parameter vector for the DQN is presented in Algorithm 2, where one episode
represents a complete learning process of one learner and the number of
episodes is the number of learners. In order to obtain a good approximate
action-value function, the state-action space needs to be sufficiently explored.
To achieve this, the so-called ε-greedy exploration is adopted in the deep
Q-learning algorithm. Specifically, at time step t, a random action lt is
selected with probability εt, and a greedy action lt = maxl Q̂(st, l;wt) is with
probability 1 − εt. In this chapter, we adaptively decay εt from ε to ε in τε
time steps. In addition, the parameter vector is updated at each time step
using a set of transitionsM that is resampled from the historical transitions
denoted by H with |H| = H so as to reduce the bias that may be caused by
the samples.
3.4.3 Transition Model Estimator
The deep Q-learning algorithm requires a sufficiently large historical transi-
tion data in order to find a good approximate of the action-value function,
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Algorithm 2: Deep Q Learning Algorithm for Adaptive Learning
Problem
Data: γ, l, ε, ε, τε,M,E
Result: w
Randomly initialize w and set total time step counter τ = 0
for episode = 1, · · · , E do
Receive initial state s0
for t = 0, 1, · · · , do
Compute εt = ε− (ε− ε)×min(τ/τε, 1) and increase τ by 1
With probability εt select a random action lt otherwise select
lt = maxl Q̂(st, l;wt)
Send the learning material determined by lt to the student
Given the student a test and collect test response
Receive new state st+1 estimated from test response by latent
trait estimator
Compute reward rt according to
rt =
{
−1, if ||st+1 − 1D||∞ ≥ 10−3
0, otherwise
Store transition (st, lt, rt, st+1) into H
Sample M transitions from H and store them into M
Update w according to









r, if ||s′ − 1D||∞ < 10−3
r + γmaxl′ Q̂(s
′, l′;wt), otherwise
if ||s′ − 1D||∞ < 10−3, break
end
end
based on which the learning policy is then derived. However, we may not
be able to obtain adequate transitions due to several reasons including the
lack of adequate learners, and the long time it takes to acquire an individual
learner’s learning path (transitions). Thus, it is more desirable to develop an
adaptive learning system which can efficiently discover the optimal learning
policy after training on a relatively small number of learners. To this end, we
develop a transition model estimator which emulates the learning behavior
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of learners. Specifically, the transition model estimator can take a state s
and an action l as inputs, and output the next state s′. This can be cast
as a supervised learning task, (a regression task), which can be solved using
neural networks. The input layer of the neural network that represents the
transition model is a pair of state and action, and the output layer is the next
state. The number of hidden layers can be adjusted through the parameter
tuning process (see, e.g., Goodfellow et al., 2016, for more details).
Conceptually, we can write the neural network that represents the tran-
sition model as s′ = ψ(s, l), the parameter vector of which is denoted by v.






||ψ(s, l)− s′||2, (3.12)
where H is the set of historical transition (data).
The adaptive learning system with the DQN and a transition model esti-
mator is shown in Figure 3.4, where the DQN is trained against the transition





















Figure 3.4: Adaptive adaptive learning system with DQN and transition
model estimator.
3.5 SIMULATION STUDIES AND RESULTS
In this section, we show the performance of the adaptive learning system
with and without the transition model estimator, and also investigate the
impacts of latent trait estimation errors through two simulation studies.
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3.5.1 Simulation Overview
Consider a group of learners in a two-dimensional assessment and a learning
environment with three sets of learning materials. We model the group of
learners as a homogeneous MDP. Recall that St and At represent the state
and action at time step t defined in Section 2.3.2. Let the random vector Θt =
[Θ1,t,Θ2,t]
> denote a learner’s state St at time step t, which represents the
latent traits in our study. Consider three sets of learning materials regarding
the two-dimensional latent trait levels, that is, A = {1, 2, 3}. Each set of
learning materials contain contents with regards to different latent traits.
Denote the change of the latent traits from time step t to t + 1 by ∆Θt =
[∆Θ1,t,∆Θ2,t]
>. The probability of having ∆θ = [∆θ1,∆θ2]
> transitioning
from state θ = [θ1, θ2]
> to θ′ = [θ′1, θ
′
2]
> can be represented as
P(θ′|θ, l) = P(∆Θt = ∆θ|Θt = θ,At = l), (3.13)
where l is the index of the set which the selected learning material belongs
to. In the following notations, we only consider the set which the selected
learning material belongs to, denoted as l. Assume θ1, θ2 ∈ [0, 1], where the
value of 0 indicates extremely low ability on the corresponding dimension
and the value of 1 indicates the target ability.
In addition, under Assumption A3.1, we have ∆θ1 ∈ [0, 1−θ1] and ∆θ2 ∈
[0, 1− θ2]. As we model the transition of the latent traits to be a continuous-
state MDP, the change of ∆θ1 and ∆θ2 only depends on current latent trait
θ and the selected learning material l. Therefore, we let ∆θ1 and ∆θ2 follow
Beta distributions such that ∆θ1 ∼ Beta(1, g1(θ, l)), where l ∈ {1, 3}, and
∆θ2 ∼ Beta(1, g2(∆θ1,θ, l)), where l ∈ {2, 3}. ∆θ2 = 0 when l = 1 and
∆θ1 = 0 when l = 2, which means the first set of materials only helps
improving θ1 while the second set is only related to θ2. Parameters of g1(θ, l)
and g2(∆θ1,θ, l) in the Beta distribution are calculated by
g1(θ, l) =
{
3 + 8θ1 − 0.2θ2, l = 1










0.3 + 30θ2 − 0.3∆θ1, l = 3.
(3.15)
An intuitive example is how a learner learns addition “+” and subtrac-
tion “–”. A learning process usually takes a long time and thus a monotonic
decreasing, zero-concentrated distribution is adopted to simulate the ability
increase. In that case, each learning step will most likely lead to a small
increase of the ability/abilities. Besides, in the distribution Beta(1, b), the
larger b is, the more the curve approaches 0, which results in a higher chance
in generating a smaller ∆θ. It implies that a higher ability the learner has on
either dimension, the harder for him/her to further improve the correspond-
ing ability. Thus, g1(θ, l) and g2(∆θ1,θ, l) have positive coefficients in front
of θ1 and θ2, respectively. Meanwhile, we assume that a higher ability on one
dimension helps to increase the other dimension’s ability, which results in a
negative coefficient ahead of θ2 in g1(θ, l) and a negative coefficient ahead of
θ1 in g2(∆θ1,θ, l). In particular, assume the third learning material contains
contents related to both abilities, and especially helps learners with interme-
diate or high ability level of addition to improve further on subtraction. This
assumption is included in calculating g2(θ, l) when l = 3 in equation (3.15).
In addition, if the learner makes a big progress in mastering the ability of
addition, there is a higher chance for the one to improve more on learning
subtraction. Thus, the coefficient of ∆θ1 in g2(∆θ1,θ, l) is negative which
gives a curve that is less zero-concentrated as ∆θ1 increases. Consequently,
∆θ2 has a higher possibility in increasing more as ∆θ1 is large. Note that the
transition model is not required for adaptive learning system. The simulation
gives an example in validating the data-driven, model-free deep Q-learning
algorithm in discovering the optimal learning policy.
Estimation errors ranging from 1% to 15% are also added to estimated la-
tent traits to evaluate their impacts on the adaptive learning system. Denote
the estimation error vector by e = [e1, e2]
>, where e1 and e2 are generated by
the same normal distribution such that e1, e2 ∼ N (0, σ2). As a result, 99.7%
of e1, e2 lie in the range of (−3σ, 3σ). In the simulation, the estimated latent
traits are calculated by the sum of the true latent traits and the estimation
errors, which are [θ1 + e1, θ2 + e2]
>. For instance, if the standard deviation σ
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is 0.03, the observation is [θ1 + e1, θ2 + e2]
>, where e1, e2 ∼ N (0, 0.032), and
99.7% of e1, e2 lie in the range of (−0.09, 0.09).
Two simulations cases are studied. In the first case, the DQN is trained
against actual learners whose abilities’ changes follow the MDP with kernel
distributions described above. In this case, it is presumed that the optimal
learning policy can be trained on sufficient number of learners. The resulting
optimal learning policy is compared with a heuristic learning policy, which
selects the next learning material that can improve the not-fully-mastered
ability, and a random learning policy which selects any material randomly
from the set of three. The impact of different estimation errors is also as-
sessed. In the second case, the DQN is trained against an estimated transition
model learning that is obtained using a small group of learners. The resulting
optimal learning policy is compared with that obtained by training against
actual learners.
3.5.2 Simulation Study I















Figure 3.5: Smoothed rewards under the deep Q-learning algorithm.
Assume all learners are beginners on the two latent traits when using the
adaptive learning system, i.e. Θ0 = [0, 0]
>. The DQN has two hidden layers,
the first of which has 64 units and the second of which has 32 units. The
DQN is trained against 2000 learners that are simulated according to the
method discussed earlier, i.e. E = 2000. Other parameters are chosen as
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Table 3.1: Mean and Standard Deviation (SD) of Rewards under DQN,
Heuristic, and Random Learning Policies.
Methods DQN Heuristic Random
Reward mean -13.49 -21.55 -24.85
Reward SD 4.59 4.76 5.59
follows: γ = 0.9, α = 6 × 10−4, ε = 1.0, ε = 0.1, τε = 2000, M = 256. The
Adam optimization algorithm is adopted for the training of the DQN.
Figure 3.5 present the smoothed reward under the deep Q-learning algo-
rithm across the first 1500 episodes with a smoothing window of 20. Since
the DQN algorithm is adequately trained when the reward curve converges
to certain value, it can be seen that the reward converges to −15 after 600
episodes, which indicates the optimal learning policy is found after the DQN
is trained using 600 learners.



















Figure 3.6: Smoothed rewards under DQN, heuristic, and random learning
policies.
Figure 3.6 and Table 3.1 compare smoothed rewards across 200 new learn-
ers, labeled as episodes in Figure 3.6, with a smoothing window of 20 between
the optimal learning policy found by the deep Q-learning algorithm after be-
ing trained in 2000 episodes—referred to as the DQN learning policy, the
heuristic learning policy, and the random learning policy. The larger the
reward is, the fewer learning steps a learner takes to fully master the two
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latent traits, or in another word, the better the learning policy is. Clearly,
the rewards obtained by the deep Q-learning algorithm have a higher mean
and smaller standard deviation (SD) than those obtained by the heuristic
learning policy and the random learning policy. These results show that the
learning policy found by the deep Q-learning algorithm is much better than
the other two.
State Path









Figure 3.7: An example of state transition path with action sequence.1
Figure 3.7 presents an example of a state transition path that shows how
the latent traits change with a sequence of actions taken under the DQN
learning policy obtained without considering estimation error. Take the ad-
dition and subtraction test as an example. The first learning material is
repeatedly selected to improve the learner’s ability of addition at the be-
ginning. Then the third material related to both addition and subtraction
is selected. In the last few steps, the second learning material is chosen to
further improve the learner’s ability of subtraction.
1The action sequence in the example is 1, 1, 1, 1, 3, 3, 3, 3, 3, 2, 2, 2, 2, 2, 2.
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Figure 3.8: Comparison of rewards under DQN and heuristic learning policies
with various estimation errors.
Figure 3.8 compares rewards under the DQN and the heuristic learning
policies when estimation errors with various standard deviations (σ) exist.
It shows that the mean rewards obtained by the DQN learning policy under
various estimation errors are consistently higher than those of the heuristic
learning policy when estimation errors exist. That is, the DQN learning
policy still outperforms the heuristic learning policy even with the presence
of estimation errors, which demonstrates that the deep Q-learning algorithm
is reliable and stable in finding optimal learning policy with the presence of
estimation errors.
3.5.3 Simulation Study II
Next, we show the performance of the adaptive learning system with a tran-
sition model estimator, which is represented using a neural network with one
hidden layer that has 32 units. We tried different numbers of layers and
different numbers of units in the simulation. Since a larger number of layers
or more units in the hidden layer than required add more complexity in the
model which will result in the over-fitting problem (potentially high train
score but lower test score), while a smaller number of layers or less units
may reduce the train score, we found that one hidden layer with 32 units can
achieve both high train score and test score in this simulation study. The
prediction accuracy indices are presented in Table 3.2. The train and test
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Table 3.2: Accuracy of Transition Model Trained against Various Numbers
of Learners.
No. of learners 10 20 30 40 50 100 150 200 2000
Train Score 0.96 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97
Test Score 0.95 0.97 0.96 0.96 0.97 0.97 0.97 0.97 0.97
RMSE 0.11 0.08 0.09 0.09 0.08 0.08 0.08 0.08 0.08
scores are defined as the coefficient of determination in the training and test
sets respectively, calculated by
1−
∑H
i=1 ||s(i) − ŝ(i)||2∑H
i=1 ||s(i) − s||2
, (3.16)
where s is the true state, s is average value of the true state, ŝ is the predicted
state using previous state and the action taken, and H is the number of the




i=1 ||s(i) − ŝ(i)||2
H
. (3.17)
A DQN is trained on 2000 episodes against the estimated transition model
that is fitted using a certain number of actual learners; the learning policy
corresponding to this DQN is referred to as the virtual DQN learning policy.
For the purpose of comparison, another DQN is trained on the same number
of actual learners; the learning policy corresponding to this DQN is referred
to as the actual DQN learning policy. Essentially, these two learning policies
differ in the way how the same set of actual learners are utilized. The actual
learners are simulated according to the method discussed in “Simulation
Overview” section and are used to train the actual DQN learning policy
directly. In contrast, these actual learners are used to first fit a transition
model, which is then used to train the virtual DQN learning policy; this
allows the virtual DQN learning policy to be trained over as many episodes
as it needs. Figure 3.9 compares rewards obtained by the two DQN learning
policies when various numbers of actual learners are utilized. It is shown that
with no more than 200 actual learners, the utilization of the transition model
can significantly improve the performance of the learning policy, generating
much larger mean rewards compared than the algorithm without using the
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transition model. When the number of learners is large enough, both two
approaches found optimal learning policies and yield similar rewards.















Figure 3.9: Comparison of rewards under actual and virtual DQN learning
policies.
3.6 DISCUSSION
In this chapter, we developed an MDP formulation for an adaptive learning
system by describing learners’ latent traits as continuous instead of simply
classifying learners as mastery or non-mastery of certain skills. The objective
of the system is to improve learners’ abilities to the prespecified target levels.
We developed a deep Q-learning algorithm, which is a data-driven and model-
free DRL algorithm that can effectively find the optimal learning policy from
data on learners’ learning process without knowing the transition model of
the learner’s latent traits. To cope with the challenge of insufficient state
transition data, which may result in a poor performance of the deep Q-
learning algorithm, we developed a transition model estimator that emulates
the learner’s learning process using neural networks, which can be used to
further train the DQN and improve the its performance.
The two simulation studies presented in the chapter verified that the pro-
posed methodology is very efficient in finding a good learning policy for adap-
tive learning systems without any help from a teacher. The optimal learning
policy found by the DQN algorithm outperformed the heuristic and random
methods with much higher rewards, or equivalently, much fewer learning
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steps/cycles for learners to reach the target levels of all prespecified abilities.
Particularly, with the aid of a transition model estimator, the adaptive learn-





In this dissertation, I have discussed several problems in adaptive learning
systems and proposed feasible methods to solve these problems. In Chap-
ter 2, I proposed two feasible and flexible methods to achieve the content
balancing in a variable-length computerized classification test. These two
methods handle content constraints much better than traditional content bal-
ancing methods including the maximum priority index method and the con-
tent weighted item selection index method, while our methods still generate
similarly high classification accuracies compared to the traditional methods.
Since the variable-length computerized adaptive test can estimate learners’
abilities with as few items as possible, it is powerful and efficient in providing
adaptive assessment experiences for learners. We can also directly adopt the
proposed look-ahead content balancing method with a constant step size in
the item selection procedure in variable-length computerized adaptive tests
in addition to variable-length computerized classification tests.
In Chapter 3 and 4, models and methods were proposed to find the op-
timal learning policy for learners in various scenarios and under different
conditions. In Chapter 3, I proposed the hierarchical learning model as a uni-
form framework to model both the attribute hierarchy structure and mastery
levels of attributes in a flexible way. After the mastery levels of different at-
tributes were estimated using CDMs, the transition process of learning path
was modeled as an MDP. The data-driven Q-learning algorithm was used to
find the optimal learning policy for each individual learner. We demonstrated
that the Q-learning algorithm finds a better learning policy with fewer num-
ber of learning steps for learners to master all attributes compared to the
heuristic method which is also a fairly good one in selecting individualized
learning materials.
In Chapter 4, I further modeled learners’ latent traits as continuous scales
to provide more information for learners in a complicated learning and as-
sessment environment. After the latent traits’ transitions given learning ma-
terials were modeled as a continuous MDP, the data-driven deep Q-learning
algorithm was applied to find the optimal learning policy. The optimal learn-
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ing policy found by the deep Q-learning algorithm outperformed those found
by the heuristic and random methods, with fewer number of learning steps
taken by learners to reach the target levels of prespecified abilities. Further-
more, the transition model estimator was developed using neural networks
to improve the learning policy found by the deep Q-learning algorithm when
insufficient state transition data is available.
Several interesting research directions are worth exploring towards the
content balancing methods in variable-length computerized classification tests
and computerized adaptive tests. First, a variation of LA-CB method with
an adaptive step size can be explored to deal with the problem of content
balancing in variable-length computerized adaptive tests. Second, different
stopping rules can be evaluated and optimally determined, and the LA-CB
methods can be adjusted, especially the LA-CB-A method, based on the pre-
ferred stopping rule (Babcock and Weiss, 2009) to adapt to variable-length
computerized classification tests and computerized adaptive tests.
In addition, several directions are possible for future research on finding
the optimal learning policy in adaptive learning systems. First, to adopt and
evaluate the data-driven algorithms, including the Q-learning algorithm and
the DQN algorithm, and the transition model estimator through real data
analysis with actual learners’ data on an online learning platform. Second,
because each group of learners assumes to follow a homogeneous MDP, fur-
ther researches can be conducted to classify learners into groups before they
use the adaptive learning system in order to find the optimal learning pol-
icy for each group. Particularly, dimensionality assessment methods can be
explored to be used to classify learners at the first stage (Zhang and Stout,
1999; Zhang, 2013), in addition to using estimation methods to get learn-
ers’ initial states. Third, different algorithms can be proposed to select the
individualized learning materials that can maximize learners’ immediate or
future rewards (Manickam et al., 2017). Finally, the adaptive learning system
here consists of a latent trait estimator which uses measurement models to
estimate latent traits and a learning policy. Instead, some research construct
the system assuming that learning materials influence learners’ responses
to test items directly, without the latent trait estimator incorporated (Lan
et al., 2014; Lan and Baraniuk, 2016). As such, a learner learning process is
modeled and traced directly and data-driven algorithms can be proposed to
find the optimal learning policy.
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