Abstract Directed information transfer measures are increasingly being employed in modeling neural system behavior due to their model-free approach, applicability to nonlinear and stochastic signals, and the potential to integrate repetitions of an experiment. Intracellular physiological recordings of graded synaptic potentials provide a number of additional challenges compared to spike signals due to non-stationary behaviour generated through extrinsic processes. We therefore propose a method to overcome this difficulty by using a preprocessing step based on Singular Spectrum Analysis (SSA) to remove nonlinear trends and discontinuities. We apply the method to intracellular recordings of synaptic responses of identified motor neurons evoked by stimulation of a proprioceptor that monitors limb position in leg of the desert locust. We then apply normalized delayed transfer entropy measures to neural responses evoked by displacements of the proprioceptor, the femoral chordotonal organ, that contains sensory neurones that monitor movements about the femoral-tibial joint. We then determine the consistency of responses within an individual recording of an identified motor neuron in a single animal, between repetitions of the same experiment in an identified motor neurons in the same animal and in repetitions of the same experiment from the same identified motor neuron in different animals. We found that delayed transfer entropy measures were consistent for a given identified neuron within and between animals and that they predict neural connectivity for the fast extensor tibiae motor neuron.
Introduction
One key advantage of Information Theoretic approaches is that they provide tools capable of analyzing nonlinear and stochastic signals in a model-free approach (Ebeling 2002) . Moreover, information transfer measures, such as mutual information (Wilmer et al. 2012 ) and transfer entropy (Schreiber 2000; Wollstadt et al. 2014) , can be employed to propose network structures capable of explaining complex systems by providing a model, not just in function of an input-output response, but also with dynamic internal states that interact. This type of model is referred to as a Dynamic Bayesian Network (Smith et al. 2006) .
In this context, here we develop and apply these tools to the analysis of connectivity and information transfer in neural networks responsible for controlling limb movements. This area has become increasingly a focus of research, not simply to understand how movements are produced and controlled by the nervous system, but also for their potential applicability in bioinspired robotics and neuroprotheses design. Insect sensorimotor systems have relative simplicity and stereotyped neural structures (when compared to those of vertebrates), with few neurons generating complex behaviors. They are therefore better suited to developing analytical methods such as Action Editor: Simon R Schultz data acquisition and analysis techniques than vertebrates and in providing insights into the control of robots and prostheses (Buschmann et al. 2015; Kovač 2014; Vitanza et al. 2015) . Recent studies have focused on the locust hind leg and the role of proprioception in the control of reflex movements. Using a Wiener-kernel method of analysis Kondoh et al. (1995) showed that the sensory neurons of a femoral chordotonal organ (FeCO), responsible for proprioceptive control about the 'knee' joint in the locust, encoded the position, velocity and acceleration of movements of the tibia about the femorotibial joint. Subsequently, Vidal-Gadea et al. (2010) modeled the responses of spiking local interneurons within the central nervous system using system identification with Wienerkernel methods and cross-validation parameter estimation. While these methods provided improved estimates of responses over previous studies they were still subject to a number of limitations due to the nonlinear responses of the interneurons (Dewhirst et al. 2013) . Improved methods using a Volterra model with complexity reduced by Laguerre basis functions were developed, and applied to a population of non-spiking local interneurones responsible for premotor control in the same neural networks. Recently, Meruelo et al. (2016) again improved this modelling by employing Artificial Neural Networks in system identification, while Endo et al. (2015) employed information theoretic approaches to understand interactions between neurons in the same neural network to predict connectivity patterns that correlated strongly with known morphological and physiological connectivity (Burrows 1996) .
The use of information theory in understanding analogue synaptic signalling has received far less attention compared to its use on spike data. Part of that problem is due to a lack of identifiability of neurons within and between vertebrates, but also the non-stationarity of intracellular recordings, unlike spike data, that present a number of challenges (Dewhirst et al. 2013 ) such as the need for greater amounts of data for the estimation of probability distributions (Kaiser and Schreiber 2002; Pampu et al. 2013) . The length of recordings needed to maintain stable recordings for analysis means that there is the potential for many factors to lead to DC offsets, and trends in the data caused by extrinsic factors, but also due to intrinsic non-stationary properties of the signal itself. In the latter case, several models have been proposed that rely on cyclostationarity and multiple repetitions of a recording (Wollstadt et al. 2014) , or estimating different models separated by change-points (Grzegorczyk and Husmeier 2009) .
In this study we consider the cause of the non-stationarity present in the signals as irrelevant to the model and associate it with experimental artifacts, based on the visual inspection of the signals, and the success of previous studies in finding consistent connections by considering only stationary parts under a Gaussian White Noise input signal (Dewhirst et al. 2013; Endo et al. 2015) . Thus, we investigate the use of a Singular-Spectrum Analysis (SSA) method for removing non-stationarities from intracellular recordings as a preprocessing step, prior to transfer entropy estimation, to remove complex trends and discontinuities in the signal. Not only does this preprocessing step generate stationary signals that are a requirement for causality measures such as transfer entropy (Barnett and Seth 2011) , but it also increases the availability of useable data. We then analyse these preprocessed signals from identified motor neurons and determine the effect of signal length on delayed transfer entropy measures. Finally, we determine the consistency of transfer entropy measures in identified neurons both within and between animals.
Materials & methods

Data acquisition
Data were previously collected by Newland and Kondoh (1997a, b) from adult male and female desert locusts (Schistocerca gregaria Forskål) that were immobilized ventral-side-uppermost in modeling clay, with their hind left leg fixed anterior surface uppermost. The FeCO was exposed by opening a small window in the cuticle of the distal femur and its apodeme exposed. This was the grasped by forceps mounted on a Ling shaker and driven with a 27 Hz band-limited Gaussian White Noise (GWN) signal as input to the neural circuits (see Newland and Kondoh 1997a , b for more details). The outputs, analogue synaptic potentials, were recorded intracellulary from the somata of motor neurons in the metathoracic ganglion ( Fig. 1 ) with a sampling rate of 24 kHz. Hind leg motor neurons were identified as unique individuals based on the spatial location of their somata in the ganglion and their physiological properties (Burrows 1996) .
Singular-spectrum analysis and preprocessing
To remove artifacts and complex non-stationary trends in the intracellular recordings of motor neurons unrelated to the stimulus input we used singular-spectrum analysis (SSA). SSA is an effective model-free method to remove complex trends in time-series and decomposes a data series into the sum of a small number of independent and interpretable components (Hassani 2007) and reconstructs it according to desired components (more details in Appendix A).
The SSA algorithm was applied to each intracellular signal recorded in the experiments and the signal was reconstructed without the component associated with the largest eigenvalue. This was based on Palus and Novotná (1998) who showed that SSA decomposes a time-series into orthogonal components (modes) with different dynamical properties, and that the eigenvalues related to slow modes (or trends) are much larger than eigenvalues of the modes related to higher frequencies. Thus, the largest eigenvalue can be regarded as being associated with complex trends and slow discontinuities (i.e., with low frequencies when compared to the higher ones present in the signal). The SSA-MTM Toolkit (Vautard et al. 1992 ) was then used with window length parameters of 2000 samples (83.3 ms), decomposing the signal into 64 principal components and reconstructing it with 63 (excluding the lowest oscillatory component).
Delayed transfer entropy measures
Recently the use of directed information transfer measures, such as Transfer Entropy and Conditional Transfer Entropy, have been applied to physiological data to determine network structures describing dependencies and independencies between regions of the brain or neurons .
Given two time-series X and Y, transfer entropy (Schreiber 2000) is defined as the Bamount of information that a past state of X contains about a future observation of a process Y, given the past state of Y^, thus defined generically by as:
where X − and Y − are past states of processes X and Y.
Schreiber (2000), by assuming a generalized Markov property, proposed transfer entropy to be estimated according the following expression:
where P are probability mass functions for processes X and Y with alphabets X and Y. y k ð Þ n stands for k past states of Yand x l ð Þ n for l past states of X.
We used 32 even width bins for discretization, based on the mean data length close to 320,000 samples, and estimated probability mass functions through histograms. In addition, we fixed k = 1 and l = 1, under the supposition that the underlying system was Markovian (i.e. present states depend only on immediate past states), which may be a rough approximation, however it is what is possible given the data available. Standard practice would include searching for an appropriate embedding dimension such as through the Ragwitz criteria as pointed out by Wibral et al. (2014) .
The immediate past state of Y also had to be determined since our experimental sampling rate (24 kHz) did not automatically correspond to it. We defined the delay of the immediate past, or embedding delay, as α, and employed the technique for delay embedding proposed by Kantz and Schreiber (2004) . This delay was thus estimated following the practice of obtaining the first minimum found in the delay of the auto mutual information of the time-series (Kantz and Fig. 1 Experimental setup for the collection of data from hind leg motor neurons controlling movements of the tibia about the knee joint. The input to the neural network was generated using a Gaussian White Noise (GWN) generator with a cut-off frequency of 27 Hz, and used to move forceps attached to the apodeme of the FeCO. The output of the neural networks were recorded using intracellular microelectrodes as synaptic potentials of motor neurons in the metathoracic ganglion Schreiber 2004) . The system could also be subsampled in order for y n − α to correspond to y n − 1 (i.e., the immediate past), however, this could also compromise the resolution of the time delay found between the two processes, as explained below. Wibral et al. (2013) , however, argued recently that best practice is assured by setting α = 1 in the experimental sampling, since it would better consider the influence of memory in the transfer entropy measures. This analysis, however, will be conducted in further experiments.
Transfer entropy is then used to find the time-delay between two variables in the complex system. These timedelays are obtained by considering the maximum peak of information transfer in a sweep of different delays between two signals (Silchenko et al. 2010; Wibral et al. 2013 ). Thus, with the assumptions above, the delayed transfer entropy is calculated as:
and the time-delay between two processes X and Y obtained as δ = arg max β (TE(X → Y, β)) see Wibral et al. 2013 for the formal proof). Finally, it was also important to consider the effect of noise and finiteness of the data in these information measures, eliminating bias and evaluating the significance of these measures. A number of tools are available for bias correction, such as the KSG estimator or the Miller and Madow type correction . However, for the purposes of statistical significance tests one usually generates surrogate data (Schreiber and Schmitz 2000) , which represents, as best as possible, all the characteristics from the real process, but with no information transfer. Thus, a comparison can be made between the original signal and surrogate data. In the case of neurophysiological data, information transfer happens in phase synchronization (Yang et al. 2013) , and thus Endo et al. (2015) proposed the generation of surrogate data with the Iterative Amplitude Adjusted Fourier Transform (AAFT) algorithm, which generated signals preserving the signal's power density spectrum but randomly shuffling its phase components (Venema et al. 2006 ). An alternative is simply shuffling the samples of the original time-series, as a way of destroying the temporal precedence structure ). Dolan and Spano (2001) showed, however, that this method preserves the same amplitudes and frequencies of samples, and thus may not provide too much variability for estimating probability distributions with limited data. Thus, in this study, we employed the AAFT algorithm due to its better ability to catch the bias due to limited data and, also, for its computational efficiency.
The values of delayed transfer entropy obtained, however, may also vary according to the signals recorded and the number of samples employed in their estimation (Ince et al. 2012) . A debiasing and normalization procedure must therefore be applied to make these measures comparable across experiments. Gourevitch and Eggermont (2007) proposed that transfer entropy measures should be normalized by the difference between transfer entropy with the original data and the mean transfer entropy with surrogate data (i.e. a debiasing procedure) over the entropy of the actual value of the target variable given its past, H(Y n | Y n − α ), which is defined as
and therefore we obtain the normalized delayed transfer entropy (Gourevitch and Eggermont 2007) :
Delayed transfer entropy throughout the entire dataset was always evaluated between the input 27 Hz GWN displacement of the FeCO apodeme and the respective intracellular recording of synaptic responses from a motor neuron. From each of these pairs of data, 10 surrogate data series were generated to infer the noise level (the number was chosen according to feasibility given the computational time available). The complete process is shown in Fig. 2.   1 
Statistical analysis
To evaluate how well our method based on surrogate data was able to exclude spurious peaks found in the delayed transfer entropy measures, we use a statistical power test for obtaining the confidence level (Schreiber and Schmitz 2000) . The test compares the TE statistic against that obtained from N surrogates, and rejects the null hypothesis of no directed relationship between source and target if the TE statistic is greater than all N surrogate measurements. The relationship between the number of surrogate data (N) employed and the probability of false rejection (α), corresponding to the level of significance (Therrien 1992) , is given as N = K/α − 1, where K = 1 for a one-sided test and N = 10 in our experiment. Thus, the estimated confidence level was close to 91% (i.e., the probability to correctly reject a spurious peak). This was limited due to computational cost, which was associated with the fact the we performed a direct estimation of transfer entropy from histograms (as outlined in Section 2.3), the length of the data files and the repetitions during the sweeping of time delays for the original and surrogate data. The additional computation of surrogate data and transfer entropy had a large impact on data set analysis and would have moved the analysis from a scale of weeks to months if a confidence level of 97% (N = 30) were to be used.
Results
Pre-processing
To determine the effectiveness of pre-processing at removing artifacts and non-stationarities from intracellular recordings we applied SSA to intracellular recordings in which the FeCO was stimulated with a 27 Hz band limited GWN signal while the synaptic responses of different identified leg motor neurons were recorded intracellularly from their somata. In particular, we analysed recordings of motor neurons that were excluded from previous studies (Dewhirst et al. 2013; Newland and Kondoh 1997a, b) due to their non-stationarities, including those showing simple trends (Fig. 3a) to those showing abrupt changes (Fig. 3b) . In total we analysed 216 signals from motor neurons ranging in length from 17.8 s to 123.7 s (41.43 ± 15.94 s, mean ± SEM). Based on a WaldWolfowitz test of stationarity (Grazzini 2012) we found that 36.6% of the data was stationary before SSA preprocessing, however following pre-processing using SSA 95.8% of the data was stationary and useable for analysis of delayed transfer entropy. Unstable data was removed from subsequent analyses.
The impact of signal length on transfer entropy measures
To determine the effect of data length on delayed transfer entropy measures of the synaptic responses of identified neurons we analysed the pre-processsed intracellular recordings from a posterior slow flexor tibiae (PSFlTi) motor neuron (Fig. 4 ). An analysis of delayed transfer entropy revealed 2 distinct peaks in association between the synaptic response and the GWN input to the FeCO. The original recording of this motor neuron contained 1.2 M samples (labeled 12 on Fig. 4) . We then cut the data into 100 k samples so that trace 1 was 100 k in length, trace 2 was 200 k in length, trace 3300 k in length and so on up to trace 12 containing 1.2 M samples (labeled 1-12 in Fig. 4) . Absolute values of delayed transfer entropy were then calculated, however, these could include false positive results, and thus the significance of the measures were tested against surrogate data.for spurious peak association which is represented by the noise levels in Fig. 4 . Noise levels from surrogate data were determined for each independent recording, and in this case the noise levels determined by the surrogate data are shown only for traces 1, 2 and 12 for clarity. With reducing signal length the noise levels increased markedly (compare surrogate data traces in red in traces 1 and 12 in Fig. 4) .
DTE was applied and the behaviour of the data in three different identified motor neurons, each from a different animal, and with three different recording lengths were compared (Fig. 5) . For example, recordings from FETi with three different recording lengths are shown in the top row of Fig. 5 , three examples of the PSFlTi from a different animal with three recording lengths are shown in the middle row, while three recordings of the Anterior Intermediate Flexor Tibiae (AIFlTi) motor neuron from a different animal are shown in the lower row. Results show a general increase in the value of delayed transfer entropy with signal length, leading to a saturation. For Transfer entropy was applied to the 27 GWN stimulus (X) to motor neurons (Y) and from 10 surrogate time-series from the stimulus generated through the AAFT algorithm. The number of surrogates was chosen arbitrarily, considering that an increase considerably impacts the time of execution. Normalization was applied according to Eq. (4) example, analysis of synaptic responses in FETi revealed a single peak in DTE. With 171,513 samples (7.34 s trace length) the difference between the peak in DTE and the mean DTE of the surrogate data was 0.412 bits. With 343,027 samples (14.29 s trace length), approximately double the signal length, the difference increased to 0.543 bits while with 686,094 samples (28.58 s trace length) the difference rose to 0.547 bits (thus, a saturation occurred). Similarly, for the PSFlTi motor neuron a recording with 172,513 samples revealed two distinct peaks in DTE with the difference between DTE in the first peak and the mean DTE of the surrogate data of 0.267 bits. With 343,027 samples, the difference increased to 0.342 bits while for 860,547 samples the difference rose to 0.336 bits. Finally, a similar relationship existed for the AIFlTi motor neuron (third row in Fig. 5 ) in which a recording with 180,200 samples, revealed two distinct peaks in DTE. The difference between DTE in the first peak and the mean DTE of the surrogate data was 0.246 bits. With 348,521 samples, the difference increased to 0.276 bits, while for 757,043 samples the difference rose to 0.300 bits. Also, for each motor neuron, the longer the data length the lower the mean noise level and variation.
Consistency of delayed transfer measures
To establish delayed transfer entropy (DTE) as a useful tool to model functional connectivity based on intracellular recording of synaptic responses in neural networks it was important to establish that DTE estimates from given identified neurons were consistent from the same neuron in a single animal over the time course of a single experiment, over Fig. 4 Effect of signal length on transfer entropy. A recording from a posterior slow flexor tibiae (PSFlTi) motor neuron was cut into 100 k samples from 100 k (trace 1) to 1.2 M samples (trace 12) and labeled 1 to 12 (blue traces). Analysis of transfer entropy revealed two distinct peaks. Surrogate data (red traces), representing the noise level, was used as a test of significance of the peaks in transfer entropy. Both the significance and the noise level decreased with increasing samples due to the use of 32 bins for discretization multiple experiments from the same identified neuron in the same animal, and finally between identified neurons in different animals.
Consistency of DTE measures from the same neuron over time within a single experiment
To test whether delays in information transfer occurred during the time course of an experiment form an individual motor neuron (and thus the SSA detrending method sufficient to obtain a stationary model), we tested consistency of DTE within a recording. We took long recordings from specific neurons following SSA pre-processing, divided them into three segments and evaluated the DTE in each segment. For example we, compared three equally sized parts of an intracellular recording of FETi of approximately 1.2 M samples (50 s) and found that it showed a single distinct peak with a mean delay 15.97 ± 0.41 ms (Fig. 6) over the three sections of data, implying no significant variation in peak times throughout the duration of the recording. Based on these DTE measurements we evaluated the normalized standard deviation and found that the percentage of peaks with a normalized standard deviation of less than 5 % was 88%, while at 10 % it was 98%.
Consistency of DTE measures from the same neuron between repeated experiments in the same and different animals
To determine the consistency of DTE measures of an identified motor neuron between six repetitions of the same experiment at 5 min intervals within the same animal we used data in which the FeCO apodeme was stimulated with a 27 Hz band-limited GWN for approximately 45 s while the evoked synaptic responses were recorded intracellularly from FETi. DTE measures in each experiment revealed responses with similar peak times of 15.49 ± 0.49 ms (mean ± SEM) indicating consistency over time in the same animal (Fig. 7a) .
To determine the consistency of DTE measures of an identified motor neuron in different animals we again compared Results showed that the patterns of DTE were similar between the same identified neuron in different animals, which can be seen clearly when the DTE measures are superimposed (Fig. 7b) . The mean time to peak of FETi in eight different animals was 16.48 ± 1.01 ms (mean ± SEM). Experiments from different animals with different lengths, and therefore different noise levels, revealed consistent DTE patterns from the same motor neuron between animals.
Discussion
Analysis of transfer entropy is increasingly becoming a key tool for understanding connectivity and information transfer in neural networks (Gourevitch and Eggermont 2007; Faes and Porta 2014. Wibral et al. 2014; Schroeder et al. 2016 ).
Here we have developed methods to preprocess synaptic responses recorded intracellularly from identified neurons in a proprioceptive network to recover and enhance stationarity for analysis, and take advantage of the identifiability of individual motor neurons in the locust to test the consistency and repeatability of transfer entropy estimates both within and between animals. We showed that preprocessing using Singular Spectrum Analysis was effective at generating longer stationary time series that can be used in analysis of transfer entropy, and that transfer entropy estimates from synaptic signals were highly dependent on sample size/recording length. We were then able to show that transfer entropy estimates were consistent over the time course of a single experiment for an identified neuron in an individual animal, were consistent and repeatable between multiple experiments from the same animal, and also consistent for the same neuron between animals. This is the first time that the accuracy and repeatability of transfer entropy has been tested directly on the synaptic responses of identifiable neurons. 
Computational analysis and preprocessing
We have used an information theoretic approach to understanding the transfer of information in a well-studied neural network that produces limb reflex movements in locusts (Burrows 1996) . Since Schreiber (2000) introduced the general concept of transfer entropy, the technique has been applied successfully to many different systems and different types of data, in particular spiking neurophysiological data, due to its characteristics of asymmetry and coupling inference (Knoblauch and Sommer 2016; Orlandi et al. 2014) . One of the advantages of transfer entropy is that it is a model free approach that makes no assumptions about the models that underlie the interactions between processes (Faes and Porta 2014). Hlaváčková-Schindler et al. (2007) and Lee et al. (2012) point out that the estimation of transfer entropy from time series data, such as the synaptic responses of FETi evoked by FeCO stimulation, is complicated by a number of practical problems, including that of estimating probability density functions underlying transfer entropy computation on restricted datasets whose lengths may be limited by experimental constraints and/or due to non-stationarity. Here we have used SSA preprocessing to overcome some of these problems. In comparison to delayed mutual information (Endo et al. 2015) , transfer entropy conditions the entropy between two processes on the past states of the target process and thus excludes some of the memory effects by capturing the synergy between the source process and the past states of the target process (Marinazzo et al. 2014) . It is important to note however, that a proper embedding dimension of the time-series is needed to completely differentiate information flow from memory. Here we did not achieve this given the histogram approach employed that required the assumption of a first order Markovian system (k = l = 1) due to the high demands of data.
Nevertheless, a comparison between delayed mutual information measures and the delayed transfer entropy measure developed here already reveals new information about the system studied. For example, a comparison between measures of delayed mutual information (Fig. 8a ) and delayed transfer entropy (Fig. 8b) applied to the same recording of a PFFlTi motor neuron reveal that mutual information may fail to find definite peaks and continue to have significant values (over the surrogate level) with higher time delays. This could be interpreted as a memory effect resulting from not conditioning on the past of the target variable. Moreover, Kaiser and Schreiber (2002) showed that transfer entropy is an asymmetrical measure (which is not the case with mutual information) and thus can better represent the directionality of information transfer.
We have tested a preprocessing method to increase the length of useable data from intracellular recordings of identified motor neurons. Analysis of data with spike responses is often carried out using spike times of inter-spike intervals (Nawrot 2010) , however, this was clearly impossible with synaptic responses and thus we proceeded to a detrending method. We also chose not to filter the intracellular signals with high-pass filters, such as those discussed by Barnett and Seth (2011) , as this method requires determination of parameters such as cut-off frequency, among others, which can be highly arbitrary and can change from signal to signal. Moreover, a study by Florin et al. (2010) suggested that a simple filtering of neural data is prone to disturbing the ordering of the data, thus hindering the use of Granger causality measures (which is transfer entropy with the assumption of Gaussian processes (Barnett et al. 2009 ). Barnett and Seth (2011) explored this issue further and concluded that although Granger causality measures remain invariant under the application of invertible filters, in practice some changes may be present due to the increase of model order due to filtering. Since our model order was low there was a risk of missing or spurious causality measures even if the filtering was applied for removing non-stationarities.
By applying SSA as a preprocessing step to remove trends in data, the number of samples available for information transfer measures increased markedly compared to previous studies (Dewhirst et al. 2013; Endo et al. 2015) that analysed small stationary segments in the recorded time-series. This was only possible once it was clear that the trends represented extrinsic factors imposed on the signal by the experimental setup, and not reflecting characteristics of the neural response to be described in the model. This was also assured by the consistency test throughout the duration of an experiment presented in section 3.3.1, indicating no significant variation in the peak delay times throughout an experiment.
A common feature of neural circuits, and individual neurons, is that they often adapt to repetitive or constant stimulation (Benda et al. 2005; Prescott and Sejnowski 2008) . This intrinsic adaptation provides many functions including facilitating stable limb control (Kittmann 1997) , coincidence detection (Cook et al. 2003) and separating signals of different time scales (Benda et al. 2005) . Adaptation to repetitive stimulation over a time scale of seconds has been shown to occur in the same locust local circuits we study here, at the sensory (Newland 1991) , interneuron (Angarita-Jaimes et al. 2012; Vidal-Gadea et al. 2010 ) and motor neuron (Field and Burrows 1982) levels. Similar patterns of adaptation have also been shown in limb control networks in stick insects (Bässler 1993) and in proprioceptors in crabs (Gamble and DiCaprio 2003) . Dewhirst et al. (2013) , however, showed that key system dynamics remain relatively unchanged during repetitive stimulation while output amplitude adaptation occurs. Moreover, much of the adaptation occurs within the first few seconds of stimulus input which means that there are generally relatively long stationary periods from which data can be analysed (Kondoh et al. 1995) . Here we find that DTE measure were consistent throughout a single experiment from a given identified motor neuron suggesting that information transfer delays remain invariant irrespective of any adaptation in amplitude of responses.
To evaluate parameters like entropy, mutual information and transfer entropy large data sets are required with at least wide sense stationarity properties . Each of these measures is estimated based on histogram algorithms (two-dimensional for mutual information and threedimensional for transfer entropy) and the greater the length of the data the better the estimates, and better models inferred. In addition, the need for larger datasets grows exponentially when analysis moves from entropy estimation to transfer entropy estimation . For analyses of neural activity, whether in vertebrates or in invertebrates, experiments require animal use, are often time consuming and expensive and difficult to prepare. An ability to use all data to recover information is therefore a necessity. Pre-processing algorithms therefore represent an important step towards increasing the amount of useable data from experiments.
Connectivity in local circuits
The patterns of connections of FeCO afferents and central neurons, with the exception of FETi are well known. For example, FeCO stimulation has previously been shown to have an effect on FETi, in parallel with SETi (Meruelo et al. 2016; Dewhirst et al. 2013; Field and Burrows 1982) by evoking depolarization during flexion of the tibia, typical of a negative feedback reflex. In common with SETi, FETi shows position dependent responses during FeCO stimulation, however FETi has a greater dependence on velocity (Field and Burrows 1982) . Burrows (1987) showed that flexor motor neurons appear to receive monosynaptic input from FeCO afferents, as do spiking local interneurons of a population with somata at the ventral midline of the metathoracic ganglion (Burrows 1988) . Burrows et al. (1988) also showed that some FeCO afferents made monosynaptic depolarizing synaptic connections with nonspiking interneurons in parallel with flexor motor neurones, and with a central latency of 1.5 ms. Finally, Burrows (1988) found that inhibition in nonspiking interneurons during FeCO was the result of indirect GABAergic inputs from spiking local interneurons (Watson and Burrows 1987) . Despite the considerable knowledge we have of the patterns of connections between FeCO afferents and leg motor neurons we know little of the details of the synaptic connections between the FeCO afferents and FETi. Endo et al. (2015) analysed the synaptic responses of nonspiking interneurons in response to FeCO stimulation and found three distinct time delays in delayed mutual information (DMI) between mechanical excitation of the FeCO and the neuronal responses. One group of nonspiking interneurons had mean delays of DMI of 14.2 ± 0.4 ms (mean ± SEM), a second group exhibited peaks of DMI at 25.7 ± 1.3 ms while a third group had two pronounced peaks of DMI at 31.8 ± 0.9 ms and 45.3 ± 1.5 ms. Endo et al. (2015) argued that the times to peak DMI were related to known physiological pathways (Burrows 1996) and that the shortest time delays were most likely due to direct monosynaptic excitatory connections between FeCO sensory afferents on the interneurons (Burrows et al. 1988) . They also analysed the DMI in spiking local interneurons and found that they could be divided into two groups based on time to peak of DMI, and concluded that those with the shortest time delays were again likely to be due to monosynaptic inputs from sensory neurones that are known to be present (Burrows 1988) . Results from our analyses of DTE in FETi here show consistent estimates from repeated experiments within the same and different animals of delay lengths similar to known monosynaptic inputs to spiking and nonspiking interneurons and flexor tibiae motor neurons (Burrows 1987 (Burrows , 1988 , and therefore suggest that the major excitatory input to FETi during resistance reflexes mediated by the FeCO is via excitatory monosynaptic input. Thus our analysis and models predict that there is likely to be functional connectivity that has yet to be revealed using more traditional physiological and morphological analyses and highlight the value of computational modelling in understanding connectivity in neural networks.
In this study we have developed methods and tested consistency of delayed transfer entropy measures from recordings of synaptic activity recorded from identified motor neurons. The aim now is to use these techniques to understand how information is transferred between every layer in local circuits and between synaptic input and spike output within an individual neuron. The neural circuits underlying local movements of the leg of the locust therefore represent an ideal system in which to address fundamental properties of information transfer in neural circuits.
