We investigate the effects of asymmetry on estimates of variance of robust estimator in location and regression problem~showing that heavy skewness of errors can seriously bias the common variance estimates for location and intercept, a problem that can be corrected by jackknifing for location but is more intractable for the intercept in regression. The scale parameters in regression seem not to be as seriously subject to this bias if the sample size is large compared to the number of parameters.
Introduction
The theoretical results and~~nte-Carlo studies in the area of robustness have in the main focused on symmetric distributions (Andrews 1 et al (1972) ) or procedures which are not scaleequivariant(which effectively eliminates most problems due to asymmetry when the number of dimensions in the problem is fixed). Recently, Huber (1973) and Bickel (1978) have examined situations in which the asymmetry of errors can lead to quite complicated results. In this paper we study the effects of asymmetric errors in two very simple situations:
(one and two dimensional) location problems and simple linear regression. We have focused our attention on estimating the variability of robust point estimators in these problems.
A major difficulty with considering asymmetric errors has been that location (intercept) is not uniquely defined. However, asymmetric data do occur and there 4It are situations where data transformations to achieve symmetry either make no sense or are not possible. In regression, it might be conjectured that asymmetry has different effects on intercept and slope (see Section 3); if so, there will be situations where one might invest much effort in data transformations, when the parameters of interest are not influenced by the asymmetry.
This alone seems a good reason for studying asymmetry, but as another example, in ranking and selection problems, one is often interested in the stochastically largest population; robust estimators have been proposed in place of the sample mean for this problem, and a data transformation which achieves symmetry for all populations may not be possible.
In Section 2, we study the effects of asymmetry of errors for the -e one-dimensional location problem, using M-estimates, trimmed means, and an adaptive trimmed mean due to Hogg (1974) . In Section 3, we study M-estimates of regression. Our major qualitative conclusions are as follows: 2 (1) The published estimates of variance for M-estimates of location willb e consistently small if the errors are heavily skewed. This problem appearsã menable to solution if a variance estimate suggested by jackknifing is used.
(2) In linear regression, a similar conclusion holds true for the intercept. Theoretical and Monte-Carlo results show that slope parameters are influenced only negligibly by skewness. Jackknifing for the intercept does not work as well here. with the variance estimates now being slightly too large.
(3) In the two-sample problem with equal scales. a robust test statistic can be constructed with a consistent variance estimtate. even if the errors are aSYmmetric. This statistic. however. has unknown sensitivity to heteroscedasticity of variances.
Location Estimates
In this section we define the location estimates used in the study. state two Lemmas and give a discussion of expected results. An M-estimator is defined as a solution to the equation
where s is an estimate of scale. In the Monte-Carlo study. we used two func- 
We used the factor 1.08 in D 2n (i) so that the two estimates have approximately the same value for normal samples in our Monte-Carlo experiment, and we used the factor H 2 in Dln(i) as suggested by Huber (1973 Gross (1977) , the first motivated by the asymptotic variance formula for n 2 T
appropriate when F is symmetric, the second suggested by the weighted least squares nature of the iterative estimation procedure. In the general case with possible asymmetry, the behavior of M-estimates T can be summarized by the n following result, for which exact conditions can be generated from the method of proof of Theorem 1 of Carroll l1978a).
Lemma 1. (1) If the distribution function F is not symmetric, then, in general, EFXI~'(XI) I 0 so that Dln(i) (which is asymptotically correct in the symmetric case) will typically underestimate the true variance. The same should hold for D 2n
(2) The bias in Dln(i) and D2n(i) should be small for distributions which are nearly symmetric because Tn is a smooth function of the data. The bias will become large as the degree of asymmetry increases.
(3) When s2n is used as scale, Tn should be a particularly smooth function of F. From Jaeckel (1972) , this means that jackknifing will probably be effective in estimating the variance of Tn-As pointed out by Huber (1977, p.26) , such a variance estimate will be more appropriate for Tn than for the jackknifed version of T _ n We also consider trimmed means and two adaptive versions_ Define U (a)(L (a)) n n as the mean of the largest (smallest) na order statistics. As a measure of tail length, when na is an integer (true in the situations considered here), Hogg (1974) proposed Then, if m% refers to a m% symmetrically trimmed mean, the Hogg adaptive estimate is defined by HGI = 5% if
The estimate of an m% trimmed mean is given by Shorack (1974) , Huber (1977, cq.(10.4) We also consider an estimate suggested by Switzer (1970) , defined by
a (5%), a (10%) and a (25%).
!< If one assumes that n 2 (Q -Q(F)) has a limit distribution, it is easy to n obtain the following disturbing result, precise conditions for which could be 4It given but are omitted.
Lemma 2. Suppose Q(F) = 1.81.
If F is symmetric about 8(F), then n 2 (HGl -8(F)) has a non-normal limit distribution. If F is not symmetric, there typically !< exists no finite 8 for which n 2 (HGl -8) has a limit distribution.
Sketch of proof.
n Let T (m) be the m% symmetrically trimmed mean with n having a normal limit distribution. If F is sYmmetric about
-e
An n -~00, Clearly, no 8 can be chosen so that the right hand side of (2.9) is a probability distribution.
o Because of Lemma 2 we expect HGI to do very poorly in terms of efficiency and estimating variance if F is asymmetric and Q(F)~1.81. For the negative exponential distribution, Q(F)~1.805, so particular problems might be expected here.
The location estimates used in the study we report here are given in Table   1 . These represent a portion of the results in a larger study which leads to the same conclusions.
The Monte-Carlo study used a shuffled congruential random number generator to obtain the uniform random deviates. The Box-Muller algorithm was used to obtain the standard normal deviates. Due to time and financial considerations, various sample sizes (500~N~2000) were used, so that we also report standard errors.
e·
.e The average value of a variance estimate of n~is denoted by a .
presents the values of a and an and their standard errors. The tabled results confirm our earlier speculations and might be slnnmarized as follows:
(1) It is difficult to estimate the variance of either HGI or SWITZER. Jackknifing will probably not help here as the estimates are not smooth functionals of the data.
(2) The two commonly used scales (sln,s2n) lead to similar results.
(3) The two variance estimates Dnl(i) and D n2 (i) do quite well for N(O,l) and .10N2, which are sYmmetric or nearly so, but are not to be trusted for heavily skewed data. Either a jackknife or transformtions appear necessary. (4) The jackknifed variance estimates are a dramatic improvement on Dnl(i) and D n 2(i). There is no simple pattern to these figures, but generally the jackknifed variance estimates appear to become more conservative as we pass from N(O,l) to EXP(Z).
The optimistic interpretation given here to the use of the jackknife for variance estimation in robustness of location contrasts with that of Braun (1975) , who concluded that jackknifing and robust estimation do not get along very well, and that variance estimates obtained from jackknifing are not reliable. The closest he came to considering our M-estimates was a one-step M-estimate starting at the median and the median absolute deviations from the median (MAD, essentially our sIn). We believe that our results are more favorable to the jackknife because the statistics we have considered are much smoother functionals of the data then are one-step M-estimates starting at (median, MAD), (a conjecture of this type has been made by Gross (1976) Thus, for one-step M-estimates, the jackknife is more unstable than it is with smoother M-estimates.
Regression
We next investigate regression to see if similar phenomena to those found in the previous section continue. Our intuition says that, under asymmetry, the common estimates of variance will be inconsistent for intercept but acceptable for slope. In this section we sketch a proof confirming this conjecture and illustrate small sample resul ts with a Monte-Carlo experiment.
The model we consider is (the use of 0'0 will become clear later) Yohai (1978) . In a subset of their paper. they assume (Yl'x 1 ). (Y2'~2)"" is a sample from a distribution function P with~, 00 solving
Defining E. = (y. -x. 8 0 )/°0' they show essentially that if the E. are inde- The proof of our result involves Taylor expansions along the lines of Carroll (1978a Carroll ( . 1978b and is omitted to avoid cluttering up the paper with e.
messy calculations. Recall that our x. are non-stochastic.
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Lemma 3. Suppose that
Then, for~sufficiently smooth, (1) It can be shown that the representations (2.8) and (3, 5) are equivalent when scale is estimated by s2n'
(2) The representation (3.6) implies that in large samples, even with asymmetry (3.7) 14 which is precisely the result obtained by Huber (1973) for known scale and pf ixed.
. , (3) Thus, for fixed p as n becomes large, the asymptotic variance formulas for B obtained in the symmetric case with known scale are correct in general exceptowhen applied to the intercept. We expect to experience the same difficulty in estimating the variance of the intercept that we found in the previous section.
(4) For estimating the variance of the intercept, the equation (3.6) shows that B1 is sufficiently smooth for jackknifing. 
In Table 3 we present the average values~B and S for both least slope int squares and Proposal 2. We conclude
15
(1) The slope estimate SSlope is hardly influenced by even large dosages of asymmetry. It appears relatively unbiased and its variance can be assessed relatively accurately. In separate Monte-Carlo experiments, we have found that this phenomena extends to a quadratic regression with uniform design (n=30) and to the poison-treatment 3x4 design of Box and Cox (1964) .
(2) The intercept estimate Sint is influenced by asymmetry and standard variance formulas will tend to underestimate the true variance (in asymmetric cases) even more than will happen in least squares.
(3) The jackknife appears to be conservative, more so than in the location case. Hinkley (1977) shows that the jackknife as employed here (the so-called balanced jackknife) leads in general to a biased variance estimate even in least squares, unless the design is balanced. In his example, the design is much less balanced than ours and the behavior of the balanced jackknife much worse. Further study of his "weighted" jackknife appears necessary, although for this particular design, our unreported simulation results for the weighted jackknife are virtually identical to those given here for the usual jackknife. x. = -n 1 /n 2 1 1-n1'2 1 Then we have the linear model and. by estimating (3.2) and (3.3), Lemma 3 and Corollary 1 tell us estimate the variance of the estimate of 111 -112 This of course leads to the usual t-statistic if i = scale simultaneously through that we can consistently and hence obtain proper tests. \jJ(x) = x. We investigate the effects of asynunetry on estimates of variance of robust estimator in location and regression problems, showing the heavy skewness of errors can seriously bias the common variance estimates for location and intercept, a problem that can be corrected by jackknifing for location but is more intractable for the intercept in regression. The scale parameters in regression seem not to be as seriously subject to this bias if the sample size is large compared to the number of parameters.
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