We focus on the estimates on the selection constant in the following geometric selection theorem by Pach: For every positive integer d there is a constant c d > 0 such that whenever X 1 , . . . , X d+1 are n-element subsets of R d , then we can find a point p ∈ R d and subsets In our construction for the upper bound, we use the fact that the minimum solid angle of every d-simplex is exponentially small. This fact was previously unknown and might be of independent interest. For the lower bound, we improve the 'separation' part of the argument by showing that in one of the key steps only d + 1 separations are necessary, compared to 2 d separations in the original proof. We also provide a measure version of Pach's theorem.
Introduction
Selection theorems have attracted a lot of interest in discrete geometry. We focus on the positive fraction selection theorem by Pach [Pac98] . For a more compact statement, we introduce the following piece of terminology first. Let S 1 , . . . , S d+1 be subsets of R d . By an (S 1 , . . . , S d+1 )-simplex we mean the convex hull of points s 1 , . . . , s d+1 where s i ∈ S i for i ∈ the supremum of the constants with which the theorem remains valid and we call this value Pach's (selection) constant. 1 Our aim is to estimate bounds on c sup d . Although Pach's proof of Theorem 1 is nice and elegant, it uses several heavy tools: a weaker selection theorem, the weak hypergraph regularity lemma, and the sametype lemma. These tools yield a lower bound on c sup d , which is roughly triply exponentially decreasing in d.
We aim at tighter bounds for c sup d . We will show an exponentially decreasing upper bound on c sup d . The idea for the construction for the upper bound is relatively straightforward. We just place the points of the sets X 1 , . . . , X d+1 uniformly in the unit ball. The analysis of this construction requires two important ingredients. One ingredient is the analysis of the regions where the sets Y i from Theorem 1 can appear. Using a certain separation lemma (see Lemma 7) we can deduce that they appear in "corner regions" of arrangements of d + 1 hyperplanes. The second ingredient is an upper bound on the minimum solid angle in a simplex. This bound helps us to bound the sizes of the corner regions for Y i . We could not find any bound on the minimum solid angle in a simplex in the literature. We provide an exponentially decreasing upper bound, which might be of independent interest.
The description of the corner regions and Lemma 7 also allow us to obtain a doubly exponentially decreasing lower bound on c Other selection theorems.
The following weaker selection theorem is related to the positive fraction selection theorem of Pach (the general position assumption is not crucial but we choose the simplest statement in this case). Note that n d+1 is the number of all d-simplices spanned by P , thus the statement of Theorem 3 says that we can indeed select a positive fraction of simplices sharing a point. It is not hard to see that Theorem 3 follows from Theorem 1 as soon as only the existence of k d is concerned (by splitting P into X 1 , . . . , X d+1 , possibly forgetting few points).
The planar case of Theorem 3 is due to Boros and Füredi [BF84] (d = 2); it was extended to arbitrary dimension by Bárány [Bár82] . Bárány proved the theorem with
A significant improvement to k d was found by Gromov [Gro10] by topological method in quite more general setting (obtaining a proof with k d = 1 (d+1)! ). Karasev [Kar12] found a simpler proof (still in quite general setting) and Matoušek and Wagner [MW11] extracted the combinatorial essence of Gromov's proof allowing them to get a further (slight) improvement on k d . Krá , l, Mach and Sereni [KMS12] obtained a further improvement of the value focusing on the combinatorial part extracted by Matoušek and Wagner. We do not attempt to enumerate the bounds obtained in [MW11, KMS12] .
The following variant of Theorem 3 for rainbow simplices is an important step in the proof of Theorem 1.
Theorem 4. For every d ∈ N, there is a constant k ′ d > 0 with the following property. Let X 1 , . . . , X d+1 be pairwise disjoint n-element subsets of R d whose union is in general position. Then there is a point p ∈ R d which is contained in the interior of at least Measure version of Pach's theorem.
Due to the similarity of Pach's theorem to other geometric selection theorems, such as Theorem 4, we can expect that Pach's theorem also admits a measure version where point sets are replaced with probability measures. We will indeed verify this expectation (with the same value for the selection constant).
We say that a measure µ on R d is absolutely continuous if µ(A) = 0 whenever the Lebesgue measure of A is 0. Implicitly in the definition we assume that the σ-algebra of µ-measurable sets coincides with the σ-algebra of Lebesgue-measurable sets.
Theorem 5. Let µ 1 , . . . , µ d+1 be absolutely continuous probability measures in R d . Then there exist sets
Our proof of Theorem 5 closely follows the proof of the discrete version, Theorem 2(2). We need to replace several tools used in the proof of the discrete version by their measuretheoretic analogues. One of these tools, the weak hypergraph regularity lemma, does not seem to be established in the literature in the setting we need. In this case, it is still possible to obtain the measure-theoretic version of the weak hypergraph regularity lemma by modifying the proof for the discrete version.
We believe that establishing Theorem 5 is interesting for completeness. In addition, some steps in the proof of Theorem 5 are actually even easier than their analogues in the discrete version, since careful considerations of general position in the proof of Theorem 2(2) can be left out. However, due to the similarity of many steps in the proofs in these two settings and also due to the fact that a measure-theoretic version of the weak hypergraph regularity lemma is quite technical, we leave the proof of Theorem 5 to the appendix.
The minimum solid angle in a simplex
We start our preparations for the proof of Theorem 2(1) by bounding the minimum solid angle in a simplex.
Let ∆ be a d-simplex and v be a vertex of ∆. By the solid angle at v in ∆ we mean the value
where B(x; r) denotes the ball centered in x with radius r; ε is small enough (so that B(v; ε) does not meet the hyperplane determined by the vertices of ∆ except v); and Vol denotes 2 More precisely, Lemma 9.1.2 in [Mat02] also implies that for sufficiently small ε (depending on X1, . . . , X d+1 ), any point of R d can be ε-close to the boundary of at most O(n d ) simplices. Indeed, thickening the boundaries by small enough ε > 0 does not introduce new intersections. Now, it is sufficient to choose the radii of the small balls around points of X1, . . . , X d+1 equal to ε.
the d-dimensional volume (that is, the d-dimensional Lebesgue measure). Note that in our case the solid angle is normalized, that is, it measures the probability that a random point of B(v; ε) belongs to the simplex. Our goal is to give the upper bound on the minimum solid angle of ∆: msa(∆) := min{sa(v; ∆) : v is a vertex of ∆}.
Theorem 6. The minimum solid angle of an arbitrary d-simplex ∆ satisfies msa(∆) ≤ γ d where γ < 1 is independent of d.
We prove the theorem with γ = √ 3 2 ≤ 0.931. Proof. Let ab be one of the longest edges of ∆. Without loss of generality, at least half of the remaining vertices of ∆ are not farther from b than from a. Let v 1 , . . . , v k be such vertices (k ≥ (d − 1)/2) and let u 1 , . . . , u ℓ be the remaining vertices, which are closer to a than to b. We observe that the angles v i ab are at most 60 • since v i b is one of the shortest edges in the triangle abv i . We also observe that the angles u i ab are at most 90 • since bu i is at most as long as ab.
Let h be the hyperplane perpendicular to ab passing through a and let h + be the closed halfspace bounded by the hyperplane h and containing b. Let C be the cone with apex a determined by ∆. Fix a sufficiently small ε > 0 such that the ball B(a, ε) with center a and radius ε does not meet the hyperplane determined by the vertices of ∆ other than v. We need to determine what fraction of the ball B(a, ε) belongs to C. Since all the angles v i ab and u i ab are at most 90 • , it follows that C is fully contained in h + .
Let κ be the affine (k + 1)-space determined by a, b, v 1 , . . . , v k . Let C κ 60 be the (k + 1)-dimensional cone formed by all points x in κ such that the angle xab is at most 60 • . From the discussion above it follows that C κ 60 contains all the vertices v i , and consequently C ∩ κ ⊆ C κ 60 . It is not too difficult to show that
where Vol k+1 is the (k + 1)-dimensional volume in κ. Indeed, the set B(a, ε)∩ C κ 60 is contained in the (k + 1)-dimensional ball inside κ of radius √ 3 2 ε; see the dashed circle in Figure 2 , left. (We have borrowed this idea from [Räc06] , aiming at a reasonable estimate without precise computation.)
Now we estimate Vol(B(a, ε) ∩ C)/ Vol(B(a, ε)). Let κ ′ be an arbitrary (k + 1)-space parallel to κ. Our goal is to show that
As soon as we show (2) we get the same bound on Vol(B(a, ε)∩C)/ Vol(B(a, ε)) by the Fubini theorem. In order to show (2), we first observe that C ∩ κ ′ is either empty or it equals (C ∩ κ) + y, where y is the intersection point of κ ′ and the ℓ-dimensional cone with apex a determined by the points u 1 , . . . , u ℓ (here, for simplicity, we assume that a coincides with the origin). Thus, in particular, y ∈ h + and C ∩ κ ′ ⊆ y + C κ 60 . See Figure 2 , right.
Figure 2: Cuts through κ and κ ′ . The next step is to show that Vol k+1 (B(a, ε) 
. Hence, we deduce (2). This gives the final bound
Corner selection
In this section we describe a geometric structure we are essentially looking for in order to prove Theorem 2.
General position assumptions.
Although Theorem 1 does not assume any kind of general position, we will need general position in our intermediate steps. Thus we start with a remark on the general position assumptions we are going to use. Given a set X of points in R d we say that it is in general position if it satisfies the following condition.
Note that condition (G) implies that any subset of X of size at most d + 1 is affinely independent. Given a set X ′ which is not in general position, there is arbitrarily small perturbation of points in X ′ yielding a set satisfying (G). In most of the cases we will only need the affine independence. The condition (G) might seem technical but it generalizes the following situation in the plane. Let ℓ 1 = a 1 b 1 , ℓ 2 = a 2 b 2 , and ℓ 3 = a 3 b 3 be three lines in the plane determined by six distinct points of X. Then, in general position, we might expect that these three lines do not meet in a point.
We will also work with arrangements of d + 1 hyperplanes. We say that such an arrangement is in general position if the normal vectors of arbitrary d hyperplanes from the arrangement are linearly independent (in particular each d of the hyperplanes have a single point in common) and if the intersection of all d + 1 of the hyperplanes is empty.
Corner regions.
Let H = (H 1 , . . . , H d+1 ) be an arrangement of hyperplanes in R d in general position. For i ∈ [d + 1] let h i denote the intersection point of all hyperplanes from H but H i . It is not difficult to see that the arrangement H has exactly one bounded component, namely the simplex with vertices h i . We denote this simplex by ∆(H). We also denote by H 
Note that each C i is a cone with apex h i ; see Figure 4 , left.
For the success of our approach we need the following separation lemma. Given a collection (S 1 , . . . , S k ) of sets, by S i we mean the set
Lemma 7. Let p be a point in R d , H be an arrangement of (d + 1) hyperplanes in general position in R d and Y 1 , . . . , Y d+1 be subsets of R d (not necessarily finite this time) such that H i strictly separates p from Y i for every i ∈ [d + 1] (in particular p does not belong to any H i ). Then either
and there is a hyperplane strictly separating p from Y 1 ∪ · · · ∪ Y d+1 (see Figure 5 ).
Figure 4: Corner regions of an arrangement of d + 1 hyperplanes.
In the proof of Lemma 7 we need the following lemma on rescaling the normal vectors of a simplex. See, for example, [Kla04, Proposition 1] and the references therein.
Lemma 8. Let H = (H 1 , . . . , H d+1 ) be an arrangement of (d + 1) hyperplanes in general position and let u 1 , . . . , u d+1 be the unit normal vectors to H 1 , . . . , H d+1 pointing outwards of ∆(H). Then there are positive coefficients α 1 , . . . , α d+1 such that If I is nonempty, then p / ∈ ∆(H) and our task is to separate p from Y 1 ∪ · · · ∪ Y d+1 . Without loss of generality, let us assume that the origin 0 belongs to int(∆(H)). Let n i := α i u i be the normal vectors to the hyperplanes where α i and u i come from Lemma 8, in particular n 1 + · · · + n d+1 = 0. Then the hyperplane H i is given by the equation 
We further set n := i∈I n i , c := i∈I c i and we consider the hyperplane H := {x ∈ R d : x · n = c}. The task is to show that H is the desired separating hyperplane.
We first observe that p · n = i∈I p · n i > i∈I c i = c (the inequality holds due to the definition of I), in particular n = 0. Thus our task reduces to showing that each Y i belongs to the interior of the half space H − := {x ∈ R d : x · n ≤ c}. We distinguish two cases according to whether i ∈ I.
1. In the first case we assume i ∈ I. Let us consider y ∈ Y i aiming to show y ∈ int H − .
Let j ∈ [d + 1] \ I, in particular j = i. Since H j separates p and Y j we get that it, in particular, separates p and y. Thus, y · n j > c j by the definition of I. Summing up we get y ·
The left-hand side of the equation above, however, equals −y · n since k∈[d+1] n k = 0. This yields the desired conclusion y ∈ int H − (by multiplying by −1). 2. In the second case we assume i ∈ [d + 1] \ I. We again consider y ∈ Y i aiming to show y ∈ int H − . This time we consider j ∈ I so that we know j = i. We again get that H j separates p and y. Therefore y · n j < c j . Summing up over all j ∈ i we get the desired conclusion y · n < c.
For the proof of Theorem 2(2) we need to verify, an intuitively obvious fact, that the corner selection yields the Pach point. This part is not needed for Theorem 2(1).
Lemma 9. Let H = (H 1 , . . . , H d+1 ) be an arrangement of (d + 1) hyperplanes in general position. Let p be a point in ∆(H) and y 1 , . . . y d+1 be points in R d such that y i ∈ C i for any i ∈ [d + 1]. Then p belongs to the simplex determined by y 1 , . . . , y d+1 .
Proof. We prove the lemma by induction on d. For d = 1 is the proof obvious; therefore we can focus on the second induction step assuming d > 1.
We recall that each C i is a cone with apex h i . Since p is a convex combination of the points h i , it is sufficient to show that each h i belongs to the simplex determined by y 1 , . . . , y d+1 .
We fix i and consider points z i := h i y i ∩ H i and z j := y i y j ∩ H i for j ∈ [d + 1] \ {i}, where ab is the line spanned by points a and b. See Figure 6 .
We claim that z j , for j = i, belongs to C ′ j , where C ′ j := C j ∩ H i is the corner region with apex h j in
, what is by definition the corner C ′ j . We also observe that z i ∈ ∆(H ′ ), where Note that if we consider (Y 1 , . . . , Y d+1 , p) as output of Theorem 1 we need not obtain generic Pach's configuration even if X := X 1 ∪ · · · ∪ X d+1 is in general position (the point p might be on some of the hyperplanes determined by X). In such case, forgetting few points only, we still can get a generic Pach's configuration.
)-simplices such that p ′ is on the boundary of each ∆ i for i ∈ [k] and any two simplices of this collection have disjoint vertex sets.
Let F i be a proper face of ∆ i containing p ′ . By the general position assumption (G), introduced in Section 3 applied to aff(F 1 ), . . . , aff(F k ) we deduce that k ≤ d since each aff(F i ) has codimension at least 1 and all of them intersect in an affine space containing p ′ (possibly only p ′ ). For a proof we need the following simple lemma. Proof. For contradiction let us assume that each Y i meet the opposite closed halfspace in a point y i . Since p belongs to the simplex formed by these y i , it belongs to the convex hull of those y i which are in H. This contradicts the general position assumption from generic Pach's configuration.
Proof of Proposition 11. We first prove the first part of the proposition. Consider the hyperplane H passing through p perpendicular to the line 0p. By Lemma 12 there is ℓ such that Y ℓ is in the solid cap cut by H. The volume of this solid cap is at most (1 − α) d/2 since it fits into a ball of radius √ 1 − α; see Figure 7 . Now we can prove the second item in the proposition. As a first step, we need to show an existence of hyperplanes H i such that each H i strictly separates p from Y i (recalling the notation
For contradiction let us assume that for some i ∈ [d + 1] the point p is not strictly separated from Y i by a hyperplane. That means that p belongs to the convex hull conv( Y i ). Consequently, there are points z j ∈ conv(Y j ) for j ∈ [d + 1] \ {i} such that p is a convex We consider small ε > 0 and tile R d with grid of hypercubes with sides ε. Let Q be the set of those hypercubes which intersect with B d in their interiors. For every Q ∈ Q and every i ∈ [d + 1] we add exactly one point into X i belonging to int Q ∩ int B d . Apart from this we assume that X 1 ∪ · · · ∪ X d+1 is a set in general position. This finishes the construction of the sets X i .
As usual, n denotes the size of the sets X i and we observe that it is well approximated by the volume of B d in the following sense In both cases, we want bound the number of points Y ℓ by volume of G. Let Q ℓ be a subset of Q consisting of those cubes that meet the interior of G. Note that
We further split Q ℓ = Q ∂ ℓ ∪ Q int ℓ into two disjoint sets where Q ∂ ℓ contains those cubes that meet the boundary of G and Q int ℓ contains those that are fully contained in the interior of G. See Figure 10 .
We have an obvious bound on the size of Q int
For the size of Q ∂ ℓ we can get the following bound. Each cube of Q ∂ ℓ belongs to the (ε √ d)-neighborhood N ε of the boundary ∂G of G. The (d − 1)-dimensional volume of ∂G can be bounded by some function f (d) depending only on d (note that G was obtained by cutting
Combining |X ℓ | = n with (3), (4) (5), and (7) yields
This is a contradiction with
if ε is small enough using (6).
Lower bound
In this section we prove Theorem 2(2). We reuse many steps form Pach's original proof [Pac98] and we also follow an exposition of Pach's proof by Matoušek [Mat02, Chapter 9].
Lemma 13 (Few separations). Let S 1 , . . . , S d+1 be disjoint finite sets of points in R d and p a point in Proof. We will reduce the sizes of the sets S i in d + 1 steps, after these steps we obtain the required Y i . We set S 
This can be easily done inductively using the Ham-Sandwich theorem. In the jth step we assume that we have already constructed the sets S We would like to choose S (j) i to be the half of S (j−1) i which belongs to the opposite halfspace than p obtaining the required conclusion.
We just have to be careful enough when p actually belongs to H ′′ j or when H ′′ j intersects some S (j−1) i
j , we consider the (possibly empty) set U of those points of H ′′ j which simultaneously belong to S 1 ∪ · · · ∪ S d+1 . We realize that the flat determined by U (i.e., the affine hull of U ) is strictly contained in H ′′ j and p does not belong to this flat, both by the general position assumption on {p} ∪ U . Therefore, we can perturb H ′′ j a bit so that it still contains U but it avoids p and no other point of S 1 ∪ · · · ∪ S d+1 switched the side. Therefore we can assume that p does not belong to H ′′ j . As soon as we know that p does not belong to H ′′ j we consider the hyperplane H ′ j obtained by shifting H ′′ j a small bit towards p.
to be the subset of S (j−1)
belonging to the open halfspace on the other side of H ′ j than p. We also set S Finally, we set
(ii) and (iii). We slightly perturb the hyperplanes H ′ j obtaining new hyperplanes H j in general position such that each H j still strictly separates p and Y i . Letting H to be the arrangement of these hyperplanes we get either p ∈ ∆(H) or not.
In the first case Lemma 7 and Lemma 9 imply that p is in all (Y 1 , . . . , Y d+1 )-simplices. In the second case Lemma 7 implies that p is in no (Y 1 , . . . , Y d+1 )-simplex.
The last tool we need for the proof of Theorem 1 is the weak hypergraph regularity lemma. We will be given k-partite k-uniform hypergraph H on vertex set X 1 ∪ · · · ∪ X k . That is, each edge of the hypergraph contains exactly one point from each of the X i (assuming that X i are pairwise disjoint). Given subsets Y i ⊆ X i for i ∈ Theorem 15 (Weak regularity lemma for hypergraphs [Pac98] ; see also [Mat02, Theorem 9.4.1]). Let H be a k-partite k-uniform hypergraph on a vertex set X 1 ∪· · ·∪X k , where
Suppose that its edge density satisfy ρ(H) ≥ β for some β > 0. Let 0 < ε < 1 2 . Suppose also that n is sufficiently large in terms of k, ε and β.
Then there exist subsets S i ⊆ X i of equal size We are finally ready to prove the first main result. That is we prove that Pach's constant from Theorem 1 is at most 2 −2 d 2 +3d .
Proof of Theorem 2(2).
It is convenient to start the proof with additional assumptions. Later on we will show how to remove these assumptions. We start assuming that X 1 ∪ · · · ∪ X d+1 is in general position and also assuming that size n of the sets X i is large enough, that is, n ≥ n 0 , where n 0 depends only on d.
By Theorem 4, there is a point p contained in the interior of at least
. . , X d+1 )-simplices. We perturb the point p a little so that X 1 ∪ · · · X d+1 ∪ {p} is in general position (and it does not leave interior of any (X 1 , . . . , X d+1 )-simplex during the perturbation). We require that n 0 is large enough so that p actually belongs to the interior of at least 1 2 d 2 n d+1 (X 1 , . . . , X d+1 )-simplices using a very rough estimate (d + 1)! < 2 d 2 (a better estimate would not improve the bound significantly).
Next, we consider (d + 1)-partite hypergraph H with vertex set X 1 ∪ X 2 ∪ · · · ∪ X d+1 , where edges are precisely the (X 1 , . . . , X d+1 )-simplices containing the point p. Let ε = 1 2 d and let us further require that n 0 is large enough so that the assumptions of Theorem 15 are met. We apply the weak regularity lemma (Theorem 15) to H. Note that β ≥ Finally, we apply Lemma 13 with the sets S 1 , . . . , S d+1 and point p. We obtain sets Y i ⊆ S i with |Y i | ≥ 
This finishes the proof under the assumptions that X 1 ∪ · · · ∪ X d+1 is in general position and n ≥ n 0 . First, by a standard compactness argument we can remove the general position assumption. Here we can even assume that X i are multisets, that is, some of the points can repeat more than once. Indeed, we choose sets
d is in general position for every positive integer n and such that X (n) i converges to X i . We obtain the corresponding sets Y (n) i and Pach points p (n) using the general position version of the theorem. Since X i are finite there is an infinite increasing sequence (n k ) such that Y (n k ) i converge to certain sets
belong to a compact region in R d , the sequence of Pach points p (n k ) has a mass point p. It is routine to check that the sets Y i and the point p satisfy the required conditions.
Next, we can remove the assumption n ≥ n 0 in the following way. If n < n 0 we find an integer m such that m · n ≥ n 0 . We make multisets X ′ i where X ′ i consist of points of X i , each repeated m-times. We find Y ′ i of sizes at least c d · m · n and p ′ for X ′ i . Forgetting the m-fold repetitions in Y ′ i we the get the required Y i of sizes at least |Y ′ i |/m with p = p ′ .
Remark 16. The argument at the end of the previous proof also shows that the assumption that all X i have equal size can be easily removed. Indeed, let X 1 , . . . , X d+1 be subsets of R d of various sizes. We set γ := |X 1 | · · · |X d+1 |. We create multisets X ′ i where each point of X i repeats γ/|X i | times. That is, each X ′ i has size γ and we can find Y ′ i of sizes at least c d γ and
In the jth step we assume that we have already constructed the sets S which belongs to the opposite halfspace than p obtaining the required conclusion (if p ∈ H ′ j , we choose any of the two halves). We set 
Now we get either p ∈ ∆(H) or not. In the first case Lemma 7 and Lemma 9 imply that p is in all (Y 1 , . . . , Y d+1 )-simplices. In the second case Lemma 7 implies that p is in no (Y 1 , . . . , Y d+1 )-simplex.
Proof of Theorem 5. Let µ = µ 1 × · · · µ d+1 be the product measure. By the main result of [Kar12] there is a point p such that the probability that a random µ-simplex contains p is at least 1 ε d+1 . Let Y 1 , . . . , Y d+1 be the sets obtained from S 1 , . . . , S d+1 and p using Lemma 18. The point p either lies in all (Y 1 , . . . , Y d+1 )-simplices, or in none of them. Since µ i (Y i ) ≥ εµ i (S i ), we deduce that µ ((Y 1 × · · · × Y d+1 ) ∩ E) > 0, and, therefore, the latter possibility does not happen.
It remains to calculate the measures of sets Y i .
The last inequality is valid for sufficiently small δ > 0 by a similar computation as in the proof of Theorem 2(2).
It remains to prove Theorem 17. In the proof we follow the proof of the discrete version by Pach [Pac98] and the exposition by Matoušek [Mat02] (slightly improving the constant in the theorem). It turns out that some parts of the proof can be taken almost in verbatim. We need, however, the following measure-theoretic replacement of the averaging argument in the discrete version.
Lemma 19. Let µ be an absolutely continuous measure in R d , h be non-negative measurable real function in R d and A ⊆ R d a measurable set. Let a := µ(A) ∈ R, t := A hdµ, and let r ∈ (0, a). Then, there exists a set R ⊆ A with µ(R) = r and R hdµ ≥ r a · t.
5 That is, p fits into one of the closed subspaces determined by H we can consider slightly smaller sets because we assume absolute continuity). We have
By Fubini's theorem, µ E (S 1 × S 2 × · · · × S k ) equals S 1 hdµ 1 , for some non-negative measurable function h. Therefore, by Lemma 19, for every r ∈ (0; µ 1 (S 1 )), there exists R 1 ⊆ S 1 with µ 1 (R 1 ) = r and µ E (R 1 × S 2 × · · · × S k ) ≥ r µ 1 (S 1 ) µ E (S 1 × S 2 × · · · × S k ). Using this observation repeatedly at different coordinates and setting r := µ 1 (S 1 \ Y 1 ) = (1 − ε)s, we obtain sets R 2 ⊆ S 2 , . . . , R k ⊆ S k with µ i (R i ) = r for i ≥ 2 such that
Therefore Note that in the inequality in the third line we have used that r ≤ (1 − ε)s implying we indeed can use the stronger inequality for comparing the magical densities as announced above. Finally, we deduce
For i ≥ 2 we can get a bound
by a similar computation; this time for r = εs and sets R i ⊆ S i \Y i , R i+1 ⊆ S i+1 , . . . , R k ⊆ S k .
Altogether µ E (Y 1 × · · · × Y k ) is at least 1 − (1 − ε) − (1 − ε) k i=2 ε i−1−ε k factor of µ E (S 1 × · · · × S k ), and it can be checked by an elementary computation that this factor is strictly positive. (This is checked in [Mat02] at the end of the proof of Theorem 9.4.1 and we do not repeat this computation here.)
