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1. INTRODUCTION
It was proven in [1] that for every associative PI-algebra A over a ﬁeld
F of characteristic p there exists a number m such that the algebra A
satisﬁes all multilinear polynomial identities of the matrix algebra MmF.
A minimal m with such a property is said to be the matrix type of the
algebra A.
Denote by tn the matrix type of the algebra MnG, where G is the
Grassmann algebra of inﬁnite rank over a ﬁeld F of characteristic p = 2.
It is quite easy to prove that the algebra MnG satisﬁes all multilinear
polynomial identities of the algebra MnpF (Lemma 7). It is also easy
to see that the matrix type of the Grassmann algebra is greater than p−12
because this algebra does not satisfy the standard identity of degree p− 1.
Thus we have the trivial estimations for tn
p− 1
2
n < tn ≤ pn
The main result of the paper (Theorem 2) gives a precise formula for tn.
It follows from Theorem 1, which gives a good estimation for the minimal
degree of the standard identity of the algebra MnG.
Theorem 1. If k > 1 then dk > 2k− 3p− 1.
Theorem 2. tn = pn.
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Let X be a countable set and let FX be the free associative algebra
over F generated by the set X. We denote by T 	A
 the ideal of identities
of the algebra A. This ideal is a T -ideal of the algebra FX.
Theorem 2 is equivalent to the statement:
There exists a multilinear polynomial f ∈ T 	Mnp−1F
 such that f ∈
T 	MnG
.
The problem of calculating such polynomials is very difﬁcult even for
n = 1. This problem is similar to the problem which has arisen in [2]. In [3]
some calculations of such types were made with the help of a computer.
2. TECHNICAL STATEMENTS
In this section we assume that charF = p > 2. Let FX be the free
associative algebra with a unit generated by the countable set X.
We denote by Sn the symmetric group of permutations acting on the
set 1     n. The polynomials
Snx1     xn =
∑
σ∈Sn
−1σxσ1 · · ·xσn
S+n x1     xn =
∑
σ∈Sn
xσ1 · · ·xσn
are called the standard polynomial and the symmetric standard polynomial
of degree n, respectively. By the well-known theorem of Kaplansky the
matrix algebra MkF satisﬁes the standard identity of degree 2k.
The ﬁrst statement is well known.
Lemma 1. The algebra MkF satisﬁes identity S+pk = 0.
Proof. Let C be the commutative algebra generated by X satisfying
relations x2 = 0 for every x ∈ X. Evidently the algebra C satisﬁes identity
xp = 0.
Take an arbitrary element x ∈MkC. By the Cayley–Hamilton theorem
we have the equality in MkC
xk =
k−1∑
m=1
cmx
m
for some cm ∈ C. This equality implies
xpk =
k−1∑
m=1
cpmx
pm = 0
because cpm = 0. Thus the algebra MkC satisﬁes identity xpk = 0. Lin-
earizing this identity we obtain the identity S+pk = 0. It follows from this
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that the algebra MkF satisﬁes identity S+pk = 0 because the algebra C is
commutative and nonnilpotent. The lemma is proved.
The algebra MkF does not satisfy the identity S+pk−1 = 0 and even
more, the following statement is valid.
Lemma 2. Let k > 2 αi ∈ F i = 1 2 3. If either α1 = α2 or α2 = α3
then the algebra MkF does not satisfy identity
3∑
i=1
αi
∑
σ∈S2k−4p
xσ1 · · ·xσk−ipvxσk−ip+1 · · ·xσ2k−4p = 0 (1)
To prove this lemma, which is the main statement of this section, we
need prove a few technical lemmas.
Later we ﬁx the number k > 1. Denote by ei j the matrix units of the
algebra MkF. Let e = 1− ekk.
Lemma 3. Let m t s l be the nonnegative integers, m ≥ t + s + l; xi ∈
eMkFe yi = ekk zi = ek−1 k ui = ekk−1 wi = ek−1 k−1. Let
b = eS+mx1     xm−t−s−l y1     yt z1     zs u1     ule
1. If either s = l or s = l = 0 t > 0, then b = 0;
2. If s = l = t = 0 then
b = S+mx1     xm
3. If s = l > 0 then
b = ss + t − 1! S+m−s−tx1     xm−2s−t  w1     ws (2)
Proof. The ﬁrst and the second equalities are trivial, so we will prove the
third equality. Let R be the set of all integer rows r = r1     rs of length
s satisfying the properties
∑
ri = t ri ≥ 0. The number of the elements of
the set R is equal to Cs+t−1t .
Since zie = eui = 0 the left side of equality (2) is equal to the sum of all
elements of the form
S+m−s−tx1     xm−2s−t  zσ1yτ1 · · · yτr1u1     zσsyτt−rs+1 · · · yτtus
where σ ∈ Ss τ ∈ St r1     rs ∈ R. Evidently these elements are
equal to
S+m−s−tx1     xm−2s−t  w1     ws
and the number of them is equal to s! t!Cs+t−1t = ss+ t − 1! . The lemma
is proved.
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We denote by F(X ∗MkF the free product with amalgamated 1 of
the free algebra with unit F(X and MkF. The elements of this algebra
are called the generalized polynomials on the variables from the set X. Let
f = f x1     xn be a generalized polynomial. We say that the algebra
MkF satisﬁes a generalized identity f = 0 iff for every ai ∈ MkF the
equality f a1     an = 0 holds in the algebra MkF.
Let µ = p+12 . Take the arbitrary integers sm n satisfying the properties
0 ≤ s ≤ µm ≥ s, and n ≥ µ− s. Let
f
s
mn = f smn
(
x1     xm+n−µ v
) ∈ FX ∗MkF
be the sum of all generalized polynomials of the form
S+m
(
xi1     xim−s  y1     ys
)
vS+n
(
xj1     xjn−µ−s ys+1     yµ
)

where xi v ∈ X yl = ekk i1 < · · · < im−s j1 < · · · < jn−µ−s,{
i1     im−s
} ∪ {j1     jn−µ−s} = {1    m+ n− µ}
Lemma 4. Let mi = pqi + ri 0 ≤ ri < p i = 1 2. If r1 + r2 = p− 1 then
f sm1m2 xm1+m2−µ=xm1+m2−µ−1···=xm1+m2−p+2=1 = −f
s
pq1 pq2
 (3)
Proof. Let ai x ∈ Xai = x. Evidently
S+ma1     am−1 xx=1 = mS+m−1a1     am−1
S+ma1     amx=1 = S+ma1     am
Using these formulas and the deﬁnition of the polynomials f sm n we obtain
that the left side of formula (3) is equal to
p−1∑
r=0
αrf
s
m1−rm2−p−1−r
where
αr = Crp−1m1m1 − 1 · · · m1 − r + 1m2m2 − 1 · · · m2 − p+ r + 2
It is easy to see that αr = 0 if r = r1,
αr1 = Crp−1r1! r2! = p− 1! = −1
in F . The lemma is proved.
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Remark. Later we will often use the following well-known identities in
FX
∑
σ∈Sm
[
vxσ1xσm
]= ∑
σ∈Sm
m∑
t=0
−1tCtmxσ1 ···xσtvxσt+1 ···xσn
S+p vx1xp−1=
∑
σ∈Sp−1
[
vxσ1xσp−1
]
[
vS+p x1xp
]= ∑
σ∈SP
[
vxσ1xσp
]

Lemma 5. 1. If α = β then the algebra M2F does not satisfy a general-
ized identity
α
∑
σ∈S2p−1
[
e2 2 xσ1     xσp−1
]
xσp · · ·xσ2p−1
+ β ∑
σ∈S2p−1
xσ1 · · ·xσp
[
e2 2 xσp+1     xσ2p−1
] = 0 (4)
2. If l ≥ 1 r ≥ p l +m < p l + r < 2p then the algebra M2F does
not satisfy a nontrivial generalized identity of the form
α
∑
σ∈Sl+m+r
xσ1 ···xσl
[
e22xσl+1xσl+m
]···xσl+m+r
+β ∑
σ∈Sl+m+r
xσ1 ···xσr
[
e22xσr+1xσr+m
]···xσl+m+r =0 (5)
Proof. Assume that the algebra M2F satisﬁes identity (4). Applying
Lemma 1 and the remark this identity can be written in the form
γ
p−1∑
i=0
∑
σ∈S2p−1
x1 · · ·xie2 2xσi+1 · · ·xσ2p−1 = 0
where γ = α − β = 0. Substitute into the left side of this identity xi =
e1 2 1 ≤ i ≤ p− 1 xi = e2 1 p ≤ i ≤ 2p− 3, and x2p−2 = x2p−1 = e1 1 −
e2 2 and denote by d the result of the substitution.
To calculate the element d we need a few relations. First, the elements
xi ◦ xj = xixj + xjxi are central for every i j, because Trxi = 0. It can be
veriﬁed that xi ◦ x2p−1 = xi ◦ x2p−2 = 0 for i ≤ 2p− 3; x2p−1 ◦ x2p−2 = 2.
Using these relations and the evident equality
∑
σ∈Si
xσ1 · · ·xσi =
1
2
∑
σ∈Si
xσ1 · · ·xσi−2
(
xσi−1 ◦ xσi
)

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we have the equalities in M2F
d = γ ∑
σ∈S2p−1
(
p+ 1
2
e2 2xσ1 +
p− 1
2
xσ1e2 2
)
xσ2 · · ·xσ2p−1
= γ
2p
∑
σ∈S2p−1
[
e2 2 xσ1
](
xσ2 ◦ xσ3
) · · · (xσ2p−2 ◦ xσ2p−1)
= γ
2p
p− 1 ∑
σ∈S2p−3
(
x2p−1 ◦ x2p−2
)[
e2 2 xσ1
]
×(xσ2 ◦ xσ3) · · · (xσ2p−4 ◦ xσ2p−3)
= γ
2
p− 1p− 1! p− 2! [e2 2 e1 2](e1 2 ◦ e2 1)p−1
= −γe1 2
We obtain the contradiction because γ = 0.
2. Assume that the algebra M2F satisﬁes identity (5). This identity
can be written in the form
l∑
i=0
∑
σ∈Sl+m+r
αi
[
e2 2 xσ1     xσm+i
]
xσm+i+1 · · ·xσl+m+r
+
l∑
i=0
∑
σ∈Sl+m+r
βixσm+i+1 · · ·xσl+m+r
[
e2 2 xσ1     xσm+i
] = 0
where αi = −1iCilα βi = Cilβ. Since l ≥ 1 then αi = βi for some i. Let
s be a minimal number with the property αs = βs. Substituting into this
identity xi = 1m+ s + p < i ≤ l +m+ r we obtain the identity
αs
∑
σ∈Sm+s+p
[
e2 2 xσ1     xσm+s
] · · ·xσm+s+p
+ βs
∑
σ∈Sm+s+p
xσm+s+1 · · ·xσm+s+p
[
e2 2 xσ1     xσm+s
]

This identity implies the identity (we recall that m+ s < p)
αs
∑
σ∈S2p−1
[
e2 2 xσ1     xσp−1
]
xσp · · ·xσ2p−1
+ βs
∑
σ∈S2p−1
xσp · · ·xσ2p−1
[
e2 2 xσ1     xσp−1
] = 0
This contradicts what has been proven. The lemma is proved.
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Lemma 6. Let k > 3 α0     αµ β0     βµ ∈ F . If
µ∑
t=0
−1tαt = 0 (6)
then the algebra MkF does not satisfy a generalized identity
µ∑
t=0
αtef
t
pk−1pk−2e+
µ∑
t=0
βtef
t
pk−2pk−1e = 0 (7)
Proof. Assume the contrary. Let k > 3 be a minimal number such
that the algebra MkF satisﬁes identity (7) whose coefﬁcients satisfy
property (6). Substituting into (7) xi ∈ eMke i = 1     p2k − 5;
v ∈ eMkFe xj = ek−1 k p2k − 5 < j ≤ p2k − 5 + µ; xq =
ekk−1 p2k − 5 + µ < q ≤ p2k − 5 + 2µ = p2k − 4 + 1; xr =
e p2k− 4 + 1 < r ≤ p2k− 3 and applying Lemmas 3 and 4, we obtain
the generalized identity of the algebra Mk−1F
α′0f
0
pk−1 pk−4 + α′µfµpk−3 pk−2 + β′0f 0pk−2 pk−3 + β′µfµpk−4 pk−1
+
µ−1∑
s=1
α′sf
s
pk−2 pk−3 + β′sf spk−3 pk−2 = 0
where
α′0 = α0µ2µ− 1! = 0 α′µ = αµµ2µ− 1! = 0
β′0 = β0µ2µ− 1! = 0 β′µ = βµµ2µ− 1! = 0
α′s =
(
Csµ
)2
sµ− s
µ∑
t=0
s + t − 1! 2µ− s − t − 1!αt
β′s =
(
Csµ
)2
sµ− s
µ∑
t=0
s + t − 1! 2µ− s − t − 1!βt
if s = 0 µ. Let a =∑µt=0−1tαt . For s = 0 µ we have the equalities in F
α′s =
1
µµ− 1C
s
µC
s−1
µ−2
µ∑
t=0
s + t − 1! p− s − t!αt
= −4CsµCs−1µ−2
µ∑
t=0
−1s+tp− 1!αt = 4−1sCsµCs−1µ−2a
In the same way β′s = 4−1sCsµCs−1µ−2b, where b =
∑µ
t=0−1tβt .
We will prove the inequality
µ−1∑
s=1
−1sα′s = 0
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in F . It is sufﬁcient to prove
µ−1∑
s=1
CsµC
s−1
µ−2 = 0
modulo p. Consider the rational function φx = 1 + xµ1 + x−1µ−2.
This function can be written in the form
φx =
µ∑
r=−µ+2
γrx
r
for some integer γr . Calculate the coefﬁcient γ1. Since
φx =
µ∑
t=0
µ−2∑
s=0
CtµC
s
µ−2x
t−s
then
γ1 =
µ−1∑
s=1
CsµC
s−1
µ−2
On the other hand
φx = 1+ x
p−1
xµ−2
and γ1 = Cµ−1p−1 = 0 (mod p).
Thus we have proved that the algebra Mk−1F satisﬁes some general
identity of form (7) k = k − 1 whose coefﬁcients satisfy property (6)
αt = α′t. It follows from this by the minimality of k that k − 1 = 3 and
the algebra M3F satisﬁes some nontrivial generalized identity of the form
µ−1∑
s=1
−1sCsµCs−1µ−2
(
αef s2ppe+ βef sp 2pe
) = 0
where e = e1 1 + e2 2 ek k = e3 3. Substituting into this identity v =
e3 3 x3p−µ = e2 3 x3p−µ−1 = e3 2 xi ∈ eM3Fe, i = 1    3p− µ− 2, we
obtain the generalized identity of the algebra M2F
0 = ∑
σ∈S3p−µ−2
µ−1∑
s=1
αs! µ− s!Csµ−1sCs−1µ−2xσ1 · · ·xσ2p−s−1e2 2
× xσ2p−s · · ·xσ3p−µ−2 +
∑
σ∈S3p−µ−2
µ−1∑
s=1
βs! µ− s!Csµ−1sCs−1µ−2
× xσ1 · · ·xσp−s−1e2 2xσ2p−s · · ·xσ3p−µ−2
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= ∑
σ∈S3p−µ−2
αµ!xσ1 · · ·xσ2p−µ
×
(
µ−2∑
t=0
−1t+1Ctµ−2xσ2p−µ+1 · · ·xσ2p−t−2e2 2xσ2p−t−1 · · ·xσ2p−2
)
× xσ2p−1 · · ·xσ3p−µ−2 +
∑
σ∈S3p−µ−2
βµ!xσ1 · · ·xσp−µ
×
(
µ−2∑
t=0
−1t+1Ctµ−2xσp−µ+1 · · ·xσp−t−2e2 2xσp−t−1 · · ·xσp−2
)
× xσp−1 · · ·xσ3p−µ−2
= ∑
σ∈S3p−µ−2
αµ! −1µ−1xσ1 · · ·xσ2p−µ
[
e2 2 xσ2p−µ+1     xσ2p−2
]
× xσ2p−1 · · ·xσ3p−µ−2 +
∑
σ∈S3p−µ−2
βµ! −1µ−1xσ1 · · ·xσp−µ
× [e2 2 xσp−µ+1     xσp−2]xσp−1 · · ·xσ3p−µ−2
This contradicts Lemma 5. The lemma is proved.
Proof of Lemma 2. Assume that the algebraMkF satisﬁes identity (1).
Since the algebra MkF is antiisomorphic to itself then this algebra also
satisﬁes identity
3∑
i=1
γi
∑
σ∈S2k−4p
xσ1 · · ·xσk−ipvxσk−ip+1 · · ·xσ2k−4p = 0
where γ1 = α3, γ2 = α2, γ3 = α1. Therefore we can assume α1 = α2.
Let k > 4. Identity (1) implies the generalized identity
3∑
i=1
αi
∑
σ∈S2k−4p+µ−1
exσ1 · · ·xσk−ip+µ−1v · · ·xσ2k−4p+µ−1e = 0
where µ = p+12 . Substituting into this identity v xi ∈ eMke, 1 ≤ i ≤ 2k−
5p − µ; xj = e, 2k − 5p − µ + 1 ≤ j ≤ 2k − 4p − µ − 1; xr = ek −
1, k, 2k − 4p − µ ≤ j ≤ 2k − 4p − 1; xq = ekk−1 2k − 4p ≤ q ≤
2k− 4p+µ− 1 and applying Lemmas 3 and 4, we obtain the generalized
identity of the algebra Mk−1F
g + h+
µ∑
t=0
α′tf
t
pk−2 pk−3 = 0
where
α′t =
(
Ctµ
)2
t! µ− t!α2 = µ!Ctµ
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if t = µ, α′µ = µ!α1; the polynomial h is a linear combination of the poly-
nomials f spk−3 pk−2, and the polynomial g is a linear combination of the
polynomials f si j satisfying the property either i = k− 1p or j = k− 1p.
By Lemma 1 let g = 0 be an identity of the algebra Mk−1F. Thus we
have proven that the algebra Mk−1F satisﬁes some identity of form (7)
k = k− 1 > 3 αi = α′i. This contradicts Lemma 6 because
µ∑
t=0
−1tα′t = −1µµ!
(
α1 +
µ−1∑
t=0
−1tCtµα2
)
= −1µµ! α1 − α2 = 0
Let k = 4. Substituting into (1) k = 4v = e4 3, x4p = e3 4, xi = e, i >
3p; xj ∈ eM4Fe, j ≤ 3p and using Lemma 1 we obtain the generalized
identity of the algebra M3F
2∑
i=1
αi
∑
σ∈S3p
xσ1 · · ·xσ3−ipe3 3xσ3−ip+1 · · ·xσ3p = 0
Substituting into this identity x3p = e2 3, x3p−1 = e3 2, xi ∈ eM3Fe,
i ≤ 3p − 2 e = 1 − e3 3 we obtain the generalized identity of the alge-
bra M2F
α1
∑
σ∈S3p−2
xσ1 · · ·xσ2p−1e2 2xσ2p · · ·xσ3p−2
+ α2
∑
σ∈S3p−2
xσ1 · · ·xσp−1e2 2xσp · · ·xσ3p−2 = 0
By Lemma 1 this identity can be written in the form
α1
∑
σ∈S3p−2
xσ1 · · ·xσ2p−1
[
e2 2 xσ2p     xσ3p−2
]
+ α2
∑
σ∈S3p−2
[
e2 2 xσ1     xσp−1
]
xσp · · ·xσ3p−2 = 0
Substituting into the last identity xi = 1, p+ 1 ≤ i ≤ 2p− 1 we obtain the
identity of form (4). This contradicts Lemma 5, because α1 = α2.
Consider the last case: k = 3. Substituting into (1) k = 3v = e3 2, x2p =
e2 3, xi = e, p < i < 2p; xj ∈ eM4Fe, j ≤ p, we obtain the generalized
identity of the algebra M2F
α1
∑
σ∈Sp
xσ1 · · ·xσpe2 2 + α2
∑
σ∈Sp
e2 2xσ1 · · ·xσp = 0
This identity is a nontrivial identity of form (4). We again obtain the con-
tradiction. The lemma is proved.
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3. THE MAIN RESULTS
Denote by tk the matrix type of the algebra MkG, where G is the
Grassmann algebra of inﬁnite rank.
Lemma 7. tk ≤ pk.
Proof. Let A be the algebra MkG with a unit adjoined. It is well
known that the algebras A and MkG have the same multilinear identi-
ties. Deﬁne the trace in A trivially: Tra = 0 for every a ∈ A. Then by
Lemma 1 the algebra A satisﬁes every multilinear trace identity of degree
kp whose nontrace part is equal to S+kp. In particular the algebra A satis-
ﬁes the multilinear Cayley–Hamilton identity of degree kp. Hence by the
main theorem of [1] the algebra A satisﬁes every multilinear identity of the
algebra Mkp. The lemma is proved.
Let dk be a minimal number m such that the algebra MkG satisﬁes the
standard identity of degree m. By Lemma 7 and the theorem of Kaplan-
sky we have the inequality: dk ≤ 2kp. The following theorem gives a low
estimation for dk.
Theorem 1. If k > 1 then dk > 2k− 3p− 1.
Proof. Denote by g1 g2    the generators of the algebra G satisfying
the relations gigj = −gjgi.
In the case of k = 2 the conclusion of the theorem is trivial because the
algebra G does not satisfy the standard identity of degree < p + 1. Let
k > 2. If dk ≤ 2k− 3p− 1 then the algebra MkG satisﬁes the standard
identity
S2k−3p−1y1     y2k−3p−1 = 0
Substituting into this identity yi = xigi, i ≤ 2k − 3p − 2 y2k−3p−1 =
vg2k−3p−1g2k−3p, where xi v ∈ MkF, we obtain hg1 · · · g2k−3p = 0,
where
h = ∑
σ∈S2k−3p−2
2k−3p−2∑
i=0
−1ixσ1 · · ·xσiv · · ·xσ2k−3p−2
It follows from this that the algebra MkF satisﬁes identity h = 0. This
identity and identity S+2k−3p−1 = 0, which holds in MkG by Lemma 1,
imply the identity∑
σ∈S2k−3p−2
∑
0≤2m≤2k−3p−2
xσ1 · · ·xσ2mv · · ·xσ2k−3p−2 = 0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The last identity can be written in the form∑
σ∈S2k−3p−2
∑
0≤2sp≤2k−5p−1
xσ1 · · ·xσ2sphσ
× xσ2s+1p−1 · · ·xσ2k−3p−2 = 0
where
hσ =
p−1∑
m=0
xσ2sp+1 · · ·xσ2sp+2mvxσ2sp+2m+1 · · ·xσ2s+1p−2
Then by the remark we have the identity∑
σ∈S2k−3p−2
∑
0≤2sp≤2k−5p−1
xσ1 · · ·xσ2sp
× [v xσ2sp+1xσ2sp+2     xσ2s+1p−3xσ2s+1p−2]
× xσ2s+1p−1 · · ·xσ2k−3p−2 = 0
Substituting into this identity xi = 1, 2k− 4p ≤ 2k− 3p− 2 we obtain∑
σ∈S2k−4p−1
∑
0≤2sp≤2k−5p−1
xσ1 · · ·xσ2sp
[
v xσ2sp+1     xσ2s+1p−1
]
× xσ2s+1p · · ·xσ2k−4p−1 = 0
This identity implies∑
σ∈S2k−4p
∑
0≤2sp≤2k−5p−1
xσ1 · · ·xσ2sp
[
v xσ2sp+1     xσ2s+1p
]
× xσ2s+1p+1 · · ·xσ2k−4p = 0
By the remark and Lemma 1 the last identity can be written in the form∑
σ∈S2k−4p
∑
k−3≤2s≤k−1
xσ1 · · ·xσ2spvxσ2sp+1 · · ·xσ2k−4p
− ∑
σ∈S2k−4p
∑
k−3≤2s≤k−1
xσ1 · · ·xσ2s+1pv · · ·xσ2k−4p = 0
It is easy to see that this identity is an identity of form (1), where α1 = 1,
α2 = −1, and α3 = 1 if the number k is odd and α1 = −1, α2 = 1, and
α3 = −1 if the number k is even. Since α1 = α2, by Lemma 2 we obtain
the contradiction. The theorem is proved.
The problem of calculating the number dk is very interesting. We formu-
late the following conjecture.
Conjecture. dk = 2k− 1p+ 1.
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Now we can prove the main theorem.
Theorem 2. tn = pn.
Proof. If tn = pn for some n ≥ 1 then the algebra MnG satisﬁes every
multilinear identity of the matrix algebra Mpn−1F. It follows from this
that for every s the algebra MsnG =MsF ⊗MnG satisﬁes every mul-
tilinear identity of the algebra Mspn−1F. In particular, by the theorem of
Kaplansky the algebra MsnG must satisfy the standard identity of degree
2spn − 1. On the other hand, by Theorem 1 this algebra does not sat-
isfy the standard identity of degree 2sn − 3p − 1. Hence we have the
inequality 2spn− 1 > 2sn− 3p− 1, which is not true for s ≥ 3p+12 . The
theorem is proved.
Let Z be the ring of integers, Q be the ﬁeld of rational numbers, Qp
be the subring of Q consisting of all fractions whose denominators are not
divisible by p, and Fp be the simple ﬁeld of characteristic p. Denote by φ
the natural homomorphism
φ  QpX → FpX
The following statement looks like the lemma in [3].
Theorem 3. For n ≥ 3p + 1p − 1 there exists a multilinear polyno-
mial f ∈ QpX such that
1
m!
Sn = f (8)
modulo the T -ideal T 	Mp−1
 ∩ T 	G
, where m = n if n be even, and m =
n− 1 if n be odd.
Proof. Let s = 3p+12 . Consider the algebra MsQpX. Take the ele-
ments
ak =
s∑
i j=1
xki jei j ∈MsZX
where xki j ∈ X, k = 1     2sp − 1 = 3p + 1p − 1. We have the
equality
S2sp−1
(
a1     a2sp−1
) = s∑
i j=1
hi jei j
for some hi j ∈ ZX. Since the algebra Msp−1Q satisﬁes the standard
identity of degree 2sp − 1 then the algebra Mp−1Q satisﬁes identities
hi j = 0 for all i j. By Theorem 1 for some i j the Grassmann algebra G
over ﬁeld Fp does not satisfy identity φhi j = 0 because 2s − 3p− 1 =
2sp − 1. It follows from this that there exists a multilinear polynomial
h = hx1     xl ∈ ZX, l ≤ 2sp− 1, satisfying the properties: (1) The
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algebraMp−1Q satisﬁes identity h = 0 but the Grassmann algebra over Fp
does not satisfy identity φh = 0; (2) The polynomial h is unitary; i.e., the
polynomial h is a linear combination of the products of long commutators.
It is well known that if the polynomial h is unitary and h /∈ T 	G
 then
l = 2k and
h = α	x1 x2
 · · · 	x2k−1 x2k
 + g
for some integer α and polynomial g ∈ T 	G
 with integer coefﬁcients. Since
the Grassmann algebra over Fp does not satisfy identity φh = 0 then
α = 0 modulo p. It follows from this that for every q ≤ sp− 1 the algebra
Mp−1Q satisﬁes identity of the form
	x1 x2
 · · · 	x2q−1 x2q
 + gq = 0
for some gq ∈ T 	G
 ∪QpX. Denote the left side of this identity by hq.
Let n ≥ 3p+ 1p− 1. Let f = 2−qhq if n = 2q, and
f = 2−q
2q+1∑
i=1
xihqx1     xi−1 xi+1     x2q+1
if n = 2q + 1. We will prove identity (8). Evidently the algebra Mp−1Q
satisﬁes this identity. It remains to show that the algebra G satisﬁes identity
(8). Indeed, using the identity
	x y
	z t
 = 	x t
	z y

which holds in G, we have the identities modulo T 	G

1
2q! S2q =
1
2q2q!
∑
σ∈S2q
−1σ[xσ1 xσ2] · · · [xσ2q−1 xσ2q]
= 2−q	x1 x2
 · · · 	x2q−1 x2q
 = 2−qhq = f
1
2q! S2q+1x1     x2q+1
= 12q!
2q+1∑
i=1
−1iS2qx1     xi−1 xi+1     x2q+1
= 2−q
2q+1∑
i=1
−1ihqx1     xi−1 xi+1     x2q+1 = f
The theorem is proved.
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