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Abstract
We study existence results for a nonlinear Schrödinger equation at resonance. The nonlinearity is assumed
to change sign, be unbounded but sublinear with a power like growth at infinity. Under a suitable coercivity
assumption on the primitive of the nonlinear term on the kernel of the Schrödinger operator, we prove the
existence of at least one solution.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper we are interested in existence results for a nonlinear Schrödinger equation of the
form
−u+ V (x)u= g(x,u), x ∈RN, (I)
when zero belongs to the spectrum of the Schrödinger operator L := − + V (x) and the non-
linear term is an unbounded but sublinear perturbation in the sense that∣∣g(x, s)∣∣ b1(x)|s|p + b2(x) (G1)p
for some p ∈ (0,1) and a class of functions b1(x), b2(x) (precise conditions will be stated later
on). Under these conditions (I) is a resonant problem. The study of such resonant semilinear
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2 H. Tehrani / J. Differential Equations 236 (2007) 1–28elliptic equations in bounded domains Ω ⊂ RN (with say, Dirichlet boundary condition) was
initiated with the pioneering work of Landesman and Lazer [19] in 1970. Since a solution may not
exist if no further assumption is made on the nonlinearity (cf. Fredholm Alternative), a large part
of the literature on these type of problems has been devoted to finding necessary and sufficient
conditions for existence of solutions. Depending on the nature of the nonlinearity, topological
and variational methods have been employed and different existence results have been obtained
(see [1–3,5–9,12–16,19–22,24–27]).
Earlier works however, mainly considered the case of bounded nonlinearities, that is, p = 0
and b1(x), b2(x) ∈ L∞(RN) in (G1)p . Here we would like to only mention the result of Ahmad,
Lazer, Paul [1] and Rabinowitz [21]. In considering the resonant equation{−u− λku= g(x,u) in Ω ,
u= 0 on ∂Ω ,
(here λk denotes the kth eigenvalue of the Laplacian with Dirichlet boundary condition in Ω)
the authors showed that for a bounded nonlinearity g(x, s), a sufficient condition for the exis-
tence of a solution is that the primitive G(x, s) = ∫ s0 g(x, t) dt is coercive or anticoercive on the
corresponding eigenspace, i.e.
lim‖u0‖→∞, u0∈E0
∫
Ω
G
(
x,u0(x)
)
dx = ±∞, (G2)±
where E0 = Ker(−− λk). Extension of this result to the case of unbounded nonlinearities was
considered by a number of authors in early 1990s (see [7,24]). Generally speaking, assuming
(G1)p for 0 <p < 1, b1(x) ∈ L∞(Ω) and b2(x) ∈ L2(Ω), then the strengthened conditions
lim‖u0‖→∞, u0∈E0
1
‖u0‖2p
∫
Ω
G
(
x,u0(x)
)
dx = ±∞, (G2)±p
guarantee the existence of a solution.
On the other hand to our knowledge much less has been done when Ω =RN, i.e. the case of
problem (I). One difficulty is the fact that the spectrum of the Schrödinger operator L includes
an essential part, so that one has to deal with a much more complicated resonant set. Here we
assume:
(H1) V ∈ L∞(RN) with
v∞ := lim inf|x|→∞ V (x) > 0.
(H2)
∫ [|∇ϕ|2 + V (x)ϕ2]< 0 for some ϕ ∈ C∞c (RN).
(H3) 0 ∈ σ(L).
As is well known, (H1) implies that the Schrödinger operator L = −+ V (x) is a self-adjoint
operator defined on H 2(RN) ⊂ L2(RN). It’s essential spectrum, σess(L) ⊂ [v∞,∞) (in fact
σess(L) = [v∞,∞) in case v∞ = lim|x|→∞ V (x)). Moreover, its spectrum on the set (−∞, v∞)
consists of isolated eigenvalues of finite multiplicity, possibly accumulating at v∞. Hence σ(L)∩
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that λ1 < 0 and therefore the associated bilinear form is indefinite. Finally based on this structural
description of the spectrum of L, by (H3) we have 0 ∈ σp(L), that is, zero is an eigenvalue of our
Schrödinger operator with finite multiplicity. Under these conditions in [10], we first considered
problem (I) in case of an unbounded nonlinearity and proved the following.
Theorem 1. Assume (H1)–(H3) and (G1)p with p ∈ (0,1), b2(x) ∈ L2(RN) and b1(x) ∈
Lq(RN) for some q ∈ [ 2∗2∗−(1+p) , 21−p ]. If one of the conditions (G2)±p is satisfied then prob-
lem (I) has a solution u in H 1(RN).
The proof of this result used variational methods. A solution was obtained as a critical point
of the corresponding energy functional
I (u)= 1
2
∫ (|∇u|2 + V (x)u2)− ∫ G(x,u), u ∈H 1(RN ).
The integrability assumptions on b1(x) was used to make I well defined and to guarantee that
the functional N(u)= ∫ G(x,u) has a compact gradient. This compactness property in turn was
used to prove the required Palais–Smale condition which is essential in applications of critical
point theory.
In this paper we consider the case where b1(x) is not integrable. In fact we set g(x,u) =
a(x)g(u)+ f (x) and consider the problem
−u+ V (x)u= a(x)g(u)+ f (x), x ∈RN. (Q)
Throughout we assume:
(H4) a(x) ∈ L∞(RN) with
a∞ := lim sup
|x|→∞
a(x) < 0.
(H5) f (x) ∈ L2(RN).
(C1) g ∈ C(R;R), g(s)s  0 for all s ∈R.
(C2) lim|s|→∞ g(s)|s|p−1s = 1, for some 0 <p < 1.
(C3) ∃A> 0, |g(s)|A|s|p for all s ∈R.
Further assumptions on g varies and will be imposed at the appropriate junction in the presen-
tation. Note that condition (H4) allows a(x) to change sign and has already been used in our
previous works on elliptic equations in RN with sign changing superlinear nonlinearities (see
[11] and references therein). Also this assumption together with (C1)–(C3) guarantee that the
nonlinearity is indefinite in sign as well as unbounded. Our main result, Theorem 2.1, provides
the following sufficient condition for existence of a solution to (Q):∫
a(x)|Φ|p+1 = 0 ∀Φ ∈ Ker(−+ V (x)), Φ = 0. (N)
In fact in Section 1 we first consider the model case g(s)= |s|p−1s, and prove
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−u+ V (x)u= a(x)|u|p−1u+ f (x), x ∈RN, (P)
for some 0 < p < 1. If condition (N) is satisfied then (P) has a solution u in H 1(RN) ∩
Lp+1(RN).
At this point it might be worth making a few comments. First since 0 is an eigenvalue of
the Schrödinger operator below v∞, it is well known that the corresponding eigenfunctions Φ ∈
Ker(−+V (x)) decay exponentially to zero at infinity and therefore Φ ∈ Lp+1(RN), although
p + 1 < 2. Moreover, since zero has finite multiplicity, condition (N) implies that∫
a(x)|Φ|p+1 < 0 ∀Φ ∈ Ker(−+ V (x)), Φ = 0, (N)−
or ∫
a(x)|Φ|p+1 > 0 ∀Φ ∈ Ker(−+ V (x)), Φ = 0. (N)+
Hence either (G2)−p or (G2)+p is satisfied. In fact it is easy to see that in case 1/2 < p < 1 then
(N) is equivalent to (G2)±p and our theorem is an extension of the result in the bounded domain
to RN .
Clearly since p < 1, the corresponding energy functional for problem (P) is not even well
defined in the natural function space H 1(RN). Our basic idea is to obtain solutions to (Q) as the
limit of solutions un of “slightly modified” equations (Qn) considered in the spaces H 10 (BRn)
with Rn → ∞. The modifications will ensure that the corresponding equations in BRn are nonres-
onant. The sign condition (N) provides the required compactness of the sequence of approximate
solutions either directly (in the easy case of (N)−) or through the use of concentration compact-
ness lemma of Lions [18] (in the difficult case of (N)+). We point out however that this limiting
process must be handled with some care so as to avoid the essential part of the spectrum of the
Schrödinger equation.
Aside from our paper [10], to the best of our knowledge there are only a few papers dealing
with resonance Schrödinger equations [14,17,23,28]. In [14] the authors consider problem (Q)
for bounded nonlinearities g(s) and under various integrability conditions on a(x) and f (x).
In addition their linear operator has only point spectrum and no essential part. The work that is
more closely related to ours is [23], where the problem of one-sided as well as double resonance
is considered in this setting. More precisely, problem (I) is considered under conditions (H1)–
(H3), (H5) and ∣∣∣∣g(x,u)− α2 u
∣∣∣∣ |α|2 |u| + h(x) a.e. x ∈RN, ∀u ∈R (0.1)
with some nonnegative h(x) ∈ L2(RN) and some α ∈ R, 0 < |α| < v∞. Furthermore, it is as-
sumed that the open interval between 0 and α is a spectral gap of L. The possibilities α ∈ σp(L)
and α ∈ σp(L) distinguishes the one-sided or double resonance.
In essence (0.1) forces |g(x,u)
u
| to live on the interval [0, α] in case α > 0 (respectively, [α,0] in
case α < 0), and in particular its interaction with 0 ∈ σ(L) is limited in magnitude and one-sided
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(each a Landsman–Lazer type condition) are imposed and existence results are obtained. More-
over, it is interesting to note that in case α > 0, the necessary condition in [23] is implied by our
(N)+, whereas if α < 0, the corresponding condition is implied by (N)−.
Clearly the nonlinearities considered in this paper do not satisfy (0.1). In fact considering the
pure power case g(x,u)= a(x)|u|p−1u+ f (x), on the one hand the nonlinearity is not bounded
by a linear term at u = 0 (hence the fact that the corresponding functional is not well defined
in H 1(RN)). On the other hand, the fact that a(x) changes sign, allows the interaction of the
nonlinearity with spectrum of L from both sides of 0 ∈ σp(L). It is therefore interesting that
either of (N)+ or (N)− provide a sufficient condition for our problem.
The organization of this paper is as follows. In Section 1 we provide a proof for Theorem 2
above. In Section 2 after listing our precise hypotheses, we state and prove our main existence
result for problem (Q), Theorem 2.1.
1. Existence of a solution for the model problem
In this section we investigate the model problem
−u+ V (x)u= a(x)|u|p−1u+ f (x), x ∈RN, (P)
where V (x) and a(x) satisfy conditions (H1)–(H5) stated in the introduction. As was mentioned
before, our assumptions imply that the Schrödinger operator L := − + V (x) is a selfadjoint
operator defined on H 2(RN)⊂ L2(RN). In addition if we denote the spectrum of L by σ(L) and
its point spectrum by σp(L), then there exists α > 0 and positive integers l and m such that
σ(L)∩ (−∞,0)= σp(L)∩ (−∞,−α)= {λ1 < λ2  · · · λl}, (1.1)
σ(L)∩ (0, v∞)= σp(L)∩ (α, v∞), (1.2)
0 ∈ σp(L) and dim Ker(L)=m. (1.3)
Our main result is the following.
Theorem 1.1. Assume (H1)–(H5). If for all nonzero Φ ∈ Ker(−+ V (x))∫
a(x)|Φ|p+1 = 0,
then (P) has at least one solution u in H 1(RN)∩Lp+1(RN).
The rest of this section is devoted to the proof of Theorem 1.1. As was noted in the introduc-
tion our approach is to find a solution to (P) through “bounded domain approximation” technique.
Therefore, we will start by considering a slightly modified equation (P) in balls BR = BR(0)
(R ∈R+) with Dirichlet boundary condition.
First a word on notation. We will denote the norm in the spaces Lt(RN), 1  t < ∞, and
H 1(RN) by | · |t and ‖ · ‖, that is
|u|t =
(∫ ∣∣u(x)∣∣t dx)1/t and ‖u‖ = (∫ ∣∣∇u(x)∣∣2 + ∣∣u(x)∣∣2 dx)1/2,
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U+(−) =
{
x: V (x) (<)v∞
2
}
, Ω+(−) =
{
x: a(x) (<)0
}
.
Also, throughout the paper, we will often denote various constants (whose exact value is of no
consequence) by the same letter C or a subscripted version of it.
Next for R R0, we consider the following family of quadratic forms:
JR :H
1
0 (BR)→R, JR(u)=
∫
BR
(∣∣∇u(x)∣∣2 + V (x)u2(x))dx,
where R0 is chosen so that
U− ∪Ω+ ⊂ BR0 . (1.4)
We will view the space H 10 (BR) as a subspace of H
1(RN) by extending the functions by zero
outside BR , and therefore write
JR(u)=
∫ (|∇u|2 + V (x)u2)dx, u ∈H 10 (BR).
We first state some auxiliary results.
Lemma 1.2. There exists η,R0 > 0, such that for every R R0 > 0, we can write H 10 (BR(0))=
XR ⊕ZR ⊕ YR , where XR has dimension l, ZR has dimension m and∫ (|∇u|2 + V (x)u2)−η‖u‖2, ∀u ∈XR,∫ (|∇u|2 + V (x)u2) η‖u‖2, ∀u ∈ YR.
Furthermore, given  > 0, there exists R˜0 = R˜0() > R0 such that for all R  R˜0, we have
0
∫ (|∇u|2 + V (x)u2) ‖u‖2, ∀u ∈ ZR.
Proof. The proof of this lemma is a slight variation of the proof of Lemma 2.2 in [11] and
therefore is omitted here. 
Next we consider an increasing sequence (Rn)⊂R+, limRn = ∞, such that
R1 > max
{
R0, R˜0()
}
with  = min
{
η
8
,
v∞
4
}
. (1.5)
Letting {
Ln :H
2(BRn)∩H 10 (BRn)→ L2(BRn),
Ln(u)= −u+ V (x)u,
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∞
k=1 and the corresponding eigenfunctions by (φ
n
k )
∞
k=1.
That is, for all k ∈N
−φnk + V (x)φnk = λnkφnk , φnk ∈H 2(BRn)∩H 10 (BRn). (1.6)
Now (1.5) and Lemma 1.2 imply
(i) λn1 < λ
n
2  · · · λnl −η, (ii) η λnl+m+1  λnl+m+2  · · · , (1.7)
0 λnl+q, limn→∞λ
n
l+q = 0 for all 1 q m. (1.8)
Furthermore, we have
Proposition 1.3. Assume (φnk )∞k=1 are normalized so that |φnk |2 = 1, for all n, k  1. Then for all
n 1, 1 k  l +m, the eigenfunctions φnk ∈ L1(RN) ∩L∞(RN), and there exists C indepen-
dent of n and k such that
∣∣φnk ∣∣1, ∣∣φnk ∣∣∞  C.
Proof. Note that we have∫ ∣∣∇φnk ∣∣2 +
∫
U+
(
V (x)− λnk
)∣∣φnk ∣∣2 =
∫
U−
(
λnk − V (x)
)∣∣φnk ∣∣2,
which using (1.5), (1.7) and (1.8) easily yields a uniform bound for ‖φnk ‖ independent of n 1
and 1 k  l +m. Next an application of Moser’s iteration argument (see the proof of Theorem
8.17 in [15] and Lemma B.3 in [29, Appendix B]) yields uniform Lq norm for all 2 q ∞.
Therefore
∣∣φnk ∣∣q  C = C(N,q) for all 2 q ∞, n 1 and 1 k  l +m.
Standard elliptic regularity theory implies that φnk ∈ C1,α(BRn) for all 0 < α < 1. Finally to get
the required L1 estimates one has to integrate Eq. (1.6) over the sets where φnk is of a fixed sign.
We show this for the case of φn1 , where the eigenfunction is always positive in BRn . The general
case follows in a similar fashion. In fact integrating Eq. (1.6) in BRn (for k = 1) we have
−
∫
∂BRn
∂φn1
∂ν
+
∫
U+
(
V (x)− λn1
)
φn1 =
∫
U−
(
λn1 − V (x)
)
φn1 .
Since ∂φ
n
1
∂ν
 0 on ∂BRn , we get∫ (
V (x)− λn1
)
φn1 
∫ (
λn1 − V (x)
)
φn1  C
∣∣φn1 ∣∣2
U+ U−
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mate. 
Throughout the rest of this paper, we will assume that the eigenfunctions φnk are normalized
so that ∣∣φnk ∣∣2 = 1, for all n, k  1.
The following corollary of Proposition 1.3 will be used repeatedly in our presentation.
Corollary 1.4. Let u belong to Span{φnk : 1  k  l + m} for some n. Then for all 1  r  2,
there exists Cr = C(r) independent of n and k, such that
|u|r  Cr |u|2.
Proof. Writing u=∑l+mk=1 bkφnk , since by assumption |φnk |2 = 1, we have ∑l+mk=1 b2k = |u|22, and
|u|1 
l+m∑
k=1
|bk|
∣∣φnk ∣∣1  C1
l+m∑
k=1
|bk| (by Proposition 1.3)
 C1
√
l +m
(
l+m∑
k=1
|bk|2
)1/2
 C|u|2,
for some C independent of n. The result now follows by interpolation. 
We are now ready to start the proof of Theorem 1.1. Since by assumption dim Ker(−u +
V (x)u) = m< ∞ and ∫ a(x)|Φ|p+1 = 0, for all nonzero Φ ∈ Ker(−+ V (x)), it follows that
the integral preserves its sign for all nonzero Φ ∈ Ker(− + V (x)). We need to consider two
cases.
Case 1.
∫
a(x)|Φ|p+1 < 0 for all nonzero Φ ∈ Ker(−+ V (x)).
In this case we consider the equations
{
Ln(u)= −αnu+ a(x)|u|p−1u+ f (x) in BRn ,
u= 0 on ∂BRn ,
(Pn)
where the decreasing sequence (αn) ⊂ R+ is chosen so that α1 < η2 and limn→∞ αn = 0 (note
that η was defined in Lemma 1.2). The corresponding functional is defined on H 10 (BRn) by
In(u)= 12
(∫
|∇u|2 + (V (x)+ αn)u2
)
− 1
p + 1
∫
a(x)|u|p+1 −
∫
f (x)u.
We find it beneficial to introduce some equivalent norms for the space H 10 (BRn). To this end, in
view of the Spectral Theorem, we define the unbounded selfadjoint operators
An :D(An)⊂ L2(BRn)→ L2(BRn), An = |Ln + αnI |1/2.
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∑∞
k=1 γkφnk , v =
∑∞
k=1 γ˜kφnk , we have
D(An)=
{
u ∈ L2(BRn)
∣∣∣ ∞∑
k=1
∣∣λnk + αn∣∣γ 2k <∞
}
,
(Anu, v)2 =
∞∑
k=1
∣∣λnk + αn∣∣1/2γkγ˜k.
Since An is a closed operator, En := D(An) is a Hilbert space with the graph-inner product
〈·,·〉En and its associated norm ‖ · ‖En :
〈u,v〉En := (u, v)2 + (Anu,Anv)2, ‖ · ‖En :=
(|u|22 + |Anu|22)1/2.
Note that
|Anu|22 =
∞∑
k=1
∣∣λnk + αn∣∣γ 2k  αn2
∞∑
k=1
γ 2k =
αn
2
|u|22,
and therefore
‖u‖n := |Anu|2,
is a norm equivalent to ‖ · ‖En on En with the corresponding inner product
〈u,v〉n := (Anu,Anv)2.
Furthermore, defining the projections P−n and P+n := I − P−n by
P−n u= P−n
( ∞∑
k=1
γkφ
n
k
)
:=
l∑
k=1
γkφ
n
k ,
we have En =E−n ⊕E+n where E∓n := P∓n (En).
The following proposition summarizes the main properties of these spaces needed in our
presentation.
Proposition 1.5. The space En =H 10 (BRn) and ‖ · ‖n is equivalent to ‖ · ‖ on H 10 (BRn). That is,
there exists positive constants sn = s(n), t such that
sn‖u‖2  ‖u‖2n  t‖u‖2 ∀u ∈H 10 (BRn). (1.9)
Furthermore, ∫
|∇u|2 +
∫ (
V (x)+ αn
)
u2 = ‖u+‖2n − ‖u−‖2n ∀u ∈H 10 (BRn), (1.10)
where u∓ = P∓n (u).
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B1‖u‖2  ‖u‖2n  B2‖u‖2 ∀u ∈XRn ∪ YRn. (1.11)
Proof. The fact that En =H 10 (BRn) as well as (1.9) and (1.10) are proved in [10] (Lemma 1.1).
Lemma 1.2 clearly implies that E−n =XRn and for u ∈XRn
−‖u‖2n =
∫
|∇u|2 +
∫ (
V (x)+ αn
)
u2  (−η+ αn)‖u‖2 −η2‖u‖
2.
Thus η2‖u‖2  ‖u‖2n for all u in XRn . Similarly for u in YRn we have
‖u‖2n =
∫
|∇u|2 +
∫ (
V (x)+ αn
)
u2  (η + αn)‖u‖2  η2‖u‖
2.
So taking B1 = η2 and B2 = |V |∞ + 1, we get (1.11). 
Using the notation developed above as well as Proposition 1.5, we can rewrite In, the func-
tional associate to the problem (Pn) as
In(u)= 12
(‖u+‖2n − ‖u−‖2n)− 1p + 1
∫
a(x)|u|p+1 −
∫
f (x)u, u ∈H 10 (BRn).
Below we show the existence of a solution for (Pn) by applying the a version of “Saddle Point
Theorem” to the functional In. For the convenience of the reader we recall the following theorem.
Theorem 1. Let I :H → R be a C1 functional on a Hilbert space H . Suppose I is bounded on
bounded sets and satisfies the (PS) condition. In addition assume H = H1 ⊕ H2, dimH1 < ∞
such that:
(i) lim‖u‖→∞ I (u)= −∞ for u ∈H1,
(ii) lim‖u‖→∞ I (u)= ∞ for u ∈H2.
Then
c := inf
h∈Λ supu∈B
I
(
h(u)
)
,
is a critical value of I , where
B =
{
u ∈H1
∣∣ ‖u‖ r, where I (u) < inf
u∈H2
I (u)− 1 for all u ∈H1, ‖u‖ r
}
,
Λ= {h ∈ C0(H →H) ∣∣ h(u)= u for u ∈ ∂B}.
We are now ready to consider the approximate problem (Pn).
Proposition 1.6. Problem (Pn) has a solution un ∈ H 10 (BRn) whose energy cn = In(un) is
bounded above independent of n.
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we set H = H 10 (BRn), H1 = E−n , and H2 = E+n . Now suppose that (uk) is a (PS)c sequence
for In, that is,
In(uk)→ c, I ′n(uk)→ 0 as k → ∞.
Then using Hölder inequality and (1.9) we get
o(1)
∥∥u+k ∥∥n = (I ′n(uk), u+k )= ∥∥u+k ∥∥2n −
∫
BRn
a(x)|uk|p−1uku+k −
∫
BRn
f u+k

∥∥u+k ∥∥2n −C1‖uk‖pn∥∥u+k ∥∥n −C2|f |2∥∥u+k ∥∥n.
Thus ∥∥u+k ∥∥n  C(1 + ‖uk‖pn ) for some C = C(n).
Similarly we have ∥∥u−k ∥∥n  C(1 + ‖uk‖pn ) for some C = C(n),
and therefore ‖uk‖n  C(1 + ‖uk‖pn ) for some C = C(n) which implies boundedness of (uk)
in H . Since the nonlinearity is subcritical (i.e. p < N+2
N−2 ), a standard argument implies the con-
vergence of a subsequence of (uk). Therefore In satisfies (PS)c condition for all c ∈R.
Next we consider the geometric conditions (i) and (ii) of Theorem 1. In fact for u ∈H1 =E−n ,
we have
In(u)= −12‖u‖
2
n −
1
p + 1
∫
BRn
a(x)|u|p+1 −
∫
BRn
f u
−1
2
‖u‖2n +C1‖u‖p+1n +C2|f |2‖u‖n
which since p + 1 < 2 implies (i). Similarly for u ∈H2 =E+n , we have
In(u)= 12‖u‖
2
n −
1
p + 1
∫
BRn
a(x)|u|p+1 −
∫
BRn
f u
 1
2
‖u‖2n −C1‖u‖p+1n −C2|f |2‖u‖n
readily implying (ii). Therefore we may apply the Saddle Point Theorem and conclude the exis-
tence of a critical point un ∈H 10 (BRn) at the critical level
cn := inf
h∈Λn
sup
u∈Bn
In
(
h(u)
)
,
where
12 H. Tehrani / J. Differential Equations 236 (2007) 1–28Bn =
{
u ∈E−n
∣∣ ‖u‖n  rn},
Λn =
{
h ∈ C0(H 10 (BRn)→H 10 (BRn)) ∣∣ h(u)= u for u ∈ ∂Bn = Sn},
and rn > 0 is chosen in such a way that
In(u) inf
u∈E+n
−1 for all u ∈E−n with ‖u‖n  rn.
Clearly
cn  sup
u∈E−n
In(u).
But for u ∈E−n we have
In(u)= −12‖u‖
2
n −
1
p + 1
∫
BRn
a(x)|u|p+1 −
∫
BRn
f u.
Since E−n =XRn , using Corollary 1.4 we get
∣∣∣∣
∫
BRn
a(x)|u|p+1
∣∣∣∣ |a|∞
∫
BRn
|u|p+1  C1|u|p+1p+1  C2|u|p+12
 C‖u‖p+1, (1.12)
for some C independent of n. This and (1.11) of Proposition 1.5, implies that for u ∈E−n =XRn
we have
In(u)= −12‖u‖
2
n −
1
p + 1
∫
BRn
a(x)|u|p+1 −
∫
BRn
f u
−B1
2
‖u‖2 +C1‖u‖p+1 +C2‖u‖,
where C1 and C2 are positive constants independent of n. Thus
cn  sup
u∈E−n
In(u) C for some C independent of n. 
Our next aim is to show that the “sequence of approximate solutions” (un) defined above is
bounded in H 1(RN).
Proposition 1.7. Assume (un) is the sequence defined in Proposition 1.6. Then
‖un‖ C for some C independent of n.
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U− ∪Ω+ ⊂D.
Claim. |un|L2(D) is bounded.
Assuming the claim one easily gets a uniform H 1 bound for the sequence. In fact
0 = (I ′n(un), un)=
∫
|∇un|2 +
(
V (x)+ αn
)
u2n −
∫
a(x)|un|p+1 −
∫
f (x)un.
Thus ∫
|∇un|2 +
∫
U+
(
V (x)+ αn
)
u2n −
∫
Ω−
a(x)|un|p+1
=
∫
Ω+
a(x)|un|p+1 −
∫
U−
(
V (x)+ αn
)
u2n +
∫
f un
 C1 +C2
(
1 + |un|2
)+ 4
v∞
|f |22 +
v∞
4
|un|22
for C1,C2 > 0 independent of n. This readily implies
‖un‖2 C
(
1 + |un|2L2(D)
)
for some C independent of n.
To prove the claim we argue by contradiction assuming that tn := |un|L2(D) → ∞ as n → ∞.
Let vn = un|un|L2(D) , then
0 =
(
I ′n(un)
tn
, vn
)
=
∫
|∇vn|2 +
(
V (x)+ αn
)
v2n −
1
t
1−p
n
∫
a(x)|vn|p+1 − 1
tn
∫
f (x)vn,
which as above implies (vn) is bounded in H 1(RN). Therefore a subsequence of vn (still denoted
by vn) converges weakly in H 1(RN) :vn ⇀ v. Since |vn|L2(D) = 1 and vn converges to v strongly
in L2(D), we have v ≡ 0. Furthermore taking φ ∈ C∞0 (RN) we have
0 =
(
I ′n(un)
tn
,φ
)
=
∫
∇vn∇φ +
(
V (x)+ αn
)
vnφ − 1
t
1−p
n
∫
a(x)|vn|p−1vnφ − 1
tn
∫
f (x)φ.
Taking the limit as n→ ∞ yields ∫
∇v∇φ + V (x)vφ = 0, (1.13)
that is, v ∈ Ker(− + V (x)). Since by assumption ∫ a(x)|v|p+1 < 0, we may assume that∫
ω
a(x)|v|p+1 < 0 for some bounded set ω with Ω+ ⊂ ω. Finally using the fact that I ′n(un) = 0
we have
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(∫
|∇un|2 +
(
V (x)+ αn
)
u2n
)
− 1
p + 1
∫
a(x)|un|p+1 −
∫
f (x)un
=
(
1
2
− 1
p + 1
)∫
a(x)|un|p+1 − 12
∫
f (x)un
= tp+1n
[(
1
2
− 1
p + 1
)∫
a(x)|vn|p+1 − 12tpn
∫
f (x)vn
]
 tp+1n
[(
1
2
− 1
p + 1
)∫
ω
a(x)|vn|p+1 − 12tpn
∫
f (x)vn
]
 tp+1n
[(
1
2
− 1
p + 1
)∫
ω
a(x)|v|p+1 + o(1)
]
,
which implies In(un) → ∞ contradicting boundedness of the energy levels from above. This
completes the proof of the claim and provides a uniform bound on H 1 norm of the se-
quence (un). 
We can finally conclude the proof of Theorem 1.1 in Case 1. In fact boundedness of the
sequence (un) implies that a subsequence converges weakly in H 1(RN) to some u ∈ H 1(RN)
which is a solution of problem (P), that is∫
∇u∇φ + V (x)uφ −
∫
a(x)|u|p−1uφ −
∫
f (x)φ = 0, ∀φ ∈ C∞0
(
R
N
)
.
In addition, since 〈I ′n(un), un〉 = 0 we have∫
|∇un|2 +
∫
U+
V (x)u2n −
∫
Ω−
a(x)|un|p+1
= −
∫
U−
V (x)u2n +
∫
Ω+
a(x)|un|p+1 +
∫
f (x)un − αn
∫
u2n.
Proposition 1.7 together with (H1), (H4) (in particular boundedness of the sets U− and Ω−) and
the fact that αn → 0, now implies∫
|un|p+1  C for some C independent of n.
Finally an application of Fatou’s lemma yields u ∈ Lp+1(RN).
Case 2.
∫
a(x)|Φ|p+1 > 0 for all nonzero Φ ∈ Ker(−+ V (x)).
In this case we need to make a few changes to the proof presented above in Case 1. We now
consider the equations
{
Ln(u)= βnu+ a(x)|u|p−1u+ f (x) in BRn , (Qn)
u= 0 on ∂BRn ,
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now define the unbounded selfadjoint operators
An :D(An)⊂ L2(BRn)→ L2(BRn), An = |Ln − βnI |1/2,
and let En :=D(An) with its corresponding graph norm. We clearly have
|Anu|22 
1
n
|u|22 ∀u ∈En,
and so as before
‖u‖n := |Anu|22
defines an equivalent norm on En with the corresponding inner product
〈u,v〉n := (Anu,Anv)2.
Furthermore defining the projections P−n and P+n := I − P−n by
P−n u= P−n
( ∞∑
k=1
γkφ
n
k
)
:=
l+m∑
k=1
γkφ
n
k ,
we have En = E−n ⊕ E+n where E∓n := P∓n (En). With these modifications and replacing αn
by −βn, the conclusions of Proposition 1.5 are still valid with the exception that now
E−n =XRn ⊕ZRn. (1.14)
Using the notation developed above, we can represent In, the functional associate to the prob-
lem (Qn), as
In(u)= 12
(‖u+‖2n − ‖u−‖2n)− 1p + 1
∫
a(x)|u|p+1 −
∫
f (x)u, u ∈H 10 (BRn),
and state a result similar to Proposition 1.6 for problem (Qn).
Proposition 1.8. Problem (Qn) has a solution un ∈ H 10 (BRn) whose energy cn = In(un) is
bounded independent of n.
Proof. The proof of existence of un is done in the same manner as in Proposition 1.6 and there-
fore will not be repeated here. We only need to show that cn = In(un) is bounded independent
of n. We recall that
cn = inf
h∈Λn
sup
u∈Bn
In
(
h(u)
)
,
where
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{
u ∈E−n
∣∣ ‖u‖n  rn},
Λn =
{
h ∈ C0(H 10 (BRn)→H 10 (BRn)) ∣∣ h(u)= u for u ∈ ∂Bn = Sn},
and rn > 0 is chosen in such a way that
In(u) inf
u∈E+n
−1 for all u ∈E−n with ‖u‖n  rn.
As before
cn  sup
u∈E−n
In(u),
where now by (1.14), E−n =XRn ⊕ZRn .
We first show cn is bounded above independent of n. It is enough to find an upper bound (inde-
pendent of n) for supu∈E−n In(u). We argue by contradiction assuming xn ∈E−n and In(xn)→ ∞.
We split xn as xn = vn +wn where vn ∈XRn and wn ∈ZRn , that is,
xn =
l+m∑
k=1
bnkφ
n
k , vn =
l∑
k=1
bnkφ
n
k , wn =
l+m∑
k=l+1
bnkφ
n
k . (1.15)
Then
In(xn)= −12
(‖vn‖2n + ‖wn‖2n)− 1p + 1
∫
BRn
a(x)|vn +wn|p+1 −
∫
BRn
f (x)(vn +wn).
First note that by Lemma 1.2 and (1.5) we have∫
|∇wn|2 + V (x)|w2n|
v∞
4
∫
|wn|2
which easily yields
‖wn‖ C|wn|L2(BR0 ) for some C independent of n. (1.16)
Claim 1. ‖wn‖ → ∞ as n→ ∞.
In fact suppose ‖wn‖ remains bounded. Then using Corollary 1.4, Proposition 1.5 and argu-
ments similar to those used in (1.12) we get
In(xn)−B12 ‖vn‖
2 +C1‖wn‖2 +C2‖wn‖p+1 +C3‖vn‖p+1 +C4,
for constants C1 to C4 independent of n. Thus boundedness of ‖wn‖ yields an upper bound for
In(xn) contradicting our assumption.
Claim 2. ‖vn‖ → 0 as n→ ∞.‖wn‖
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In(xn) ‖wn‖2
[
−B1
2
‖vn‖2
‖wn‖2 −
1
‖wn‖2
1
p + 1
∫
a(x)|vn +wn|p+1
− 1‖wn‖2
∫
f (x)(vn +wn)
]
. (1.17)
But
∣∣∣∣ 1‖wn‖2
∫
a(x)|vn +wn|p+1
∣∣∣∣ C1‖wn‖2
(∫
|vn|p+1 +
∫
|wn|p+1
)
 C1‖wn‖2
(|vn|p+1p+1 + |wn|p+1p+1)
 C2‖wn‖2
(|vn|p+12 + |wn|p+12 )
 C3‖wn‖2
(‖vn‖p+1 + ‖wn‖p+1)
= o(1)
(( ‖vn‖
‖wn‖
)p+1
+ 1
)
,
where we have repeatedly used Corollary 1.4. Similarly
∣∣∣∣ 1‖wn‖2
∫
f (x)|vn +wn|
∣∣∣∣ C(|vn|2 + |wn|2)‖wn‖2  o(1)
[ ‖vn‖
‖wn‖ + 1
]
.
Thus (1.17) yields limn→∞ In(xn)→ −∞, again contradicting our assumption.
Next taking (1.16) into account we have ‖vn‖|wn|L2(BR0 )
→ 0. To simplify the notation we let
tn = |wn|L2(BR0 ), wn =
wn
tn
.
Now
In(xn) tp+1n
[
− 1
p + 1
∫
a(x)
∣∣∣∣vntn +wn
∣∣∣∣
p+1
− 1
t
p
n
∫
f (x)
(
vn
tn
+wn
)]
. (1.18)
Since by (1.16) ‖wn‖ is bounded and |wn|L2(BR0 ) = 1, we have wn ⇀ w weakly in H
1(RN)
where |w|L2(BR0 ) = 1, in particular w ≡ 0. Taking ψ ∈ C
∞
0 (R
N), and writing wn as in (1.15) we
have
∫
∇wn∇ψ +
∫
V (x)wnψ =
l+m∑
λnk
bnk
tn
∫
φnkψ. (1.19)k=l+1
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∇w∇ψ +
∫
V (x)wψ = 0 ∀ψ ∈ C∞0
(
R
N
)
. (1.20)
So w = 0 belongs to Ker(−+ V (x)). On the other hand if we let ψ = wn in (1.19) and again
use (1.8) we derive ∫
|∇wn|2 +
∫
U+
V (x)|wn|2 = −
∫
U−
V (x)|wn|2 + o(1).
Since U− is bounded −
∫
U− V (x)|wn|2 → −
∫
U− V (x)|w|2 and since by (1.20) we also have∫ |∇w|2 + ∫ V (x)|w|2 = 0, we conclude
lim
n→∞
∫
|∇wn|2 +
∫
U+
V (x)|wn|2 =
∫
|∇w|2 +
∫
U+
V (x)|w|2.
Thus, wn →w strongly in H 1(RN). Now Corollary 1.4 yields
wn →w in Lp+1
(
R
N
)
. (1.21)
Next we write
∫
a(x)
∣∣∣∣vntn +wn
∣∣∣∣
p+1
=
∫
a(x)|wn|p+1 +
∫
a(x)
[∣∣∣∣vntn +wn
∣∣∣∣
p+1
− |wn|p+1
]
.
But,
∣∣∣∣
∫
a(x)
[∣∣∣∣vntn +wn
∣∣∣∣
p+1
− |wn|p+1
]∣∣∣∣ C
∫ ∣∣∣∣vntn
∣∣∣∣
p+1
+
∫
|wn|p
∣∣∣∣vntn
∣∣∣∣
 C
∥∥∥∥vntn
∥∥∥∥
p+1
+
∥∥∥∥vntn
∥∥∥∥
p+1
‖wn‖p
= o(1),
where again we have used Corollary 1.4. In addition (1.21) and the fact that 0 =w ∈ Ker(−+
V (x)) implies ∫
a(x)|wn|p+1 →
∫
a(x)|w|p+1 > 0.
Therefore (1.18) readily implies In(xn) → −∞ again contradicting the assumption. Thus
supu∈E−n In(u) and therefore cn is bounded above.
Next we show that cn is uniformly bounded below. In fact
cn = In(un) inf+ In(u)= infu∈YR In(u),u∈En n
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In(u)= ‖u‖2n −
1
p + 1
∫
a(x)|u|p+1 −
∫
f (x)u
 B1‖u‖2 − 1
p + 1
∫
Ω+
a(x)|u|p+1 −
∫
f (x)u
 B1‖u‖2 −C1|u|p+1L2(Ω+) −C2|u|2
 B1‖u‖2 −C1‖u‖p+1 −C2‖u‖,
yielding the desired bound. The proof of the proposition is now complete. 
The last step, as in Case 1, is to establish a uniform bound in H 1(RN) for the sequence
of “approximate solutions” un. The proof of this fact in Case 2 is more involved and uses the
concentration compactness method of Lions [18].
Proposition 1.9. Assume (un) is the sequence defined in Proposition 1.8. Then
‖un‖ C for some C independent of n.
Proof. Using arguments similar to the ones in the proof of Proposition 1.7, it is enough to prove
boundedness of |un|L2(D). We argue by contradiction assuming tn := |un|L2(D) → ∞. Let vn :=
un/tn. As in the proof of Proposition 1.7 we conclude that vn ⇀ v = 0 weakly in H 1(RN) and
v ∈ Ker(−+ V (x)). Furthermore since I ′n(un)= 0 we have
In(un)= tp+1n
[(
1
2
− 1
p + 1
)∫
a(x)|vn|p+1 − 12tpn
∫
f (x)vn
]
. (1.22)
Claim. |vn|p+1 is bounded.
In fact if |vn|p+1 → ∞ then since lim|x|→∞ a(x)= a∞ < 0, we have
∫
a(x)|vn|p+1 → −∞,
which by (1.22) implies In(un)→ ∞ contradicting boundedness of the energy levels established
in the previous proposition. On the other hand, since |vn|Lp+1(D) → |v|Lp+1(D), we may assume
that
|vn|p+1 = α + o(1) for some α > 0 fixed.
Furthermore,
0 =
(
I ′n(un)
tn
, vn
)
=
∫ (|∇vn|2 + (V (x)− βn)v2n)− 1
t
1−p
n
∫
a(x)|vn|p+1 − 1
tn
∫
f (x)vn.
So ∫
|∇vn|2 + V (x)v2n → 0 as n→ ∞,
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0 =
∫
|∇v|2 + V (x)v2  lim
∫
|∇vn|2 + V (x)v2n → 0.
Thus
vn → v = 0 strongly in H 1
(
R
N
)
. (1.23)
Applying Lions concentration compactness method to ρn = |vn|p+1, one of the following three
possibilities will occur:
• Vanishing. limn→∞ supy∈RN
∫
y+BR |vn|p+1 = 0 ∀R.
If vanishing occurs then, in particular, vn ⇀ 0 weakly in Lp+1(RN) contradicting (1.23).
• Dichotomy. ∃β , 0 < β < α, such that given  > 0, there exists r > 0 and sequences
(yn)⊂RN , (rn)⊂R+ with lim rn = ∞ such that
(i)
∣∣∣∣
∫
yn+Br
|vn|p+1 − β
∣∣∣∣< , (ii)
∣∣∣∣
∫
(yn+Brn )c
|vn|p+1 − (α − β)
∣∣∣∣< , (1.24)
and therefore ∫
r<|yn−x|<rn
|vn|p+1 < 2. (1.25)
In this case, we set
vn =
l+m∑
k=1
bnkφ
n
k +wn = zn +wn, zn ∈E−n , wn ∈E+n .
Since ‖vn‖2n = ‖zn‖2n + ‖wn‖2n using (1.9) and (1.11), we conclude boundedness of ‖wn‖ and
therefore we may assume wn ⇀w weakly in H 1(RN). But
〈vn,wn〉n = 〈wn,wn〉n = ‖wn‖2n  B1‖wn‖2
(
by (1.11)).
That is,
∫
∇vn∇wn +
(
V (x)− βn
)
vnwn  B1‖wn‖2.
Taking the limit as n→ ∞ and using (1.23) and the fact that v ∈ Ker(−+V (x)), we conclude
0 lim‖wn‖2 
∫
∇v∇w + V (x)vw = 0.
H. Tehrani / J. Differential Equations 236 (2007) 1–28 21Thus by (1.23)
wn → 0, zn → v strongly in H 1
(
R
N
)
. (1.26)
Note that we may now use Corollary 1.4 and conclude
zn → v in Lp+1
(
R
N
) (1.27)
and therefore
|wn|p+1 = |vn − zn|p+1  C for some C > 0 independent of n. (1.28)
Claim. (yn)⊂RN is a bounded sequence.
If not by (1.26)–(1.28) we have∫
yn+Br
|wn|p+1  C(r)|wn|p+1L2(yn+Br ) → 0 as n→ ∞,
and ∫
yn+Br
|zn|p+1  C(r)|zn|p+1L2(yn+Br ) → 0 as n→ ∞.
But then ∫
yn+Br
|vn|p+1  C
( ∫
yn+Br
|zn|p+1 +
∫
yn+Br
|wn|p+1
)
→ 0 as n→ ∞,
contradicting (1.24)(i). Next since |vn|p+1 is bounded, (1.26)–(1.28) yield∫
yn+Br
|vn|p+1 =
∫
yn+Br
|zn +wn|p+1 =
∫
yn+Br
|zn|p+1 + o(1)
and ∫
(yn+Brn )c
|vn|p+1 =
∫
(yn+Brn )c
|zn +wn|p+1 =
∫
(yn+Brn )c
|wn|p+1 + o(1).
Thus (1.24) implies ∫
(yn+Brn )c
|wn|p+1  α − β − 2,
∫
yn+Br
|zn|p+1  β − 2 (1.29)
for all large n. But
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(
I ′n(un)
t
p
n
,wn
)
= t1−pn 〈wn − zn,wn〉n −
∫
a(x)|vn|p−1vnwn − 1
t
p
n
∫
f (x)wn
 t1−pn ‖wn‖2n −
∫
a(x)|vn|p−1vnwn + o(1)
−
∫
a(x)|vn|p−1vnwn + o(1)
implying
∫
a(x)|vn|p−1vnwn  o(1). (1.30)
Now
∫
a(x)|vn|p−1vnwn =
∫
yn+Br
a(x)|vn|p−1vnwn +
∫
r<|yn−x|<rn
a(x)|vn|p−1vnwn
+
∫
(yn+Brn )c
a(x)|vn|p−1vnwn.
Furthermore,
∫
yn+Br
a(x)|vn|p−1vnwn  C|vn|pLp+1(yn+Br )|wn|Lp+1(yn+Br ) = o(1)
and
∫
r<|yn−x|<rn
a(x)|vn|p−1vnwn  |vn|pLp+1(r<|yn−x|<rn)|wn|Lp+1(r<|yn−x|<rn) C
p
p+1 .
Finally
∫
(yn+Brn )c
a(x)|vn|p−1vnwn =
∫
(yn+Brn )c
a(x)|wn|p+1 +
∫
(yn+Brn )c
a(x)
[|vn|p−1vnwn − |wn|p+1].
Denoting B ′n = (yn +Brn)c and writing vn = zn +wn we get
∣∣∣∣
∫
B ′n
a(x)
[|vn|p−1vnwn − |wn|p+1]
∣∣∣∣

∣∣∣∣
∫
B ′
a(x)
[|vn|p+1 − |wn|p+1]
∣∣∣∣+
∣∣∣∣
∫
B ′
a(x)|vn|p−1vnzn
∣∣∣∣n n
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∫
B ′n
(|wn|p + |zn|p)|zn| +C2|vn|pp+1(B ′n)|zn|p+1(B ′n)
 C1|vn|pp+1(B ′n)|zn|p+1(B ′n) +C2|zn|
p+1
p+1(B ′n)
= o(1),
where we have used (1.26)–(1.28). Thus (1.30) implies
∫
(yn+Brn )c
a(x)|wn|p+1  o(1)−C
p
p+1 (1.31)
which readily yields
∫
(yn+Brn )c
|wn|p+1  o(1)+C
p
p+1
contradicting (1.29).
We have finally ruled out dichotomy and therefore
• Compactness. ∃(yn)⊂RN such that for  > 0 given, there exists r > 0 with∫
(yn+Br )c
|vn|p+1 <  ∀n ∈N.
Claim. (yn)⊂RN is bounded.
If this is not the case then, as before, we conclude
∫
yn+Br |wn|p+1 →0 and
∫
yn+Br |zn|p+1 →0.
Therefore
∫
yn+Br |vn|p+1 → 0, which by assumption of compactness yields
∫ |vn|p+1  o(1)+
contradicting the fact that |vn|p+1 = α + o(1) for some α > 0.
Thus (yn) is bounded and a standard argument implies vn → v in Lp+1(RN). Now going
back to Eq. (1.22), we have
In(un) = tp+1n
[(
1
2
− 1
p + 1
)∫
a(x)|vn|p+1 − 12tpn
∫
f (x)vn
]
= tp+1n
[(
1
2
− 1
p + 1
)∫
a(x)|vn|p+1 + o(1)
]
→ −∞,
contradicting boundedness of energy levels cn from below. 
This completes the proof of a uniform bound on the H 1 norm of the sequence (un). Now u, the
weak limit of un in H 1 provides a weak solution of (P) as in case 1. The fact that u ∈ Lp+1(RN)
now follows exactly as before.
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In this section we consider the general case of the problem
−u+ V (x)u= a(x)g(u)+ f (x), x ∈RN, (Q)
where now the nonlinearity g is a continuous function which essentially behaves like a pure
power at infinity. Stated more precisely we will assume:
(C1) g ∈ C(R;R), g(s)s  0 for all s ∈R.
(C2) lim|s|→∞ g(s)|s|p−1s = 1, for some 0 <p < 1.
(C3) ∃A> 0, |g(s)|A|s|p for all s ∈R.
Note that these conditions guarantee that the nonlinear term provides an unbounded perturbation
for our resonance problem. As the statement of Theorem 2.1 indicates, in order to establish the
existence of a solution for (Q) we will need to assume further conditions on the nonlinearity.
These additional hypotheses on g(s) are needed to push through the proof in Section 1. As it
turns out the hypotheses are more restrictive in Case 2 where
∫
a(x)|Φ|p+1 > 0 for all nonzero
Φ ∈ Ker(−+ V (x)). Perhaps this is not surprising considering that the proof of Theorem 1.1
was more complicated in this case and involved the use of concentration compactness lemma.
Although this state of affairs seems somewhat unsatisfactory, nevertheless Theorem 2.1 does
provide a complete existence result.
Theorem 2.1. Assume the conditions in Theorem 1.1 as well as (C1)–(C3).
(1) Let ∫ a(x)|Φ|p+1 < 0 for all nonzero Φ ∈ Ker(−+ V (x)). Furthermore, assume
(C4) G(s) 12g(s)s ∀s ∈R.
Then (Q) has at least one solution.
(2) Let ∫ a(x)|Φ|p+1 > 0 for all nonzero Φ ∈ Ker(−+ V (x)). Furthermore, assume:
(C5) lims→0 g(s)|s|p−1s = 1.
(C6) G(s) > 12g(s)s > 0 ∀s ∈R, s = 0.
(C7) ∃B > 0: |g(s2)s2 − g(s1)s1| B(|g(s2)| + |g(s1)|)|s2 − s1| ∀s2, s1 ∈R.
Then (Q) has at least one solution.
Proof.
Case 1. Note that (C1)–(C3) imply
∃M > 0 ∣∣G(s)∣∣, ∣∣g(s)s∣∣M|s|p+1 ∀s ∈R. (2.1)
It is now easy to see that one can consider the approximate problems (Qn) in BRn and prove a
result similar to Proposition 1.6 using (2.1). The proof of Proposition 1.7 too will be similar up
to the last part where we now have
In(un)= −
∫
a(x)
(
G(un)− 1/2g(un)un
)− 1 ∫ f (x)un2
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[
−
∫
ω
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
−
∫
RN\ω
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
− 1
2tpn
∫
f (x)vn
]
 tp+1n
[
−
∫
ω
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
+ o(1)
]
,
and the last inequality is a result of (C4). Next note that (C2) implies
lim
s→∞
G(s)
|s|p+1 =
1
p + 1 . (2.2)
Using the fact that vn → v in Lp+1(ω), (C2), (C3) and (2.2) yield
In(un) tp+1n
[
−
∫
ω
a(x)
(
G(tnvn)
t
p+1
n |vn|p+1
− 1/2 g(tnvn)tnvn
t
p+1
n |vn|p+1
)
|vn|p+1 + o(1)
]
 tp+1n
[(
1
2
− 1
p + 1
)∫
ω
a(x)|v|p+1 + o(1)
]
→ ∞,
contradicting boundedness of the energy level from above as before. as before. The rest of the
proof now goes through.
Case 2. As in Case 1, using (2.1) and (2.2) the proof of Proposition 1.8 goes through with
minimal change. Next we consider the proof of Proposition 1.9. (C2), (C5) and (C6) imply
∃D > 0: G(s)− 1
2
g(s)s D|s|p+1, and g(s)s D|s|p+1 ∀s ∈R. (2.3)
Therefore in place of (1.22) we now have
In(un)= tp+1n
[
−
∫
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
− 1
2tpn
∫
f (x)vn
]
= tp+1n
[
−
∫
BR0
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
−
∫
RN\BR0
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
+ o(1)
]
 tp+1n
[(
1
2
− 1
p + 1
) ∫
BR
a(x)|v|p+1 −D
∫
RN\BR
a(x)|vn|p+1 dx + o(1)
]
,0 0
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and the proof of Proposition 1.9 can be continued as far as Eq. (1.29). To continue we write
0 =
(
I ′n(un)
t
p
n
,wn
)
−
∫
a(x)
g(un)
t
p
n
wn + o(1),
implying ∫
a(x)
g(un)
t
p
n
wn  o(1). (2.4)
Now as in the proof of Proposition 1.9 we break up the domain of integration into three parts and
using (2.1) easily get∫
r<|yn−x|<rn
a(x)
g(un)
t
p
n
wn  C
p
p+1 ,
∫
yn+Br
a(x)
g(un)
t
p
n
wn = o(1). (2.5)
As for the integral over B ′n := (yn +Brn)c, writing wn = vn − zn we have∫
B ′n
a(x)
g(un)
t
p
n
wn =
∫
B ′n
a(x)
g(un)
t
p
n
vn −
∫
B ′n
a(x)
g(un)
t
p
n
zn.
Using (C3) we now obtain:∫
B ′n
a(x)
g(un)
t
p
n
zn  C
∫
B ′n
|vn|p|zn| = o(1).
Furthermore,
∫
B ′n
a(x)
g(un)
t
p
n
vn =
∫
B ′n
a(x)
[
g(tnvn)tnvn
t
p+1
n
− g(tnwn)tnwn
t
p+1
n
]
+
∫
B ′n
a(x)
g(tnwn)tnwn
t
p+1
n
. (2.6)
For the first integral on the right, again noting that vn =wn + zn and using (C7) we have∫
B ′n
a(x)
[
g(tnvn)tnvn
t
p+1
n
− g(tnwn)tnwn
t
p+1
n
]

∫
B ′n
|g(tnvn)| + |g(tnwn)|
t
p
n
|zn|

∫
B ′n
(|vn|p + |wn|p)|zn| = o(1). (2.7)
On the other hand, since lim|x|→∞ a(x)= a∞ < 0, (2.3) implies∫
B ′
a(x)
g(tnwn)tnwn
t
p+1
n
C
∫
B ′
a(x)|wn|p+1. (2.8)
n n
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B ′n
a(x)|wn|p+1  o(1)−C
p
p+1 ,
again contracting (1.29).
Therefore dichotomy is ruled out and as before we will conclude
vn → v in Lp+1
(
R
N
)
.
Finally, using (C2) and Dominated Convergence Theorem we obtain
In(un) = tp+1n
[
−
∫
a(x)
(
G(un)− 1/2g(un)un
t
p+1
n
)
− 1
2tpn
∫
f (x)vn
]
= tp+1n
[(
1
2
− 1
p + 1
)∫
a(x)|v|p+1 + o(1)
]
→ −∞,
contradicting boundedness of the energy levels as before. This completes the proof of Proposi-
tion 1.9 which as before implies the existence of a weak solution of (Q). 
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