Abstract-Ultra-wideband (UWB) communication is becoming an important technology for future Wireless Personal Area Networks (WPANs). A critical challenge in high data rate UWB system design is that a receiver usually needs tens of micro-seconds or even tens of milliseconds to synchronize with transmitted signals, known as the timing acquisition problem. Such a long synchronization time will cause significant overhead, since the data rate of UWB systems is expected to be very high. To address the overhead problem, we previously proposed a general framework for MAC protocols in high data rate UWB networks. In this framework, a node can aggregate multiple upper-layer packets into a larger burst frame at the MAC layer. In this paper, we analyze the unsaturated throughput performance of a burstframe-based MAC protocol within the framework. Numerical results from the analytical method give excellent agreement with the simulation results, indicating the accuracy of our analytical method.
I. INTRODUCTION
In the past few years, UWB communication has received considerable attention in both academia and industry. Compared to traditional narrow band systems, UWB can provide high data rate (> 100 Mb/s) with very low-power emission (less than −41 dBm/MHz) in a short range. These features make UWB particularly suitable for wireless personal area network (WPAN) applications. Currently, IEEE 802.15.3 working group is studying the use of UWB as an alternative physical layer technique [1] .
To successfully implement a UWB system, a number of challenges must be addressed [2] . One of the critical issues is timing acquisition, which is a process of synchronizing the receiver's clock with the transmitter's clock so that the receiver can determine the boundary between two transmitted symbols. Depending on the receiver design, the acquisition time varies from tens of micro-seconds to tens of milliseconds. Evidently, for high data rate applications, the overhead of preambles will significantly reduce the efficiency of UWB networks [2] .
Existing works that consider the timing synchronization issue in UWB MAC layer design include [3] , [4] . In [3] , the authors assumed that the UWB network can provide multiple channels through different time-hopping (TH) codes. To reduce the timing synchronization overhead, [3] proposed a link maintenance scheme in which the data channel is maintained by transmitting low-rate control packets when there is no data packet to transmit. Although the link maintenance scheme achieves good performance in the simulation, there are still some critical issues unclear in [3] . For instance, it is not clear how a node selects a TH code for its data channel in a distributed manner so as to avoid using the same TH code as that used by another node. Another potential problem is that the link maintenance scheme will increase the transmission time of the transmitter, thereby reducing the battery life and introducing extra interference. In [4] , the authors studied the impact of long synchronization time on the performance of CSMA/CA and TDMA schemes used in UWB networks. However, the paper did not provide solutions to mitigate the timing acquisition problem.
To address the overhead problem, we proposed a general framework for MAC protocols in high data rate UWB networks [5] . In this framework, the MAC protocol is based on the well-known IEEE 802.11 CSMA/CA protocol. The main idea of the scheme is to assemble multiple upper-layer packets into one burst frame at the MAC layer. In contrast to the traditional approach, under which each upper-layer packet is delivered individually, transmitting multiple upper-layer packets in one frame will significantly reduce the synchronization overhead. Since performance analysis is important for MAC protocol design, this paper focuses on unsaturated performance analysis for the burst-frame-based MAC protocol, which has not been addressed previously.
Performance of CSMA/CA protocols, particularly IEEE 802.11, has been studied extensively in the literature [6] - [8] . However, until recently, most theoretical studies are focusing on saturation performance [6] , [7] , where a node in the network always has packets ready to be transmitted. Recently, an unsaturated analysis for IEEE 802.11 is provided in [8] , where the system under study is decomposed into a queueing subsystem and a service time subsystem. In this model, the MAC layer queue is modelled as M/G/1/K; the service time is characterized by a transfer function. However, this model is not directly applicable to the unsaturated performance analysis of our burst-frame-based MAC protocol due to the complicated queueing behavior caused by burst frames.
In this work, we take the same transfer-function approach used in [8] to analyze the unsaturated performance of our burst-frame-based MAC protocol. The major contribution of our work is that our analytical method can not only handle complicated queueing behavior but also provide accurate results, which have not been achieved previously. Our numerical results from the analytical method give good agreement with the simulation results, validating the accuracy of our analytical method.
The rest of the paper is organized as follows. In Section II, we briefly describe our MAC protocol for UWB networks.
In Section III, we analyze the unsaturated performance of the MAC protocol. Simulation and numerical results will be shown in Section IV. Finally, Section V concludes the paper.
II. A BURST-FRAME-BASED MAC PROTOCOL FOR UWB NETWORKS
In this section, we briefly describe a burst-frame-based MAC protocol which is a special case within the framework proposed in [5] . In this protocol, we consider only one qualityof-service (QoS) class of traffic for each destination, i.e., all packets for the same destination have the same QoS requirements. Incoming packets are first classified based on its destination, and then put into a corresponding packet queue. Suppose there are N nodes in a UWB network; then we can implement N packet queues in each node, among which N −1 queues are used for buffering packets destined to other N − 1 nodes, and one queue is used for buffering broadcast packets. For each queue, we use tail-dropping when there is a buffer overflow.
A burst frame will be generated if the total number of packets in the queue exceeds a threshold B min and the server is idle (i.e., there is no other burst waiting for transmission). In addition, we assume that the total number of packets in a burst must be smaller than or equal to a preset value B max . In this protocol, we require that all the packets in a burst frame have the same destination so that most existing functions of IEEE 802.11 can be re-used. To achieve the fairness among destinations, a simple round-robin scheme will be employed. When a burst assembly is finished, the burst frame will be stored in a buffer and waiting for transmission. If a burst frame is correctly received, the receiver will send one ACK frame to the transmitter.
III. UNSATURATED PERFORMANCE ANALYSIS
In this section, we present an analytical model for evaluating our burst-frame-based MAC protocol under different incoming traffic load. Similar to [8] , we also decompose the system into a queueing subsystem and a service time subsystem. For the queueing subsystem, we extend the model for general bulk service queues [9] . Particularly, we consider that a burst can be assembled only when the total number of packets in the queueing subsystem is greater than or equal to B min ; we also consider the fact that the service time depends on the number of packets in the burst, which is not considered in [9] . For the service time subsystem, we analyze the impact of burst assembly on the probability that a server is idle, and on the service time distribution.
To facilitate our discussion, we make the following assumptions:
• There are N identical nodes in the network, and any two nodes in the network can directly communicate with each other.
• At each node, packet arrivals are Poisson with rate λ (packets/sec), and the packets have a common destination.
• The size of all packets are fixed at P (bits).
• The burst service time is an integer multiple of a preset time unit τ (sec). Here the burst service time is defined as the time interval from the time epoch that a burst is assembled to the time epoch that the burst is removed from the transmission buffer. 1 A transmission buffer is located in the service time subsystem. Packets being stored in a transmission buffer means that the packets are in service.
• There is no transmission failure due to bit errors.
• The probability that a burst transmission attempt fails, denoted as p, does not depend on the backoff stage of the node.
• The propagation delay in UWB networks is negligible.
A. The Bulk Service Queueing System
Based on the assumptions above, we can model the queueing system in any node as an M/G To analyze this queueing system, we first define the state space of the queueing system according to the status of server and the number of packets in the queue. Particularly, state I k means that the server is idle and there are k customers waiting in the queue; while state A k means that the server is busy and there are k customers waiting in the queue. With the packet assembly policy described in the previous section, we note that if the server is idle, then the maximum number of packets in the queue must be smaller than B min . Therefore, the state space is
Let ξ(t) (t ≥ 0) be the state of the queueing system at time t; let δ n be the epoch of the n-th burst departure. We now consider the embedded Markov process ξ n , where ξ n is the state of the queueing system just before δ n , which is
be the steady-state probability that ξ n = A k ; let p ij be the steady-state transition probability from state A i to state A j for all i, j, where 0 ≤ i ≤ K and 0 ≤ j ≤ K: To calculate p ij , we define α(k, b) as the probability that k packets arrive during one burst service time, given that the burst contains b packets. Let B(t) be the number of packets in the first burst after t. Define B k = B(δ n ) given that ξ n = k. Here we note that B k depends only on the assembly policy,
Since B k packets will be assembled into the first burst after δ n if ξ n = k, we can see that the number of packets remaining in the queue immediately after the burst is created, denoted by K k , is
Therefore, we can calculate all p ij through
Let q bi be the steady state probability that the burst service time is iτ , given that there are b packets in the burst. Since the packet arrival is a Poisson process with rate λ, α(k, b) can be calculated by
In summary, we note that p d k can be calculated if all q bi are known.
B. Exponential Backoff Scheme
Using the Markov modelling technique introduced in [6] , we can analyze the exponential backoff scheme for the MAC protocol. Specifically, we can partition the continuous time axis into slots, where two consecutive slots are delimited by the event of a value change in the backoff counter. We can then formulate a two-dimensional discrete time embedded Markov chain as in [7] , where the maximum number of retries for a packet is taken into consideration. By solving the Markov chain, a closed-form solution for the probability that a node will transmit a burst given that the node is busy, denoted as p t , can be achieved if the burst transmission probability p is known 2 . Since a successful packet delivery means that there is no collision, we can calculate p through
where p I denotes the probability that a node is idle (no burst pending for transmission) in a slot. With 0 < p < 1 and 0 < p t < 1, we can calculate p and p t numerically.
To calculate p I , we let d k (t) (0 ≤ k ≤ K) be the total number of burst departures in time (0, t) such that the number of packets in the queue is k just before the departure; let D(t) = k d k (t) be the total number of burst departures in (0, t). Note that if there are k (k < B min ) packets in the queue just before a departure, then the average time from the 2 Please refer to [7] for detail discussion. departure of the old burst to the epoch that a new burst if formed is (B min − k) × 1 λ , since packet arrivals are Poisson with rate λ. We can then estimate p I as the fraction of time that the server is idle, which is
Similar to [9] , lim
Since D(t) is the total number of served bursts in t, lim
is the average burst departure interval. Therefore, we have
where T s denotes the average burst service time, which is
Finally, p I can be calculated through
To summarize this subsection, we note that p and p t can be calculated if all p d k are known.
C. Service Time Distribution
Let Q b (z) be the probability-generating function (PGF) of q bi , which is
Due to the simplicity of calculation in the z-transform domain and the one-to-one correspondence between q bi and Q b (z), we compute Q b (z) instead of q bi . This approach is known as the transfer-function approach [8] .
To calculate Q b (z), we let X n be the length of slot n and let X n be the length of a period (within slot n), during which the server is busy. Note that for saturated condition, X n ≡ X n . However, for unsaturated cases, X n ≤ X n . We can then apply the technique used in [8] . In this model, the packet transmission process is characterized by a linear system, where H(z) is the PGF of X n given that the current node is active but not transmitting; C b (z) is the PGF of X n given that a collision occurs and the current node has transmitted a burst that has b packets; and S b (z) is the PGF of X n given that the current node has successfully transmitted a burst with b packets. Consequently, the transfer function of the linear system is equal to Q b (z).
To simplify the notation, we define H m (z) as follows and H(z) . Due to limited space, here we only discuss the calculation for the RTS/CTS access scheme. Since the packet size is fixed, S b (z) and C b (z) can be directly derived as
where R is the data rate, T so is the time overhead for a successful transmission, and T co is the time overhead for collision. According to IEEE 802.11 protocol, we have
where T sync denotes the synchronization time, T SIF S denotes the time duration of SIFS, T DIF S denotes the time duration of DIFS, L P H denotes the length of physical frame header in bits (excluding the synchronization preamble), L MH denotes the length of MAC frame header in bits, L RT S denotes the length of ACK frame in bits, L CT S denotes the length of ACK frame in bits, and L ACK denotes the length of ACK frame in bits.
To calculate H(z), we define the following parameters:
• q t denotes the probability that there is at least one packet transmission in N − 1 nodes in a slot, which is
• q s denotes the probability that there is only one packet transmission in N − 1 nodes in a slot, which is
• σ denotes the length of a preset fixed time duration for backoff. When there is no packet transmission, we have X n = σ. In 802.11b direct sequence spread spectrum mode, σ = 20µs. With these parameters, we have where C(z) = C b (z) and
where
k is the probability mass function of the number of packets in a burst.
To summarize this subsection, we note that the service time distribution q bi can be calculated if p, p t , and all p d k are known.
D. Throughput Analysis
Let S(t) be the total number of successfully transmitted packets in [0, t]. Then we have
Now define throughput S as the total amount of data (in bits) of MAC payload successfully received in a given time (in sec). Based on Eqs. (20), (7), and (8), we have
where E [B] is the average number of packets in a burst
E. Summary of the Algorithm
In this analytical model, the performance is obtained through a recursive algorithm. The algorithm can be summarized as follows 1) Initialize p I and p b to saturated condition, i.e., let p I = 0, p Bmax = 1, and p b = 0 for b = B max . 2) Calculate p and p t as shown in Section III-B.
3) Calculate service time distribution q bi , using the transferfunction approach. 4) Calculate p d k by using the bulk service queueing model. 5) Calculate p I through Eq. (10). 6) Calculate S through Eq. (21) and stop if the result converges, i.e., the difference between the results of two consecutive iterations is less than a preset value; otherwise go to Step 2. Although the convergence of the recursive algorithm has not been proved, the algorithm always achieves convergence in our numerical calculations. 
IV. SIMULATION AND NUMERICAL RESULTS
In this section, we evaluate the performance of the burstframe-based MAC protocol and compare the numerical results of the proposed analytical method in Section III, to the simulation results. Table I lists the values of the control parameters used in the simulations and numerical analysis.
Due to the space limit, we only present results under the following setting:
• N = 10 nodes are located in a 4 m × 4 m area.
• All messages are transmitted with channel data rate R, which is 100 Mbits/s. • The size of each packet is fixed at 1000 Bytes.
• Packet arrivals to any node i are modelled by a Poisson process with the same rate λ (packets/s). Consequently, the incoming traffic data rate is R i = N P λ (bits/s).
• We assume that T sync = 10µs, which is a typical assumption in [1] .
• We assume that no packet transmission failure occurs due to bit errors.
• We assume that the RTS/CTS scheme is used. For the analytical model, we let time unit τ = σ, let the maximum service time be 30000 time units, and run the algorithm for 20 iterations. Figure 1 shows the analytical results versus the number of iterations, where we let B min = 1, B max = 10, and R i = 90 Mb/s. We can observe that, if the number of iterations is larger than 15, the analytical result converges, and is very close to the simulation result. Figure 2 compares the throughput performance versus incoming traffic rate for three burst assembly policies: 1) B min = B max = 1 (benchmark), 2) B min = 1, B max = 10, 3) B min = B max = 10. We can see that, compared to the bench mark case, the proposed MAC protocol can significantly improve the throughput performance. Particularly, if R i = R, the bench mark throughput is only about 52 Mb/s; while policy (2) and (3) can achieve as high as 88 Mb/s and 92 Mb/s, respectively. From Fig. 2 we can also observe that our analytical model is highly accurate under different incoming data rates. Such accuracy has not been achieved by Throughput performance versus incoming traffic data rate with different burst assembly policies. the previous analysis; hence our analysis represents a major contribution.
V. CONCLUSIONS In this paper, we developed an analytical model to evaluate the performance of a burst-frame-based MAC protocol, in which a node can aggregate multiple upper-layer packets into a larger burst frame at the MAC layer. The proposed theoretical model can analyze the unsaturated throughput performance of the burst-frame-based MAC protocol, which has not been addressed previously. In addition, the proposed method is general and hence applicable to unsaturated performance analysis for other CSMA/CA based protocols. Numerical results from the analytical method give excellent agreement with the simulation results, validating the accuracy of our analytical model.
