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ABSTRACT
We compare two cosmological hydrodynamic simulation codes in the context of hierarchical
galaxy formation: the Lagrangian smoothed particle hydrodynamics (SPH) code ‘GADGET’, and
the Eulerian adaptive mesh refinement (AMR) code ‘Enzo’. Both codes represent dark matter
with the N-body method but use different gravity solvers and fundamentally different approaches
for baryonic hydrodynamics. The SPH method in GADGET uses a recently developed ‘entropy
conserving’ formulation of SPH, while for the mesh-based Enzo two different formulations of
Eulerian hydrodynamics are employed: the piecewise parabolic method (PPM) extended with
a dual energy formulation for cosmology, and the artificial viscosity-based scheme used in the
magnetohydrodynamics code ZEUS. In this paper we focus on a comparison of cosmological
simulations that follow either only dark matter, or also a non-radiative (‘adiabatic’) hydrodynamic
gaseous component. We perform multiple simulations using both codes with varying spatial and
mass resolution with identical initial conditions.
The dark matter-only runs agree generally quite well provided Enzo is run with a compara-
tively fine root grid and a low overdensity threshold for mesh refinement, otherwise the abundance
of low-mass halos is suppressed. This can be readily understood as a consequence of the hier-
archical particle-mesh algorithm used by Enzo to compute gravitational forces, which tends to
deliver lower force resolution than the tree-algorithm of GADGET at early times before any adap-
tive mesh refinement takes place. At comparable force resolution we find that the latter offers
substantially better performance and lower memory consumption than the present gravity solver
in Enzo.
In simulations that include adiabatic gas dynamics we find general agreement in the distri-
bution functions of temperature, entropy, and density for gas of moderate to high overdensity, as
found inside dark matter halos. However, there are also some significant differences in the same
quantities for gas of lower overdensity. For example, at z = 3 the fraction of cosmic gas that
has temperature logT > 0.5 is ∼ 80% for both Enzo/ZEUS and GADGET, while it is 40 − 60%
for Enzo/PPM. We argue that these discrepancies are due to differences in the shock-capturing
abilities of the different methods. In particular, we find that the ZEUS implementation of ar-
tificial viscosity in Enzo leads to some unphysical heating at early times in preshock regions.
While this is apparently a significantly weaker effect in GADGET, its use of an artificial viscosity
technique may also make it prone to some excess generation of entropy which should be absent
in ENZO/PPM. Overall, the hydrodynamical results for GADGET are bracketed by those for
Enzo/ZEUS and Enzo/PPM, but are closer to Enzo/ZEUS.
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1. Introduction
Within the currently leading theoretical model
for structure formation small fluctuations that
were imprinted in the primordial density field are
amplified by gravity, eventually leading to non-
linear collapse and the formation of dark mat-
ter (DM) halos. Gas then falls into the potential
wells provided by the DM halos where it is shock-
heated and then cooled radiatively, allowing a frac-
tion of the gas to collapse to such high densities
that star formation can ensue. The formation of
galaxies hence involves dissipative gas dynamics
coupled to the nonlinear regime of gravitational
growth of structure. The substantial difficulty of
this problem is exacerbated by the inherent three-
dimensional character of structure formation in a
ΛCDM universe, where due to the shape of the
primordial power spectrum a large range of wave
modes becomes nonlinear in a very short time, re-
sulting in the rapid formation of objects with a
wide range of masses which merge in geometri-
cally complex ways into ever more massive sys-
tems. Therefore, direct numerical simulations of
structure formation which include hydrodynam-
ics arguably provide the only method for studying
this problem in its full generality.
Hydrodynamic methods used in cosmological
simulations of galaxy formation can be broken
down into two primary classes: techniques us-
ing an Eulerian grid, including ‘Adaptive Mesh
Refinement’ (AMR) techniques, and those which
follow the fluid elements in a Lagrangian man-
ner using gas particles, such as ‘Smoothed Par-
ticle Hydrodynamics’ (SPH). Although signifi-
cant amounts of work have been done on struc-
ture/galaxy formation using both types of sim-
ulations, very few detailed comparisons between
the two simulation methods have been carried out
(e.g. Kang et al. 1994; Frenk et al. 1999), despite
the existence of widespread prejudices in the field
with respect to alleged weaknesses and strengths
of the different methods.
Perhaps the most extensive code comparison
performed to date was the Santa Barbara cluster
3Max-Planck-Institut fu¨r Astrophysik, Karl-
Schwarzschild-Straße 1, 85740 Garching bei Mu¨nchen,
Germany, Email: volker@mpa-garching.mpg.de
4Theoretical Astrophysics (T-6), Los Alamos National
Laboratory, Los Alamos, NM 87544, U.S.A.
comparison project (Frenk et al. 1999), in which
several different groups ran a simulation of the for-
mation of one galaxy cluster, starting from iden-
tical initial conditions. They compared a few key
quantities of the formed cluster, such as radially-
averaged profiles of baryon and dark matter den-
sity, gas temperature and X-ray luminosity. Both
Eulerian (fixed grid and AMR) and SPH meth-
ods were used in this study. Although most of
the measured properties of the simulated cluster
agreed reasonably well between different types of
simulations (typically within ∼ 20%), there were
also some noticeable differences which largely re-
mained unexplained, for example in the central
entropy profile, or in the baryon fraction within
the virial radius. Later simulations by Ascasibar
et al. (2003) compare results from the Eulerian
AMR code ART (Kravtsov et al. 2002) with the
entropy-conserving version of GADGET. They find
that the entropy-conserving version of GADGET
significantly improves agreement with grid codes
when examining the central entropy profile of a
galaxy cluster, though the results are not fully con-
verged. The GADGET result using the new hydro
formulation now shows an entropy floor – in the
Santa Barbara paper the SPH codes typically did
not display any trend towards a floor in entropy
at the center of the cluster while the grid-based
codes generally did. The ART code produces re-
sults that agree extremely well with the grid codes
used in the comparison. The observed convergence
in cluster properties is encouraging, but there is
still a need to explore other systematic differences
between simulation methods.
The purpose of the present study is to compare
two different types of modern cosmological hy-
drodynamic methods, SPH and AMR, in greater
depth, with the goal of obtaining a better under-
standing of the systematic differences between the
different numerical techniques. This will also help
to arrive at a more reliable assessment of the sys-
tematic uncertainties in present numerical simu-
lations, and provide guidance for future improve-
ments in numerical methods. The codes we use are
‘GADGET’5, an SPH code developed by Springel,
Yoshida, & White (2001), and ‘Enzo’6, an AMR
code developed by Bryan & Norman (1997, 1999).
5http://www.MPA-Garching.MPG.DE/gadget/
6http://www.cosmos.ucsd.edu/enzo/
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In this paper, we focus our attention on the clus-
tering properties of dark matter and on the global
distribution of the thermodynamic quantities of
cosmic gas, such as temperature, density, and en-
tropy of the gas. Our work is thus complementary
to the Santa Barbara cluster comparison project
because we examine cosmological volumes that in-
clude many halos and a low-density intergalactic
medium, rather than focusing on a single particu-
larly well-resolved halo. We also include idealized
tests designed to highlight the effects of artificial
viscosity and cosmic expansion.
The present study is the first paper in a series
that aims at providing a comprehensive compari-
son of AMR and SPH methods applied to the dis-
sipative galaxy formation problem. In this paper,
we describe the general code methodology, and
present fundamental comparisons between dark
matter-only runs and runs that include ordinary
‘adiabatic’ hydrodynamics. This paper is meant
to provide statistical comparisons between simu-
lation codes, and we leave detailed comparisons
of baryon properties in individual halos to a later
paper. Additionally, we plan to compare simula-
tions using radiative cooling, star formation, and
supernova feedback in forthcoming work.
The organization of this paper is as follows. We
provide a short overview of the two codes being
compared in Section 2, and then describe the de-
tails of our simulations in Section 3. Our com-
parison is then conducted in two steps. We first
compare the dark matter-only runs in Section 4
to test the gravity solver of each code. This is fol-
lowed in Section 5 with a detailed comparison of
hydrodynamic results obtained in adiabatic cos-
mological simulations. We then discuss effects of
artificial viscosity in Section 6, and the timing and
memory usage of the two codes in Section 7. Fi-
nally, we conclude in Section 8 with a discussion
of our findings.
2. Code details
2.1. Adaptive mesh refinement code
‘Enzo’ is an adaptive mesh refinement cosmo-
logical simulation code developed by Bryan et
al. (Bryan & Norman 1997, 1999; Norman &
Bryan 1999; Bryan et al. 2001). This code cou-
ples an N-body particle-mesh (PM) solver (e.g. Ef-
stathiou et al. 1985; Hockney & Eastwood 1988)
used to follow the evolution of collisionless dark
matter with an Eulerian AMR method for ideal
gas dynamics by Berger & Colella (1989), which
allows extremely high dynamic range in gravita-
tional physics and hydrodynamics in an expanding
universe.
Unlike moving mesh methods (Pen 1995;
Gnedin 1995) or methods that subdivide individ-
ual cells (Adjerid & Flaherty 1998), Berger & Col-
lela’s AMR (also referred to as structured AMR)
utilizes an adaptive hierarchy of grid patches at
varying levels of resolution. Each rectangular grid
patch (referred to as a “grid”) covers some region
of space in its parent grid which requires higher
resolution, and can itself become the parent grid to
an even more highly resolved child grid. ENZO’s
implementation of structured AMR places no re-
strictions on the number of grids at a given level
of refinement, or on the number of levels of refine-
ment. However, owing to limited computational
resources it is practical to institute a maximum
level of refinement ℓmax.
The Enzo implementation of AMR allows arbi-
trary integer ratios of parent and child grid reso-
lution. However, in this study we choose to have a
refinement factor of two, meaning that each child
grid has a factor of two higher spatial resolution
than its parent grid. The ratio of boxsize to the
maximum grid resolution of a given simulation is
therefore L/e = Nroot × 2
ℓmax , where Nroot is the
number of cells along one edge of the root grid, and
ℓmax is the maximum level of refinement allowed.
The AMR grid patches are the primary data
structure in Enzo. Each patch is treated as an in-
dividual object which can contain both field vari-
ables and particle data. Individual grids are or-
ganized into a dynamic, distributed hierarchy of
mesh patches. Every processor keeps a description
of the entire grid hierarchy at all times, so that
each processor knows where all grids are. How-
ever, baryon and particle data for a given grid
only exists on a single processor. The code han-
dles load balancing on a level-by-level basis such
that the workload on each level is distributed uni-
formly across all processors. The MPI message
passing library is used to transfer data between
processors.
Each grid patch in Enzo contains arrays of val-
ues for baryon and particle quantities. The baryon
quantities are stored in arrays with the dimension-
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ality of the simulation itself, which can be 1, 2 or
3 spatial dimensions. Grids are partitioned into
a core of real zones and a surrounding layer of
ghost zones. The real zones store field values and
ghost zones are used to temporarily store values
which have been obtained directly from neighbor-
ing grids or interpolated from a parent grid. These
zones are necessary to accommodate the compu-
tational stencil of the hydrodynamics solvers (Sec-
tions 2.1.1 and 2.1.2) and the gravity solver (Sec-
tion 2.1.3). The hydro solvers require ghost zones
which are three cells deep and the gravity solver
requires 6 ghost zones on every side of the real
zones. This can lead to significant memory and
computational overhead, particularly for smaller
grid patches at high levels of refinement.
Since the addition of more highly refined grids
is adaptive, the conditions for refinement must
be specified. The criteria of refinement can be
set by the threshold value of the overdensity of
baryon gas or dark matter in a cell (which is re-
ally a refinement on the mass of gas or DM in
a cell), the local Jeans length, the local density
gradient, or local pressure and energy gradients.
A cell reaching any or all of these criteria will
then be flagged for refinement. Once all cells of
given level have been flagged, rectangular bound-
aries are determined which minimally encompass
them. A refined grid patch is introduced within
each such bounding rectangle. Thus, the cells
needing refinement as well as adjacent cells within
the patch which do not need refinement are re-
fined. While this approach is not as memory effi-
cient as cell-splitting AMR schemes, it offers more
freedom with finite difference stencils. For exam-
ple, PPM requires a stencil of seven cells per di-
mension. This cannot easily be accommodated in
cell-splitting AMR schemes. In the current study
we use baryon and dark matter overdensities as
our refinement criteria.
Two different hydrodynamic methods are im-
plemented in Enzo: the piecewise parabolic
method (PPM) developed by Woodward & Colella
(1984) and extended to cosmology by Bryan et al.
(1995), and the hydrodynamic method used in
the magnetohydrodynamics (MHD) code ZEUS.
Below, we describe both of these methods in turn,
noting that PPM is viewed as the preferred choice
for cosmological simulations since it is higher-
order-accurate and is based on a technique that
does not require artificial viscosity to resolve
shocks. Additional physical processes (such as ra-
diative cooling and star formation and feedback)
are also implemented within Enzo but are outside
the scope of the present comparison study and will
not be discussed here.
In Enzo, resolution of the equations being solved
is adaptive in time as well as in space. The
timestep in Enzo is satisfied on a level-by-level ba-
sis by finding the largest timestep such that the
Courant condition (and an analogous condition for
the dark matter particles) is satisfied by every cell
on that level. All cells on a given level are ad-
vanced using the same timestep. Once a level L
has been advanced in time by ∆tL, all grids at level
L + 1 are advanced, using the same criteria for
timestep calculation described above, until they
reach the same physical time as the grids at level
L. At this point grids at level L+1 exchange flux
information with their parents grids, providing a
more accurate solution on level L. This step, con-
trolled by the parameter FluxCorrection in Enzo,
is extremely important, and can significantly af-
fect simulation results if not used in an AMR cal-
culation. At the end of every timestep on every
level each grid updates its ghost zones by exchang-
ing information with its neighboring grid patches
(if any exist) and/or by interpolating from a par-
ent grid. In addition, cells are examined to see if
they should be refined or de-refined, and the en-
tire grid hierarchy is rebuilt at that level (including
all more highly refined levels). The timestepping
and hierarchy advancement/rebuilding process de-
scribed here is repeated recursively on every level
to the specified maximum level of refinement in
the simulation.
2.1.1. Hydrodynamics with the piecewise parabolic
method
The primary hydrodynamic method used in
Enzo is based on the piecewise parabolic method
(PPM) of Woodward & Colella (1984) which has
been significantly modified for the study of cos-
mological fluid flows. The method is described in
Bryan et al. (1995), but we provide a short de-
scription here for clarity. PPM is a higher order-
accurate version of Godunov’s method for ideal
gas dynamics with third order-accurate piecewise
parabolic monotonic interpolation and a nonlinear
Riemann solver for shock capturing. It does an ex-
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cellent job of capturing strong shocks in at most
two cells. Multidimensional schemes are built up
by directional splitting and produce a method
that is formally second order-accurate in space
and time which explicitly conserves mass, linear
momentum, and energy. The conservation laws
for fluid mass, momentum and energy density are
written in comoving coordinates for a Friedman-
Robertson-Walker space-time. Both the conserva-
tion laws and the Riemann solver are modified to
include gravity, which is solved using the particle-
mesh (PM) technique (see Section 2.1.3). Unlike
the other hydrodynamic techniques used in this
comparison, PPM does not use artificial viscos-
ity. This is an important methodological differ-
ence compared with other methods that use arti-
ficial viscosity, such as the ZEUS hydrodynamics
algorithm and GADGET’s SPH method.
In order to more accurately treat situations
involving bulk hypersonic motion, where the ki-
netic energy of the gas can dominate the inter-
nal energy by many orders of magnitude, both
the gas internal energy equation and total energy
equation are solved everywhere on the grid at all
times. This dual energy formulation ensures that
the method produces the correct entropy jump
at strong shocks and also yields accurate pres-
sures and temperatures in cosmological hypersonic
flows.
2.1.2. The ZEUS hydrodynamic algorithm
As a check on PPM, Enzo also includes an
implementation of the finite-difference hydrody-
namic algorithm employed in the compressible
magnetohydrodynamics code ‘ZEUS’ (Stone &
Norman 1992a,b). Fluid transport is solved on
a Cartesian grid using the upwind, monotonic ad-
vection scheme of van Leer (1977) within a mul-
tistep (operator split) solution procedure which
is fully explicit in time. This method is formally
second order-accurate in space but first order-
accurate in time.
Operator split methods break the solution of
the hydrodynamic equations into parts, with each
part representing a single term in the equations.
Each part is evaluated successively using the re-
sults preceding it. The individual parts of the so-
lution are grouped into two steps, called the source
and transport steps.
The ZEUS method uses a von Neumann-
Richtmyer artificial viscosity to smooth shock dis-
continuities that may appear in fluid flows and can
cause a break-down of finite-difference equations.
The artificial viscosity term is added in the source
terms as
ρ
∂v
∂t
= −∇p− ρ∇φ−∇ ·Q (1)
∂e
∂t
= −p∇ · v−Q : ∇v, (2)
where v is the baryon velocity, ρ is the mass den-
sity, p is pressure, e is internal energy density of
gas and Q is the artificial viscosity stress tensor,
such that:
Qii =
{
QAVρb(a∆vi + a˙∆xi)
2, for a∆vi + a˙∆xi < 0
0 otherwise
(3)
and
Qij = 0 for i 6= j. (4)
∆xi and ∆vi refer to the comoving width of the
grid cell along the i-th axis and the corresponding
difference in gas peculiar velocities across the grid
cell, respectively, and a is the cosmological scale
factor. QAV is a constant with a typical value of
2. We refer the interested reader to Anninos &
Norman (1994) for more details.
The limitation of a technique that uses an arti-
ficial viscosity is that, while the correct Rankine-
Hugoniot jump conditions are achieved, shocks are
broadened over 6-8 mesh cells and are thus not
treated as true discontinuities. This may cause un-
physical pre-heating of gas upstream of the shock
wave, as discussed in Anninos & Norman (1994).
2.1.3. The Enzo Gravity Solver
There are multiple methods to compute the
gravitational potential (which is an elliptic equa-
tion in the Newtonian limit) in a structured AMR
framework. One way would be to model the dark
matter (or other collisionless particle-like objects,
such as stars) as a second fluid in addition to the
baryonic fluid and solve the collisionless Boltz-
mann equation, which follows the evolution of the
fluid density in six-dimensional phase space. How-
ever, this is computationally prohibitive owing to
the large dimensionality of the problem, making
5
this approach unappealing for the cosmological
AMR code.
Instead, Enzo uses a particle-mesh N-body
method to calculate the dynamics of collision-
less systems. This method follows trajectories of
a representative sample of individual particles and
is much more efficient than a direct solution of the
Boltzmann equation in most astrophysical situa-
tions. The gravitational potential is computed by
solving the elliptic Poisson’s equation:
∇2φ = 4πGρ, (5)
where φ is the gravitational potential and ρ is the
density of both the collisional fluid (baryonic gas)
and the collisionless fluid (dark matter particles).
These equations are finite-differenced and for
simplicity are solved with the same timestep as the
hydrodynamic equations. This universal timestep
is taken to be the minimum of the baryon and dark
matter timesteps, thus ensuring numerical stabil-
ity. The dark matter particles are distributed
onto the grids using the cloud-in-cell (CIC) inter-
polation technique to form a spatially discretized
density field (analogous to the baryon densities
used to calculate the equations of hydrodynam-
ics). After sampling dark matter density onto the
grid and adding baryon density if it exists (to get
the total matter density in each cell), the grav-
itational potential is calculated on the periodic
root grid using a fast Fourier transform. In order
to calculate more accurate potentials on subgrids,
Enzo re-samples the dark matter density onto in-
dividual subgrids using the same CIC method as
on the root grid, but at higher spatial resolution
(and again adding baryon densities if applicable).
Boundary conditions are then interpolated from
the potential values on the parent grid (with ad-
jacent grid patches on a given level communicat-
ing to ensure that their boundary values are the
same), and then a multigrid relaxation technique
is used to calculate the gravitational potential at
every point within a subgrid. Forces are computed
on the mesh by finite-differencing potential val-
ues and are then interpolated to the particle po-
sitions, where they are used to update the parti-
cle’s position and velocity information. Potentials
on child grids are computed recursively and parti-
cle positions are updated using the same timestep
as in the hydrodynamic equations. Particles are
stored in the most highly refined grid patch at
the point in space where they exist, and parti-
cles which move out of a subgrid patch are sent to
the grid patch covering the adjacent volume with
the finest spatial resolution, which may be of the
same spatial resolution, coarser, or finer than the
grid patch that the particles are moved from. This
takes place in a communication process at the end
of each timestep on a level.
At this point it is useful to emphasize that the
effective force resolution of an adaptive particle-
mesh calculation is approximately twice as coarse
as the grid spacing at a given level of resolution.
The potential is solved in each grid cell; however,
the quantity of interest, namely the acceleration, is
the gradient of the potential, and hence two poten-
tial values are required to calculate this. In addi-
tion, it should be noted that the adaptive particle-
mesh technique described here is very memory in-
tensive: in order to ensure accurate force resolu-
tion at grid edges the multigrid relaxation method
used in the code requires a layer of ghost zones
which is very deep – typically 6 cells in every di-
rection around the edge of a grid patch. This
greatly adds to the memory requirements of the
simulation, particularly because subgrids are typ-
ically small (on the order of 123 − 163 real cells
for a standard cosmological calculation) and ghost
zones can dominate the memory and computa-
tional requirements of the code.
2.2. Smoothed particle hydrodynamics
code
In this study, we compare Enzo with a new
version of the parallel TreeSPH code GADGET
(Springel 2005, in preparation), which combines
smoothed particle hydrodynamics with a hier-
archical tree algorithm for gravitational forces.
Codes with a similar principal design (e.g. Hern-
quist & Katz 1989; Navarro & White 1993; Katz
et al. 1996; Dave´ et al. 1997) have been employed
in cosmology for a number of years. Compared
with previous SPH implementations, the new ver-
sion GADGET-2 used here differs significantly in
its formulation of SPH (as discussed below), in its
timestepping algorithm, and in its parallelization
strategy. In addition, the new code optionally al-
lows the computation of long-range forces with a
particle-mesh (PM) algorithm, with the tree al-
gorithm supplying short-range gravitational inter-
actions only. This ‘TreePM’ method can substan-
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tially speed up the computation while maintaining
the large dynamic range and flexibility of the tree
algorithm.
2.2.1. Hydrodynamical method
SPH uses a set of discrete tracer particles to
describe the state of a fluid, with continuous fluid
quantities being defined by a kernel interpolation
technique if needed (Lucy 1977; Gingold & Mon-
aghan 1977; Monaghan 1992). The particles with
coordinates ri, velocities vi, and masses mi are
best thought of as fluid elements that sample the
gas in a Lagrangian sense. The thermodynamic
state of each fluid element may either be defined
in terms of its thermal energy per unit mass, ui,
or in terms of the entropy per unit mass, si. We
in general prefer to use the latter as the indepen-
dent thermodynamic variable evolved in SPH, for
reasons discussed in full detail by Springel & Hern-
quist (2002). In essence, use of the entropy allows
SPH to be formulated so that both energy and en-
tropy are manifestly conserved, even when adap-
tive smoothing lengths are used (see also Hern-
quist 1993). In the following we summarize the
“entropy formulation” of SPH, which is imple-
mented in GADGET-2 as suggested by Springel &
Hernquist (2002).
We begin by noting that it is more convenient
to work with an entropic function defined by A ≡
P/ργ , instead of directly using the thermodynamic
entropy s per unit mass. Because A = A(s) is only
a function of s for an ideal gas, we will simply call
A the ‘entropy’ in what follows. Of fundamental
importance for any SPH formulation is the density
estimate, which GADGET calculates in the form
ρi =
N∑
j=1
mjW (|rij |, hi), (6)
where rij ≡ ri − rj , and W (r, h) is the SPH
smoothing kernel. In the entropy formulation of
the code, the adaptive smoothing lengths hi of
each particle are defined such that their kernel vol-
umes contain a constant mass for the estimated
density; i.e. the smoothing lengths and the esti-
mated densities obey the (implicit) equations
4π
3
h3i ρi = Nsphm, (7)
where Nsph is the typical number of smoothing
neighbors, and m is the average particle mass.
Note that in traditional formulations of SPH,
smoothing lengths are typically chosen such that
the number of particles inside the smoothing ra-
dius hi is equal to a constant value Nsph.
Starting from a discretized version of the fluid
Lagrangian, one can show (Springel & Hernquist
2002) that the equations of motion for the SPH
particles are given by
dvi
dt
= −
N∑
j=1
mj
[
fi
Pi
ρ2i
∇iWij(hi) + fj
Pj
ρ2j
∇iWij(hj)
]
,
(8)
where the coefficients fi are defined by
fi =
[
1 +
hi
3ρi
∂ρi
∂hi
]−1
, (9)
and the abbreviationWij(h) =W (|ri− rj |, h) has
been used. The particle pressures are given by
Pi = Aiρ
γ
i . Provided there are no shocks and
no external sources of heat, the equations above
already fully define reversible fluid dynamics in
SPH. The entropy Ai of each particle simply re-
mains constant in such a flow.
However, flows of ideal gases can easily develop
discontinuities where entropy must be generated
by microphysics. Such shocks need to be captured
by an artificial viscosity technique in SPH. To this
end GADGET uses a viscous force
dvi
dt
∣∣∣∣
visc.
= −
N∑
j=1
mjΠij∇iW ij . (10)
For the simulations of this paper, we use a stan-
dard Monaghan-Balsara artificial viscosity Πij
(Monaghan & Gingold 1983; Balsara 1995), pa-
rameterized in the following form:
Πij =
{ [
−αcijµij + 2αµ
2
ij
]
/ρij if vij · rij < 0
0 otherwise,
(11)
with
µij =
hij vij · rij
|rij |
2
. (12)
Here hij and ρij denote arithmetic means of the
corresponding quantities for the two particles i
and j, with cij giving the mean sound speed. The
symbol W ij in the viscous force is the arithmetic
average of the two kernels Wij(hi) and Wij(hj).
The strength of the viscosity is regulated by the
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parameter α, with typical values in the range
0.75 − 1.0. Following Steinmetz (1996), GAD-
GET also uses an additional viscosity-limiter in
Eqn. (11) in the presence of strong shear flows to
alleviate angular momentum transport.
Note that the artificial viscosity is only active
when fluid elements approach one another in phys-
ical space, to prevent particle interpenetration. In
this case, entropy is generated by the viscous force
at a rate
dAi
dt
=
1
2
γ − 1
ργ−1i
N∑
j=1
mjΠijvij · ∇iW ij , (13)
transforming kinetic energy of gas motion irre-
versibly into heat.
We have also run a few simulations with a ‘con-
ventional formulation’ of SPH in order to compare
its results with the ‘entropy formulation’. This
conventional formulation is characterized by the
following differences. Equation (7) is replaced by
a choice of smoothing length that keeps the num-
ber of neighbors constant. In the equation of mo-
tion, the coefficients fi and fj are always equal to
unity, and finally, the entropy is replaced by the
thermal energy per unit mass as an independent
thermodynamic variable. The thermal energy is
then evolved as
dui
dt
=
N∑
j=1
mj
(
Pi
ρ2i
+
1
2
Πij
)
vij · ∇iW ij , (14)
with the particle pressures being defined as Pi =
(γ − 1)ρiui.
2.2.2. Gravitational method
In the GADGET code, both the collisionless
dark matter and the gaseous fluid are represented
by particles, allowing the self-gravity of both com-
ponents to be computed with gravitational N-
body methods. Assuming a periodic box of size L,
the forces can be formally computed as the gradi-
ent of the periodic peculiar potential φ, which is
the solution of
∇2φ(x) = 4πG
∑
i
mi
[
−
1
L3
+
∑
n
δ˜(x− xi − nL)
]
,
(15)
where the sum over n = (n1, n2, n3) extends over
all integer triples. The function δ˜(x) is a normal-
ized softening kernel, which distributes the mass
of a point-mass over a scale corresponding to the
gravitational softening length ǫ. The GADGET
code adopts the spline kernel used in SPH for δ˜(x),
with a scale length chosen such that the force of a
point mass becomes fully Newtonian at a separa-
tion of 2.8 ǫ, with a gravitational potential at zero
lag equal to −Gm/ǫ, allowing the interpretation
of ǫ as a Plummer equivalent softening length.
Evaluating the forces by direct summation over
all particles becomes rapidly prohibitive for large
N owing to the inherent N2 scaling of this ap-
proach. Tree algorithms such as that used in GAD-
GET overcome this problem by using a hierarchi-
cal multipole expansion in which distant particles
are grouped into ever larger cells, allowing their
gravity to be accounted for by means of a single
multipole force. Instead of requiring N − 1 par-
tial forces per particle, the gravitational force on
a single particle can then be computed from just
O(logN) interactions.
It should be noted that the final result of
the tree algorithm will in general only represent
an approximation to the true force described by
Eqn. (15). However, the error can be controlled
conveniently by adjusting the opening criterion for
tree nodes, and, provided sufficient computational
resources are invested, the tree force can be made
arbitrarily close to the well-specified correct force.
The summation over the infinite grid of parti-
cle images required for simulations with periodic
boundary conditions can also be treated in the tree
algorithm. GADGET uses the technique proposed
by Hernquist et al. (1991) for this purpose. Alter-
natively, the new version GADGET-2used in this
study allows the pure tree algorithm to be replaced
by a hybrid method consisting of a synthesis of
the particle-mesh method and the tree algorithm.
GADGET’s mathematical implementation of this
so-called TreePM method (Xu 1995; Bode et al.
2000; Bagla 2002) is similar to that of Bagla &
Ray (2003). The potential of Eqn. (15) is explic-
itly split in Fourier space into a long-range and a
short-range part according to φk = φ
long
k
+ φshort
k
,
where
φlong
k
= φk exp(−k
2r2s), (16)
with rs describing the spatial scale of the force-
split. This long range potential can be computed
very efficiently with mesh-based Fourier methods.
Note that if rs is chosen slightly larger than the
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mesh scale, force anisotropies that exist in plain
PM methods can be suppressed to essentially ar-
bitrarily small levels.
The short range part of the potential can be
solved in real space by noting that for rs ≪ L the
short-range part of the potential is given by
φshort(x) = −G
∑
i
mi
ri
erfc
(
ri
2rs
)
. (17)
Here ri = min(|x − ri − nL|) is defined as the
smallest distance of any of the images of particle i
to the point x. The short-range force can still be
computed by the tree algorithm, except that the
force law is modified according to Eqn. (17). How-
ever, the tree only needs to be walked in a small
spatial region around each target particle (because
the complementary error function rapidly falls for
r > rs), and no corrections for periodic boundary
conditions are required, which together can result
in a very substantial performance gain. One typ-
ically also gains accuracy in the long range force,
which is now basically exact, and not an approx-
imation as in the tree method. In addition, the
TreePM approach maintains all of the most im-
portant advantages of the tree algorithm, namely
its insensitivity to clustering, its essentially unlim-
ited dynamic range, and its precise control about
the softening scale of the gravitational force.
3. The simulation set
In all of our simulations, we adopt the stan-
dard concordance cold dark matter model of a flat
universe with Ωm = 0.3, ΩΛ = 0.7, σ8 = 0.9,
n = 1, and h = 0.7. For simulations including
hydrodynamics, we take the baryon mass density
to be Ωb = 0.04. The simulations are initial-
ized at redshift z = 99 using the Eisenstein &
Hu (1999) transfer function. For the dark matter-
only runs, we chose a periodic box of comoving
size 12 h−1Mpc, while for the adiabatic runs we
preferred 3 h−1Mpc to achieve higher mass reso-
lution, although the exact size of the simulation
box is of little importance for the present compar-
ison. Note however that this is different in sim-
ulations that also include cooling, which imprints
additional physical scales. We place the unper-
turbed dark matter particles at the vertices of a
Cartesian grid, with the gas particles offset by half
the mean interparticle separation in the GADGET
simulations. These particles are then perturbed by
the Zel’dovich approximation for the initial condi-
tions. In Enzo, fluid elements are represented by
the values at the center of the cells and are also
perturbed using the Zel‘dovich approximation.
For both codes, we have run a large number
of simulations, varying the resolution, the physics
(dark matter only, or dark matter with adiabatic
hydrodynamics), and some key numerical parame-
ters. Most of these simulations have been evolved
to redshift z = 3. We give a full list of all simu-
lations we use in this study in Tables 1 and 2 for
GADGET and Enzo, respectively; below we give
some further explanations for this simulation set.
We performed a suite of dark matter-only sim-
ulations in order to compare the gravity solvers in
Enzo and GADGET. For GADGET, the spatial res-
olution is determined by the gravitational soften-
ing length ǫ, while for Enzo the equivalent quantity
is given by the smallest allowed mesh size e (note
that in Enzo the gravitational force resolution is
approximately twice as coarse as this: see Sec-
tion 2.1.3). Together with the boxsize Lbox, we can
then define a dynamic range Lbox/e to character-
ize a simulation (for simplicity we use Lbox/e for
GADGET as well instead of Lbox/ǫ). For our basic
set of runs with 643 dark matter particles we var-
ied Lbox/e from 256 to 512, 1024, 2048 and 4096 in
Enzo. We also computed corresponding GADGET
simulations, except for the Lbox/e = 4096 case,
which presumably would already show sizable two-
body scattering effects. Note that it is common
practice to run collisionless tree N-body simula-
tions with softenings in the range 1/25 − 1/30 of
the mean interparticle separation, translating to
Lbox/e = 1600− 1920 for a 64
3 simulation.
Unlike in GADGET, the force accuracy in Enzo
at early times also depends on the root grid size.
For most of our runs we used a root grid with
643 cells, but we also performed Enzo runs with a
1283 root grid in order to test the effect of the root
grid size on the dark matter halo mass function.
Both 643 and 1283 particles were used, with the
number of particles never exceeding the size of the
root grid.
Our main interest in this study lies, however, in
our second set of runs, where we additionally fol-
low the hydrodynamics of a baryonic component,
modeled here as an ideal, non-radiative gas. As
above, we use 643 DM particles and 643 gas parti-
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cles (for GADGET), or a 643 root grid (for Enzo),
in most of our runs, though as before we also
perform runs with 1283 particles and root grids.
Again, we vary the dynamic range Lbox/e from 256
to 4096 in Enzo, and parallel this with correspond-
ing GADGET runs, except for the Lbox/e = 4096
case.
An important parameter of the AMR method
is the mesh-refinement criterion. Usually, Enzo
runs are configured such that grid refinement oc-
curs when the dark matter mass in a cell reaches
a factor of 4.0 times the mean dark matter mass
expected in a cell at root grid level, or if it has
a factor of 8.0 times the mean baryonic mass of
a root level cell, but several runs were performed
with a threshold density set to 0.5 of the standard
values for both dark matter and baryon density.
All that the “refinement overdensity” criteria does
is set the maximum gas or dark matter mass which
may exist in a given cell before that cell must be
refined based on a multiple of the mean cell mass
on the root grid. For example, a baryon overden-
sity threshold of 4.0 means that a cell is forced
to refine once a cell has accumulated more than 4
times the mean cell mass on the root grid.
When the refinement overdensity is set to the
higher value discussed here, the simulation may
fail to properly identify small density peaks at
early times, so that they are not well resolved by
placing refinements on them. As a result, the for-
mation of low-mass DM halos or substructure in
larger halos may be suppressed. Note that lower-
ing the refinement threshold results in a significant
increase in the number of refined grids, and hence
a significant increase in the computational cost of
a simulation; i.e., one must tune the refinement
criteria to compromise between performance and
accuracy.
We also performed simulations with higher
mass and spatial resolution, ranging up to 2×2563
particles with GADGET, and 1283 dark matter
particles and a 1283 root grid with Enzo. For
DM-only runs, the gravitational softening lengths
in these higher resolution GADGET runs were
taken to be 1/30 of the mean dark matter in-
terparticle separation, giving a dynamic range of
Lbox/e = 3840 and 7680 for 128
3 and 2563 parti-
cle runs, respectively. For the adiabatic GADGET
runs, they were taken to be 1/25 of the mean in-
terparticle separation, giving Lbox/e = 3200 and
6400 for the 1283 and 2563 particle runs, respec-
tively. All Enzo runs used a maximum refinement
ratio of Lbox/e = 4096.
As an example, we show the spatial distribu-
tion of the projected dark matter and gas mass
in Figure 1 from one of the representative adia-
batic gas runs of GADGET and Enzo. The mass
distribution in the two simulations are remarkably
similar for both dark matter and gas, except that
one can see slightly finer structures in GADGET
gas mass distribution compared to that of Enzo.
The good visual agreement in the two runs is very
encouraging, and we will analyze the two simula-
tions quantitatively in the following sections.
4. Simulations with dark matter only
According to the currently favored theoretical
model of the CDM theory, the material content of
the universe is dominated by as of yet unidentified
elementary particles which interact so weakly that
they can be viewed as a fully collisionless com-
ponent at spatial scales of interest for large-scale
structure formation. The mean mass density in
this cold dark matter far exceeds that of ordinary
baryons, by a factor of ∼ 5 − 7 in the currently
favored ΛCDM cosmology. Since structure forma-
tion in the Universe is primarily driven by gravity
it is of fundamental importance that the dynamics
of the dark matter and the self-gravity of the hy-
drodynamic component are simulated accurately
by any cosmological code. In this section we dis-
cuss simulations that only follow dark matter in
order to compare Enzo and GADGET in this re-
spect.
4.1. Dark matter power spectrum
One of the most fundamental quantities to char-
acterize the clustering of matter is the power spec-
trum of dark matter density fluctuations. In Fig-
ure 2 we compare the power spectra of DM-only
runs at redshifts z = 10 and 3. The short-dashed
curve is the linearly evolved power spectrum based
on the transfer function of Eisenstein & Hu (1999),
while the solid curve gives the expected nonlin-
ear power spectrum calculated with the Peacock
& Dodds (1996) scheme. We calculate the dark
matter power spectrum in each simulation by cre-
ating a uniform grid of dark matter densities. The
grid resolution is twice as fine as the mean inter-
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particle spacing of the simulation (i.e. a simulation
with 1283 particles will use a 2563 grid to calculate
the power spectrum) and densities are generated
with the triangular-shaped cloud (TSC) method.
A fast fourier transform is then performed on the
grid of density values and the power spectrum is
calculated by averaging the power in logarithmic
bins of wavenumber. We do not attempt to cor-
rect for shot-noise or the smoothing effects of the
TSC kernel.
The results of all GADGET and Enzo runs with
1283 root grid agree well with each other at both
epochs up to the Nyquist wavenumber. However,
the Enzo simulations with a 643 root grid deviate
on small scales from the other results significantly,
particularly at z = 10. This can be understood to
be a consequence of the particle-mesh technique
adopted as the gravity solver in the AMR code,
which induces a softening of the gravitational force
on the scale of one mesh cell (this is a property
of all PM codes, not just Enzo). To obtain rea-
sonably accurate forces down to the scale of the
interparticle spacing, at least two cells per parti-
cle spacing are therefore required at the outset of
the calculation. In particular, the force accuracy
of Enzo is much less accurate at small scales at
early times when compared to GADGET because
before significant overdensities develop the code
does not adaptively refine any regions of space
(and therefore increased force resolution to include
small-scale force corrections). GADGET is a tree-
PM code – at short range, forces on particles are
calculated using the tree method, which offers a
force accuracy that is essentially independent of
the clustering state of the matter down to the
adopted gravitational softening length (see Sec-
tion 2.2.2 for details).
However, as the simulation progresses in time
and dark matter begins to cluster into halos, the
force calculation by Enzo becomes more accurate
as additional levels of grids are adaptively added
to the high density regions, reducing the discrep-
ancy seen between Enzo and GADGET at redshift
z = 10 to something much smaller at z = 3.
4.2. Halo dark matter mass function and
halo positions
We have identified dark matter halos in the sim-
ulations using a standard friends-of-friends algo-
rithm with a linking length of 0.2 in units of the
mean interparticle separation. In this section, we
consider only halos with more than 32 particles.
We obtained nearly identical results to those de-
scribed in this section using the HOP halo finder
(Eisenstein & Hut 1998).
In Figure 3, we compare the cumulative DM
halo mass function for several simulations with
643, 1283 and 2563 dark matter particles as a
function of Lbox/e and particle mass. In the
bottom panel, we show the residual in logarith-
mic space with respect to the Sheth-Tormen mass
function, i.e., log(N>M)− log(S&T). The agree-
ment between Enzo and GADGET simulations at
the high-mass end of the mass function is reason-
able, but at lower masses there is a systematic
difference between the two codes. The Enzo run
with 643 root grid contains significantly fewer low
mass halos compared to the GADGET simulations.
Increasing the root grid size to 1283 brings the
low-mass end of the Enzo result closer to that of
GADGET.
This highlights the importance of the size of the
root grid in the adaptive particle-mesh method
based AMR simulations. Eulerian simulations
using the particle-mesh technique require a root
grid twice as fine as the mean interparticle separa-
tion in order to achieve a force resolution at early
times comparable to tree methods or so-called
P3M methods (Efstathiou et al. 1985), which
supplement the softened PM force with a direct
particle-particle (PP) summation on the scale of
the mesh. Having a conservative refinement crite-
rion together with a coarse root grid in AMR is
not sufficient to improve the low mass end of the
halo mass function because the lack of force reso-
lution at early times effectively results in a loss of
small-scale power, which then prevents many low
mass halos from forming.
We have also directly compared the positions of
individual dark matter halos identified in a simu-
lation with the same initial conditions, run both
with GADGET and Enzo. This run had 643 dark
matter particles and a Lbox = 12h
−1Mpc box size.
For GADGET, we used a gravitational softening
equivalent to Lbox/e = 2048. For Enzo, we used a
1283 root grid, a low overdensity threshold for the
refinement criteria, and we limited refinements to
a dynamic range of Lbox/e = 4096 (5 total levels
of refinement).
In order to match up halos, we apply the fol-
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lowing method to identify “pairs” of halos with
approximately the same mass and center-of-mass
position. First, we sort the halos in order of de-
creasing mass, and then select a halo from the
massive end of one of the two simulations (i.e. the
beginning of the list). Starting again from the
massive end, we then search the other list of halos
for a halo within a distance of rmax = fR∆, where
∆ is the mean interparticle separation (1/64 of
the boxsize in this case) and fR is a dimensionless
number (chosen here to be either 0.5 or 1.0). If
the halo masses are also within a fraction fM of
one another, then the two halos in question are
counted as a ‘matched pair’ and removed from the
lists to avoid double-counting. This procedure is
continued until there are no more halos left that
satisfy these criteria.
In the left column of Figure 4, we show the
distribution of pair separations obtained in this
way. The arrow indicates the median value of the
distribution, and the quartile on each side of the
median value is indicated by the shaded region.
The values of rmax and fM are also shown in each
panel. A conservative matching-criterion that al-
lows only a 10% deviation in halo mass and half a
cell of variation in the position (i.e. rmax = 0.5∆,
fM = 1.1) finds only 117 halo pairs (out of ∼ 292
halos in each simulation) with a median separation
of 0.096∆ between the center-of-mass positions of
halos. Increasing rmax to 1.0 ∆ does very little
to increase the number of matched halos. Keep-
ing rmax = 0.5∆ and increasing fM to 2.0 gives us
252 halo pairs with a median separation of 0.128∆.
Increasing fM any further does little to increase
the number of matched pairs, and looking further
away than rmax = 1.0∆ produces spurious results
in some cases, particularly for low halo masses.
This result therefore suggests that the halos are
typically in almost the same places in both sim-
ulations, but that their individual masses show
somewhat larger fluctuations. Note however that
a large fraction of this scatter simply stems from
noise inherent in the group sizes obtained with
the halo finding algorithms used. The friends-of-
friends algorithm often links (or not yet links) in-
falling satellites across feeble particle bridges with
the halo, so that the numbers of particles linked to
a halo can show large variations between simula-
tions even though the halo’s virial mass is nearly
identical in the runs. We also tested the group
finder HOP (Eisenstein & Hut 1998), but found
that it also shows significant noise in the estima-
tion of halo masses. It may be possible to reduce
the latter by experimenting with the adjustable
parameters of this group finder (one of which con-
trols the “bridging problem” that the friends-of-
friends method is susceptible to), but we have not
tried this.
In the right panels of Figure 4, we plot the sep-
aration of halo pairs against the average mass of
the two halos in question. Clearly, pairs of mas-
sive halos tend to have smaller separations than
low mass halos. Note that some of the low mass
halos with large separation (L/∆ > 0.4) could be
false identifications. It is very encouraging, how-
ever, that the massive halos in the two simulations
generally lie within 1/10 of the initial mean inter-
particle separation. The slight differences in halo
positions may be caused by timing differences be-
tween the two simulation codes.
4.3. Halo dark matter substructure
Another way to compare the solution accu-
racy of the N-body problem in the two codes is
to examine the substructure of dark matter ha-
los. The most massive halos in the 1283 parti-
cle dark matter-only simulations discussed in this
paper have approximately 11,000 particles, which
is enough to marginally resolve substructure. We
look for gravitationally-bound substructure using
the SUBFIND method described in Springel et al.
(2001), which we briefly summarize here for clar-
ity. The process is as follows: a Friends-of-Friends
group finder is used (with the standard linking
length of 0.2 times the mean interparticle spac-
ing) to find all of the dark matter halos in the
simulations. We then select the two most mas-
sive halos in the calculation (each of which has
at least 11,000 particles in both simulations) and
analyze them with the subhalo finding algorithm.
This algorithm first computes a local estimate of
the density at the positions of all particles in the
input group, and then finds locally overdense re-
gions using a topological method. Each of the sub-
structure candidates identified in this way is then
subjected to a gravitational unbinding procedure
where only particles bound to the substructure are
kept. If the remaining self-bound particle group
has more than some minimum number of particles
it is considered to be a subhalo. We use identical
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parameters for the Friends-of-Friends and subhalo
detection calculations for both the Enzo and GAD-
GET dark matter-only calculations.
Figure 5 shows the projected dark matter den-
sity distribution and substructure mass function
for the two most massive halos in the 1283 parti-
cle DM-only calculations for both Enzo and GAD-
GET, which have dark matter masses close to
Mhalo ∼ 10
12M⊙. Bound subhalos are indicated
by different colors, with identical colors being used
in both simulations to denote the most massive
subhalo, second most massive, etc. Qualitatively,
the halos have similar overall morphologies in both
calculations, though there are some differences in
the substructures. The masses of these two parent
halos in the Enzo calculation are 8.19 × 1011 M⊙
and 7.14× 1011 M⊙, and we identify total 20 and
18 subhalos, respectively. The corresponding ha-
los in the GADGET calculation have masses of
8.27 × 1011 M⊙ and 7.29 × 10
11 M⊙, and they
have 7 and 10 subhalos. Despite the difficulty of
Enzo in fully resolving the low-mass end of the halo
mass function, the code apparently has no prob-
lem in following dark matter substructure within
large halos, and hosts larger number of small sub-
halos than the GADGET calculation. Some corre-
sponding subhalos in the two calculations appear
to be slightly off-set. Overall, the agreement of
the substructure mass functions for the intermedi-
ate mass regime of subhalos is relatively good and
within the expected noise.
It is not fully clear what causes the observed
differences in halo substructure between the two
codes. It may be due to lack of spatial and/or dark
matter particle mass resolution in the calculations
– typically simulations used for substructure stud-
ies have at least an order of magnitude more dark
matter particles per halo than we have here. It is
also possible that systematics in the grouping al-
gorithm are responsible for some of the differences.
5. Adiabatic simulations
In this section, we start our comparison of
the fundamentally different hydrodynamical algo-
rithms of Enzo and GADGET. It is important to
keep in mind that a direct comparison between the
AMR and SPH methods when applied to cosmic
structure formation will always be convolved with
a comparison of the gravity solvers of the codes.
This is because the process of structure formation
is primarily driven by gravity, to the extent that
hydrodynamical forces are subdominant in most of
the volume of the universe. Differences that origi-
nate in the gravitational dynamics will in general
induce differences in the hydrodynamical sector as
well, and it may not always be straightforward
to cleanly separate those from genuine differences
between the AMR and SPH methods themselves.
Given that the dark matter comparisons indicate
that one must be careful to appropriately resolve
dark matter forces at early times unless relatively
fine root grids are used for Enzo calculations, it is
clear that any difference found between the codes
needs to be regarded with caution until confirmed
with AMR simulations of high gravitational force
resolution.
Having made these cautionary remarks, we will
begin our comparison with a seemingly trivial test
of a freely expanding universe without perturba-
tions, which is useful to check conservation of en-
tropy (for example). After that, we will compare
the gas properties found in cosmological simula-
tions of the ΛCDM model in more detail.
5.1. Unperturbed adiabatic expansion test
Unperturbed ideal gas in an expanding universe
should follow Poisson’s law of adiabatic expansion:
T ∝ V γ−1 ∝ ρ1−γ . Therefore, if we define entropy
as S ≡ T/ργ−1, it should be constant for an adia-
batically expanding gas.
This simple relation suggests a straightforward
test of how well the hydrodynamic codes described
in Section 2 conserve entropy (Hernquist 1993).
To this end, we set up unperturbed simulations
for both Enzo and GADGET with 163 grid cells
or particles, respectively. The runs are initialized
at z = 99 with uniform density and temperature
T = 104K. This initial temperature was deliber-
ately set to a higher value than expected for the
real universe in order to avoid hitting the tem-
perature floor set in the codes while following the
adiabatic cooling of gas due to the expansion of
the universe. The box was then allowed to ex-
pand until z = 3. Enzo runs were performed using
both the PPM and ZEUS algorithms and GAD-
GET runs were done with both ‘conventional’ and
the ‘entropy conserving’ formulation of SPH.
In Figure 6 we show the fractional deviation
13
from the expected adiabatic relation for density,
temperature, and entropy. The GADGET results
(left column) show that the ‘entropy conserving’
formulation of SPH preserves the entropy very
well, as expected. There is a small net decrease
in temperature and density of only ∼ 0.1%, re-
flecting the error of SPH in estimating the mean
density. In contrast, in the ‘conventional’ SPH
formulation the temperature and entropy deviate
from the adiabatic relation by 15%, while the co-
moving density of each gas particle remains con-
stant. This systematic drift is here caused by a
small error in estimating the local velocity disper-
sion owing to the expansion of the universe. In
physical coordinates, one expects ∇ · v = 3H(a),
but in conventional SPH, the velocity divergence
needs to be estimated with a small number of dis-
crete particles, which in general will give a result
that slightly deviates from the continuum expecta-
tion of 3H(a). In our test, this error is the same for
all particles, without having a chance to average
out for particles with different neighbor configu-
rations, hence resulting in a substantial system-
atic drift. In the entropy formulation of SPH, this
problem is absent by construction.
In the Enzo/PPM run (top right panel), there
is a net decrease of only ∼ 0.1% in temperature
and entropy, whereas in Enzo/ZEUS (bottom right
panel), the temperature and entropy drop by 12%
between z = 99 and z = 3. The comoving gas den-
sity remains constant in all Enzo runs. In the bot-
tom right panel, the short-long-dashed line shows
an Enzo/ZEUS run where we lowered the maxi-
mum expansion of the simulation volume during
a single timestep (i.e. ∆a/a, where a is the scale
factor) by a factor of 10. This results in a fac-
tor of ∼ 10 reduction of the error, such that the
fractional deviation from the adiabatic relation is
only about 1%. This behavior is to be expected
since the ZEUS hydrodynamic algorithm is for-
mally first-order-accurate in time in an expanding
universe.
In summary, these results show that both the
Enzo/ZEUS hydrodynamic algorithm and the con-
ventional SPH formulation in GADGET have prob-
lems in reliably conserving entropy. However,
these problems are essentially absent in Enzo/PPM
and the new SPH formulation of GADGET.
5.2. Differential distribution functions of
gas properties
We now begin our analysis of gas properties
found in full cosmological simulations of structure
formation. In Figures 7 and 8 we show mass-
weighted one-dimensional differential probability
distribution functions of gas density, temperature
and entropy, for redshifts z = 10 (Figure 7) and
z = 3 (Figure 8). We compare results for GAD-
GET and Enzo simulations at different numerical
resolution, and run with both the ZEUS and PPM
formulations of Enzo.
At z = 10, effects owing to an increase of res-
olution are clearly seen in the distribution of gas
overdensity (left column), with runs of higher res-
olution reaching higher densities earlier than those
of lower resolution. However, this discrepancy be-
comes smaller at z = 3 because lower resolution
runs tend to ‘catch up’ at late times, indicating
that then more massive structures, which are also
resolved in the lower resolution simulations, be-
come ever more important. One can also see that
the density distribution becomes wider at z = 3
compared to those at z = 10, reaching to higher
gas densities at lower redshift.
At z = 3, both Enzo and GADGET simulations
agree very well at logT > 3.5 and logS > 21.5,
with a characteristic shoulder in the temperature
(middle column) and a peak in the entropy (right
column) distributions at these values. This can
be understood with a simple analytic estimate of
gas properties in dark matter halos. We estimate
the virial temperature of a dark matter halo with
mass 108M⊙ (10
11M⊙) at z = 3 to be logT = 3.7
(5.7). Assuming a gas overdensity of 200, the cor-
responding entropy is logS = 21.9 (23.9). The
good agreement in the distribution functions at
logT > 3.5 and logS > 21.5 therefore suggests
that the properties of gas inside the dark matter
halos agree reasonably well in both simulations.
The gas in the upper end of the distribution is
in the most massive halos in the simulation, with
masses of ∼ 1011M⊙ at z = 3. Enzo has a built-in
temperature floor of 1K, resulting in an artificial
feature in the temperature and entropy profiles at
z = 3. GADGET also has a temperature floor,
but it is set to 0.1K and is much less noticeable
since that temperature is not attained in this sim-
ulation. Note that the entropy floor stays at the
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constant value of logSinit = 18.44 for all simula-
tions at both redshifts.
However, there are also some interesting differ-
ences in the distribution of temperature and en-
tropy between Enzo/PPM and the other methods
for gas of low overdensity. Enzo/PPM exhibits a
‘dip’ at intermediate temperature (logT ∼ 2.0)
and entropy (log S ∼ 20), whereas Enzo/ZEUS
and GADGET do not show the resulting bimodal
character of the distribution. We will revisit this
feature when we examine two dimensional phase-
space distributions of the gas in Section 5.4, and
again in Section 6 when we examine numerical ef-
fects due to artificial viscosity. In general, the
GADGET results appear to lie in between those
obtained with Enzo/ZEUS and Enzo/PPM, and are
qualitatively more similar to the Enzo/ZEUS re-
sults.
5.3. Cumulative distribution functions of
gas properties
In this section we study cumulative distribu-
tion functions of the quantities considered above,
highlighting the quantitative differences in the dis-
tributions in a more easily accessible way. In Fig-
ures 9 and 10 we show the mass-weighted cumula-
tive distribution functions of gas overdensity, tem-
perature and entropy at z = 10 (Figure 9) and
z = 3 (Figure 10). The measurements parallel
those described in Section 5.2, and were done for
the same simulations.
We observe similar trends as before. At z =
10 in the GADGET simulations, 70% of the total
gas mass is in regions above the mean density of
baryons, but in Enzo, only 50% is in such regions.
This mass fraction increases to 80% in GADGET
runs, and to 70% in Enzo runs at z = 3, as more
gas falls into the potential wells of dark matter
halos.
More distinct differences can be observed in the
distribution of temperature and entropy. At z =
10, only 10− 20% of the total gas mass is heated
to temperatures above logT = 0.5 in Enzo/PPM,
whereas this fraction is 70 − 75% in Enzo/ZEUS,
and 35−55% in GADGET. At z = 3, the mass frac-
tion that has temperature logT > 0.5 is 40− 60%
for Enzo/PPM, and ∼ 80% for both Enzo/ZEUS
and GADGET. Similar mass fractions can be ob-
served for gas with entropy logS > 18.5− 19.0.
In summary, these results show that both GAD-
GET and particularly Enzo/ZEUS tend to heat
up a significant amount of gas at earlier times
than Enzo/PPM. This may be related to differ-
ences in the parameterization of numerical viscos-
ity, a topic that we will discuss in more detail in
Section 6.
5.4. Phase diagrams
In Figure 11 we show the redshift evolution
of the mass-weighted two-dimensional distribu-
tion of entropy vs. gas overdensity for redshifts
z = 30, 10 and 3 (top to bottom rows). Two
representative GADGET simulations with 2 × 643
and 2 × 2563 particles are shown in the left two
columns. The Enzo simulations shown in the right
two columns both have a maximum dynamic range
of Lbox/e = 4096 and use 128
3 dark matter par-
ticles with a 1283 root grid. They differ in that
the simulation in the rightmost column uses the
PPM hydrodynamic method, while the other col-
umn uses the ZEUS method.
The gas is initialized at z = 99 at a tempera-
ture of 140K and cools as it adiabatically expands.
The gas should follow the adiabatic relation un-
til it undergoes shock heating, so one expects
that there should be very little entropy produc-
tion until z ∼ 30, because the first gravitationally-
bound structures are just beginning to form at this
epoch. Gas that reaches densities of a few times
the cosmic mean is not expected to be significantly
shocked; instead, it should increase its tempera-
ture only by adiabatic compression. This is true
for GADGET and Enzo/PPM, where almost all of
the gas maintains its initial entropy, or equiva-
lently, it stays on its initial adiabat. At z = 30,
only a very small amount of high-density gas de-
parts from its initial entropy, indicating that it
has undergone some shock heating. However, in
the Enzo/ZEUS simulation, a much larger fraction
of gas has been heated to higher temperatures. In
fact, it looks as if essentially all overdense gas has
increased its entropy by a non-negligible amount.
We believe this is most likely caused by the artifi-
cial viscosity implemented in the ZEUS method, a
point we will discuss further in Section 6.
As time progresses, virialized halos and dark
matter filaments form, which are surrounded by
strong accretion shocks in the gas and are filled
with weaker flow shocks (Ryu et al. 2003). The
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distribution of gas then extends towards much
higher entropies and densities. However, there is
still a population of unshocked gas, which can be
nicely seen as a flat constant entropy floor in all
the runs until z = 10. However, the Enzo/ZEUS
simulation largely loses this feature by z = 3, re-
flecting its poor ability to conserve entropy in un-
shocked regions. On the other hand, the GADGET
‘entropy conserving’ SPH-formulation preserves a
very well defined entropy floor down to z = 3. The
result of Enzo/PPM lies between that of GADGET
and Enzo/ZEUS in this respect. The 1K temper-
ature floor in the Enzo code results in an artificial
increase in the entropy “floor” in significantly un-
derdense gas at z = 3.
Perhaps the most significant difference between
the simulations lies however in the ‘bimodality’
that Enzo/PPM develops in the density-entropy
phase space. This is already seen at redshift
z = 10, but becomes clearer at z = 3. While
Enzo/ZEUS and GADGET show a reservoir of
gas around the initial entropy with an extended
distribution towards higher density and entropy,
Enzo/PPM develops a second peak at higher en-
tropy, i.e. intermediate density and entropy val-
ues are comparatively rare. The resulting bimodal
character of the distribution is also reflected in a
‘dip’ at logT ∼ 2.0 seen in the 1-D differential
distribution function in Figures 7 and 8.
We note that the high-resolution GADGET run
with 2563 particles exhibits a broader distribu-
tion than the 643 run because of its much larger
dynamic range and better sampling, but it does
not show the bimodality seen in the Enzo/PPM
run. We also find that increasing the dynamic
range Lbox/e with a fixed particle number does
not change the overall shape of the distributions
in a qualitative way, except that the gas extends
to a slightly higher overdensity when Lbox/e is in-
creased.
5.5. Mean gas temperature and entropy
In Figure 12 we show the mass-weighted mean
gas temperature and entropy of the entire simula-
tion box as a function of redshift. We compare re-
sults for GADGET simulations with particle num-
bers of 643, 1283 and 2563, and Enzo runs with 643
or 1283 particles for different choices of root grid
size and hydrodynamic algorithm.
In the temperature evolution shown in the left
panel of Figure 12, we see that the temperature
drops until z ∼ 20 owing to adiabatic expan-
sion. This decline in the temperature is noticeably
slower in the Enzo/ZEUS runs compared with the
other simulations, reflecting the artificial heating
seen in Enzo/ZEUS at early times. After z = 20
structure formation and its associated shock heat-
ing overcomes the adiabatic cooling and the mean
temperature of the gas begins to rise quickly.
While at intermediate redshifts (z ∼ 40− 8) some
noticeable differences among the simulations ex-
ist, they tend to converge very well to a common
mean temperature at late times when structure is
well developed. In general, Enzo/PPM tends to
have the lowest temperatures, with the GADGET
SPH-results lying between those of Enzo/ZEUS
and Enzo/PPM.
In the right panel of Figure 12, we show the evo-
lution of the mean mass-weighted entropy, where
similar trends as in the mean temperature can be
observed. We see that a constant initial entropy
(logSinit = 18.44) is preserved until z ∼ 20 in
Enzo/PPM and GADGET. However, an unphysi-
cal early increase in mean entropy is observed in
Enzo/ZEUS. The mean entropy quickly rises after
z = 20 owing to entropy generation as a results of
shocks occurring during structure formation.
Despite differences in the early evolution of the
mean quantities calculated we find it encouraging
that the global mean quantities of the simulations
agree very well at low redshift, where tempera-
ture and entropy converge within a very narrow
range. At high redshifts the majority of gas (in
terms of total mass) is in regions which are col-
lapsing but still have not been virialized, and are
hence unshocked. As we show in Section 6, the for-
mulations of artificial viscosity used in the GAD-
GET code and in the Enzo implementation of the
ZEUS hydro algorithm play a significant role in
increasing the entropy of unshocked gas which is
undergoing compression (though the magnitude of
the effect is significantly less in GADGET), which
explains why the simulations using these tech-
niques have systematically higher mean tempera-
tures/entropies at early times than those using the
PPM technique. At late times these mean values
are dominated by gas which has already been viri-
alized in large halos, and the increase in tempera-
ture and entropy due to virialization overwhelms
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heating due to numerical effects. This suggests
that most results at low redshift are probably in-
sensitive to the differences seen here during the
onset of structure formation at high redshift.
5.6. Evolution of Kinetic Energy
Different numerical codes may have different
numerical errors per timestep, which can accumu-
late over time and results in differences in halo po-
sitions and other quantities of interest. It was seen
in the Santa Barbara cluster comparison project
that each code calculated the time versus red-
shift evolution in a slightly different way, and over-
all that resulted in substructures being in differ-
ent positions because the codes were at different
“times”. In our comparison of the halo positions
in Section 4.2 we saw something similar – the ac-
cumulated error in the simulations results in our
halos being in slightly different locations. Since
we do not measure the overall integration error in
our codes (which is actually quite hard to quantify
in an accurate way, considering the complexity of
both codes) we argue that the kinetic energy is
a reasonable proxy because the kinetic energy is
essentially a measure of the growth of structure -
as the halos grow and the potential wells deepen
the overall kinetic energy increases. If one code
has errors that contribute to the timesteps being
faster/slower than the other code this shows up as
slight differences in the total kinetic energy.
In Figure 13 we show the kinetic energy (here-
after KE) of dark matter and gas in GADGET
and Enzo runs as a function of redshift. As ex-
pected, KE increases with decreasing redshift. In
the bottom panels, the residuals with respect to
the GADGET 2563 particle run is shown in log-
arithmic units (i.e., log(KEothers) - log(KE256) ).
Initially at z = 99, GADGET and Enzo runs agree
to within a fraction of a percent within their own
runs with different particle numbers. The corre-
sponding GADGET and Enzo runs with the same
particle/mesh number agree within a few percent.
These differences may have been caused by the nu-
merical errors during the conversion of the initial
conditions and the calculation of the KE itself. It
is reasonable that the runs with a larger particle
number result in a larger KE at both early and late
times, because the larger particle number run can
sample the power spectrum to a higher wavenum-
ber, therefore having more small-scale power at
early times and more small-scale structures at late
times. The 643 runs both agree with each other
at z = 99, and overall have about 1% less kinetic
energy than the 2563 run. At the same resolution,
Enzo runs show up to a few percent less energy at
late times than GADGET runs, but their temporal
evolutions track each other closely.
5.7. The gas fraction in halos
The content of gas inside the virial radius of
dark matter halos is of fundamental interest for
galaxy formation. Given that the Santa Bar-
bara cluster comparison project hinted that there
may be a systematic difference between Eulerian
codes (including AMR) and SPH codes (Enzo gave
slightly higher gas mass fraction compared to SPH
runs at the virial radius), we study this property
in our set of simulations.
In order to define the gas content of halos in
our simulations we first identify dark matter halos
using a standard friends-of-friends algorithm. We
then determine the halo center to be the center
of mass of the dark matter halo and compute the
“virial radius” for each halo using Equation (24) of
Barkana & Loeb (2000) with the halo mass given
by the friends-of-friends algorithm. This defini-
tion is independent of the gas distribution, thereby
freeing us from ambiguities that are otherwise in-
troduced owing to the different representations of
the gas in the different codes on a mesh or with
particles. Next, we measure the gas mass within
the virial radius of each halo. For GADGET, we
can simply count the SPH particles within the ra-
dius. In Enzo, we include all cells whose centers
are within the virial radius of each halo. Note
that small inaccuracies can arise because some
cells may only partially overlap with the virial ra-
dius. However, in significantly overdense regions
the cell sizes are typically much smaller than the
virial radius, so this effect should not be significant
for large halos.
In Figure 14 we show the gas mass frac-
tions obtained in this manner as a function of
total mass of the halos, with the values nor-
malized by the universal mass fraction fgas ≡
(Mgas/Mtot)/(Ωb/Ωm). The top three panels
show results obtained with GADGET for 2 × 644,
2× 1283, and 2× 2563 particles, respectively. The
bottom 9 panels show Enzo results with 643 and
1283 root grids. Simulations shown in the right
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column use the ZEUS hydro algorithm and the
others use the PPM algorithm. All Enzo runs
shown have 643 dark matter particles, except for
the bottom row which uses 1283 particles. The
Enzo simulations in the top row use a 643 root
grid and all others use a 1283 root grid. Grid and
particle sizes, overdensity threshold for refinement
and hydro method are noted in each panel.
For well-resolved massive halos, the gas mass
fraction reaches ∼ 90% of the universal baryon
fraction in the GADGET runs, and ∼ 100% in all
of the Enzo runs. There is a hint that the Enzo
runs seem to give values a bit higher than the
universal fraction, particularly for runs using the
ZEUS hydro algorithm. This behavior is consistent
with the findings of the Santa Barbara comparison
project. Given the small size of our sample, it is
unclear whether this difference is really significant.
However, there is a clear systematic difference in
baryon mass fraction between Enzo and GADGET
simulations. Examining the mass fraction of sim-
ulations to successively larger radii show that the
Enzo simulations are consistently close to a baryon
mass fraction of unity out to several virial radii,
and the gas mass fractions for GADGET runs ap-
proaches unity at radii larger than twice the virial
radius of a given halo.
The systematic difference between Enzo and
GADGET calculations, even for large masses, is
also somewhat reflected in the results of Kravtsov
et al. (2005). They perform simulations of galaxy
clusters done using adiabatic gas and dark matter
dynamics with their adaptive mesh code and GAD-
GET. At z = 0 their results for the baryon fraction
of gas within the virial radius converge to within a
few percent between the two codes, with the over-
all gas fraction being slightly less than unity. It
is interesting to note that they also observe that
the AMR code has a higher overall baryon mass
fraction than GADGET, though still slightly less
than what we observe with our Enzoresults.
Note that the scatter of the baryon fraction seen
for halos at the low mass end is a resolution effect.
This can be seen when comparing the three pan-
els with the GADGET results. As the mass reso-
lution is improved, the down-turn in the baryon
fraction shifts towards lower mass halos, and the
range of halo masses where values near the univer-
sal baryon fraction are reached becomes broader.
The sharp cutoff in the distribution of the points
corresponds to the mass of a halo with 32 DM
particles.
It is also interesting to compare the cumula-
tive mass function of gas mass in halos, which we
show in Figure 15 for adiabatic runs. This can
be viewed as a combination of a measurement of
the DM halo mass function and the baryon mass
fractions. In the lower panel, the residuals in log-
arithmic scale are shown for each run with respect
to the Sheth & Tormen (1999) mass function (i.e.,
log(N[>M])− log(S&T)).
As with the dark matter halo mass function, the
gas mass functions agree well at the high-mass end
over more than a decade of mass, but there is a sys-
tematic discrepancy between AMR and SPH runs
at the low-mass end of the distribution. While the
three SPH runs with different gravitational soften-
ing agree well with the expectation based on the
Sheth & Tormen mass function and an assumed
universal baryon fraction at Mgas < 10
8 h−1M⊙,
the Enzo run with 643 root grid and 643 DM parti-
cles has fewer halos. Similarly, the Enzo run with
1283 grid and 1283 DM particles has fewer low
mass halos at Mgas < 10
7 h−1M⊙ compared to
the GADGET 1283 DM particle run. Convergence
with the SPH results for Enzo requires the use of
a root grid with spatial resolution twice that of
the initial mean interparticle separation, as well
as a low-overdensity refinement criterion. We also
see that the PPM method results in a better gas
mass function than the ZEUS hydro method at
the low-mass end for the same number of particles
and root grid size.
6. The role of artificial viscosity
In Section 5.4 we found that slightly overdense
gas in Enzo/ZEUS simulations shows an early de-
parture from the adiabatic relation towards higher
temperature, suggesting an unphysical entropy in-
jection. In this section we investigate to what ex-
tent this effect can be understood as a result of
the numerical viscosity built into the ZEUS hydro-
dynamic algorithm. As the gas in the pre-shocked
universe begins to fall into potential wells, this ar-
tificial viscosity causes the gas to be heated up
in proportion to its compression, potentially caus-
ing a significant departure from the adiabat even
when the shock has not occurred yet; i.e. when the
compression is only adiabatic.
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This effect is demonstrated in Figure 16, where
we compare two-dimensional entropy–overdensity
phase space diagrams for two Enzo/ZEUS where
the strength of the artificial viscosity was reduced
from its “standard” value of QAV = 2.0 to QAV =
0.5. These runs used 643 dark matter particles
and 643 root grid, and the QAV = 2.0 corresponds
to the case shown earlier in Figure 11.
Comparison of the Enzo/ZEUS runs withQAV =
0.5 and 2.0 shows that decreasing QAV results in a
systematic decrease of the unphysical gas heating
at high redshifts. Also, at z = 4 the QAV = 0.5
result shows a secondary peak at higher density,
so that the distribution becomes somewhat more
similar to the PPM result. Unfortunately, a strong
reduction of the artificial viscosity in the ZEUS al-
gorithm is numerically dangerous because the dis-
continuities that can appear owing to the finite-
difference method are then no longer smoothed
sufficiently by the artificial viscosity algorithm,
which can produce unstable or incorrect results.
An artificial viscosity is needed to capture
shocks when they occur in both the Enzo/ZEUS
and GADGET SPH scheme. This in itself is not
really problematic, provided the artificial viscosity
is very small or equal to zero in regions without
shocks. In this respect, GADGET’s artificial vis-
cosity behaves differently from that of Enzo/ZEUS.
It takes the form of a pairwise repulsive force that
is non-zero only when Lagrangian fluid elements
approach each other in physical space. In addi-
tion, the strength of the force depends in a non-
linear fashion on the rate of compression of the
fluid. While even an adiabatic compression pro-
duces some small amount of (artificial) entropy,
only a compression that proceeds rapidly with re-
spect to the sound-speed, as in a shock, produces
entropy in large amounts. This can be seen explic-
itly when we analyze equations (11) and (13) for
the case of a homogeneous gas which is uniformly
compressed. For definiteness, let us consider a
situation where all separations shrink at a rate
q = r˙ij/rij < 0, with ∇ · v = 3 q. It is then easy
to show that the artificial viscosity in GADGET
produces entropy at a rate
d logAi
d log ρi
=
γ − 1
2
α
[
−q hi
ci
+ 2
(
q hi
ci
)2]
. (18)
Note that since we assumed a uniform gas, we here
have hi = hij , ci = cij , and ρi = ρij . We see that
only if the compression is fast compared to the
sound-crossing time across the typical spacing of
SPH particles, i.e. for |q| > ci/hi, a significant
amount of entropy is produced, while slow (and
hence adiabatic) compressions proceed essentially
in an isentropic fashion. On the other hand, the
artificial viscosity implemented in Enzo/ZEUS pro-
duces entropy irrespective of the sound-speed, de-
pending only on the compression factor of the gas.
We have also investigated the pre-shock entropy
generation in Enzo/ZEUS using another simple
test, the collapse of a one-dimensional Zel’dovich
pancake. The initial conditions of this test are
simple and described in full detail in Bryan et al.
(1995). A one-dimensional simulation volume is
set up in an expanding coordinate system in a flat
cosmology with an initially sinusoidal density per-
turbation with a peak at x = 0.5 and a correspond-
ing perturbation in the velocity field with nodes
at x = 0.0, 0.5, and 1.0. A temperature pertur-
bation is added such that gas entropy is constant
throughout the volume.
In Figure 17 we show the density and entropy
profiles as a function of position, at a time when
the non-linear collapse of the pancake is well un-
derway. We also show the pre-shock evolution of
the entropy profile for both algorithms. We com-
pare runs using 256 and 1024 grid cells with both
the ZEUS and PPM formulations of Enzo.
As the matter falls in onto the density peak
at x = 0.5, accretion shocks on either side form,
clearly marked by the jumps in density, entropy,
and temperature. Note that the dip in the temper-
ature at x = 0.5 is physical – the gas sitting there
is unshocked and only adiabatically compressed,
and therefore has relatively low temperature. Re-
assuringly, both the ZEUS and PPM hydrodynam-
ical methods reproduce the qualitative behavior
of the Zel’dovich pancake quite well, but there are
also some systematic differences at a given resolu-
tion. This can be seen most clearly in the mass-
weighted cumulative entropy distribution in the
bottom left panel of Figure 17. We see that the
Enzo/ZEUS calculations show a broader distribu-
tion than Enzo/PPM for a given spatial resolu-
tion. This can be interpreted as another sign of
pre-shock entropy generation by the artificial vis-
cosity in ZEUS. In contrast, the Riemann solver
used in PPM can capture shocks such that they
are resolved as true discontinuities, which avoids
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this problem.
More concrete evidence of spurious entropy gen-
eration in the artificial viscosity-based scheme can
be seen by examining the pre-shock evolution of
entropy in these simulations (as seen in panel (d)
of Figure 17). No entropy should be generated be-
fore the twin shocks form to the left and right of
x = 0.5 (as can be seen in panel (b) of the same fig-
ure). The simulations using PPM (black solid line
in panel d) produce no spurious entropy. The sim-
ulations using the ZEUS scheme, however, produce
significant amounts of entropy in the infalling (but
unshocked) gas. Note that the magnitude of the
entropy generation is relatively small compared to
the final entropy produced in the shocks (as seen
in panel (b)), but the values are still significant.
While this test showed only comparatively
small differences between the different methods,
it is plausible that the effects of pre-shock en-
tropy generation become much more important in
three-dimensional cosmological simulations, where
galaxies form hierarchically through complicated
merger processes that involve extremely complex
shock patterns. We thus speculate that this effect
may be the key reason for the systematic differ-
ences between the Enzo/PPM runs and the ZEUS
and GADGET simulations.
7. Timing & memory usage
An important practical consideration when as-
sessing the relative performance of computational
methods or simulation codes is the amount of com-
putational resources they require to solve a given
problem. Of primary importance are the total
amount of memory and the CPU time that is
needed. However, it is not always easy to arrive at
a meaningful comparison, particularly for very dif-
ferent methods such as AMR and SPH. For exam-
ple, the variable number of grid cells owing to the
adaptive nature of AMR is an important compli-
cation, making the number of resolution elements
change over time, while the particle number stays
constant in the SPH method. An additional layer
of complexity is added when considering parallel
codes. The parallelization strategies that are used
for AMR applications can be significantly differ-
ent than those used in SPH codes, and the perfor-
mance of an individual simulation code can heavily
depend on the specific computer architecture and
implementation of MPI (or other software used for
parallelization) chosen. Therefore we caution the
readers to take all of the timing information dis-
cussed in this section as results for a particular
problem setup and machine architecture, and not
to extrapolate directly to different types of cos-
mological simulations (e.g., with cooling and star
formation) and machines.
7.1. Initial comparison on a distributed
memory machine
When we started this project, we initially per-
formed our comparison runs on the IA-64 Linux
cluster Titan at the National Center for Super-
computing Applications (NCSA). It had 134 dual
processor nodes with 800 MHz Intel Itanium 1
chips, 2.5 GB memory per node, and Myrinet 2000
network interconnect. Our initial comparison on
Titan showed that the GADGET code was faster
than Enzo by a factor of 40 (15) for a 643 (1283)
particle DM-only run when Enzo was using a low
overdensity criteria for grid refinement. The low
overdensity refinement criterion was required for
Enzo in order to obtain a DM halo mass function
comparable to that of GADGET at low-mass end.
GADGET used a factor of 18 (4) less amount of
memory than Enzo for a 643 (1283) particle DM-
only run. For the adiabatic runs, GADGET was
faster than Enzo by a factor of 2.5 for a 643 DM
particles and 643 gas particles (a 643 root grid for
Enzo). A GADGET run with 1283 dark matter and
gas particles completed 8 times faster than an Enzo
simulation with a 1283 root grid and 643 DM par-
ticles. These performance results were gathered
using Linux-based Beowulf-style clusters with rel-
atively slow inter-node communication networks.
Since the AMR code performs load balancing by
passing grids between processors, it was expected
that the performance of Enzo would improve on
a large shared-memory machine. The disparity is
most significant for DM-only simulations, so im-
provement of the Enzo N-body solver could sig-
nificantly increase the performance of the AMR
code.
7.2. More recent comparison on a shared
memory machine
During the course of this comparison study,
both GADGET and Enzo evolved, and the per-
formance of both codes have greatly improved.
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Therefore, we repeated the performance compari-
son with our updated codes using the IBM DataS-
tar machine at the San Diego Supercomputing
Center.7 The portion of the machine used for
these timing tests is composed of 176 IBM p655
compute nodes, each of which has eight 1.5 GHz
IBM Power4 processors. These processors are
super-scalar, pipelined 64 bit chips which can ex-
ecute up to 8 instructions per clock cycle and up
to four floating point operations per clock cycle,
with a theoretical peak performance of 6.0 GFlop
per chip. Processors in a single node share a
total of 16 GB of memory. All nodes are con-
nected by an IBM Federation switch, which pro-
vides processor-to-processor bandwidth of approx-
imately 1.4 GB/s with 8 microsecond latency when
using IBM’s MPI library. Each node is directly
connected to a parallel filesystem through a Fibre
Channel link.
We first compare the series of dark matter-only
runs discussed in Section 4. A GADGET simu-
lation with 643 dark matter particles takes total
wall-clock time of 225 seconds on 8 cpus (total
1800 seconds CPU time) and requires 270 MB of
memory. 24% of the total computational time was
spent doing interprocessor message-passing. The
corresponding Enzo simulation with 643 particles
and a 643 root grid requires 1053 seconds on 8
cpus (total 8424 seconds CPU time) when refining
on a dark matter overdensity of 2.0, and requires
1.21 GB of memory total. 34% of the total com-
putational time was spent in interprocessor com-
munication. This is a factor of 4.7 slower than the
corresponding GADGET simulation, and requires
roughly 4.5 times more memory. Raising the re-
finement criteria to a dark matter overdensity of
4.0 (at a cost of losing low-mass DM halos) reduces
the wall clock time to 261 seconds on 8 processors
(total 2088 seconds CPU time) and decreases the
total amount of memory needed to 540 MB, which
is comparable to the GADGET simulation. A 1283
DM particle GADGET adiabatic run takes a total
of 2871 seconds to run on 8 cpus (total 22,968 sec-
onds CPU time) and requires 1.73 GB of memory.
An Enzo simulation with 1283 particles and a 1283
root grid that refines on a dark matter overden-
sity of 2.0 needs approximately 34,028 seconds on
8 processors (total 272,224 CPU seconds) and 5.6
7http : //www.sdsc.edu/user services/datastar/
GB of memory. This is a factor of 12 slower and
3.2 times more memory than the equivalent GAD-
GET run. The same calculation run with refine-
ment overdensities of 4.0 or 8.0 completes in 13,960
and 3839 seconds, respectively, which are factors
of 4.9 and 1.3 slower than the equivalent GADGET
run. The reason for the huge change in computa-
tional speeds is due to the low overdensity thresh-
old used in the first simulation, which results in
a huge number of grids to be instantiated and a
great deal of time to be spent regridding the simu-
lation. Raising the overdensity criteria suppresses
the formation of halos at the low mass end of the
mass function, though higher-mass halos are un-
affected. This timing comparison suggests that if
one is interested in simulating the full spectrum of
dark matter halos at a reasonable computational
cost, GADGET would be a wiser choice than Enzo
for this application. If one was interested in only
the high-mass end of the mass function, the codes
have comparable performance.
Comparison of the adiabatic gas + N-body cos-
mological simulations in Section 5 is also quite in-
formative. The 643 dark matter particle/643 gas
particle GADGET calculation takes 1839 seconds
to run on 8 processors (total 14,712 seconds CPU
time) and requires 511 MB of memory. The equiv-
alent Enzo simulation with 643 particles and a 643
root grid using the low overdensity refinement cri-
teria (refining on a baryon overdensity of 4.0 and a
dark matter overdensity of 2.0) requires 6895 sec-
onds on 8 processors (55,160 seconds total) and 2.5
GB of memory. This is 3.7 times slower and 4.9
times more memory than the corresponding GAD-
GET run. Raising the overdensity thresholds by a
factor of two decreases the computational time to
2168 seconds on 8 processors and the memory re-
quired to 1.28 GB. The GADGET calculation with
1283 dark matter and baryon particles requires
35,879 seconds on 8 cpus (287032 seconds total
CPU time) and 5.4 GB of memory, and an Enzo
calculation with 1283 particles on a 1283 root grid
which refines on a baryon overdensity of 8.0 and
a dark matter overdensity of 4.0 requires 64,812
seconds and 8 GB of memory. Enzo simulations
using the PPM and Zeus hydro methods require
comparable amounts of simulation time.
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8. Conclusions
This paper presents initial results of a compar-
ison of two state-of-the-art cosmological hydrody-
namic codes: Enzo, an Eulerian adaptive mesh
refinement code, and GADGET, a Lagrangian
smoothed particle hydrodynamics code. These
codes differ substantially in the way they compute
gravitational forces and even more radically in the
way they treat gas dynamics. In cosmological ap-
plications structure formation is driven primarily
by gravity, so a comparison of the hydrodynamical
methods necessarily involves an implicit compari-
son of the gravitational solvers as well. In order to
at least partially disentangle these two aspects we
have performed both a series of dark matter-only
simulations and a set of simulations that followed
both a dark matter and an adiabatic gaseous com-
ponent.
Our comparison of the dark matter results
showed good agreement in general provided we
chose a root grid resolution in Enzo at least twice
that of the mean interparticle separation of dark
matter particles together with a relatively conser-
vative AMR refinement criterion of dark matter
overdensity of 2. If less stringent settings are
adopted, the AMR code shows a significant deficit
of low mass halos. This behavior can be readily
understood as a consequence of the hierarchical
particle-mesh algorithm used by Enzo for com-
puting gravitational forces, which softens forces
on the scale of the mesh size. Sufficiently small
mesh cells are hence required to compete with
the high force-resolution tree-algorithm of GAD-
GET. In general, we find excellent agreement with
the results of Heitmann et al. (2005), particularly
with regards to systematic differences in the power
spectrum and low-mass end of the halo mass func-
tion between mesh and tree codes. Our results
are complementary in several ways – Heitmann
et al. use simulations run with the “standard”
parameters for many codes (using the same ini-
tial conditions) and then compare results without
any attempt to improve the quality of agreement,
whereas we examine only two codes, but system-
atically vary parameters in order to understand
how the codes can be made to agree to very high
precision.
Examination of the dark matter substructure
in the two most massive halos in our 1283 parti-
cle dark matter-only calculations shows that while
both codes appear to resolve substructure (and ob-
tain substructure mass functions that are compa-
rable) there are some differences in the number
and the spatial distribution of subhalos between
the two codes. While the origin of these differ-
ences are not fully clear, it may be due to a lack
of spatial (i.e. force) or dark matter mass resolu-
tion, or possible due in part to systematics in the
grouping algorithm used to detect substructure.
The observed differences in substructure are not
surprising when one considers how dissimilar the
algorithms that Enzo and GADGET use to calcu-
late gravitational accelerations on small scales are,
and a further study with much higher resolution
is necessary.
We also found broad agreement in most gas
quantities we examined in simulations which in-
clude adiabatic gas evolution, but there were also
some interesting discrepancies between the differ-
ent codes and different hydrodynamical methods.
While the distributions of temperature, density,
and entropy of the gas evolved qualitatively simi-
larly over time, and reassuringly converged to the
same mean temperature and entropy values at late
times, there were clearly some noticeable differ-
ences in the early evolution of the gas and in the
properties of intermediate density gas.
In particular, in the Enzo/ZEUS simulations we
found an early heating of collapsing or compressed
gas, caused by injection of entropy by the artificial
viscosity in this code. This resulted in substantial
pre-shock entropy generation in the Enzo/ZEUS
runs. While GADGET also uses an artificial viscos-
ity to capture shocks, effects of pre-shock entropy
generation are substantially weaker in this code.
This reflects its different parameterization of ar-
tificial viscosity, which better targets the entropy
production to shocked regions.
Considering the entropy-density distribution in
more detail, we found that Enzo/PPM calculations
show a marked trend towards a segregation of gas
into a low-entropy reservoir of unshocked low den-
sity gas and a pool of gas that has been shocked
and accumulated high entropy when it reached
higher density regions. Such a bimodality is not
apparent in the Enzo/ZEUS and GADGET runs at
z = 3. Instead, there is a smoother transition
from low- to high-entropy material; i.e. more gas
of intermediate entropy exists. It is possible that
22
this intermediate-entropy gas is produced by the
artificial viscosity in pre-shock regions, where en-
tropy generation should not yet take place. Some
supporting evidence for this interpretation is pro-
vided by the fact that the distributions of tem-
perature and entropy of Enzo/ZEUS become some-
what more similar to those of Enzo/PPM when we
reduce the strength of the artificial viscosity.
Perhaps the most interesting difference we
found between the two methods lies in the baryon
fraction inside the virial radius of the halos at
z = 3. For well-resolved halos Enzo results asymp-
tote to slightly higher than 100% of the cosmic
baryon fraction, independent of the resolution and
hydro method used (though note that the results
using the ZEUS method appear to converge to a
marginally higher value than the PPM results).
This also shows up as an overestimate of gas mass
function Mgas > 10
8 h−1M⊙ compared to the
Sheth & Tormen function multiplied by (Ωb/ΩM ).
In contrast, GADGET halos at all resolutions only
reach ∼ 90% of the cosmic baryon fraction. This
result is not easily understood in terms of effects
due to artificial viscosity since the ZEUS method
used in Enzo produces more artificial viscosity
than either of the other methods, yet the results
for the two hydro methods in Enzo agree quite
well. The systematic difference between Enzo and
GADGET results in this regime provides an in-
teresting comparison to Kravtsov et al. (2005),
who examine the enclosed gas mass fraction at
z = 0 as a function of radius of eight galaxy clus-
ters in adiabatic gas simulations done with the
ART and GADGET codes. They see that at small
radii there are significant differences in enclosed
gas mass fraction, but at distances comparable to
the virial radius of the cluster the mass fractions
converge to within a few percent and are overall
approximately 95% of the universal mass fraction.
It is interesting to note that the enclosed gas mass
fraction at the virial radius produced by the ART
code is higher than that of GADGET by a few per-
cent, and the ART gas mass fraction result would
be bracketed by the Enzo and GADGET results,
overall. This suggests that it is not clear that a
universal baryon fraction of ∼ 100% is predicted
by AMR codes, though there seems to be a clear
trend of AMR codes having higher overall baryon
mass fractions in halos than SPH codes to, which
agrees with the results of Frenk et al. (1999)
It is unclear why our results with the GADGET
code differ from those seen in Kravtsov et al. (with
the net gas fraction in our calculations being ap-
proximately 5% lower at the virial radius), though
it may be due entirely to the difference in regime –
we are examining galaxy-sized halos with masses
of ∼ 109 − 1010M⊙ at z = 3, whereas they model
∼ 1013−1014M⊙ galaxy clusters at z = 0. Regard-
less, the observed differences between the codes
are significant and will be examined in more de-
tail in future work.
It should be noted that the hydrodynamic re-
sults obtained for the GADGET SPH code are
typically found to be bracketed by the two dif-
ferent hydrodynamic formulations implemented in
the AMR code. This suggests that there is no
principle systematic difference between the tech-
niques which would cause widely differing results.
Instead, the systematic uncertainties within each
technique, for example with respect to the choice
of shock-capturing algorithm, appear to be larger
than the intrinsic differences between SPH and
AMR for the quantities of interest in this paper.
We also note that some of the differences we find in
bulk simulation properties are likely to be of little
relevance for actual simulations of galaxy forma-
tion. For example, in simulations including more
realistic physics, specifically a UV background, the
low temperature gas that is affected most strongly
by artificial early heating in Enzo/ZEUS will be
photoionized and thus heated uniformly to ap-
proximately 104K, so that many of the differences
in temperature and entropy at low overdensity ow-
ing to the choice of hydrodynamical method will
disappear. We will investigate such effects of ad-
ditional physics in the future.
We have also examined the relative computa-
tional performance of the codes studied here, using
metrics such as the total CPU time and memory
consumption. If one simply compares simulations
which have the same number of particles and grid
cells at the start of the simulation, GADGET per-
forms better; i.e. it finishes faster, uses less mem-
ory, and is more accurate at the low-mass end of
the halo mass function. However, much of this dif-
ference is caused by the slowly increasing number
of cells used by the AMR code to represent the gas,
while the Lagrangian code keeps the number of
SPH particles constant. If the consumed resources
are normalized to the number of resolution ele-
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ments used to represent the gas (cells or particles),
they are roughly comparable. Unfortunately, the
lower gravitational force-resolution of the hierar-
chical particle-mesh algorithm of Enzo will usually
require the use of twice as many root grid cells as
particles per dimension for high-accuracy results
at the low-mass end of the mass function, which
then induces an additional boost of the number of
needed cells by nearly an order of magnitude with
a corresponding impact on the required compu-
tational resources. As a consequence of this, the
gas will be represented more accurately, and this
is hence not necessarily a wasted effort. However
given that the dark matter mass resolution is not
also improved at the same time (unless the DM
particle number is also increased), it is probably
of little help to make progress in the galaxy forma-
tion problem, where the self-gravity of dark matter
is of fundamental importance. It is also true that
the relative performance of the codes is dependent
upon the memory architecture and interprocessor
communication network of the computer used to
perform the comparison as we discussed in Sec-
tion 7.
It is encouraging that, with enough computa-
tional effort, it is possible to achieve the same re-
sults using both the Enzo and GADGET codes. In
principle both codes are equally well-suited to per-
forming dark matter-only calculations (in terms
of their ability to obtain results that both match
analytical estimates and also agree with output
from the other code), but practically speaking the
slower speed of the AMR code makes it undesir-
able as a tool for doing large, high-resolution N-
body calculations at the present day. It should
be noted that solving Poisson’s equation on an
adaptive mesh grid is a relatively new technique,
particularly compared to doing N-body calcula-
tions using tree and PM codes, and much can be
done to speed up the Enzo Poisson solver and de-
crease its memory consumption. The GADGET
N-body solver is already very highly optimized.
If the speed of the Enzo N-body solver can be in-
creased by a factor of a few, an improvement which
is quite reasonable to expect in the near future, the
overall speed that the codes require to achieve so-
lutions with similar dark matter force resolutions
and mass functions will be comparable.
In future work it will be important to un-
derstand the origin of the small but finite dif-
ferences between Enzo/ZEUS, Enzo/PPM, and
SPH at a more fundamental level. These dif-
ferences will most likely be seen (and the rea-
sons for the differences identified) when making
direct comparisons of the formation and evolu-
tion of individual dark matter halos and the gas
within them. Additionally, isolated idealized cases
such as the Bertschinger adiabatic infall solution
(Bertschinger 1985) will provide useful tests to
isolate numerical issues. Examination of individ-
ual halos may also point the way to improved
parameterizations of artificial viscosity (and/or
diffusivity) which would then also be beneficial
for the SPH method. Simultaneously, we plan
to investigate the differences of the current gen-
eration of codes when additional physical effects
such as radiative cooling or a UV background are
included, and the impact of star formation and
feedback is modeled.
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Table 1
GADGET Simulations
Run Lbox/e Npart mDM mgas ǫ notes
L12N64 dm 2048 643 5.5× 108 — 5.86 DM only
L12N128 dm 3840 1283 6.9× 107 — 3.13 DM only
L12N256 dm 7680 2563 8.6× 106 — 1.56 DM only
L3N64 3.1e 256 2× 643 7.4× 106 1.1× 106 11.7 Adiabatic
L3N64 3.2e 512 2× 643 7.4× 106 1.1× 106 5.86 Adiabatic
L3N64 3.3e 1024 2× 643 7.4× 106 1.1× 106 2.93 Adiabatic
L3N64 3.4e 2048 2× 643 7.4× 106 1.1× 106 1.46 Adiabatic
L3N128 3200 2× 1283 9.3× 105 1.4× 105 0.78 Adiabatic
L3N256 6400 2× 2563 1.2× 105 1.8× 104 0.39 Adiabatic
Note.— - List of GADGET cosmological simulations that are used in this
study. Lbox/e is the dynamic range, and Npart is the particle number (in the
adiabatic runs there are identical numbers of dark matter and gas particles).
mDM and mgas are the masses of the dark matter and gas particles in units of
[h−1M⊙]. ǫ is the Plummer-equivalent gravitational softening length in units
of [h−1 kpc], but the GADGET code adopts the spline kernel. See Section 2.2.2
for more details.
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Table 2
Enzo Simulations
Run Lbox/e NDM Nroot notes
64g64d 6l dm hod 4096 643 643 DM only, high od
128g64d 5l dm hod 4096 643 1283 DM only, high od
128g128d 5l dm hod 4096 1283 1283 DM only, high od
64g64d 6l dm lod 4096 643 643 DM only, low od
128g64d 5l dm lod 4096 643 1283 DM only, low od
128g128d 5l dm lod 4096 1283 1283 DM only, low od
64g64d 6l z 4096 643 643 Adiabatic, ZEUS
64g64d 6l z lod 4096 643 643 Adiabatic, ZEUS, low OD
64g64d 6l q0.5 4096 643 643 Adiabatic, ZEUS, QAV = 0.5
128g64d 5l z 4096 643 1283 Adiabatic, ZEUS
128g64d 5l z lod 4096 643 1283 Adiabatic, ZEUS, low OD
128g128d 5l z 4096 1283 1283 Adiabatic, ZEUS
64g64d 2l ppm 256 643 643 Adiabatic, PPM
64g64d 3l ppm 512 643 643 Adiabatic, PPM
64g64d 4l ppm 1024 643 643 Adiabatic, PPM
64g64d 5l ppm 2048 643 643 Adiabatic, PPM
64g64d 6l ppm 4096 643 643 Adiabatic, PPM
64g64d 6l ppm lod 4096 643 643 Adiabatic, PPM, low OD
128g64d 5l ppm 4096 643 1283 Adiabatic, PPM
128g64d 5l ppm lod 4096 643 1283 Adiabatic, PPM, low OD
128g128d 5l ppm 4096 1283 1283 Adiabatic, PPM
128g128d 5l ppm 4096 1283 1283 Adiabatic, PPM, low OD
Note.— - List of Enzo simulations used in this study. Lbox/e is the dynamic
range (e is the size of the finest resolution element, i.e. the spatial size of the
finest level of grids), NDM is the number of dark matter particles, and Nroot is
the size of the root grid. ‘ZEUS’ and ‘PPM’ in the notes indicate the adopted
hydrodynamic method. ‘low OD’ means that the low overdensity threshold for
refinement were chosen (cells refine with a baryon overdensity of 4.0/dark matter
density of 2.0). ‘QAV’ is the artificial viscosity parameter for the ZEUS hydro
method when it is not the default value of 2.0.
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DM
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Fig. 1.— Projected dark matter (top row) and gas mass (bottom row) distribution for GADGET and Enzo
in a slab of size 3× 3× 0.75 (h−1Mpc)3. For GADGET (left column), we used the run with 2× 643 particles.
For Enzo (right column), the run with 643 dark matter particles and 1283 root grid was used.
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Fig. 2.— Dark matter power spectra at z = 10 and z = 3 for both Enzo and GADGET simulations with
643 dark matter particles, Lbox = 12 h
−1Mpc (comoving) and varying spatial resolution. The short-dashed
curve in each panel is the linear power spectrum predicted by theory using the transfer function of Eisenstein
& Hu (1999). The solid curve in each panel is the non-linear power spectrum calculated with the Peacock
& Dodds (1996) method. Arrows indicate the largest wavelength that can be accurately represented in the
simulation initial conditions (k = 2π/Lbox) and those that correspond to the Nyquist frequencies of 64
3,
1283, and 2563 Enzo root grids.
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Fig. 3.— Cumulative mass functions at z = 3 for dark matter-only Enzo & GADGET runs with 643 particles
and a comoving boxsize of Lbox = 12h
−1Mpc. All Enzo runs have Lbox/e = 4096. The solid black line
denotes the Sheth & Tormen (1999) mass function. In the bottom panel, we show the residual in logarithmic
space with respect to the Sheth-Tormen mass function, i.e., log(N>M)− log(S&T).
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Fig. 4.— Left column: Probability distribution function of the number of dark matter halos as a function
of the separation of the matched halo pair in corresponding Enzo and GADGET simulations (see text for
the details of the runs used in this comparison). The separation is in units of the initial mean interparticle
separation, ∆ . The shaded region in the distribution function shows the quartiles on both sides of the
median value (which is shown by the arrows) of the distribution. Right column: Separation of each pair (in
units of ∆) vs. mean halo mass of each pair. The top row is of pairs whose masses agree to within 10% (i.e.
fM = 1.1) and the bottom row is of pairs whose masses agree to within a factor of two (i.e. fM = 2.0).
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Fig. 5.— Dark matter substructure in both Enzo and GADGET dark matter-only calculations with 1283
particles. The Enzo simulations use the “low overdensity” refinement parameters. Left column: data from
the most massive halo in the simulation volume. Right column: second most massive halo. Top row:
Projected dark matter density for halos in the Enzo simulation with substructure color-coded. Middle row:
projected dark matter density for GADGET simulations. Bottom row: Halo substructure mass function for
each halo with both Enzo and GADGET results plotted together, with units of number of halos greater than
a given mass on the y axis and number of particles on the x axis. In these simulations the dark matter
particle mass is 9.82 × 107 M⊙, resulting in total halo masses of ∼ 10
12 M⊙. In the top and middle rows
subhalos with the same color correspond to the most massive, second most massive, etc. subhalos. In the
Enzo calculation all subhalos beyond the 10th most massive are shown using the same color. Both sets of
halos have masses of ∼ 1012 M⊙ The x and y axes in the top two rows are in units of comoving kpc/h. In
the bottom row, Enzo results are shown as a black solid line and GADGET results are shown as a red dashed
line.
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Fig. 6.— Fractional deviations from the expected adiabatic relation for temperature, comoving gas density
and entropy as a function of redshift in simulations of unperturbed adiabatic expansion test. Left column:
the ‘entropy conserving’ formulation of SPH (top panel) and the ‘conventional’ formulation (bottom panel).
Right column: The PPM (top panel) and ZEUS (bottom panel) hydrodynamic methods in Enzo. Error bars
in all panels show the variance of each quantity. The short-long-dashed line in the bottom right panel shows
the case where the maximum timestep is limited to be 1/10 of the default maximum. Note the difference in
scales of the y axes in the bottom row.
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Fig. 7.— Probability distribution functions of gas mass as functions of gas overdensity (left column), tem-
perature (middle column) and entropy (right column) at z = 10. For GADGET, runs with 2 × 643 (red
solid line), 2 × 1283 (red short-dashed line) and 2 × 2563 (red long-dashed line) particles are shown. The
dynamic range of the Enzo simulations were fixed to Lbox/e = 4096, but the particle numbers and the root
grid size were varied between 643 and 1283. Both the ZEUS and PPM hydro methods were used in the Enzo
calculations. The Enzo line types are: 128g/128dm PPM lowod (black dash-dotted line), 128g/128dm ZEUS
(black dotted line), and 64g/64dm PPM lowod (black long dash-short dashed line). In the bottom panels, the
residuals in logarithmic scale with respect to the GADGET N256 run are shown.
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Fig. 8.— Probability distribution functions of gas mass as functions of gas overdensity (left column), tem-
perature (middle column) and entropy (right column) at z = 3. For GADGET, runs with 2 × 643, 2× 1283
and 2 × 2563 particles were used. The dynamic range of the Enzo simulations were fixed to Lbox/e = 4096,
but the particle numbers and the root grid size were varied between 643 and 1283 (e.g. 64dm/128grid means
643 DM particles and 1283 root grid). Both the ZEUS and PPM hydro methods were used in the Enzo
calculations, as shown in the figure key. Lines are identical to those in Figure 7. In the bottom panels, we
show the residuals in logarithmic scale with respect to the GADGET N256 run.
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Fig. 9.— Cumulative distribution functions of gas mass as functions of comoving gas overdensity (left
column), temperature (middle column) and entropy (right column) at z = 10. The simulations and the
line types used here are the same as in Figures 7 and 8. In the bottom panels, we show the residuals in
logarithmic scale with respect to the GADGET N256 run.
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Fig. 10.— Cumulative distribution functions of gas mass as functions of comoving gas overdensity (left
column), temperature (middle column) and entropy (right column) at z = 3. The simulations and the
line types used here are the same as in Figures 7 and 8. In the bottom panels, we show the residuals in
logarithmic scale with respect to the GADGET N256 run.
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Fig. 11.— Redshift evolution of the two dimensional mass-weighted distribution of gas entropy vs. gas
overdensity for four representative Enzo and GADGET simulations. Rows correspond to (from top to bottom)
z = 30, 10 and 3. In each panel six contours are evenly spaced from 0 to the maximum value in logarithmic
scale, with the scale being identical in all simulations at a given redshift to allow for direct comparison.
Column 1: GADGET, 2 × 643 particles, Lbox/e = 2048. Column 2: GADGET, 2× 256
3 particles, Lbox/e =
6400. Column 3: Enzo/ZEUS hydro, 1283 DM particles, 1283 root grid, Lbox/e = 4096. Column 4: Enzo/PPM
hydro, 1283 DM particles, 1283 root grid, Lbox/e = 4096. The increasing minimum entropy with decreasing
overdensity in the Enzo results is an artifact of imposing a temperature floor–a numerical convenience.
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Fig. 12.— Mass-weighted mean gas temperature and entropy for Enzo and GADGET runs as a function of
redshift. The runs used are the same as those shown in Figures 7 and 8.
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Fig. 13.— Kinetic energy of dark matter and gas as a function of redshift, and the residuals in logarithmic
units with respect to the 2563 particle Gadget run (red long-dashed line) is shown in the bottom panels.
Red short-dashed line is for GADGET 1283 particle run, and red solid line is for GADGET 643 particle run.
Black lines are for Enzo runs: 128g128dm PPM, lowod (dot-short dash), 128g128dm Zeus (dotted), 64g64dm
PPM, lowod (short dash-long dash).
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Fig. 14.— Gas mass fraction normalized by the universal baryon mass fraction fgas = (Mgas/Mtot)/(Ωb/Ωm)
is shown. The top 3 panels are for GADGET runs with 2× 643, (Lbox/e = 2048), 2× 128
3 (Lbox/e = 3200),
and 2 × 2563 (Lbox/e = 6400) particles. The bottom panels are for the Enzo runs with 64
3 or 1283 grid,
and 643 or 1283 dark matter particles. The ZEUS hydrodynamics method is used for one set of the Enzo
simulations (right column) and the PPM method is used for the rest. All Enzo runs have Lbox/e = 4096.
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Fig. 15.— Cumulative halo gas mass function at z = 3. For reference, the solid black line is the Sheth &
Tormen (1999) mass function multiplied by the universal baryon mass fraction Ωb/Ωm. In the bottom panel,
the residuals in logarithmic scale with respect to the Sheth-Tormen mass function are shown for each run
(i.e., log(N[>M])− log(S&T)).
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Fig. 16.— Two-dimensional distribution functions of gas entropy vs. gas overdensity for two Enzo runs
performed with the ZEUS hydrodynamics algorithm, varying with redshift. Rows correspond to (top to
bottom) z = 30, 10 and 3. In each panel, six contours are evenly spaced from 0 to the maximum value in
equal logarithmic scale. Two different values of the ZEUS artificial viscosity parameter are used: QAV = 0.5
(left column) and QAV = 2.0 (right column). Both runs use 64
3 dark matter particles and a 643 root grid
and have a maximum spatial resolution of Lbox/e = 4096. The standard value of the artificial viscosity
parameter is QAV = 2.0.
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Fig. 17.— Final results of the Zel’dovich pancake test. Panel (a): Log baryon overdensity vs. position. Panel
(b): Log entropy vs. position. Panel (c): Cumulative mass-weighted entropy distribution function. Panel
(d): Pre-shock entropy evolution in the 256-cell Zeus run. All Zel’dovich pancake simulations are performed
in one dimension using the Enzo code. Panels (a), (b), (c): The line types are for PPM/1024 (short-dashed),
PPM/256 (solid), ZEUS/1024 (dotted), and ZEUS/256 (long dashed) where 256 and 1024 are the number of
cells used in the calculation. All data is at the end of the run (z = 0). Panel (d): Entropy evolution of the
256-cell ZEUS and PPM runs for redshifts z = 20 (black), 10 (blue dotted), 5 (green long-dashed), 2.5 (red
dot-dashed) and 2 (cyan dot-long-dashed). All PPM results overlay the ZEUS initial conditions (z = 20).
Note that the x-axis range for panel (d) is different from that of panels (a) and (b).
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