Abstract: Rainfall variability is among the main challenges confronted when simulating the spatial patterns of climatic changes under different environmental conditions, particularly in countries with arid and semiarid climates such as Iran. 
PUBLIC INTEREST STATEMENT
Climatic changes events are climatic hazards that cause great destruction and many casualties in the environment. This paper examines the spatial variability patterns of daily rainfall in historical daily rainfall recorded at 170 stations spanning the period 1975-2014 in Iran using geostatistical techniques. Daily rainfall series were analyzed by geostatistical techniques. In total, 64 geostatistical techniques were used for daily rainfall spatial variability. The geostatistical techniques for spatial variability patterns revealing was used to assess the presence of spatial variability patterns in these daily rainfall series. Results showed that Tetraspherical Ordinary Kriging (TOK), Exponential Kernel Smoothing (EKS), Order 5 Polynomial Kernel Smoothing (PKS), and Quartic Kernel Smoothing (QKS) were selected as the best spatial models for simulating daily rainfall variability, in the order of their performance during the 1975-2014 period. These results could develop the classification of climatic methods and management of water resources.
Introduction
Geostatistical methods simulate rainfall variability for temporal-spatial patterns of daily rainfall by applying interpolation techniques to the data series from neighboring rainfall points (Arowolo, Bhowmik, Qi, & Deng, 2017; Bhunia, Shit, & Maiti, 2016) . Rainfall variability simulation is an effective parameter for controlling the environmental conditions and climatic changes. In recent years, daily rainfall series has been used in the simulation of climatic changes and its variability (Gyasi-Agyei & Pegram, 2014; Leonhardt, Sun, Rauch, & Bertrand-Krajewski, 2014; Lyle, 2013; Malekinezhad & ZareGarizi, 2014) . Simulated daily rainfall is particularly useful for the climatic analysis of the spatial variability of arid and semiarid countries such as Iran (Golian, Mazdiyasni, & AghaKouchak, 2015; Javari, 2017d) since it provides an effective representation of rainfall variability using geostatistical techniques (Gundogdu, 2015; Haberlandt, 2007) . Various interpolation methods with different applications and shortcomings are implemented in climatic analysis (Bhunia et al., 2016; Gyasi-Agyei & Pegram, 2014; Matos, Cohen Liechti, Portela, & Schleiss, 2014; Mendez & Calvo-Valverde, 2016; Nikolopoulos, Borga, Creutin, & Marra, 2015; Plouffe, Robertson, & Chandrapala, 2015; Zhang, Vaze, Chiew, Teng, & Li, 2014; Zhang, Xu, & Xu, 2015) . Frazier, Giambelluca, Diaz, and Needham (2016) applied geostatistical methods (e.g. ordinary kriging (OK), ordinary cokriging (OCK), and kriging with an external drift (KED) and combined methods) in several applications considering their capabilities. In climatic analyses, spatial statistical variability patterns are classified into three broad types, namely modeling data series as a random process (Javari, 2017d) , simulating data series as a spatial process (Tye, Blenkinsop, Fowler, Stephenson, & Kilsby, 2016) , and predicting data series as a spatial-temporal process (Javari, 2016b; Kottegoda, Natale, & Raiteri, 2000) . Geostatistical models are widely used for spatial variability analysis of climatic elements in various spatial patterns (Benavides, Montes, Rubio, & Osoro, 2007; Bhunia et al., 2016; Haberlandt, 2007) . In spatial simulation analysis, the measurement or modeling of spatial autocorrelation is applied to predict the particular spatial variability patterns (variography) of climatic elements (Adhikary, Muttil, & Yilmaz, 2017; Javari, 2017d) . Several interpolation models have been frequently used to simulate daily rainfall data and predict the spatial distribution of rainfall. However, spatial variability of rainfall is a key representative of Iran's climates (Delju, Ceylan, Piguet, & Rebetez, 2013; Fazel, Berndtsson, Uvo, Madani, & Kløve, 2017; Ghassabi, kamali, Meshkatee, Hajam, & Javaheri, 2016; Javari, 2001 Javari, , 2017b . The interpolation methods of rainfall spatial variability can be classified into two main techniques: geostatistical and deterministic methods. The rainfall spatial variability simulation in Iran has been analyzed mainly through interpolation method with different patterns significant on a different scale. In this study, 64 methods for simulating and analyzing the daily rainfall variability patterns were used: Inverse Distance Weighting (power1), Inverse Distance Weighting (power2), Global polynomial interpolation (order1), Global polynomial interpolation (order2), Global polynomial interpolation (order3), Global polynomial interpolation (order4), Global polynomial interpolation (order5), Global polynomial interpolation (order6), Global polynomial interpolation (order7), Global polynomial interpolation (order8), Global polynomial interpolation (order9), Global polynomial interpolation (order10), Radial Basis Function (Constant) . The rainfall and its spatial variability, as an important characteristic in the analysis of climatic patterns, has been widely studied in Iran at various scales (Araghi et al., 2016; Hosseinzadeh Talaee et al., 2014; Keshavarzi et al., 2015; Nasri & Modarres, 2009; Tabari and Aghajanloo, 2013; Talaee, 2014) . Arowolo et al. (2017) analyzed climatic variations using spatial interpolation techniques to extract spatial relationship among the data series of climatic stations (Arowolo et al., 2017) . Das, Hazra, Sarkar, Bhattacharya, and Banik (2017) employed spatial interpolation methods for estimation of weekly rainfall in the West Bengal in India (Das et al., 2017) . They showed that spatial interpolation techniques are generally capable of predicting rainfall spatial variability. The aims of this study were therefore (1) to create suitable daily rainfall spatial variability across Iran using the geostatistical techniques (2) to predict their pattern of spatial variability through spatial modeling of the daily rainfall using suitable geostatistical methods; and (3) to predict the spatial variability patterns of daily rainfall in historical daily rainfall recorded at 170 stations and 39,042 rainfall points spanning the period 1975-2014 (40 years) in Iran using geostatistical various techniques. The major objective of this study is validation, analysis and prediction of spatial variability patterns of daily rainfall in historical daily rainfall recorded at 170 stations spanning the period 1975-2014 in Iran using geostatistical techniques. The results of this paper could be used for the classification of climatic conditions and management of water resources in Iran.
Materials and methods

Materials
Iran is an arid and semiarid country situated on the Southwest of Asia within 25°3′-39°47′ N latitude and 44°5′-63°18′ E longitude and has diverse climatic conditions in the Asia and occupies a total land area of 1,648,195 km 2 . Iran is generally considered to have several types of climate, warm, cold, arid, and semiarid. The annual maximum rainfall belongs to the southwest of the Caspian Sea, and the northwest of western mountains. These maximums vary from more than 2.75 mm in Anzali Bandar to below 0.25 mm (Figure 1 ) in central and eastern Iran. Iran is considered by two main seasons: the wet season that lasts from mid-September to mid-April and the dry season from Last-April to September in Iran. The rainfall variability indicates that the seasonal pattern in Iran is characterized by predictable temporal and spatial variability (Akbary, 2015; Ahmadi et al., 2015) . Spatial variability patterns of rainfall associated with Iran's temporal patterns are added to this rainfall simulation pattern (Javari, 2016b) . We used daily rainfall series in all 170 stations from the Meteorological Organization of Iran (http://www.irimo.ir) over a period of 40 years (1975-2014) and 39,042 rainfall points. In addition, we included daily rainfall series from all stations in spatial interpolation using ArcGIS have extracted rainfall points accuracies by increasing the sum of rainfall points in (39,042 rainfall points) rainfall layer. These 170 stations were used to examine rainfall on a daily scale; moreover, the data were evaluated with important quality indexes: (1) homogeneity over daily time series, (2) number of absences over daily time series.
Methods
As mentioned earlier, 64 geostatistical models were considered for the daily rainfall simulation (DRS). For each station, the daily rainfall was assessed through the suitable interpolation methods based on accuracy indexes using statistical and GIS software packages (Minitab, SPSS, Excel, GS, MATLAB, and ArcGIS10.3). In this study, exploratory spatial data analysis tools were used as to explore the spatial distribution of rainfall data, the spatial outlier of daily rainfall data, local variations of rainfall series, and spatial relationships of daily rainfall data. The spatial distribution, frequency distribution, and spread of the daily rainfall series were checked using the exploratory spatial data analysis tools. In this study, outlier's criterion was applied by considering the outliers as spatially distributed. In this study, the variogram technique was used for spatial variance analysis of the rainfall data series. Finally, spatial statistical analysis (SSA) was used based on spatial point patterns of the rainfall series as spatial neighbors that show continuously predicted series based on errors distribution. In addition, the semi-variogram analysis was carried out to estimate the average dissimilarity between daily rainfall series. Through this analysis, variogram are required for errors prediction by geostatistical interpolation models mapping and for simulating rainfall spatial variability patterns. Each calculated variability for a series is only an estimate of a mean variability for that pattern. DRS on a spatial climatic pattern is an essential method for many climatic analyses such as rainfall variability, climatic classification, environmental planning, and agricultural planning. However, models designing DRS (geostatistical models) have a relatively higher prediction performance compared to those of statistical pattern such as spatial statistical patterns (Frazier et al., 2016) . Therefore, geostatistical models for DRS are generally more important than the statistical patterns. Furthermore, selected DRS models have usually different time scales based on predicted errors values (GyasiAgyei & Pegram, 2014) . Geostatistical models can be selected to assess in predicted values and to predict different record lengths of the DRS at a series using predicted DRS data on the neighbor distributed on the other series (Li & Heap, 2014) . In the present study, 64 geostatistical interpolation models are employed based on evaluating the performance of interpolation models and dynamic set of daily series designed for DRS in this study. Many geostatistical tools (Johnston, Ver Hoef, Krivoruchko, & Lucas, 2001 ) provide a wide range of deterministic and geostatistical interpolation techniques. The deterministic models provide the most straightforward system among these 64 models. These models select the value of the extent of similarity of the daily rainfall series and degree of smoothing (radial basis functions) in the variability pattern to produce a predicted rainfall map. The deterministic model's algorithms are not based on a random spatial process model; besides, there is no explicit measurement or modeling of spatial autocorrelation in the daily rainfall series. The geostatistical model algorithm is a conditional or unconditional simulation based on a spatial model (ESRI, 2014) . Various geostatistical models are determined based on spatial variations observed in daily rainfall series for DRS. Geostatistical models employ the spatial variations algorithms observed in rainfall series (Javari, 2016c) , which can be modeled by random processes with spatial autocorrelation, and consider the spatial autocorrelation is explicitly modeled (Martínez-Murillo, Hueso-González, & Ruiz-Sinoga, 2017) . The inverse distance weighted (IDW) interpolation procedure as a deterministic model adopts the assumption that each measured rainfall point has a local effectiveness that diminishes with distance from other rainfall points as a function of distance and spatial distribution. Weights in IDW are proportional to the inverse of the distance (between the rainfall point and the prediction rainfall point) and increase exponentially. As a result, as the distance increases, the weights decrease rapidly. The rate at which the weights decrease is dependent on the value of p. If p is 0, there is no decrease with distance while as p increases, the weights for distant rainfall points decrease rapidly. If the p-value is very high, only the immediate surrounding rainfall points will influence the prediction. A daily rainfall surface calculated using IDW depends on the selection of the power value (p) and the search neighborhood strategy. The inverse distance weighted interpolation (IDW) for a rainfall-interpolated plane is defined as:
where z(x 1 , x 2 ) is the predicted series at (x 1 , x 2 ), ƒ indicates a function of the spatial coordinate, ɛ is the error, and β is the coefficient of rainfall interpolated plane. The inverse distance weighted (IDW) interpolation (Daly, Slater, Roberti, Laseter, & Swift, 2017) in geostatistical pattern is defined as:
where d sti is the spatiotemporal distance between the measured series and predicted series at the location point, and v is the user-described temporal factor. Two interpolation simulation models (IDWP1 and IDWP2) are used to analyze the DRS using the IDW approach as a function of distance and spatial distribution and daily average as an input climatic element. The optimal interpolation simulation models were determined by minimizing the root mean square prediction error (RMSPE). The RMSPE is a statistic that is calculated during cross-validation. This measure quantifies the error of the daily rainfall prediction surface. The spatial analysis was conducted on IDWP1 and IDWP2 models to prepare the map of lowest RMSPE. The global polynomial interpolation (GPI) interpolation process as a deterministic method is based on the assumption that each smoothed rainfall surface has a fitting pattern that represents gradual rainfall surface trends in the area. A rainfall surface can be considered as a first-order polynomial (linear), a second-order polynomial (quadratic), a third order (cubic), and so forth; up to 10 orders are designed in the GPI. The GPI produces a smoothly varying rainfall surface using low-order polynomials. Ten rainfall simulation models were employed to predict the DRS using the GPI method as a polynomial least-squares regression function and daily average as input climatic variable. The best GPI simulation model was selected by minimizing the RMSPE. While GPI fits a polynomial to the rainfall entire surface, local polynomial interpolation (LPI) fits many polynomials, each within specified overlapping neighborhoods. In this regard, Kernel Interpolation uses the radially symmetric kernels: Exponential, Gaussian, Quartic, Epanechnikov, and Polynomial of Order 5 and Constant. Each neighborhood can be defined using the size and shape, number of neighbors, and rainfall surface structure. The LPI provides the prediction standard errors associated with the value predicted for each rainfall point and the spatial condition number associated with the stable or unstable for a specific rainfall point. This index also represents the rainfall series taken on a grid, that is, equally spaced rainfall series, and rainfall series values within the searching neighborhood. This study also employs six kernels models including Exponential, Gaussian, Quartic, Epanechnikov, Polynomial of order 5, and Constant models to simulate DRS using the LPI method. The best LPI simulation model was selected by minimizing the RMSPE. The radial basis functions (RBF) are a series of exact interpolation techniques that are used to produce smoothed rainfall surfaces from a large number of rainfall points. An RBF is a function that changes with distance from a rainfall point. The functions (thin-plate spline, spline with tension, completely regularized spline, multiquadric, and inverse multiquadric functions) produce good results for gently varying rainfall surfaces. This study also uses five kernels models including thin-plate spline, spline with tension, completely regularized spline, multiquadric function, and Inverse multiquadric models to simulate DRS using the RBF technique. The suitable RBF simulation model was selected by minimizing the RMSPE. The geostatistical techniques are spatial patterns (variography) based on the linear least square estimation that predict values at unmeasured rainfall point series and evaluate the uncertainty associated with a predicted value at the unmeasured rainfall point series. These techniques offer several types of kriging (ordinary, simple, universal, indicator, probability, disjunctive, areal interpolation, and empirical Bayesian kriging), which are suitable for different types of (1) z(
rainfall data series and have different assumptions. The geostatistical analysis provides function such as Circular, Spherical, Tetraspherical, Pentaspherical, Exponential, Gaussian, Rational Quadratic, Hole Effect, K-Bessel, J-Bessel, and stable to model the empirical semivariograms. In this work, 35 spatial patterns of (variography) simulation models were used to predict the DRS using the kriging approach as spatial autocorrelation functions (Javari, 2017a) and average daily rainfall as climatic variables. The optimum kriging simulation models were selected by minimizing the RMSPE. Kriging simulation models are employed based on a continuous model of stochastic spatial variability. The optimum kriging simulation models were selected to estimate at a rainfall point was simply a linear sum or weighted average of the data in its neighborhood (Jeong, St-Hilaire, Gratton, Bélanger, & Saad, 2017) . These models include a range of least-squares methods of spatial prediction. The kriging as a geostatistical interpolation technique is performed to estimate the value of a random variable at one or more un-sampled rainfall points. Ordinary kriging (OK) is the most common type of kriging in climatic analysis (Javari, 2017d; Jeong et al., 2017) . OK uses a random function model of spatial correlation and relationship to evaluate a weighted linear pattern of daily rainfall series for prediction of a neighboring un-sampled distribution. The prediction value of the OK at a rainfall point is given by the following equation (Webster & Oliver, 2007): where Z is at a point x by Ẑ (x), λ i is the weight, and E[Ẑ (x) − Z (x) ] = 0 is the predictable error.In the OK, the only large weights are those of the rainfall points near to the point. OK estimates the spatial variability and performs modeling based on a structural analysis or variography. Spatial variability and modeling for DRS patterns have been employed independently by semivariogram models. Eleven spatial variability simulation models (Circular, Spherical, Tetraspherical, Pentaspherical, Exponential, Gaussian, Rational Quadratic, Hole Effect, K-Bessel, J-Bessel, and stable) are used to predict the DRS using the OK approach as a spatial variability. Simple kriging (SK) is a geostatistical interpolation technique based on the linear least square at the data locations (Plouffe et al., 2015; Ye, 2017) . SK assumes the mean as a constant by estimating the autocorrelation. However, sometimes, it makes sense to assume that a physical model gives a known trend. In the analysis, the difference between that model and the observations (called as residual) is taken and interpolated, assuming that the trend in the residuals is zero. Spatial simulating and modeling for DRS patterns by simple kriging can be described by the sequence of steps; (1) estimate the suitable covariogram to predict the all the daily rainfall series using associated simulation models, particularly spherical model, (2) estimate the distance from rainfall points and estimate the covariance, (3) estimate the sample mean of the entire rainfall series, (4) estimate the prediction errors, (5) estimate the simple kriging prediction at rainfall points, and (6) estimate standard error of prediction to select the empirical semivariograms models. OK is used for spatial prediction when there is no trend in the daily rainfall series; otherwise, universal kriging (UK) is employed. The basis of the UK method is to predict daily rainfall series at an unsampled extent. It divides the random patterns into a linear combination of deterministic patterns, the smoothly changing and non-stationary trend, also called a drift, and a random element as a characterizing the random pattern (errors) (Javari, 2016a) . UK is a modification of OK that combines trends (Lucio, 2004) . UK can be used to both produce local assesses in the presence of a trend and to evaluate the trend itself. UK with a constant mean is comparable to OK (ESRI, 2014) . The comparison of Empirical Bayesian kriging (EBK) and OK was completed using the simulation of daily rainfall series based on semivariograms models. To study the structure of spatial variability for the DRS was combined with Power, Linear, Thin Plate Spline, Exponential, Exponential Detrended, Whittle Detrended, Whittle, K-Bessel, and K-Bessel Detrended semivariograms models (Samsonova, Blagoveshchenskii, & Meshalkina, 2017) . Comparison of semivariograms models was performed using cross-validation of RMSPE; the analysis of semivariograms was controlled by empirical semivariance models in the Geostatistical Wizard of the ArcGIS 10.3 . Kernel smoothing (KS) is a method that is similar to local polynomial interpolation, except it can account for barriers within the study area. In the KS model, the problem with excessively large prediction standard errors and uncertain predictions is corrected with the ridge parameter by presenting a small amount of bias to the (4)
equations, making the map of the daily rainfall spatial condition number unnecessary. Therefore, KS models offer only prediction and prediction standard error for the daily rainfall series. Another difference between the two models is that the KS uses the shortest distance between rainfall points so that points on the sides of the specified non-transparent barrier are associated with a series of straight lines (ESRI, 2014) . KS uses the Exponential, Gaussian, Quartic, Epanechnikov, Polynomial of Order 5, and Constant (Javari, 2017c) . The quality of the predicted rainfall series was estimated by a cross-validation when predictable points were continually barred from the daily rainfall, and their interpolated values were predicted. UK needs information of both a trend model and a variogram model for the daily rainfall series. The variogram cannot be perfectly estimated by a trended series and the trend, in turn, cannot be estimated precisely by standard spatial correlation patterns (Javari, 2017e) . However, the spatial correlation and trend patterns of daily rainfall series were assessed in each stations using UK, which measures the variations patterns of rainfall data as a function of distance via the original covariance and trend models. Variations in kriging methods are obtained from semivariograms models that are of different kinds: Circular, Spherical, Tetraspherical, Pentaspherical, Exponential, Gaussian, Rational Quadratic, Hole Effect, K-Bessel, J-Bessel, and stable. The semivariograms model was selected in this work as the most commonly used RMSPE-based model. The semivariograms models are estimated as half the average squared difference between the paired series values using the following equation (Elumalai, Brindha, Sithole, & Lakshmanan, 2017; Javari, 2017d): where γ(h) is the semivariance at h (the distance interval), N(h) is the number of series pairs in the h, and z(x i ) and z(x i + h) are the series amounts at two series distributed at distance h. Cluster analysis, which is typically used to compare the spatial variability classes, is important in daily rainfall variability classification and regionalization. In this study, hierarchical cluster analysis (HCA) was applied to classify statistically daily rainfall variability by geostatistical models (Frazier et al., 2016) as a classification and regionalization of daily rainfall data from the predicted series in 64 models. Cluster analysis was used to classify the extracted geostatistical series with similar models of daily rainfall. The method used for classifying the extracted geostatistical series was Ward's hierarchical clustering (Ward, 1963) , which calculates dissimilarity based on the squared Euclidean distances. The geostatistical tools provides different patterns of the empirical semivariogram values (description of spatial correlation). With respect to agglomeration schedule, distance (or similarity) matrix, and cluster membership the statistically significant clusters the clustering of daily rainfall series using Ward's method. However, to classify the variability patterns in daily rainfall during the period from 1975 to 2014 (40-year), the k-means and hierarchical cluster methods are employed. In addition, to classify the relatively homogeneous clusters of daily series based on extracted series variability, the k-means cluster analysis is used. With respect to cluster relationship, distance distribution, and cluster centers the statistically significant clusters the clustering of daily rainfall series using simple Euclidean distance (Iyigun et al., 2013; Javadi, Hashemy, Mohammadi, Howard, & Neshat, 2017; Komalasari, Pawitan, & Faqih, 2017; Lin, Wu, & Tsay, 2017) . In addition, to classify the relative similarity clusters of daily series based on extracted series variability, the hierarchical cluster analysis is employed. In addition, to classify the spatially variability clusters of daily series based on extracted series, the spatial autocorrelation, the Getis-Ord General G, the incremental spatial autocorrelation, the Getis-Ord Gi* statistic, and Anselin Local Moran's I analysis is employed (Rousta, Doostkamian, Haghighi, Malamiri, & Yarahmadi, 2017) .
In this study, the rainfall data were classified based on predicted series similarity and spatial variability homogeneity related to geostatistical models (Bador, Naveau, Gilleland, Castellà, & Arivelo, 2015; Rau et al., 2017) . According to the selected methods, the mean absolute deviation prediction (MADP), the mean square prediction error (MSPE), and the RMSPE between the predicted and original series of rainfall is used to enhance the accuracy of the selected methods (Javari, 2009; Walpola, Chen, Fois, Ashcroft, & Lalor, 2017) :
To analyze the main aim of this study, a research style was employed. This involved spatial variability through spatial modeling of daily rainfall series Iran. Figure 2 shows the stages of tasks applied in the study
Results and discussion
The general indicators of daily rainfall series of the 170 stations and 39,042 rainfall points during the study period are analyzed based on data qualities; i.e. validation, homogeneity and outlier, and spatial properties.
Geostatistical models analysis
For each station, all introduced geostatistical models were used. In particular, the cross-validation indicators displayed that all the models presented completely unsatisfactory fit patterns using the accuracy indicators MADP (0.24-1.22), MSPE (0.002-6.96), and RMSPE (0.42-2.639 (Table 1) . RMSPE values are generally low for most the optimum kriging models. Table 1 The results show that the predicted average daily rainfall using most models is generally higher than the observed series (Figure 3 ). However, average daily rainfall amounts present a spatially increasing pattern, probably due to the greater spatial variability of the average daily rainfall amounts. Evidently, average daily rainfall amounts are susceptible to skewness (−3.43) and greater spatial variability of predicted average daily rainfall amounts, which partially shows the greater unpredictability tendency in the rainfall in Iran (Figure 3) . Nevertheless, from the statistical analysis of predicted series, it is evident that for rainfall variability values, the models were biased from predicted mean values of daily rainfall (Figure 4 ). This pattern is presented in Figure 5 , where values of -indicator based on "zones" at 1, 2, and 3 standard deviations (SDs) from the center line are continually predicted by the models. Nevertheless, given the variability of rainfall series with X -indicator, the based on mean daily rainfall was 0.909 mm with a confidence level of 95% varying 0.86 to 0.95 mm for 40-year. In addition, each daily rainfall series is predicted by a T-diagram to monitor the time distribution (temporal-spatial distribution) between daily rainfall rare series distributions designated by the models. However, from the T-diagram, it is clear that time between needles sticks is within the control limits and models 15 series within 1 standard deviation of variability center line (above and below CL) and one model series more than 3 standard deviations from the spatial variability center line ( Figure 6 ). In general, each predicted series is analyzed by a different variability pattern spatially selected by the geostatistical models. The predicted errors of the geostatistical models showed spatial dependency. Relative nugget effect (RNE), which is the ratio between the nugget and sill, expressed as a percentage, predicted from variograms, showed a strong spatial correlation for predicted daily rainfall series. In this work, the RNE was used to determine the strength of the spatial dependence of soil properties. According to Rosemary, Vitharana, Indraratne, Weerasooriya, and Table 2 . statistical properties for predicated daily rainfall series by geostatistical models Mishra (2017), the predicted daily series showed very nearly strong spatial dependency (RNE < 25%) ( Figure 7 ) in all directions of the variograms (Rosemary et al., 2017) . The range of variograms showed a spatial correlation for daily rainfall variability over a short distance (17.2 m). However, the arrangement of variograms showed a strong spatial dependency (RNE < 25.98) for predicted daily rainfall series in distance (17.2 m). The spatial variability patterns of daily rainfall estimated through the 64 predicted models were used in the spatial variability series of daily rainfall to create the daily maps of the predicted geostatistical models. The results showed various variability patterns of random and non-random of all daily rainfall properties. The map of daily rainfall classification is usually prepared using OK (Tetraspherical) and SK as two more powerful methods than RMSPE to predict and simulate the spatial variability of daily rainfall (Figure 7 ). The daily rainfall spatial variability classification from western to eastern and the central parts of Iran is presented in Figure 7 . As the results show, the transition zone between north and south parts as an arid zone represents areas with a prevalence of favorable variability of rainfall in a daily scale. The daily variability levels for stations with increasing changes are ranging from 0.17 to 4 mm. For the daily variability which corresponds to the maximum rainfall quantity (a predicable indicator of spatial variability creating events), two out of the five areas in Iran displayed increasing spatial changes (Figure 8 ) of which two areas indicated spatially important variability using OK and SK techniques (Tetraspherical, Spherical, Gaussian, and K-Bessel). Hierarchical cluster analysis (Ward's hierarchical clustering method) was employed to predict the geostatistical variability models in the daily rainfall series as variables in the cluster analysis. It has to be noted that the clusters of the spatial variability of the daily rainfall were extracted from geostatistical models in Iran. In addition, to classify the relative similarity clusters of daily series based on extracted series variability, the hierarchical cluster analysis is employed. With respect to agglomeration schedule, distance (or similarity) matrix, and cluster membership the statistically significant clusters the clustering of daily rainfall series using Ward's method. In this study, diverse clusters characterizing different rainfall variability patterns were analyzed by designing values of extracted daily rainfall series using the cluster analysis. Figure 8 shows distribution of daily rainfall series for analyzing the special patterns of variability per cluster. The figure presents five clusters similar to those of the predicted daily rainfall using geostatistical models. Cluster 1 was combined with extracted series 1-28, established on the deterministic and geostatistical models ( Figure 8 ) and found that it had a higher similarity in relation to cluster 2 compared to other clusters. Cluster 2 was classified by GPI model, which distributes rainfall data based on a deterministic method for a slowly varying rainfall surface using low-order polynomials. Cluster 3 was created by GPI.9 from all models ( Figure 8 ). Cluster 4, as an important classification series for the classes number, was combined from kriging and RBF models from all geostatistical and deterministic methods. The majority of kriging and RBF models in this cluster were distributed in the different models. Models of cluster 5 were classified over the GPI.7 and GP10, distributed on the deterministic methods (Figure 8 ). However, cluster 4 corresponds to models with a high spatial variability in daily rainfall (Figure 8 ). In general, the models of cluster 4 were situated about 47% from the models, while the models of cluster 4 were not higher than 3% from the models. Finally, models of cluster 4 were used to simulate the spatial variability of daily rainfall in Iran. In this study, to classify the relatively homogeneous clusters of daily series based on extracted series variability, the k-means cluster analysis is used. With respect to cluster relationship, distance distribution, and cluster centers the statistically significant clusters the clustering of daily rainfall series using simple Euclidean distance (Figure9). Figure10 shows the spatial distribution and classification of the daily rainfall in Iran during the period from 1975 to 2014 based on the ordinary kriging (Tetraspherical and Spherical models) and Simple kriging (K-Bessel) Figure 8 . Classification of daily rainfall using extracted series of the models using hierarchical cluster analysis in Iran.
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methods using k-means cluster analysis. Figure 9 shows the distribution and classification of daily rainfall series for analyzing the spatial patterns of variability per cluster using k-means cluster analysis. The figure presents five clusters similar to those of the predicted daily rainfall using geostatistical models. Cluster 1 was produced by extracted series 26, established on the deterministic and geostatistical models (Figure 9 ). Cluster 2 was classified by extracted series 4, which distributes rainfall data based on a deterministic method for a slowly varying rainfall surface using low-order polynomials. Cluster 3 was created by extracted series 70 from most models (Figure 9 ). Cluster 4, as a classification series for the extracted series 12, was combined from some deterministic methods. The majority of classified series in this cluster was distributed in the Clusters 3 and 5. Models of cluster 5 Figure 9 . Classification of daily rainfall using extracted series of the models using k-means cluster analysis in Iran. were classified over the extracted series 63, distributed on the geostatistical and deterministic methods ( Figure 9 ) and found that it had a higher similarity in relation to clusters 3 and 5 compared to other clusters. Figure 10 shows the spatial variability of the average of daily rainfall in Iran during the period from 1975 to 2014 using hierarchical cluster analysis (Figure 10 ). The spatial daily variability for stations with increasing changes is ranging from 0.17 to 3.86 mm (Figure 10(A) ). For the daily variability, which corresponds to the maximum rainfall quantity (a predictable indicator of spatial variability creating events), two out of the five areas in Iran displayed increasing spatial changes (Figure 10(A) ) of which two areas (over the Zagros Mountains and Caspian Sea areas) indicated spatially important variability using OK techniques (Tetraspherical model). Also, compared to other two models, the spatial daily variability for stations with increasing changes are ranging from 0.17 to 3.82 mm (Figure 10(B) ). Increasing regions can also be examined as a certain realm in northern and western parts of Iran. For the daily variability, which corresponds to the maximum rainfall distribution, two out of the five areas in Iran displayed increasing spatial changes (Figure 10(A) ) of which two areas (over the Zagros Mountains and Caspian Sea areas) indicated spatially important variability using OK techniques (Spherical model). Also, compared to other two models, this region experiences a reduced realm, with 0.2 to 3.82 mm of the rainfall distribution, respectively, with a distribution of variability between 1.4 to 3.82 mm based on SK (K-Bessel model) (Figure 10(C) ).
Moreover, the variability map shows that the decreasing variability for daily rainfall can be chiefly observed in the central parts and southeastern regions, with its hotspot (3-3.82 mm) situated in the Zagros Mountains. It is thus distributed across the country and covers an area of 50.1% ( Figure 5 ). Decrease in variability can also be observed at specific points in mountainous parts of Iran. With respect to rainfall reducing, increasing variability can be observed in the central parts and southeastern regions of the country, respectively (Figure 10 ). In this study, to classify the relatively homogeneous clusters of daily series based on extracted series variability, the k-means cluster analysis is used. With respect to cluster relationship, distance distribution, and cluster centers the statistically significant clusters the clustering of daily rainfall series using simple Euclidean distance. In addition, to classify the relative similarity clusters of daily series based on extracted series variability, the hierarchical cluster analysis is employed. With respect to agglomeration schedule, distance (or similarity) matrix, and cluster membership the statistically significant clusters the clustering of daily rainfall series using Ward's method. variability of the daily and annual rainfall (Figure 11 (A) and (B)) in Iran. Combined to intense rainfall, less spatial variability shows a higher occurrence of weak rainfall clusters with robust variability clusters during . In this figure, in two regions, the minimum distribution of existence of rainfall corresponds with extreme variability (Figure 11 ) in the clusters 2 and 3.
In addition, to classify the spatially variability clusters of daily series based on extracted series, the spatial autocorrelation, the Getis-Ord General G, the incremental spatial autocorrelation, the GetisOrd Gi* statistic, and Anselin Local Moran's I analysis is employed (ESRI, 2017) . For the spatial autocorrelation (Moran's I index), a positive Moran's I index value shows a pattern toward clustering (less spatial variability), while a negative Moran's I index value indicates a tendency toward dispersion (more spatial variability). Also, the high or very low (negative) z-scores, associated with very small p-values the statistically significant clusters the clustering of daily rainfall series using complete spatial randomness. When the p-value is very small, it indicates that the observed spatial pattern is the result of random variation, and shows statistically significant clustering or dispersion. The Moran's I index results are showed in Figure 12 . Figure 12 show the results of the Moran's I index analysis of daily rainfall series for primary and predicted series based on the OK (Tetraspherical model) and SK (K-Bessel model) during the period from 1975 to 2014. Figure 12 shows that the spatial variability patterns of daily rainfall, or the Moran's I index of daily series, is located in Iran there is a dominant pattern of random spatial variability (z-score of the Moran's I index, respectively, have a rate from −0.5215 to −0.1855). The existence of the daily rainfall random pattern can be described by the temporal-spatial distribution of the vorticity, convection, and topography for climatic diverse conditions, which are the most important components causing daily rainfall change in Iran.
When the Getis-Ord Gi* statistic statistically significant positive z-scores, the larger the z-score is, the less variability the clustering of high values (hotspots), and statistically significant negative zscores, the smaller the z-score is, the more variability the clustering of low values (cold spot). The Getis-Ord Gi* statistic results is showed in Figure 13 . Figure 13 display the results of the hotspots analysis for daily rainfall during the period from 1975 to 2014. The Getis-Ord Gi* statistic analysis of hot spots distribution (clustering of high values) shows that they tend to appear in the northwestern in Iran, while the southeastern regions are depicted with the cold spots distribution (clustering of low values) (Figure 14) . Figure 14 shows the spatial clustering variability patterns of daily rainfall. With respect to intense rainfall distribution, the hot spots distribution pattern is distributed with a clustering of high pattern in the northwestern regions based on suitable geostatistical models. In other words, the majority of the hotspots distribution that occurred in the northwestern regions were coldspots distribution in the southeastern regions based on the daily rainfall distribution values in Iran. Figure 14 show the transitional boundary of the hotspots and coldspots spatial distribution (clustering of high and low values) for daily rainfall spatial variability during the period from 1975 to 2014, transitional boundary observed in the internal parts of the country correspond to the eastern Zagros Mountains slopes and southern slopes Alborz Mountains. Figure 15 show the incremental spatial autocorrelation (ISA) of the rainfall series (evaluating the concentration of spatial clustering for each distance or Global Moran's I at multiple distances) for daily rainfall (A), predicted daily rainfall by Tetraspherical model (B), predicated daily rainfall by K-Bessel model (C) as a suitable model based on the RMSPE during the period from 1975 to 2014. In the incremental spatial autocorrelation (ISA), the intensity of clustering is decided by the z-score. Generally, as the distance increases, so does the Z-score, the increases the Z-score, showing the increase in the clustering, and hence the Z-score generally peaks or multiple peaks. The amount of the ISA is estimated for each distance increment, the associated Moran's index, expected index, variance, z-score and p-value. Figure 15 show the ISA of the rainfall series for daily rainfall (A), predicted daily rainfall by Tetraspherical model (B), predicated daily rainfall by K-Bessel model (C) with the different peak z-scores (peaks show distances where the rainfall spatial variability predicted clustering are greatest indicated) associated with distances of 50,000, 100,000, 150,000 and 200,000 meters. All rainfall series variability patterns based on distances distribution presented weak spatial relationships or rainfall random variability patterns in Iran. this is a part of a cluster. A negative value for I show that a variability pattern has neighboring patterns with dissimilar values; this pattern is an outlier. The Anselin Local Moran's I statistic, which is calculated for cluster or outlier type between a statistically significant cluster of high values (HH), a cluster of low values (LL), outlier in which a high value is covered primarily by low values (HL), and outlier in which a low value is involved primarily by high values (LH). With respect to the cluster or outlier, the p-values smaller than 0.05, are considered statistically significant. With respect to high positive z-score for a rainfall variability pattern shows that the surrounding rainfall variability patterns have similar variability values and rainfall variability pattern can appear in HH for a statistically significant cluster of high values and LL for a statistically significant cluster of low values. Moreover, a low negative z-score for a rainfall variability pattern shows a statistically significant spatial rainfall outlier pattern. Figure 16 indicates that, in all the data series, 95% of the cluster of low values (Low-Low cluster pattern) have experienced daily, annual, and predicted rainfall series by models in the central and southern regions and also, cluster of high values (high-high cluster pattern) have experienced daily, annual, and predicted rainfall series by models in the Western border and Caspian Sea regions. In addition, a converted region can be observed in among Low-Low cluster pattern and high-high cluster pattern areas in the central points in Iran (Figure 16 ). Therefore, based on the Anselin Local Moran's I index, the existence of random daily rainfall spatial variability in these areas is predictable.
Geostatistical models are classified based on their similarity to provide the spatial variability of daily rainfall. These models are based on cluster analysis and their similarity to show spatial patterns and spatial variability among these models. In general, geostatistical models provided better fits than the other models based on RMSPE. Accordingly, they were set in the spatial variability analysis for daily rainfalls (Table 1 ). The semivariograms analysis of the models shows the presence of a similar spatial correlation for the selected models (Table 3 ). The distribution of RNE (Co/Co + C) displays the spatial correlation. According to Rosemary et al. (2017) , the ratio of nugget to sill (Co/Co + C) of less than 0.25, 0.25 to 0.75, and greater than 0.75 can reveal strong, moderate, and weak spatial correlation, respectively. The RNE values for the prepared models are between 0.25 and 0.75, suggesting their moderate spatial autocorrelation (Table 3) . Since the value of the RNE for geostatistical models is between 0.25 and 0.75, it can be suggested that they have moderate spatial variability and a varying spatial variability in different directions (including 0, 45, 90, and 135°). The dynamics of experimental semivariance analysis, expressed as a set of the elements in the adapted statistical model, were employed to analyze the variogram model properties (Javari, 2017d) by the nugget variance (Co), the structural variance sill (Co + C), the range (A), the residual sums of squares, the coefficient of determination (r2), the ratio [C/(Co + C)], the dependency degree (DD), the range parameter for the major axis of variation (A1), and the range parameter for the minor axis (A2). The types of variogram showed a moderate presence of spatial dependency for daily rainfall series in the distance (17.2 m), while presented a moderate presence of spatial variability for the daily rainfall series. The findings of spherical anisotropic models for daily rainfall series show statistically significant estimated error in short-range variations (RNE = 34.81%) and strong spatial variability within the range of daily rainfall series. Moreover, they displayed several strong spatial variability for the daily rainfall series in different directions in Iran (Figure 17 ). In the Figure 17 , binned values are shown as red dots and are created by clustering empirical semivariogram points together using rainfall points square cells that are one lag wide. Average points are shown as blue crosses and are produced by clustering empirical semivariogram points that fall within angular sectors. Binned points show local variation in the semivariogram values, whereas average values show smooth semivariogram value variation. In many patterns it is straightforward to fit a model to the averaged values, as they offer a less cluttered view of the spatial autocorrelation in the rainfall data and show smoother changes in the semivariogram values than the ditched points. As seen in Figure 17 , the Spherical model has the least RMSPE in all rainfall series. For this reason, it can be supposed that Spherical semivariogram model is the most suitable model for predicting the daily rainfall data variability in climatic analysis in Iran.
Conclusions
The geostatistical methods have in short been employed as valuable tool for monitoring and predicting rainfall variability and the geostatistical map has been one of the most important tools for variability evaluation. Despite its application, geostatistical methods does have various difficulties, the most important of which is the validation combined with its temporal variability and effectiveness patterns, both of which can considerably impact the prediction. In this study, a spatial variability analysis presents in the daily rainfall series for Iran using geo-spatial methods. This variability analysis and its spatial patterns occur at various levels of modeling. Geo-spatial patterns analysis revealed that daily rainfall series particularly spatial patterns are important to predict the variability in Iran. Among the geostatistical models' patterns analyzed, OK and SK methods indicated spatial variability indicating the reliability of patterns checking the daily rainfall variability. Geostatistical patterns of daily rainfall series show an on the whole different variability from the north to the south. The daily rainfall variability is larger in the various regions have different spatial-temporal patterns. This reveals that with the increase of daily rainfall variability, it is more searching to geostatistical variability patterns in Iran. Also, in the daily, the geostatistical patterns shows a significant correlation in the wet regions which quickly reduces toward its dry areas. Furthermore, in daily series, the geo-spatial patterns show an essential variability pattern in the north regions which spatially increases toward its south areas, the geostatistical variability patterns show a considerable pattern in the Caspian Sea shoreline which gradually increases toward its mountainous areas. This study would enable us to recognize the spatial variability of rainfall and provide a source for predicting the climatic regionalization and classifications. Prediction of daily rainfall using the spatial variability patterns will be considered in our future research.
