Abstract-Supervised classification has been extensively addressed in the literature as it has many applications, especially for text categorization or web content mining where data are organized through a hierarchy. On the other hand, the automatic analysis of brand names can be viewed as a special case of text management, although such names are very different from classical data. They are indeed often neologisms, and cannot be easily managed by existing NLP tools. In our framework, we aim at automatically analyzing such names and at determining to which extent they are related to some concepts that are hierarchically organized. The system is based on the use of character n-grams. The targeted system is meant to help, for instance, to automatically determine whether a name sounds like being related to ecology.
I. INTRODUCTION
Brand names are very important as they occur everywhere in our lives and allow companies and organizations to associate distinctive signs on themselves, and their products, services. However, they cost a lot of money to companies if they have to be changed due to bad choices. The challenge is thus to provide automatic tools to analyze such names. These names are often neologisms and must be analyzed in many contexts (languages, social classes, etc.).
In this work, the goal is to analyze brand names so that the end user can be informed about the class which the names is the closest to. For instance, one name could be very close to the concept of ecology. The distance we use is based on a lexical analysis based on sequences of characters (n-grams). Further work will help classifying the names depending on their semantic or phonetic distances. In the currently implemented system, the user can analyze a name he has just created. The input is a name (existing or not in dictionaries) proposed by the user, and the system then shows him/her which concepts are related to this name. For this purpose, starting from this input, the system checks which concepts share the most important number of representative n-grams.
For this purpose, we consider the concepts from the Larousse Thesaurus [1] , which is in French and is equivalent to the Roget Thesaurus [2] . In many applications and domains, the concepts are organized into a hierarchy. As shown on Figure 1 , this is the case for the thesaurus being In this paper, we study how to classify brand names into these hierarchically organized concepts. In the first part, we recall why brand names are difficult to manage and the existing approaches for hierarchical classification, before presenting our method and reporting experimental results.
II. RELATED WORK

A. Brand Names and Concepts
Brand names are very important in order to identify the products, services or companies they refer to. It is thus crucial to provide people working on trademarks (e.g. in marketing companies) with tools that allow to automatically analyze what brand names may evoke. However, as reported in [3] , brand names have been hardly studied in linguistics, although they are an interesting kind of nouns (and expressions). Much research is indeed being done in economics and law regarding trade names used in advertising (which we would refer to as advertising names). However few works are published on the subject in French linguistics. These names can be either taken from a dictionary, or be neologisms. They have been often associated with proper names. However, they must be studied as a very particular piece of language.
B. Hierarchical Classification
Supervised classification (and text classification) has been studied for many years [4] , [5] and is a well-known technique to associate objects to predefined categories. In this work, we address a particular problem of supervised learning, as the predefined categories are organized into a hierarchy.
Many works are based on n-grams. An n-gram is a subsequence of n items from a given sequence. These items can for instance be phonemes, syllables, letters or words. Stopword lists are often used to clean data. A stopword list is a set of words that occur frequently in the language and which are not discriminant for the categories. In the other word, they are not meaningful. For instance, the word the in English does not convey any idea of a related concept.
[6] introduces a simple method using n-grams based on characters. The authors assume that documents from the same category should share similar n-grams. The training data set is taken from from newsgroup and is split into ngrams (1-5) that are counted. The top 300 highest frequency n-grams are selected to be the feature set. The authors use the simple rank-order statistic called out-of-place measure to compare new documents and categories. They then pick the category having the smallest distance. No model is learnt.
In [7] , the author also uses n-grams. The approach mixes the ideas of out-of-place measure and the cosine similarity measure from vector space model. This paper proposes two ways of feature selection to represent the document, namely the inverse document frequency (idf) by selecting features greater than a threshold and the top 1,000 n-grams having the highest frequency. The result shows that top 1,000 ngrams with highest frequency is more successful than idf.
[8] proposes an approach for classifying Web documents into large topic ontology. The training data set comes from DMoz topic ontologies that contains web pages organized into a hierarchy consisting of 15 levels with 94,113 nonleaf nodes. Data is pre-processed for removing standard English stop-words (525) and stemming the words using the Porter stemmer [9] . Bag of words are used for representating the information, by computing TF-IDF as feature vector. The k-nearest neighbor classifier is used for classifying a new document. In classifying phase, all the topics from the hierarchy are considered as a flat structure by building separate classifiers for every class in the hierarchy.
[10] is one of the closest work compared to our approach as the authors use thresholds to classify a document into a hierarchical structure. The authors use a top-down approach, meaning that the classification starts from top level and filters all categories in top level by threshold. The hierarchical structure from LookSmarts web directory is used. For the non-hierarchical case, the authors select 1,000 terms (words) from each of 150 categories by the largest mutual information between a test document and a category. For the hierarchical case, the authors also select 1,000 features from each of 13 top-level categories and 1,000 features from each of 150 second-level categories. During the training phase and classifying, SVM are used as a classifier. In the classifying phase, scores are combined from top and second level models using different combination rules.
In [11] , the objective is to classify documents into appropriate classes by taking advantage of a hierarchy of classes. The authors use the naïve Bayes classifier and propose a new statistical technique called shrinkage to improve the estimation of the parameters. The idea of shrinkage is to smooth the parameter estimation of a node by interpolating all its parent modes. The feature selection for classes is performed by ranking the highest mutual information at each internal node of the hierarchy. The authors claim that the shrinkage method can reduce text classification error by up to 29%, especially when the training data is sparse and the number of classes is large.
In [12] , the authors propose an approach that utilizes the hierarchical structure by focusing a very small set of features. Using the Reuters-22173 dataset, they define top-level categories by merging sub-categories (e.g. Corn and Wheat group into Grain or Dollar and Interest Rate group into Money Effect). For classification, the naïve Bayes classifier is used, with a top-down approach. The test documents are classified into top-level first and then filtered to the firstlevel categories. The result when comparing between flat model and hierarchical models demonstrates the advantage of hierarchical model with a small number of features.
In [13] , the authors address the problem of protein classification, using n-grams as the descriptors of their objects. These n-grams are mined using association rule-based methods and SVM are used for the classification task.
III. HCBN: HIERARCHICAL CLASSIFICATION OF BRAND NAMES
The general process we propose is described in Figure 2 . The methodology for building the model for hierarchical classification of brand names is split into the following steps: (1) Preparing Data, (2) Collecting words into leaf node from French Larousse, (3) Applying Stopword and Stemming (4) Split word into n-grams (2-grams, 3-grams, 4-grams), (5) Selecting the most relevant features.
For classifying a new brand name, the system (1) first gets the new name from the user, (2) then splits the name into n-grams (2-grams, 3-grams, 4-grams), and (3) uses a naive Bayes classifier to classify at leaf node. (5) If the user judges the result as being not satisfactory, then the system tries to sum up the probabilities of siblings to roll up to a higher level in the class hierarchy. It then reports the class that gives the maximum value.
It should be noted that this last step is the main important novel part of our method. We detail the whole approach below.
A. Building Information about the Concepts
In existing text classification methods, it is important, for every concept, to gather related words. These words are then split into n-grams in order to compute the most discriminant n-grams. In our case, the challenge is to choose how to associate discriminant n-grams at several levels of granularity.
Two alternatives are possible: either to gather related names for every entry from the hierarchy (concepts, themes, sections, classes), or to gather related names only at the lowest level (concepts) and aggregate them for building discriminant n-grams at the upper levels (themes, sections, classes). In this work, we choose to gather words at the leaf level.
The data we gather is first cleaned. For this, we remove common words (stopwords). We use a French stopword list from the snowball project [14] . After that we use the Porter stemming algorithm to transform words into their grammatical roots. The stemming is the process for reducing inflected (or sometimes derived) words to their stem, base or root form.
For our task we consider n-grams of characters (letters, punctuation marks), assuming that words belonging to the same category should have some common sequences of letters. We separate a training set of words and a test set, and we choose 2-grams, 3-grams and 4-grams to be the feature set of the classification model.
The main characteristic of text classification is the high dimensionality of textual data. Usually in text classification, a document is represented by using a bag of words. In this work task, we use characters n-grams to be the feature set, and the bag of word is represented by the sequences of characters vector corresponding to a given word, thus leading to a very high number of attributes to be managed. Methods have been proposed to select the most relevant attributes. These methods, also known as feature selection, allow to reduce the dimensionality of the data, and to improve classification effectiveness and computation efficiency. As described in [15] , several methods exist. Statistics (chisquare) and information gain are some of the more effective ones for optimizing classification result. In this work, we apply and compare the results obtained using several feature selection methods.
B. Classifying over Hierarchical Concepts
The naïve Bayes classifier is a simple classifier model that base on probabilistic theory call Bayesian theorem with independence assumptions so-called naïve Bayes assumption. All attributes are assumed to be independent, which is in fact not correct in real-world text classification. However, naïve Bayes performs well [16] .
To classify a document into a class, the best class is selected by maximum a posterior probability (MAP). We use naïve Bayes assumption, all of words in a document are independent and also position of words in the document. To apply naïve Bayes classifier to classify words into a class, we consider the classes from the hierarchical word structure derived from the French Larousse thesaurus. We consider a word as a vector space that consists of sequences of consecutive characters.
We assume that a word is composed of a sequence of consecutive characters called n-grams. For obeying naïve Bayes assumption, we also assume that these sequences are independent. The main idea behind our task is that a word will belong to a class, because it has some sequences of consecutive characters matching with other words from the same class. We thus separate all words into n-grams which become our attributes. If a word contains any such attribute (i.e. sequence), we mark 1 to be a weight of vector and 0 otherwise. Thus a word is represented by binary vector. We use multi-variate Bernoulli model.
Although the result of the comparison between mutivariate Bernoulli model and multinomial model is shown that the multinomial performs usually better at larger vocabulary sizes than the muti-variate Bernoulli model but the muti-variate Bernoulli model works well with small vocabulary size [17] .
For using n-grams sequences to be a feature, we only use a sequence absence or presence in word and we do not consider the frequency of consecutive characters sequences occurring in a word. After classifying at leaf node by naïve classifier, we try to improve classifying performance by using hierarchical structure of words.We purposed new methodology of hierarchical classification based on independence assumption of naïve bayes theory.
When classification is not satisfactory at the leaf level (i.e., the probability is lower than a predifined threshold), then we use the relationship between sibling nodes to go up in the hierarchy. For this purpose, we sum up the probabilities of all children to compute the score of the upper level node. At this upper level, the category having the highest score is chosen as the class to be output to the user. If this class is not satisfactory (i.e. the classification score is lower than the predefined threshold), then this process is repeated by rolling up to the upper level as many times as possible and necessary.
IV. EXPERIMENTAL RESULTS
Words have been collected using an Internet search related to each concept from the French Larousse thesaurus. The hierarchical structure of the data consists of 4 levels: 3 Classes, 27 Sections, 95 Themes and 873 Concepts from top to leaf level. 53,778 words have been collected at leaf node. In our experiment, we selected 6 concepts from different classes containing 821 words. From 821 words, we separate them into training set and testing set by random selection (see Figure 3 ). We start classifying at leaf node level by considering 6 concepts consisting of 821 words. These words have been split into 547 words for training set and 247 for testing set. Words from training set are separated into n-grams (401, 1,735 and 3,075 sequences for 2-gram, 3-grams and 4-grams respectively). Before building a bag of words, feature selection techniques are used to select a set of discriminating features. Three methods were evaluated, including TopRank frequency, chi-square (statistics), Information Gain. For 2-grams, we select all the features because the total of 2-grams sequence is 401.
We run naïve classifier (multi-variate bernoulli model) and compare the results depending on the feature selection methods and the number and the size of features.
A. Results
Figures 4 and 5 show classification accuracy and macro and micro-averaged precision and recall using three types of feature selection techniques with various n-grams and feature size.
Firstly, for overall result of classification accuracy, 2-grams with 401 features achieved the best accuracy at 67.61%. Secondly, when comparing between several feature sizes (300, 500, 1000), 300 features of 3-grams with chisquare achieved the highest accuracy score at 57.49%. The second accuracy score is given by 3-grams with 500 features and information Gain at 57.09%.
For every type of feature selection technique, using 1,000 features performed poorly (except for TopRank frequency) even if [5] , [11] claim that a larger vocabulary generally performs better than small sizes. This may be due to the use of Bernoulli Model.
Thirdly, the results show that 2-grams perform better than 3-grams and 4-grams. However for 2-grams, the number of features is too small in our experiment so we cannot compare 2-grams between feature selection types and feature sizes. We can only compare between 3-grams and 4-gram. In this case, the 3-grams perform better than 4-grams.
Regarding the types of feature selection, chi-square achieves better than information gain and TopRank on average.
The results show that the highest micro-averaged performance is achieved with 2-grams with TopRank at 401 features. When comparing feature selection techniques on 3-grams and 4-grams, chi-square with 3-grams and 300 features and TopRank frequency with 3-grams and 500 features give the best classification evaluation measures by micro-averaged f-measure.
When comparing the results depending on the feature size, we show that chi-square with 3-grams and 300 features gives the best classification evaluation measure by micro-averaged f-measure. The second is given by TopRank frequency with 3-grams and 500 features. From these results, we can conclude that when the size of feature increases, then the performance slightly decreases.
V. CONCLUSION
This paper presents a system devoted to automatic brand name classification, with applications over hierarchicallyorganized classes. The solution proposed here consists in using representative character n-grams and defining a strategy to aggregate them over the hierarchy. Experiments have been carried out on the French classification of concepts from the Larousse. The experimental results show the interest of our approach.
The future research directions mostly include the extension of experiments, and the study of classification methods based on phonems [18] . Moreover, we will study how to improve our system in order to support multi-linguism [19] .
