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Abstract
The Period {Per) genes are central components of the mammalian circadian 
oscillator and form part of a feedback loop, which inhibits their own transcription. 
Genetic variations in the human PER2 and PER3 genes have been associated with 
advanced and delayed sleep phase syndrome (ASPS and DSPS, respectively) and 
extreme diurnal preference. These discoveries directed the focus of this thesis towards 
other polymorphisms within the human PER 7, 2 and 3 genes that may associate with 
subject groups with extreme diurnal preference or circadian rhythm sleep disorders 
(CRSD).
The single nucleotide polymorphism (SNP) database was used to identify 
SNPs with potential functional relevance and a collection of pooled genomic DNA 
samples was used to validate these SNPs before further investigation within 
individual subjects with extreme diurnal preference and DSPS. This strategy 
identified four polymorphisms, which associated significantly with extreme diurnal 
preference or DSPS.
A synonymous polymorphism (T2434C) in PERI was found to associate with 
extreme morning preference. This polymorphism was hypothesised to be in linkage 
disequilibrium with another polymorphism, which affects PERI gene expression at 
the DNA, RNA or protein level because the T2434C SNP did not produce a change in 
the translated amino acid sequence.
A polymorphism (C lllG ) located in the 5’-untranslated region of PER2 was 
found to associate with extreme morning preference. Computer prediction indicated 
that the C l l lG  SNP might affect the secondary structure of the transcript, but a
reporter assay found no significant difference in mRNA translatability between the C 
and G allele.
Four polymorphisms (G-320T, C-319A, G-294A and a repeat) were identified 
in the PER3 promoter region. The G-320T and C~319A were both found to associate 
with DSPS and haplotypes generated from tlie four polymorphisms were found to 
have varying effects on PER3 expression in reporter assays.
These findings therefore suggest that polymorphisms within the PER genes 
associate with defined circadian phenotypes and CRSD. The continued screening for 
polymorphisms within circadian clock genes is therefore essential to elucidate the 
molecular mechanisms underlying circadian phenotypes and CRSD in humans.
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Chapter 1; Introduction
1.1 Circadian system and sleep
1.1.1 Circadian rhythms
The cycle of day and night is one of the most prominent features of the world 
we live in, and consequently many living organisms display daily changes in 
physiology and behaviour according to an endogenous period (x) of about 24 h. These 
rhythms are known as circadian, a word created from the Latin words circa (about) 
and dies (day). The circadian control of biological rhythms is widespread among 
organisms, but not universal. Thus, humans, mice and model organisms such as 
Drosophila, Arabidopsis, Neurospora and some cyanobacteria display circadian 
rhythms, whereas other model organisms, such as E. coll and S. cerevisiae do not 
(Dunlap, 1999).
Circadian rhythms are not merely a response to the Earth’s rotation around its 
axis but, instead, are able to anticipate it as they are controlled by endogenous 
oscillators (or circadian clocks), which are able to persist when environmental 
conditions (such as light or temperature) are kept constant. Circadian clocks are also 
able to maintain their rhythm despite fluctuations in external temperature 
(temperature compensation). Clocks have also evolved a means of resetting 
themselves to allow synchronisation (entrainment) to the 24 h environmental cycle. 
This can be accomplished by signals (called zeitgebers, meaning time-givers) such as 
light, activity and nutrient availability (Castillo etaL, 2004, Kobayashi et al., 2004).
The circadian timekeeping system confers a selective advantage to organisms 
by enabling them to synchronise biological functions to the environment, thereby
enabling organisms to anticipate daily changes in tlie environment and accordingly 
change their physiological state in a suitable manner (DcCoursey et ciL, 2000, Beaver 
et al., 2002).
The mechanisms underlying biological clocks and their physiological role are 
addressed through the study of chronobiology. This field of research comprises 
biological timekeeping processes that not only occur over a 24 h period, but also with 
ultradian rhythms (those that occur at high frequency, e.g. hormone secretion 
occurring in distinct pulses over the course of a day), and infradian rhythms (those 
that occur at a low frequency, e.g. monthly or yearly cycles such as reproduction).
1.1.2 Central circadian oscillator
The centres that control circadian physiology have been identified in the 
nervous systems of many animals. In mammals, generation of circadian rhythms is 
largely controlled by a part of the hypothalamus called the suprachiasmatic nuclei 
(SCN), but circadian clocks have also been identified within mammalian peripheral 
tissues (peripheral clocks), such as the liver, heart and the kidney.
The central pacemaker is a pair of nuclei (SCN) containing about 10,000 cells 
each located above the optic nerve chiasm within the ventral hypothalamus. The 
function of the SCN as the central pacemaker and its role in controlling locomotor 
activity was established by lesion (Moore and Lenn, 1972) and transplantation (Ralph 
et al., 1990) experiments. The circadian activity rhythms of the SCN-lesioned animals 
were lost, but restored upon transplantation of a wild-type SCN, with the endogenous 
circadian period (x) of the donor animal (Ralph et al., 1990). This indicates that the 
transplanted tissue does not act by restoring the host phenotype, but that the clock is 
contained within the transplanted tissue. The finding that individual neurones within
the rat SCN are rhythmic in their spontaneous firing rates (Welsh el a l, 1995) and 
exhibit various phases and non-24 h (free-running) periods (Nakamura et al., 2001, 
Quintero et a l,  2003, Yamaguchi et a l,  2003), questioned how an assembly of 
independent oscillators can produce a coherent output. A model proposed by Antle et 
al. (2003) proposed that the heterogeneity of the SCN was required to produce a 
single unified output. This model implies that a daily signal synchronises a subset of 
SCN cells, which then synchronise the phases of the other individual oscillators 
within the SCN. This draws the phases of individual oscillators closer together, 
leading to the overall output of the system to be rhythmic (Antle et al., 2003). This 
model was also supported by the observation that the mammalian SCN is divided into 
two anatomically and functionally distinct regions, the ventrolateral (core) and the 
dorsomedial (shell) (Moore, 1996) (Figure 1.1). The core receives retinohypothalamic 
tract (RHT) input and specifically expresses the neuropeptides vasoactive intestinal 
polypeptide (VIP) and gastrin-releasing peptide (GRP). The neurones within the core, 
however, lack detectable rhythms in clock gene expression and electrical activity 
(Hamada et a l,  2001, Jobst and Allen, 2002). A calcium-binding protein, calbindin, is 
also expressed within this region and controls the phase-dependent phase shift of the 
clock by light (Hamada et a l,  2003). The core is surrounded by the shell, which 
contains neurones that express the neuropeptide arginine vasopressin (AVP) and 
exhibit robust circadian rhythmicity in clock genes and clock-controlled genes (CCG) 
(Hamada et a l,  2001). Therefore, the SCN are organised into non-rhythmic “gate” 
cells and rhythmic oscillator cells, with the gate cells containing calbindin, GRP and 
VIP neurones and providing daily input to the oscillator cells (Antle et a l,  2003, Aton 
et a l,  2005).
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Figure 1.1. Light is transduced into a neural signal by intrinsically photoreceptive ganglion 
cells (ipRGCs) in the retina and conveyed to the SCN core along the retinohypothalamic tract 
(RHT), resulting in the release of neurotransmitter glutamate, substance P (SP) and pituitary 
adenylyl cyclase activating peptide (PACAP) onto the SCN neurones. Glutamate activates 
NMDA receptors, causing an influx of Ca^% which activates kinases such as mitogen- 
activated protein kinase (MAPK) cGMP/cGMP-dependent protein kinase II (PKGII), 
calcium/calmodulin kinase (CaMK), resulting in phosphorylation of cAMP-response- 
element-binding protein (CREB). Activated CREB binds to the Ca^VcAMP response 
elements (CRE) in the promoter region of both Perl and Perl, activating transcription. 
Neurones in the SCN core communicate with the rhythmic SCN shell and SCN targets using 
a variety of neurotransmitter, including vasoactive intestinal polypeptide (VIP), gastrin- 
releasing peptide (GRP), and SP. Cells in the rhythmic SCN shell contain molecular clocks 
driven by an autoregulatory transcription-translation loop (section 1.1.3). Adapted from Antle 
and Silver (2005).
Many of the neurotransmitters and neuromodulators implicated in 
transmission of photic information from the retina to the SCN (section 1.1.5.2) are 
also involved in intra-SCN communication. Substance P (SP) is an intra nuclear 
signal from the SCN core that works with other as yet unidentified transmitters. GRP 
is an output signal of the SCN core, which modulates responses to different light 
intensities in conjunction with other signalling molecules. A number of experiments 
have implicated GRP in the acute activation and electrical synchronisation of SCN
neurones (Cutler et al., 2003, Aton et al., 2005), as well as the coordination of 
behavioural rhythms (Harmar et al., 2002). Recently, the vasoactive intestinal 
polypeptide receptor subtype 2 (VPAC2) receptors, which are activated by VIP, have 
been found to be necessary for maintaining molecular timekeeping in individual SCN 
neurones and to synchronise them (Maywood et al., 2006). The authors also 
demonstrated that GRP could enhance and synchronise molecular timekeeping in 
Vipr2 (the gene encoding the VPAC2 receptor) null mice. Therefore, VlP-ergic 
signalling synchronises the intracellular circadian clocks of individual neurones 
within the SCN.
1.1.3 Clock genes
Much of our understanding of the molecular control of the circadian clock 
mechanism in animals began with investigating the fruit fly, Drosophila melanogaster 
[reviewed in Hendricks (2003) and Stanewsky (2003)]. This has led to a number of 
significant discoveries, with orthologues of most of the core clock genes involved in 
the fly clockwork being cloned in mammals and vice versa (Albrecht and Eichele, 
2003, Tauber et al., 2004). Gene duplication events, however, have created multiple 
copies of many clock genes in mammals (Tauber et al., 2004, Looby and Loudon, 
2005, von Schantz et al., 2006).
Genes whose protein products are necessary for the generation and regulation 
of circadian rhythms within individual cells throughout the organism have been 
designated as core-clock components (Takahashi, 2004). The molecular model of the 
circadian clock can be viewed in its simplest form as thus (Figure 1.2): Positive 
promoter elements activate transcription of a gene, which is then translated into a 
protein; the protein accumulates to a threshold concentration in the cytoplasm and
post-translational m odifications o f the protein take place. The protein then enters the 
nucleus w here it inhibits its own transcription by acting directly  on the positive 
prom oter elem ents. T he protein is then degraded and the cycle can begin once more 
(R oenneberg and M errow , 2003).
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Figure 1.2. Transcription/translation oscillator model for circadian clocks. This simple model 
has two interlocked loops. Clock gene 1 is transcribed into RNA and translated into protein. 
Clock protein 2 positively regulates transcription of clock gene 1. Clock protein 1 negatively 
regulates its own transcription by inhibiting the effect of clock protein 2. Clock protein 1 also 
positively regulates production of clock protein 2 via either transcription or translation. Black 
bars represent the gene. Positive influences are shown as solid lines with an arrowhead and 
negative influences by dotted lines. Adapted from Larkin-Thomas (2006).
1.1.3.1 Transcription/translational feedback loop
A central feature in the generation of x in mammals is the coordinated 
oscillation of the products of the clock genes Period {Perl, 2, and, 3) and 
Cryptochrome {Cryl and 2), which control their own production via a primary 
feedback loop (summarised in Figure 1.3). Two bHLH (basic helix-loop-helix)-PAS 
(Period-Arnt-Single-Minded) transcription factors, CLOCK (circadian locomotor
output cycles kaput) and BMALl (brain and muscle Amt-like protein 1), typically act 
as positive regulators within this feedback loop. The HLH is a conserved domain that 
covers approximately 40 amino acids and mediates dimérisation between other HLH 
members. Adjacent to the HLH is a region of basic amino acids (approximately 20 
amino acids) that function in DNA binding through interactions with E-boxes 
(CACGTG nucleotide motif) (Ma et al., 1994, Munoz and Baler, 2003).
The PAS domain (consisting of PAS A and PAS B repeats) is found in many 
clock proteins and is known to act as a site for protein-protein interaction. Deletion 
studies of this region in Drosophila have shown that one of its functions is to allow 
protein dimérisation before nuclear entry (Gekakis et a i,  1995). Analysis of the 
expression patterns of these genes in mice brains indicate that Bmall levels peak in 
the middle of the circadian night [between circadian time (CT) 15-21] in the SCN, 
whereas Clock mRNA and proteins are constitutively expressed (Vitaterna et al., 
1994, Bunger et al., 2000) except in the periphery where levels peak between CT 21- 
03 (Vitaterna et al., 1994).
Transcription of Per and Cry genes is activated by binding of CLOCK- 
BMALl heterodimers to E-boxes (Kondratov et al., 2006) located within the 
promoter region of Per and Cry genes (King et al., 1997b, Gekakis et al., 1998). 
Transcriptional activation was also thought to require p300 histone acetyltransferase 
(HAT) to acetylate histone H3 in the promoter region of the target genes (Etchegaray 
et al., 2003). However, a recent experiment has shown that CLOCK itself possesses 
HAT activity that is able to cause acétylation of histone H3 (Doi et al., 2006). 
Transcriptional activation of Perl can also be induced through photic input (section 
1.1.5.2), which stimulates rapid histone acétylation associated with the promoters of 
Perl and Perl in the SCN and the induction of cAMP response element (CRE)-
mediated gene expression through a CRE contained within the promoter region of the 
Perl gene (Travnickova-Bendova et aL, 2002, Naruse et a i, 2004).
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Figure 1.3. Diagram of the mammalian circadian clock mechanism. CLOCK (yellow) and 
BMALl (purple) proteins (positive regulators) bind to one another to form a heterodimer. The 
CLOCK-BMALl heterodimer then activates the expression of Period {Per), and 
Cryptochrome {Cry) in the nucleus by binding to E-boxes located within their promoters. 
PER (red) and CRY (black) proteins bind to one another to form heterodimers and casein 
kinase Is (CKIe) phosphorylates the bound PER proteins causing nuclear translocation of the 
PER-CRY heterodimers, but phosphorylation of unbound PER can lead to its degradation. 
Once the PER-CRY heterodimers accumulate in the nucleus, they interact with the CLOCK- 
BMALl heterodimers, repressing their transactivating function. This closes the feedback loop 
by which Per and Cry genes are activated. The PER and CRY proteins therefore decrease 
over time until there is an insufficient concentration able to suppress the CLOCK-BMALl 
heterodimers. The CLOCK-BMALl heterodimers are thus allowed to act on the Per and Cry 
promoters, reinitialising the cycle once more. Adapted from Albrecht and Eichele (2003).
In the SCN, Per and Cry transcription occurs during the end of the day and the start of 
the night, though the timing of Per and Cry activation differs depending on the tissue 
(Zylka et al., 1998). Activation in tlie peripheral tissues occurs about 4 h later than in 
the SCN (Zylka et at., 1998) and is presumably dependent on the time it takes 
humoral factors released from tlie SCN to entrain oscillators in the periphery 
(Balsalobre et at., 2000a, Balsalobre et at., 2000b). The mRNA of these genes is then 
transported to the cytoplasm where it is translated into protein, the concentration of 
which peaks during the middle of the night (Griffin et at., 1999, van der Horst et al.,
1999). PER proteins are phosphorylated by casein kinase 16 and e (CK1Ô and e) in 
conjunction with P-TRCP (a ubiquitin ligase) (Shirogane et al., 2005) leading to 
proteosomal degradation via ubiquitination, unless they form stabilising complexes 
with CRY, which can translocate into the nucleus (Kume et al., 1999, Keesler et al., 
2000, Y agita et al., 2002). All combinations of PER and CRY seem possible, at least 
in vitro (von Schantz and Archer, 2003), but PER3 requires PERI to act as an import 
adaptor for nucleocytoplasmic shuttling (Loop and Pieler, 2005). The phosphorylation 
status of PERI within the complex may also influence translocation to the nucleus 
(Takano et al., 2004a). Once the complexes accumulate in the nucleus, they interact 
with the CLOCK-BMALl heterodimer, repressing its transactivating function (Griffin 
et al., 1999, van der Horst et al., 1999). It is thought that binding of the complex to 
the CLOCK-BMALl heterodimer decreases HAT activity resulting in inhibition of 
histone H3 acétylation and therefore inactivation of transcription (Etchegaray et al., 
2003, Naruse et <2/., 2004, Doi et al., 2006). However, recent studies have suggested a 
dual functional role for the CLOCK-BMALl heterodimer, whereby it can act as both 
a transcriptional activator and repressor (Kondratov et al., 2006). The switch from 
activator to repressor is thought to be through binding of CRYl to the CLOCK-
BMALl heterodimer (Kondratov et a l ,  2006). The molecular mechanism of the 
CRY 1-dependent switch is unknown, but it has been hypothesised that the functional 
activity of the complex is dependent on its composition. For example, the CLOCK- 
BMALl heterodimer acts as an activator, whereas the CLOCK-BMALl-CRY 1 
complex acts as a repressor. Alternatively, post-translational modification of the 
CLOCK-BMALl heterodimer may result in a switch from transactivation to 
repression of the promoter. Post-translational regulation of CLOCK and BMALl has 
been demonstrated to effect transcriptional activity of the heterodimer (Kondratov et 
al., 2003) and a recent study has suggested that CRYl can bind directly to the C- 
terminal region of BMALl, which contains a number of putative phosphorylation 
sites (Kiyohara et al., 2006). Inactivation of CLOCK-BMALl closes the feedback 
loop by which Per and Cry genes are activated. Once PER and CRY levels are 
lowered, CLOCK-BMALl inhibition is lowered and the next cycle of Per and Cry 
transcription can occur.
1.1.3.2 Secondary loops
In addition to the primary feedback loop, there are also secondary loops, 
which further supplement the intricate network necessary for the generation of 
circadian rhythmicity (Figure 1.4). The CLOCK-BMALl heterodimer can induce the 
rhythmic expression of the retinoic acid-related orphan nuclear receptors, Rev-erba 
(Preitner et al., 2002, Triqueneaux et al., 2004) and Rora  (Sato et al., 2004, Akashi 
and Takumi, 2005). The protein products of Rev-erba and Rora  can bind to a retinoic 
acid-related orphan nuclear receptor response elements (ROREs) contained within the 
Bmall promoter region.
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A number of studies have demonstrated that binding of REV ERB (a and p) 
and ROR (a, p and y) to ROREs regulate Bmall expression (Guillaumond et al.,
2005). REV-ERBs repress Bmall gene expression (Preitner et a l, 2002, Guillaumond 
et al., 2005), whereas RORs cause transcriptional activation of Bmall (Sato et al., 
2004, Akashi and Takumi, 2005, Guillaumond et al., 2005). Furthermore, RORa has 
been found to regulate Perl expression negatively (Nakajima et al., 2004).
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Figure 1.4. Secondary loops involved in the generation of circadian rhythms. The CLOCK 
(yellow) -BMALl (purple) heterodimer can also activate the transcription of Rev-Erha. The 
REV-ERBa protein (blue) can then bind to retinoic acid-related orphan nuclear receptor 
response elements (ROREs) located on the Bmall promoter region causing transcriptional 
inactivation (dashed line). RORa proteins (grey) can also bind to RORE located on the Bmall 
promoter, but this causes transcriptional activation. Binding of PER2 (red) to the Bmall 
promoter can also activate the transcription of Bmall. CLOCK-BMALl can also bind to an 
E-box located in the promoter region of the Dec gene. The DEC protein (white) is can then 
bind to the CLOCK-BMALl heterodimer causing its inactivation, thus preventing Dec gene 
activation and Per (red) and Cry (black) gene expression. Adapted from Albrecht and Eichele 
(2003).
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Experiments reported by Shearman and colleagues (2000) showed that the 
PER2 protein has a positive effect on the expression of Bmall, which is expressed 
with a phase opposite to that of Per and Cry. The increased availability of BMALl is 
thought to promote CLOCK-BMALl heterodimerisation necessary to resume Per/Cr}> 
transcription (Shearman et al., 2000).
DEC (differentially expressed in chrondrocytes) 1 and 2 are bHLH 
transcription factors, which inhibit the function of the CLOCK-BMALl heterodimer 
in vitro (Honma et a l,  2002). CLOCK-BMALl controls the expression of the Dec I 
gene, which suggests that the DEC proteins acts as additional regulators of the 
feedback loop (Honma et al., 2002, Kawamoto et al., 2004).
NPAS2 (neuronal PAS domain 2), which is a paralogue of CLOCK (Reick et 
al., 2001), and an additional BMALl orthologue known as BMAL2 (Ikeda et al.,
2000) also participate in the molecular feedbacks loops. BMAL2 can also bind to 
CLOCK and is found at high levels in some tissues including blood vessels (Ikeda et 
al., 2000, Schoenhard et al., 2002) and NPAS2 is able to form a heterodimer with 
BMALl and is expressed in the forebrain and the periphery (Reick et al., 2001).
TIMELESS (TIM) is another clock protein, which has a well characterised 
role in Drosophila. It forms a heterodimer with PER, which plays a similar role to the 
PER/CRY heterodimer (Reppert and Weaver, 2001), but its function in vertebrates 
has been a matter of considerable debate. This is because genetic deletion of mTim 
has been shown to be embryonically lethal (Cotter et al., 2000). However, in mice, 
two transcripts of Tim have been identified, which show different levels of expression 
in the tissues of developing mice and adult mice (Li et al., 2000). The larger 
transcript, Tim-fl (full length) is less abundant in the tissue of adult mice. The shorter 
transcript is a splice variant, which corresponds to the last 475 amino acids of Tim-fl
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and is called the TIMELESS small isoform (Tims) (Li et al., 2000), In a recent study, 
Tim-fl was found to a play a role in the negative arm of the molecular feedback loop 
in the SCN (Barnes et at., 2003), In this study, knockdown mice for the TIM protein 
were produced and it was found that there was a significant decrease in the levels of 
PERI, PER2 and PER3 and a significant increase in CRYl and CRY2. This was 
taken as evidence that mTim is required for circadian rhythmicity. Also in mice, 
Barnes and co-workers (2003) found that TIM co-immunoprecipated with PERI, 
PER2 and RER3, indicating an interaction between these proteins. These researchers 
therefore hypothesised that the PER/TIM heterodimer could be the functional 
mammalian counterpart of the Drosophila PER/TIM heterodimer, with the human 
TIM  gene playing a similar role within the human circadian clockwork. However, 
there is still some uncertainty as to whether mTim is the mammalian homologue of 
Drosophila Tim (dTim). The recent discovery of a gene closely related to dTim, 
termed timeout, has been identified in Drosophila and appears to be more closely 
related to mTim than dTim (Benna, 2000). Instead, it has been suggested that mTim 
might be the orthologue of timeout rather than timeless. This has been supported by 
the observation of a number of functions for mTim unrelated to the circadian clock (Li 
et al., 2000). This includes being expressed at high levels during development in 
organs undergoing branching morphogenesis, such as the kidney (Li et al., 2000), 
which has been suggested to be the reason for the lethality of mTim knockout mice.
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1.1.3.3 Post-transcriptional/translational feedback control
The transcription/translation feedback loops are not sufficient to explain how x 
is precisely maintained. This is also carried out by a series of post-transcriptional and 
post-translational controls, which delay the cycle so that it is maintained for a full 24 
h, from the transcription of clock components all the way to physiological output 
(Harmer er a/., 2001).
Alternative splicing plays an important role in the control of clock gene 
expression. This was first identified in Drosophila, where Per was found to encode 
two transcripts that differed by the presence (type A) or absence (type B) of an intron 
in the 3’-untranslated region (3’-UTR) (Cheng et al., 1998). The two transcripts were 
observed to have no significant differences in mRNA cycling, but transgenic flies 
expressing type A showed a lengthening in their activity rhythm and a slower 
accumulation of PER protein. The differential splicing also seemed to be an important 
mechanism to detect photoperiodic and thermal changes, such as light and 
temperature, since they interacted with the clock to regulate 3’-splicing and thus 
acted as a seasonal sensor (Collins et al., 2004, Majercak et al., 2004). The mBmall 
gene also undergoes alternative splicing with each of the isoforms showing variation 
in tissue distribution (Yu et al., 1999). The human BMAL2 isoform  also shows 
differential transcriptional activity in vitro, which suggests that alternative splicing 
may regulate the amplitude of both central and peripheral oscillators (Schoenhard et 
a l,  2002).
There are many known post-translational modifications of circadian clock 
proteins (including méthylation, acétylation, and glycosylation), but so far the most 
studied is phosphorylation. CKl ô and e play an important role in the post- 
translational mechanism (Keesler et al., 2000, Vielhaber et a l,  2000, Camacho et a l.
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2001, Akashi et a l,  2002). In mammals, a number of CKlô and e binding domains 
and phosphorylation sites for PER proteins have been identified (Toll et a l ,  2001, 
Akashi et a l,  2002, Takano et a l,  2004a, Takano and Nagai, 2006, Vanselow c/ a l,
2006). As discussed in section 1.1.3.1, phosphorylation by CKl appears to play a role 
in the stability of PERI and PER2, targeting it for ubiquitin-mediated proteosomal 
degradation (Keesler et a l,  2000, Miyazaki et a l,  2004, Eide et al., 2005). However, 
the CRY protein counteracts this by stabilising PER. It is thought that the interaction 
protects both PER and CRY proteins from ubiquitination and degradation by 
proteosomes (Yagita et al., 2002). The dimérisation of PER and CRY proteins has 
been observed to bring about CRY phosphorylation by CKle, enabling nuclear 
translocation (Eide et a l, 2002). Phosphorylation of PERI and PER3 by CKle has 
also been shown to facilitate nuclear entry in COS-7 cells (Takano et a l,  2000), 
which is thought to be through the phosphorylation of Ser714 in PERI (Takano and 
Nagai, 2006). However, another study found that CKle phosphorylation of PERI 
caused translocation of the protein from the nucleus to the cytoplasm in HEK293 cells 
(Vielhaber et a l,  2000). These conflicting results may be due to the different cell 
types used, but may also suggest that additional factors influence the subcellular 
localisation of PER. Two recent studies have shown that CKl, through different 
phosphorylation sites, is playing opposing roles in the regulation of PER2 (Xu et a l,  
2006, Vanselow et a l,  2007). Phosphorylation at one site leads to degradation of 
PER2, whereas after phosphorylation at Ser662 by a priming kinase, CKl is able to 
phosphorylate a series of downstream serines that leads to an increase in Per2 mRNA 
and protein. BMALl has also been shown to be phosphorylated by CKle and is 
thought to positively regulate BMALl-dependent transcription (Eide et a l, 2002).
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Another protein kinase, glycogen syntliase kinase-3p (GSK-3P) has been 
shown to rhythmically regulate the degradation of CRY (Harada et al,, 2005) and to 
stabilise the nuclear orphan REV-ERBa (Yin et al., 2006), as well as promote the 
nuclear translocation of PER2 (litaka et al., 2005),
Protein phosphatases (PP) have recently been shown to play a role in the 
mammalian circadian clock. PPl is thought to regulate the stability of PER2 (Gal I ego 
et al., 2006) and PP5 is thought to regulate the activity of CKle (Partch et al., 2006).
The mitogen-activated protein kinase (MAPK) family are also involved in the 
post-translational modification of circadian clock proteins. A direct interaction 
between MAPK and BMALl has been demonstrated (Sanada et al., 2002). MAPK 
phosphorylates BMALl to negatively regulate the BMALl-CLOCK-induced 
transcription and also phosphorylates CRYl and CRY2, decreasing their activities 
(Sanada et al., 2004). The authors propose that MAPK may contribute to the creation 
of a time lag by controlling both the positive and negative elements of the loop, since 
MAPK decreases CRY activity and at the same time delays an increase in Cry and 
Per mRNA levels by blocking BMALl activation (Sanada et al., 2004).
Another level of post-translational regulation has been proposed to be 
involved in the generation of circadian rhythmicity. Sumoylation involves the 
covalent linking of a small ubiquitin-related modifier protein (SUMO) to lysine 
residues and a recent study has demonstrated that BMALl undergoes sumoylation at 
lysine residue 259 (Cardone et al., 2005). This process was found to be reversible and 
CLOCK-dependent. Furthermore, Sumo-deficient BMALl (where the lysine residue 
259 was mutated to arginine) displayed no circadian oscillation, supporting the 
hypothesis that this process is required for BMALl rhythmicity (Cardone et al.,
2005).
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In summary, the balance between phosphorylation and déphosphorylation 
could affect the transcriptional activator and repressor activities of many clock 
proteins. It is also possible that the balance between opposing activities of kinases and 
phosphatases are regulated by the oscillating protein-protein interactions. 
Additionally, the role of other post-translational modifications of clock components, 
such as méthylation, glycosylation, and acétylation is yet to be investigated.
In conclusion, it can be said that the 24 h rhythm of the circadian system is a 
result of interacting feedback loops, nuclear-cytoplasmic shuttling of PER, CRY and 
CKl and phosphorylation/degradation of PER and the PER-CRY dimers. These 
regulatory constraints therefore provide a point for fine-tuning the circadian cycle 
length (Reppert and Weaver, 2002, Albrecht and Eichele, 2003).
1.1.4 Entrainment
Entrainment was first observed in free-running animals that were kept in constant 
darkness and subjected to short discrete light pulses (Pittendrigh, 1960). When light 
was administered to a free-running animal at different times in its circadian cycle, the 
animal shifted its free-running activity rhythm. Light administered during the half of 
the endogenous cycle (in constant conditions) that corresponded with daytime under 
entrained conditions (called the subjective day) had little effect on the circadian clock. 
However, when light was administered during the first half of the subjective night, the 
activity of the animal was delayed the following day, whereas when light was 
administered during the second half of the night, it advanced the circadian clock 
(Pittendrigh, 1960). Therefore, the zeitgeber generally advances and delays the free- 
running rhythm towards a 24 h cycle, allowing activity to be appropriately aligned to 
dawn and dusk. Oscillators can take several cycles to reach synchrony with the
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zeitgeber and once synchronised form a predictable phase relationship to it 
(Roenneberg et al., 2003a). The term ‘phase' refers to a particular time point in a 
rhythm (Figure 1.5). For example, dawn and dusk are commonly used as external 
time points, while the onset of activity or the maximum concentration of a rhythmic 
transcript or protein could be used as internal time points (Binkley, 1998). The 
relative timing of a known circadian event within the external 24 h day (e.g. activity 
onset) is defined as the phase of entrainment and depends on a number of parameters. 
These include x (the time it takes to complete a full cycle in constant conditions), the 
period of the zeitgeber cycle (T), as well as the strength or amplitude of the zeitgeber 
(Roenneberg et at., 2003a). The advances and delays are known as phase shifts. An 
important modulator of the phase-shifting effects of light is thought to be the light 
history of an individual (Rohleder et at., 2006), but direct evidence within humans has 
yet to be presented.
^  Period (X) ^
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points
Figure 1.5. Parameters of circadian rhythms. The difference in the level between peak and 
trough is the amplitude of the rhythm. The term phase refers to a particular time point in a 
rhythm. The period of the oscillator (x) is the time it takes to complete a full cycle.
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A phase response curve (PRC) can be used to represent the effects of exposing 
an individual to a stimulus at dilTerent times over a 24 h period, winch can be used to 
predict how an organism will entrain to different phase-shifting stimuli (Binkley, 
1998) (Figure 1.6). The PRCs measured for circadian systems in all phyla where it 
has been studied closely resemble Figure 1.6, with phase-shifting stimuli administered 
in the first half o f  the night causing delays in activity rhythm the following day and 
causing an advance when the stimuli are presented in the second half o f  the night. 
However, the shape of  the PRC does vary between species, with some showing larger 
delays and others showing smaller advances.
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Figure 1.6. A diagram of a nocturnal animal kept under entrained conditions. The animal is 
kept for four days in a light-dark cycle so that it becomes entrained to a 24 h 12:12 lightidark 
cycle. On day five, the animal was transferred to constant darkness. If the animal is subjected 
to a one-hour light pulse during its subjective day (A) there is no phase-shifting effect on the 
free-running activity rhythm. This is called the ‘dead zone’. At B the light is administered 
early in the subjective night, the effect is to make the animal start it’s activity slightly later the 
next day (a delaying phase shift). In C the light is administered later in the subjective night 
causing an even larger phase delay the following day. When the light is administered during 
the second half of the night (D), the effect is a phase advance in the free-running activity 
rhythm on the following day. If the phase shifts (A to D) are plotted against circadian time, 
the result is a phase response curve (PRC). Taken from a review by Foster (2004).
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In diurnal mammals, as well as nocturnal mammals, light administered during 
most of the day has no phase-shifting effects (known as the dead zone. Figure 1.6). 
However, recent evidence seems to suggest that humans do not have a dead zone, 
because bright light was found to induce phase shifts throughout the subjective day 
(Jewett et al., 1997, Khalsa et al., 2003). This finding therefore implied that the entire 
24 h pattern of light exposure contributes to entrainment, enabling the circadian 
system to rapidly achieve stable entrainment.
Because free-running periods (and indeed, the length of a day and a night) are 
never exactly 24 h, the movement of the endogenous circadian rhythm must be 
described according to its own time base (Roenneberg et al., 2003a). The phase of the 
endogenous circadian cycle (regardless of x) is labelled circadian time (CT) 0 to 24. 
CTO indicates the beginning of a subjective day, and CT12 is the beginning of the 
subjective night (Roenneberg et al., 2003a). Similarly, a zeitgeber cycle (regardless of 
its length, which can be varied in experiments) is divided into 24 h of zeitgeber time 
(ZT). ZTO indicates the beginning of the day or the light pulse and ZT12 is the 
beginning of night or the dark phase (Roenneberg et al., 2003a).
The PRC can also be used to predict the effects of light intensity on different 
species. Nocturnal species generally have a larger delaying portion to their PRCs 
because nocturnal animals generally have a x  that is shorter than 24 h and need to 
delay to correct to the 24 h day. Therefore, under constant light, x will lengthen for a 
nocturnal species. The PRCs of diurnal species usually have a larger advancing 
portion, because diurnal animals generally have a x longer than 24 h and need to 
advance to correct to the 24 h day. Therefore, under constant light, x will shorten for a 
diurnal species. This phenomenon is known as Aschoff’s Rule (Aschoff, 1981).
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The 24 h activity cycle is not only entxained by dawn and dusk and adjusted 
by light, as observed in the PRC, but is also driven directly by light. Many animals 
become active or inactive just because lights go on or off. Thus, their phase of 
entrainment will coincide with one of tlie zeitgeber transitions. This effect is known 
as masking, and acts together with the clock to restrict activity to the period of tlie 
light/dark cycle that the animal is adapted to. However, how masking and entrainment 
combine at the molecular level remains to be elucidated. Masking is maintained in 
SCN-Iesioned hamsters (Redlin and Mrosovsky, 1999) and in behaviourally 
arrhythmic mice (caused by mutations to clock genes) (Harmar et al., 2002). Masking 
is also preserved in melanopsin-deficient mice despite strongly attenuated light- 
induced phase shifts (Panda et al., 2002b). Triple mutant mice {rd/rd (outer retinal 
degeneration), mCryl 'lmCryV'', mCryl ''/ mCry2 ''\ display little or no masking even 
though masking is preserved in rdird or Cr^-deficient mice (Selby et al., 2000). 
Additionally, a line of California mice (Peromyscus californicus) mask, but do not 
entrain (de Groot and Rusak, 2002) and conversely, mutant waved-2 mice (loss of 
function mutation in the epidermal growth factor receptor) entrain, but do not mask 
(Kramer et al., 2001). Thus, it seems that multiple pathways contribute to both 
behavioural and physiological rhythms.
1.1.4.1 Effects of entrainment on gene expression
For the circadian clock to be entrained or phase-shifted by light, photic 
information must be passed from the light-induced cells to the rhythmic cells of the 
SCN, which must then respond accordingly to the resetting signal. Perl and Per2 
appear to play a key role in light-induced resetting of the mammalian circadian clock, 
as well as Decl (Shigeyoshi et a l, 1997, Zylka et a l,  1998, Honma et a l,  2002).
2 1
1.1 .4 .1 .1  E ffec t o f  lig h t o n  th e  ex p ressio n  Of Period g en es
Based on the observation of tlie oscillation patterns of the Per genes within the 
SCN, the mammalian circadian clock was predicted to be a ‘day-active’ clock (King 
and Takahashi, 2000). This meant that the oscillatory components of the clock were at 
a higher level during the day than during the night. However, analysis of the PRC to 
light identified the circadian clock to be more greatly affected at nighttime than 
during the day (daytime is within a ‘dead zone’ during which light exposure has little 
or no effect on the phase of the clock, section 1.1.4). Therefore, during the dead zone 
of the PRC (the subjective day), the oscillating clock components were abundant, and 
during the active phase of the PRC, these components were limited. As a result of 
this, it was hypothesised that the clock would be phase-shifted (and therefore 
entrained) not by the degradation of clock components following zeitgeber exposure, 
but by the induced expression of clock components (King and Takahashi, 2000). 
During the subjective night, light pulses of 5-30 min induce rapid expression of 
mPerl (Shearman et al., 1997). It peaks within 30-60 min, and then goes back to 
baseline levels after about 3 h. This occurs no matter when the light pulse is given, 
whether in the early or late subjective night. However, light-induction of mPerl 
expression is apparently ‘gated’ by the circadian clock. Light pulses given during the 
subjective day do not induce increases in mPerl mRNA (Shearman et al., 1997, 
Shigeyoshi et al., 1997). The relationship between mPerl expression and behavioural 
phase shifting is also reliable. Light pulses that do not induce phase shifts do not 
induce mPerl expression (Shigeyoshi et al., 1997). Thus, the threshold for mPerl 
expression and behavioural phase shifts are very similar. It is thought that the light- 
dependent induction of the Perl gene probably plays a role in resetting of the 
circadian clock. This is supported by the observation that antisense oligonucleotides
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against Perl inhibited phase-dependent phase shifts of the circadian clock by light 
(Akiyama et al., 1999).
Analysis of the effects of light pulses on Per2 has produced variable results. 
mPer2 expression has been reported to be delayed by a light pulse given at CT4, with 
a measurable increase after 3 h (Shearman et al,, 1997). mPer2 expression then 
returns to baseline levels after 6 h (Zylka et al., 1998). When the light pulse was given 
as CT23 (late subjective night), the amplitude of the rise was not as pronounced as at 
CT14. However, another study reported that a similar light pulse given at CT22 
showed no increase in mPer2 levels (Albrecht et al., 1997). A complete time course 
experiment, with 30 min light pulses administered throughout the subjective day and 
night administered at 4 h intervals, indicated that mPer2 mRNA expression does 
change over the course of the subjective night. A larger increase in the induction of 
mPer2 expression was observed at CT12 and CT16 compared to CT20 and CT24 
(Takumi cr al., 1998b). Unlike mPerl, mPer2 also shows a response to light pulses 
given at CT8, during the subjective day. Therefore, mPer2 mRNA appears to be more 
responsive to light pulses given in the early subjective night, during the phase 
delaying portion of the PRC. Thus, Per2 seems to be more involved in the photic 
induction of phase delays (Wakamatsu et at., 2001) than phase advances (Tischkau et 
al., 2003a). This is also supported by the observation that mice deficient in Perl or 
Per2 show impairment to light-dependent phase-advances or delays, respectively 
(Albrecht et al., 1997, Spoelstra et al., 2004). The Per2 mutant mice were also found 
to have a shortened x in continuous light, which is consistent with their inability to 
phase delay (Steinlechner et al., 2002). Interestingly, continuous light conditions were 
found to elevate PER2 levels in mice perhaps through the inhibition of an as yet 
undiscovered kinase that normally phosphorylates PER2 and targets it for degradation
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(Munoz et a l,  2005). The authors speculated that this observation could provide a 
molecular explanation for Aschoff’s Rule (section 1.1,4). Nocturnal animals generally 
have a x that is shorter than 24 h and need to delay to correct to the 24 h day therefore, 
the X can be increased with increasing light intensity (Aschoff, 1960). Thus, under 
constant light, x was lengthened by inhibiting the normal degradation of PER2 and tlie 
resulting elevated levels of PER2 enhanced the phase-delaying part of the molecular 
oscillator (Munoz cr a l, 2005).
The observation that mPerl mutants do not phase advance but can phase 
delay, whereas the reverse was true for mPer2 mutants (Albrecht et a l ,  2001), led to 
the hypothesis that they were involved in two separate oscillators (Daan et a l ,  2001). 
The concept of two separate oscillators, one locking onto dawn (morning oscillator) 
and the other locking onto dusk (evening oscillator), was first proposed by Pittendrigh 
and Daan (1976) and is discussed in section 6.5. This arose from the observed 
phenomenon of ‘splitting’ of the activity rhythm in nocturnal rodents, where the 
animal’s single daily bout of activity separates into two components, with each 
component free-running until they become stably coupled. This is thought to be 
because of antiphase oscillations of clock genes between the right and left side of the 
SCN (de la Iglesia et a l,  2000). Pittendrigh and Daan (1976) suggested that splitting 
was the product of two functionally distinct oscillators that were in antiphase to one 
another. However, there is no evidence that there is any functional distinction 
between the left and right SCN. Daan and colleagues (2001) suggested that Perl was 
linked to the morning (M) oscillator and Per2 was linked to the evening (E) oscillator 
because of the lack of phase advances and phase delays in mPerl and mPer2 mutant 
mice (Albrecht et a l,  2001). They also suggested that Cryl was part of the M 
oscillator and Cry2 was part of the E oscillator. Thus, the expression of one set of
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genes would be accelerated by light and decelerated by darkness and would lock onto 
dawn and act as an M oscillator. The expression of the other set of genes would be 
decelerated by light and accelerated by darkness and would therefore lock onto dusk 
and act as an E oscillator. This model is supported by the observation that genetic 
constructs lacking both mPerl and mPerl, (Albrecht et al,, 2001) or mCryJ and 
mCryl, (van der Horst et a l,  1999, Vitaterna et a l, 1999) lose self-sustained circadian 
rhythmicity. mPerl and mPerl expression rhytlims also have markedly different 
phases (Albrecht et a l,  1997, Takumi et a l,  1998a, Zheng et a l, 1999). mPerl peaks 
in the early subjective day, around CT2 to 6, whereas mPerl peaks in the late 
subjective day, around CTIO. These findings were taken to support the idea that Perl 
reflects the timing of the M oscillator and Perl the E oscillator (Daan et a l,  2001). 
The mCryl and mCryl mRNA rhythms are not as prominent as those of the Per 
paralogues. One study found mCryl mRNA to peak around CT12, whereas mCryl 
only exhibited a weak oscillation with no peak clearly visible (Okamura et a l ,  1999). 
Thus, Daan et a l  (2001) proposed that Cryl and Perl belong to a part of the 
oscillating complex that is accelerated by light and composes the M oscillator. 
Conversely, Perl and Cryl were part of the E oscillator that was decelerated by light. 
They proposed that each oscillator involves the same molecular loops described in 
section 1.1.3.1. Furthermore, they suggested that if the M and E oscillators were 
located within the same neurones, then they could be coupled together using the 
CLOCK-BMALl heterodimer (Daan et a l,  2001). Based on the M and E oscillator 
model, it was hypothesised that mutations within Perl would primarily affect the M 
oscillator, whereas mutations within Perl would affect the E oscillator. However, 
further evidence is still required to establish whether the M and E oscillators proposed 
by Pittendrigh and Daan (1976) exist with the SCN. mPerS does not seem to be
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responsive to light pulses, no matter what time of day the light is administered 
(Takumi et al., 1998b, Zylka et al., 1998).
Following a shift in the light/dark schedule, circadian rhythms entrain to the 
new light/dark cycle, but complete readjustment can take several cycles and this is 
especially the case for phase advances. Whilst the period is readjusting to the new 
photoperiod, desynchronisation appears to develop among different oscillatory tissues 
that readjust their phases at different rates (Nakamura et al., 2005). Investigation of 
the temporal and spatial patterns of gene expression by phase-shifting light pulses 
reveals that Perl m d Perl are regulated in a phase-specific and region-specific 
manner. Early night delaying light pulses first induce mPerl and mPerl expression in 
the SCN core, which is then followed by mPerl expression in the SCN shell (Hamada 
et al., 2004). Late night advancing light pulses induce expression of mPerl first in the 
core and then in the shell, but not mPerl in the SCN shell (Hamada et al., 2001, Yan 
and Okamura, 2002, Hamada et al., 2004). These findings appear to support the idea 
that the spread of mPerl expression to the shell brings about phase delays, whereas 
the spread of mPerl expression brings about phase advances (Yan and Silver, 2002, 
Yan and Silver, 2004). However, this spatial arrangement of cells within the SCN 
shell is further complicated by the fact that daily rhythmic expression of Perl and 
Perl does not occur in all cells simultaneously. In hamsters, rhythmic expression of 
both Perl and Perl starts in a small group of cells within the shell and then spreads 
through the nucleus for the next 12 h and then recedes to baseline levels (Hamada et 
al., 2004). A similar pattern of expression has also been observed using transgenic 
mice (Yamaguchi et a l, 2003).
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1 .1 .4 .1 .2  E ffec ts  o f  lig h t on  th e  ex p ressio n  o f  o tiier  c irca d ia n  c lo ck  g en es
The light responsiveness of other circadian clock genes has also been 
investigated, but not to the same extent as the Per genes. Clock seems to be induced 
by light, as suggested by examination of the response of rat Clock mRNA to light 
pulses administered at six time-points (Abe et al., 1999). Clock mRNA was 
moderately induced during the late subjective day and throughout the subjective 
night, but not during the early and mid-subjective day. On the other hand, Bmall 
seems to have little or no response to light, regardless of the time of day the light is 
administered (Abe et al., 1998). mTim also shows an induction in response to a light 
pulse given at night while the animal is entrained (Tischkau et al., 1999), although 
this response is not detectable in mice in constant darkness (Sangoram et al., 1998, 
Zylka et al., 1998). Interestingly, the response to light in a light-dark cycle was 
limited to exposure at times that would normally lead to behavioural delays (early 
subjective night), because light pulses administered during the late subjective night 
had no effect on m77m expression (Tischkau cr a/., 1999).
D ecl and Dec2 (section 1.1.3.2) respond differently to light (Honma et al., 
2002). Light given in constant darkness at 20:00, 24:00 and 04:00 increased Decl 
expression, but induction of Dec2 expression did not occur. Instead, light 
administered at 24:00 decreased Dec2 expression slightly. Light administered at other 
time points did not change the level of gene expression for either Decl or Dec2 
(Honma et al., 2002). Therefore, the light responsiveness of D ecl expression was 
phase dependent and corresponded to the light-sensitive part of the PRC (Honma et 
a l,  2002).
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1 .1 .4 .1 .3  E ffects  o f  en tra in m en t o n  g en e  ex p ressio n  in p er ip h era l tissu es
The effects o f entrainm ent on clock gene expression in peripheral tissues arc a 
little less clear. A dm inistration o f dexam elhasonc (a glucocorticoid receptor agonist) 
to the liver o f m ice during different tim es o f the day produced a PRC (F igure 1.7) that 
was quite d ifferen t from  the PRCs produced by light-induced phase shifts in 
locom otor activity (F igure 1.6) (B alsalobre et al., 2000a). A dead zone w indow  ol 12 
h, during which no phase shifts can be produced, is usually displayed by SCN 
neurones, but circadian gene expression in the liver can be advanced and delayed 
th roughout the 24  h day.
Feeding tim e, w hich is determ ined by SC N -driven rest-activity cycles, is the 
principal entrainm ent pathw ay in m ost peripheral tissues (Stokkan et at., 2001, 
K obayashi et al., 2004) and entrains daily rhythm s in energy m etabolism  (Satoh et at.,
2006).
ZT24 ZT6 ZT12 ZT18 ZT24 ZT6 ZT12
Phase 0 —  
shift
(Hours) _i —
Figure 1.7. A phase response curve (PRC) of circadian clock gene expression in the liver 
obtained by recording the circadian accumulation of Dbp mRNA and Rev-erba  mRNA after 
dexamethasone injections at the indicated times into mice. Adapted from Balsalobre et al. 
(2000a).
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Daytime-restricted feeding of nocturnal rodents completely reverses the phase 
of gene expression in the liver, pancreas, and heart (Damiola et al., 2000, Stokkan et 
at., 2001). As a result of feeding time having little effect on the phase of the SCN, the 
daytime-feeding routine completely uncouples the phases of the peripheral and central 
clocks. The exact nature of how this is accomplished remains under investigation, but 
work carried out by Pando and colleagues suggested that the time cues controlled by 
the SCN or feeding were freely circulating diffusible signals (Pando et at., 2002). One 
possible signal metabolite is retinoic acid, which resets the vascular clock in vivo 
through binding to the nuclear receptors RAR (retinoid A receptor) and RXR (retinoid 
X receptor) (McNamara et al., 2001). These nuclear receptors are thought to interact 
with CLOCK or NPAS2 and inhibit the CLOCK-BMALl or NPAS2-BMAL1- 
dependent transcription (McNamara et at., 2001). Another possible mechanism of 
phase resetting of peripheral clocks is that circadian clocks within the peripheral 
tissues are sensing the cellular metabolic state. The affinity of CLOCK-BMALl and 
NPAS2-BMAL1 for E-boxes has been shown to be dependent on the redox state of 
NAD (nicotinamide adenine dinucleotide) cofactors in vitro (Rutter et al., 2001). 
NADH and NADPH stimulate binding of the CLOCK-BMALl and NPAS2-BMAL1 
heterodimers to DNA, whereas their oxidised forms NAD^ and NADP^ interfere with 
this process. The ratio of NAD(P)H/NAD(P)^ is dependent on the metabolic state of 
the cell (Rutter et al., 2001). This is also supported by the observation that Npas2 
deficient mice cannot adapt their feeding behaviour quickly to a change in feeding 
time and as a result die (Dudley et a l, 2003).
In addition to the influence of food metabolites on peripheral tissues, circadian 
clock gene expression in peripheral tissues may also be affected by feeding-dependent 
changes in body temperature rhythms (Damiola et at., 2000). The circadian gene
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expression in cultured rat fibroblasts can be entrained by external temperature cycles 
(Brown et al., 2002), but the exact mechanism of how this is achieved is still not fully 
understood. However, such temperature cycles are incapable of inducing rhythmic 
gene expression by themselves and, therefore, probably work in concert with other 
more dominant timing cues (Brown et at., 2002).
The mechanism for how both photic and non-photic cues act together to 
establish circadian phase remains under investigation.
1.1.5 Input pathways
1.1.5.1 Photoreception
The most potent entrainment stimulus in mammals is light (Moore and 
Eichler, 1972, Stephan and Zucker, 1972). Transmission of light information from the 
retina to the circadian system (circadian photoreception) occurs exclusively through 
the eyes, as proven by the observation that enucleation (eye removal) prevents 
photoentrainment, leading to free-running circadian rhythms (Nelson and Zucker, 
1981, Lockley et al., 1997). In knockout studies using mice lacking both rods and 
cones (visual photoreceptors), phase-shifting (Freedman et al., 1999) by light could 
still be observed, indicating a novel photoreceptor system for photoentrainment. This 
non-rod, non-cone system was also found to influence a number of other process 
including melatonin suppression (Lucas et al., 1999), pupillary constriction (Lucas et 
ah, 2001), and adaptation of the primary visual system (Hankins and Lucas, 2002). In 
the mouse, Lucas et al. (2001) investigated the action spectrum for the pupillary 
constriction response, which implicated the involvement of a novel opsin-based 
photopigment coupled with a vitamin A-based chromophore. They determined the 
maximum sensitivity of the novel photopigment to be 479 nm. In humans,
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suppression of nocturnal melatonin by light was used to produce an action spectrum 
to characterise the unknown photopigment responsible (Brainard et a i,  2001, Thapan 
et al., 2001). The observed action spectrum did not match those of either rod or cone 
photopigments, which suggested that a novel non-rod, non-cone photopigment was 
also involved in the light-induced suppression of melatonin in humans. It did, 
however, fit that of a putative opsin photopigment, with a peak sensitivity around 460 
nm (Brainard et al., 2001, Thapan et al., 2001).
Recent studies have implicated melanopsin as the novel photoreceptor 
responsible for photoentrainment [reviewed in Beaule et al. (2003) |. Melanopsin is an 
opsin-like protein initially identified in Xenopus skin melanophores (Provencio et al., 
1998). Studies in mammals identified a homologue that was expressed in a subset of 
retinal ganglion cells (RGCs) (Provencio et al., 2000). The observations that the 
maximal peak sensitivity of melanopsin was 484 nm and that it was expressed within 
a subset of RGCs called intrinsically photosensitive RGCs (ipRGCs), suggested that 
melanopsin may be the major circadian photoreceptor (Berson et al., 2002). This 
finding was further supported by the generation of melanopsin knockout mice (Hattar 
et al., 2003, Lucas et al., 2003) in which photosensitivity of the ipRGCs was 
abolished. However, the knockout mice still synchronised their behavioural rhythms 
to the environmental light-dark cycles and were still able to partly reset to a brief light 
pulse (Panda et al., 2002b). It was therefore hypothesised that the classical visual 
photoreceptors might also be playing a part in these mice. This was investigated using 
mice with combined knockout of both the visual rod-cone receptors and melanopsin 
(Hattar et al., 2003, Panda et al., 2003). These mice showed no photic resetting, 
therefore indicating that the visual receptors and non-visual melanopsin complement
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one another to function as the circadian photoreceptor system. The mechanism by 
which these two systems complement one another remains to be elucidated.
Photosensitive opsins in vertebrates and invertebrates arc heterotrimeric 
guanine nucleotide-binding protein (G-protein)-coupled receptors, which use 11-cis- 
retinaldehyde or a related variant as their chromophore (Hardie and Raghu, 2001). 
Signalling is conducted through activation of the G-protein, which is brought about 
through a conformational change of 1 l-cA-retinaldehyde to all-/r<3/75-retinaldehyde 
triggered by light. Termination of the signal is carried out by a combination of 
phosphorylation of the excited opsin and the binding of arrestin proteins (Burns and 
Baylor, 2001). After signalling, photosensitivity is restored through the regeneration 
of the chromophore. This process involves the release of all-tran^-retinaldehyde from 
the opsin and conversion back to ll-c/5-retinaldehyde through a complex pathway in 
vertebrates. Inverterbrate opsins on the other hand, photo-convert SiW-trans- 
retinaldehyde back to the active form, thereby acting as a photoisomerase and 
eliminating the need for a regeneration pathway useless (Kiselev and Subramaniam, 
1997). Melanopsin and invertebrate opsins show a significant similarity in their 
sequences (Provencio et al., 1998), therefore suggesting that it functions more like an 
invertebrate opsin than a vertebrate opsin. A recent study of melanopsin in Xenopus 
oocytes found that light-dependent activation of the membrane was through an 
invertebrate G-protein pathway, with an action spectrum closely matching that of 
melanopsin-expressing ipRGCs (Panda et ah, 2005). However, melanopsin is found 
mostly in the inner layers of the retina, away from the retinal pigment epithelium 
(RPE), where critical elements of the visual pigment regeneration pathway are 
located’ thus questioning how melanopsin is supplied with c/5-retinaldehyde. Two 
studies have identified that melanopsin does not use the RPE-based visual pathway to
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obtain its supply of c/5-retinaldehyde, and that it uses its own separate regeneration 
mechanism (Doyle et al., 2006, Tu et al., 2006). It has been hypothesised that 
melanopsin may use an invertebrate mechanism, whereby all-/ra/î.s-retinaldehyde is 
converted to cw-retinaldehyde through the absorption of a further photon at a different 
wavelength (Lucas, 2006). Hence melanopsin behaves like an invertebrate-like 
bistable pigment. This is supported by the finding that both human and mouse 
melanopsin can activate G-protein signalling when provided witli either cb- 
retinaldehyde or all-rrans'-retinaldehyde (Melyan et al., 2005, Panda et al., 2005).
Another proposed candidate for the circadian photopigment was 
cryptochrome. In flies, this gene appears to serve as a circadian photopigment 
(Ceriani et al., 1999, Hall, 2000). Knockout mice lacking both mCryl and mCry2 
show a loss of circadian rhythmicity in total darkness when kept in a light/dark cycle 
(Vitaterna et al., 1999, Van Gelder et al., 2002) indicating a role in the circadian 
oscillator rather than in the entrainment pathway. However, when Cryl, Cry2 and 
melanopsin mutant mice are crossed with mice with outer retinal degeneration (rd), 
mCry;rd mice lacking both cryptochromes and rod photoreceptors were found to be 
arrhythmic in a light/dark cycle, while melanopsin;rd mice were found to free-run 
through light/dark cycles (Van Gelder et al., 2002, Panda et al., 2003). Therefore, 
genetic deletion experiments cannot clearly reveal at a behavioural level whether the 
cryptochromes play a role in photoentrainment as well as in the circadian clock 
mechanism.
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1.1.5.2 Photic transmission
Once light stimulates the ipRGCs, photic information is transmitted to the 
SCN via the RHT (Moore and Lenn, 1972) and indirectly from the Intergeniculatc 
leaflet (IGL) via the geniculohypothalamic tract (GHT) (Swanson et ah, 1974). The 
importance of the RHT in circadian photoentrainment was illustrated through 
removing the RHT whilst preserving the optic nerves and the eyes (Johnson et aL, 
1988, Shibata and Moore, 1993). This abolished photic entrainment of circadian 
locomotor rhythmicity, but maintained visual discrimination (Johnson et ah, 1988) 
and when the RHT was electrically stimulated, it produced a light-like PRC, with 
phase delays and phase advances (Shibata and Moore, 1993). Responses in the SCN 
are either light activated or light suppressed, so that neurones increase or decrease 
their prolonged firing level in response to light intensity. Short-wavelength light has 
also been shown to be the most effective at phase-shifting the human circadian clock 
(Lockley et al., 2003, Warman et al., 2003, Revell et al., 2005). The circadian actions 
of light are primarily controlled through the RHT neurotransmitter, glutamate, which 
acts upon glutamate receptors within the SCN, as well as other ionotropic and 
metabotropic receptors (Figure 1.8). Glutamate is present within the RHT terminals 
innervating the SCN and is released by optic stimulation of SCN slices in vitro (Moga 
and Moore, 1996). Glutamate receptor blockers have been found to inhibit the phase- 
shifting effects of light and application of glutamate to the SCN neurones in vitro has 
also been found to produce phase shifts similar to the PRCs produced by light (Moga 
and Moore, 1996).
Glutamate released from RHT terminals leads to membrane depolarisation, 
which causes an influx of postsynaptic Ca^ "^  (van den Pol et a l, 1992). The influx of 
Ca^  ^into the cytoplasm of the SCN neuron can also be triggered by glutamate binding
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to NMDA (N-methyl-D-aspartate) receptors (Colwell, 2001, Pennartz et a i, 2001) 
and this process is thought to be critical for the light-induced increases in the mRNA 
levels of Perl (Paul et a l, 2003). A circadian change in cytoplasmic Ca^  ^ levels has 
been observed in a number of studies (Colwell, 2001, Pennartz et al., 2001, Pennartz 
et al., 2002, Ikeda et al., 2003), suggesting that this process is diurnally modulated 
and is necessary for sustained molecular rhythmicity (Lundkvist et al., 2005).
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Figure 1.8. Adapted from Antle and Silver (2005). Light is transduced into a neural signal by 
intrinsically photoreceptive ganglion cells (ipRGCs) in the retina and conveyed to the SCN 
along the retinohypothalamic tract (RHT), resulting in the release of neurotransmitter 
glutamate into the synapses with SCN neurones. Glutamate activates glutamate receptors, 
causing an influx of Ca^ ,^ which activates downstream intracellular signalling kinases 
resulting in phosphorylation of cAMP-response-element-binding protein (CREB). Activated 
CREB binds to the Ca^  ^/cAMP response elements (CRE) in the promoter region of many 
genes.
One of the roles of Ca^  ^within the SCN neurones is to activate downstream 
intracellular signalling cascades that are involved in gene transcription/translation. 
There have been many studies investigating the role played by genes in the 
transcriptional regulation of the photic entrainment pathway and most of these have 
highlighted the immediate-early gene c-fos as a potential candidate. This was because 
the PRC for c-fos induction mirrored that of the PRC produced by light (Kornhauser 
et al., 1990), with photic induction of c-fos occurring in parallel with a phase shift
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after various stimuli (Zhang et a i,  1996, Shimomura et al., 1998). However, c-fos 
induction in the SCN was found to be neither necessary nor sufficient for phase- 
shifting responses to light (Honrado et al., 1996). However, transcriptional regulation 
by light has been found to cause chromatin remodelling (Crosio et at., 2000) and, 
more importantly, to induce the expression of the clock genes, Perl and Per2 (section 
1.1.3) and several other immediate-early genes such as nur77 and zif268 (Morris et 
al., 1998). Rhythmic modifications, including acétylation of H3 [lysine (Lys) 9 and 
14] at Perl, Perl and Cryl, and acétylation of H4 at Perl were identified during the 
activation phase (Etchegaray et a i,  2003, Curtis, 2004). During the inhibition .phase 
there is di- and tri-methylation of H3 (Lys27) at Perl and Perl (Etchegaray, 2006). 
Chromatin remodelling has also been observed at other clock loci. For example, 
acétylation of H3 (Lys9) and tri-methylation of H3 (Lys4) at the albumin D-element- 
binding protein gene during the transcriptionally active phase, as well as di- 
methylation of H3 (Lys9) during the inhibition phase (Ripperger and Schibler, 2006).
A universal mediator of Ca^^-dependent gene expression is the cAMP 
response element binding protein (CREB), which binds to CREs on the promoters of 
many genes (Lonze and Ginty, 2002). Light administered during the night induces 
CRE-mediated gene expression in the SCN (Obrietan et al., 1999). Activation of 
CREB takes place through phosphorylation of amino acid serine 133 (Seri33) (Ginty 
et al., 1993), which can be carried out by a number of kinases, including the 
extracellular signal-related kinase (ERK), MAPK (Akiyama et al., 1999), protein 
kinase A (PKA) (Tischkau et al., 2000), and Ca^^-calmodulin-dependent protein 
kinases (CaMK) (Tischkau et al., 2003a). The promoters of Perl, Perl and c-fos all 
contain CREs (Ginty et al., 1993, Travnickova-Bendova et al., 2002). Light-induced 
CREB phosphorylation at an additional amino acid, Serl42, at night has also recently
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been demonstrated (Gau et a l, 2002). The authors found that mutating Seri42 to 
alanine in mice reduced the level of Perl mRNA, but not Perl levels (Gau et a l, 
2002). They also showed that the Serl42Ala mutation inhibited the light-induced 
phase advance in circadian locomotor activity. Therefore, the authors hypothesised 
that the photic resetting of the clock was by CRE-mediated induction of Perl through 
the phosphorylation of CREB at Serl42, in cooperation with Seri33 (Gau et a l, 
2002).
The photoentrainment pathway is not as simple as the cascade described above 
(Figure 1.8), but involves a far more complex mechanism (Figure 1.9). A number of 
alternative neurotransmitters are released from the RHT. Pituitary adenylase cyclase 
activating polypeptide (PACAP) is also stored with glutamate in the RHT terminals 
(Hannibal et a l, 2000).
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Figure 1.9. Light is transduced into a neural signal by intrinsically photoreceptive ganglion 
cells (ipRGCs) in the retina and conveyed to the SCN along the retinohypothalamic tract 
(RHT), resulting in the release of neurotransmitter glutamate, substance P (SP) and pituitary 
adenylyl cyclase activating peptide (PACAP) onto the SCN neurones. Glutamate activates 
glutamate and NMDA receptors, causing an influx of Ca^^, which activates kinases such as 
mitogen-activated protein kinase (MAPK) cGMP/cGMP-dependent protein kinase 11 
(PKGII), calcium/calmodulin kinase (CaMK), resulting in phosphorylation of cAMP- 
response-element-binding protein (CREB). Activated CREB binds to the Ca^^ /cAMP 
response elements (CRE) in the promoter region of both Perl and Perl. Adapted from Antle 
and Silver (2005).
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Microinjection of PACAP into the SCN produces phase shifts of liamster 
locomotor activity similar to those induced by light (Harrington et al., 1999), as well 
as increasing Per mRNA levels during the night (Nielsen et al., 2001). Comparable 
results have also been seen with SP, an additional SCN peptide found in RHT 
terminals (Shibata et al., 1992). However, the role played by this peptide seems to be 
dependent on the species under investigation (Challet et al., 2001), and its location 
within the RHT terminal has also been questioned (Hannibal and Fahrenkrug, 2002).
The cGMP/cGMP-dependent protein kinase II (PKGII) pathway also appears 
to play a role in the light/glutamate phase resetting of the circadian clock (Mathur et 
al., 1996). Light induction of Perl is strongly decreased in mice lacking PKGII, 
whereas Perl induction is increased (Oster et al., 2003). The authors therefore 
hypothesised that PKGII was required for the photic induction of Perl, which delays 
the phase of the circadian clock. However, a number of studies have implicated the 
cGMP-PKG pathway as being vital for the phase advance by light in the late night 
(Gillette and Mitchell, 2002, Tischkau et al., 2003b). Recent evidence has suggested 
that PKGII may act as a control point for temporal progression from night to day 
through phosphorylation of the circadian clock protein, CLOCK, thereby signalling 
the completion of night and allowing progression to day (Tischkau et al., 2004).
MAPK is another kinase implicated in light-induced resetting of the core 
oscillator. Phosphorylation of MAPK occurs at night (Obrietan et al., 1998) and 
inhibition of this phosphorylation (using a MAPK inhibitor) reduces light-induced 
phase delays (Butcher et al., 2002) and advances (Coogan and Piggins, 2003) and also 
CRE-mediated gene expression (Dziema et al., 2003). Therefore, light-activated 
MAPK could reset the core oscillator by inducing Perl expression via the 
CREB/CRE transcriptional pathway. However, this pathway is further complicated
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by calcium/calmodulin kinase (CaMK). An inhibitor of CaMK was found to reduce 
the photic induction of MAPK phosphorylation, which suggested that CaMK was an 
upstream regulator of the MAPK pathway (Butcher et a i,  2002). CaMKII, another 
member of the CaMK family, is also activated in response to light and contributes to 
phase delaying of the circadian clock and to the light-dependent induction of both 
Perl and Perl (Yokota et al., 2001, Nomura et al., 2003). Mitogen and stress 
activated protein kinase I (MSKl) and ribosomal S6 kinase 1 (RSK-1) have also been 
found to be light-responsive kinases that stimulate the expression of circadian clock 
genes or alter chromatin structure, via a PACAP-ERK/MAPK-dependent pathway 
(Butcher et al., 2004, Butcher et al., 2005).
1.1.6 Peripheral circadian oscillators
Circadian oscillators have also been identified outside of the SCN within most 
mammalian tissues and organs, which contain circadian clock components similar to 
those identified in the SCN (Yagita et al., 2001). Even immortalised cells have been 
shown to exhibit a functional circadian clock (Balsalobre et al., 1998). However, the 
amplitude of these peripheral oscillators is rapidly loss in explant culture, leading to 
the hypothesis that they are dampened rather than self-sustained and thus under the 
direct control of the SCN. However, in recent years this view has been challenged by 
a number of studies. Real-time reporters of gene expression have indicated that the 
role of the SCN for peripheral clocks is that of coordinator rather than timekeeper 
(Nagoshi et al., 2004, Welsh et al., 2004, Yoo et al., 2004, Nishida et al., 2006). The 
transgenic approach uses the circadian promoter of a circadian clock gene to drive 
expression of bioluminescent (luciferase) or fluorescent (destabilised green 
fluorescent protein) reporters. The mPerl and mPerl promoters have been analysed
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in this way (Nagoshi et al., 2004, Welsh et al., 2(X)4), as well as the Perl and BmalJ 
promoters simultaneously (Nishida et al., 2006). In addition, the entire mPer2 gene 
has been inserted into the luciferase coding-region sequence to produce a 
PER2:LUCIFERASE fusion protein in a knock-in mouse (Yoo et al., 2004). In all 
these studies, the real-time reporter showed that circadian rhythmicity persisted for 
many days in isolated tissues and organs. However, when the SCN was lesioned in 
the transgenic mice circadian rhythms in peripheral tissues were not abolished, but the 
phase relationship amongst organs was altered instead. By contrast, organs from intact 
SCN mice exhibited a constant phase relationship (Yoo et al., 2004), indicting that the 
SCN acts as a coordinator of biological rhythms for the rest of the body rather than 
the initiator (Panda and Hogenesch, 2004, Yoo et al., 2004). However, in experiments 
with SCN-lesioned hamsters that were heterozygous for a mutation that decreases x 
(Tau mutant hamsters), locomotor activity, as well as rhythmic expression of Perl, 
Per2 and Email in the liver, kidney, heart and spleen were eliminated (Guo et al., 
2006). Upon grafting of a wild-type SCN to the heterozygous, SCN-lesioned Tau 
mutant hamsters, locomotor activity was restored with the same period length as the 
donor SCN, as well as restoration of rhythmic expression of Perl, Perl and Email in 
the liver and kidney (the phase of these rhythms resembled those of the donor). 
However, restoration of rhythmic gene expression within the heart and spleen was not 
observed, which may suggest that not all peripheral tissues are synchronised by the 
SCN.
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1.1.7 Output pathways
A variety of behavioural, physiological and hormonal processes are controlled 
by the circadian timing system in mammals. These include activity/rest, sleep/wake, 
body temperature, heart rate, liver and kidney function, and endocrine rhythms such 
as melatonin and cortisol. As mentioned in section l . l . l ,  the main function of the 
circadian system is to synchronise biological timing to the environment, thereby 
conferring an adaptive advantage to the organism. It is also thought that an important 
part of circadian control may be to time and synchronise metabolic processes within 
the organism. This would enable temporal separation of metabolic events within and 
between different tissues, for example by limiting the expression of an enzyme to a 
particular time of day when needed. However, the exact nature of how transcriptional 
and translational events of the molecular clock relate to the outputs of the SCN is 
under investigation.
Vasopressin (VP) was the first SCN neurotransmitter to be identified as a 
humoral output of the SCN (Swaab gr al., 1975, Reppert et al., 1981). However, its 
role as an important circadian clock output is still under investigation, with recent 
studies suggesting that it is a clock-controlled output gene (Jin et al., 1999). Evidence 
of diffusible output signals originated from the demonstration that a diffusible signal 
was sufficient to restore locomotor rhythmicity in SCN-lesioned hosts (Silver et al., 
1996). This was achieved by surrounding the donor SCN tissue with a semi- 
permeable membrane, which allowed diffusion of signals between graft and host. 
Consequently, a number of factors have been proposed as humoral SCN outputs that 
inhibit locomotor activity. The diffusible signal prokineticin-2 (PK2) is one candidate 
(Cheng et al., 2002). PK2 is expressed rhythmically in the SCN and all the major 
SCN targets contain its receptors (Cheng et a l, 2002, Cheng et a l ,  2005).
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Transforming growth factor-alpha (TGF-a) is a second candidate, which is also 
expressed rhythmically in tlie SCN and its receptors are also expressed in major SCN 
targets (Kramer et a l, 2001). Thus far, SCN factors promoting arousal or feeding 
activity have not been proposed. However, humoral signals alone cannot account for 
all the circadian output signals.
Apart from humoral SCN factors, transplantation experiments also suggest 
that neural projections from the SCN to specific target areas are required for complete 
restoration of function. This is because transplants that successfully restored circadian 
locomotor activity failed to restore neuroendocrine function (Meyer-Bernstein et al., 
1999). Glutamate and gamma-aminobutyric acid (GABA) are present in a high 
percentage of synaptic axons emanating from the SCN neurones. Most of these 
projections target brain regions containing neuroendocrine cells that produce 
hypothalamic-releasing hormones. Direct projections have been traced from the SCN 
to the medial preoptic area (MPOA), supraoptic nucleus (SON), anteroventral 
periventricular nucleus (AVPN), the paraventricular nucleus (PVN), the dorsomedial 
nucleus of the hypothalamus (DMH), and the lateral septum and the arcuate (Arc) 
(Klein et al., 1983, Klein, 1985). Many neurones within the PVN and DMH contain 
factors that regulate secretion of several hormones, including prolactin, 
adrenocorticotropic hormone (ACTH) and thyroid-stimulating hormone. In the case 
of ACTH, projections from the SCN to the PVN may control circadian regulation of 
its release from the pituitary, which then stimulates corticosterone release from the 
adrenal gland (Kalsbeek and Buijs, 2002). The SCN does not only regulate endocrine 
rhythms, but hormones are also able to feedback to the SCN, thereby enabling the 
temporal pattern of the endocrine secretion to be “fine-tuned” (Kriegsfeld and Silver, 
2006).
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Lesion studies of the sympathetic inputs have established connections from 
the SCN to the majority of main organs, such as the pancreas, liver, heart and even to 
muscle (Kalsbeek and Buijs, 2002, Terazono et al., 2003) and adipose tissue 
(Kalsbeek et al., 2001) via the sympathetic and parasympathetic pathways. SCN 
efferents in the PVN are thought to act on neurones that project to autonomic centres 
in the brain stem and the spinal cord, thereby influencing both sympathetic and 
parasympathetic signals. The SCN regulation of pineal melatonin synthesis follows a 
complex polysynaptic pathway. The SCN neurones initially signal to the PVN, which 
in turn signal to the autonomic preganglion cells within the spinal cord. These cells 
then regulate the synthesis and release of melatonin from the pineal (Klein et al., 
1983). The SCN also has projections to the thalamic areas, which are known to 
regulate locomotor activity and may provide the pathway for circadian regulation of 
rest/activity (Berendse and Groenewegen, 1990).
DNA microarray analysis in mice has been used to study the molecular output 
of the SCN clock (Duffield et al., 2002, Panda et a/., 2002a, Ueda et al., 2002). This 
technology has indicated that 5% to 9% of all mRNA species, excluding genes 
involved in the primary feedback loop, display a circadian expression pattern 
(Duffield et al., 2002, Panda et al., 2002a). The metabolism of nutrients, xenobiotics 
and endobiotics, the production of ligands and cofactors, and the synthesis of several 
components involved in the immune system are all subject to circadian control 
(Duffield et al., 2002, Panda et al., 2002a, Storch et al., 2002). Two general aspects of 
the circadian timing system become apparent when comparing the transcriptome 
profiles from different tissues (Storch et al., 2002). Firstly, most circadian transcripts 
are expressed in a tissue-specific manner, therefore supporting the view that in 
different tissues, the circadian clock controls different functions. Secondly, within a
43
given tissue, different circadian transcripts can oscillate with large phase differences. 
This has been hypothesised to allow the temporal separation of biochemically 
incompatible processes within the same cell (Slratmann and Schibler, 2006). The core 
clock genes have also been found to maintain a predictable phase relationship with the 
clock-controlled genes (CCGs) (Ueda et al., 2002), suggesting that the CCGs are 
either directly or indirectly regulated by the core clock genes. The CLOCK-BMALl 
heterodimer has been found to regulate directly the expression of some CCGs, 
through binding to E-box enhancer elements located within their promoters (Jin et al., 
1999). For example, the SCN rhythm in VP is controlled by E-box elements in the 
promoter region of the VP gene to which CLOCK-BMALl binds and this rhythm is 
abolished in Clock mutant mice (Jin et al., 1999). Prolactin gene expression is also 
thought to be controlled by the CLOCK-BMALl heterodimer, which binds to a non- 
canonical E-box (sequence) located within the prolactin promoter (Leclerc and 
Boockfor, 2005). The CLOCK-BMALl heterodimer has also been implicated in lipid 
metabolism via the transactivation of the peroxisome proliferator-activated receptor 
(PPAR) response element, and in glucose homeostasis (Rudic et al., 2004, Inoue et 
al., 2005). A gene with an E-box element in its promoter region is a potential target 
for direct control by the transcriptional machinery of the circadian clock, but not all of 
the CCGs have these elements and conversely an E-box motif alone does not create a 
clock-controlled promoter.
It has been demonstrated that a variety of CCGs in the liver are regulated by 
the PAR basic leucine zipper transcription factor, D-element binding protein (DBP) 
(Ripperger et al., 2000). DBP is able to bind to the promoters of other genes to 
temporally regulate their transcription, thereby allowing a second-order system for
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temporal control of key enzymatic pathways. These include the transcription of 
albumin, cholesterol-7 hydroxylase, and cytochrome P450 (Lavery et al., 1999).
1.1.8 Sleep
1.1.8.1 Regulation of sleep
Circadian rhythms manifest themselves in many ways (hormone secretion, 
body temperature), but in mammals the most overt is the sleep-wake cycle. In healthy 
human adults, the sleep-wake cycle usually consists of an 8 h sleep and 16 h wake 
episode that typically reappear at around the same time every day. During the sleep 
episode, sleep structure cycles between non-rapid eye movement sleep (NREM) and 
rapid eye movement sleep (REM) with a period of approximately 90 min (Dijk and 
von Schantz, 2005). The circadian rhythms in sleep-wake activity have been 
investigated in several laboratories through alterations in sleep-wake cycles and 
environmental cycles. One such study found that in the absence of environmental and 
social cues, the sleep-wake cycle was delayed by 4 to 6 h, causing the start of the 
sleep episode to coincide with the body temperature nadir rather than 6 h before the 
temperature nadir (Aschoff et al., 1986). This change in internal phase relationship 
suggested that the sleep-wake cycle was not controlled by the SCN and that separate 
oscillators controlling the sleep-wake cycle and body temperature rhythm were 
present. This study and a number of others led to the idea that human circadian 
rhythms are regulated by interactions between multiple oscillators. In the case of the 
sleep-wake cycle, it is controlled by the interaction between a circadian process 
(process C) and a homeostatic process (process S) (Borbely, 1982, Daan et al., 1984). 
Sleep homeostasis represents a need for sleep (sleep pressure), which rises during 
wakefulness and decreases during sleep, therefore oscillating between the two states.
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Process C represents the near 24 h oscillatory difference in the need for sleep 
generated by the SCN (Eastman et al., 1984, Schwartz et al., 1986, Cohen and Albers, 
1991, Borbely and Achermann, 1999). If the need for sleep is not satisfied, then it 
begins to accumulate (sleep debt). Therefore,, it can be said that the SCN supplies a 
wakefulness signal that slowly becomes stronger during the daytime (peaking in the 
evening hours) and then quickly decreases during the biological night, reaching a 
minimum at 06:00 (occurring at the same time as the temperature nadir) (Dijk and 
Czeisler, 1994). When this signal is absent, the sleep-wake cycle structure is lost and 
a polyphasic cycle emerges, which is probably controlled by the sleep homeostat. 
Therefore, the circadian system controls the timing of the sleep-wake cycle and sleep- 
wake structure by resisting the build-up in (homeostatic) sleep pressure related to 
wakefulness (Dijk and Czeisler, 1994). The exact location of the sleep homeostat 
remains to be determined, but it has been shown to be functionally and anatomically 
independent of the SCN, because the effects of the sleep homeostat remain in SCN- 
lesioned animals (Mistlberger et al., 1983, Tobler et al., 1983, Trachsel et al., 1992, 
Wurts and Edgar, 2000). It is therefore more likely to be a diffuse system 
corresponding to levels of neurochemicals. There is growing evidence that one of the 
neuromodulators involved is adenosine because levels of adenosine are thought to 
increase in the basal forebrain areas during wakefulness and inhibit neural activity on 
wake-promoting areas of the basal forebrain and to activate sleep-promoting 
ventrolateral preoptic (VLPO) neurones located next to the basal forebrain (Porkka- 
Heiskanen et al., 1997, Saper et al., 2005).
There are a number of factors that can affect the sleep-wake cycle (Figure 
1.10). Sleep-wake behaviour can be affected by social factors, such as work and 
family commitments. The light-dark cycle also plays a part in regulating sleep-wake
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behaviour because we close our eyes to sleep and open our eyes when awake. Light 
entrains the circadian pacemaker in the SCN (section 1.1.4) and signals promoting 
wakefulness and/or sleep released from, or controlled by the circadian pacemaker are 
thought to project on other brain areas, such as the VLPO, which is known to contain 
sleep-active neurones (Lu et a/., 1999). This model of photoentrainment affecting the 
sleep-wake cycle suggests that the sleep-wake cycle also plays a role in controlling 
the circadian pacemaker and that there is a level of feedback between each of the 
processes (Figure 1.10). A change in any of these processes or in their interactions 
could lead to sleep and wakefulness occurring at irregular clock times and/or out of 
phase with the endogenous circadian pacemaker.
Clock Homeostat
Light-dark cycle Social factors
Sleep-wake Cycle
Figure 1.10. A circadian pacemaker (clock), and a sleep homeostat are two major 
determinants of the timing of the human sleep-wake cycle and sleep structure. The oscillation 
of the sleep homeostat is strongly, and may be exclusively, determined by the sleep-wake 
cycle (arrow 1). Light input to the circadian clock is controlled by circadian photoreception. 
The sleep-wake cycle is a major determinant of light input to the clock (arrow 2) and social 
factors can also affect sleep-wake behaviour. Adapted from Dijk and Lockley (2002).
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1 .1 .8 .2  R o le  o f  c irca d ia n  c lo ck  g en es  in  th e  reg u la tio n  o f  sleep
The circadian and homeostatic mechanisms are functionally and anatomically 
distinct from one another (section 1.1.8.1), but it is possible that at least some of the 
same genes that control the circadian clock might also have evolved to control the 
amount of sleep and wakefulness. The temporal organisation of the genes involved in 
circadian rhythms (section 1.1.3) is compatible with the temporal organisation of 
sleep and wakefulness, and this may indicate overlapping regulatory mechanisms. 
Indeed, recent studies in circadian mutant mice have indicated an influence of 
circadian clock genes on the homeostatic regulation of sleep. For example, 
ClocklClock mutant mice sleep less per day and stay awake more relative to wild-type 
mice, implying that Clock is important for sleep homeostasis (Naylor et al., 2000). 
Mice with a targeted disruption of Bmall exhibit increases in total sleep time and 
sleep fragmentation with a shorter rhythm of sleep-wakefulness cycle across the 24 h 
period (Laposky et al., 2005). Cryl '' and Cry2 '' mutant mice show increases in 
baseline amounts of NREM sleep relative to that of wild-type mice. These mutant 
mice are also unable to respond to sleep deprivation in the normal manner (Wisor et 
al., 2002). Npas2 also plays a role in sleep homeostasis because Npas2 mutant mice 
exhibit reduced levels of NREM and were found to sleep less compared to wild-type 
mice (Franken et al., 2006). The circadian clock genes, Perl and Per2, do not seem to 
be involved in the homeostatic regulation of sleep. This is suggested by the 
observation that Perl and Per2 (single and double) mutant mice were able to maintain 
the same sleep levels as wild-type mice (Kopp et al., 2002, Shiromani et a l ,  2004). 
However, Cryl '’, Cry2 '' and Npas2''' mice, as well as sleep-deprived mice, exhibit an 
increase in the expression of Per2 in the cerebral cortex, which seems to be related to 
the increase in sleep need (Wisor et a l,  2002, Franken et a l ,  2006). This suggests that
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there may be coupling between wakefulness and Per2 expression in the forebrain. A 
recent study of human PER3, suggests that this circadian clock component plays a 
role in sleep homeostasis (Viola et aL, 2007). The contribution of a variable number 
tandem repeat polymorphism (consisting of either 4 or 5 repeats) in the coding region 
in PER3 to sleep-wake regulation was quantified 24 healthy individuals who were 
selected on the basis of their genotype. It was observed that individuals homozygous 
for the 5 repeat exhibit an increase in short-wave sleep and NREM sleep compared to 
individuals homozygous for the 4 repeat (Viola et al., 2007).
1.2 Mutant circadian phenotypes
1.2.1 A nim al m odels
Most of our early understanding of how the circadian clock influences 
behaviour has been obtained by studying organisms with a simple clock and easily 
characterised genetics. This has included Neurospora, Arabidopsis, Drosophila, 
cyanobacteria, and Mus musculus (the mouse). As a result of reverse-genetic 
technologies (allowing gene knock-outs and knock-ins) and the discovery of a 
remarkable degree of conservation between Drosophila and mouse circadian clock 
genes, a clearer understanding of the mammalian circadian clock has emerged.
Observation of the circadian clock in rodent models is normally carried out by 
measuring wheel-running activity in constant darkness. Wheel-running activity is an 
expression of the circadian clock and by plotting the locomotor activity over several 
days an actogram is produced. This reveals the periodic nature of locomotor activity, 
which is regular and even in constant darkness persists for many weeks.
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However, to what extent can studies of a nocturnal species such as the mouse, 
predict the circadian mechanisms underlying a diurnal species, such as humans? The 
circadian rhythms of neurotransmitters and circadian clock gene expression in SCN 
neurones have all been observed to be similarly phased in nocturnal and diurnal 
animals, relative to the light-dark cycle (Smale et al., 2003). The efferent projections 
of the SCN in both diurnal and nocturnal species are also similar (Novak et al., 2000) 
and the main neuronal connections and overall anatomic substructures of the SCN are 
also conserved between diurnal and nocturnal species (Dai et a i, 1998).
1.2.2 Humans
1.2.2.1 Measurement of circadian period and phase
In order to determine x and phase accurately in humans, a reliable marker of 
the timing of the circadian clock is required. The pineal hormone melatonin is 
considered the best marker for assessing the internal timing of the circadian clock 
(Arendt, 2003). It is secreted with a robust and reproducible circadian rhythm that can 
easily be measured in plasma or saliva. Also by measuring melatonin’s major urinary 
metabolite, 6-sulphatoxymelatonin, long-term observations of the human circadian 
system can be made in both the laboratory and real life studies (Skene and Arendt, 
2006). By controlling light exposure (Arendt, 1995) and posture (Deacon and Arendt, 
1994), the amplitude and timing of melatonin production is highly reproducible in 
healthy subjects. Measurements of cortisol and core body temperature rhythms have 
also been used as markers of circadian phase. However, these rhythms are affected by 
a number of factors, including, timing of meals, activity, sleep and stress. By contrast, 
melatonin is affected by these factors to a lesser degree (Skene and Arendt, 2006).
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The influence of physiological, behavioural and environmental factors can be 
controlled by developing protocols that disentangle the separate contributions played 
by each of these factors. One such protocol is the constant routine and involves the 
replacement of the sleep-wake cycle with constant wakefulness. During the protocol, 
all factors known to affect circadian rhythms are kept constant and minimised, so that 
lighting, posture, food intake and temperature are all kept the same for at least 25 h 
(Mills et al., 1978). Another protocol that is widely used to measure x is the forced 
desynchrony protocol (Beersma and Hiddinga, 1998, Czeisler et al., 1999, Duffy et 
al., 2001). In these experiments, subjects are first given 8 h nights of sleep, which is 
scheduled at their normal bedtime. They then start a 40 h constant routine to assess 
the phase of their endogenous rhythms (core body temperature and melatonin). After 
this, the 18-23 day forced desynchrony part of the study begins. This is designed to 
dissociate the circadian timing system from the sleep-wake cycle. Subjects are 
scheduled to live on a sleep-wake cycle length greater than the range of entrainment 
of the circadian pacemaker. It consists of 28 h ‘days’, with 18.63 h spent awake in 
dim light (< 20 lux) and 9.33 h spent in bed in the dark. The circadian phase of each 
subject is measured throughout this part of the study so that x can be determined. 
After the forced desynchrony protocol is carried out, a final constant routine is 
completed (Duffy et al., 2001).
Wake time, as reported on sleep logs, may also be used to reliably estimate the 
circadian phase of an individual (Terman et a l,  2001, Martin and Eastman, 2002, 
Burgess and Eastman, 2003). This is because of the relationship between the timing of 
sleep and the cycles of melatonin and core body temperature. Under entrained 
conditions, melatonin starts to rise at about 22:00-23:00, peaking 4 h later (02:00- 
03:00 h), and declining back to baseline level by morning (09:00-10:00). Sleep occurs
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1-2 h after melatonin onset and ends 1-2 h before melatonin offset, thus lasting about 
7 h (Burgess and Eastman, 2003, Skene and Arendt, 2006), whereas core body 
temperature reaches its nadir between 04:00-06:00 (4-6 h after sleep onset) and peaks 
between 18:00-20:00 (4-6 h before sleep onset). Therefore, by recording an 
individual’s natural wake time, their circadian phase can be estimated by addition or 
subtraction of 1-2 h for melatonin and 4-6 h for core body temperature, if monitoring 
these circadian phase markers is not practical (Benloucif et al., 2005).
The period length (x) in sighted human individuals using a forced 
desynchrony protocol and dim light conditions has been reported to be 24.18- h 
(Czeisler et al., 1999). By contrast, the x of free-running blind subjects has been 
reported to be slightly longer than in sighted individuals, averaging between 24.3 to 
24.5 h (Sack et al., 1992, Lockley gf al., 1997, Klerman et al., 1998). Measurement of 
X in free-running blind subjects was performed in field studies through analysis of 6 -  
sulphatoxymelatonin without any alterations to the subject’s lifestyle (e.g. under no 
constant routine) (Lockley et al., 1997). The reason for these differences is still under 
investigation, but may be a result of procedural differences between the study groups.
1.2.2.2 Diurnal preference
The human population shows substantial individual differences in the timing 
of rest and activity (diurnal preference) (Kleitman, 1939). Extremes of this range are 
known as morning types (larks) and evening types (owls). These ‘chronotypes’ have a 
measurable and predictable impact on different psychological and physiological 
parameters that follow a circadian rhythm, such as body temperature (Kerkhof and 
Van Dongen, 1996, Bailey and Heitkemper, 2001, Duffy et al., 2001), blood pressure 
(Uusitalo et al., 1988), meal times (Costa et al., 1987), sleep patterns (Ishihara et al..
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1987), subjective activation and arousal (Akerstedt and Froberg, 1976), performance 
(Akerstedt and Froberg, 1976) and self-reported sleep habits (Ishihara et al,, 1987, 
Carrier et al., 1997, Park et al., 1998). In most cases, the circadian rhythm appears to 
peak earlier in morning types compared to evening types, however, whether this is 
because of shifted sleep schedules remains unclear (Lack and Bailey, 1994, Kerkhof 
and Van Dongen, 1996, Duffy et al., 1999, Bailey and Heitkemper, 2001).
Differences in rest/activity preference has not only been observed in humans, 
but also a wide variety of mammals (Challet et al., 2002, Oosthuizen et al., 2003, 
Schumann et al., 2005, Vasicek et al., 2005). For example, Labyak et al. (1997) 
measured the circadian locomotor activity and temperature in captured-bred colonies 
of Octodon degus (n = 49). The authors found that there were similar chronotypes to 
humans. Evening type O. degus were found to have a phase delay in their temperature 
minimum and also long activity durations compared to morning types and 
intermediates, whereas morning types had a phase advance in the morning 
temperature rise compared to evening types and intermediates (Labyak et al., 1997). 
This studied has been further supported by the observation of similar diurnal 
preference groups in wild-captured O. degus (Ocampo-Garces et al., 2006).
A number of studies have observed differences in the phase relationship 
between the circadian clock and the sleep-wake cycle in morning and evening types 
(Duffy et al., 1999, Baehr et al., 2000, Liu et at., 2000). The temperature minimum 
was observed earlier within the sleep episode in morning types, which meant that a 
larger phase delaying portion of the PRC was exposed to evening light. Evening types 
on the other hand, were found to wake up earlier in their circadian cycle, which meant 
that a larger advancing portion of the PRC was exposed to morning light. Therefore, 
the phase angle (defined as the interval between the trough of the temperature rhythm
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and the habitual wake time) was shorter in evening types compared to morning types 
(Duffy et al., 1999, Baehr et al., 2000, Liu et al., 2000). This would mean that 
evening types wake up closer to their maximal circadian drive while morning types 
wake up further away. However, a recent study of the relationship between circadian 
phase and habitual wake time in self-reported morning and evening types produced 
contrasting results, with morning and evening types showing identical average phase 
angles despite having significantly different circadian phases (Mongrain et al., 2004). 
These authors hypothesised that morning and evening types could differ not only in 
the circadian aspect of sleep regulation but also in the homeostatic aspect. This 
hypothesis was supported by the observation of a faster dissipation of homeostatic 
sleep pressure in morning types compared to evening types (Mongrain et al., 2005, 
Mongrain et al., 2006b). The authors therefore concluded that the nature of morning 
and evening preference is probably a combination of variations in both the circadian 
and homeostatic processes (Mongrain et al., 2006a).
A significant association between t  and diurnal preference has also been 
found, with morning types exhibiting a shorter free-running x and, therefore, an 
earlier entrained circadian phase, and evening types exhibiting a longer free-running x 
and a later circadian phase (Duffy et al., 2001). However, in older subjects, x did not 
correlate with diurnal preference (Duffy and Czeisler, 2002). Combining these 
studies, Duffy and co-workers suggested that the interaction between the circadian 
system and the timing of the sleep-wake cycle was altered with advancing age. With 
increasing age there is also a greater tendency towards an earlier circadian phase in 
temperature (Czeisler et al., 1992, Monk et al., 1993, Duffy et al., 1998), melatonin 
(Duffy et al., 1999), earlier sleep times (Czeisler et al., 1992, Carrier et al., 1997, 
Duffy et al., 1998) and morningness (Carrier et al., 1997, Hur et al., 1998, Robilliard
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et a l,  2002, Taillard et al., 2004). This advance in circadian phase could be explained 
by a shortening of t  or by an increase in the sensitivity to the entrainment zeilgebcr. 
However, measurements of x were found not to differ in elderly and young people 
(Czeisler er at., 1999). This suggests that age-related changes are only partially related 
to the circadian pacemaker. Gender differences in diurnal preference are somewhat 
inconsistent, although it appears that women tend to be more morning-like than men 
(Adan and Natale, 2002, Robilliard et at., 2002).
Diurnal preference is also related to sleep need and duration, with evening 
types capable of sleeping over 10 h (Violani et al., 1997). This difference is thought 
to be a result of work schedules. Evening types cannot easily adapt their sleep-wake 
schedule to a ‘normal’ work schedule and therefore alter the phase angle between the 
zeitgeber and the circadian clock timing. As a consequence, evening types delay their 
sleep onset and increase their sleep debt over the working week (Taillard et al., 2003). 
To overcome their sleep debt, evening types tend to sleep longer at the weekends 
(Taillard et al., 1999, Roenneberg et al., 2003b).
Besides a number of social factors that probably contribute to an individual’s 
diurnal preference, there is evidence for genetic factors influencing human differences 
in circadian timing. A genetic component to morning and evening chronotypes was 
found in a study of 260 pairs of monozygotic twins and 50 pairs of dizygotic twins 
(Hur et al., 1998). Monozygotic twins were found to be more likely to display shared 
diurnal preference than dizgotic twins, with up to 50% of the variance estimated to be 
accounted for by heritability (Hur et al., 1998).
Selection of morning and evening types can be carried out by monitoring core 
body temperature or melatonin, but these methods are quite demanding on both 
participant and researcher. A less intrusive and cheaper method of assessing diurnal
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preference is to use a questionnaire. A number of questionnaires have been 
developed, such as the circadian type questionnaire [CTQ, (Folkard et al., 1979)], the 
diurnal type scale [DTS, (Torsvail and Akerstedt, 1980)], and the composite scale 
[CS, (Smith er a l,  1989)]. However, the first and most widely used is the Horne- 
Ostberg (HO) questionnaire (Horne and Ostberg, 1976). The HO questionnaire 
distinguishes between chronotypes on tlie basis of the total score (HO scores) 
achieved from 19 questions (Horne and Ostberg, 1976). High scores indicate definite 
morning types (70-86) and the lowest scores indicated definite evening types (16-30). 
Intermediate values indicate moderate morningness and moderate eveningness, or 
neither preference. In the original report, 150 subjects (aged 18-32 years) completed 
the questionnaire and the results indicated a significant difference in bedtime between 
morning and evening types. The evening types went to bed on average 99 minutes 
later than the morning types. They also found a significant difference in awakening 
times, with morning types awakening on average 114 minutes earlier than the evening 
types (Horne and Ostberg, 1976). The authors also found physiological differences in 
the temperature profiles between the two chronotypes. Morning types were found to 
have a temperature rise and peak that was earlier than evening types. The chronotypes 
identified by the HO questionnaire have been validated by the demonstration that they 
correlate with x  (Duffy et al., 1999). The HO questionnaire has also recently been 
validated in a middle-aged population of working adults (Taillard et al., 2004).
An alternative questionnaire (Munich chronotype questionnaire, MCTQ) was 
recently developed to quantitatively measure the timing of sleep within the 24 h day 
(Roenneberg et al., 2003b). German and Swiss subjects (n = 500) were asked 
questions concerning their behaviour in normal circumstances, and they were also 
asked to self-rate their chronotype according to six categories (0 = extreme early, 1 =
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moderate early, 2 = slightly early, 3 = normal, 4 = slightly late, 5 = moderate late, 6 = 
extreme late). Sleep times .were found to associate well with self-assessed 
chronotypes, but changed between workdays and free days. The authors found that 
late chronotypes would accumulate sleep debt over tlie working week and that they 
would then decrease this by increasing their sleep by several hours on free days 
(Roenneberg et al., 2003b). The MCTQ selected chronotypes have also been 
correlated with the morning/evening types measured by the HO questionnaire 
(Zavada et al., 2005).
1.2.2.3 Circadian rhythm sleep disorders
Extreme differences in the timing of the sleep-wake cycle (extremes of the 
morning and evening chronotypes) may play a role in the aetiology of intrinsic 
circadian rhythm sleep disorders (CRSD) (Duffy et al., 2001), such as advanced sleep 
phase syndrome (ASPS), delayed sleep phase syndrome (DSPS) and non-24 h sleep- 
wake syndrome. While morning and evening types can adjust to the demands of the 
environmental clock, patients with CRSD are not sufficiently capable of this. Most 
CRSD involve a misalignment between biological and environmental time.
ASPS is a relatively rare CRSD and is characterised by evening sleepiness, an 
early bedtime (around 18:00-21:00 h) and an extremely early awakening (around 
01:00-04:00 h) (American Sleep Disorders Association, 2001). A familial form of 
ASPS (FASPS) was described in 29 members of three families and correlated with a 
short T (by 4 h) (Jones et al., 1999). Two studies investigating large families with 
ASPS have indicated that the ASPS phenotype localises to a single-gene, autosomal- 
dominant mode of inheritance (Reid et al., 2001, Zucconi, 2002). A number of studies 
have shown that physiological markers, such as core body temperature and dim light
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melatonin onset, are advanced 3-4 h in ASPS sufferers, but that the overall sleep 
composition and duration remain normal (Jones et al., 1999, Reid et al., 2001).
DSPS is characterised by individuals being unable to fall asleep at the desired 
time (usually not until 02:00-06:00 h) and therefore being unable to awake until late 
the next day (usually between 10:00-14:00 h) (American Sleep Disorders Association, 
2001). Their sleep architecture and duration, however, remain normal. In addition, 
their melatonin and temperature rhythms are delayed with respect to bedtime and 
wake time (Shibui et al., 1999, Uchiyama et a l, 2000). There are several possible 
hypotheses for the cause of intrinsic DSPS. Firstly, incorrect entrainment 
(entrainment, but with an abnormal phase) (Weitzman et a l,  1981), which is 
supported by effective DSPS treatments that are based on correcting entrainment with 
timed exposure to bright light (Cole et a l, 2002). Secondly, DSPS could be the result 
of a longer x (Czeisler et a l, 1981), which has still not been established in any 
published report. There is also evidence of an impaired ability to compensate for sleep 
loss (Uchiyama et a l,  2000), though whether this is because of a deficient 
accumulation of sleep horneostatic pressure during wakefulness or a change in the 
sleep-wake promoting signals from the circadian system is unclear. Genetics may also 
play a role in the aetiology of DSPS. The inheritance pattern of DSPS was 
investigated among the family members of an individual with DSPS. The prevalence 
for the evening chronotype was increased in the family compared to the general 
population, but no simple mode of inheritance was apparent (Ancoli-Israel et a l, 
2001).
Non-24 h (N-24 h) sleep-wake syndrome is characterised by intermittent 
insomnia that occurs with a regular periodicity over several days. The timing of 
circadian rhythms of those suffering from N-24 h sleep-wake syndrome slowly drifts
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later week by week (Sack et al., 1992, Klein et al., 1993, Czeisler et al., 1995, 
Lockley et al., 1997). It is thought to be due primarily to the failure of the circadian 
clock to entrain normally to the environmental light/dark cycle and hence occurs 
mostly in totally blind patients (Sack et al., 1992, Lockley et al., 1997), though there 
have been reports in sighted individuals (Nakamura et al., 1997a, Nakamura et al., 
1997b).
Alterations in x resulting in morning and evening chronotypes and CRSD 
could also be due to mutations in one or more circadian clock proteins causing 
disruption to the transcription/translation feedback loops that either lengthen or 
shorten x. Khalsa and co-workers (1992) identified evidence of a “phase-specific” 
need for protein synthesis in continuing the action of the circadian pacemaker. 
Disruption of protein synthesis using the protein synthesis inhibitors, cycloheximide 
and anisomycin in a mollusc preparation (eyes of the molluscs Bulla gouldiana and 
Aplysia californica) caused the circadian pacemaker to free-run, which resumed upon 
removal of the inhibitors (Khalsa et al., 1992).
1.3 Genetic variability in humans
The source of genetic variations that exist between people is due to a variety 
of different types of heritable changes (mutations). There are two types of mutations, 
either large-scale or simple. Large-scale mutations such as segmental duplication, 
inversion and translocation, involve loss or gain of chromosomes or breakage and 
rejoining of chromatids (Strachan and Read, 2004). These types of mutations are very 
rare and for this reason they will not be discussed further here.
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Simple mutations can be classified according to the effects on the DNA 
sequence (see following sections). These mutations can be passed from one 
generation to the next as long as it does not seriously impair the individual’s ability to 
have offspring. If the sequence variation of more than one variant (allele) at a locus is 
at a 1% or greater frequency within a population, the mutation is considered a 
polymorphism (Strachan and Read, 2004). However, allele frequencies may vary 
across different populations or ethnic groups due to heterogeneous genetic 
backgrounds (Akey et al., 2004). Using the Hardy-Weinberg principle (Hardy, 1908), 
allele frequencies in one generation can be used to work out the genotype proportions 
of the next randomly mating population. For example, consider two alleles X and Y at 
a locus, and let their gene frequencies be p and q respectively (p and q are each 
between 0 and I). If we were to pick an individual at random from the population, the 
chances the person is XX would be p ,^ the chance they are YY is q  ^ and the chance 
they are XY would be 2pq. These probabilities added together equal one and can be 
used to predict expected genotype frequencies from observed allele frequencies. If 
expected and observed genotype frequencies do not differ significantly then the 
population can be considered to be in Hardy-Weinberg equilibrium. This relationship 
between allele frequencies and genotype frequencies remains the same between 
generations unless influenced by some outside factor(s). If there are any changes in 
allele frequency between generations, then the rate of change of allele frequencies 
indicates the rate of evolutionary change. However, the Hardy-Weinberg principle 
only works if the following criteria are met:
1. Random mating -  no overtly genetic factors influence each individual’s 
choice of a  mate,
2. Large population size -  the laws of probability will apply.
3. No mutation -  no new alleles are formed,
4. No migration -  there is no interchange of genes with other populations.
Departure from the Hardy-Weinberg equilibrium may indicate that the above 
assumptions have not been met. Equally, it could suggest one or a combination of 
genotypes is under selection (either negative or positive). If selection is the cause the 
frequency of each genotype in the next generation will be determined by relative 
fitness, which is a measure of the relative contribution that a genotype makes to the 
next generation. However, more often that not, Hardy-Weinberg disequilibrium 
indicates experimental error. For example a sampling error may promote selection 
bias, if the bias concerned ethnicity or gender. Genotyping errors such as the 
misclassification of genotypes, failure to detect rare alleles or the inclusion of non­
existent alleles would also cause significant deviation (Strachan and Read, 2004).
Mutations can occur in our DNA by exposure to a variety of mutagens 
occurring in the external environment or generated in the intracellular environment. 
However, the greatest source of mutations in the human genome is from endogenous 
mutations, caused, for example by spontaneous errors in DNA replication and repair 
(Wang et al., 1998, Cargill et al., 1999).
1.3.1 Types of genetic differences
1.3.1.1 Single nucleotide polymorphisms (SNPs)
The most common mutation type is a base substitution, in which one base is 
replaced with another. There are two types of base substitutions. Transition 
substitutions occur when a pyrimidine base [cytosine (C) or thymine (T)] is 
exchanged for another pyrimidine, or a purine [adenine (A) or guanine (G)] is
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exchanged for another purine. Transversion substitutions occur when a pyrimidine 
base is substituted for a purine (Jobling et al., 2004). Therefore, the four SNP 
alternatives include three transversions [C to A (G to T), C to G (G to C) and T to A 
(A to T)] and one transition [C to T (G to A)]. The frequencies of four base 
substitutions in the human genome are not equal, with most SNPs involving 
transitions. There is a higher level of C to T (G to A) transitions within the coding and 
non-coding regions and this is thought to be partially due to the instability of cytosine 
residues occurring in GpG islands (GC-rich regions). Within these regions cytosine is 
usually methylated resulting in 5-methylcytosine, which undergoes spontaneous 
deamination yielding a thymine (Cooper et al., 2000). The typical frequency of base 
substitutions in the genomic DNA of two equivalent chromosomes is in the order of 1 
in every 1,000 bp (Taillon-Miller et al., 1998, Wang et al., 1998).
Another type of variation within the genome involves the insertion or deletion 
(indels) of one or more nucleotides. These types of mutations can also be classified in 
the same group as SNPs and for this reason any new discoveries of indels are 
deposited within SNP databases along with nucleotide substitutions (section 1.4.1).
1.3.1.2 Microsatellites and minisatellites
Other types of genetic variations result in the insertion or deletion of a section 
of DNA. The most common type involves variable numbers of repeated base or 
nucleotide patterns. They are arranged in tandem and are known collectively as 
variable number of tandem repeats (VNTRs). They are classified according to the size 
of their repeated unit. Microsatellites (also known as short tandem repeats, STRs) are 
where the simple sequence is from one to several nucleotides long and the array 
length ranges from less than 10 to 100 nucleotides (Strachan and Read, 2004).
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Minisatellites consist of arrays spanning hundreds of nucleotides and consisting of 
tandem repeats of a sequence of between 9 and several tens of nucleotides long. The 
vast majority of these sequences are, however, not transcribed, but a few reside within 
coding regions, encoding repetitive and highly variable sized proteins (Lopez et al., 
1992, Van Toi et al., 1992, Higuchi et al., 2002).
1.3.2 Functional significance of genetic variations on different loci
1.3.2.1 Coding region
Mutations in the coding region can produce either synonymous, where there is 
no change to the amino acid sequence, or non-synonymous alterations, where the 
amino acid residue is changed (Strachan and Read, 2004). A synonymous (or silent) 
mutation does change the nucleotide and thus the codon, but does not change the 
amino acid because of the degeneracy of the genetic code. However, these mutations 
may have a potential functional impact because several studies have suggested that 
they may affect the thermodynamic stability of mRNA secondary structure (Shen et 
al., 1999, Charmary and Hurst, 2005) and this may lead to disease (Capon et al., 
2004).
Non-synonymous mutations can be split into two further groups, conservative 
and non-conservative. Conservative substitutions involve the replacement of an amino 
acid by another that is chemically similar to it. Mutations of this type are less likely to 
affect protein function (thus a neutral mutation) because the side chain of the new 
amino acid will have sufficient functional similarity to that of the amino acid it has 
replaced. Non-conservative substitutions involve the replacement of one amino acid 
with another that is chemically dissimilar and these mutations can either have a 
deleterious effect or a beneficial effect (for example, improved gene function). A non-
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synonymous mutation within the coding region can affect protein function, 
conformation, stability or localisation. For example, a mutation causing abnormal 
folding of a protein may result in untimely ubiquitination and subsequent degradation 
(Strachan and Read, 2004). Coding sequence mutations may alter localisation signals 
or prevent post-translational modifications, therefore affecting temporal and spatial 
properties of the protein (Jobling et a i, 2004). The presence of a sequence change that 
introduces a stop codon (a nonsense mutation), leads to premature termination of 
translation. A mutation of this type would normally lead to a dramatic decrease in 
gene function (Savas et al., 2006). The insertion or deletion of one or more 
nucleotides within the coding region can result in the shifting in the translational 
reading frame (frameshift mutation). This can introduce premature termination 
codons or change the translated amino acid sequence and cause loss of gene 
expression.
Most non-synonymous mutations have a high likelihood of having a 
deleterious effect on protein function and so can result in disease or lethality. 
Therefore, the population frequency of these types of mutations is greatly reduced by 
natural selection, because they reduce the fitness (the ability of the individual to 
survive and reproduce) and are therefore selected against. As a result, the coding 
region and important regulatory sequences show a relatively higher degree of 
evolutionary conservation. However, this can work in the opposite direction so that 
the non-synonymous mutation increases the fitness of the individual (positive 
selection) perhaps by improving the function of a protein.
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1 .3 .2 .2  In tro n s
Mutations in the intronic region do not produce amino acid changes since 
these regions are removed before translation of the mRNA takes place. Splicing of 
intronic regions leads to efficient export of the mRNA from the nucleus to the 
cytoplasm. Sequences important for RNA splicing include GT and AG dinucleotides, 
which are located at the start (5’) and end (3’) of an intron, and the intronic and 
exonic sequences next to the splice sites. Mutations that alter sequences important for 
splicing (splice enhancer sequences or splice silencer sequences) may affect the 
process.
Exonic splice enhancer sequences are made up of degenerate sequences of 
about six to eight nucleotides in length, which bind to splice regulatory proteins 
(Blencowe, 2000). Exonic splice silencer sequences are less well understood. 
Mutations that affect these sequences may cause complete failure of the splicing 
process (intron retention). This may result in the retention of the mRNA within the 
nucleus because splicing is required for efficient export of mRNA and if splicing does 
not take place, the mRNA is kept within the nucleus to prevent interaction with the 
translational machinery and production of inappropriate protein (Luo and Reed,
1999). Mutation of the splice donor or acceptor sequence can result in exon skipping 
and the outcome of this is very unpredictable (Takahara et al., 2002). For example, if 
the exon is skipped and the number of nucleotides in the exon is not divisible by 
three, a frameshift may occur. This may result in a premature stop codon producing 
an unstable RNA transcript and no protein. If a frameshift is not brought about then 
the translated amino acid sequence will be altered, resulting in a non-functional or 
abnormal protein depending on the importance of the amino acid to protein structure 
and/or function.
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1.3.2.3 Untranslated regions
The 5’-untranslated region (5’-UTR) of the gene assists in binding and 
stabilising the ribosome on the mRNA during translation. Mutations within the 5’-  
UTR can have an effect on its secondary structure, by introducing stem and loop 
structures (Kozak, 1999). This could prevent the translation of the gene, or alter tlie 
levels, timing and/or tissue distribution of expression. Mutations witliin the 3’-UTR 
can cause changes in mRNA stability because a number of binding sites for proteins 
known to be involved in translation regulation and stability occur in this region 
(Grzybowska et al., 2001). Mutations within a polyadenylation [poly(A)] site 
(AAUAAA sequence) may prevent polyadenylation of the transcript, and lead to 
decreased stability of the mRNA, and thus increased degradation. This is because the 
first step in the decay of many mRNAs is deadenylation (Wang and Kiledjian, 2001). 
Since poly(A) binding proteins protect mRNAs from deadenylation, they also play an 
important role in mRNA stabilisation (Sachs and Davis, 1989).
1.3.2.4 Promoter regions
The promoter region of a gene is used for the initiation of transcription. 
Transcription factors bind to specific elements [transcription factor binding sites 
(TFBS)] encoded within this area and guide the RNA polymerase to the 
transcriptional start site. The core promoter region (located -  45 to + 40 bp from the 
transcriptional start site) is used to direct the ribosome to the transcriptional start site 
and contains sequences such as TATA boxes (recognised by TATA-binding proteins). 
The proximal promoter region (usually -50  to -200 bp from the transcriptional start 
site) is used to modulate transcription and contains a number of TFBS (Strachan and 
Read, 2004). These elements modulate transcription according to external stimuli via
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specific hormones (e.g. retinoic acid) or intracellular secondary messengers such as 
cAMP. Therefore, a mutation in the promoter region could affect transcription factor 
binding sites, thus affecting the process of transcriptional initiation. Overall, this 
could alter the levels, timing and/or tissue distribution of gene expression. Even single 
nucleotide substitutions vyithin the promoter region have been shown to affect gene 
expression (Buckland er «/., 2005).
The promoter region sequence not only encodes TFBS but also the curvature, 
flexibility, and stability of the promoter (Kanhere and Bansal, 2005). Curvature refers 
to the three-dimensional characteristics of the DNA sequence and can influence the 
number of transcription factors exerting their effects on gene expression (Kim et aL, 
1995). The flexibility of the sequence relates to the ease with which the DNA can 
bend to allow interactions of proteins bound to the DNA in different places and is 
important in the formation of many protein-DNA complexes (Tsai et al., 2002). 
Stability refers to how easily the DNA can become single-stranded to allow 
transcription (Kanhere and Bansal, 2005). Thus, a mutation within the promoter 
region does not necessarily need to lie within a TFBS for it to have its effect on gene 
expression.
13.2.5 RNA secondary structure
RNA assumes complex three-dimensional structures to perform specific roles 
and like protein structure, can be described at the primary, secondary, tertiary and 
quaternary levels. The secondary structure of nucleic acids arises through intra-strand 
base pairing. Guanine and cytosine pair (GC) by forming a triple hydrogen bond and 
adenine and uracil pair (AU) by a double bond. Additionally, guanine and uracil (GU) 
can form a single hydrogen bond base pair. The RNA molecule is therefore able to
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form both base-paired (stems) and unpaired (loops) regions (Strachan and Read, 
2004).
This structure can be predicted by various computational methods by 
generating a structure according to its minimum free energy (mfe) (Hofacker, 2003). 
The mfe is the amount of free energy released or used to form base pairs, with 
positive free energies requiring energy to form a structure and negative free energies 
releasing stored energy (Hofacker, 2003). The more negative the free energy of the 
structure, the more likely it is to be formed because this will be the most stable 
structure. Therefore, computational methods use programming algorithms to produce 
the optimal secondary structure by predicting the base pair configuration with the 
minimum possible free energy. The stability of the RNA secondary structure is a 
function of several constraints. Firstly, the number of GC versus AU and GU base 
pairs since higher energy bonds form more stable structures. Secondly, the number of 
base pairs in a stem region since longer stems will result in more bonds. Thirdly, the 
number of base pairs in a loop region because the formation of loops with more than 
ten bases requires more energy. Fourthly, the number of unpaired bases because they 
will lower the stability of the structure (Strachan and Read, 2004).
Clearly, in silico methods do not predict the tertiary or quaternary structure 
nor does it consider the cellular environment. However, since crystallographic and 
other structural information about RNA is limited, prediction of secondary structures 
assumes great importance.
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1.3.3 Linkage disequilibrium
A set of closely connected genetic markers located on one chromosome tiiat 
are inherited together are known as a haplotype. The genetic markers involved can be 
any class of polymorphism. The diversity of a haplotype (along with mutations) 
within the genome is influenced by recombination between chromosomes (the 
exchange of genetic material). Therefore, a haplotype present in one generation can 
be broken up to produce a new haplotype in the next. The likelihood of recombination 
between two markers depends on their relative positions. Markers situated further 
away from one another are very often separated by recombination, whereas markers 
that lie closer together are hardly ever separated. The likelihood of particular alleles at 
different positions being coinherited because of a decrease in recombination between 
them can result in associations between the alleles in a population. This is known as 
linkage disequilibrium (Goldstein and Weale, 2001). Therefore, linkage 
disequilibrium occurs when two or more alleles are found together on the same 
chromosome and this occurs more often than expected if the alleles were separated at 
random. In the extreme case, an allele found in one location can predict which allele 
will be found at another location. This would be advantageous for genotyping 
purposes because several genetic markers would be made redundant, therefore 
limiting the number required to be genotyped. For this reason there has been great 
interest in patterns of linkage disequilibrium in the human genome (Ikehara et al., 
2006, Kosaki et al., 2006, Ran et al., 2006). However, identifying the marker that is 
causing the phenotype from a large set of locations can be difficult and sometimes 
impossible (Goldstein, 2001).
Linkage disequilibrium can be influenced by a number of factors, such as local 
mutation and recombination rates, selection, demography and admixture (formation of
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a hybrid population tlirough the mixing of two ancestral populations) (Goldstein, 
2001). The mutation rate hardly influences linkage disequilibrium because recurrence 
and reversion of mutations is too rare to have any appreciable effect. The 
recombination rate, however, can vary across the genome. A number of studies have 
suggested that recombination within the genome is not uniform, witli certain regions 
more likely to undergo recombination (hotspots) (Daly et a/., 2001, Jeffreys et al., 
2001). The size of linkage disequilibrium areas has been the subject of a number of 
investigations. Most studies have suggested that it can only extend over a few 
kilobases (kb) around a SNP (Kruglyak, 1999, Dunning et a l, 2000), whereas others 
have suggested that it can extend to more than 100 kb (Collins et a l,  1999, Taillon- 
Miller et a l,  2000, Abecasis et a l, 2001).
Linkage disequilibrium has also been shaped by our evolutionary history. 
Changes in allele and haplotype frequencies occur every generation via recombination 
during meiosis. Therefore, small and isolated populations will have a lower 
recombination rate, resulting in an increase in linkage disequilibrium since not many 
new haplotypes will be created (Goldstein and Weale, 2001). Recently, admixture has 
also been shown to affect linkage disequilibrium (Wilson and Goldstein, 2000). 
Finally, positive selection for an allele can lead to ‘hitch-hiking’ of a segment of DNA 
(and all the markers within the segment) (Clark et a l,  2003). This greatly increases 
linkage disequilibrium within the human genome and could be the reason why levels 
of linkage disequilibrium vary much more widely than expected by chance (Fay et a l,  
2001, Akey et a l,  2002).
The linkage disequilibrium studies described above involve only a small 
number of SNPs and sample size. This therefore restricts the identification of regions 
within the genome that have abnormally high or low linkage disequilibrium, or
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regions that have met a past selective sweep (Akey et al., 2002). The NIH Haplotype 
Map (HapMap) project was initiated to solve this problem and involved the 
genotyping of more than one million SNPs in 269 DNA samples from four 
populations (International HapMap Consortium, 2005), The results supported 
previous findings of recombination hotspots, long segments of DNA under strong 
linkage disequilibrium and low haplotype diversity. The HapMap project also found 
that neighbouring SNPs were under strong linkage disequilibrium, which meant that 
information regarding genetic variation could be predicted without complete 
genotyping. Therefore, the HapMap data could be very useful for interpreting 
genome-wide association studies and finding genes that underlie complex disorders.
1.4 Methods for SNP identification
1.4.1 Identifying polymorphisms using SNP databases
There are many different ways to identify SNPs in a sequence of interest, but 
it is becoming increasingly efficient to consult the rapidly developing SNP database. 
There are a wide variety of public repositories for genetic variations, including the 
SNP Consortium variation initiative (TSC), NCI Centre for Bioinformatics, Cancer 
Genome Anatomy Project database of EST-derived SNPs (CGAP-GAI) and the 
Human Genome Variation database (HGVbase). However, the one that is most widely 
used is the National Center for Biotechnology Information (NCBI) database for 
genetic variation (dbSNP) (http://www.ncbi.nlm.nih.gov/SNP).
A broad range of genetic variations (both synonymous and non-synonymous) 
can be found within dbSNP, including single base substitutions, short deletion and 
insertion polymorphisms, microsatellite markers, and polymorphic insertion elements
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such as retrotransposons, within a broad phylogenetic array of organisms (Sherry et 
al., 1999). Polymorphisms in dbSNP come from a variety of sources, including 
individual laboratories, private industry and large-scale genome sequencing centres. 
The SNPs submitted to dbSNP have been discovered using a wide range of 
techniques, though mostly through genomic alignment methods, in which overlapping 
sequences from different individuals are compared to detect polymorphic sites 
(Sherry et a l, 1999). Therefore, many of the polymorphisms submitted to the 
database could be due to sequencing or assembly errors, making validation of the 
SNP essential. dbSNP entries contain the sequence information around the 
polymorphism, allele frequencies (if validated) and a reference identifier. However, 
the ethnic composition of the samples used to derive the SNPs within dbSNP is often 
not well characterised and this can be of importance since the allele frequencies of 
different ethnic populations can show large variations (Akey et al., 2004). However, 
many large-scale studies have validated SNPs found within dbSNP (Jiang et al., 2003, 
Reich et al., 2003, Nelson et al., 2004).
1.4.2 Single-strand conformation polymorphism and heteroduplex analysis
This process involves PCR amplification of the DNA fragment to be scanned 
for mutations. The double-stranded PCR product is then denatured with heat and 
formamide, and run on a non-denaturing polyaciylamide gel (Nataraj et al., 1999). 
During electrophoresis, the denatured single-stranded DNA fragments take on a 
secondary structure according to their primary sequence. The shape of the single- 
stranded fragment now becomes a function of its migration pattern through the gel. 
Therefore, if the sequence of a wild-type differs from that of the fragment being 
tested, even by one nucleotide, it is possible that at least one of the strands will exhibit
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a different secondary structure and thus a unique migration pattern (Gray et al., 2000). 
This technique is simple to use and does not require any specialised equipment, but 
requires subsequent sequencing of any identified polymorphisms to establish their 
type and position.
Heteroduplex analysis involves the detection of mismatched DNA duplexes 
(or heteroduplexes) formed upon reannealing of the denatured strands of a PCR 
product obtained from an individual heterozygous for the SNP (Nataraj et al., 1999). 
The mismatch usually causes the DNA fragment to migrate more slowly during 
electrophoresis than the perfectly matched homoduplex, thereby allowing the 
identification of a fragment containing a polymorphism. However, if the sample is not 
heterozygous for a polymorphism then it must be combined with a wild-type so that a 
heteroduplex is formed prior to analysis (Nataraj et al., 1999).
1.4.3 Denaturing high-performance liquid chromatography
The principle behind denaturing high-performance liquid chromatography 
(dHPLC) is very similar to that of heteroduplex analysis. Under partial denaturing 
Conditions heteroduplexes are formed by denaturing and reannealing of two or more 
PCR fragments. If the fragments differ in sequence, they are retained less than their 
corresponding homoduplex on a unique DNA separation matrix (Sivakumaran et al., 
2003). The stationary phase consists of alkylated nonporous (polystyrene- 
divinylbenzene) particles (also known under the brand name DNA Sep). This 
stationary phase is electrically neutral and hydrophobic, thus DNA (with its 
negatively charged phosphate group) cannot bind to the column’s matrix by itself. 
Therefore, a binding molecule (or ion-pairing reagent) is required to aid binding of 
the DNA to the stationary phase (Xiao and Oefner, 2001). Triethylammonium acetate
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(TEAA) is usually used as the ion-pairing reagent. The positively charged 
triethylammonium ions interact with the negatively charged phosphate groups of 
DNA, while the alkyl chains of the TEAA interact with the hydrophobic surface of 
the stationary phase (Xiao and Oefner, 2001). Separation of DNA molecules is 
accomplished through the electrostatic interactions between the positive surface 
potential created by the triethylammonium ions and the negative surface potential 
created by the phosphodiester groups of DNA. Thus, double-sti'anded DNA is 
retained according to its chain length. Elution of the absorbed double-stranded DNA 
can be achieved by increasing the concentration of the organic mobile phase 
(acetonitrile) (Xiao and Oefner, 2001, Sivakumaran et a l, 2003).
Base mismatches cause heteroduplexes to denature more extensively than their 
corresponding perfectly matched homoduplex. As a result, they are retained less and 
elute in front of the homoduplex as one or more peaks depending on the nature and 
number of the polymorphisms that cause mismatches. The success of identifying 
polymorphisms using this method is very much dependent on the formation of 
heteroduplexes before dHPLC analysis. Therefore, the fragment of interest must be 
combined with wild-type fragments prior to analysis (Sivakumaran et al., 2003).
dHPLC is a very sensitive method of identifying polymorphisms that can 
easily be automated leading to high-throughput. However, like single-stranded 
conformation polymorphism (SSCP) and heteroduplex analysis, this method only 
reveals the presence of mismatches, the location and nature of the polymorphism has 
to be established using DNA sequencing (Xiao and Oefner, 2001, Sivakumaran et al., 
2003).
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1.4.4 Dye terminator cycle sequencing
DNA sequencing is regarded as the ‘gold standard’ of polymorphism 
identification and is mostly used to establish the identity of the polymorphisms within 
the DNA sequence. This is because it not only detects the type of polymorphism but 
also its location. However, DNA sequencing can be quite a cumbersome and 
expensive process, especially for large-scale screening of samples.
The most common method used to sequence DNA is the chain termination 
method (Sanger et al., 1977). This technique uses modified nucleotides to cause 
sequence-specific termination of in vitro DNA synthesis. The starting point of chain 
terminating sequencing is the production of single-stranded DNA molecules. This is 
now most commonly carried out by using thermal cycle sequencing (Sears et al., 
1992), which is similar to PCR but requires only one primer. Like the conventional 
PCR reaction, it uses a temperature cycling format of dénaturation, annealing and 
DNA synthesis. However, as there is only one primer, only one of the strands is 
copied and the product accumulates linearly instead of exponentially. The strand 
synthesis is catalysed by a DNA polymerase enzyme and requires four 
deoxynucleodde triphosphates (dNTPs) molecules as substrates, but also contained 
within this reaction is a low concentration of chain terminating nucleotides. The 
modified nucleotides or dideoxynucleotide triphosphates (ddNTPs) are analogues of 
the normal dNTPs, but differ in that they lack a 3’-hydroxyl atom on the deoxyribose 
unit. If a ddNTP is joined into a growing DNA chain, then the lack of a 3’-hydroxyl 
group stops the formation of a phosphodiester bond with the next dNTP, thus 
preventing further extension of the DNA strand (Sambrook and Russell, 2001). 
Therefore, there will be competition between extension of the chain and infrequent 
base-specific termination. The products of the reaction will consist of fragments
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whose length are determined by the 5 ’ terminus of the primer used to initiate DNA 
synthesis and the sites of chain termination. Fragments of all sizes are created due to 
the randomness of where a ddNTP is incorporated. These fragments can then be 
separated on a denaturing polyacrylamide gel, from longest to shortest. The 
differently sized fragments can then be detected by incorporating a fliiorolabel to each 
ddNTP (Prober et al., 1987), so that chains labelled with A are therefore labelled with 
one fluorophore, chains labelled with G are labelled with a second fluorophore and so 
on. A fluorescent detector can then discriminate between the different labels and 
determine if each band represents an A, C, G or T. A computer can then read the 
output as each band passes in front of the detector and correlate the information to 
produce a 5’ to 3’ sequence of the complementary strand of the template DNA 
(Brown, 2002).
DNA sequencing cannot be used to identify individuals that are heterozygous 
for an indel polymorphism. This is because the indel will produce two different sized 
PCR products for the two alleles in these heterozygous individuals. When the 
computer comes to correlate the information, the two different sized PCR products 
will produce two overlapping, but frame-shifted sequences from the point of the indel. 
The computer will be unable to interpret this and the sequencing read out will thus 
become illegible.
1.4.5 Pooled genomic DNA samples
The genotyping of individual samples to identify polymorphisms that 
associate with a complex disorder is highly accurate, but very expensive and time- 
consuming. This is especially the case if using the SNPs listed in the public database 
because rriany of the SNPs recorded represent sequencing or assembly errors (Reich
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et al., 2003) (as discussed in section 1.4.1). An efficient alternative would be to 
perform an initial study in a subset of all samples to be genotyped. Any positive 
results could then be followed up by confirmatory individual genotyping. This two- 
stage design has been successfully used in a recent study on cognitive ability (Curran 
et al., 2002) and for screening important genetic markers in association studies (Yang 
et al., 2006a, Zuo et al., 2006). There have been numerous studies investigating the 
effectiveness of identifying polymorphisms in pooled DNA samples using a wide 
variety of techniques (Kwok et al., 1994, Sasaki et al., 2001, Wasson et al., 2002, 
Werner et al., 2002).
1.5 Methods for genotyping identified SNPs
To identify any association between a mutation and a population group, a 
rapid and inexpensive method is required for genotyping individuals. Described 
below are a few methods that are regularly used.
1.5.1 Molecular beacon (TaqMan) assays
This method involves the amplification of the region surrounding the 
polymorphism in the presence of two probes, one for the wild-type allele and one for 
the polymorphic allele. At the 5’-end of the probe is a fluor (called a ‘reporter’), 
which is suppressed from fluorescing by a ‘quencher’ at the 3’-end. During the 
extension phase of PCR, the Taq DNA polymerase encounters a probe specifically 
base-paired with its target and unwinds it. The polymerase cleaves the partially 
unwound probe, dissociating the reporter fluor from the quencher. This causes an 
increase in the fluorescence of the reporter. The increase will only occur if the 
amplified target sequence is complementary to the probe. As a result, careful design
77
of each allele-specific probe must be ensured. The presence of two probes, each 
labelled with a different fluor, allows the detection of both alleles in a single reaction, 
as the genotypes are inferred based on the fluorescence values. Furthermore, because 
the probes are included in the PCR, genotypes are determined without any post-PCR 
processing and can be monitored in real time during PCR (Livak et al., 1992).
1.5.2 Amplification refractory mutation systems
The amplification refractory mutation system (ARMS) is a simple, rapid and 
reliable method of genotyping. The technique requires that the 3’-end of the 
oligonucleotide primer be allele specific. Therefore, the primer is synthesized in two 
forms. The ‘normal’ form is refractory to PCR on the ‘polymorphic’ template DNA 
and the ‘polymorphic’ form is refractory to PCR on the ‘normal’ DNA due to the 
mismatch generated at the last base (Newton et al., 1989). The degree of specificity 
observed with mismatched primers correlates with the mismatch type. Purine/purine 
or pyrimidine/pyrimidine mismatches are considerably more refractory to extension 
by Taq polymerase than purine/pyrimidine mismatches (Newton et al., 1989). Routine 
gel electrophoresis is then carried out on the entire volume of the PCR reaction, and 
genotyping is conducted as a result of the success or failure of the reaction.
1.5.3 DNA fragment analysis
Many mutations can create or destroy a recognition site for a restriction 
enzyme and, therefore, display a restriction site polymorphism (RSP), which can offer 
a novel method for genotyping samples. This is because one allele will display the 
correct sequence for the restriction site and, therefore, will be cut when the PCR 
product is treated with the enzyme, whilst the second allele will have the sequence
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alteration and will no longer be recognised by the enzyme. The samples can then be 
separated using gel electrophoresis and the genotypes identified by the specific 
restriction fragments whose lengths are characteristic of the two alleles. This is known 
as restriction fragment length polymorphism (RFLP) analysis. However, not all 
mutations will create or destroy a recognition site for an enzyme, thus limiting the 
number of SNPs that can be genotyped in this way.
The same approach of distinguishing fragment size differences can be used to 
genotype simple sequence length polymorphisms (SSLPs). This type of mutation 
consists of a collection of repeat sequences that exhibit length variations. There are 
two types of SSLP, minisatellites and microsatellites, both of which were described in 
section 1.3.2.2. Minisatellites, also known as variable number tandem repeats 
(VNTRs) contain repeat units, which are typically in the region of 5-64 bp. 
Microsatellites or simple tandem repeats (STRs), contain repeats which are shorter, 
usually dinucleotides or tetranucleotide units. Both of these polymorphisms can be 
genotyped by amplifying the region surrounding the SSLP and then using gel 
electrophoresis to distinguish the fragment length size (Strachan and Read, 2004).
1.5.4 Pyrosequencing
Pyrosequencing is a non-electrophoretic method of DNA sequencing based on 
real-time monitoring of DNA synthesis. This method is less time-consuming than 
DNA sequencing because the size of the fragments analysed can be much smaller 
(Ronaghi et al., 1998). The technique involves nucleotides being added sequentially 
to a primed template and the sequence is inferred from the order in which the different 
nucleotides are added into the growing DNA chain, which is complementary to the 
target template. However, unlike DNA sequencing (section 1.4.4), bioluminescence is
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used to detect the incorporation of different nucleotides (Ahmadian ct aLy 2006). This 
process requires four enzymes, the Klenow fragment of DNA polymerase I, ATP 
sulfurylase, luciferase and apyrase. Also contained in the reaction mixture are the 
enzyme substrates adenosine phosphosulfate (APS) and D-luciferin, as well as the 
sequencing template with an annealed primer to be used as a starting material for the 
DNA polymerase (Fakhrai-Rad et al.y 2001). The pyrosequencing enzymatic cascade 
begins with the release of pyrophosphate (PPi) as a result of the correct nucleotide 
being incorporated into the growing chain by DNA polymerase. The released PPi is 
then converted to ATP by ATP sulfurylase, which provides the energy for luciferase 
to oxidise luciferin and generate light. Therefore, only if the conect nucleotide is 
incorporated into the growing chain is light produced. Unincorporated nucleotides and 
ATP are degraded by apyrase between the additions of different bases. Hence, the 
light signal detected when adding a certain nucleotide will only occur from the 
addition of that specific nucleotide (Ahmadian et at., 2006).
Pyrosequencing is a quick and inexpensive method for genotyping samples. 
However, problems can arise when analysing the number of incorporated nucleotides 
in regions homozygous for a polymorphism. This is because of a non-linear light 
response to the ordered incorporation of more than five to six identical nucleotides. 
Pyrosequencing also has difficulties analysing indel polymorphisms that are not of the 
same kind as the adjacent nucleotide. The pyrosequencing reaction becomes out of 
phase making interpretation of the subsequent results difficult (Fakhrai-Rad et al.,
2001).
1.6 Mutations and polymorphisms in mammalian circadian clock 
genes
1.6.1 Positive regulators
1.6.1.1 Clock
A chemical mutagenesis screen for circadian variants in mice identified a 
circadian rhythm mutation that caused abnormally long circadian periods (x) in 
behaviour (Vitaterna et al., 1994). This mutation was named Clock and lengthened x 
in heterozygous (by 1 h) and homozygous (by 4 h) mice, which became arrhythmic in 
constant darkness. Genetic analysis mapped the Clock mutation to the midpoint of 
chromosome 5 (King et al., 1997a) and further analysis identified the mutation within 
a gene spanning 100 kb (24 exons), which was also named Clock (King et al., 1997b). 
The molecular identity of the Clock mutation was found to be an A to T base 
substitution within a splice donor site. This caused an exon to be skipped, resulting in 
the deletion of 51 amino acids from the CLOCK protein’s transcriptional domain. The 
phenotypic effects of the Clock mutation were therefore caused by a loss of 
transcriptional activity (activation of Per and Cry genes through E-boxes is inhibited). 
However, heterodimer formation with BMALl and binding to the Per and Cry 
promoters was still possible, thus this mutation was a dominant negative mutation 
(antimorph) (Antoch et al., 1997, King et al., 1997a, Gekakis et al., 1998). By 
contrast, a recent study using mice with a Clock gene knockout, found no change in 
behavioural or molecular rhythms thus challenging the role played by CLOCK within 
the molecular feedback loop (DeBruync et al., 2006).
The Clock mutation was also found to affect the homeostatic regulation of 
sleep under both entrained and free-running conditions (Naylor et al., 2000). Mice
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heterozygous and homozygous for the C/oc/: mutation were found to sleep 1 and 2 h 
less than wild-type mice, respectively, as measured by a decrease in NREM sleep 
(Naylor et a l,  2000). The reduction in NREM sleep was found to be related to both a 
decrease in sleep episode length and NREM episode length. The authors, tlierefore, 
concluded that because the Clock mutation decreased the time spent asleep even 
under free-running conditions, the mutation was affecting not only the circadian 
control of sleep (the timing of sleep) but also sleep homeostasis (the amount of sleep) 
(Naylor et al., 2000). The Clock mutant mice (King et al., 1997b) also show an 
altered pattern in food intake and develop symptoms of metabolic syndrome such as 
hyperglycaemia and hypoinsulinemia (Turek et al., 2005). The Clock mutation was 
also found to influence levels of triglycerides and plasma glucose, as well as the 
development of insulin resistance and glucose intolerance in response to a high-fat 
diet (Turek et al., 2005). The Clock mutant mice generated by King and co-workers 
(1997b) have also been used to investigate whether the circadian system is involved in 
behavioural changes (Easton et al., 2003). Clock mutant female mice exhibited 
increases in exploratory behaviour and activity when subjected to a novel or stressful 
environment. The authors hypothesised that CLOCK may interact with sex hormones 
to create behavioural changes.
All published polymorphisms in the human CLOCK gene are summarised in 
Figure 1.11. Katzenberg and co-workers (1998) hypothesised that differences in 
diurnal preference within the general population could be related to polymorphisms 
within CLOCK. To validate this hypothesis, a polymorphism (C to T nucleotide 
substitution at position 3111) in the 3’-UTR of CLOCK (discovered through analysis 
of expressed sequence tag [EST] cDNA clones) was correlated to morning and 
evening preference, which was assessed in 410 Caucasian individuals using the HO
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questionnaire (KatzenlDerg et al., 1998). The results indicated that carriers of the 
31 l i e  allele had a HO score two units lower (indicating an increased evening 
preference) than carriers of the 311 IT allele. However, another study of 484 
individuals found no significant association between the C311 IT polymorphism and 
diurnal preference, as assessed by HO score (Robilliard et al., 2002). The functional 
role of the 311 IT allele on mRNA regulation was also assessed in this study using 
two luciferase reporter gene constructs containing the two variants (3111C and 
311 IT). The 311 IT allele association with x was also investigated in 26 totally blind 
patients with free-running circadian rhythms. No significant differences between the 
two variants in translatability or x were found (Robilliard et al., 2002). However, a 
recent study of the relationship between diurnal preference (assessed by HO score) 
and the C3111T SNP in Japanese subjects {n = 421) found that HO scores were lower 
in subjects with 3111C/C (ji = 12) than in subjects with 3111T/C (n = 106) or 
311IT/T (n = 303) (Mishima et al., 2004).
Steeves et al. (1999) performed mutation screening of both the coding and 
non-coding regions of CLOCK by comparing hypothalamic and EST clones, 
describing a T to G nucleotide substitution that was discovered in the 5’-UTR (101 
bp upstream from the start of the open reading frame at position 257 [T257G]) 
(Steeves et al., 1999). Iwase et al. (2002) screened the coding region of CLOCK for 
SNPs in patients suffering from DSPS {n = 22), N-24 h syndrome {n = 1 0 ) and a 
control population {n = 109) (all Japanese). An A to G nucleotide substitution at 
position 1982 in exon 17 (resulting in a histidine to arginine amino acid change at 
residue 542) and a C to T nucleotide substitution at position 2121 in exon 18 (a 
synonymous mutation) were identified. The A1982G SNP was identified in one 
control subject and through investigation of this SNP a G to A substitution at position
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1955 was identified. This substitution resulted in an arginine to glutamine amino acid 
alteration (residue 533), which was identified in two DSPS and two control subjects. 
Overall, no positive association was found between the SNPs at positions 1982, 2121 
and 3111 (also investigated) and DSPS and N-24 h syndrome patients (Iwase el al,,
2002).
G1955A A1982G
T257G C2121T 0311 IT
Figure 1.11. Schematic diagram of the CLOCK  gene illustrating the location of two non- 
synonymous polymorphisms [G1955A, A1982G (Iwase et al., 2002)] and three synonymous 
polymorphisms [T257G (Steeves et al., (1999), C2121T (Iwase et al., (2002) and C 311 IT 
(Katzenberg et al., (1998)]. Exons are illustrated as boxes and introns as thin black lines. A 
black bar indicates the extent of the coding region. This figure is not drawn to scale.
The focus of research of CLOCK polymorphisms has remained centred on the 
C3111T SNP. This polymorphism has been associated with the regulation of long­
term illness recurrence in bipolar disorder (Serretti et al., 2003). Patients with bipolar 
disorder exhibit marked changes in diurnal activity such as sleep, activity, appetite 
and the diurnal secretion of hormones, therefore genetic changes affecting the 
circadian clock genes may play a role in bipolar disorder (Mitterauer, 2000). Patients 
suffering from major depressive disorder and bipolar disorder {n = 620) were 
screened for the C31I1T SNP (Serretti et al., 2003). Homozygous carriers of the C 
allele were reported to have a significantly higher incidence of insomnia, indicating 
an involvement of CLOCK in sleep regulation in sufferers of major depressive
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disorder and bipolar disorder (Serretti et aL, 2003), By contrast, two studies have 
found no association between bipolar disorder and this polymorphism (Desan et al., 
2000, Bailer et a l,  2005). The C3111T SNP has been furthered investigated in 
patients {n = 171) prescribed clozapine. The drug is an antipsychotic agent 
recommended for patients with schizophrenia and induces daytime sleepiness in 20 to 
50% of users, suggesting that there might be an interaction between the drug and 
genetic traits linked to the sleep-wake cycle (Lattuada et a i, 2004). Daytime 
sleepiness during clozapine therapy showed a significant association with the 
homozygote C allele. The C/C genotype was found in 24% of the ‘sleepy’ patients 
versus 3% of the ‘non-sleepy’ patients and 5% of the healthy controls (sleepiness was 
assessed by two psychiatrists) (Lattuada et a i,  2004).
1.6.1.2 Npas2
Mice deficient in the Clock paralogue Npasl h^we. been found to initiate wheel 
running slightly earlier each day compared to wild-type mice, which indicated that x  
was slightly shorter than 24 h in Npas2 deficient mice (Dudley et a i,  2003). These 
mice have also been found to display reduced levels of NREM and were found to 
sleep less than wild-type mice (Franken et a i,  2006).
In humans, seasonal affective disorder (SAD) patients {n = 159) were screened 
for a Leu471Ser polymorphism identified using the SNP database, along with a 
control population {n = 159) (Johansson et a i,  2003). SAD is a syndrome 
characterised by recurrent depressions that occur at the same time every year. This 
cyclic recurrence has led to the hypothesis of a possible role of circadian clock gene 
polymorphisms in the aetiology of SAD. A significant difference between SAD 
patients and controls was found for the Leu471Ser polymorphism, but because the
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polymorphism was located outside of any of the known domains, its biological 
significance remains to be elucidated (Johansson et aL, 2003). A recent study of 
NPAS2 has identified a polymorphism (Ala394Thr) that is associated with the 
susceptibility to non-Hodgkin’s lymphoma (NHL) (Zhu et a i, 2006). Disruption of 
the circadian system has been linked to disturbances in immune responses, such as 
immune cell trafficking and abnormal cell proliferation cycles (Mormont and Levi, 
1997, Vgontzas and Chrousos, 2002, Matsuo et aL, 2003). Dysregulation of the 
immune system has been associated with NHL (Filipovich et aL, 1992), hence the 
investigation of circadian clock gene polymorphisms in patients suffering from NHL. 
The non-synonymous polymorphism (Ala94Thr) was identified within the SNP 
database and screened for within NHL patients (n = 455) and a control population (n 
= 527). The 394Thr allele was found to associate with reduced risk to NHL, thus 
supporting a possible role of circadian clock genes in lymphomagenesis (Zhu et a i,
2006).
1.6.1.3 Bmall
Knockout mice lacking the PAS domain contained within .Bma/7 resulted in 
the mice immediately and completely losing circadian rhythmicity in constant 
darkness in both the central pacemaker and peripheral oscillators (Hunger et aL,
2000). The decrease in activity rhythm seen in the Bmall mutant mice was found to 
be linked with the development of chrondrocytes and the replacement of normal 
ligament or tendon fibroblasts with bone. This indicated that Bmall played a role in 
the inhibition of ligament and tendon ossification (Hunger et a l,  2005). The same 
mice were also found to exhibit increases in total sleep time and sleep fragmentation 
(Laposky et al., 2005).
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A recent study of circadian clock gene polymorphisms in bipolar disorder 
patients suggests a possible role of BMALl in its aetiology (Mansour et al., 2006). 
Caucasian patients with bipolar disorder and their parents (ji = 138 cases, 196 parents) 
and a control population (« = 96 cases, 192 parents) were screened for 44 SNPs 
(identified using public databases) within eight circadian clock genes {BMALl, 
CLOCK, PERI, 2, and 3, CRYl and 2, TIM). They found some association between 
five SNPs [T to C SNP in the promoter (rs2279287), A to G (rs895682), C to T 
(rs1982350) and A to T (rs2896635) in intron 2, and T to C (rs2290035) in intron 18] 
within BMALI among the bipolar disorder subjects (Mansour et a i,  2006).
1.6.2 Negative regulators
1.6.2.1 Periodl
The first report of a mammalian orthologue of the Drosophila Per gene was 
published simultaneously by Sun et al. (1997) and Tei et al. (1997). Perl null mice 
were subsequently generated by deletion of exons four to ten and replacement with a 
phosphoglycerate kinase (PGK)-neomycin cassette. This region of the gene encodes 
the PAS domain (PAS A and PAS B repeats), which is a structural and functional 
feature of PER and other circadian clock proteins and has been shown to be necessary 
for dimérisation and regulatory functions (Huang et al., 1993). Wheel-running 
measurements were used to assess the circadian rhythm of activity of the Perl null 
mice compared to wild-type mice. The Perl null mice were found to exhibit a shorter 
T (by 1 h) compared to their wild-type littermates (Cermakian et al., 2001).
Polymorphisms in the human PERI gene have not been reported to the same 
extent as the CLOCK gene. The only reported study was published by Katzenberg et 
al. (1999) who hypothesised that a polymorphism in the PERI gene could be
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associated with diurnal preference. Individuals (n = 363) were assessed for diurnal 
preference using the HO questionnaire and screened for a synonymous A to G 
nucleotide substitution at position 2548, which had been identified by comparing the 
cDNA sequence of four individuals available in the NCBI database. The genotypes of 
subjects were then compared with their HO scores. The HO scores did not differ 
significantly across PERI genotypes (Katzenberg et al., 1999).
1,6.2.2 Period 2
The second mammalian Per gene, Per2, was characterised by Albrecht et al. 
(1997) and Takumi et al. (1998a). This discovery was soon followed by the 
production of Per2 knockout mice (Zheng et al., 1999). Two exons were deleted 
encoding half of the PAS B domain and the entire PAC domain (thought to contribute 
to PAS domain folding). Homozygous mutant mice when housed in constant 
darkness, exhibited a shortened x (by 1 h) followed by loss of circadian rhythmicity 
and a loss of persistent circadian rhythmicity (Zheng et al., 1999). This was further 
supported by the Per2 knockout experiments carried out by Oster et al. (2002). 
Disruption of both Perl and Per2 genes was found to lead to behavioural and 
molecular arrhythmicity (Bae et al., 2001, Zheng et al., 2001), indicating the vital role 
that these two circadian clock genes play in the generation of circadian rhythms.
In humans, the PER2 gene has been associated with CRSD. ASPS was 
associated with a shortened period length (x) in 44 members of one Utah (USA) 
kindred (Jones et al., 1999). Toh et al. (2001) carried out linkage analysis on this 
family and found that a loss of function mutation in PER2 could lead to a shortening 
of X. Four SNPs were identified in exon 17 (Figure 1.12), A2087G, A2114G, A2117G 
(all synonymous mutations) and A2106G (resulting in a serine to glycine amino acid
change at residue 662). The A2106G SNP was of great interest because it resided 
within the CKIe binding domain (residue 556-771). With closer analysis, Toh et al. 
(2001) found that if the serine to glycine mutation occurred, the number of CKle 
phosphorylation motifs would be decreased, resulting in decreased phosphorylation 
(hypophosphorylation) of PER2. Therefore, the mutation could impair degradation 
and/or accelerate the nuclear entry of PER2 resulting in a shortening of the PER2 
oscillation. This would cause a phase advance of the sleep-wake cycle, as 
characterised by ASPS. However, one branch of the studied ASPS kindred did not 
carry the mutation. It has been suggested that this branch has a milder phenotype 
inherited from an individual with extreme morningness caused by an unknown but 
unrelated allele who married into the family. Screening of a control population {n = 
92) identified no carriers of the 2106G allele (Toh et al., 2001).
Two recent studies using transgenic mice carrying the human PER2 
Ser662Gly mutation have recapitulated the short x  FASPS phenotype observed in 
humans (Vanselow et al., 2006, Xu et al., 2007). PER2 was found to contain at least 
two functionally different phosphorylation sites, one primarily involved in 
proteasomal degradation and the other in nuclear retention (Xu et al., 2007). The 
Ser662 was confirmed as a phosphorylation site, but acts as a priming site for a 
cascade of downstream phosphorylation by CKIe that leads tô nuclear accumulation 
of the PER2-CRY complex and thus transcriptional repression of CLOCK-BMALI 
transactivation. Xu et al. therefore hypothesised that when the 662Gly is present, the 
region responsible for nuclear retention cannot be phosphorylated leading to 
premature nuclear export and thus an earlier cytoplasmic degradation and a faster 
circadian cycle (Xu et al., 2007).
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More recently, Satoh et al. (2003) sequenced all 23 exons of PER2 in 14 
members of two Japanese families suffering from ASPS (seven affected and seven 
unaffected). They were all found to have a wild-type phenotype (A) for the A2l06Ci 
SNP identified by Toh et al. (Toh et al., 2001, Satoh ct al., 2003). They also identified 
the four synonymous SNPs that were previously described by Toh et al. (2001), as 
well as a novel coding region polymorphism (C3563G) (Figure 1,12). No association 
was found between these SNPs and the ASPS phenotype.
C111G Y  C3563G
; I i
A2114GA2087G
A2117GA2106G
Figure 1.12 Schematic diagram of the PER2 gene illustrating the location of one non- 
synonymous polymorphism (A2106G) and five synonymous polymorphisms IA2087G, 
A2114G, A2117G (Toh et al., 2001) and C3563G, C l l l G  (Satoh et al., 2003)]. Exons are 
illustrated as boxes and introns as thin black lines. A black bar indicates the extent of the 
coding region. This figure is not drawn to scale.
Genotyping of the four SNPs previously identified by Toh et al. (2001) in 
Japanese patients suffering from bipolar disorder (n = 88) and a control population (n 
= 127) was carried out by Shino et al. (2003). No association was found between the 
four SNPs and bipolar disorder.
PER2 polymorphisms have not only been investigated in sleep-wake cycle 
disorders. Per2 has also been linked to the glutamatergic system and alcohol 
consumption (Spanagel et al., 2004). Lowered expression of the glutamate transporter 
Eaat 1 has been observed in mice with a targeted deletion in the PAS domain of
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PER2. The mutant mice were found to have an increased alcohol intake, which was 
thought to be due to a decrease in the uptake of glutamate by astrocytes leading to an 
increase in extracellular glutamate levels within the mutant mice brains. The authors 
also looked for an association between the amount of alcohol intake and a PËR2 
genotype in human alcohol-dependent subjects (Spanagel et a i,  2004). Screening of 
SNPs by sequencing of exons, intron-exon boundaries and regulatory regions, 
resulted in the identification of 11 sequence variations (nine SNPs and two deletions). 
Genotyping of six “informative” SNPs was carried out in alcohol-dependent subjects 
(n = 215) and an A to G SNP (located 1071 bp downstream from the transcriptional 
start site) was found to have a significant association between high versus low alcohol 
intake (Spanagel et al., 2004). This SNP was found to be located within an enhancer­
like structure in intron 3. This region contains binding sites for transcription factors 
such as NF-kB, c-myb and Spl. When the SNP was present the binding sites for NF- 
kB, c-myb and Spl were altered, which could lead to an alteration in transcriptional 
activation of PER2. The authors suggested that this and other PER2 SNPs may 
increase extracellular glutamate levels, in the same way as in the Per2 mutant mice, 
leading to increased alcohol consumption (Spanagel et al., 2004).
1.6.2.3 Period 3
The role of mPerS was assessed by Shearman et al. (2000) through production 
of mice with a targeted disruption of the mPerS gene. This involved the removal of 
amino acids 92 to 154 (1.6 kb fragment) of mPER3 and the insertion of a PGK- 
neomycin cassette into this region (Shearman et al., 2000). mPerS was found not to be 
necessary for the functioning of the circadian clock, since rhythmic expression of 
mPerl and mPer2 did not differ between these mice and wild-type mice, whereas
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mPerl and mPerl knockout mice show differences. However, tiie mPerS miilant mice 
were found to have a shorter x (by 30 min) than the wild-type mice. In view of the 
fact that mPerS was presumed redundant for the functioning of the mouse circadian 
clock. Shearman et al. (2000) hypothesised a mechanism in which mPER3 could 
influence behavioural rhythms via regulating the levels of transcription factors or 
cofactors outside of the core oscillator.
Mutation screening of PER3 in Japanese individuals identified 20 sequence 
variations (Ebisawa et al., 2001). These were a variable number tandem repeat 
(VNTR) within exon 18 (residues 973-1063), with either four or five copies of a 54 
bp repetitive sequence (encoding 18 amino acids), 13 coding region SNPs (five non- 
synonymous changes, summarised in Figure 1.13) and four SNPs and two indels 
within the intronic region.
4/5 repeat M 1037T
V420M V647G P864A \  ( H1158A
Figure 1.13 Schematic diagram of the PER3 gene illustrating the location of five non- 
synonymous polymorphisms (V420M, V647G, P864A, M1037T and H1158A) and one 
polymorphic repeat region encoding either four or five copies of a 54 base pair repetitive 
sequence located by Ebisawa et al. (2001). Exons are illustrated as boxes and introns as thin 
black lines. A black bar indicates the extent of the coding region. This figure is not drawn to 
scale.
The five amino acid changes were valine to methionine (residue 420) 
(G1258A), valine to glycine (residue 647) (T1940G), proline to alanine (residue 864) 
(C2590G), methionine to threonine (residue 1037 and located within the 4 repeat of 
the VNTR) (T3110C), and histidine to arginine (residue 1158) (A3473G). These
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polymorphisms were then investigated in patients suffering from CRSD (48 DSPS 
and 30 N-24 h) and a control population {n = 100) (Ebisawa et al., 2001). A marked 
linkage disequilibrium (section 1.3.4) was found among the five SNPs, witli 
methionine 1037 always accompanied by eitlier proline/alanine (864) or 
valine/histidine (1158). Based on these data, Ebisawa et al. (2001) deduced the 
presence of four haplotypes, of which the H4 haplotype (glycine 647, proline 864, 4 
repeat, threonine 1037, arginine 1158) was increased in DSPS patients compared to 
controls, suggesting that it could lead to a higher susceptibility to DSPS. However, in 
the study 88% of DSPS patients did not carry the H4 haplotype, which suggests that 
DSPS is made up of various unknown genetic factors (Ebisawa et al., 2001).
The 4/5 VNTR identified in Ebisawa’s paper, was studied in subjects with 
extreme diurnal preference and DSPS (Archer et al., 2003). Individuals {n = 484) 
completed the HO questionnaire and the seven percentile with the highest and lowest 
scores were selected as the extreme morning and extreme evening types. An equal 
number of intermediate scores were selected as a control {n = 35 for each group). 
DSPS patients (16 unrelated members) were also genotyped for the 4/5 repeat. It was 
found that the 4 repeat was more prevalent in subjects with extreme evening 
preference and substantially higher in sufferers of DSPS, and the 5 repeat was more 
prevalent in the extreme morning preference group. Archer et al. (2003) hypothesised 
that since each of the four or five repeat sequences in the PER3 gene coded for 
potential CK ls phosphorylation motifs, a decrease in the number of substrate amino 
acids (seen in the 4 repeat) would lead to hypophosphorylation of PER3. This could 
lead to an alteration in the nuclear import/degradation mechanism. These results have 
also recently been replicated within another diurnal preference group (Jones et al.,
2007) and a Brazilian-based diurnal preference population (Pereira er a/., 2005).
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While the Brazilian study found tlie same genetic association with extreme diurnal 
preference, it found the opposite association with DSPS, leading the authors to 
propose a possible latitudinal influence to CRSD (Pereira et al., 2005). The VNTR 
has also been compared between a variety of ethnically distinct indigenous 
populations. However, no evidence for balancing or differential selection was found 
in the allele frequencies (Nadkarni et al., 2005). A recent study has also observed that 
individuals homozygous for the 5 repeat show an increase in short-wave sleep and 
NREM sleep compared to individuals homozygous for the 4 repeat (Viola et al., 
2007). This study also found no significant differences in the circadian rhythms of 
plasma cortisol and melatonin, sleep timing and in PER3 mRNA between genotypes. 
Viola et al. therefore hypothesised that the PER3 VNTR polymorphism affects the 
sleep homeostatic.
A recent study of the PER3 VNTR in subjects with breast cancer, found that 
the 5 repeat allele was associated with an increased risk of breast cancer aihong young 
women (Zhu et al., 2005). The authors hypothesised, that along with a direct effect of 
disruption of circadian rhythms on tumour development, PER3 might interact with 
female hormones associated with breast tumourigenesis (Zhu et al., 2005).
1.6.2.4 Cryptochromel and 2
Knockout studies for both of the Cry genes in mice have indicated their 
importance to sleep regulatory processes. NREM sleep was increased in CryP'' and 
CryT'' mice during constant darkness and during baseline conditions (Wisor et al., 
2002).
A recent study of CRYl found no linkage between two flanking 
polymorphisms (identified in an SNP database) and 52 bipolar families (n = 356)
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(Nievergelt et a l, 2005). Further screening for novel mutations in 25 affected bipolar 
subjects by DNA sequencing identified 16 SNPs (of which one was non-synonymous, 
a C to T in exon 5) and a 3 bp insertion polymorphism. Linkage disequilibrium 
analysis using single SNPs and haplotypes showed no association to bipolar disorder 
(Nievergelt et al., 2005).
1.6.3 Kinases
1.6.3.1 Casein kinase 1 delta
The observation of a mutation within the CKle-binding domain of PER2 
associating with FASPS (Toh et al., 2001), led to the screening for other possible 
mutations that associate with FASPS (Xu et al., 2005). The human CKIô  gene was 
screened for mutations using dHPLC (section 1.4.3) and DNA sequencing (section 
1.4.4) in 15 members of one kindred suffering from ASPS (Xu et al., 2005). This 
identified an A to G transition that resulted in a threonine to alanine amino acid 
substitution at position 44, which was found to co-segregate with the FASPS 
phenotype in the family. It was not found within a control population (n = 250). To 
identify the biological consequence of this mutation, it was expressed (along with the 
wild-type) in a bacterial expression system. The Thr44Ala mutation reduced the 
kinase activity of the C K lô  and this effect was increased when PER polypeptides 
were used as a substrate. This suggested that the Thr44Ala mutation may have 
different effects on different substrates. The Thr44Ala mutation was also found to 
increase the t  of transgenic Drosophila lines expressing the mutation compared to 
wild-type flies (Xu et al., 2005). However, when wheel-running activity was assessed 
in wild-type and Thr44Ala knock-in mice under entrained conditions, the x  of
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the CKlô  Thr44Ala transgenic mice was found to be significantly shorter than wild- 
type transgenic mice, similar to the phenotype associated with FASPS. The authors 
therefore concluded that the mammalian clockwork and fly clockwork might have 
different regulatory mechanisms despite the conserved nature of their individual 
components (Xu et al., 2005).
1.6.3.2 Casein kinase 1 epsilon
The observation that there was a decrease in x (by 4 h) in a strain of Syrian 
golden hamsters called the Tau hamster (Ralph and Menaker, 1988) led to linkage 
analysis, which identified a C to T mutation resulting in an arginine to cysteine amino 
acid substitution at residue 178 in the C K ls  gene (Lowrey et al., 2000). The CKIe 
gene of Tau hamsters (those homozygous for the SNP) could still bind to mammalian 
PERI and PER2, but phosphorylation of PER was less efficient. This was due to the 
amino acid substitution occurring within a phosphate recognition site formed by three 
residues Argl78, Gly215, Lys224. With the mutation present, PER is 
hypophosphorylated resulting in increased cytoplasmic accumulation. This results in 
earlier nuclear transport of PER and earlier inactivation of the CLOCK-BMALI 
heterodimer. This would then account for the shortened x observed in the Tau mutant 
strain (Lowrey et al., 2000), producing a phenotype similar to the PER2 Ser662Gly 
mutation (Dey et al., 2005).
Mutation screening of the complete coding region and intron-exon boundaries 
of CKls in humans was carried out in DSPS (n = 17) and N-24 h (n = 18) patients 
(Takano et al., 2004b). Three sequence variations (summarised in Figure 1.14) were 
found, C51T in exon 1 (synonymous mutation), G 1223A in exon 9 (resulting in a
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serine to aparagine am ino acid change at residue 408) and an intronic deletion (77- 
63_77-60 del) o f 4  bp (G G CG ).
The G 1223A polym orphism  was fu rther investigated in DSPS (// = 98), N-24 
h { n  = 39) and controls (n = 138), as well as in the D SPS, N-24 h and controls used by 
Iw ase et al. (2002). D uring this investigation they found an additional synonym ous 
m utation (A 1263G ) located within the 3 -U T R . The authors found the G 1223A SN P 
to be significantly  less frequent in DSPS and in N -24 h than in controls (Takano et al., 
2004b).
C51T G 1223A A1263GI
-0 m i
Figure 1.14 Schematic diagram of the CKIe gene illustrating the location of one non- 
synonymous polymorphism (G1223A) and two synonymous polymorphisms (C51T and 
A1263G) located by Takano et al. (2004b). Exons are illustrated as boxes and introns as thin 
black lines. A black bar indicates the extent of the coding region. This figure is not drawn to 
scale.
1.6.4 Secondary loop-associated circadian clock genes
An A to G nucleotide substitution at position 2634 (resulting in a g lu tam ine to 
arginine am ino acid substitution at residue 831) is the only polym orphism  to be 
characterised  w ithin T IM  to date (Pedrazzoli et al., 2000). D iurnal p reference o f  a 
C aucasian control population {n = 528) w as assessed using the H O  questionnaire and 
genotyped fo r the A 2634G  SNP. No overall association was found betw een th is SN P 
and HO scores, possibly due to the SN P having no functional effect on T IM , or T IM  
playing only a m inor role w ithin the feedback  loop (Pedrazzoli et al., 2000).
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Polymorphisms in ROR and REV genes have thus far not been reported. 
Knockout mice for the RORp gene were created by replacing the second zinc finger 
of the DNA-binding domain with the y5-galactosidase gene (Andre et al., 1998). 
Under entrained conditions homozygous knockout mice exhibited a longer period of 
free-running rhythmicity (0.4 h) than wild-type mice. Adult homozygous knockout 
mice were also found to be incapable of reproduction and suffered retinal 
degeneration leading to blindness (Andre et a l,  1998).
1.7 Aims and Hypotheses
Experimental animals carrying naturally-occurring, chemically-induced or 
targeted mutations of circadian clock genes have demonstrated the biological 
consequence of circadian gene defects (section 1.6). Recently, studies of human 
circadian clock genes have highlighted their involvement in the susceptibility to sleep 
disorders (section 1.6). Genetic studies have linked mutations in PER2 (section
1.6.2.2) and CKlô (section 1.6.3.1) to the FASPS phenotype (Toh et al., 2001, Xu et 
al., 2005) and polymorphisms in PER3 (section 1.6.2.3) to DSPS (Ebisawa et al., 
2001, Archer et al., 2003).
These discoveries have directed the focus of this thesis towards other 
polymorphisms within the human PER 1, 2 and 3 genes that may associate with 
subject groups with a defined circadian phenotype (diurnal preference) or CRSD. To 
investigate the hypothesis that polymorphisms within the human PER genes associate 
with groups with a defined circadian phenotype the work conducted was carried out 
with the following aims:
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1. To use dbSNP to screen for genetic variations of potential functional 
relevance (those in the promoter, coding and untranslated regions, section 
1.3.3) that may associate with extreme diurnal preference and/or CRSD.
2. To screen for novel polymorphisms in the promoter region.
3. To use a collection of pooled genomic DNA samples for tlie rapid 
validation of dbSNPs and for the identification of novel polymorphisms.
4. To use HO-defined extreme diurnal preference subjects, along with DSPS 
and ASPS patients to find any association between PER gene 
polymorphisms and subject groups with a defined circadian phenotype or 
CRSD.
5. To use in silico and in vitro analysis to relate any association between PER 
gene polymorphisms and circadian phenotype.
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Chapter 2: Materials and Methods 
2.1 Subjects
2.1.1 Genomic DNA samples from the Coriell genomic repository
A collection of six separate pooled genomic DNA samples from different 
ethnic groups was purchased from Coriell Repositories (Camden, NY). These were 
the CEPH collection (Amish, Utah, Venezuelan) (NA13405) (w = 31 males and 31 
females), Genethon collection (Utah, Venezuelan) (NA13986) (n = S males and 8 
females). Mixed population (NA 16129) (« = 11 males and 11 females), African- 
American panel (NA 16600) (n = 14 males and 36 females), Caucasian panel 
(NA16601) (n = 25 males and 25 females), and CEPH collection (Utah) (NM13421) 
(n = 27 males and 27 females).
2.1.2 Subjects with defined diurnal preference
Diurnal preference had previously been assessed through the completion of 
the HO diurnal preference questionnaire in two separate studies (Robilliard et al., 
2002, Jones et al., 2007). Power calculations were performed in these studies to 
estimate the number of subjects required in each extreme diurnal preference group in 
order to allow a sufficient probability of detecting genetic association differences 
between the groups and to allow accurate statistical analyses to be made. The number 
of subjects analysed here reflect the outcome of those calculations. These studies were 
conducted in accordance with the Declaration of Helskini and a favourable opinion 
was given by the University of Surrey Ethics Committee. Extreme morning- and 
extreme evening-preference subjects were selected by plotting HO score against age
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for all volunteers recruited (males and females were plotted separately). Linear 
regression analysis was carried out and subjects furtliest from tlie regression line were 
chosen. This method identified tliose subjects with the most extreme diurnal 
preference corrected for age- and gender-related changes.
All volunteers were asked to complete the HÔ questionnaire and donate a 
buccal swab (Catch-All™Sample Collection Swabs, Epicentre Technologies, 
Madison, WI) for genetic analysis, from which DNA was extracted using the 
Buccal Amp ™ DNA Extraction Kit (Epicentre Technologies).
2.1.2.1 Population 1 (Robilliard study)
The first groups of extreme diurnal preference subjects were chosen from the 
484 volunteers recruited in 2001 (Robilliard et al., 2002). Extreme morning- and 
evening-preference subjects were selected from the extreme 7-percentile, with respect 
to age and gender {n = 35 in each group). Additionally, an intermediate group (« = 35) 
was selected from the 7% who were closest to the regression line (Figure 2.1). The 
high HO scoring group (extreme morning) were made up of 19 females and 16 males 
(average age ± SD 32.8 ± 7.2 years, HO score range 60 -  80, mean HO score ± SD 69 
± 4.9), low HO scoring group (extreme evening) of 19 females and 16 males (age 
39.6 ± 15.4 years, 25 -  44, 32 ± 5.6) and the intermediate group of 19 females and 16 
males (age 35.1 ± 12.6 years, 59 -  45, 52 ± 3.9).
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Figure 2.1. Home-Ostberg (HO) score plotted against age for males (a) and females (b) 
recruited by Robilliard et al. (2002) {n = 484). The regression line (black line) is shown in 
each plot. This line and the 7% cut-off lines lying parallel to the regression line were used to 
select subjects for the extreme morning-, extreme evening- (yellow lines), and intermediate- 
preference (black line). The regression line equations are shown on each graph.
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2.1.2.2 Population 2 (Robilliard study and Joncs study)
The second population of extreme morning- and extreme evening-preference 
subjects was taken by combining the volunteers recruited in 2001 and in 2004 (n = 
1,590), as described by Jones et al. (2007). The extreme 5% of subjects furtliest from 
the regression line were selected for each extreme group and an intermediate group 
was selected by taking those subjects which lay closest to the regression line (Figure
2.2). In total, 240 subjects (n = 80 in each group) were chosen. This larger sample 
population allowed the extreme 5% cut-offs to be compared. For this analysis, the HO 
data for male and female subjects were analysed together because no significant 
difference was observed between the male and female datasets (Jones et al., 2007). 
The extreme morning-preference group consisted of 36 males and 44 females 
(average age ± SD, 37.1 ± 10.6 years, HO score range 6 5 -8 1 , mean HO score ± SD, 
72 ± 4.4), the extreme evening-preference group of 36 males and 44 females (age 41.6 
± 16.3 years, 21 -  44, 30 ± 5.7) and the intermediate group of 42 males and 38 
females (age 41.6 ± 16.3 years, 46 -  63, 53 ± 4.5).
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Figure 2.2. Home-Ôstberg score plotted against age for both male and female subjects by 
combining the subjects recruited by Robilliard et al. (2002) and Jones et al. 2007 (total n = 
1,590). The regression (black) line is shown for the plot. This line and the lines lying parallel 
(yellow lines) to each regression line were used to select subjects for the extreme morning-, 
extreme evening-, and intermediate-preference (black line). The equation for the regression 
line is shown on the graph.
2.1.3 Subjects with circadian rhythm sleep disorders
DNA was extracted from blood samples from 23 unrelated sufferers of DSPS 
(12 males and 11 females, average age ± SD, 27.2 ± 14.9 years) and five patients with 
ASPS (3 males and 2 females, information on age unavailable), using the QIAamp 
blood kit (Qiagen GmbH, Hiden, Germany). Blood samples were provided by Dr 
Marcel Smits (Department of Neurology and Sleep-Wake Disorders, Hospital de 
Gelderse Vallei, The Netherlands) and Dr Adrian Williams (St Thomas Hospital, 
London, UK). The studies had approval of the institutional Ethics Committee. All 
subjects were clinically diagnosed with a circadian rhythm sleep disorder according to 
the International Classification of Sleep Disorders (ICSD) criteria (American Sleep 
Disorders Association, 2001).
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2.2 Identification of polymorphisms
2.2.1 SNP database
The National Center for Biotechnology Information (NCBI) database for 
genetic variations (dbSNP) (http://www.ncbi.nlm.gov/SNP) was searched first to 
identify any polymorphisms of potential functional relevance. These were eitlier non- 
synonymous polymorphisms or polymorphisms within the untranslated or promoter 
regions. Synonymous SNPs listed in dbSNP were not investigated since they are less 
likely to have an impact on gene function. For a more in-depth discussion of 
polymorphisms and their potential functional relevance within different regions see 
section 1.3.3. PGR primers were designed (using the DNAStar Primerselect software, 
Lasergene, DNAStar, Madison, WI) to generate amplicons of between 400 to 600 bp 
spanning the selected SNPs and were used to validate any SNPs as described in 
section 2.3. These fragments were also investigated for any novel SNPs not listed in 
the database.
2.2.2 Defining promoter regions for SNP analysis
In the case when the promoter region of a gene had not been previously defined by a 
published article, the entire region that showed conservation between the human, rat 
and mouse genomes according to the Ensembl database (http://www.ensembl.org) 
annotation was screened. The default for the similarity was 67% according to the 
Ensembl website.
PGR primers were constructed spanning the entire region between the start site 
of the first exon and the upstream region showing the most conservation between 
species. The size of the promoter region defined in this way ranged from 1,303 to
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2,004 nucleotides. These primer pairs amplified overlapping template fragments in 
which SNPs were identified by DNA sequencing.
2.3 Validation of single nucleotide polymorphisms
2.3.1 Production of screening pools
To enable the construction of self-made screening pools an initial experiment 
was conducted to discover the detection limit for identifying a polymorphism within a 
pool of genomic DNA samples using the CEQ 2000 DNA analysis system (Beckman 
Coulter, Fullerton, CA). This was determined by mixing extracted DNA from 
individual samples that were genotyped as being heterozygous with extracted DNA 
from individual samples that were genotyped as being homozygous wild-types in the 
following ratios, 8:2, 7:3, 6:4, 5:5, 4:6, 3:7, 2:8, 1:9, and 1:19, respectively. The 
mutant allele could be clearly detected in all pools, except the 1:9 and 1:19 pools. 
Therefore the detection limit for identifying a polymorphism within a pooled sample 
using the CEQ 2000 DNA analysis system was 20%.
On the basis of the above findings, five separate screening pools were 
produced to validate and identify SNPs in the extreme diurnal preference subjects 
(section 2.1.2) and in the DSPS patients (section 2.1.3). Pool M l (extreme morning 
types) and Pool E l (extreme evening types) were produced from the extreme diurnal 
preference subjects from population 1 (section 2.1.2.1) {n = 35 in each pool). Pools 
M2 and E2 (extreme morning type and extreme evening type, respectively) were 
created from subjects selected from the 1,106 volunteers recruited by Jones et al. 
(2007) (section 2.1.2.2). These pools consisted of genomic DNA samples from the 
twenty subjects (for each extreme) that were furthest from the regression line (Figure
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2.3). Pool M 2 consisted o f 11 fem ales and 9 males (average age ± SD, 44.1 ± 10.7 
years), w ith a mean HO score (±SD) o f 77 ± 2. Pool E2 consisted o f 12 fem ales and 8 
males (29.4 ± 9.2 years), with an average HO score o f 24 ± 2. Pool D1 was created 
from  the 23 unrelated genom ic DN A DSPS sam ples (section 2.1.3). For all pools, lp,l 
o f the genom ic DNA extract from  each individual was combined.
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Figure 2.3. Home-Ostberg (HO) score plotted against age for both male and female subjects 
for the 1,106 volunteers recruited by Jones et al. (2007). The regression line is shown for the 
plot (black line). The yellow lines indicate the highest and lowest scoring subjects (n = 20) 
used to create DNA pools of extreme morning- (Pool M2) and extreme evening-preference 
subjects (Pool E2). The equation for the regression line is shown on the graph.
2.3.2 Polymerase chain reaction
The PCR was carried out in a 20 pi total volum e reaction containing 1.5 pM  
of each prim er and 10 pi of RedTaq'^^ Ready Mix™ PCR reaction mix with M gC l2 (3 
mM), (Sigm a, St Louis, M O), unless otherw ise stated. The GeneAMP® PCR System s 
2700 (Applied Biosystem s, Foster City, CA) was used to carry out am plification with 
the follow ing param eters: 94°C for 3 min (dénaturation), then 35 cycles o f 94”C fo r 45
107
s, primer pair annealing temperature (T^) for 1 min, and 72®C for 1 min (primer 
extension). Although the concentration of each DNA sample was not determined, 2 pi 
of extracted DNA was found to be sufficient for PCR amplification.
2.3.3 Agarose gel electrophoresis
Five pi of each PCR product was loaded into a 1.2% agarose gel containing 
0.625 mg/ml of ethidium bromide. The molecular marker PhiX174DNA///a<?/// digest 
(Promega, Madison, WI) was loaded into one of the wells to allow size determination 
of the PCR product. The gel was electrophoresed for 60 min at 7.0V/cm in IX TBE 
(Tris-Borate-EDTA). Products were visualised using an ultraviolet transilluminator 
and images were documented on Polaroid film (Waltham, HA).
2.3.4 Purification and sequencing of PCR products
Prior to DNA sequencing, purification of the PCR product was carried out 
using the Wizard® PCR Preps DNA Purification System (Promega). Verification of 
successful purification and product concentration estimation was conducted using 
routine gel electrophoresis (section 2.3.3) of a fraction of the purified product. Dye- 
terminator, cycle-sequencing chemistry (section 1.4.4) (Quick Start Kit, DTCS, 
CEQ™) (Beckman Coulter) was used to identify genotypes with the CEQ 2000 DNA 
analysis system. Amplicons were sequenced directly in both directions using their 
respective PCR amplification primers, since the sequence surrounding any one base 
position can be different on the two strands. The electropherogram was analysed at 
the known positions of the SNPs. The presence of a secondary overlapping peak 
exceeding baseline levels indicated the existence of the SNP, since the screening pool 
would consist of a mixture of the two alleles for the SNP. Therefore, the
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electropherogram would contain two overlapping peaks, one peak for the nucleotide 
normally found at this position and another peak denoting tlie occurrence of the 
polymorphic allele. The slope of the peak would be carefully analysed to ensure that 
it was not a ‘shoulder’ within another peak.
2.3.5 TA cloning
PCR products were ligated into the pGEM®-T Easy Vector using the pGEM®- 
T Easy Vector System (Promega). The ligated PCR products were transformed in 
JM109 High Efficiency Competent Cells (Promega), which were grown on LB agar 
plates. Isolated bacterial colonies from each transformation were selected and grown 
as overnight cultures in LB broth containing 0.05 mg/mL ampicillin, and purification 
of the inserted vector for each overnight culture was conducted using Wizard® Plus 
SV MiniPreps DNA Purification System (Promega). Removal of the insert from the 
vector was carried out using the restriction enzyme EcoRI to find those bacterial 
clones containing inserts. The inserts were then sequenced (section 2.3.4) using the 
pUC/M13 forward and reverse primers (Promega).
2.4 Genotvping of individual samples
2.4.1 TaqMan genotyping assays
Genotyping using TaqMan was established using an SNP genotyping assay 
containing two sequence specific primers for amplification and two TaqMan^" MGB 
(minor groove binder) probes for detecting alleles (section 1.5.1). The protocol was 
carried out as specified by the manufacturer using TaqMan™ Universal PCR Master
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Mix, No AMPErase® UNO (2X) (Applied Biosystems). PCR amplification and allele 
detection were carried out in ABI Prism 7700 (Applied Biosystems).
2.4.2 Amplification refractory mutation system (ARMS)
Allele-specific PCR primers that terminated in either the normal or variant 
nucleotide were designed and paired with a second primer adjacent to the SNP site. In 
this way, only the primer pairs corresponding to the right allelic configuration would 
amplify the target (section 1.5.2). A hot-start preparation of the Taq polymerase was 
employed to provide the increased specificity required to anneal the ARMS primers 
selectively to their target sequence. This ensures that the Taq enzyme is not activated 
until the first incubation at 95°C and prevents non-specific primer extension at lower 
temperatures before cycling begins. The PCR reaction was carried out in a 20 p,l total 
volume reaction containing 1.0 piM of each primer, 2U of FastStart™ Taq DNA 
polymerase (Roche Applied Sciences, Basel, Switzerland), 2.0 p,l of the reaction 
buffer supplied by the manufacturer and 0.2 mM dNTPs (Promega). A GeneAMP® 
PCR Systems 2700 (Applied Biosystems) was used for thermal cycling with an initial 
dénaturation at 95°C for 4 min followed by 30 cycles of dénaturation at 95°C for 30 s, 
primer annealing at the optimal temperature for 30 s and primer extension at 72°C for 
1 min.
To verify the success of the reaction, routine gel electrophoresis (section
2.3.3) was carried out on the entire reaction volume in a 2% agarose gel.
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2 .4 .3  S ta t is t ic a l  a n a ly s is
Fisher’s exact test was used to test for significant differences between the 
allele frequencies obtained by genotyping the individual population samples. This was 
carried out by inputting the observed genotype frequencies for both the common (e.g. 
allele 1) and rare (e.g. allele 2) alleles in each of the populations (extreme morning, 
extreme evening, intermediate, or DSPS groups) studied (a, b, c, d) into a 2 x 2 
contingency table, an example of which is shown below.
Population 1 (morning) A B (a + b)
Population 2 (evening) C D (c + d)
(a + c) (b + d) n
The probability of the data (the P value) under the null hypothesis (i.e. that there is no 
association) can then be calculated as follows:
P =
(a+b) (c+d) (a+c) (b+d)
n a b c d
However, the probability calculated by the Fisher’s exact test is the likelihood 
of observing a value as extreme or even more extreme than the one observed. As a 
result of this, the probabilities of any more extreme cases first need to be calculated 
and then added together to give the exact probability (Norman and Streiner, 2000). 
Therefore a statistical package was required for calculating the Fisher’s exact test, 
since this would be very lengthy to perform by hand. The Graphpad Instat package
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(Graphpad Software Inc., San Diego, CA) was used to carry out all statistical analyses 
performed in this study in regards to allele frequencies.
One-way analysis of variance (ANOVA) was used to test for^thc biological 
significance of SNPs found to be associated with diurnal preference (section 2,5.3). 
One-way ANOVA compares the means of three or more groups, assuming that the 
data are sampled from normal populations (Motulsky, 2003). The mean, along with 
the number of replicates (N) and tlie standard error of the mean (SEM) are entered 
into an ANOVA table for each group. Variability within groups is calculated as the 
sum of the squares of the differences between each value and its group mean. This is 
called the residual sum-of-squares. Total variability is calculated as the sum of the 
squares of the differences between each value and the grand mean (the mean of all 
values in all groups). This is the total sum-of-squares. The variability between group 
means is calculated by subtracting the residual sum-of-squares from the total sum-of- 
squares (Motulsky, 2003). A P value is then calculated which answers the following 
question: If all the populations have the same mean, what is the chance that random 
sampling would result in means as far apart (or more so) as observed in this 
experiment? If the overall P value is large, the data does not give any reason to 
conclude that the means differ. Even if the means were the same, it is not surprising to 
find means this far apart by chance. If the overall P value is small, then it is unlikely 
that the differences that were observed are due to random sampling (Motulsky, 2003). 
One-way ANOVA followed by Bonferroni’s correction for multiple comparisons was 
performed using Prism software (GraphPad Software Inc.).
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2 .4 .4  H a p lo t y p e  a n a ly s is
The PHASE software version 2.0.2 (http://www.stat.washington.edu/stephens/ 
software.html) (Stephens and Donnelly, 2003) was used to predict from the genotype 
data the possible haplotypes within the extreme diurnal preference and DSPS groups. 
This program applies a Bayesian statistical method for reconstructing haplotypes from 
the genotype data. The package treats unknown haplotypes as random quantities and 
combines predicted haplotypes expected to exist in the population with the 
information observed in the genotype data to calculate the haplotype frequencies. This 
is carried out using Gibbs sampling, a type of Markov’s chain-Monte Carlo algorithm 
(Stephens and Donnelly, 2003). Since the Gibbs sampling algorithm does not 
accurately estimate haplotype frequencies below 1%, haplotypes below this frequency 
in any group were excluded from further analysis (Stephens et aL, 2001).
2.5 Analysis of biological function
2.5.1 Splice site prediction
To test for any alternative splice sites created by a coding region SNP found to 
be associated with extreme diurnal preference, the DNA sequence surrounding the 
SNP was submitted to the Genie Software (http://www-hgc.lbl.gov/projects/splice/ 
html). This server searches the submitted sequence for donor and acceptor splice site 
sequences and scores them according to statistical properties of the codon usage and 
preference (Reese et al., 1997).
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2.5.2 Computer prediction of mRNA secondary structure
The sequence containing eitlier the wild-type or variant nucleotide was 
submitted in text format for secondary structure analysis to the Vienna RNA 
Secondary Structure Server (http://rna.tbi.univie.ac.at) (Hofacker, 2003). This 
software applies a variety of algorithms for the prediction and analysis of RNA 
secondary structure according to the minimum free energy (mfe) of the structure from 
the inputted sequence. The predicted mfe structure is then displayed as a secondary 
structure graph. Different lengths of sequence were modelled to ensure that different 
amounts of artificial truncation of the submitted mRNA sequence did not affect the 
outcome.
2.5.3 Reporter assay functionality studies
The biological significance of promoter and 5’-UTR SNPs found to be 
associated with extreme diurnal preference on PER gene transcription/translation 
efficiencies were carried out using reporter expression vectors (pGL3-vector, 
Promega). This rapid, sensitive and quantitative reporter gene system uses the firefly 
luciferase gene. The product of this gene is an enzyme that can catalyse the break 
down of luciferin, causing luminescence, which can be measured. Therefore, the 
region containing the SNP was inserted upstream relative to the luciferase reporter 
gene, allowing transcriptional activity under the influence of the SNP containing 
region to be monitored. To distinguish between cell death and cellular down- 
regulation, a second reporter vector (in this case Renilla luciferase, pRL-SV40, 
Promega) was co-transfected to normalise the data. This normalisation also controlled 
for transfection efficiencies.
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2 .5 .4  C e ll  c u ltu r e
HEK293 cells (human embryonal kidney cells) were maintained at 3TC, 5% 
CO2 for 48 h in a 96-well plate (1 x 10^  cells/well in monolayer culture) in minimum 
essential medium (Eagle) containing 2 mM L-glutamine and Earle’s BSS (basic 
sodium salts), 1.5 g/L sodium bicarbonate, 0.1 mM non-essential amino acids (Sigma) 
and supplemented with 10% heat-inactivated horse serum (Sigma) and 1 mM sodium 
pyruvate (Sigma).
115
Chapter 3: PERIO D !
3 .1  I n t r o d u c t i o n
Perl is a core circadian clock gene that is part of a family of Period genes, 
which play an essential role in the generation of mammalian circadian rhytlims 
(section 1.1.3). The human PERI gene is approximately 4.6 kb covering 23 exons and 
encodes a 1,290 amino acid residue protein (Tei et al., 1997, Hida et al., 2000). The 
promoter region (1,870 bp) contains several potential regulatory elements including 
five E-boxes (the binding site of the CLOCK-BMALl heterodimer, section 1.1.3.1) 
and four CREs (induces photic transcriptional activation of Perl, section 1.1.5.2) 
(Hida et al., 2000, Taruscio et al., 2000).
Experimental animals harbouring mutant Perl genes exhibit a shorter x (by 1 
h) compared to their wild-type littermates (Cermakian et al., 2001), whereas mice 
with both Perl and Perl knocked out are entirely arrhythmic (Bae et al., 2001) 
(section 1.6.2.1). Perl has also been found to restore rhythmicity in per flies that 
are otherwise arrhythmic due to their deficiency in endogenous PER protein, 
indicating that fruit flies and mammals share the same timekeeping mechanism 
(Shigeyoshi et al., 2002). However, thus far the only reported polymorphism in the 
human PERI gene was identified by Katzenberg and colleagues (Katzenberg et al.,
1999) (section 1.6.2.1). The authors of this study hypothesised that a polymorphism 
within PERI could be associated with diurnal preference. Katzenberg et al. identified 
a synonymous mutation (an A to G nucleotide substitution) at position 2548 (dbSNP 
accession number rs2253820) in exon 18 by comparing the cDNA sequence of four 
individuals available in the NCBI database. This mutation was then screened for 
within 363 (mostly Caucasian) individuals who had their diurnal preference assessed
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using the HO questionnaire. Analysis of all 363 individuals was conducted by 
comparing their genotypes with their diurnal preference scores. The results found no 
significant difference between HO scores and PERI genotypes, which suggested that 
there was no association between the polymorphism and morning and evening 
chronotypes in the general population (Katzenberg et al., 1999). However, the 
possibility that other polymorphisms within PERI associate witli a circadian 
phenotype remains to be investigated.
3.2 Aims
To date, screening for genetic variations within the PERI promoter has not 
been reported. Therefore, the aim was to conduct a full screen for polymorphisms 
within this functionally important region and to investigate untranslated and coding 
region polymorphisms suggested by dbSNP that had not been previously studied.
3.3 Initial screen for polymorphisms 
3.3.1. Methods
By screening dbSNP for polymorphisms, ten SNPs of potential functional 
relevance in the coding region and seven SNPs within the 3’-U TR of PERI were 
identified (summarised in Table 3.1). However, due to the size of the 3’-UTR [846 bp 
as defined by Kojima et al. (2003)], two PCR primer pairs were constructed spanning 
the 3’-UTR enabling all putative polymorphisms suggested by dbSNP to be validated 
and novel ones to be identified. As no polymorphisms within the 5 ’-U TR of the 
PERI gene were listed in dbSNP, this region (as defined by the Ensembl canonical
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cDNA sequence ENST00000317276) was also screened for polymorphisms by 
designing a pair of oligonucleotide PCR primers flanking the region.
Table 3.1. Summary of all potential PERI polymorphisms of putative functional importance 
in dbSNP and their respective locations (as defined by the Ensembl canonical cDNA 
sequence ENST00000317276), along with the A2548G SNP identified by Katzenberg et al, 
(1999). All SNPs were initially screened in different ethnic and extreme phenotype pools. Tlie 
backslash (\) indicates no change in translated amino acid sequence.
Region Exon SNP Amino acid change dbSNP accession num ber
Coding 5 T777C M197T rs3027177
Coding 7 A1056G D290G ■ rs3027180
Coding 15 C1989T S601F rs3027184
Coding 18 A2548G \ rs2253820
Coding 18 G2558A E791K rs3027189
Coding 18 A2573T S796C rs3027190
Coding 19 G2736T A850D rsl 1658069
Coding 19 G3071C A962P rs2585405
Coding 19 G3090A R968H rs3027193
Coding 19 A3168G R994H rs3027194
Coding 20 G3266A V 10271 rsl2937495
3’-UTR 23 G4272A \ rs2518020
3’-UTR 23 G4298A \ rs2518021
3’-UTR 23 G4345T \ rs2735605
3 -UTR 23 G4472C \ rs2735606
3’-UTR 23 G4491C \ rs2735607
3’-UTR 23 C4567G \ rs2735608
3’-UTR 23 C4571T \ rsl048750
At the outset of this project and at the time of writing, no SNPs in the 
promoter region of the PERI gene had been reported in dbSNP. On the assumption 
that this was more likely to reflect incompletion in the database rather than the 
absence of genetic variations in this region, four primer pairs were constructed 
spanning the promoter region (1,870 bp) as defined by Taruscio and colleagues 
(Taruscio er <3/., 2000).
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Prior to further analysis within DNA from individuals with extreme diurnal 
preference or in patients with DSPS, all SNPs and regions were amplified by PCR 
using the curated DNA pools from different ethnic group pools (section 2.1.1) and the 
extreme phenotype pools (section 2.3.1). All primer names, sequences and are 
listed in Appendix lA. Verification of the success of the PCR reaction was carried 
out by routine gel electrophoresis (section 2.3.3). Validation of SNPs was carried out 
as described in section 2.3.4.
3.3.2 Results
No distinguishable secondary peaks indicative of any of the dbSNPs were 
found in the sequencing electropherograms of any of the curated ethnic group pools or 
the extreme phenotype pools. Therefore, a further search for these putative SNPs was 
not pursued. No novel SNPs were identified within the 5’-UTR or promoter region 
within the same pools.
Whilst analysing the sequencing electropherograms of the pooled samples for 
the putative polymorphisms G2558A and A2573T in exon 18, another polymorphism 
was identified within the amplicon sequence. This was a synonymous polymorphism 
resulting in a T to C substitution at position 2434. This SNP was subsequently 
identified in dbSNP as rs2735611. The work described below on this polymorphism 
and in section 3.4 has been published (Carpen et al, 2006; see Appendix IVB). The 
2434C allele was found within the extreme morning preference pools (Pools M l and 
M2), but not within the extreme evening preference pools (Pools E l and E2) 
(Appendix IIA). It was also identified within all of the pooled genomic DNA samples 
from different ethnic groups. Therefore, the synonymous polymorphism, T2434C,
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was investigated further within the individual samples with extreme diurnal 
preference and DSPS (section 3.4).
3.3.3 Discussion
From the initial screen of ten putative dbSNPs within the coding region of 
PERI, none were validated through screening of pooled DNA samples. This may be 
due to the limitations of the SNP database or to the rarity of the 
polymorphism/mutation (as discussed in sections 6.2.1 and 6.2.2).
The G4272A, G4298A, G4345T, G4472C, G4491C, C4567G and C4571T 
SNPs located within the 3’-UTR of PERI were not verified within any of the DNA 
pools screened, suggesting the importance of this region to the gene. This reflects the 
vital role played by the 3’-UTR in post-transcriptional regulation of gene expression. 
A number of regulatory elements involved in this process have been identified within 
the 3’-UTR of both mice and human Perl (Kojima et al., 2003). The screen for 
polymorphisms within the promoter region of the PERI gene identified no SNPs 
within this region (1,900 bp), verifying the negative outcome from searching dbSNP. 
The mPerl promoter region has been shown to control both circadian and photic 
regulation in vivo (Yamaguchi et al., 2000, Wilsbacher et al., 2002). There is also 
high conservation between the promoters of the mPerl and PERI genes (Hida et al.,
2000), which contain a number of potential regulatory elements, including E-box 
elements (CACGTG), and CREs, which are important in circadian function (Hida et 
al., 2000, Taruscio et al., 2000).
The paucity of SNPs within the promoter and untranslated regions of PERI 
may indicate a strong conservation pressure within these regions, with any 
detrimental mutations being rapidly deselected by the organism (Ohta, 1992,
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Kondrashov, 1995, Crow, 1999, Keightley and Eyre-Walker, 2000). The effects of 
polymorphisms within the 3’-UTR can be detrimental to gene expression (Anjos and 
Polychronakos, 2006, Chen et al., 2006, Doi et a i ,  2006, Manchanda et al., 2006), 
with the steady-state level and half-life of the mRNA disrupted (Kakoki et al., 2004). 
The possibility that rare SNPs within these regions may have been missed due to 
analytical limitations, however, remains (as discussed in sections 6.2.1 and 6.2.2).
3.4 Investigation of the T2434C SNP
3.4.1 M ethods
3.4.1.1 ARMS analysis
An attempt by the manufacturer (Applied Biosystems) to create a TaqMan 
Assay-by-Design™ (TaqMan assay, section 1.5.1) for this SNP failed. In addition, the 
SNP did not create or destroy any restriction enzyme recognition sites (section 1.5.3). 
Therefore, ARMS was used instead to genotype Population 2 of extreme diurnal 
preference subjects (section 2.1.2.2) and DSPS patients (section 2.1.3). The protocol 
(as described in section 2.4.2) was modified so that the T allele primer pair amplified 
a region upstream of the SNP, whilst the C allele primer pair amplified the adjacent 
downstream region. The ARMS primers used for genotyping the 2434C allele were 
TGGAGGACCTGCCTGGC (forward) and CCCCCAACAATCCAGTCCTA 
(reverse) and a T^ of 61°C was used. The ARMS primers used for genotyping the 
2434T allele were GTATGGATGTGTTGACCCCTGAA (forward) and 
CT GGGCCT GGGGCT AG A (reverse) with a T^  ^ of 64°C. The PCR reactions were 
optimised using DNA samples from individuals whose genotypes had been 
determined by DNA sequencing (T/T, T/C, C/C samples) and these DNA samples
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were then subsequently used as positive controls to ensure specificity of the PCR 
reaction for each allele.
To validate the genotypes determined by the ARMS PCR, 20% of the samples 
(n = 32) were chosen at random and genotyped by automated DNA sequencing using 
the exon 18 PCR and sequencing conditions described in section 3.3.1.
3.4.1.2 Splice site prediction
The region encompassing the T2434C polymorphism (exon 18 and partial 
intronic sequence, 846 bp in total) was submitted to the Genie software according to 
the method described in section 2.5.1.
3.4.1.3 Computer prediction of mRNA secondary structure
Whether the base substitution of a T to C might affect the mRNA stability of 
the PERI transcript through a change in its secondary structure was investigated by 
submission of the PERI nucleotide sequence (4,637 bp according to the Ensembl 
canonical cDNA sequence ENST00000317276) to the Vienna RNA Secondary 
Structure Server as described in section 2.5.2.
3.4.2 Results
3.4.2.1 Genotype frequencies
Figure 3.1 shows the frequency of the T2434C in groups with extreme 
morning and extreme evening preference, as well as an intermediate group (ji = 80 in 
each group) from Population 2 of extreme diurnal preference subjects and in patients 
with DSPS {n = 23). The Hardy-Weinberg equilibrium was satisfied for all subject 
groups, with the exception of the intermediate group (%^  = 5.49, P < 0.02).
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(a)
morning
I I
intermediate evening DSPS
(b)
Allele frequencies
T C
Morning 0.76 0.24
Intermediate 0.86 0.14
Evening 0.88 0.12
DSPS 0.80 0.20
Figure 3.1. (a) PERI T2434C genotype frequencies for subjects with intermediate- or 
extreme morning and extreme evening preference {n -  80 in each group) and in DSPS 
patients (n = 23). Actual subject numbers are indicated above the bar for each genotype, (b) 
Frequency of alleles in intermediate- or extreme morning or evening preference groups (n 
=160) and in DSPS patients (n = 46).
The frequency of the C allele was significantly higher in subjects with extreme 
morning preference (0.24) than in subjects with extreme evening preference (0.12) 
(Fisher's exact test, two-sided P value = 0.01, odds ratio = 2.18). There was no 
significant difference in C allele frequencies between the extreme morning preference 
group and the other groups tested. All samples analysed by direct sequencing were 
verified as having been correctly genotyped by the ARMS protocol.
123
3.4.2.2 Splice site prediction
The base substitution from T to C did not produce any predicted alternative 
splice sites. The software correctly predicted tlie actual splice sites for exon 18.
3.4.2.3 Computer prediction of mRNA secondary structure
Figure 3.2 shows the predicted RNA structure of the PERI transcript 
containing either the T nucleotide (Figure 3.2 a) or C nucleotide (Figure 3.2 b). The 
nucleotide substitution at position 2434 did not bring about any predicted change in 
the secondary structure to the transcript
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Figure 3.2. Predicted secondary structure of the PERI transcript (4,637 bp) for the T (a) and 
C (b) alleles of the 2434 SNP. An arrow illustrates the location of the polymorphism.
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3.4.3 Discussion
The synonymous polymorphism T2434C identified in exon 18 of PERI 
associated with extreme diurnal preference, with the 2434C allele more common in 
individuals with extreme morning preference than in individuals witli extreme 
evening preference. The Hardy-Weinberg equilibrium was satisfied for all subject 
groups, with the exception of the intermediate group = 5.49, P < 0.02). This could 
indicate one of the genotypes is under selection leading to an intermediate phenotype. 
However, it is also possible that the previous power calculations were not sufficient 
and that if more subjects had been genotyped the intermediates may have fallen into 
Hardy-Weinberg equilibrium.
This polymorphism did not cause an amino acid change and is therefore 
unlikely by itself to functionally alter the PERI gene. However, there have been 
several studies, which suggest that synonymous mutations can affect the 
thermodynamic stability of mRNA secondary structure (Shen et al., 1999, Charmary 
and Hurst, 2005), possibly by affecting decay rates (Duan et at., 2003), which may 
lead to disease (Capon et al., 2004). It has been hypothesised that passive degradation 
by endoribonucleases is protected against by base-paired structures (Eichler and 
Bales, 1983). Using the Vienna RNA secondary structure server (Hofacker, 2003), the 
PERI RNA sequence containing either the T allele or the C allele at position 2434 
was analysed. There were no notable differences in the predicted RNA secondary 
structure produced by the T2434C polymorphism. However, no in silico method can 
completely predict how cellular conditions might affect secondary structures.
Another possibility is that synonymous mutations may affect codon usage. 
Even though the T2434C polymorphism produces no change in amino acid, the three 
base sequence (the codon) encoded for glycine does change from GGU to GGC.
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There has been some evidence of codon bias during translation, which may alter the 
rate of protein synthesis. Therefore, for any given amino acid there would be an 
‘optimal’ codon, which could affect the rate of translation depending on whether the 
‘optimal’ codon was used or a ‘rarer’ codon was used (Charmary et al„ 2006), 
However, whether this occurs in mammals remains a contentious issue (Kanaya et aL,
2001, dos Reis <3/., 2004).
Synonymous mutations may also affect the splicing process (Cartegni et at.,
2002, Pagani and Baralle, 2004). However, when the region encompassing the 
T2434C polymorphism (exon 18 and partial intronic sequence, 846 bp in total) was 
submitted to the Genie software (Reese et al., 1997), no alternative splicing was 
produced by the base substitution.
The mechanism of gene silencing by RNA interference (RNAi) could be 
affected by this synonymous polymorphism. This process involves short RNA 
duplexes of between 21 and 28 nucleotides in length guiding the recognition and then 
the cleavage or translational repression of complementary single-stranded RNAs, 
such as mRNA (Meister and Tuschl, 2004). The base substitution of T to C could alter 
the way in which short interfering RNAs (siRNAs) interact with the sequence, thus 
affecting the levels of gene expression. However, a search for known human siRNA 
guide sites (siRNA Database, http://www.ambion.com/catalog/sirna_search.php) 
against the sequence surrounding the polymorphism yielded no matches. The possible 
effects of this polymorphism on gene silencing by RNA interference is also reduced 
by the evidence that sequence segments that are partially complementary to the 
siRNA can also lead to target binding (Birmingham et a i, 2006, Dykxhoorn et a l, 
2006, Jackson et al., 2006).
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Therefore, it is probably more likely tliat this SNP is in linkage disequilibrium 
(section 1.3.4) with another polymorphism within PERI that may affect the gene 
functionally or with a polymorphism in tlie distal region important in its regulation. 
Alternatively, the effect may be due to a polymorphism in a different neighbouring 
gene within chromosome 17 not yet implicated in circadian function.
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Chapter 4: Pig/?/0D2
4.1 Introduction
Per2 is a central component within the mammalian circadian oscillator and 
forms part of a feedback loop that inhibits its own transcription at a particular 
circadian phase (section 1.1.3). Of the tliree human PER homologues, PER2 is the 
most similar to dPer (Albrecht et al., 1997). In addition, unlike Perl, the PRC for 
light induction of Per2 (section 1.1.4.1.1) is maximal at CT17 when phase delays are 
elicited by light (Zylka et al., 1998). The observation of a shortening of x (by 1 h) in 
Per2 knockout mice indicated that a mutation in PER2 could disrupt a basic property 
of the circadian clock (Zheng et al., 1999). Disruption of both Perl and Per2 genes 
together leads to behavioural and molecular arrhythmicity (Bae et al., 2001, Zheng et 
a l,  2001).
In humans, ASPS was found to be associated with a shortened x in 44 
members of one Utah (USA) kindred (Jones et al., 1999) (section 1.6.2.2). Linkage 
analysis then showed that this phenotype was associated with PER2 and specifically 
with a non-synonymous mutation (A2106G, Ser662Gly) in exon 17 (Toh et al.,
2001). However, eight family members of one branch within the Utah kindred have 
been diagnosed with ASPS but do not carry the PER2 mutation. In addition, recent 
studies of Japanese ASPS subjects have not been able to replicate the same findings 
(Satoh et a l,  2003). These findings indicate that the Utah PER2 mutation is specific 
to this family and that there may be mutations in PER2 and in other genes that could 
be associated with ASPS.
Mutation screening of PER2 within 14 members of two Japanese families 
(seven ASPS sufferers and seven unaffected subjects) has identified a number of
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synonymous SNPs (the location of the following polymorphisms arc defined by tlie 
Ensembl canonical cDNA sequence ENST00000254657); A2087G (rs2304669), 
A2114G (rs2304670), A2117G (rs2304671) [all previously described by Toll et al. 
(2001)1 and C3563G, which do not associate with ASPS (Satoh et al„ 2003).
4.2 Aims
Because screening for genetic variations within the PER2 promoter and 
untranslated regions had thus far not been performed, a full screen for polymorphisms 
that associated with extreme diurnal preference within these functionally important 
regions was instigated. Secondly, coding region polymorphisms suggested by dbSNP 
that had not been previously published were also investigated.
4.3 Initial screen for polymorphisms
4.3.1 Methods
Table 4.1 summarises all polymorphisms identified by dbSNP. However, 
since the 3’-UTR encompassed 2,400 bp (Ensembl canonical cDNA sequence 
ENST00000254657), five overlapping primer pairs were constructed to span this 
region enabling all putative polymorphisms suggested by dbSNP in the 3’-UTR to be 
validated and novel polymorphisms to be identified. The A2106G SNP suggested to 
potentially be implicated in ASPS (Toh et at., 2001) was also included in the initial 
analysis because this SNP had not been investigated within extreme diurnal 
preference subjects.
Lacking a precise definition of the PER2 promoter region and of SNPs listed 
in dbSNP for its putative extent, the method described in section 2.2.2 was used to
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define this region. This identified the area spanning between the start of the first exon 
and nucleotide position -2,004 as the putative promoter region. Six overlapping 
primer pairs were then created to encompass this region.
Table 4.1. A summary of all PER2 polymorphisms and their respective locations (defined by 
the Ensembl canonical cDNA sequence ENST00000254657) identified by dbSNP and the 
A2106G SNP identified by Toh et al. (2001), which were initially screened for within curated 
ethnic group pools (section 2.1.1). The backslash (\) indicates no change in the translated 
amino acid sequence.
Region Exon SNP Amino acid change dbSNP accession num ber
5 -UTR 2 C l l l G \ rs2304672
Coding 3 C489G P123A rs3739068
Coding 3 G564A V148M rs2340885
Coding 17 A2106G S662G
Coding 18 G2308A V729I rs4429421
Coding 21 G3853A G1244E rs934945
3’-UTR 23 T3962A \ rsl0181662
3’-UTR 23 T4192A \ rsl01814401
3’-UTR 23 G4457A \ rs28391755
3’-UTR 23 G5620A \ rs7563135
All regions were amplified by PCR (section 2.3.2) (see Appendix IB for 
primer names, T^ and sequences) using as templates the curated ethnic group pools 
described in section 2.1.1 and the ASPS subjects (section 2.1.3). Routine gel 
electrophoresis (section 2.3.3) was used to verify the success of the PCR reaction. 
Validation of SNPs was carried out as described in section 2.3.4.
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4.3.2 Results
The following dbSNPs were not validated within any of the pooled genomic 
DNA samples, C489G, G564A, G2308A (coding region), T3962A, T4192A, 
G4457A, and G5620A (3’-UTR) as indicated by the absence of a significant 
secondary peak on the sequencing electropherogram. No distinguishable secondary 
peaks in the electropherograms of the A2106G PCR products from tlie pooled 
genomic samples and ASPS subjects were found. Therefore, a further search for these 
putative SNPs was not pursued.
The non-synonymous SNP G3853A was validated within all of the ethnic 
pools used to carry out the initial screen for polymorphisms (Appendix IIB). The 5 ’-  
UTR SNP C l l l G  was validated only within the panel containing Amish, Utah and 
Venezuelan DNA (NA13405) (Appendix IIB). During the course of sequencing the 
pooled genomic DNA samples for the C l l l G  SNP, a novel 8-bp insertion 
polymorphism was discovered. This polymorphism was located within the intronic 
region, 159 bp downstream of the start codon in intron 1. Due to the time scale of this 
study and the intronic location of the SNP, this polymorphism was not investigated 
further.
Only one polymorphism was identified within the putative promoter region of 
PER2. This was a C to T nucleotide substitution, 1,228 bp upstream of the start of the 
first exon of the PER2 gene (subsequently identified under the accession number 
rsl 1894491) (Appendix IIB), which was detected in all ethnic group pools.
Therefore, the G3853A, C l l l G  and C-1228T SNPs were investigated further 
within the individual extreme diurnal preference subjects (section 2.1.2.1) and in 
DSPS and ASPS patients (section 2.1.3). This work has been published (Carpen et al., 
2005; Appendix IVA).
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4.3.3 Discussion
From the initial screen of nine putative dbSNPs within the coding and 
untranslated regions of PER2, seven polymorphisms were not validated through the 
screening of pooled DNA samples. As discussed in sections 6.2.1 and 6.2.2, this may 
be due to the limitations of the SNP database or to the rarity of the 
polymorphism/mutation. The A2106G SNP identified by Toh et al. (2001) that has 
been linked to ASPS was also screened for within tlie pooled DNA samples and 
available ASPS samples. Only the wild-type allele (A) was identified within all of the 
screening pools and ASPS samples, corroborating the conclusion that this is a rare 
mutation specifically associated with familial ASPS (Toh et al., 2001).
4.4 Investigation of three validated SNPs in PER2
4.4.1 Methods
4.4.1.1 Genotyping of SNPs
Genotyping of the G3853A, C l l l G  and C-1228T SNPs within Population 1 
of extreme diurnal preference subjects (section 2.1.2.1) and DSPS patients (section
2.1.3) was established using an SNP genotyping assay containing two sequence 
specific primers for amplification and two TaqMan probes for detecting alleles 
(section 1.5.1).
The G3853A and C-1228T SNPs were determined using the Assay-by-Design 
service for genotyping assays (Applied Biosystems). Primer and probes sequences are 
listed in Appendix IE. Genotyping of the C l l l G  SNP was carried out using an ‘off- 
the-shelf’ Assay-on-Demand SNP Genotyping assay (Assay ID: C2129919_l, 
Applied Biosystems). The protocol was carried out as described in section 2.4.1.
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4.4.1.2 Computer prediction of the 5 -UTR mRNA secondary structure
The 5 -proximal end sequence (122 bp) of the PER2 transcript (as defined by 
the Ensembl canonical cDNA sequence ENST00000254657) vvitli either the C or G at 
position 111 was submitted for secondary structure analysis to the Vienna RNA 
Secondary Structure Server (Hofacker, 2003) as described in section 2.5.2. Different 
lengths of sequence, ranging from 123 to 900 bp, encompassing the nucleotide 
sequences of the 5’-proximal end and the coding region of the PER2 gene 
(necessitated by the capacity limitations of the server), were modelled to ensure that 
the truncation did not affect the outcome.
4.4.1.3 Analysis of 5’-UTR in a reporter gene system
The C l l l G  polymorphism was studied further to determine whether the 
nucleotide substitution at this position may have an influence on the translatability of 
PER2 using the methodology described in section 2.5.3. The reporter vector pGL3- 
Promoter (Promega) was chosen for this experiment because it contained its own 
promoter (the SV40 promoter) and a reporter gene (luciferase). In view of the fact that 
the C l l l G  SNP was located only 12 bp upstream of the translational start site, any 
constructs created would need to be inserted the correct distance away from the 
translational start site of the pGL3-Promoter vector.
Two constructs encompassing the full length of the two PER2 5-U TR  alleles 
were produced, each from two long oligonucleotides. The same upstream sense 
oligonucleotide was used for both constructs, whereas the downstream antisense ones 
were allele specific. The oligonucleotide pairs were designed with a partial overlap at 
their 3'-ends to enable them to serve both as primers and templates for each other.
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Parameters for amplification were as follows: 94°C for 3 min, then 35 cycles of 94°C 
for 45 s, 60°C for 1 min and 72°C for 1 min, which was carried out using GeneAMP® 
PCR Systems 2700 (Applied Biosystems). The primer pairs are listed in Appendix IF. 
The oligonucleotides had been designed so that the resulting double-stranded DNA 
molecules had an Ncol site added immediately upstream of the native transcription 
start site. Downstream, they contained all 122 bases of the native PER2 5 ’-UTR up to 
and including the ATG start codon, after which the sequence was identical to the 5' 
end of the coding region of the luciferase gene, extending six bases beyond the Narl 
site that occurs in the coding region of luciferase in the vector (as illustrated in Figure 
4.1).
The 5’-UTR insert and the pGL3-Promoter vector (Promega), were digested 
with Ncol and Narl and ligated together to form a recombinant molecule with the 
PER2 5-U TR  juxtapositioned in frame immediately upstream of the luciferase 
coding region, using T4 DNA ligase (Promega). The recombinant molecule was 
transformed according to the method described in section 2.3.5 and purified using 
Wizard® Purefect Plasmid DNA Purification Systems (Promega). DNA sequencing 
(section 2.3.4) using the vector-specific primers CTTTATGTTTTTGGCGTCTTCCA 
(PGL2) and GTAGCAAAATAGGCT GTCCC (RV3) (designed using the DNAStar 
Primerselect software) verified correct insertion of each allele into the vector.
HEK293 cells were cultured as described in section 2.5.4 and transiently 
transfected using TransFast™ transfection reagent (Promega) with 110 ng 
experimental vector and 15 ng control vector (pRL-SV40, Promega). In addition, a 
control transfection was performed using pGL3-Promoter vector containing no insert. 
The precise concentration of each vector had been determined by a fluorescent-based 
method (DNA Quantitation Kit, Bio-Rad Laboratories, Hercules, CA). All
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transfections were completed in quadruplicate. After 48 h, luciferase activity was 
measured using the Dual Luciferase Reporter Assay System (Promega) and a 
Lumicount luminator (Packard Instrument Co, Meridian, CT).
(a) 5’-UTR Insert Ncol
i
5 -UTR (122 bp)
ATG Narl
i i
(b) pGL3-Promoter vector Ncol
I
ATG Narl
I i
Luciferase
SV40 promoter
(c) Recombinant molecule
Ncol and Narl digest of 
Insert and pGL3- 
enhancer vector and 
ligation.
ATG
PER2 5’-UTR I
Luciferase
SV40 promoter
Figure 4.1 (a) An illustration of the insert constructed to contain all 122 bases of the native 
PER2 5 ’-U TR up to and including the ATG start codon, after which the sequence was 
identical to the 5'-end of the coding region of the luciferase gene, extending six bases beyond 
the Narl site that occurs in the coding region of luciferase in the vector, (b) An illustration of 
the Ncol and Narl pGL3-Promoter vector sites digested to allow ligation of the PER2 5 ’-  
UTR. (c) An illustration of the resulting recombinant molecule, with the PER2 5 ’-UTR 
combined in frame directly upstream of the luciferase coding region.
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4.4.2 Results
4 .4 .2 .1  G en o ty p e  freq u en c ie s
Table 4.2 shows allele frequencies for the C-1228T, C l l l G  and G3853A 
SNPs in the different study groups (Figure 4.2 shows the genotype frequencies). 
Allele frequencies for the G3853A and C-1228T SNPs did not differ significantly 
between any of the populations studied. However, the G allele frequency for the 
C l l l G  polymorphism was significantly higher in extreme morning preference 
subjects (G = 0.14, C = 0.86) than in extreme evening preference subjects (G = 0.03, 
C = 0.97) (Fisher's exact test, two-sided P value = 0.03, odds ratio = 5.67). There was 
no significant difference in G allele frequencies between the extreme morning 
preference group and the other groups tested. Allele frequencies at all loci satisfied 
the requirements of the Hardy-Weinberg equilibrium.
Table 4.2. Frequency of alleles in intermediate-, extreme morning and extreme evening 
preference groups (n = 70 for each group) and DSPS patients in -  46) for the three validated 
PER2 polymorphisms.
Allele frequencies
C-1228T Cl][IG G3853A
C T C G G A
Morning 0.81 0.19 0.86 0.14 0.89 0.11
Intermediate 0.71 0.29 0.94 0.06 0.77 0.23
Evening 0.67 0.33 0.97 0.03 0.83 0.17
DSPS 0.72 0.28 0.93 0.07 0.80 0.20
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c/c a  C/T CZDT/T
morning intermediate evening DSPS
(b) |C /C  C 2 3 C /G  C 3 G / G
100-1
I I r
morning intermediate evening DSPS
(c) |G/G C Z IG /A  a  A/A
morning intermediate evening DSPS
Figure 4.2 Percentage of subjects with each genotype for the C-1228T (a), C l l l G  (b) and 
G3853A (c) PER2 SNPs in subjects with intermediate or extreme morning and extreme 
evening preference (n = 35 for each group) and in DSPS patients (n = 23). Actual subject 
numbers are indicated above the bar for each genotype.
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4 .4 .2 .2 . C o m p u ter  p red ic tio n  o f  th e  5  -U T R  R N A  seco n d a ry  stru ctu re
Figure 4.3 shows the predicted RNA structure of the 5’-UTR of tlie PER2 
gene containing either the C nucleotide (Figure 4.3 a) or G nucleotide (Figure 4.3 b). 
The nucleotide substitution at position 111 brings about a predicted change in tlie 
stem-loop structure of the 5’-UTR. The C allele forms part of a predicted double­
stranded region, whilst the G allele fonns part of a predicted interior loop.
Figure 4.3. Secondary structure of the 5 ’-U T R  of PER2 for the C (a) and G alleles (b) of the 
111 SNP. The AUG start codon is indicated by a box, and the location of the polymorphic site 
by an arrow.
4.4.2.3 Functionality study of the C lllG  SNP
Normalising for transfection efficiency, the mean relative luminescent units (± 
SEM) produced by the pGL3-promoter l l l C  vector construct was 1.19 ± 0.22 and 
that of the pGL3-promoter l l l G  vector construct was 1.10 ± 0.18 (vector control = 
0.03 ± 0.19). The two experimental constructs were statistically significant from the 
pGL3-enhancer vector control, but they were not significantly different from one 
another.
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4 .4 .3  D is c u s s io n
No association between extreme diurnal preference or DSPS was found for the 
G3853A SNP. Although this is a non-synonymous polymorphism resulting in the 
substitution of glycine for glutamic acid, this change in the translated amino acid 
sequence may not affect protein function and therefore would not have an effect on x. 
It is also possible that this polymorphism may associate with an unknown phenotype 
because PER2 may also have other functional roles outside of the 
transcription/translation feedback loop (section 1.1.3.1). For example, Per2 has been 
shown to be involved in conveying photic information to the SCN (Yan and Silver,
2002). More recently Per2 has been implicated in the glutamatergic system. A 
reduction in the glutamate transporter, Eaatl, is observed in Per2 mutant mice, which 
leads to a decrease in glutamate clearance and a hyper-glutamatergic state (Spanagel 
et aL, 2004). The aetiology of alcohol dependence has been associated with a hyper- 
glutamatergic state and Per2 mutant mice show an increase in alcohol consumption 
(Spanagel et aL, 2004). Furthermore, haplotypes of the PER2 gène have been found 
to associate with alcohol consumption in alcoholic patients (Spanagel et al., 2004).
The l l l G  allele was found to be more common in individuals with extreme 
morning preference than in subjects with extreme evening preference. The location of 
the C l l l G  polymorphism is within the 5’-UTR of PER2 and, thus does not alter 
amino acid sequence of the translated protein. However, this does not mean that the 
polymorphism would not have any functional effect on the translation of the protein. 
The role of the 5’-UTR within the gene is to assist in binding and stabilising the 
ribosome on the mRNA during translation (Strachan and Read, 2004). The 
mechanism of initiation of translation in eukaryotes involves the ribosome entering at 
the 5’ end of the mRNA and migrating along the 5’-UTR until it locates the first
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AUG start codon (Kozak, 1999). The importance of the secondary structure of the 5’-  
UTR is illustrated by the fact that stable stem and loop structures that impede contact 
with the first AUG codon lead to termination of translation (Kozak, 1989), Given that 
the location of the C l l l G  polymorphism is only 12 bp away from the AUG codon, 
any secondary structures generated or abolished by the SNP could be of importance to 
the migrating ribosome. Therefore, a mutation within this region could have an effect 
on the efficiency of translation. Using the Vienna RNA secondary structure server 
(Hofacker, 2003), the 5 ’-UTRs of the PER2 RNA sequences containing either the C 
allele or the G allele at position 111 were analysed. The environment around position 
111 and the site of the single-stranded interior loop were found to differ between the 
m e  and l l l G  alleles. The C allele forms part of a predicted double-stranded region, 
whilst the G allele forms part of a predicted interior loop. Because it is a computer 
generated prediction this may not reflect the true secondary structure of the PER2 5’-  
UTR in vivo. However, assuming it does, the stem-loop structure formed by the wild- 
type form of PER2 may act as a mechanism to slow the ribosome’s progression 
towards the AUG start codon. When the G allele is present, this stem-loop is 
removed, allowing the ribosome ‘a clear run’ towards the AUG start codon. This 
could lead to an acceleration in the translation of the PER2 mRNA and to faster 
cytoplasmic accumulation of PER2, which may promote earlier entry of the PER2- 
CRY complex into the nucleus. Thus, the CLOCK-BMALl heterodimer would be 
inhibited sooner and earlier termination of PER2 expression would occur. Overall, 
this could lead to advancement of the circadian cycle, characterised by the extreme 
morning preference and even advanced sleep phase syndrome (ASPS). Therefore, it 
would be an important next step to study whether the l l l G  allele also associates 
significantly with ASPS. A possible association is suggested by data reported in a
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recent publication (Satoh et a l,  2003). The report aimed to investigate whether the 
A2106G mutation [linked to the ASPS phenotype by Toh et a l  (2001)] was found in 
two small Japanese ASPS pedigrees. Wliilst no correlation was found, it was reported 
that the l l l G  allele was found in three affected or probably affected members of one 
small familial ASPS pedigree. In the small population of ASPS samples that were 
available in this study, two out of the five ASPS patients were found to be 
homozygous for the l l l G  allele. However, more ASPS samples are needed to 
investigate the significance of this relationship.
The functional assay to test whether the l l l G  polymorphism affected the 
translational efficiency indicated no significant difference in mRNA translatability 
between the luciferase reporter gene that had the 5 ’-UTR of the PER2 gene 
containing the C allele and the one containing the G allele. This result may be because 
of the type of cells used in this experiment (in this case HEK293 cells which are 
derived from human embryonal kidney cells). It is possible that a specific feature of 
oscillating cells is necessary for any difference to be observed rather than the 
unsynchronised kidney cells used. It is also possible that the constructs used in the 
functional assay generated a secondary structure which did not reflect the secondary 
structure of the PER2 5’-UTR in vivo. Indeed, secondary structure modelling of the 
recombinant transcript predicts that the PER2 5’-UTR takes on quite a different 
structure when combined with the luciferase gene. Therefore, immuno quantification 
of the protein product of a PER2 cDNA construct might be used to measure the 
translational efficiency between the C and G alleles. It is also possible that the 
difference in translational efficiency between the C and G allele is too small to be 
detected in this fashion.
142
The 2,004 nucleotides screened for polymorphisms within the collection of 
pooled genomic DNA samples, identified only one SNR This SNP was a C to T 
nucleotide substitution located 1,228 bp upstream of the first exon. The role played by 
the PER2 promoter in the generation of dynamic oscillations in circadian gene 
expression has recently been highlighted (Akashi et a i, 2006). Two regions (-25 to - 
16 and -15 to -6) upstream from the transcription start site were critical for cell 
autonomous circadian gene expression of Per2 in mice. Within this region is a non- 
canonical E-box [identified by Ueda et al. (2005) and Yoo et al. (2005)], which was 
found to bind BMALl and CLOCK in a phosphorylation- and time-dependent manner 
(Akashi et al., 2006). The authors hypothesised that a combination of the E-box like 
sequence and elements binding to those regions could explain the high amplitude of 
Perl mRNA rhythms compared to Perl. They also identified that there was a phase 
advancing element located between the transcriptional start site and -105, whereas 
there was a phase delaying element located between -106 and -386 (Akashi et al.,
2006). The identification of only one SNP in 2,004 bp suggests the importance of the 
promoter region to the gene and may indicate a strong conservation pressure within 
this region. However, it is also possible that SNPs in this region may have been 
missed due to analytical limitations (sections 6.2.1 and 6.2.2) or that there are other 
SNPs upstream of the 2,004 bp screened, which could be part of the distal promoter 
region.
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Chapter 5; PERIODS
5 .1  I n t r o d u c t i o n
Compared to the Perl and Per2 genes, fewer studies have been conducted to 
demonstrate the functional role played by Per3 in the circadian system (section
1.6.2.3). The relatively mild phenotype associated with inactivation of the Per3 gene 
in mice has led some investigators to suggest that rather than being a core circadian 
clock gene, PER3 may be involved in the regulation of transcription factors outside of 
the core oscillator, or may even be a clock-controlled gene (Shearman et al., 2000, 
Bae et al., 2001). Per3 knockout mice, however, do display a x that is shorter (by 30 
min) than wild-type mice (Shearman et al., 2000). The active role played by PER3 in 
the generation of circadian rhythmicity is further supported by the observation that 
mPER3, like mPERl and mPER2, is phosphorylated by CKIe, undergoes cellular 
translocation and interacts with other clock components in a time-dependent manner 
(Lee et a l,  2004).
A number of polymorphisms have been reported in the human PER3 gene 
[G1258A (V420M), T1940G (V647G), C2590G (P864A), 4/5 VNTR, T3110C 
(M1037T), A3473G (H1158R)] (section 1.6.2.3), of which one, a non-synonymous 
polymorphism (T1940G) defining a rare haplotype (1940G, 2590C, 4 repeat, 3 HOC, 
3473G), was reported to associate within a Japanese population suffering from DSPS 
(Ebisawa et a l,  2001). Another polymorphism, which was identified, but not 
characterised in the same publication (Ebisawa et a l,  2001) was a VNTR. This 
VNTR was located within the coding region, and consisted of either 4 or 5 copies of a 
54-bp motif. An investigation of this polymorphism within a population of defined 
diurnal preference subjects found the 4 repeat allele to associate with extreme evening
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preference and DSPS, while the 5 repeat allele associated with extreme morning 
preference (Archer et al., 2003). These results have also been replicated within 
another diurnal preference group (Jones et al., 2007) and a Brazilian-based population 
(Pereira et al., 2005). While the Brazilian study found the same genetic association 
with extreme diurnal preference, it found the opposite association with DSPS, leading 
the authors to propose a possible latitudinal influence on CRSD (Pereira et al., 2005). 
An effect of age on the VNTR allele frequency has also been found (Jones et al.,
2007). When the 4 repeat allele frequency was examined in different age groups of 
extreme morning and extreme evening preference subjects, the younger subjects (18- 
29 years of age) were found to significantly differ from the mean population allele 
frequency compared to the older subjects (40-49 years of age). The authors suggested 
that this might indicate that diurnal preference in young people may be strongly 
influenced by their genotype and less by exogenous factors (Jones et al., 2007). The 
VNTR has also been compared between a variety of ethnically distinct indigenous 
populations (Nadkami et al., 2005). However, no evidence for balancing or 
differential selection was found on the allele frequencies.
5.2 Aims
To date, a comprehensive investigation of polymorphisms associating with 
diurnal preference and CRSD, within the promoter and untranslated regions of the 
PER3 gene has not been published. As a result of this, a screen for polymorphisms 
within these functionally important regions was initiated. Secondly, coding region 
SNPs suggested by dbSNP that had not been previously published were also studied 
(section 5.3). Any polymorphisms identified in the initial screen where then 
investigated further along with those polymorphisms identified by Ebisawa et al.
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(2001) within individual samples with known diurnal preference and DSPS, thus 
extending the analysis of PER3 polymorphisms carried out be Ebisawa and colleagues 
(Ebisawa et al., 2001).
5.3 Initial screen for polymorphisms
5.3.1 Aim
To screen for polymorphisms within the promoter and untranslated regions of 
the PER3 gene, along with coding region SNPs suggested by dbSNP that had not been 
previously published.
5.3.2 Methods
Table 5.1 summarises ail polymorphisms identified by dbSNP, excluding 
those identified by Ebisawa et al. (2001). However, because the 3’-UTR spans 2.4 kb 
(Ensembl cDNA sequence ENST00000168666), five overlapping primers were 
constructed to cover the entire region. This enabled all putative polymorphisms 
suggested by dbSNP in the 3’-UTR to be validated, along with the identification of 
any novel polymorphisms. As a result of no polymorphisms being reported in dbSNP 
for the 5 ’-UTR, a pair of PCR primers flanking the 5’-UTR (224 bp) was constructed 
to screen for novel polymorphisms within this region.
Lacking a precise definition of the PER3 promoter region, the method 
described in section 2.2.2 was used to provide an approximate definition of this 
region. This identified the area spanning between the transcriptional start site and 
nucleotide position -1,303 as the promoter region. This area was found to include five 
dbSNPs (see Table 5.1), which were listed as upstream of the PER3 coding region in
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the database. Four overlapping oligonucleotide primer pairs were designed to span 
this region enabling all dbSNPs and novel polymorphisms to be identified.
Table 5.1. A summary of all potential PER3 polymorphisms of putative functional 
importance in dbSNP and their respective locations (as defined by the Ensembl canonical 
cDNA sequence ENSTOOOOO168666), which were initially screened in different ethnic 
(section 2.2.1) and extreme phenotype (section 2.3.1) pools. The backslash (\) indicates no 
change in the translated amino acid sequence.
Region Exon SNP Amino acid change dbSNP accession num ber
Promoter A-597G \ rs228732
Promoter A-581G \ rs228731
Promoter G-320T \ rs2797687
Promoter C-319A \ rs2794664
Promoter G-294A \ rs228730
Coding 1 C243T S7P rsl 2078704
Coding 17 C2679T P835L rs228696
Coding 18 A3223T A1016T rsl 1121034
Coding 18 C3237T S1021L rsl 2750400
Coding 19 G3434C S1090C rs2640905
3’-UTR 21 G4480A \ rsl 2068394
3’-UTR 21 C4981A \ rsl060439
3’-UTR 21 C5289T \ rs228677
3’-UTR 21 G5517A \ rs228678
3’-UTR 21 C5741T \ rsl2731471
All the DNA fragments defined by these primer pairs were PCR amplified 
(section 2.3.2) using as templates the curated ethnic group pools (section 2.1.1) and 
the extreme phenotype pools (section 2.3.1). All primer names, sequences and T^ are 
listed in Appendix IC. Routine gel electrophoresis (section 2.3.3) was used to verify 
the success of the PCR reaction. Validation of SNPs was carried out as described in 
section 2.3.4. Amplification of the PER3 promoter region could not be carried out 
using the method described in section 2.3.2. Therefore, the Failsafe™ PCR Premix 
Reaction Selection Kit (Epicentre Technologies) was used to optimise the PCR 
reaction conditions required to amplify these regions. Thus, the protocol described in
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section 2.3.2 was modified to include 1.25 U of Failsafe™ Enzyme Mix (Epicentre 
Technologies) and 10 pi of the Failsafe™ PCR 2 X Premix H (for JC31 v JC32), 
PreMix E (for JC33 v JC37) and PreMix K (for JC35 v JC36). The amplification 
parameters were also modified as follows: 95°C for 5 min, tlien 40 cycles of 95®C for 
1 min, Tm for 1 min, and 72°C for 1 min.
5.3.3 Results
No distinguishable secondary peaks indicative of any of the dbSNPs located 
within the coding region or 3’-UTR were found in the sequencing electropherogram 
of any of the extreme phenotype or curated pools. Therefore, a further search for these 
putative polymorphisms was not pursued. The same pools did not identify any novel 
polymorphisms within the 5’-UTR.
Within the promoter region, only the G-320T, C-319A and G-294A 
(nucleotide positions are given in relation to the transcriptional start site) SNPs were 
validated. These SNPs were validated in all the extreme phenotype pools (Appendix 
VIIC), but not in the curated pools. Therefore, these three promoter region SNPs were 
investigated further within individuals with known diurnal preference (section 
2.1.2.2) and DSPS (section 2.1.3). Because Ebisawa et al. (2001) had identified a 
haplotype within the coding region of the PER3 gene that associates with DSPS 
(section 1.6.2.3), the five polymorphisms that defined that haplotype (T1940G, 
C2590G, 4/5 VNTR, T3110C, A3473G) were also investigated within the same 
subjects, so as to extend the haplotype analysis to include the promoter region SNPs.
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5.3.4 Discussion
None of the ten putative dbSNPs within the coding region and 3’-UTR were 
validated through screening of pooled genomic DNA. No novel genetic variations 
were identified within the 5’-UTR. Although this would suggest that SNPs within the 
PER3 gene are rare, this is not the case since a number of genetic variations have been 
identified within PER3 (Ebisawa e/ al., 2001) (section 1.6.2.3). Therefore, the SNPs 
chosen for investigation from dbSNP were either too rare to be detected in our 
samples or have been erroneously reported due to the limitations of the SNP database 
(discussed in sections 6.2.1 and 6.2.2).
The conserved nature of the 3’-UTR is not surprising since it has been found 
to influence mRNA stability and, therefore, to play an essential role in the circadian 
oscillation of mPer3 mRNA (Kwak et al., 2006). The authors of this study found that 
a stabilising mutation within the 3’-UTR induced dramatic alterations in mRNA 
cycling. However, the possibility that the 3’-UTR plays a role in other post- 
transcriptional processes, such as splicing and translation remain and highlight the 
crucial role played by the 3’-UTR on gene expression.
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5.4 Investigation of coding and promoter region SNPs
5.4.1 Aim
To investigate the validated promoter region polymorphisms further, along 
with the polymorphisms identified by Ebisawa et al. (2001), within individual 
samples with known diurnal preference and DSPS.
5.4.2 Methods
5.4.2.1 Promoter region SNPs
DNA sequencing was used to genotype the promoter region SNPs in 
Population 2 of extreme diurnal preference subjects (section 2.1.2.2) and in DSPS 
patients (section 2.1.3). The G-320T, C-319A and G-294A SNPs were PCR amplified 
as one amplicon (primers JC33 v JC37) using the Failsafe™ PCR reaction method 
described in section 5.3.2. The PCR amplicon was then sequenced in both directions 
using the method described in section 2.3.4, with the following modifications: the 
PCR product was preheated to 96°C before addition to the master mix and the primer 
annealing temperature was increased to 55°C. This was carried out to reduce 
secondary structure formation that was initially affecting the sequencing reaction and 
the resulting sequencing electropherogram.
During the course of sequencing the three promoter region SNPs, the 
sequencing electropherogram for four individuals became illegible after nucleotide 
position -296 (taken from the transcriptional start start). It was therefore hypothesised 
that an indel existed at this point producing two frame-shifted PCR products for the 
two alleles in these heterozygous individuals. For this hypothesis to be tested, the
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PCR amplicons from these individuals were separated to allow the two putative 
alleles to be analysed separately. The PCR amplicons from these individuals were 
cloned as described in section 2.3.5 and the cloned fragments were then sequenced as 
described in section 2.3.4.
5.4.2.2 Previously published coding region SNPs
All the SNPs identified by Ebisawa et al. (2001) that were part of the 
haplotype were genotyped in Population 2 of extreme diurnal preference subjects 
(section 2.1.2.2) and in DSPS patients (section 2.1.3).
The T1940G and T3110C SNPs were PCR amplified as described in section
2.3.2 using the primer sequences and T^ listed in Appendix ID, along with a negative 
(H2O) and positive control [human genomic DNA, (Promega)]. Routine gel 
electrophoresis (section 2.3.3) was used to verify the success of the PCR reaction. 
RFLP analysis (1.5.3) was then used to genotype individuals for the T1940G and 
T3110C SNPs, along with a negative (HgO). This was carried out in a 20 pi total 
volume reaction containing 10 pi of PCR product, 2U of Ncol and 10 pi of the 
reaction buffer and, incubated at 37°C for 2 h. The resultant digested PCR products 
were then separated using routine gel electrophoresis by loading the entire volume of 
the reaction into a 2% agarose gel. The VNTR polymorphism was genotyped as 
described in Jones et al. (2007).
Genotyping of the C2590G and A3473G SNPs was performed using an SNP 
genotyping assay containing two sequence specific primers for amplification and two 
TaqMan probes for detecting alleles (section 1.5.1). This was carried using the Assay- 
by-Design service for genotyping assays (Applied Biosystems). Primer and probe
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sequences are listed in Appendix IE. The protocol was earned out as described in 
section 2.4.1.
5.4.2.3 Haplotype analysis
The PHASE software version 2.0.2 (http://www.stat.washington.edu/stephens/ 
software.html) (Stephens and Donnelly, 2003) was used to predict from the genotype 
data the possible haplotypes within the extreme diurnal preference and DSPS groups 
and their expected frequencies, as described in section 2.4.4.
5.4.2.4 Analysis of PER3 promoter region in a reporter gene system
The functional relevance of any promoter region haplotype identified by 
PHASE V 2.0.2, which was found to exist in more than 1% of the population studied 
{n = 183) was investigated using the method described in section 2.5.3. Constructs 
encompassing 1,001 bp of the putative PER3 promoter region of the haplotypes (see 
section 5.4.2.2) were each created by PCR amplification of a homozygote carrying the 
haplotype, with the exception of one haplotype (TAdelG, see section 5.4.2.2) where 
no homozygotes were available and a heterozygote was used. The PCR primers used 
to amplify this region are listed in Appendix IF. The PCR reaction was carried out in 
a 40 pi total volume reaction using 1.5 pM of each primer, 2U of AccuPrime™ GC- 
RICH DNA Polymerase (Invitrogen, Carlsbad, CA), 8 pi of the 5 X reaction buffer 
supplied by the manufacturer and 2 pi of extracted DNA. The GeneAmp® PCR 
Systems 2700 (Applied Biosystem) was used for thermal cycling with an initial 
dénaturation at 95°C for 10 min, followed by 40 cycles of 95°C for 30 s, 63°C for 30 s, 
and 72°C for 1 min. The forward primer was designed so as to incorporate an Nhel
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site at the 5’ end and then to be identical to the last 21 bp of tlie defined promoter 
region (nucleotide position -981 to -1,001).
The pGL3-enhancer luciferase reporter vector (Promega) was digested with 
Nhel and Sad, and the PCR products were digested with Nhel. The vector and PCR 
products were then ligated to form a recombinant molecule with the PER3 promoter 
region immediately upstream of the luciferase coding region using T4 DNA ligase 
(Promega). These ligated constructs were then used to transform bacteria according to 
section 2.3.5. However, this yielded a very low number of bacterial colonies, which 
when sequenced were identified as the pGL3-enhancer vector containing no insert. 
Therefore, an alternative method was adopted for insertion of the PER3 promoter to 
the pGL3-enhancer vector (Figure 5.1).
PCR amplicons were ligated into the pGEM®T-Easy Vector (Promega). Once 
the amplicons had been introduced into the pGEM®T-Easy Vector in the correct 
orientation (verified by DNA sequencing, section 2.3.4), these constructs were 
digested with Nhel (incorporated through the primer) and Sail (present in the 
multiple-cloning site of the pGEM®T-Easy Vector), thus removing the PER3 
promoter from the pGEM®T-Easy Vector, and incorporating two ‘sticky ends’. The 
pGL3-enhancer vector was then digested with Nhel and Xhol (compatible with Sail 
ends) and ligated to the above digested inserts from TA clones using LigaFast™ 
Rapid DNA Ligation System (Promega). These ligated constructs were then used to 
transform bacteria according to section 2.3.5. with the exception that One Shot® 
TOPIO Competent Cells (Invitrogen) were used and purification was carried out using 
PureYield™ Plasmid MidiPrep System (Promega).
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Forward Primer (grey) 
with Nhel (yellow)
I
Reverse Primer
PCR amplification
(a) PER3 promoter
Ligation and cloning 
to pGEM-T Easy 
Vector
(b) Intermediate recombinant 
molecule Nhel
i
Sail
pGEM-T Easy Vector digested 
with Nhel and Sail
V
(c) PER3 promoter insert
(d) pGL3-enhancer vector Nhel
i
Xhol
i
Luciferase
i pGL3-enhancer vector digested with Nhel and Xhol and then ligated to c.
(e) Recombinant molecule
Luciferase
Figure 5.1. The method used to construct the recombinant pGL3-enhancer vector containing 
the putative PER3 promoter. An Nhel site was incorporated into the putative PER3 promoter 
region (1,001 bp) by PCR amplification (a). The insert was then ligated to the pGEM-T Easy 
vector (b) and digested with Nhel and Sail (c). The pGL3-enhancer vector was digested with 
Nhel and Xhol (d). The insert from the pGEM-T Easy vector (c) was then ligated to the 
digested pGL3-enhancer vector (d) directly upstream of the luciferase coding region to form 
the recombinant molecule (e).
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The correct insertion of each haplotype into the pGL3-enhanccr vector was 
verified by DNA sequencing (section 2.3.4) using the vector specific primers 
CTAGCAAAATAGGCTGTCCC (RVl) and GGTGGCTTTACCAACAG TACCGG 
(RV6) (designed using the DNAStar Primerselect software).
HEK293 cells were maintained as described in section 2.5.4. The cells were 
transiently transfected using FuGene 6 Transfection Reagent (Roche Applied Science) 
with 48 ng of experimental vector and 2 ng of pRL-SV40 (Promega). In addition, a 
control transfection was performed using the pGL3-enhancer vector containing no 
insert. The precise concentration of each vector construct had been determined using 
the NanoDrop® ND-1000 Spectrophotometer (NanoDrop Technologies, Wilmington, 
DE). All transfections were completed in triplicate. After 24 h, luciferase activity was 
measured using the Dual-Glo™ Luciferase Assay System (Promega) and a Lumicount 
Luminator (VICTOR^” Multilabel counter, PerkinElmer, Boston, MA).
5.4.3 Results
5.4.3.1 Identification of a novel repeat polymorphism in HhePERS promoter
Whilst genotyping the extreme morning and extreihe evening preference 
groups for the three promoter region SNPs, four individuals (two extreme morning 
types and two extreme evening types, one male and one female for each group) could 
not be sequenced past nucleotide position -296 (from the start site of the first exon). 
The cause of the sequencing failure was identified by cloning of their respective PCR 
products into the pGEM®-T Easy vector (Promega, Madison WI). The promoter 
region of PER3 was found to contain two repeat units each consisting of 23 bp 
(GGTCTTGAGGGCGGGCCGGCGCG) located -296 bp. The four individuals that
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could not be genotyped for the three promoter region polymorphisms were found to 
be heterozygous for the deletion of one of the repeat units (second repeat; Appendix 
IID). Therefore, there were two different sized PCR products being produced for the 
two alleles in these heterozygous individuals which, when sequenced produced two 
overlapping sequences that could be read (section 1 A 4). The four individuals were 
found to be heterozygous for the G-320T and C-319A alleles, with the -320T -319A 
and -294G alleles associated with the deletion of the repeat (this polymorphism will 
be named del from this point onwards),
S.4.3.2 Genotype frequencies
5.4.3.2.1 Promoter region SNPs
Table 5.2 shows the allele frequencies for the G-320T, C-319A, G-294A and 
the deletion polymorphisms in groups with extreme morning and extreme evening 
preference and in patients with DSPS (Figure 5.2 shows the genotype frequencies). 
Allele frequencies for the G-294A and the repeat deletion polymorphisms did not 
differ significantly between any of the populations studied after Bonferroni’s 
correction for multiple comparisons.
Table 5.2. Frequency of alleles in extreme morning and evening preference groups (n = 160 
for each group) and DSPS patients {n = 46) for the four PER3 promoter region 
polymorphisms.
Allele frequencies
G-320T C-319A G-294A delG T C A G A
Morning 0.93 0.07 0.93 0.07 0.92 0.08 0.01
Evening 0.96 0.04 0.94 0.06 0.86 0.14 0.01
DSPS 0.83 0.17 0.83 0.17 0.91 0.09 0.00
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The -319A allele was, however, significantly higher in DSPS (C = 0.83, A = 
0.17) than in extreme morning preference subjects (C = 0.93, A = 0.07) (Fisher’s 
exact test, two sided P value = 0.04, odds ratio = 2.85) and in extreme evening 
preference subjects (C = 0.94, A = 0.06) (Fisher’s exact test, two-sided P value = 
0.03, odds ratio = 3.16). These differences did not remain statistically significant after 
Bonferroni’s correction for two populations and tliree polymorphisms.
The -320T allele was also significantly higher in DSPS (G = 0.83, T = 0.17) 
than in extreme morning preference subjects (G = 0.93, T = 0.07) (Fisher’s exact test, 
two-sided P value = 0.04, odds ratio = 2.85) and in extreme evening preference 
subjects (G = 0.96, T = 0.04) (Fisher’s exact test, two-sided P value = 0.006, odds 
ratio = 4.60). The difference remained statistically significant for the association 
between the DSPS and extreme evening preference subjects after Bonferroni’s 
correction for two populations and three polymorphisms (P = 0.03), but not with 
extreme morning preference. The allele frequencies when considered as three separate 
loci did not, however, meet the requirements of the Hardy-Weinberg equilibrium.
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Figure 5.2. Percentage of subjects with each genotype for the G-320T (a), C-319A (b) and G- 
294A (c) PER3 SNPs in extreme morning and extreme evening preference subjects (n = 80 
for each group) and in DSPS patients (n = 23). Actual subject numbers are indicated above 
the bar for each genotype.
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S .4 .3 .2 .2  C o d in g  reg io n  S N P s
Table 5.3 shows the allele frequencies for the T1940G, C2590G, 4/5 VNTR, 
T3110C and A3473G coding region SNPs identified by Ebisawa et al. (2001) in 
groups with extreme morning and extreme evening preference and in patients with 
DSPS (Figures 5.3 and 5.4 show the genotype frequencies). Allele and genotype 
frequencies for the 4/5 VNTR have been taken from the study by Jones et al. (2007).
Allele frequencies for the T1940G and C2590G SNPs did not differ 
significantly between any of the populations studied. However, tlie C allele for the 
T3110C polymorphism was significantly higher in DSPS subjects (T = 0.63, C = 
0.37) than in extreme morning preference subjects (T = 0.73, C = 0.27) (Fisher’s 
exact test, two-sided P value = 0.04, odds ratio = 2.03). No significant difference was 
observed in allele frequencies between either diurnal preference groups.
Table 5.3. Frequency of alleles in extreme morning and extreme evening preference groups 
(n = 160 for each group) and DSPS patients (n = 46) for the T1940G, C2590G, 4/5 VNTR 
and A3473G PER3 coding region polymorphisms identified by Ebisawa et al. (2001).
Allele frequencies
T1940G C2590G 4/5 VNTR T3110C A3473G
T G C G 4 5 T C A G
Morning 0.81 0.19 0.93 0.07 0.62 0.38 0.73 0.27 0.82 0.18
Evening 0.80 0.20 0.87 0.13 0.75 0.25 0.63 0.37 0.78 0.22
DSPS 0.72 0.28 0.89 0.11 0.85 0.15 0.57 0.43 0.67 0.33
A significant difference was also observed for the A3473G polymorphism. 
The G allele frequency was significantly higher in DSPS subjects (A = 0.67, G = 
0.33) than in extreme morning preference subjects (A = 0.82, G = 0.18) (Fisher’s 
exact test, two-sided P value P value = 0.04, odds ratio = 2.15). No significant 
difference was observed in allele frequencies between either diurnal preference group.
159
As described in Jones et al, (2007), a significant association was observed 
between the VNTR genotype and extreme diurnal preference (Fisher’s exact test, two 
sided P value = 0.02, odds ratio = 0.53). The 4 repeat was significantly higher in 
extreme evening preference subjects (0.75 in evening types, 0,62 in morning types) 
and the 5 repeat was significantly higher in extreme morning preference subjects 
(0.38 in morning types, 0.25 in evening types). In the DSPS patients the frequency for 
the 4 repeat allele was significantly higher (4 repeat = 0.85, 5 repeat = 0.15) compared 
to extreme morning preference subjects (Fisher’s exact test, two-sided P value = 
0.004, odds ratio = 0.29). The allele frequencies for all polymorphisms, when 
considered as separate loci, did meet the requirements of the Hardy-Weinberg 
equilibrium.
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Figure 5.3. Percentage of subjects with each genotype for the T1940G (a), C2590G (b) and 
4/5 VNTR (c) PER3 SNPs in extreme morning and extreme evening preference subjects (n = 
80 for each group, except for the T1940G and C2590G SNPs where some individuals could 
not be genotyped) and in DSPS patients (n = 23). Actual subject numbers are indicated above 
the bar for each genotype.
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Figure 5.4 Percentage o f subjects with each genotype for the T3110C (a), and A3473G (b) 
PER3 SNPs in extreme morning and extreme evening preference subjects {n = 80 for each 
group, except for the A3473G SNP where some individuals could not be genotyped) and in 
DSPS patients {n = 23). Actual subject numbers are indicated above the bar for each 
genotype.
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S .4 .3 .3  H ap lo typ e  an alysis
5.4.3.3.1 Promoter region SNPs
Figure 5.5 shows the possible promoter haplotypes (PH) and Table 5.4 shows 
the estimated frequencies (predicted by the PHASE v 2.02 software) within the 
extreme morning and extreme evening preference groups and in patients with DSPS.
PER3 coding region
PER3 promoter region
PH1 (GCG) gagtGCgcggccgggcgggagttctgggcgGccgggcgggagttctgggc
PH2 (GCA) gagtGCgcggccgggcgggagttctgggcg ccgggcgggagttctgggc
PH3 (TAG) gagtlAgcggccgggcgggagttctgggcg ccgggcgggagttctgggc
PH4 (TAGdeIG) gagtlA  ................................... gcg ^ ccgggcgggagttctgggc
PH5 (GAG) gagtGAgcggccgggcgggagttctgggcgGccgggcgggagttctgggc
PH6 (GAA) gagtGAgcggccgggcgggagttctgggcg ccgggcgggagttctgggc
Figure 5.5. Illustration of the possible promoter haplotypes (PH) predicted from the G-320T, 
C-319A and G-294A SNPs by the Phase v 2.02, in the extreme morning and evening 
preference groups and DSPS subjects.
The software predicted six possible haplotypes of which four had a frequency 
>1%, PHI (-320G, -319C, -294G), PH2 (-320G, -319C, -294A), PH3 (-320T, -3I9A, 
-294G) and PH4 (-320T, -319A, deletion, -294G). The frequency of the DSPS 
population estimated to carry the PH3 haplotype was substantially higher |8 (17%) of 
46 alleles] than in the extreme morning (10 (6%) of 160 allelesj (Fisher’s exact test, 
two-sided P value = 0.03, odds ratio = 3.16) and extreme evening preference 
population (5 (3%) of 160 alleles] (Fisher’s exact test, two-sided P value = 0.002, 
odds ratio = 6.53). This difference remained statistically significant for the association 
between the DSPS and extreme evening preference subjects after Bonferroni’s
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correction for two populations and four haplotypes (P = 0.02), but not for the extreme 
morning preference subjects (P = 0.18). None of the other haplotypes showed any 
significant associations with the population groups studied.
Table 5.4. Possible promoter haplotypes (PH) and their expected frequencies in extreme 
morning and extreme evening preference groups (n = 1 6 0  for each group) and DSPS patients 
(n = 46) constructed from the four PER3 promoter region polymorphisms using the PHASE 
V 2.0.2 software, which had a frequency >1 %.
Haplotype frequencies
Hap]lotype Morning Evening DSPS
PHI GCG 0.85 0.80 0.73
PH2 GCA 0.08 0.14 0.09
PH3 TAG 0.06 0.03 0.17
PH4 TAdelG 0.01 0.01 0.00
S.4.2.3,2. Promoter and coding region SNPs
The PHASE v2.02 software predicted 39 possible haplotypes, of which 17 had 
a frequency >1% (Figure 5.6). Table 5.5 shows the estimated frequencies (of the 17 
haplotypes) within the extreme morning and extreme evening preference groups and 
patients with DSPS.
The frequency of the DSPS population estimated to carry the PER3YH1 
haplotype was substantially higher [2 (4%) of 46 alleles] than the frequency in the 
extreme morning and extreme evening preference populations (0% of 160 alleles) 
(Fisher’s exact test, two-sided P value = 0.039, odds ratio = 18.3). This difference, 
however, did not remain statistically significant after Bonferroni’s correction for two 
populations and 17 haplotypes (P = 1.67). None of the other haplotypes showed any 
significant associations with the population groups studied.
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C-319A 
G-320T G-294A
4/5 VNTR
T104OG C2S90G
T3110C
A3473G
PER3HI G C G T C 5 T A
PER3 H2 G O G T C 4T A
PER3 H3 G C G G 4 C G
PER3 H4 G G A T G 4 C A
PER3 H5 T A G T C 4 T A
PER3 H6 G C G T C 4 C G
PER3 H7 G C G T C 4 C A
PER3 H8 G C G G C 5 T A
PER3 H9 G C G G C 4 T A
PER3 H10 G C A T C 6 T A
PER3 H11 G C G T G 4 C A
PER3 H12 T A D E L G T C 4 T A
PER3 H13 G C G T G 4 T G
PER3 H14 G A G T C 4 T A
PER3H15 G C A T C 4 C A
PER3 H16 T A G T G 4 C A
PER3 HIT T A G G C 4 C G
Figure 5.6. Possible haplotypes predicted by the Phase v 2.02 to occur with a frequency >1% 
from the four validated PER3 promoter region polymorphisms (G-320T, C-319A, G-294A 
and the deletion SNP) and five coding region SNPs (TI940G, C2590G, 4/5 VNTR, T3110C, 
A3473G) identified by Ebisawa et al. (2001) in the extreme morning and extreme evening 
preference groups and DSPS patients.
Interestingly, when the frequencies of the haplotypes containing the TAG 
promoter region polymorphisms {PER3Y15, PE/?5H16, and PER3YIY1) were 
combined, they were found to be significantly higher in DSPS patients [7 (16%) in 46 
alleles] than in extreme evening preference subjects [5 (3%) in 160 alleles] (Fisher’s 
exact test, two-sided P value = 0.006, odds ratio = 5.56). When the frequencies for the 
haplotypes containing the 5 repeat were combined {PER3\{\, F£'/?5H8, and 
fE/^5H10), it was found to be more common in extreme morning preference subjects 
[55 (35%) in 160 alleles] than in extreme evening preference subjects [38 (24%) in 
160 alleles] (Fisher’s exact test, two-sided P value = 0.046, odds ratio = 1.68) and in 
DSPS patients [7 (15%) in 46 alleles] (Fisher’s exact test, two-sided P value = 0.02, 
odds ratio = 2.84). By contrast, when the frequencies for the haplotypes containing
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the 4 repeat were combined, the 4 repeat was found to be more common in extreme 
evening preference subjects [120 (75%) of 160 alleles) and in DSPS patients [38 
(82%) in 46 alleles] (Fisher’s exact test, two-sided P value = 0,04, odds ratio = 1.71) 
than in extreme morning preference subjects [102 (64%) in 160 alleles] (Fisher’s 
exact test, two-sided P value = 0.01, odds ratio = 2.78). These differences (TAG, 4/5 
repeat containing haplotypes) did not remain statistically significant after 
Bonferroni’s correction for two populations and 17 haplotypes.
Table 5.5. Possible haplotypes and their expected frequencies in extreme morning and 
extreme evening preference groups {n -  160 for each group) and DSPS patients {n -  46) 
constructed from the four PER3 promoter region polymorphisms (G-320T, C-319A, G-294A 
and the deletion SNP) and five coding region SNPs (T1940G, C2590G, 4/5 VNTR, T31 IOC, 
A3473G) identified by Ebisawa et al. (2001) using the PHASE v2,0.2 software.
Haplotype frequencies
Hap lotype Morning Evening DSPS
PE R3m GCGTC5TA 0.32 0.24 0.15
P E R Sm GCGTG4TA 0.29 0.30 0.30
P E R Sm GCGGC4CG 0.15 0.18 0.24
P E R Sm GCATG4CA 0.05 0.11 0.08
P E R Sm TAGTC4TA 0.06 0.03 0.10
P E R 3m GCGTC4CG 0.02 0.03 0.04
PER3W GCGTC4CA 0.03 0.01 0.00
P E R Sm GCGGC5TA 0.02 0.00 0.00
P E R Sm GCGGC4TA 0.02 0.01 0.00
F£:/?5H10 GCATC5TA 0.01 0.00 0.00
P E R S m i GCGTG4CA 0.01 0.00 0.00
P E R S m i TAdelGTC4TA 0.01 0.01 0.00
PERSm Z GCGTG4TG 0.00 0.01 0.00
PERSm A GAGTC4TA 0.00 0.02 0.00
PER3m S GCATC4CA 0.00 0.02 0.00
P E R 3m e TAGTG4CA 0.00 0.00 0.02
P E R 3 m i TAGGC4CG 0.00 0.00 0.04
There was marked linkage disequilibrium among the eight SNPs. The 
promoter haplotype PH3 (-320T, -319A, -294G, section 5.4.3.3.1) was in complete 
concordance with the 4 repeat. The -294A polymorphism was always accompanied by
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the 3473A allele, and the 5 repeat allele was in concordance with the 3 HOT allele and 
3473A allele.
S.4.3.4 Functionality study of the SNPs within the PER3 promoter region
Figure 5.7 shows the average luciferase activity (normalised for transfection 
efficiency) produced by the pGL3-enhancer vector containing the four haplotypes 
(GCG, GCA TAG and TAdelG) chosen for investigation. The values are expressed as 
mean fold induction ± SEM. For statistical analysis one-way ANOVA followed by 
Bonferroni’s multiple comparisons were applied (section 2.4.3). All constructs were 
statistically significantly different from the pGL3-enhancer vector containing no 
insert. The expression of the TAG construct was found to be significantly greater than 
both the TAdelG (P < 0.01) and GCA (P < 0.05) constructs.
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Figure 5.7 (a) Schematic diagram showing the PER3 promoter containing four different 
haplotypes (GCG, GCA, TAG and TAdelG) inserted upstream of the luciferase gene 
contained within the pGL3-enhancer vector. After transfection of the constructs in HEK293 
cells, the luciferase gene was transcribed under the control of the PER3 promoter. The 
luciferase activity was then measured in the four constructs, (b) Level of luciferase activity 
for each construct, normalised for transfection efficiency and expressed as mean fold 
induction (±SEM) over the vector containing no insert. One-way ANOVA revealed 
significant differences in fold induction between TAG and GCA constructs (P < 0.05), and 
TAG and TAdelG constructs (P < 0.01).
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5 .4 .4  D is c u s s io n
The screen for PER3 promoter region polymorphisms within subjects with 
extreme diurnal preference and DSPS, validated three dbSNPs (at positions -320, -319 
and -294, section 5.3.3) and identified two repeat units each consisting of 23 bp 
(GGTCTTGAGGGCGGGCCGGCGCG) located -296 bp. Four individuals were 
found to be heterozygous for the deletion of the second repeat unit (section 5.4.3.1). 
No association between extreme diurnal preference or DSPS was found for the G- 
294A and deletion polymorphisms but, the -320T and -319A alleles were more 
common in patients with DSPS than in individuals with both extreme morning and 
extreme evening preference. Haplotype analysis showed that haplotype PH3 (-320T, - 
319A, and -294G) occurred more frequently in the DSPS population than in both the 
extreme morning and evening preference populations. Statistical significance 
remained significant only for the extreme evening preference group after Bonferroni’s 
correction for multiple comparisons. However, for a more complete analysis of the G- 
320T SNP, -319A and haplotype PH3 association with DSPS, the intermediate group 
of diurnal preference subjects needs to be genotyped, which was not carried due to 
time constraints. The analysis of the intermediate group would indicate whether the 
SNP or haplotype was significantly different from subjects with no known circadian 
disorder or extreme diurnal preference, and thus specifically related to the DSPS 
phenotype.
The effects of all four haplotypes on gene expression were tested by insertion 
of the PER3 promoter into an expression reporter vector. A significantly higher level 
of luciferase activity was observed with haplotype PH3 (TAG) compared with 
haplotype PH2 (GCA) (P < 0.05), and in haplotype PH3 compared with haplotype
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PH4 (TAdelG) (P < 0.01), therefore suggesting tliat the TAG haplotype has an effect 
on the gene expression of PE/Î5.
Single base pair substitutions within the promoter region may affect gene 
expression (Buckland et al., 2005), but tlie exact nature of how this is brought about 
by the SNP is not known (section 1.3.3.4). Transcriptional regulation involves the 
binding of proteins (transcription factors) to a site within the promoter, which can 
either activate or silence a gene. At present, determining the binding site for a 
transcription factor is somewhat problematic. Firstly, not all transcription factor 
binding-sites (TFBS) are known and secondly, TFBS are not simply defined by a 
specific nucleotide sequence. They are usually classified by a set of sequences where 
there are degenerate nucleotide positions that can bind multiple members of the same 
family (Buckland, 2006). One way to identify putative TFBS is to search the sequence 
using a database matrix, which would allow for possible degeneracy at all sites. 
Matlnspector is one such database, which analyses a promoter sequence for potential 
TFBS with reasonable accuracy (Cartharius et at., 2005).
Using this software, the PER3 promoter region analysed in this study was 
found to contain possible TFBS (see Figure 5.8) for RORE (retinoic-acid-related 
orphan-receptor-responsive element), E4BP4 (adenovirus E4 promoter ATF side- 
binding protein), DEC2 (differentially expressed in chrondrocytes 2), PPAR 
(peroxisome proliferators-activated receptor), ARNT (aryl hydrocarbon receptor 
nuclear translocator) heterodimer, which have all been observed to play a role in the 
circadian system (Hogenesch et at., 2000, Honma et at., 2002, Nakajima et al., 2004, 
Oishi et a l,  2004, Ohno et a l,  2007). The effect of the PHI (GCG) to PH3 (TAG) 
haplotype change causes the loss of a putative zinc finger/POZ (poxvirus and zinc
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finger) domain TFBS and the PHI to PH4 (TAdelG) haplotype change causes the loss 
of a putative Spl (Specificity protein 1) binding site (Figure 5.8).
(a) G-320TC-319A
G-294A
i
-1,004 bp -1 bp
Deletion of a repeat
Q  DEC2 RORE Q  E4BP4 Q  SP1 |  POZ domain Q  PPAR Q  heterodimer
(b)
(-1 ,004b p )
C C C G C C TC T C A C T C C C C T C T C C T T C C C C G C C C G C C T C T  G A G G T T G G G C C G G A C C C G G G C C G
GGGGAGAGAGGGGGGGTGGGGGG GGGAGGTGGGTGGGAGGTTGGTGGGGGTATGATTTGTGGGGTGG
GTTGAGGGGGTGGGGGG GG G G G G G G TG G G AG G G G G G G G AG AG TG G AG TG G G G G G G G AG AG G G G TG A
GGGGG GTG AG GGGGAGGGGG TG G G G TG G G G G G G G G G G G G G G TG G TG G G ATTG G G G G AG G G G G G G G G
TGGGGGGGAGGGGGGGGGTTATG TAAGGGG GGGGGGGGG GGGGGGGG GGTGGGGGTGGGTTATATAA
GGGGG GGGGAGGGGG TGGG G G G G G G G G G G AG G G G G AATG G AG G G G TG G G G AG TG G G G G G G G AG G A
G G AATG G G AG G G G G G G G G G G G G G G AG G G G TG AG G G G G G G G G AG G G G G G G G G G G G G G G G G TG G TG A
G G G G G AG G G G G G G A G G G TG G A G A G TG G G G G A G G G G G G G G G G G G G G G G G A G G G G G TG TG G G G G G G G
G G AAG G G G G G G G G G AG G AG G TG AG TG C G G G G G G G G G G G G G A G TTG TG G G G G G G G G G G G G G G A G TT
GTGGGGAGTG G G G G G G G G G AG AG G AG G G G G G G G AG G G G TG G G G TG G G TAG TG G G G G G G G G G G G AG G
GTGGGGGTTGGGAGGGAGG G G G G TG G G G G G G G G G G ATG G G TG G G G G G G G G G G AAAG TTG G G G G AG G
GG^Gr GGAG G G G G G G G TG G G G G G G G G G G AG G G AG G G G G G G G G G TG G G G TG G G AG TG TG TG TTG G AT
TTGTGGGTTGTGAGGGTTGTG TGG TGGG GGTAG GGGGGAGTGGTGAAAGTGG AG GGAGGTGGGGGTTT
TGAAAATGTTGGAGGGAAAA GGTGG G AG ATG AG G G TG AG G G G G TG G G TG G TG G TG G G G G G G TG TT
GTG AGTAAG GGGATG GGGGGGAGGG GAGTGAGAAAGGGG TGTGTGTGAGTGAGTG GAAAGTGAGGG A
GAAGGAGGG (-Ib p )
Figure 5.8. (a) Possible transcription factor binding sites (TFBS) in the promoter region of 
PER3 as predicted by Matlnspector. Yellow = differentially expressed in chrondrocytes 2 
(DEC2), blue = retinoic-acid-related orphan-receptor-responsive element (RORE), green = 
adenovirus E4 promoter ATF side-binding protein (E4BP4), red = specificity protein 1 (SPl), 
black = Poxvirus and zinc finger (POZ) domain, grey = peroxisome proliferators-activated 
receptor (PPAR), and purple = aryl hydrocarbon receptor nuclear translocator (ARNT) 
heterodimer. The locations of the four polymorphisms investigated (G-320T, C-319A, G- 
294A and a repeat deletion polymorphism located between -297 and -320) are indicated by 
arrows, (b) The PER3 promoter region sequence, with the TFBS highlighted according to that 
described above. The locations of the G-320T, C-319A and G-294A SNPs are indicated in 
bold and the repeat deletion polymorphism is underlined.
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The zinc finger/POZ domain transcription factor consists of a large family of 
transcription factors that are involved in many cellular processes (Bardwell and 
Treisman, 1994), though tliere is as yet no evidence of a role within the circadian 
system. Spl belongs to a family of well-characterised transcription factors tliat can 
bind and act through GC-boxes (GGGGCGGGG) (Suske, 1999). They are extremely 
versatile proteins involved in the expression of many different genes (Hapgood et al., 
2001).
Spl binding sites often appear as clusters (as seems to be the case in the PER3 
promoter), which allow the Spl proteins to act together through adjacent binding sites 
(Al-Asadi et al., 1995). However, the affinity of the transcription factor for its binding 
site is not simply dictated by the effects of changes at each site, with nucleotide 
changes being interdependent in their effects (Bulyk et al., 2002). Therefore, the 
effect of the change to a TFBS must be determined experimentally (Bulyk et al., 
2002)
The promoter region sequence not only encodes TFBS but also the curvature, 
flexibility and stability of the promoter (Kanhere and Bansal, 2005). Curvature refers 
to the 3-dimensional characteristics of the DNA sequence and can influence the 
number of transcription factors exerting their effects on gene expression (Kim et al., 
1995). The flexibility of the sequence relates to the ease with which the DNA can 
bend to allow interactions with proteins bound to the DNA in different places and is 
important in the formation of many protein-DNA complexes (Tsai et al., 2002). 
Stability refers to how easily the DNA can become single-stranded to allow 
transcription (Kanhere and Bansal, 2005). Therefore, even if the PER3 promoter 
region SNPs lie within a TFBS, it does not necessarily need to disrupt it to have an 
effect on gene expression.
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Although the G-294A and deletion polymorphisms did not show any 
association with diurnal preference and DSPS, it is possible tliat tliese polymorphisms 
could act collectively with other PER3 coding region polymorphisms. Therefore, by 
screening the extreme diurnal preference subjects and DSPS patients for the T1940G, 
C2590G, 4/5 repeat, T3110C and A3473G [as reported by Ebisawa et al. (2001)], 
more haplotypes could be analysed, one of which may associate with extreme diurnal 
preference and/or DSPS. By genotyping the five polymorphisms identified by 
Ebisawa and colleagues (2001) in subjects with extreme diurnal preference and in 
patients with DSPS and then combining this data with the promoter region 
polymorphism data, haplotypes for the entire PER3 gene were generated.- The 
haplotype software predicted 17 haplotypes that occurred with a frequency of greater 
than 1%, which was significantly more than the four haplotypes that Ebisawa and 
colleagues predicted. Interestingly, one haplotype {PERSWYl) was found to occur 
more frequently in the DSPS population than in either the extreme morning or 
extreme evening preference populations. The frequencies for the haplotypes 
containing the 5 repeat when combined were found to be more common in extreme 
morning than in extreme evening preference subjects and DSPS patients. This finding 
supports those of Jones et al. (2007) and Archer et al. (2003), who found the 5 repeat 
to associate with extreme morning preference. In addition, when all the haplotypes 
containing the 4 repeat were combined, the 4 repeat was more common in both the 
extreme evening preference subjects and DSPS patients than in the extreme morning 
preference subjects. This again supports the findings of Jones et al. and Archer et al. 
These differences, however, did not remain statistically significant after Bonferroni’s 
correction for multiple comparisons. The marked linkage disequilibrium between the 
T1940G allele and A3473G polymorphisms identified by Ebisawa and colleagues
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(2001) was not observed in this study, but the 5 repeat allele was in concordance with 
the 3 HOT allele and 3473A allele, which agrees with Ebisawa et al. However, the 
TAG promoter haplotype (PH3) was in concordance with tlie 4 repeat allele.
Each of the repeat sequences in the coding region of the PER3 gene is known 
to encode for potential CKle phosphorylation motifs and a decrease in the number of 
substrate amino acids (seen in the 4 repeat) has been hypothesised to lead to 
hypophosphorylation of PER3 and thus DSPS (Archer et al., 2003). Because of the 
potential functional significance of the 4 repeat with DSPS, it could be possible that 
the linkage observed with the 4 repeat and the TAG haplotype is due to positive 
selection of the 4 repeat. Thus, the TAG haplotype could be ‘hitch hiking’ along with 
the 4 repeat and therefore would have no functional relevance. However, as noted 
earlier, a significantly higher level of luciferase activity was observed with haplotype 
PH3 (TAG) compared to haplotypes PH2 (GCA) (P < 0.05) and PH4 (TAdelG)(P < 
0.01), therefore suggesting that this haplotype has an effect on PER3 gene expression. 
So how may the TAG haplotype (PH3) and the 4 repeat polymorphism interact with 
one another to cause the DSPS phenotype? The peak transcript level of PERJ in the 
SCN is between CT4 and CT8 (Zheng et al., 2001) and this closely mirrors that of 
PER3 (between CT4 and CT9) (Shearman et al., 2000). Because of PER3 dependence 
on PERI for nuclear import in mice (Loop et a l, 2005), this phase relationship in 
peak transcript levels seems to be ideal. However, if there was an increase in the level 
of transcription of the PER3 mRNA (as observed with the TAG haplotype) leading to 
faster cytoplasmic accumulation of the PER3 protein, this relationship may be altered. 
This could lead to impairment of PER3 nuclear translocation and together with the 
hypophosphorylation caused by the 4 repeat, could lead to a slowing down of the
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circadian cycle, and thus a longer x, which has been hypothesised to be related to the 
DSPS phenotype (Czeisler et al., 1981).
These PER3 polymorphisms and haplotypes require additional study in a 
larger number of DSPS patients. Also of potential interest are the Brazilian DSPS 
subjects studied by Pereira et al. (2005). This study found the opposite association (in 
relation to the DSPS phenotype) to that observed by Archer et al. (2003) leading the 
authors to propose a possible latitudinal influence to CRSD. It would, therefore, be of 
interest to investigate whether the same haplotypes reported here are observed within 
this population and whether the TAG promoter haplotype also associates with this 
population of DSPS patients.
Polymorphisms within PER3 have also been implicated in bipolar disorder 
(Nievergelt et al., 2006). The H4 haplotype identified by Ebisawa et al. (2001) 
(section 1.6.2) was found to be significantly associated with bipolar disorder, but 
when corrected for the number of genes tested, the association was no longer 
significant (Nievergelt et al., 2006). However, it would be of interest to investigate 
the potential effects of the reported promoter region polymorphisms within bipolar 
disorder patients.
It could also be possible that these polymorphisms associate with other 
phenotypes such as susceptibility to cancer. It is known that circadian clock genes not 
only regulate circadian rhythms, but also the cell cycle,, cell proliferation, and 
apoptosis (Fu and Lee, 2003). Polymorphisms within circadian clock genes could 
disrupt any one of these processes and contribute to the development of cancer (Keith 
et al., 2001, Stevens and Rea, 2001). A number of recent studies have highlighted the 
role played by PER genes in the development of cancer (Zhu et al., 2005, Gery et al., 
2006, Lee, 2006, Gery et al., 2007). Investigation of the PER3 VNTR in subjects with
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breast cancer found that the 5 repeat allele was associated with an increased risk of 
breast cancer among young women (Zhu et aL, 2005). The role played by PER genes 
in breast cancer has been further supported by the observation that PERI, 2 and 3 are 
all expressed at lower levels in cancerous cells (from breast cancer cases) compared to 
non-cancerous cells (Chen et al., 2005). However, when screened for possible coding 
region mutations that could explain the difference in gene expression, none were 
identified. The authors therefore concluded tliat an epigenetic alteration that 
inactivated the promoter was leading to downregulation of PER and the observed 
decrease in gene expression (Chen et al., 2005). Without the circadian clock genes, 
cell cycle, cell proliferation, and apoptosis would no longer be regulated, thus 
benefiting the survival of cancer cells and promoting carcinogenesis (Chen et al., 
2005). This is because circadian clock genes have been observed to control the 
expression of cell cycle and apoptosis gènes (such as c-Myc and p53), as well as 
genes that encode capases, cyclins and transcription factors (Kornmann et al., 2001, 
Duffield et al., 2002, Fu et al., 2002). p53 is a transcription factor that is activated in 
response to DNA damage and loss of p53 in many cancers leads to inhibition of 
apoptosis, genomic instability and impaired cell cycle regulation (Benchimol, 2001). 
c-Myc is also a transcription factor that promotes proliferation and cell growth and is 
suppressed directly by BMALl (Bjarnason et al., 2001). Downregulation of PER3 has 
also been observed in patients suffering from chronic myeloid leukaemia (CML) 
(Yang et al., 2006). Méthylation at CpG sites of the PER3 promoter was thought to 
contribute to the downregulation of the gene in CML patients. This was because the 
promoter regions of genes in CML patients were hypermethylated and this was absent 
in normal individuals (Yang et al., 2006). Based on this observation the authors 
suggested that inactivation of PER3 may play an important role in the development of
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CML. Because all of the promoter region polymorphisms studied in this report lie 
within a GC-rich sequence and possible CpG island, it would be of interest to 
investigate whether méthylation of the PERB promoter is affected by these 
polymorphisms and perhaps associates with cancer. It is also possible that the G-294A 
polymorphism has originated from a methylation-dependent transition (Cooper et aL,
2000). Spontaneous base deamination damage is usually efficiently repaired within 
the genome (Cooper et al., 2000). However, the deamination of 5-methylcytosine 
produces thymine, which is not normally recognised by the mismatch repair system. 
Therefore, the C to T transition is passed on to the next generation during subsequent 
rounds of DNA replication. As a consequence of méthylation also occurring on the 
anti sense strand, G to A transitions are an equally frequent methylation-dependent 
mutation (Cooper et al., 2000).
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Chapter 6; Discussion
6 .1  I n t r o d u c t i o n
The PER genes play an essential role in the generation of circadian rhythms. 
Experimental animals carrying mutant Per/, Per2 and PerS genes exhibit a shortening 
of circadian period (by 1 h in Perl and Per2 mutant mice and 30 min in PerS mutant 
mice) compared to their wild-type littermates (Zheng et al., 1999, Cermakian et al.,
2001), whereas mice with both Perl and Per2 knocked out are entirely arrhythmic 
(Bae et al., 2001). Previous studies have reported that polymorphisms in PER2 and 
PERS associate with circadian parameters in humans. A mutation (A2106G) in PER2 
has been linked to the ASPS phenotype in one family (Toh et al., 2001), and DSPS (in 
a Japanese population) has been linked to a haplotype o i  PERS (Ebisawa et al., 2001). 
Another polymorphism, which was identified by Ebisawa et al. (2001) was a coding 
region VNTR. The VNTR was located within the coding region and consisted of 
either 4 or 5 repeats of a 54 bp motif. Several studies have associated this 
polymorphism with extreme diurnal preference and DSPS (Archer et al., 2003, 
Pereira et al., 2005, Jones et al., 2007).
These studies have left open the question as to whether other polymorphisms 
within the human PER genes associate with a defined circadian phenotype (extreme 
diurnal preference) or CRSD. Therefore, the aim of the work presented in this thesis 
was to identify novel polymorphisms in tho PER genes that may associate with 
subject groups with extreme diurnal preference and CRSD. To investigate this 
hypothesis, polymorphisms with potential functional relevance were identified using 
dbSNP and screened for within a collection of DNA pools. Validated and novel
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polymorphisms were then genotyped within individual subjects with extreme diurnal 
preference and CRSD.
6.2 Generic issues with chosen genotyping methods
6.2.1 SNP database
In this report, dbSNP was used to identify genetic variations with potential 
functional relevance that may associate with extreme diurnal preference and/or 
CRSD. This analysis included polymorphisms that were located within the promoter 
and untranslated regions, as well as non-synonymous polymorphisms since 
polymorphisms in these regions were the most likely to affect gene function. This 
method identified 17 novel SNPs in PERI, 9 in PER2 and 15 in PER3 [excluding 
those identified by Ebisawa et al. (2001)]. Seven of the 41 dbSNPs, T2434C (PERI, 
Chapter 3), C-1228T, C ll lG , G3853A {PER2, Chapter 4), and G-320T, C-319A, G- 
294A {PER3, Chapter 5) (see Figure 6.1) were validated within the collection of 
pooled genomic DNA samples. Many large-scale studies have validated SNPs found 
within dbSNP. Jiang et al. (2003), Reich et al. (2003) and Nelson et al. (2004) 
reported validation rates of 60%, 83% and 64%, respectively. The differences in 
confirmation rates between these studies and this report cannot be compared since the 
above studies have screened a far greater number of SNPs in a larger number of 
samples, and have used different technologies and methodologies to test the SNPs. 
These studies, however, indicate that dbSNP is much more reliable than the 17% 
validation rate reported in this study.
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Although the dbSNPs that were not validated in this report may well be sequencing or 
assembly errors that have been deposited in die database (Reich et al., 2003), these 
polymorphisms/mutations may also have been too rare to be detected in the populations and 
by the methods employed in this study (as discussed in section 6.2.2) or may simply be 
absent in the samples studied here for stochastic reasons.
An alternative to using the SNP database would be to screen the entire coding region 
without prejudice using one of the methods described in section 1.4, but this is not a simple 
process. The PERI, PER2 and PER3 transcripts are 4,637 bp, 6,220 bp and 6,278 bp, 
respectively excluding the promoter and intronic regions. To screen the entire coding region 
would not only be labour intensive, but very expensive if many individuals were to be 
screened.
From the seven validated dbSNPs, four polymorphisms [T2434C {PERI), C l l lG  
{PER2), and G-320T and C-319A {PER3)] were found to have an association with extreme 
diurnal preference and/or CRSD. Thus, the choice to base a screening strategy on dbSNP 
must be considered a successful one and it is likely that newer SNPs deposited in the 
database that have been discovered and filtered by better techniques, should result in an 
improved success rate.
6.2.2 Use of pooled genomic DNA samples
The validation of polymorphisms identified in dbSNP was an important step in the 
identification of genetic markers that associated with extreme diurnal preference and/or 
CRSD. Screening of all dbSNPs within all of the extreme diurnal preference subjects and 
DSPS patients would have been very expensive and time consuming especially if the SNP 
was not found within any of the samples. Pooling allowed the SNP to be detected in groups
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of individuals using fewer PCR reactions and DNA sequencing assays than are used when 
genotyping individuals and therefore increased the efficiency of the experiment overall.
The attraction of DNA pooling is that it reduces the amount of genotyping and 
therefore time and cost. An efficient pooling strategy is to use a two-stage design where DNA 
pooling is used as a screening tool for validation and identification. This is then followed by 
individual genotyping to test whether there are any associations (Sham et al., 2002), Similar 
two-stage designs have been successfully used for validating polymorphisms identified in 
SNP databases (McGhee et al., 2005, Yang et al., 2006a).
The two-stage design, however, still has one drawback. The polymorphic allele must 
be present within the pool at a frequency large enough to produce a secondary peak in the 
electropherogram that is detectable above the baseline. Therefore, the minor allele detection 
limit using DNA sequencing with the pooled DNA samples was experimentally determined. 
This was found to be 20% and the extreme phenotype pools (section 2.3.1) were created in 
accordance with this value. It was therefore possible that the 36 SNPs listed in dbSNP that 
were not validated in these pools fell below this detection threshold. Additionally, these SNPs 
may be specifically associated with another non-circadian phenotype. Alternatively, these 
non-validated polymorphisms could be associated with a specific ethnic population since the 
ethnic composition of the samples used to derive the SNPs within dbSNP are not well 
characterised. Although a collection of pooled genomic DNA samples from various ethnic 
groups (section 2.1.1) was used in conjunction with the extreme phenotype group pools. The 
composition of the ethnic pools was based on commercial availability and they were neither 
complete nor representative. Of the seven dbSNPs validated in the extreme phenotype pools, 
the G-320T, C-319A and G-294A {PER3) SNPs were not validated within any of the ethnic 
pools. The T2434C (PERI) SNP was validated in all six separate pooled genomic DNA 
samples from different ethnic groups, as were the G3853A and C-1228T (PER2) SNPs,
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whereas the C ll lG  was only validated witliin the CEPH collection (Amisli, Utah, and 
Venezuelan).
In summary, the pooling strategy used in this study provided an efficient method of 
screening numerous dbSNPs for the identification of a subset of polymorphisms for more 
detailed analysis.
6.2.3 Regions screened for polymorphisms
The SNP database was used to identify SNPs of potential functional relevance within 
the coding and the untranslated regions, and where possible the promoter region of the PER 
genes. PCR primers were constructed so that the entire exon (including exon/intron 
boundaries) containing the SNP listed in dbSNP could be screened as well as novel 
polymorphisms identified. Therefore, there were entire regions of the PER genes that were 
not screened experimentally. However, this method did identify two novel polymorphisms, 
an 8-bp insertion polymorphism within intron 1 of PER2, and a deletion of a repeat within the 
promoter region of PER3. Barring a systematic screen of all functional elements of the gene, 
an alternative method would be the screening for novel SNPs within areas of the gene known 
to be functionally important, for example the CKle binding site (exons 15 to 18) of PER2. A  
SNP within this area would have a higher likelihood of affecting protein function, but 
probably a lower likelihood of existing. This is because such a polymorphism would 
probably have a dramatic effect on the individual, perhaps reducing the ability of the 
individual to survive or reproduce and thus would be under negative selection. Another 
problem is that the identity of all the functionally important regions of the gene is as yet 
unknown. Therefore, screening of the entire coding region could be carried out, but as 
mentioned in section 6.2.1, this would not only be labour intensive, but also very expensive if 
many individuals were to be screened. However, where there are no data in the SNP database
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(for example the promoter region), screening of the entire region using one of the methods 
described in section 1.4, is the only possible way of detecting polymorphisms.
6.2.4 Assessment of extreme diurnal preference based on HO 
questionnaire
Assessment of diurnal preference had previously been performed using the HO 
questionnaire (Home and Ostberg, 1976), which has some limitations. The HO questionnaire 
contains 19 questions that are innately subjective, linking sleep and activity times to a 
personal ‘feeling best rhythm’. Subjects are also asked to consider hypothetical situations. 
Questions are multiple choice, with each question being assigned a value. Their sum gives a 
score ranging from 16 to 86, with high scores corresponding to morning types. However, 
because there are age-related changes in diurnal preference (Duffy et al., 1999), these scores 
require age correction. In this study, subjects with extreme morning or extreme evening 
preference were selected by plotting HO score against age for all volunteers recruited. Linear 
regression analysis was carried out and subjects furthest from the regression line were 
chosen. This method therefore identified those subjects with the most extreme diurnal 
preference corrected for age. However, the HO questionnaire does not assess preference on 
free days and weekdays separately and work demands may change the natural sleep 
preference of an individual (Adan and Almirall, 1992). Therefore, phase advances induced by 
work demands may be playing a role when it comes to assessing chronotype through HO 
scores. The Munich chronotype questionnaire (MCTQ) (Roenneberg et al., 2003b) assesses 
chronotypes by collecting sleep times such as bed and wake times, as well as a number of 
other sleep parameters on both free days and workdays separately. However, because the 
MCTQ parameters reflect actual behaviour, information on the subjects’ preferred behaviour 
(as assessed by HO score in the absence of imposed work/lifestyle conditions) may not be
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collected. Therefore, as individuals will commonly tend to follow their individual preferences 
as governed by their genetics, the chronotypes assessed by the HO questionnaire will perhaps 
reflect an individual’s actual chronotype closer than that obtained by the MCTQ. 
Additionally, the recording of actual sleep times and separating this information into free 
days and workdays seems to make little difference to assessing chronotypes. This is because 
the sleep habits of morning and evening types have been found to be similar using both 
questionnaires (Taillard et al., 2004) and midsleep (midpoint between sleep onset and wake 
up) as assessed using the MCTQ correlates with HO score on both free days and workdays 
(Zavada et al., 2005). The MCTQ also asks subjects to self-rate their chronotype based on a 
description of seven categories (extreme early, moderate early, slightly early, normal, slightly 
late, moderate late, extreme late). This self-assessment of chronotype was also found to 
correlate with quantitative assessment of sleep times (Roenneberg et al., 2003b). These 
findings suggest that subjective measurements (as measured using the HO questionnaire) are 
just as reliable in assessing chronotypes using the MCTQ. HO scores have also been shown 
to correlate with x (Duffy et al., 2001) as well as with other markers of circadian phase 
(melatonin, cortisol, sleep timing) (Mongrain et al., 2004).
An alternative to using questionnaires could be to assess circadian phase and x 
through objective laboratory measurements. The phase and amplitude of the melatonin 
rhythms is considered a reliable marker of circadian phase (Arendt and Skene, 2005) and it 
has been found that melatonin production occurs earlier in morning types than in evening 
types (Griefahn, 2002). However, assessment of circadian phase using physiological 
measurements would be very time consuming and expensive for the number of subjects that 
would be required to complete a genotyping study such as this one. Therefore, the HO 
questionnaire was used as a non-invasive, quick, cheap and reliable method of characterising 
circadian phenotype through diurnal preference (noting its limitations as discussed earlier).
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6.3 Comparative analysis of genetic variations in the PER genes
The results of this study have demonstrated that polymorphisms in PER genes do 
associate with extreme diurnal preference and CRSD and should lead to the further 
investigation of polymorphisms within circadian clock genes associating with circadian 
phenotypes and sleep disorders. Changes in circadian phenotype have been observed in gene 
knockout studies in mice, but the human polymorphisms |T2434C (PERI), C l l lG  (PER2), 
G-320T and C-319A (PER3)], identified in this study are unlikely to cause functional 
inactivation of the whole gene. It would therefore, be more likely that a collection of SNPs in 
various circadian clock genes or perhaps within the same gene (as seen in the PER3 
haplotypes) exert a greater overall effect on the circadian clock feedback loop. Each SNP 
may only cause a minor delay/advance, but together they may produce the larger phase 
delays/advances responsible for CRSD or they may counteract each other and give an 
intermediate phenotype. Appendix 111 shows the genotypes for all SNPs investigated further 
within population 1 (Appendix lllA) and population 2 (Appendix lllB) of the extreme diurnal 
preference subjects and DSPS patients (Appendix lllC).
Studying all the genotypes in population 2 of extreme diurnal preference suggests a 
possible interaction between the PERI T2434C polymorphism and the TAG PER3 promoter 
region haplotype. As discussed in Chapter 5, it was hypothesised that because of the 
relationship between the peak transcript level of PERI and PER3 in the SCN and the 
dependence of PBR3 on PERI for nuclear translocation (based on the mouse model), any 
polymorphism within these PER genes could affect x. It was observed that the TAG 
haplotype increased the transcriptional efficiency of the PER3 transcript, which was 
hypothesised to lead to an earlier cytoplasmic accumulation of the PBR3 protein. This would 
then affect the timing of the peak transcript level of PER3 and PERI, perhaps leading to 
impairment of PBR3 nuclear translocation. This may then lengthen x and be one of the
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underlying factors contributing to the DSPS phenotype, with which the TAG haplotype was 
associated. In the extreme morning preference group (Appendix IIIB), the presence of both 
the 2434C allele (or the polymorphism in linkage disequilibrium with it) and tlie TAG 
haplotype could be accelerating the transcription of their respective niRNA thus leading to 
faster accumulation of their respective proteins. This could be promoting faster nuclear 
translocation of the PER3-PER1 heterodimer and therefore advancement of the circadian 
cycle (as characterised by extreme morning preference). However, in the extreme evening 
preference group and DSPS patients studied here (Appendix llIB and IIIC), the presence of 
the TAG haplotype without the 2434C allele could lead to the impairment of nuclear 
translocation and thus lengthening of t, as discussed above and as hypothesised for extreme 
evening preference subjects and DSPS patients.
There could also be a possible interaction between the PER2 C l l lG  and PER3 
C2590G SNPs (Appendix IIIA). The 11IG allele (as discussed in Chapter 3) was found to 
associate with extreme morning preference and was hypothesised to be shortening t  by 
increasing the translational efficiency of the PER2 mRNA through abolishment of a stem- 
loop structure removed by the base substitution. The presence of the C ll lG  SNP, along with 
the C2590G polymorphism (resulting in a proline to alanine substitution), could be leading to 
the overall shortening of t ,  as characterised by the extreme morning preference subjects. The 
genotyping of population 2 of the extreme diurnal preference subjects (section 2.1.2.2) for the 
C l l lG  SNP should be carried out in future studies to test whether there is a possible 
relationship between the two polymorphisms.
The possible interactions described above are only the beginning of identifying those 
polymorphisms which lead to the overall lengthening or shortening of x  as observed in 
extreme morning and evening preference subjects and to the extreme changes in x which may 
cause ASPS and DSPS. There are still many circadian clock genes that require screening for
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polymorphisms and there are probably more circadian clock genes that remain to be 
discovered. For example, quantitative genetic experiments analysing circadian phenotypes in 
different inbred strains of mice have revealed that the majority of quantitative trait loci do not 
map to known circadian clock genes (Shimomura et al.^ 2001). Over time, a profile of 
polymorphisms within circadian clock genes will be built up leading to knowledge of how 
differences in circadian phenotypes originate.
6.4 Comparative analysis of PER  promoter and untranslated regions
The generation of circadian rhythms relies on transcriptional feedback loops that 
involve a number of circadian clock genes and proteins (section 1.1.3). A major control point 
of gene expression is at the level of transcription initiation and involves the binding of 
transcription factors to regulatory nucleic acid sequences within the gene or in its vicinity (as 
described in section 1.3.3.4). The presence of regulatory sequences within the promoter 
regions of circadian clock genes has been hypothesised to be responsible for the biological 
timing of their gene expression. Both mBmall and mNpas2 contain RORE within their 
respective promoter regions and the peak transcript level of both mBmall and mNpas2 is 
between CT20 and CT24 (subjective night) (Yamamoto et at., 2004). The promoter regions 
of both mPerl and mPer2 contain E-boxes [though mPer2 contains a non-canonical E-box 
(CACGTT)] and they both peak between CT12 and CT16 (subjective day). In a recent study 
of the AVP (arginine-vasopressin) promoter, removal of a short sequence upstream of the E- 
box contained within its promoter led to the abolishment of CLOCK-BMALl transactivation 
(Munoz et <%/., 2002).
The above findings led to the screening for polymorphisms within the promoter 
regions of PERI, 2 and 3  that may associate with extreme diurnal preference and/or CRSD. 
No polymorphisms were identified within the promoter region of PERI and only one
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polymorphism was identified in the PER2 promoter region (-1228 bp from the TSS). These 
results are not very surprising since the promoter regions of both PERI and PER2 play a 
critical role in the generation of circadian rhythmicity. Transcriptional activation of Perl can 
be brought about by photic input (section 1.1.5.2), which stimulates rapid hi stone acétylation 
associated with the promoters of Perl and Per2 in the SCN and the induction of CRE- 
mediated gene expression through a CRE contained within the promoter region of the Perl 
gene (Travnickova-Bendova et al., 2002, Naruse et al., 2004). The PERI and PER2 promoter 
regions could therefore be expected to be under strong selection pressure. This idea is 
supported by the similarity in DNA sequence between the mouse and human PERI promoter 
regions, which share six highly conserved regions that are 77-88% identical (Hida et al., 
2000). If the promoter regions of the PER genes are under strong selection, any 
polymorphisms within this region could have a detrimental effect on gene expression. This is 
supported by the results from the promoter region of PER3 (Chapter 5), which was found to 
contain four polymorphisms arranged in specific haplotypes that had varying effects on the 
reported level of PER3 gene expression. One of these polymorphisms (the deletion of a 
repeat unit) was extremely rare, existing in only four of the 160 extreme diurnal preference 
subjects genotyped. Interestingly, the 5’-end of the coding region of the PER3 gene has 
undergone remodelling (von Schantz et al., 2006). The authors concluded this from the 
observation that the coding regions of both PERI and PER2 begin in the second exon, 
whereas the coding region of PER3 begins in the first exon. The second exon of PER3 was 
also found to be homologous to exon four of PERI and PER2 and the first exon of PER3 
showed no similarities with the 5’-regions of either PERI or PER2.
The untranslated regions of a gene also play a role in controlling gene expression. The 
5 ’-UTR plays an important role in binding and stabilising the ribosome to the mRNA, 
whereas the 3 ’-UTR is involved in a number of post-transcriptional processes such as initial
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transcriptional repression, mRNA stabilisation and transport within tlie cell (Strachan and 
Read, 2004). A recent study of the mPerS 3’~UTR has found that this region is vital for 
mRNA stability and that mutations within this region affected mRNA cycling (Kwak et al,, 
2006). A number of regulatory sequences involved in tliis process have also been identified 
within the 3’-UTR of both mice and human Perl (Kojima et al., 2003). These findings led to 
the screening of polymorphisms within the UTRs of PERI, 2 and 3 that may associate with 
extreme diurnal preference and/or CRSD. This screening did not identify any polymorphisms 
within the UTRs of PERI and PER3. This finding may indicate a strong conservation 
pressure within this region, with polymorphisms within this region having a dramatic effect 
on gene expression. This could be one reason why the only polymorphism (C lllG  PER2) 
identified within the 5’-UTR was found to associate with extreme diurnal preference.
Taken together, it is therefore necessary to continue to screen for polymorphisms 
within the promoter and untranslated regions of circadian clock genes because 
polymorphisms within these regions probably have the greatest impact on gene expression 
and therefore have a higher likelihood of associating with a circadian phenotype and/or 
CRSD.
6.5 Oscillator theory
Circadian rhythms have been hypothesised to be generated by two separate 
oscillators, one locking onto dawn (morning oscillator) and the other locking onto dusk 
(evening oscillator) (section 1.1.4.1). This was first established by Pittendrigh and Daan 
(1976), who observed the phenomenon of ‘splitting’ of the activity rhythm in nocturnal 
rodents, whereby the animal’s single daily bout of activity separates into two components. 
Pittendrigh and Daan (1976) suggested that splitting was the product of two functionally 
distinct oscillators that were in antiphase to one another. Daan et al. (2001) proposed that
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Perl was linked to the morning (M) oscillator and that Per2 was linked to the evening (E) 
oscillator because of the lack of phase advances and phase delays observed in mPerl and 
mPerl mutant mice, respectively (Albrecht et aL, 2001). Thus, Perl would be accelerated by 
light and decelerated by darkness and would lock onto dawn and act as the M oscillator, 
whereas Per2 would be decelerated by light and accelerated by darkness and would lock onto 
dusk and act as the E oscillator, Daan et a l  (2001) therefore proposed that mutations within 
Perl would primarily affect the M oscillator thus leading to a lengthening of t , whereas 
mutations within Per2 would affect the E oscillator and result in a shortening of x. So how do 
the PERI and PER2 polymorphisms found in the current study fit into this hypothesis?
The PER2 polymorphism (C lllG ) tliat was found to associate with extreme morning 
preference (Chapter 3) seems to support the hypothesis and model. A mutation within PER2 
would effect the E oscillator and leave only the M oscillator intact resulting in a shortening of 
X, as characterised by extreme morning preference. However, the PERI polymorphism was 
also found to associate with extreme morning preference (Chapter 4), and a polymorphism 
within PERI according to the model should lead to a lengthening of x. However, the PERI 
polymorphism (T2434C) was a synonymous variation and could be a marker for a 
polymorphism that is not even in PERI. It is, however, unlikely that the effects of 
polymorphisms in PERI and PER2 can be predicted using the M-E oscillator model. This is 
supported by the observation that genetic constructs lacking one of the M oscillator 
components either mPerl (Zheng et a l,  2001) or mCryl (van der Horst et a l,  1999, Vitaterna 
et a l, 1999) had a shorter x than wild-type mice. A recent study observed that Per2ICryl 
mutant mice are rhythmic and display a shortening of x (Abraham et a l,  2006). According to 
the model this should not be the case, since both parts of the M and E oscillators are knocked 
out and the mice should be entirely arrhythmic. A recent study of the FASPS PER2 A2106G 
(Ser662Gly) mutation using transgenic mice suggests that mutations within the same gene
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can have opposite effects on x  (Xu et al., 2007). Transgenic mice carrying the Ser662Gly 
mutation had a 4 h phase advance in their activity rhythm. By contrast, mice carrying a 
Ser662Asp transgene exhibit a longer x. Changing the charge on this residue (glycine- 
uncharged, serine-partially charged due to phosphorylation, aspartate-mimicking a 
constitutively phosphorylated residue) was sufficient to dramatically alter x from short to 
long. Therefore, it may be possible that the type of amino acid substitution within the gene is 
more important to changes in x than whether the gene is coupled to a specific oscillator. 
PER2 also contains two functionally different phosphorylation sites, one primarily involved 
in mediating proteasomal degradation and the other nuclear retention (Vanselow et al., 2006). 
Interference with these phosphorylation events, for example by a SNP, could result in 
opposite circadian period phenotypes. Within the promoter region of mPer2 is a phase 
advancing element located between the transcriptional start site and -105, whereas there is a 
phase delaying element located between -106 and -386 (Akashi et al., 2006). A SNP in either 
of these regions could also lead to opposite circadian period phenotypes within the same 
gene. Therefore, the M-E oscillator theory cannot predict whether a SNP will lengthen or 
shorten x. It is the location of the SNP and how it affects the circadian clock gene that is more 
likely to govern its relationship to circadian phenotype.
6.6 Future work
The overall design of the experiments to identify polymorphisms within circadian 
clock genes that may associate with circadian phenotypes was a successful one. However, 
future studies could perhaps consider the following suggestions.
The extreme phenotype pools used to validate and identify polymorphisms should be 
re-created. Ideally there should be 16 pools (eight extreme morning preference pools and 
eight extreme evening preference pools) with each pool consisting of ten individuals from
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population 2 of extreme diurnal preference subjects (section 2.1.2.2). This should improve 
the detection limit and allowing rare polymorphisms to be detected. dHPLC (section 1.4.3) 
should be used for SNP identification. This method is simple, quick and much cheaper than 
DNA sequencing and has a similar rate of detecting heterozygotes (Gray ct al., 2000). The 
entire coding region of a circadian clock gene could be screened for novel polymorphisms 
within the new screening pools (described above). Once an SNP has been identified, DNA 
sequencing could be used to ascertain the location and nature of the SNP. Genotyping of the 
SNP within individual subjects with extreme diurnal preference and DSPS would then 
follow;
Future genetic association studies of diurnal preference could be focused by 
genotyping of the 18-29 age group because diurnal preference within this age group has been 
suggested to be more strongly influenced by their genotype than in other age groups (Jones et 
al., 2007). In this study the allele frequency for the PER3 VNTR was found to vary in 
different age groups of extreme morning and extreme evening preference individuals. In 
younger subjects (18-29 years), genotype had a greater influence on diurnal preference than 
exogenous factors. As age increased, genotype appeared to be less of an influence and social 
factors (for example family responsibilities and daily work routines) strongly influenced 
diurnal preference.
6.6.1 PERI
The T2434C polymorphism does not cause an amino acid change and as discussed in 
Chapter 3, is unlikely by itself to functionally alter the PERI gene in a way that leads to its 
association with extreme morning preference. Therefore, it would be more likely that this 
SNP is in linkage disequilibrium with another polymorphism within PERI that may affect the 
gene functionally. To test this hypothesis in future studies, PCR primers should be designed
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to encompass each of the exons (to include exon/intron boundaries) that were initially not 
screened. This may identify any non-synonymous polymorphisms of polymorphisms 
affecting the splicing process (and thus most likely to affect the gene functionally) that might 
be in linkage disequilibrium with the T2434C polymorphism.
6.6.2PER2
The C l l lG  SNP found to associate with extreme morning preference within 
population 1 of diurnal preference subjects (section 2.1.2.1) should be investigated further 
within population 2 of diurnal preference subjects (section 2.1.2.2), thus allowing 
confirmation of the results obtained in this thesis. Also, as discussed in section 1.6.2.2, 
FASPS was found to associate with a non-synonymous polymorphism (A2106G) in one Utah 
kindred (Toh et al., 2001). However, one branch of the ASPS Utah kindred did not carry the 
mutation. It has been suggested that this branch has a milder phenotype inherited from an 
individual with extreme morning preference caused by an unknown but unrelated allele who 
married into the family. It would therefore be interesting to genotype this branch of the 
family for the C l l lG  SNP (and perhaps the T2434C PERI SNP). The C ll lG  SNP could 
also be investigated within a larger cohort of ASPS patients because of its possible link to 
ASPS [observed in this study and in three affected or probably affected members of one 
small familial ASPS pedigree (Satoh et al., 2003)].
As discussed in section 4.4.3, the C ll lG  polymorphism was hypothesised to affect 
the secondary structure of the 5’-UTR and computer prediction of the secondary structure 
indicated that the environment around position 111 and the site of the single-stranded interior 
loop differed between the 111C and l l l G  alleles (Figure 4.3). The C allele formed part of a 
predicted double-stranded region, whilst the G allele formed part of a predicted interior loop. 
It was thus hypothesised that the stem-loop structure formed by the wild-type form of PER2
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may act as a mechanism to slow the ribosome’s progression towards the AUG start codon. 
When the G allele was present, the stem-loop was removed, potentially allowing the 
ribosome ‘a clear run’ towards the AUG start codon. This could then lead to acceleration in 
the translation of the PER2 mRNA and advancement of the circadian cycle, resulting in 
extreme morning preference or ASPS. The functional assay designed to test whether the 
l l l G  polymorphism affected the translational efficiency indicated no significant difference 
in mRNA translatability between the luciferase reporter gene that had the 5’-UTR of the 
PER2 gene containing the C allele and the one containing the G allele. Through secondary 
structure modelling of the recombinant transcript, the PER2 5’-UTR was predicted to take on 
quite a different structure when combined with the luciferase gene. Therefore, to test whether 
there was any difference in translational efficiency between the C and G alleles, immuno 
quantification of the protein product of a PER2 cDNA construct (constructed by replacing the 
luciferase gene with the native PER2 gene) could be carried out. Alternatively, a PER2;GFP 
(green fluorescent protein) construct for the two variants could be created and any difference 
in translational efficiency measured by quantifying the fluorescence.
6.6.3 PER3
Because of the association of the TAG haplotype and the G-320T and C-319A 
polymorphism with DSPS, it would be of interest to define experimentally the PER3 
promoter region to ascertain whether the G-320T and C-319A polymorphisms and the TAG 
(PH3) haplotype lie within a region of the promoter that is functionally essential for 
expression. This could be carried out by inserting different sized portions of the putative 
PER3 promoter region (1,001 bp) in the multicloning site upstream of the luciferase coding 
sequence in the pGL3-enhancer vector. These reporter constructs could then be transiently 
transfected into cells such as HEK293 and promoter efficiency quantified by the differences
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in luciferase activity measured using a luciferase assay system. This would determine the 
minimum region necessary to drive transcriptional activity and indicate the approximate 
locations of repressor and enhancer elements. Also, as discussed in Chapter 5, the effect of 
changing the GCG haplotype (the most common one) to the TAG haplotype causes the loss 
of a putative zinc finger/POZ domain transcription factor binding site (TFBS). The absence 
of the repeat polymorphism causes the loss of a putative Spl binding site. DNase I 
footprinting could be used to determine whether there are any DNA-binding proteins in the 
area surrounding the G-320T, C-319A, G-294A and deletion SNPs. This involves the binding 
of a protein to a specific region within a single-strand end-labelled DNA fragment protecting 
the region from digestion by DNase I. This results in a region of DNase I protection 
(footprint) when the digested DNA products are resolved on a denaturing polyacrylamide gel. 
Therefore, this technique allows short stretches of protein-binding sites within a relatively 
large DNA fragment to be determined. The exact nucleotide sequence in the protected region 
can be determined by running DNA fragments (of known sequences) alongside the DNase I 
digestion products (Strachan and Read, 2004).
A recent study has also observed that individuals homozygous for the 5 repeat (of the 
VNTR) exhibit an increase in short-wave sleep and NREM sleep compared to individuals 
homozygous for the 4 repeat (Viola et al., 2007). It would therefore be interesting to extend 
this analysis further by quantifying the contribution played by the PER3 haplotypes identified 
in this report (section 5.4.2.S.2) on sleep homeostasis.
Whilst the objective of the work described in this thesis has been to seek for 
associations with circadian phenotypes, it is also possible that the PER3 promoter 
polymorphisms may associate with cancer. Hypermethylation of CpG sites within the 
promoter region of PER3 has been related to downregulation of PER3 gene expression 
leading to chronic myeloid leukaemia (CML) (Yang et a l ,  2006b). Interestingly, the G-294A
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SNP lies within a CpG island of clustered potential méthylation sites and the deletion 
polymorphism knocks out a potential site (predicted using http://www.urogcnc.org/ 
methprimer/). There are many methods to study DNA méthylation and most take advantage 
of a chemical reaction using sodium bisulfite, which can selectively deaminate cytosine but 
not 5-methylcytosine to uracil. This results in a primary sequence change in the DNA that 
will allow identification of cytosine from 5-methylcytosine (Clark et al., 1994). After 
conversion has taken place the sequence differences between methylated and unmethylated 
cytosine can be determined either by direct sequencing, restriction digestion (Xiong and 
Laird, 1997), nucleotide extension assay (Gonzalgo and Jones, 1997), primer specific PCR 
(Herman et aL, 1996) or pyrosequencing (Uhlmann et al., 2002). Because the four promoter 
region variants (GCG, GCA, TAG and TAdelG) were found to have varying effects on PER3 
gene expression, it would therefore be interesting to study these polymorphisms further 
within this area of cancer and also to widen the investigation to other forms of cancer, such as 
breast cancer. A link with breast cancer has been made where the 5 repeat allele (of the 
VNTR) was associated with an increase risk of breast cancer amongst young women (Zhu et 
a l,  2005).
6.7 Conclusion
The work undertaken in this thesis has contributed to a portfolio of polymorphisms 
within circadian clocks genes that have helped to characterise circadian phenotypes such as 
diurnal preference, an area that is still only in its infancy. However, the generation of 
circadian rhythms is a complex mechanism, consisting of interacting feedback loops, 
PER/CRY nuclear-cytoplasmic shuttling and phosphorylation and degradation of clock 
proteins (section 1.3). If these components are altered through mutation they could disrupt the 
circadian cycle and thus x in either direction. Recent studies have also identified additional
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factors that are essential for circadian rhythmicity. Two PER I-associated factors (NONO and 
WDR5) have been reported to modulate PERI activity (Brown et al., 2005). The authors 
observed an attenuation of circadian rhythms in mouse 3T3 fibroblast cells when RNAi 
reduced the expression of NONO. They also found that there was a decrease in circadian 
hi stone méthylation at the promoter when WDR5 (a subunit of hi stone methyl transferase 
complexes) expression was reduced by RNAi. Therefore a mutation within either of these 
proteins could influence circadian rhythmicity. However, this is merely the molecular 
feedback loop and as described in Chapter 1, there are many systems interacting with the 
molecular feedback loop as well as with one another to produce the overall circadian rhythm. 
For example, a study of mouse mutants with abnormal sleep patterns and rest-activity 
identified a semi-dominant mutation called earlybird, which was characterised by a 
shortening of the circadian period of locomotor activity (Kapfhamer et al., 2002). Linkage 
analysis located the earlybird phenotype to the Rab3a gene, which is involved in Ca^ "^ - 
dependent synaptic transmission. Sequencing of the Rab3a gene identified a missense 
mutation resulting in an aspartic acid to glycine amino acid substitution at position 77 that 
was located in a GTP-binding domain in the earlybird mutants. Therefore, this suggests that 
there are many components outside of the molecular feedback loop, which play a role in the 
generation of circadian rhythms. A mutation that affected a component in the input pathway 
(for example melanopsin) or the sleep homeostat could therefore be related to changes in 
circadian phenotype. However, the core clock mechanism is a good placfe to start, as the 
results of this thesis have suggested.
Screening for mutations within circadian clock genes should not be restricted only to 
the study of circadian phenotypes. The role of circadian clock genes in cancer requires further 
study. A number of studies have indicated that components regulating the cell cycle, 
apoptosis and the immune system are under circadian control (Duffield et a l ,  2002, Fu and
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Lee, 2003, Arjona and Sarkar, 2006, Gery et al., 2006). It has been reported that wild-type 
and circadian mutant mice show differences in their responses to cancer therapy (Gorbacheva 
et al., 2005). The sensitivity of wild-type mice to chemotherapy varies depending on the daily 
timing of drug administration. However, the Clock and Bmall mutant mice remain highly 
sensitive to the treatment at all times of the day. By contrast, Cryl '’ and Cry2 ‘' mice are not 
as sensitive and exhibit more resistance to the drug compared with wild-type mice 
(Gorbacheva et al., 2005). This variation in drug toxicity has been accredited to the 
functional status of the CLOCK/BMALl heterodimer. Therefore, polymorphisms within any 
circadian clock gene may affect the effectiveness of chemotherapy. Many circadian 
transcripts also participant in common metabolic pathways and contribute to normal 
metabolic regulation (Panda et al., 2002, Rudic et al., 2004, Turek et al., 2005). Many 
circadian clock gene mutant mice show symptoms similar to metabolic syndrome, as well as 
the development of glucose intolerance and insulin resistance in response to a high-fat diet 
(Rudic et al., 2004, Turek et al., 2005). A recent study has also implied that there is circadian 
regulation of the responsiveness of the heart to fatty acids (Durgan et al., 2006). Moreover, 
impairment of the circadian clock (through genetic disruption), leads to alterations in the 
responsiveness of the heart to fasting. This could have serious implications for the 
pathogenesis of cardiovascular disease observed during obesity, hypertension, diabetes and 
prolonged shift work (Durgan et al., 2006). Further studies are required to elucidate the 
underlying mechanisms
The above findings emphasise the significance of the molecular clock and its 
regulation of the rhythmic production of clock-controlled genes that subsequently influence a 
number of biochemical pathways involved in pathophysiology. Mutations within any 
circadian clock gene could therefore affect any of these pathways and play a role in the
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aetiology of a range of disorders, thus making tlie continuing screening for circadian clock 
gene polymorphisms of paramount importance.
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Appendix I: Names, sequences and conditions of PCR primers
A. Initial screen of PERL
B. Initial screen of PER2.
C. Initial screen of PER3.
D. T1940G and 4/5 VNTR PER3 polymorphisms.
E. TaqMan primer and probe sequences used for the genotyping of the C- 
12228T, G3853A {PER2), C2590G and A3473G {PER3) polymorphisms.
F. Primers used to reconstruct the PER2 5’-UTR and to amplify the putative 
PER3 promoter region.
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Appendix II: Sequencing electropherogram data
A. PERI T2434C polymorphism
B. PER2 C-1228T, C lllG , G3853A polymorphisms
C. G-320T, C-319A and G-294A polymorphisms
D. PER3 promoter region deletion polymorphism
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Appendix III; Subject genotypes and HO scores
A. Population 1 of extreme morning- and extreme evening diurnal preference 
(Robilliard study)
B. Population 2 of extreme morning- and extreme evening diurnal preference 
(Robilliard + Jones study)
C. DSPS patients
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A single-nucleotide polymorphism in the 5'-untranslated region 
of the hPER2 gene is associated with diurnal preference
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SU M M A R Y  The P E R I0D 2 (PER2) gene is a key component o f  the molecular mechanism that 
generates circadian rhythms in mammals. A missense m utation in the human PER2  
gene has previously been linked to advanced sleep phase syndrome (ASPS). We have 
investigated three other single-nucleotide polymorphisms in the HPER2 gene, one 
downstream o f  the transcription start site (C -I228T ), one in exon 2 in the 5'- 
untranslated region (5'-UTR) (C l 1IG), and one missense m utation (G3853A) causing a 
glycine to glutamine substitution in the predicted protein. Subjects selected from a 
group o f 484 volunteers for extreme morning or evening preference, or intermediate 
diurnal preference were genotyped with regard to the three polymorphisms (n =  35 for 
each group). Whereas allele frequencies for the other two polymorphisms did not differ 
significantly between any o f  the groups, the 111G allele frequency was significantly 
higher in subjects with extreme morning preference (0.14) than in subjects with extreme 
evening preference (0.03) (Fisher’s exact test, two-sided P  value =  0.031, odds 
ratio =  5.67). N o  significant difference in 11IG allele frequency was observed between 
either o f  these groups and subjects with intermediate diurnal preference. Computer 
prediction indicated that the C l l l G  polymorphism, which occurs 12 bases upstream  
from the translation start codon, might alter the secondary structure o f  the transcript. 
The PER2  11 IG allele associates with morning preference and is a potential candidate 
allele for ASPS.
K E Y W O R D S  5' untranslated regions, biological clocks, circadian rhythm, nucleocyto­
plasmic transport proteins, polymorphism single nucleotide, circadian rhythm sleep 
disorders
IN T R O D U C T IO N
In mammals, circadian rhythms govern multiple physiological 
and behavioural outputs, including core body temperature, 
hormone secretion and the sleep-wake cycle, according to an 
endogenous period ( t )  of approximately 24 h. A central 
feature in the generation of circadian period is the coordinated
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oscillation of the products of the clock genes Period {Perl, 2, 
and 3) and Cryptochrome {Cryl and 2), which control their 
own production via a negative feedback loop (Lowrey and 
Takahashi, 2004). Mutations in clock genes have been shown 
to alter circadian parameters. Objective measurement of free- 
running period length can be easily obtained in animals. In the 
case of humans, however, this is time-consuming and intrusive, 
necessitating other phenotypic measures. These include the 
Horne-Ostberg (HO) questionnaire, which provides a quanti­
tative measure of diurnal preference (Horne and Ostberg, 
1976). The HO score has subsequently been further validated 
by the demonstration that it correlates with t  (Duffy et a l, 
1999), and the phase relationship between endogenous circa­
dian rhythms and the sleep-wake cycle (Mongrain et a l.
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2004). Both positive (Archer et a!., 2003; Johansson et al., 
2003; Katzenberg et ai., 1998; Pereira et al., 2005) and 
negative (Katzenberg et al., 1999; Pedrazzoli et al., 2000; 
Robilliard et al., 2002) associations between HÔ score and 
dock gene polymorphisms have been reported.
It has been suggested that advanced and delayed sleep phase 
syndrome (ASPS and DSPS) may be extreme cases of 
momingness or eveningness. For ASPS, there is evidence in 
one large affected family that sufferers do indeed have an 
abnormally short x (Jones et al., 1999). DSPS may be a 
manifestation of an abnormally long x, although the possibility 
o f  an abnormal sleep phase combined with a normal x has not 
been excluded (von Schantz and Archer, 2003; Watanabe 
e t  al., 2003).
A missense mutation (A2106G) in PER2 affecting phos­
phorylation of the resulting protein has been linked with 
familial ASPS in two American families (Toh et al., 2001). 
This mutation was not observed in any unaffected individuals; 
or was it found in two Japanese ASPS families (Satoh et al., 
2003). Two reports have linked PER3 alleles with DSPS, one 
rare haplotype characterized by a missense mutation (Ebisawa 
e t al., 2001), and one variable number tandem repeat (VNTR) 
polymorphism within the coding region, in which the shorter 
allele was associated with DSPS (Archer et al., 2003). The 
shorter allele was also associated with extreme evening 
preference in the normal population, and the longer allele 
with extreme morning preference. The missense mutation 
reported by Ebisawa and coworkers was subsequently shown 
to be associated with diurnal preference in a European 
population (Johansson et al., 2003).
We have screened the hPER2 gene for novel polymorphisms 
potentially affecting circadian phenotype. In this communica­
tion, we report how one allele, l l l G ,  was found to associate 
significantly with morningness in the general population. This 
represents the second reported association to date between a 
clock gene allele and diurnal preference in the general 
population, and identifies this as a potential ASPS candidate 
allele.
MAT ER IA LS  AND M E T H O D S
Single-nucleotide polymorphism screening
Using dbSNP (Genbank), five putative single-nucleotide poly­
morphisms (SNP) in the human PER2 gene with potential 
functional importance were identified. Four of these were 
missense mutations: C489G (dbSNP accession number
rs3739068), G564A (rs2340885), G2308A (rs4429421), 
G3853A (rs934945) and one, C l l lG  (rs2304672) located in 
the 5'untranslatcd region (5'-UTR). Tlic surrounding regions 
were amplified by the polymerase chain reaction (PCR) from 
six panels of pooled genomic DNA samples from different 
ethnic groups (NA13405, NA13986, NA16129, N A 16600, 
NAI6601 and NM 13421; Coricll Repositories, Camden, NY, 
USA). Primers and annealing temperatures arc shown in 
Table 1. Parameters for amplification were 94 ®C for 3 min, 
followed by 35 cycles of 94 ®C for 45 s, specific annealing 
temperature for 1 min and 72 ®C for I min. Amplicons were 
sequenced directly in both directions and the electropherogram 
analysed at the known positions of the SNPs. Of these putative 
polymorphisms, only C l l l G  and G3853A were detected in 
any of the six DNA pools, and they were therefore selected for 
analysis in individual subjects.
As annotated SNPs were not available in the putative 
promoter region, we performed a screen for polymorphisms in 
this area upstream of the transcriptional start site. Lacking a 
precise definition of the promoter, we studied the entire region 
that showed conservation between the human, rat and mouse 
genomes according to the Ensembl database annotation by 
screening the entire region between the transcriptional start 
site and nucleotide -2004. Six partially overlapping PCR 
amplicons were produced and analysed as above. By this 
method, we discovered the C-1228T polymorphism, sub­
sequently annotated as rs 11894491, which was analysed as 
described below.
Subjects
The study followed the Declaration of Helsinki and had been 
approved by the institutional Ethics Committee. From a 
population of 484 volunteers, two groups (« =  35 for each) 
had been selected within the extreme 7 percentile for morning 
and evening preference with respect to gender and age, as based 
on their HO questionnaire score (Robilliard et al:, 2002). 
Additionally, the 7% who were the closest to the regression line 
were selected as intenriediates. A total o f 105 subjects made it 
possible to test whether any observed allele distributions fulfil 
the requirements of the Hardy-Weinberg equilibrium. Buccal 
DNA samples from these subjects were analysed.
Beacon-based SNP analysis
The Cl 1 IG SNP was determined using an Assay-on-Demand 
(Assay ID: C2129919_l; Applied Biosystems, Foster City, CA,
Table 1 PCR primers and conditions used for amplification o f  potential SNPs
SN P Forward primer Reverse primer
Annealing
temperature
C l l l G
C489G,G564A
G2308A
G3853A
GGCAAAACCCTGTCTCTACCAA
CCTCTTTCTTGAATCCTGCAGTAGCGACCA
CCACAGGCATCATGAAATTACTTTATACGT
AGGAAGGTCTCGATCTCCTGACGTCGTGA
AGCTCCTTCCCACTGTCGTCA
ACAAGAATTAGCTGGGCGTGGTGGTACACG
AAAACGCACTTTTAATTCG
ACTCTCCCCACTCTCCACAGTTTTAAGTCG
60 °C
61 °C 
53 °C 
58 °C
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USA.). An Assay-by-Design was custom-made for the G3853A 
SNP (Applied Biosystems), Amplification primer sequences 
were CTGGGACTCAGCGAAGTGT and CTGCTCTTGÂ- 
TCCTGTGATTCAA, and beacons were AAGACGAAAA- 
TGAATCC (VIC-labelled) and AAGACGAAAATGGATCC 
(FAM-labelled). Another assay was designed for the C-1228T 
polymorphism, with the amplification primers GGCTTGCA- 
CCGTTGTAAGG and CGTGAGAAAGGCAGCACTTC, 
and the probe sequences CAAGGCGGGTAAGAT and 
CAAGGCGGGTAGGAT. PCR amplification and allele 
detection were carried out in an ABI Prism 7900 instrument 
(Applied Biosystems) using the Taqman Universal PCR 
Master Mix, No AmpErase UNG.
Computer prediction of RNA secondary structure
The 5'-proximal end of the hPER2 transcript was submitted 
for secondary structure analysis (http://rna.tbi.univie.ac.at) 
(Hofacker, 2003). Different lengths of sequence surrounding 
the C l l l G  SNP were modelled to ensure that the truncation 
did not affect the predicted secondary structure.
Preparation of luciferase reporter gene constructs
Two constructs were produced containing the full length of the 
two hPER2 5'-UTR alleles juxtapositioned in frame immedi­
ately upstream of the luciferase coding region of the pGL3- 
Promoter vector (Promega, Madison, WI, USA). This vector 
utilizes the SV40 promoter, which is not under circadian 
control.
Cell culture and transient expression
Human kidney HEK293 cells were transfected transiently 
using TransFast transfection reagent (Promega) with 110 ng 
experimental vector and 15 ng control vector (pRL-SV40; 
Promega). A control transfection was performed using pGL3- 
Promoter vector containing no insert. Six transfections were 
performed simultaneously with each construct. After 48 h, 
luciferase activity was measured using the Dual Luciferase 
Reporter Assay System (Promega) and a Lumicount lumi- 
nometer (Packard Instrument Co., Meridian, CT, USA). 
Readings were normalized with respect to the luminescence 
from the Renilla control construct.
R E SU L T S
Genotyping
Table 2 shows the frequencies o f the SNPs C-1228T, C l l l G  
and G3853A, in the different study groups. Allele frequencies 
for these polymorphisms did not differ significantly between 
the groups. By contrast, the frequency of the l l l G  allele was 
found to be significantly higher in subjects with extreme 
morning preference (G =  0.14, C =  0.86) than in subjects with 
extreme evening preference {G =  0.03, C =  0.97) (Fisher’s
Tal)lc 2 Frequency of alleles in morning-, intermediate- and evening- 
preference groups (n = 70 for each) for three hPER2 polymorphisms
A ilelc frequencies
C-l22Sr C lllG G38S3A
c T C G 0 A
Morning 0.81 0.19 0.86 0.14 0,89 0.11
Intermediate 0.71 0.29 0.94 0.06 0.77 0.23
Evening 0.67 0.33 0.97 0.03 0.83 0.17
exact test, two-sided P-value =  0.031, odds ratio =  5.67). No 
significant difference was observed in allele frequencies 
between either of the extreme groups and the intermediate 
group. Allele distributions at both loci satisfied the require­
ments of the Hardy-Weinberg equilibrium (%^, P — 0.83 for 
G3853A and P =  0.92 for Cl 1 IG).
RNA structure prediction
The predicted secondary structure surrounding the C l l l G  
position is shown in Fig. 1 for each allele. The algorithm 
predicted a difference in secondary structure in the hairpin 
loop where the polymorphism was located.
(b)
Figure 1. Secondary structure o f  the 5'untranslated region o f  HPER2 
for the C (a) and G alleles (b) o f  the 111 SNP. The A U G  start codon is 
indicated by a box, and the location o f  the polymorphic site by an 
arrow.
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Reporter gene analysis
The relative luciferase activity (normalized for transfection 
efficiency) produced by the reporter gene construct containing 
the l l l C  allele was 1.19 ± 0.54 (mean ±  SD), and that 
containing the 111 G allele was 1.10 ±  0.45. These values were 
not significantly different.
D IS C U S S IO N
We have described a novel allele, PER2 l l lG ,  which 
associates significantly with morning preference. As in the 
first such case described, the PER3 VNTR polymorphism 
(Archer et a i, 2003), it is the rarer allele which associates 
with morningness. It is interesting to note that the first 
mutation (A2106G) previously linked to pathologically 
extreme morningness (ASPS) in two pedigrees is also located 
in PER2 (Toh et a i, 2001). Intriguingly, it has been 
proposed that Per2 may be involved in an evening oscillator 
which tracks dusk (Daan et al., 2001). Although the linkage 
o f  PER2 variability to morningness both in ASPS and 
within the normal population may be coincidental, it is 
tempting to speculate that a mutation or polymorphism that 
perturbs the evening oscillator may manifest itself in 
increased morningness. It will be a crucial next step to 
investigate whether the l l l G  allele also associates signifi­
cantly with ASPS. A possible association is suggested by 
data reported in a recent publication (Satoh et al., 2003). 
That report aimed to investigate whether the A2106G 
mutation was also found in two small Japanese ASPS 
pedigrees. Whilst that was not the case, it was reported that 
1IIG allele was found in three affected or probably affected 
members of one small familial ASPS pedigree. Similar to this 
report, not enough ASPS subjects were available for the 
present investigation, although two of the five ASPS patients 
to whom we had access are in fact homozygous for the 
l l l G  allele.
The C l l l G  polymorphism is located in the 5'-ÜTR. 
Because of its location in the second exon, it is unlikely to 
exert its effect on the DNA level by affecting the promoter, 
which is separated from exon 2 by a very large first intron 
(10.4 kb). Neither would this polymorphism alter the encoded 
protein sequence, and any effect would therefore manifest itself 
at the level o f the transcript. The predicted difference in RNA 
secondary structure between the transcripts encoded by the 
two 111 alleles offers an intriguing model for a putative 
molecular mechanism, which might account for differential 
translatability between the two transcripts. The differing 
locations and sizes of the single-stranded interior loops 
(Fig. 1), with the C allele forming part o f the double-stranded 
region, and the G allele forming part of an interior loop may 
alter the translation efficiency between the allele products. If 
transcripts encoded by the G allele were translated more 
efficiently than the C allele, then this would lead to a faster 
accumulation of PER protein, causing earlier nuclear trans­
location and resulting in a shorter t. However, no significant
difference in translatability was observed in two reporter gene 
constructs carrying the two variant 5'UTRs. This may be an 
effect of inevitable experimental constraints. The replacement 
of the native coding region with a luciferase reporter gene, and 
its immediate vicinity to the polymorphism, may eliminate 
crucial interactions with RNA sequence that forms part of the 
coding region. Indeed, secondary structure modelling by the 
same method predicts that the ltPER2 5'-UTR takes on quite a 
different structure when jux ta positioned with the luciferase 
coding region. Additionally, the effect o f the SNP may be 
different in oscillating SCN cells than in the unsynchronizcd 
kidney cells in the employed ectopic expression system.
The HO score as a measure of circadian phenotype has some 
obvious limitations, which is based on self-assessment rather 
than objective observation of intrinsic circadian parameters. 
Whilst the differences observed between the genders, with 
women displaying a higher tendency towards morningncss 
(Robilliard et al., 2002; Vink et al., 2001) may indeed reflect 
differences in x, the increased morningness found with 
increasing age apparently does not (Czcisler et al., 1999; 
discussed in (Dijk and von Schantz, 2005). The approach we 
have chosen selecting subjects who are extreme morning or 
evening types for their gender and age (Robilliard et al., 2002), 
compensates for these differences, although not, o f course, for 
the subjectivity of the scoring procedure. The demonstration of 
an association between high HO score (morningness) and short 
T (Duffy et al., 1999) is therefore an important validation. By 
selecting the individuals with extreme phenotypes for a 
quantitative trait such as HO score from a larger population, 
the power per genotyped individual is increased (Ronin et a i,
1998). This method has previously been used successfully in 
the investigation of associations between HO score and clock 
gene polymorphisms by ourselves (in the same study popula­
tion as has been used here) (Archer et al., 2003; Robilliard 
et al., 2002) and others (Pereira et al., 2005), and shows 
promise as a potentially powerful tool for assessing such 
associations.
Although our findings would need further confirmation in 
other, preferably larger studies and in other ethnic groups, we 
have identified hPER2 C l l l G  as the third allele discovered to 
date to associate with diurnal preference in the general 
population. In spite o f the potential complications caused by 
epistatic interactions (Van Gelder and Hogenesch, 2004), the 
continued systematic characterization of morningness/evening­
ness alleles is making it possible to begin to understand the 
molecular mechanisms underlying circadian phenotypes in 
humans, and thereby the genetic basis for circadian rhythm 
sleep disorders.
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Abstract The three PERIOD proteins form a major 
negative feedback component of the molecular mech­
anism governing the periodicity of the vertebrate cir­
cadian clock. Genetic variations within the human 
PER2 and PER3 genes have been linked with diurnal 
preference and disorders of sleep timing. We screened 
the coding region of PERI, as well as the 5'- and 3'- 
untranslated regions and the promoter region, for 
polymorphisms. The T2434C polymorphism in exon 18, 
a synonymous substitution, associated with extreme 
diurnal preference. The C allele was more frequent in 
subjects with extreme morning preference (fre­
quency = 0.24) than in subjects with extreme evening 
preference (frequency = 0.12). No significant associa­
tion was observed between either allele and delayed 
sleep phase syndrome. This polymorphism may have a 
direct effect on RNA translatability, or be in linkage 
disequilibrium with another polymorphism which af­
fects PERI expression at the DNA, RNA, or protein 
level. This is the first reported association between a 
PERI polymorphism and extreme diurnal preference. 
Functionally important polymorphisms in PERI are 
rare, which may indicate that it is subject to more 
stringent selection pressure than the other PER  genes.
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Introduction
The circadian timing system governs multiple aspects 
of physiology and behaviour. The Period {Per) genes 
are a pivotal part of the molecular mechanism that 
generates circadian rhythms within the cells of 
eucoelomate animals. In vertebrates, the ancestral 
single Per gene has been multiplied into three para- 
logues, Perl, Per2, and Per3 (von Schantz et al. 2006). 
Studies on double knockout mice with only one func­
tioning Per gene have shown that either Perl or Per2 is 
sufficient to maintain free-running circadian rhythms in 
locomotor activity on its own (albeit with altered 
periodicity), whereas Perl/Per2 double knockout mice 
lack such rhythmicity (Bae et al. 2001).
A mutation in the coding region of the human PER2 
gene has been shown to cause familial advanced sleep 
phase syndrome (ASPS), in which patients exhibit a 
circadian period approximately 4 h shorter than 
unaffected family members (Jones et al. 1999) (Toh 
et al. 2001). A  polymorphism within the 5'-untranslated 
region (UTR) of PER2 has been associated with 
diurnal preference in humans (Carpen et al. 2005). The 
human PER3 gene shows considerable polymorphism 
in the coding region (Ebisawa et al. 2001), including a 
haplotype characterised by a missense single-nucleo­
tide polymorphism (SNP), as well as a variable number 
tandem repeat (VNTR) polymorphism affecting the 
length of the encoded protein. Both of these have 
been reported to associate with delayed sleep phase
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syndrome (DSPS), and the VNTR polymorphism with 
diurnal preference as well (Ebisawa el al. 2001; Archer 
el al. 2003; Pereira et al. 2005). No evidence was found 
for differential or balancing selection in the PER3 
VNTR allele frequencies in different populations 
(Nadkarni et al. 2005). By contrast, the human PERI 
gene appears to be subject to a higher selection pres­
sure. A synonymous substitution in the coding region 
of PERI, G2548A, has previously been reported not to 
associate with diurnal preference (Katzenberg et al.
1999), but no other polymorphisms in the human PERI 
gene have been described in the literature since. Here, 
we report another synonymous polymorphism in this 
gene which does associate with diurnal preference.
Materials and methods
this SNP (Newton ct al. 1991), 1'he protocol was 
modified so that a region upstream of the SNP was 
amplified by the T-allele primer pair, whilst the C-al- 
lele primer pair amplified the adjacent downstream 
region. Primers were G TA IG G A  I G I Ci H  - 
GACCCGfGAA and (TTGGOCCTGGGGCrAGA 
(T allele) and TGGAGGACCTGCCTGGC and 
CCCCCAACAATCCAGTCCTA (C allele). Amplifi­
cation was performed using the FastStart Taq DNA 
polymerase (Roche Applied Science, Basel, Switzer­
land). Thcrmocycling parameters were 95 C for 4 min, 
followed by 30 cycles of 95 C for 30 s, 64 C (T allele) 
or 61 C (C allele) for 30 s, and 72 C for 1 min. PGR 
products were assessed by agarose gel electrophoresis. 
A random selection of 20% of amplicons were verified 
by direct sequencing.
Buccal DNA samples and Horne-Ostberg (HO) scores 
were obtained from 1,590 volunteers, as described 
earlier (Robilliard et al. 2002). The 5% subjects with 
the lowest and highest HO scores with respect to their 
age were selected for genetic analysis (/?=80 for each 
group). The high-scoring group (extreme morningness) 
consisted of 36 males and 44 females (average 
age ± SD 37.1 ±10.6 years), and the low-scoring group 
(extreme eveningness) also consisted of 36 males and 
44 females (age 41.6+16.3 years). An intermediate 
group was identified by selecting the 80 subjects closest 
to the linear regression line (Robilliard et al. 2002) (42 
males and 38 females, age 41.6±15.4 years). Patients 
diagnosed with DSPS {n=23: 12 males and 11 females, 
age 27.2+14.9 years) were also analysed. The poly­
morphisms listed in the SNP database (dbSNP) and 
predicted to cause missense substitutions were selected 
and screened for by direct sequencing of PGR ampli- 
cons from pools of DNA samples obtained from sub­
jects with extreme diurnal preference, as well as pools 
produced from specific ethnic groups (Goriell Institute, 
Gamden, NY, USA) as described earlier (Garpen et al.
2005). No SNPs within the promoter region (Taruscio 
et al. 2000) or the 5'- and 3'-UTRs were listed at the 
time. These regions were amplified in a number of 
amplicons spanning their entire lengths from the same 
pools, and screened by direct sequencing. Through the 
screening procedure, the silent PERI T2434G poly­
morphism was identified as a candidate by virtue of its 
differential distribution between the extreme morning 
and evening preference pools. However, an exhaustive 
screen for the presence of other silent polymorphisms 
was not performed. An ARMS (amplification refrac­
tory mutation system) protocol was developed for the 
rapid and specific identification of the two alleles of
Results
Ten putative missense SNPs (T777G [dbSNP accession 
number rs3027177], A1056G [rs3027180], G1989T 
[rs3027184], G2558A [rs3027189], A2573T [rs3027190], 
G2736T [rsl 1658069], G3071C [rs2585405], G3090A 
[rs3027193], A3168G [rs3027194], G3266A
[rsl2937495]) were chosen from the PERI polymor­
phisms listed in dbSNP. However, none of these were 
detected within pools of DNA obtained from subjects 
with extreme diurnal preference, or from selected 
ethnic groups. Screening of the PERI promoter region 
and UTRs within the pooled DNA samples revealed 
no further polymorphisms. The silent PERI T2434G 
polymorphism in exon 18 (dbSNP accession number 
rs2735611) was identified as a candidate by virtue of its 
differential distribution between the extreme morning 
and evening preference pools. The genotype distribu­
tion at this locus in the diurnal preference groups and
C Z 3T /T  I M T /C :C/C100-1
80-
80-
40-
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DSPSM orning
Fig. 1 PERI T2434C genotype frequencies for subjects with 
intermediate or extreme moming/evening preference and DSPS 
patients. Absolute subject numbers for each genotype are 
indicated above each vertical bar
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in DSPS patients is shown in Fig. 1, and the allele 
frequencies in Table 1. All subject groups were in 
Hardy-Weinberg equilibrium, apart from the inter­
mediate diurnal preference group (%^=5.499, P<0.02). 
The frequency of the C allele was significantly higher in 
subjects with extreme morning preference (0.24) than 
in subjects with extreme evening preference (0.12) 
(Fisher’s exact test, two-sided P value = 0.0132, odds 
ratio = 2.18, confidence interval = 1.20-3.95). No sig­
nificant difference was observed in binary comparisons 
between the groups with extreme diurnal preference 
and subjects with intermediate diurnal preference. 
Neither was any significant difference observed between 
DSPS patients and any of the other groups. All samples 
selected for direct sequencing were verified as having 
been correctly genotyped by the ARMS protocol.
Discussion
Whilst a number of mutations and polymorphisms in 
the PER2 and PER3 genes have been reported to 
associate with circadian parameters in humans, this is 
the first such report with respect to PERL  The C2434 
allele appears to be significantly associated with mor­
ningness, with no significant association observed be­
tween either allele and DSPS. Our screen for missense 
variants in PERI, or polymorphisms of potential 
functional importance in the promoter and 5'- and 3'- 
UTRs was negative. This may be an indication that the 
human PERI gene is subject to more stringent selec­
tion constraints, a possibility that should be investi­
gated further. The T2434C polymorphism in itself is 
silent, and does thus not affect the sequence of the 
translated protein. A  difference of one nucleotide base 
may in itself affect mRNA translatability, as has been 
shown for an SNP in the coding region of the human 
dopamine receptor 2 gene (Duan et al. 2003). Based on 
predicted RNA folding, we have previously proposed 
an SNP in the 5'-UTR of the PER2 gene to affect 
diurnal preference in a similar fashion (Carpen et al. 
2005). However, given that the PERI T2434C
Table 1 PERI T2434C allele frequencies for subjects with 
intermediate or extreme morning/evening preference and 
DSPS patients
Allele frequencies 
T C
Morning 0.76 0.24
Intermediate 0.86 0.14
Evening 0.88 0.12
DSPS 0.80 0.20
polymorphism docs not cause any predicted difference 
in secondary RNA structure (data not shown), it is 
probably more likely that the phenotypic effect re­
ported here reflects a second, unknown polymorphism 
in linkage disequilibrium with PERI T2434C. Whilst, 
for reasons of gene function and vicinity, this would be 
most likely to be within the PERI gene, or in a more 
distal region important in its regulation, it is also pos­
sible that the effect is due to a polymorphism in a 
different neighbouring gene not yet implicated in cir­
cadian function (Shimomura et al. 2001). Clearly, 
additional studies would be needed to confirm the 
usefulness of this marker, and to identify the functional 
significance of its genetic association with diurnal 
preference.
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