Due to the rapid growth in wireless local area networks (WLANs), it has become important to characterize the fine-grained structure of user association patterns. In this paper, we focus on unraveling the structure in user's daily association patterns in WLANs in the long run. The daily access pattern is defined by the fraction of time it spends with a particular location. We answer three questions: 1) Do users demonstrate consistent behavior? Using our novel metrics and clustering, we conclude that many users (more than 50%) are multimodal. 2) Is it possible to represent user association patterns using a compact representation? Using eigendecomposition, we show that the intrinsic dimensionality of the constructed user association matrices is low and only the top five eigenvalues and their corresponding eigenvectors can be used to reconstruct those association matrices with an error of 5%, in terms of the L 1 and L 2 matrix norms. 3) How can we decide if two users have similar association patterns? We define two new metrics, and we rigorously validate their efficacy by demonstrating that the inter and intra cluster distributions, upon clustering, have very little overlap. Our methods and observations are a first step towards systematically mining user-association patterns and could lead to new directions in network management and understanding social patterns of users.
Introduction
There has been a rapid increase in wireless LAN (WLAN) deployments, users and traffic in the recent years. Such explosive growth mandates the design of sophisticated network management schemes for a multitude of tasks ranging from better deployment of access points meeting user needs to detection of malicious activity on these WLANs. In order to investigate the above problems, one of the first fundamental challenges that needs to be addressed is to determine the user access patterns. A detailed study of how users behave within a WLAN environment could have far-reaching consequences, from network deployment optimization and usage pattern detection, to new applications that push content to the end-user based on the access patterns.
Most of the current studies in WLAN access patterns have focused on usage statistics (e.g., number of users at the access points (APs), online day counts for a user, or percentage of traffic using a protocol, etc. [13, 11, 12] ). Other researchers have attempted to model user association to the APs (e.g., User arrival process at APs [14] , user sessions length and preferences of AP selection [9, 18, 19] , etc.). However, it is important to do a fine-grained quantitative study of the structures and trends in long term user association patterns. Understanding such detailed structure is especially important for large-scale WLAN with users that re-visit the environment over a period of time (i.e., User population and its behavior does not vary drastically in the studied period), such as in university campus WLANs or corporate WLANs.
There are very few known efforts to determine and quantify the fine-grained structures and trends in user association patterns to APs in the long run, and classify users based on such patterns. In this paper, we propose novel directions to understand such trends of user associations in a campus WLAN, and ways of quantifying those trends. Our goal is to quantify repetitive and consistent structure of user association patterns.
In wireless LANs, user association to APs is a rough indicator of the user's location, and this information reveals the set of locations the user visits. The structure of user behavior could be defined and studied at various time-scales. In this paper, we choose to study the composition of the user's daily association patterns within the USC campus -for example, whether they are similar or different from day to day, and how do we represent the major trends in these association patterns. Structural study of user association behavior can be useful for the aforementioned networks in several ways. First, by understanding the typical structure in user behavior, we could establish metrics for association patterns for the users and classify users into groups based on the metrics. Also, such metrics could help us detect abnormal user behavior (e.g., significant short-term change in association pattern), and eventually help us to plan for future network deployments based on long-term user behavior trends. Second, profiling the structures in user association patterns help the network administrator to understand and serve its users better. The administrator may group users based on structural characteristics of the user association patterns and provide locationaware services to user groups. Third, profiling the structures in user association patterns can also help users to find others with similar association patterns and provide useful information to context-aware protocols.
Specifically, we focus on the following questions in this paper:
1. Do users show single-modal or multi-modal association patterns across days? More precisely, does a user show similar association pattern each day, or does it choose the daily association pattern from one of several different association modes or classes?
2. Is it possible to summarize the user association patterns for multiple days in a concise fashion for current WLAN users, regardless of whether the users display single or multi-modal behavior?
3. How do we quantify users as having similar or dissimilar association patterns? Can we utilize such metrics to partition the whole user population into clusters with similar users?
Our contributions
In this paper we provide new methodologies to analyze WLAN traces. To illustrate the usage of our tools, we analyze the association patterns of 5, 000 users in the campus WLAN traces at University of Southern California. The trace was collected during the spring semester of 2006 for 94 days. However, our methodologies are not limited by the choice of data set, and can be applied to study to other WLAN traces (e.g., [7] , [8] ). Our primary contribution is the methodologies we use to systematically analyze the association patterns. To this effect, we define novel features that can be extracted from traces, similarity metrics using eigen decomposition and we robustly answer the questions we ask using unsupervised learning methods such as clustering, which are subsequently rigorously validated. Our specific contributions are as follows:
1. Multi-modal user behavior: We find that in our university campus WLAN, most users display multimodal association behavior. There are only few users that remain consistent in his association pattern (i.e., single-modal user) for all the days we studied. Specifically, more than 50% of users are classified as multi-modal under intermediate interpattern distance and very few users are uni-modal in nature.
2. Summarize user-association patterns: We define a new association matrix by concatenating the association patterns each day into different columns.
Using an eigen decomposition technique to summarize the data set, we observe that for most users, the intrinsic dimensionality of its association matrix is quite low, i.e. it has very little modes of variation. For more than 99% of users, we can use at most 7 eigenvectors and eigenvalues to capture more than 90% of power in its association matrix.
3. Metrics to compare different user-association patterns: We propose two novel metrics to quantify the similarity between the association pattern structures of different users. In the straight-forward approach, we derive the metric based on detailed, comprehensive comparison of the association patterns of the users. In the feature-based approach, we use the eigenvectors and eigenvalues obtained from the association matrix as a feature set to determine the similarity between association patterns. We show that these two metrics are closely related, with a correlation coefficient of 0.9119, but the feature-based approach is computationally much simpler than that of the straight-forward approach. Finally, we utilize these metrics to obtain a partition of the user population by clustering. We validate our metrics by demonstrating that the mean of inter-cluster distance of the resulting partition is much larger than that of the intra-cluster distance in such partition. More than 90% of intracluster user pairs have distance smaller than 0.5, and more than 90% of inter-cluster user pairs have distance larger than 0.9. There is a clear separation of the distributions of the inter and intra cluster distances. Thus, with the proposed metric, we are able to identify users with similar association patterns.
The rest of the paper is organized as follows. Related work is briefly outlined in section 2. In section 3, we describe our trace collection infrastructure that we use and introduce the mathematical representations of user association pattern. In section 4, we identify multi-modal user behavior using clustering techniques. In section 5 we present the matrix representation of user association patterns. The metrics for user similarity and user population partition are presented in section 6. Finally we discuss the potential of our findings in section 7, and conclude with future work direction in section 8.
Related Work
Recently, there has been numerous papers on the empirical study of wireless LANs to understand its users. Earlier papers focused on the trace collection infrastructure [13, 11, 12, 5] , presenting the user statistics and basic understanding of user behavior, and contributing those traces to the research community.
One of the recent directions has been to understand user behavior deeply, which is also the goal of our paper. Most of them suggest models to describe aspects of user association behavior. In [9, 18, 19] the focus is to model user preferences, association durations at the access points. In [14] the authors propose a model for user arrival patterns. In this paper, we take an alternate approach and instead of modeling each user, we seek to understand user association by observing the long-term daily patterns empirically from traces and quantitatively describe the structure in user association patterns. We target at establishing a methodology to understand and explain the characteristics of user association in WLAN as a multi-variate analysis problem.
To the best of our knowledge, the questions we seek to answer in the paper are not fully addressed in the current literature. The multi-modal association behavior of WLAN users has not been investigated before, and there is no previous work on quantifying similarity metrics between user association patterns. Identifying major trends of association patterns using singular value decomposition, however, is also discussed in [22] for cell-phone users. But unlike our study, similarity metrics are not defined. More specifically, we leverage the techniques from machine learning and data mining to analyze the WLAN trace, which is a new approach that augments the existing work on the traces. We utilize mainly hierarchical clustering [1] techniques to classify users in the study.
We also utilize the eigen decomposition [4] to decompose the association matrix of users into its eigenvectors and eigenvalues, which is related to the principal component analysis (PCA) [2] , which is used in [10] to find common trends in flows on network links, and in [22] to find trends of cell-phone users associations. We adopt a variant of traditional PCA, called uncentered PCA, which has been used in ecology to study the diversity of species at various sites [15] . Uncentered PCA is suitable if the mean is also a useful feature for comparison, which is certainly true in our study. Comparing similarity of data sets using the corresponding PCs of each set is also used in [16, 17] . However, unlike previous work, we define novel similarity metrics and use those metrics for clustering wireless users' association patterns into groups and robustly validate our metrics.
Preliminaries
In this section we first discuss about the wireless LAN trace collection process at University of Southern California (USC) and the basic facts about the trace. Then we discuss how we choose to define and represent user association pattern in the paper.
Trace collection
USC has a wide scale wireless LAN deployed on campus. We have been collecting traces from the USC WLAN from early 2004 [5, 6] and it is available for the community on our webpage [7] . Since the winter of year 2005, the user verification process for our campus network has changed significantly 1 , and the trace collection process is also modified. Interested readers can check out the release notes at MobiLib webpage [7] . From the traces, we derive user association history (i.e. 5 , 000 users among the 25, 481 by ranking them in terms of total online time during the trace period. We consider a user being online whenever it is associated with one of the switch ports. Since we are interested in finding suitable methods to represent the structure in association pattern, we choose to focus on the more active users, and disregard the majority of less active users. For the 5, 000 chosen users, the most active user is online for 99.9% of time during this period (almost always on), and the least active user is online for 4.2% of time. Note that even though we have disregarded about 80% of the users, the 5, 000 chosen users still span across a wide range of user activeness.
Representation of User Association Pattern
In this section we introduce our representation of the user association patterns using the information obtained from the traces. The first question we address in this paper is: how to represent user association pattern. Representation of user association patterns can be described at various time intervals: hours, days, or even weeks. All these representations are valid, but in this paper, we choose the daily association pattern. Hence, later in the paper, by association pattern, we implicitly mean the daily association pattern (to be defined later) of a user. We pick one day as the time interval because USC is a commuter campus and daily patterns capture sufficient uniqueness without representing highly averaged behavior and user group specificity. For example, students on university campuses move from class to class in 90 to 120 minutes period, but such structure is absent for staff on campus. Hence if we have chosen 90 minutes as a period for identifying consistency in association behavior, the results of study would heavily depend on to which population we perform the study, and how we apply the 90 minutes intervals (e.g. Whether it happens to align with the class schedule). Now we can formally define the daily association pattern for a user: We represent the user association pattern for a day as an n-entry vector, (a 1 , a 2 , ..., a n ), where n is the number of switch ports in our trace. Each entry in the vector, a i , represents the fraction of online time during the day the user spends at the switch port (i.e. the time user spends at the particular switch port divided by the user's online time of the day). We normalize the user association time with respect to his online time because we want to assess the relative importance of the locations to the user. The importance of a location for a user is better reflected by the ratio of online time the user spends at the location. In this case, the conclusions we draw is not influenced by the absolute value of online time, as this factor varies over a wide range among users. Note that the sum of the entries in the daily association pattern, n i=1 a i , is always 1 if the user has been online during the day. We use a zero vector to represent the association pattern when the user is completely offline for the day.
In this paper, when we assess the similarity between two association pattern vectors, we use Manhattan distance, or the L1 norm, as the distance measure since it is more robust to statistical noise. The distance between two vectors a and b, denoted as d(a, b), is defined as:
where a i and b i are the i-th entry in vector a and b, respectively.
Clustering of User Association Patterns
Given the daily association patterns of a user for the duration of a semester, the first question we ask is whether the user shows a single mode in its daily association patterns, or it switches between several modes of association patterns through the course of semester. By single-modal users, we refer to those who display similar association patterns (i.e., the distance between association patterns for different days are small.). By multimodal users, we refer to those who display several distinct groups of association patterns across different days (e.g., If a student goes to classroom buildings A and B for 2 hours each on the days he attends the classes, and stays in library for whole day if there is no class on the day, there will be two unique and well-separated association patterns -"class" mode and "library" mode -for the student). One natural way to answer the question is by applying clustering techniques [1] to the association patterns of the user. If multiple clusters can be identified from the association patterns, then the user under consideration is a multi-modal one. In this section we briefly describe the clustering technique, and apply it to the association patterns of each user.
Clustering Technique
The user association pattern for each day is a vector in a n-dimension space. If the user shows similar association pattern each day, the vectors should be close to each other in this space. On the other hand, if the user shows drastically different behavior each day, the vectors will be scattered in the space. Clustering is a huge area in itself, but it can be roughly classified into hierarchical or partitional schemes. In this paper we use the hierarchical clustering, in which each vector is initially considered as a cluster containing one member. Then, at each step, based on the specific distance measure between the clusters, two clusters that are closest to each other among all cluster pairs are merged into one cluster with larger membership. Therefore for each step the total number of cluster decreases exactly by one. This process continues until all vectors are merged into one cluster containing every vector. A dendrogram can be created through the process of hierarchical clustering. It contains a tree structure showing the order of clusters merging with each other and the distance between the clusters that are chosen to merge at each step. Therefore, with the complete dendrogram, one could choose a proper distance threshold to stop the merging process if all the inter-cluster distances are larger than the threshold (i.e., all the remaining clusters are separated by distances larger than the threshold), or a cluster number threshold to stop the process when the vectors are merged into a pre-defined target number of clusters.
However, one issue regarding the above technique applied to a data set with unknown characteristics is that it is hard to pre-select adequate parameters in advance for clustering threshold or target number of clusters. An indication of a good clustering result is that the dis-tances between vectors in the same cluster are low, the distances between vectors in different clusters are high, and there is a clear separation between inter-cluster and intra-cluster distance distributions.
The important parameters for clustering are: (1) The distance measure between the vectors, (2) the metric to calculate the distance between clusters, and (3) the clustering threshold (distance or cluster number). As discussed in last section, we use the Manhattan distance between association patterns. Regarding to calculating distance between clusters, there are also various candidate methods. In this section we adopt two different widely-used methods for cluster distance calculation: Distance between the furthest vectors in the two clusters (known as complete-link algorithm) and average distances between all vector pairs between the two clusters.
Multi-modal Behavior of WLAN Users
We apply clustering techniques to individual user association patterns. If the association patterns of a user can be arranged into several clusters, we say that this user displays multi-modal behavior. In other words, the user's association patterns have several distinct modes, and he chooses from one of the modes to follow on a given day. Contrarily, if there is only one cluster in the association patterns for a user, this user is referred to as a single modal user. We apply two different ways to calculate inter-cluster distance (complete-link and average distance) and use various clustering threshold distances. We show that regardless of the clustering threshold chosen, the association patterns for most users fall into multiple clusters.
We first apply the hierarchical clustering scheme to a sample user. The result is shown in Fig. 1 , in which we draw the number of clusters obtained from his association patterns with respect to the clustering threshold, under both methods of cluster distance calculation. Certainly, as the clustering threshold increases, the resulting number of clusters decreases. However, notice that the association patterns for this particular user falls into at least 2 clusters until the clustering threshold is 1.4, which is quite high given that the distance between any possible association patterns is at most 2.0 since we choose Manhattan distance and the entries in each pattern must sum up to 1.0. This leads to a strong argument that this particular user shows at least two drastically different association mode: The average distance between the patterns in the last two clusters is at least 1.4. Now we show the distribution of number of clusters obtained from the clustering analysis for all 5, 000 users with clustering threshold 0.9 in Fig. 2 . The exact num- ber of clusters obtained depends on the distance calculation methods. The average distance method leads to more aggregation of clusters as compared to completelink method. With 0.9 as the distance threshold, the patterns when the user is offline (i.e., the zero vectors) are separated from the patterns when the user is online (i.e., the vectors with entries sum up to 1), so there should be at least two clusters in the association patterns. Users with two clusters can be referred to as "onoff" users with consistent association pattern: One cluster corresponds to the patterns when the user is offline (the zero vectors), and the other one corresponds to the patterns when the user is online. These users switch between online and offline behaviors from day to day, and when it is online, the association patterns are consistent and fall in a single cluster. However, for both distance calculation methods, we also observe many multi-modal users. These users show more than two clusters, which indicates that their association patterns fall into different clusters, or association modes, when they are online.
If we consider users with more than two clusters (i.e., users with more then one association mode when it is online) as multi-modal users, the ratio of multi-modal users (out of total of 5, 000) can be considered as a function of clustering threshold, and we obtain it for both distance calculation methods in Fig 3. Here we see that independent of the distance calculation method, a nonnegligible portion of users are classified as multi-modal even if high clustering threshold (those above 1.0) is used. It implies that many users have at least two clusters in their association patterns when they are online. In other words, they have more than one modes of association to different set of locations when they come online. 
Summarizing Trends in User Association Matrix
After validating that most users display multi-modal association pattern in previous section, we move on to the second question we raised for the paper, which is designing a succinct way to express the major trend of user association patterns that dominates during the trace period. As an analogy, if one is asked to give a summary of the locations he usually stays at on campus, a sample response might be: "I usually spend eight hours in my office each day. Once a week, we have a long group meeting so I am in the meeting room for that afternoon. I go to the gym two to three times per week for an hour. I also visit the engineering library from time to time for short periods. I rarely visit other places besides the above." Note that in such summary, the desirable order of presentation is to tell the components that describe most of the visit pattern (i.e., the long duration spent in the office) first, and then explain different deviation from that in decreasing degree of importance. We wish to have a mechanism that provides an insightful but concise summary of user association patterns similar to the example, such that it captures the major trends together with how much weight the major trends carry as compared to the variations in the association patterns. In this section, we seek a procedure to generate a summary for the association pattern set for the user using a small number of descriptive vectors, with a quantitative measure of the importance for each vector, without the need of fine-tuning parameters for each user.
To represent the major trend of user association concisely, one intuitive candidate would be the average of the user's daily association patterns. Indeed, taking average would be suitable if a user shows only single mode in his daily association patterns (i.e. Having only one cluster in the analysis in the last section). However, as this is not the case for most of the users, using only the average could be sometimes misleading, as it shows an average association pattern that falls in between the common patterns for the user, and it is not at all a representative vector for the user.
In this section we present a novel way to summarize the user association patterns. Instead of taking the average, we arrange user association patterns in an association matrix, and we perform singular value decomposition to the matrix. Interestingly, although there exists multi-modal behavior for most of the users, the intrinsic dimensionality for these association matrices is actually low. That implies, with only a few eigenvectors and its corresponding eigenvalues, we can fully summarize the association matrices with low reconstruction errors. We will introduce our definition of association matrix for the users and the necessary background of singular value decomposition in subsection 5.1 and our finding by applying this technique to users in the traces in subsection 5.2.
Association Matrix and Singular Value Decomposition
For a detailed description of users for the studied period, all of his daily association patterns for each day during this period are necessary. In this paper, we construct the association matrix for a user by concatenating his daily association patterns in a single matrix. In the association matrix, each column corresponds to a daily association pattern within the studied period, and each row corresponds to the ratios of online time the user associates with a given location for all the days. If there are n distinct locations and the trace period is d days, the association matrix for a single user is an n-byd matrix. A zero column vector corresponds to a day in which the user is never online. From linear algebra [4] , we know that for any n-by-d matrix X, it is possible to perform singular value decomposition, such that:
where U is an n by n matrix, Σ is an n by d matrix with r non-zero entries on its main diagonal, and V T is an d by d matrix where the superscript T in V T indicates the transpose operation to matrix V . r is the rank of the original association matrix X.
From the properties of singular value decomposition (SVD) [4] , we know that the columns of matrix V are the eigenvectors of the covariance matrix X T X, and Σ is a diagonal matrix with the corresponding singular values to the eigenvectors on its diagonal, denoted as σ 1 , σ 2 , ..., σ r . These singular values on the main diagonal of Σ are ordered by their values (i.e. σ 1 ≥ σ 2 ≥ ... ≥ σ r ), and they are also the square-roots of the eigenvalues of matrix X T X. We denote the eigenvalues as λ 1 , λ 2 , ..., λ r . The eigenvalues are the measure of power captured by its corresponding eigenvectors, in columns of matrix V .
We can re-write Eq. (2) by taking column vectors, u i and v i , from matrices U and V , and use them as building blocks to reconstruct the original matrix, X, with the following relationship (since Σ is a diagonal matrix):
This yields a rank-k approximation to the original matrix X. If the intrinsic dimensionality of the original matrix X is low, then by applying SVD to the matrix and storing the most important eigenvectors and singular values (e.g. u i 's and v i 's correspond to large σ i 's), a significant less amount of storage is required as compared to storing the original matrix X. The percentage of power in the original matrix X captured in the rank-k reconstruction in Eq. (3) can be calculated by
where r is the rank of the original matrix X. If the percentage of power captured in the rank-k reconstruction is large (i.e., close to 1) with small value of k, we say that the original matrix X has a small intrinsic dimensionality. In some cases, many non-zero singular values and the corresponding eigenvectors are not important for reconstruction of the original matrix because the relative weight for the component is low. Following Eq. (4), the relative weight (or the importance) of an eigenvector v j is represented by σ
SVD can be viewed as calculating the eigenvalues and eigenvectors of the covariance matrix, X T X. This is the procedure typically used to perform Principal Component Analysis (PCA) for matrix X. In our case, we do not remove the mean of each dimension (i.e. each row) before performing the SVD. Such a technique is known as uncentered PCA, which is applicable if the origin of the data set is an important point of reference [2] . In our case, we want to capture how the average trend in the association patterns (captured in the first principal components (PC) if uncentered PCA is applied) relates to the variations (captured in PCs other than the first component), so we choose not to perform SVD on a zero mean centered matrix. Furthermore, by adopting uncentered PCA, the reference point (origin) remains the same for all the association matrices, and it enables us to compare PCs obtained from different association matrices. This point will be utilized further in the next section. Using our notation, the principal components (PCs) are the column vectors, v 1 , v 2 , ..., v r , in the matrix V , and the corresponding eigenvalues are the squares of singular values, i.e. λ i = σ 2 i . The PCs show the trends in the user's association patterns in decreasing importance, with the first PC corresponding to the average association pattern and the other PCs corresponding to variation around the average.
Low Dimensionality of Association Matrices
Following the procedure outlined in the previous subsection, we create the association matrices for the 5, 000 chosen users and apply singular value decomposition to them. In this section we explain the observations we make from the results of SVD. From the SVD results, the first property we look into is whether the association matrices can be decomposed into a small number of representative eigenvectors. In other words, do these association matrices have low intrinsic dimensionality? Low dimensionality will correspond to few intrinsic modes of association and will also help us store the association pattern in a compact space. From Eq. (3), we see that if the matrices have low dimensionality, the original matrices can be summarized with only the vectors corresponding to high singular values. Discarding the vectors corresponding to low singular values would lead to only marginal reconstruction error for the original matrices.
Interestingly, although in the last section we show that most users display multi-modal behavior, from the results of SVD we find the major trend in association patterns can be captured in a few eigenvectors for most users, and the dimensionality for the association matrices are actually low. To visualize this, we calculate the percentage of power in the association matrices captured by the rank-k reconstruction using Eq. (4). In Fig. 4 , we show the ratio of users that a certain percentage of power in its association matrix can be captured in the rank-k reconstruction. From the graph we observe most users have high percentage of power in its association matrices captured by low-rank reconstructions. For example, if we use rank-1 reconstruction, it captures 50% or more of power in the association matri- ces for more than 98% of users, and rank-3 reconstruction is sufficient to capture more than 50% of power in association matrices for all users. Even if we consider an extreme requirement, capturing 90% of power, it is achievable for 68% of users using the rank-1 reconstruction, and for more than 99% of users using at most rank-7 reconstruction. Comparing the findings we have by the matrix decomposition approach to the clustering approach in the last section, we could conclude that although some of the users show multi-modal association patterns, for most users the top eigenvectors are relatively much more important then the remaining ones. That implies, the eigenvectors with high corresponding eigenvalues obtained from SVD capture the important trend in the association matrices. In other words, although there are several clusters in user association patterns, only a few are important. Since a few important eigenvectors capture most of the power in the association matrices, a good reconstructed version of the original association matrices should be built with a few eigenvectors and eigenvalues. We verify the goodness of low-rank reconstruction by calculating the matrix reconstruction error using best rank-k reconstruction,X k , for association matrix X. We define the L-p norm of the relative error as:
where X p is the L-p norm for matrix X, defined as
where X (i,j) is the entry at i-th row and j-th column of matrix X. L-p norm of relative error is a standard way to quantify relative errors in matrices [3] . In this paper, we calculate the cases for p = 1, 2 with Eq. (5) (i.e., The L1 and L2 norm of relative error) to capture the reconstruction error with low-rank matrices. We show the average L1 and L2 norm of relative error for all the users in Fig. 5 . We can see from the figure that the reconstruction error is also small under these standard metrics. Using 5 eigenvectors, it is possible to achieve relative error around 0.05. The relationship between multi-modal association pattern sets and low dimensionality of association matrices can be investigated further. We show the percentage of power captured by the first eigenvector of association matrix with respect to the user's ranking by its activeness (i.e., the total online time for the trace period). In Fig. 6 (a) , we observe that there is an interesting relationship between the user activeness ranking and the percentage of power in its association matrix captured by the first eigenvector. Comparing with the online time fraction for users (the total online time divided by the trace period) shown in Fig. 6 (b) , we see that for the most active users who are almost online all the time, the power captured by the first eigenvector alone is relatively high. This is due to the fact that most of them are stationary users using WLAN as a substitute for the wired network. Hence, these users do not have much variation in it association pattern, and the first eigenvector is a good descriptor for their association matrices. As the activity of user decreases, those users who use the WLAN sporadically are more dynamic in their association pattern, and hence the power captured in the first eigenvector is lower.
In Fig. 6 (c) we show the number of clusters found from the association patterns of users using average distances between cluster with clustering threshold 0.9. We observe that the less active users also tend to have more clusters in their association patterns than the highly active users. These conclusions can be linked together: For the current WLAN users on USC campus, the highly active users mostly remain stationary at a single location so the dimensionality for their association matrices are very low, and the association patterns tend to form fewer clusters. Meanwhile, the users with higher variation in the association patterns are those who are less active, and their association patterns form more clusters. However, the bottom line is, for almost all users, the intrinsic dimensionality of their association matrices is much lower than the columns and rows of the matrices.
User Clustering with Similar Association Pattern
After understanding the composition of individual user association patterns and its characteristics, we further ask the following question: How do we quantify users as having similar or dissimilar association patterns? Can we define a good metric to describe the similarity between user association patterns, and utilize such a metric to partition the whole user population into clusters with similar users per cluster?
In this section we first propose two different approaches to quantify similarity between users: In the first, straight-forward approach, we directly perform complete pair-wise comparison of association patterns between two users to evaluate their similarity. This approach, albeit intuitive, requires significant computation to evaluate similarity between users. Targeting to reduce the computation requirement, we come up with the second, feature-based approach, in which we only compare some carefully selected features that capture the essence of user association patterns, and hopefully the computation will be reduced if the selected feature has a smaller cardinality than the original association pattern set. From the results in previous section, using the eigenvectors and the eigenvalues would be a good candidate.
Based on the two different approaches above, we could define distances between users based on their similarity. Using these distances, we can group similar users into clusters. We further verify that the proposed distances and clustering techniques are appropriate, as the intercluster and intra-cluster distance distributions show a clear separation. We also show that the users in the same cluster indeed have similar association patterns by verifying the dimensionality of the joint association matrices of these clusters.
Similarity Measure of Association
Pattern Sets
The Straight-forward Approach
We first introduce the straight-forward approach to compare similarity between two sets of association patterns (each set of association patterns belongs to a single user). Intuitively, the sets are similar if they satisfy the following property: For each pattern from a set, we can find a pattern in the other set while the distance between these two patterns from different sets is small. To quantify this intuitive definition, we propose the average where a and b denote a single association pattern in set A and B, respectively. d(a, b) denotes the Manhattan distance between the patterns as defined in Eq. (1). |A| denotes the cardinality of set A. The average minimum pattern distance between sets A and B is the average of distances from each of the patterns in set A to the closest pattern in set B. If this distance is small, then these two association pattern sets are similar to each other. Note that, with this definition, AM P D (A, B) is not necessarily equal to AM P D(B, A). To obtain a symmetric distance measure between association pattern sets A and B, we further normalize the average minimum pattern distances from set A to all other sets between (0, 1) 3 , and define the straight-forward distance between set A and B as D(A, B) = (AM P D(A, B) + AM P D(B, A))/2. Now we have D(A, B) = D(B, A) for any given sets A and B. We will utilize this distance measure to perform cluster analysis of users in section 6.2.
The Feature-based Approach
Identifying similar users by comparing the complete set of association patterns is computationally very expensive. Hence, it is desirable to have a computationally simpler measure for association pattern set similarity. From last section we know that using the eigenvectors and eigenvalues is a good way to summarize the association matrices, so we propose to leverage them as the features based on which we compare the similarity between two association pattern sets. Since the eigenvectors are unit length vectors and orthogonal to each other, the problem of comparing the eigenvectors between users is equivalent to comparing the similarity between two sets of orthonormal vectors, and each of these vectors is associated with some weight to indicate its relative importance in its set. To carry out such comparison, we propose the following procedure.
Suppose u i 's and v j 's are eigenvectors of two users, i = 1, ..., r u and j = 1, ..., r v where r u and r v are the ranks of the corresponding association matrices. The similarity of any pair of unit length vectors among these two sets can be obtained by the absolute value of their inner product, |u i · v j |. This is equivalent to calculating |cosθ|, where θ is the angle between vectors u i and v j . The similarity of the two sets can be calculated by the sum of pair-wise inner products of individual vectors 3 Among all sets, we find the set X such that AM P D(A, X) = max ∀N AM P D(A, N ). We than normalize AM P D(A, B) = AM P D(A, B)/AM P D(A, X) for all sets B. u i 's and v j 's, adjusted by the weights of u i and v j . We use w ui to represent the weight of eigenvector u i in its set, calculated by w ui = σ 2 i / ru k=1 σ 2 k . The weights w ui 's sum up to 1, and w vj 's are defined similarly. After considering the weights, we propose the similarity index between two sets of eigenvectors, U = {u 1 , ..., u ru } and V = {v 1 , ..., v rv }, as:
Higher similarity index Sim(U, V ) indicates that the eigenvector sets U and V are more similar, and hence the corresponding users have similar association patterns. Since in most cases, only a few eigenvectors capture most of the power in the association matrices, the above equation can be reduced to comparing only these important eigenvectors, in order to simplify the calculation. In the following computations, we consider only the eigenvectors that capture at least 0.1% of total power. Now we define the distance between association pattern sets of users U and V based on the similarity index between their eigenvector sets. We normalize the similarity indexes from set U to all other sets between (0, 1) 4 , and define the feature-based distance between set U and V as D ′ (U, V ) = 1 − (Sim(U, V ) + Sim(V, U ))/2. Note that the similarity indexes are higher for similar users, so we need to subtract the similarity indexes from 1 to get a distance measure, in which larger value implies the two users are further separated.
We need to verify that the two distance measures, straight-forward distance and feature-based distance, are correlated to each other. For this purpose we calculate the correlation coefficient between the two distance measures for all the possible user pairs among the 5, 000 chosen users. The correlation coefficient is very high with the value 0.9119. The strong correlation indicates that the distance measures generated by the two methods are consistent with each other. In other words, the feature-based distance is a valid substitute for straight-forward distance between user association patterns, with much less computation required.
Clustering Users based on the Similarity Measures
Now we apply the clustering techniques introduced in section 4 to the users using the distance metric developed in the previous subsection. In this subsection we discuss the results of clustering and show that we can obtain meaningful clusters using both straight-forward distance and feature-based distance.
4 Among all sets, we find the set X such that Sim(U, X) = max ∀N Sim(U, N ). We than normalize Sim(U, V ) = Sim(U, V )/Sim(U, X) for all sets V .
A good clustering solution must be robust to the choice of clustering parameters. One way to justify the choices of clustering threshold is to compare the distributions of inter-cluster distance and intra-cluster distance. If the clustering of users is a meaningful one, then the users fall into the same cluster should have much smaller distances between each other, as compared to users in different clusters. We generate the distance distributions for both categories. If there is clear separation between the two distributions, then the clustering is meaningful.
As a case study, we present the clustering of users using the feature-based distance, D ′ (U, V ). We consider average distance between clusters when we merge clusters in hierarchical clustering, and we proceed until 5, 000 users are merged into 200 clusters. In Fig. 7 (a), we show the pdf's for inter-cluster and intra-cluster distances. We see from the figure that the peaks of these two pdf's are well separated (i.e., The pdf of intracluster distance is almost zero for distance larger than 0.5, and the pdf of inter-cluster distance is almost zero for distance before 0.9.). We show the cdf's for the same distributions in Fig. 7 (b) . From the figure we observe that more than 90% of intra-cluster user pairs have distance smaller than 0.5, and more than 90% of inter-cluster user pairs have distance larger than 0.9. We could use a cut-off threshold around 0.6 to 0.8 to separate most intra-cluster user pairs from inter-cluster user pairs. The separation between the two distributions is clear, hence we have a meaningful result of clustering. Once we find out the cut-off threshold, it can also be applied to evaluate the similarity between two users -If their distance is lower than the threshold, they should be considered similar and belong to the same cluster. The users hence are able to directly judge if they belong to the same cluster without the global knowledge of all user distances. We have to emphasize once again the actual number of clusters obtained from the data set is data-dependent, and currently there is no standard method to tell how many clusters exist in the data set beforehand. However, with our proposed distance measure, well-separated clusters can be obtained from the data set. We also try using the other straightforward distance, D(A, B), and get similar results as those shown in Fig. 7 .
We need to further verify that indeed we have grouped similar users together in those clusters. The verification process we propose is the following: We compose the joint association matrix by concatenating the daily association patterns of a cluster of m similar users in a larger n-by-md matrix, where n is the number of locations and d is the number of days. The percentage of power captured by the top eigenvectors of this joint association matrix should be high, as the association patterns in the matrix follow similar trends. On the other hand, if association patterns of users with different trends are put in one joint association matrix, the percentage power captured by its top eigenvectors should be much lower. We carry out this verification process first for some sample clusters. We form three different joint association matrices: The first joint association matrix contains the users in one of the clusters formed with the feature-based distance. There are totally 20 users in this cluster. The second matrix contains the users in one of the clusters formed with the straight-forward distance. There are totally 37 users in this group. For the third matrix we randomly pick 20 users from the whole population and put their association patterns in the matrix. The ratio of cumulative power captured by the top eigenvectors for these three matrices is shown in Fig. 8 . From the figure we see clearly that both clusters formed with the proposed distance measures in last subsection lead to joint association matrices with low dimensionality. The power captured by the first eigenvector is above 75% for both matrices. On the other hand, although the matrix with random users has the same size as the first matrix, its dimensionality is much higher, as more than 9 eigenvectors are required to capture more than 75% of its power. Clearly, the users in clusters identified by the proposed distance measures are indeed similar in their association trends.
We further carry out a large-scale verification of the dimensionality of all clusters. Among the 200 clusters formed, we pick those with more than five users in the cluster, and check whether these clusters indeed contain users with similar association patterns. There are totally 130 such clusters when the feature-based distance is used, and 117 such clusters when straight-forward distance is used. We form the joint association matrices for users in these clusters. At the same time, we also form random matrices consist of the same number of randomly picked users. We compare dimensionality of matrices formed with users in the clusters to the matrices formed with random users by plotting the cumulative power captured in the top four eigenvectors of the matrices in scatter graphs, Fig. 9 . In these graphs, each dot represent the cumulative ratio of power captured by the top four eigenvectors of the joint association matrix for users in a cluster as its Y-coordinate, and the ratio of cumulative power captured by the top four eigenvectors of the corresponding random matrix is its X-coordinate. Clearly, most the dots are above the 45-degree line regardless of either feature-based distance ( Fig. 9 (a) ) or straight-forward distance (Fig. 9 (b) ) is used, indicating that similar users can be found with our definition of distances between users.
To sum up, in this section we propose two metrics for distance between users in terms of their similarity of association pattern. Such metrics can be utilized to form well-separated clusters in the user population. This further implies characteristic of association pattern is a distinguishing feature of users -they can be classified into groups with different association pattern feature. Such information can be useful for the network operator in several ways, as we discuss more in the following section.
Discussion
The eigen-decomposition based representation of user association patterns can help the network administrator in several ways. First, due to the low dimensionality of user association matrices, the network operator can efficiently store the major trends in user association patterns. By checking whether the new association patterns generated by the same user can be represented as a linear combination of the eigenvectors obtained from its previous association matrix, the network administrator could determine whether the user has changed its association behavior. If a user with consistent previous association behavior suddenly changes its association behavior, it could be viewed as an abnormal activity: either it is a significant change in its usage pattern, or a potential ongoing impersonation attack. Depending on the policy, the administrator may want to look into the actual reason for the change. Second, if the administrator wants to deploy some personalized services in the network (e.g., storing user's email and files on separate machines close to the user's frequently visited locations), the eigenvectors can be utilized to determine where to store the user's data. The clustering of users based on similarity of association patterns can further help the network operator to enumerate users with different association patterns, and find out which type of association trend dominates its network, and plan accordingly. Thirdly, although not discussed in detail in this paper, it is also possible for the network administrator to incorporate the single-day association patterns from all its users into a matrix, and apply the same singular value decomposition based grouping technique to observe the trends of all users on campus for the given day, and perhaps create some daily norm (i.e., typical behavior on Monday, Tuesday, etc.) for the network. Creating such reference data would help the administrator to understand its user and network better.
The summary of association patterns may also benefit the users. For example, the user can profile herself based on its association pattern, and determine whether other users are similar to her in this aspect. As shown in section 6, the users have a simpler way to express, exchange, and compare their association patterns using the eigenvectors. In particular, the insights developed in our study are essential in efficient protocol design. Identifying users with similar association or movement patterns is useful, for example, in making better forwarding decisions to deliver packets in an infrastructure-less network. In [21] , the authors proposed a mechanism in which packets are delivered towards the destination node by forwarding to nodes with increasing similarity in movement patterns to the final destination. Our proposal of summarizing user association pattern with the eigenvectors and the similarity index proposed in Eq. (8) provides a good way to serve this purpose. In [20] , the authors proposed to spread multiple copies of a packet to several intermediate nodes to expedite the delivery. This multi-copy strategy is better suitable when the sender does not know the exact association pattern of the destination. In this scheme, it should be better to spread the copies to nodes with different association pattern trends to improve the probability that one of these copy-carriers meets with the destination node. Again, our proposal is a good candidate method to determine similarity between nodes in this case.
Conclusion and Future Work
In this paper, we systematically unearth the underlying structure in user's daily association patterns. Through analysis of WLAN traces of 5, 000 users collected at USC campus, we are able to identify the overall association trends in WLAN users in a university campus network, and answer the three questions proposed in the introduction with the following:
1. Most WLAN users show multi-modal association behaviors. The vectors representing their daily association behavior fall into separate clusters. For each user there are at least two clusters, one corresponds to the days it is offline, and the other corresponds to the days it is online. Furthermore, for many users the association patterns for online days fall into multiple clusters, suggesting multi-modal association patterns exist.
2. Regardless of the multi-modal association patterns, the association matrix for the user usually has low dimensionality. This property suggests that usually one or only few association patterns dominate the behavior of the user. Due to the low dimensionality of association matrix, it is possible to summarize the matrix with its eigenvectors and eigenvalues. Such representation summarizes the association patterns of the user with eigenvectors in decreasing importance.
3. We propose the metrics for distances between the association pattern sets of the users and the similarity index between the eigenvector sets. These metrics are utilized to identify users with similar association trends. The feature-based distance calculated from eigenvectors leads to significant amount of saving in calculation due to the low dimensionality of most user's association matrices.
We believe that our methodical approach to mining the WLAN user-association patterns along with these findings pave a new way to understand the structure in user association patterns in WLANs. Although we have chosen the USC trace to illustrate the usefulness of the methodology and metrics, these methods are not limited by the choice of data set, and can be applied to study other traces available to the research community. We intend to apply the techniques to other traces in the research community (e.g., [7, 8] ) as the next step. We also plan to leverage the understanding of the WLAN user behavior in designing better mobility models and ad hoc routing protocols.
Finally, this paper is a small first step to the systematic mining of information from WLAN traces, especially user association patterns. We asked basic questions in mining and to answer those, we robustly motivated, defined and validated the choice of our similarity metrics, which is the key to most mining tasks. Investigating better metrics is an ongoing work. Also we are working on leveraging more sophisticated clustering algorithms and statistical tools for validating our metrics.
