Correlated electron materials display a rich variety of notable properties ranging from unconventional superconductivity to metal-insulator transitions. These properties are of interest from the point of view of applications but are hard to treat theoretically, as they result from multiple competing energy scales. Although possible in more weakly correlated materials, theoretical design and spectroscopy of strongly correlated electron materials have been a difficult challenge for many years. By treating all the relevant energy scales with sufficient accuracy, complementary advances in Green's functions and quantum Monte Carlo methods open a path to first-principles computational property predictions in this class of materials. P redicting materials properties, starting from first principles, involves solving the quantum many-body problem in real materials. This has been a long-standing goal in theoretical and computational physics, chemistry, and materials science. The challenge was laid out by Paul Dirac in his famous 1929 quotation, "The underlying physical laws necessary for the mathematical theory of … the whole of chemistry are thus completely known, and the difficulty is only that the exact application of these laws leads to equations much too complicated to be soluble," which was followed by a call for methodological developments: "Approximate practical methods of applying quantum mechanics should be developed, which can lead to an explanation of the main features of complex atomic systems without too much computation"
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(1), a task which has kept researchers occupied for almost a century.
Two great advances toward meeting this goal were recognized by the 1998 Nobel Prize in Chemistry, awarded to John Pople and Walter Kohn. The first centered on constructing accurate approximations to the electronic wave functions from which one can construct directly all the observables of interest. The second focused on building functionals of electron density, which when minimized yield the physical density and the total energy of the ground state (1) . Extensions of these methods have been successful in a large number of cases, but some long-standing difficulties remain. The wave function-based techniques, such as configuration interaction methods, have a computational cost that increases rapidly with system size. This makes it difficult to apply these methods to solids, which owe their emergent properties to their very large number of particles. Although density functional theory (DFT) is formally exact, improving the approximate functionals used in practice is difficult (2) . The long-established and standard implementations of the density functional methods, such as the local-density approximation (LDA) or generalized gradient approximation (GGA), can treat the energetics of systems in the thermodynamic limit, but they do not capture the atomic character of the excitations in the so-called strongly correlated electron systems. A hallmark of strongly correlated materials is the presence of partially filled d or f electronic shells that are energetically situated to participate strongly in determining the material's electronic, magnetic, or structural properties. The strong and sensitive relationship between these properties requires them to be self-consistently determined, potentially amplifying any small errors or approximations made. Today, the standard approximations to DFT are not sufficiently robust, necessitating complementary approaches in these materials.
Substantial progress in methods development for strongly correlated electron systems has taken place over the last three decades, owing to the introduction of new concepts such as quantum embedding, novel algorithms, and the exponential increase in computational power. The solution of the quantum many-body problem has progressed along two complementary paths: the quantum Monte Carlo (QMC)-and Green's function-based methods. In the former, one focuses on describing the full wave function or density matrix of a given material, with the use of statistical methods to treat the large number of variables. In the latter, one computes 1 of 7 Fig. 1 . Green's function diagrammatic schemes. (Left) Hedin's diagrammatic scheme for the free energy F, the self-energy S, and the polarization P. Calculating only the first diagram in the expansion yields the selfconsistent GW (scGW) approximation. Inclusion of the second diagram is denoted by GWG 1 . Other approximations, such as the quasiparticle selfconsistent GW (QSGW) approximation, which is not fully self-consistent, or scheme D, which resumes the second-order vertex via the Bethe-Salpeter equation, work very well because of the cancellation of errors. (Right)
Relative deviation of calculated semiconductor gaps from the experimental band gaps (excluding the electron-phonon renormalization). Different Green's function-based approximations were employed: QSGW, scGW, GW G 1 (scheme B), and scheme D. The experimental data (Exp) and the experimental data corrected by the effects of electron-phonon interactions (Exp -E-ph) are shown. These results are based on the approximations described in reference (12) . Adapted with permission from (12), copyright (2017) by the American Physical Society.
Green's function, a function of a smaller number of variables, from which one can extract observable information. Despite the different paths, these methods have now progressed sufficiently to inform each other. In this brief review article, we discuss these approaches critically, together with recent notable achievements.
Green's function approach
The quantum-mechanical Hamiltonian is an operator that represents the energy and governs the dynamics of the electrons in a solid. It can be written down explicitly; however, the evaluation of its groundstate wave function is impractical because it is a function of a very large number of coordinates (on the order of 10 23 in a typical-size crystal) that cannot be realistically stored or computed. The Green's function approach shares the spirit of the DFT, as it formulates the exact solution of the quantum many-body problem in terms of a function, G, of a small number of variables. Furthermore, the approach works in the thermodynamic limit of a very large number of electrons. An advantage of this group of methods is that the form of the functional expressing the free energy in terms of G and the Coulomb interaction V c is known explicitly as a sum of an infinite set of Feynman diagrams, which is a visual way to represent the physical processes of interacting electrons in a solid. The functional was first written down by Luttinger and Ward (3) and Baym and Kadanoff (4); its truncation gives rise to various approximate solutions to the quantum many-body problem (5).
Green's function G(w) is an operator whose matrix elements hr′jGðwÞjri ¼ Gðr → ; r′ → ; wÞ are defined as the Fourier transform with respect to time of the quantummechanical amplitude for an electron to propagate from point r → to point r′ → . It is expressed in terms of another operator, the self-energy S(w).
Here, V H and V cryst are operators representing the Hartree and crystalline potentials, respectively, and m represents the chemical potential. Important concepts in this approach are the screened interaction in the solid, denoted by W, which represents the Coulomb interaction corrected by the effect of the motion of the electrons in the solid through their density-density response, W −1 = V c −1 − P, where P is the polarization. A different concept in this field is the notion of a partially screened local Coulomb interaction, or Hubbard tensor U abcd , which is the matrix element of a partially screened Coulomb interaction in a set of atomic centered orbitals c bR′ → ðr′ → Þ. The diagonal part of this tensor is called the Hubbard parameter U and describes the energetic cost of two electrons residing in the same atomic orbital, due to their average Coulomb repulsion. It first appeared in the Hubbard model, a simplified model that captures the physics of the competition between the kinetic energy, which delocalizes the electrons, and the Coulomb repulsion, which favors their spatial localization. The remaining parts contain the physics of the Hund's rule coupling J, which originates from the intra-atomic exchange interaction between electrons in different orbitals; J reduces the Coulomb repulsion energy when one has a configuration of electrons with parallel spins. Various methods to estimate the Hubbard tensor have been proposed (6, 7) , but a precise definition that lends itself to an accurate evaluation for use with embedding methods is an open problem and an active area of research (8) (9) (10) .
The pioneering work of Hedin (11) outlined a systematic perturbation expansion in G and W, which is sketched in the left panel of Fig. 1 . The lowest-order term for the self-energy gives rise to the so-called GW approximation. The full self-consistent evaluation of the next term has been achieved only recently (12) . In principle, higher-order corrections are computable numerically. If for a given material the series is asymptotic, one can hope to obtain very accurate answers. In spite of the appeal of a systematic expansion, it turns out that for certain physical quantities it is better to avoid the self-consistency or achieve only partial self-consistency to obtain better agreement between theory and experiment (Fig. 1) . Better agreement between the calculated and experimental band gaps of semiconductors can be obtained by using the DFT Kohn-Sham Green functions G KS in the evaluation of the selfenergy and the polarization (the one-shot or G 0 W 0 method) (13) or a quasiparticle self-consistent Green function defined on the real (14) or imaginary (15) time axis. It is also sometimes necessary to carry out partial summations of diagrams to satisfy conservation laws. Therefore, implementing this formalism continues to be an art as well as a science; finding an appropriate path in the space described in Fig. 2 is important for materials at the edge of the research frontier, as it is not possible to check convergence simultaneously along the three axes of Fig. 2 . With an increase in computational power and improved algorithms, we can envision a future where this convergence can be routinely checked systematically.
To understand the success of this perturbative approach, it is useful to return to the Fermi liquid theory, which justifies our thinking of the excitations of a solid in terms of quasiparticles. In many cases, the Kohn-Sham DFT is a good starting point for computing the quasiparticle properties in perturbation theory (PT) in the screened Coulomb interactions, and the lowest order in perturbation around the KohnSham DFT is close to the experimental answers. On the other hand, there are materials where the effective Coulomb interaction is too large for this approach to be meaningful, as the excitations are better described in terms of atomic properties (such as local magnetic moments). A classic example are paramagnetic Mott insulators, which exhibit Curie-Weiss susceptibilities rather than Pauli paramagnetism. Other examples are mixedvalence and Kondo physics materials and unconventional superconductors. In these cases, a summation to all orders in PT is mandatory to obtain meaningful results.
A breakthrough in this area was the realization that this summation can be formulated and Unlike model Hamiltonian studies, realistic electronic structure calculations involve numerous discretizations and many other parameters that need to be converged, such as the size of the basis set, the number of k points, and the dimension of the space of correlated orbitals. We represent the reduction of these discretization errors as increasing along the x axis. Future advances will involve different choices of locality and discretization errors at different orders in the PT. We represent this path as an arrow in the three-dimensional space. Adapted from (94) .
carried out nonperturbatively in terms of the solution of a self-consistent quantum impurity model, provided that one restricts the self-energy to be local. This defines the dynamical mean-field theory (DMFT) (16) approach. Originally formulated for simple model Hamiltonians where the summation becomes exact in the limit of large lattice coordination (17) , DMFT was later incorporated into electronic structure methods, starting with the LDA+DMFT approach (18, 19) . The LDA+DMFT approach introduces the notion of locality for the self-energy S by defining a basis of local orbitals c bR′ → ðr′ → Þ, which are centered at sites defined by R′ → . One then divides all orbitals into two sets. For the uncorrelated orbitals, the self-energy is approximated by the exchange correlation potential of DFT, whereas the self-energy of the correlated orbitals is evaluated by an impurity model [as S imp (w)] in a self-consistent medium, as illustrated in Fig. 3 ,
where c* indicates the complex correlate of c, a and b correspond to orbital indexes, and d is the delta function. E dc accounts for the contribution to the self-energy that is included in the exchange correlation potential V xc (20) . Single-site DMFT is just one example of a quantum embedding scheme. The central idea of this approach is a judicious use of two steps, truncation and embedding. In the truncation scheme, one selects some orbitals to be treated at the DMFT level, whereas the rest of the system is replaced by a bath that enables fluctuations among different configurations. In the language of quantum chemistry, rather than focusing on configurations with a fixed number of electrons, the quantum embedding allows fluctuations among different configurations. This was a major step forward relative to more drastic truncations that describe a solid as a finite isolated cluster of atoms. In DMFT one uses the system and bath to compute a local self-energy. For this purpose there have been notable advances in the capabilities for solving quantum impurity models, such as the introduction of continuous-time QMC methods (21, 22) . Further algorithmic advances will be needed to improve the efficiency of the sampling, to reach lower temperatures, and to treat a larger number of correlated orbitals. Another difficulty is the minus sign problem, which appears in the solution of the impurity model with off-diagonal hybridization, which occurs in sites with low crystal symmetry. There is a need for impurity solvers working on the real axis to avoid carrying analytic continuation of numerical data. Tailoring of Wilson renormalization group methods to the solution of self-consistent quantum impurity models has shown promising results (23), but major extensions are needed for tackling electronic structure problems. After the truncation step, the self-energy is embedded in a lattice Green function or the two-particle irreducible vertex in a two-particle response to obtain momentum-and frequency-dependent physical quantities (Fig. 3) .
Other embedding methods exist that treat solid-state systems. The density matrix embedding theory (DMET), introduced by Knizia and Chan (24) , was inspired by DMFT, but it gives rise to a simpler impurity model. The Gutzwiller approximation used in connection with LDA, called LDA+G (25, 26) , is also computationally less demanding than LDA+DMFT. The slave particle method is widely used for the study of model Hamiltonians and has been combined with LDA (27) . The rotationally invariant slave boson (RISB) form (28, 29) has been shown to be quite accurate for the estimation of total energies. Recently, simple connections among all these approaches have been uncovered (30, 31) , with LDA+G being equivalent to LDA+RISB and DMET appearing as a limiting case of RISB. For these simplified methods to reach first-principles status, a prescription for the determination of the Hubbard U tensor to be used is needed.
Single-site DMFT can be extended by taking as a reference system a cluster of sites, rather than a single site (moving to the right on the locality axis of Fig. 2 ). There are different cluster extensions of single-site DMFT (5, 32) and many subtleties: for example, how to maintain causality (33) . In practice, different materials require different types of approximations; hence, manybody theory of correlated systems requires some judicious choices, guided by physics and chemistry, deciding of the level of approximation for a given material in Fig. 2 . For example, a material such as VO 2 , which contains dimers in the unit cell, requires two-site DMFT (34) , whereas in other systems such as V 2 O 3 , single-site DMFT is sufficient (35) .
Representative applications: Theoretical spectroscopy
The goal of theoretical spectroscopy is to infer different correlation functions-for example, the one-electron correlation described in Eq. 1 or the correlation function between the electronic spins-with minimum or no input parameters. To extract this information experimentally, different large-scale facilities with different experimental tools, such as angle-resolved photoemission spectroscopy or neutron scattering, respectively, are needed. Theoretical spectroscopy also provides a framework to interpret the experimental results and advances the field by falsifying or verifying theories and indicating which aspects of the modeling need further attention. LDA +DMFT is now widely used in this area, with surprisingly good agreement with experimental data; for example, it has been used to explore the variation of the spin fluctuation spectra of the iron pnictides and chalcogenides (36, 37) and the heavy fermion systems (38) .
We provide a more detailed example of the power of this method in suggesting the solution of the mystery of Pu, a distinctive elemental solid. Pu metal is different from all other elements in the periodic table because it forms so many vastly different allotropes in its phase diagram in a narrow temperature range. Even its simplest facecentered cubic (fcc) phase has remarkable transport and thermodynamical properties that have for many years defied qualitative understanding. 3 of 7 Fig. 3 . DMFT as a quantum embedding method. A quantum truncation of a periodic system is an impurity model, an atom or a cluster of atoms in a bath (reservoir). From the impurity model, one calculates irreducible quantities such as the self-energy S or the particle hole irreducible vertex G, which are then embedded in lattice correlation functions. These are used to calculate frequency and momentum observables, such as the spin susceptibility c or the one-particle Green function G. In realistic LDA+DMFT treatments of materials, a small subspace is correlated so that S is a small block, and the correlated self-energy is embedded in a large Hilbert space; thus, the lines in the equation LDA+DMFT provided a comprehensive theory of this material. The anomalies in its properties can be traced to a mixed-valence condition, where the shell of electrons fluctuates between an f 5 and f 6 configuration with a characteristic mixed-valent scale that had been predicted to be about 80 meV (39) .
The DMFT valence histogram describing the quantum-mechanical probability for a given f configuration is shown in Fig. 4 . LDA+DMFT angle-integrated photoemission spectroscopy identified fingerprints of this mixed-valent state (Fig. 4, A and B) . LDA+DMFT-based neutron theoretical spectroscopy was used to predict the powder average neutron scattering spectra of d-Pu, as shown together with the experimental results in Fig. 4 , D and E.
Wave function methods
To estimate the complete ground-state wave function in a solid, with its characteristically large number of electrons and its exponential scaling in the number of orbitals, seems at first sight a task that is impossible to carry out to useful accuracy. Nevertheless, stochastic algorithms offer a more scalable alternative to deterministic methods, and a quarter century of materials applications underscores their practicality. Stochastic algorithms were initially used for the homogeneous electron gas and then for weakly correlated solids and molecules (40) , but algorithmic breakthroughs in real-space QMC (41) (42) (43) and the more recent development of related methods such as auxiliary-field QMC (AFQMC) (44) and full-configuration interaction QMC (FCIQMC) (45) have extended the reach of such methods from light elements to include solids with d-and f-electron atoms (46) . These methods are complementary: the older and more established real-space methods scale with the second to fourth power of system size, depending on the measured quantity. AFQMC has similar scaling and gives simpler access to properties other than the energy but is generally believed to have a much larger cost prefactor. FCIQMC has exponential scaling, leaving a far smaller range of systems for which the method is applicable, but it is already near-exact in its current formulations. Although materials applications today may require the use of millions of supercomputer hours, these QMC methods all have the potential to treat a wide range of strongly correlated materials and potentially demonstrate systematic convergence of all errors. Although methodological improvements are needed, increased computer power is steadily increasing their range of application.
The central idea of QMC methods is to avoid explicit numerical integration of the many-body Schrödinger equation and to recast the problem statistically via use of Monte Carlo integration and stochastic projection. This allows the methods to operate on thousands of electrons, compared with the tens or low hundreds reached by today's most accurate deterministic algorithms, in exchange for a statistical uncertainty. Importance sampling via an input trial wave function can be used to improve the statistical efficiency, with higher efficiencies obtained by physically more accurate trials. The avoidance or minimization of numerical integration also allows for the use of more general wave functions, allowing more physics to be built in. As the trial wave function is improved and approaches the exact result, physical accuracy is increased and the number of Monte Carlo samples required for a given statistical accuracy is reduced, motivating developments of better trial wave functions. The most fundamental challenge in QMC is the fermion sign problem: to sample an all-positive probability distribution derived from the wave function requires knowledge of where the wave function changes sign between positive and negative. To achieve this and determine the exact wave function formally has an exponential complexity. All the different QMC methods therefore aim to obtain a sufficiently accurate result by either introducing controlled approximations or reducing the prefactor of the exponential sufficiently that interesting materials and properties can be studied.
To guide the discussion, we will use a very general form of the many-body wave function in the solid as given by filled with various single-particle orbitals, and c i are expansion coefficients, multiplied by an optional Jastrow factor J that correlates electron positions. M is the number of electrons. The singleparticle orbitals are usually obtained from DFT or quantum chemistry and the remaining components through numerical optimization. The trial wave function is therefore not exact and inherits some of the error made by the other methods.
The most accurate and widely applied QMC method for materials is diffusion Monte Carlo (DMC). Within this method, a reformulation of the time-dependent Schrödinger equation is used to project out the ground-state wave function F 0 from an input trial wave function Y T . The use of a projection algorithm minimizes dependence on inputs, but with the complication of computing the mixed-probability density jF 0 Y T j. The total energy is easily computed from this mixed distribution, but this method is more difficult to use to compute properties that do not commute with the Hamiltonian. To ensure that the solution has the correct symmetries of a fermionic state in DMC, the nodal surface of the solution is constrained to that of a trial wave function. This introduces a variational error in the computed energy, but this variational nature allows different options to be tested and the lowestenergy input to be rigorously selected. The challenge of applying DMC in correlated materials has therefore been to find a source of trial wave functions with sufficiently accurate nodal surfaces. Ideally these inputs would be obtained and optimized within QMC for a fully internally consistent theory, but this has not yet been realized in the solid state, although it has been achieved in molecules (42, 43) .
Starting in the mid-2000s, the QMC community began to realize that modern hybrid density functionals and simple variants of them could be a sufficiently accurate source of trial wave functions for transition metal oxides, with the variational principle used to select the best for each application. In these materials, the predictive power of DFTs is questionable. Accurate QMC results for materials such as MnO (47) and FeO (48) eventually spurred calculations for the challenging parent phases of the copper oxidebased superconductors (49) (50) (51) . Here the calculations that are known to be most accurate through the variational principle were shown to predict magnetic exchange interactions and band gaps in best agreement with experimental data. Although inexact because of the limited flexibility in the input trial wave functions, these methods can now link fully atomistic structural models either to experimental data or to Hubbard model calculations, without empirical parameters. Similar techniques have been applied to the iron pnictide superconductors (52), the volume collapse in elemental cerium (46) , and the phase transition in vanadium dioxide (53, 54) . Promisingly, these results have been obtained by using simple trial wave functions, leaving open the possibility of substantial improvements with more sophisticated and physically motivated choices. Whereas the above-discussed techniques can be considered to work in real space, there are newer alternative approaches. FCIQMC (45) performs a stochastic sampling of the entire wave function on the basis of determinants. With nearexact but exponential scaling with increasing system size, current algorithms enable the study of simple solids (55), albeit with a very strong finite basis and finite size effects. AFQMC also makes use of a trial wave function, as does DMC, but uses a mathematically transformed Hamiltonian to enable sampling in terms of independent particles interacting with auxiliary fields. In materials, this sampling usually involves single-particle orbitals obtained from DFT. Compared with DMC, this method has the advantages of increased simplicity and allowing substantial reuse of the computational machinery from mean-field methods, as there is no Jastrow factor. This also allows easier access to materials properties. Although there are not yet head-tohead comparisons in correlated materials, the performance of AFQMC compared with that of other QMC methods is high in model systems (56) . As with DMC, improving trial wave functions is key because they act as an initial constraint.
Although improved treatment of the fermion sign problem in all of these methods has long been recognized as an important challenge, they are also nearly exclusively formulated at zero temperature. Dynamics are little explored other than for the lightest elements of hydrogen and helium because of the high computational cost. Finite temperature properties of materials currently have to be accessed via other theories.
Representative applications: Total energies, magnetic exchange, and electron-phonon coupling Accurate calculations of total energies, free energies, and enthalpies are essential for designing new materials. They enable evaluations of lattice constants, phonon energies, and formation energies. Evaluating them with methods that go beyond the more standard implementations of DFT has been the focus of multiple efforts. The accuracy and the relatively weak dependence on input parameters of QMC methods makes them an ideal tool for this task, in particular for light elements, where they have been used as a benchmark for different van der Waals density functionals (57) (58) (59) .
QMC methods can also be used to infer information about excitations by arranging the excited-states wave function to be orthogonal to the ground-state wave function either by fixing different quantum numbers, such as spin, in the linear combination of Slater determinants in Eq. 3 or by enforcing a symmetry different from the ground state. Calculations for excitations must be performed individually, and in general complete spectra over a wide energy range are inaccessible. We illustrate recent successes of this method in correlated oxides in Fig. 5 .
Though the evaluation of total energies and free energies has long been a strength of QMC methods, progress has been made in the use of Green's function methods for these analyses. Variants of the GW approach (60, 61) , LDA+G (30, 62) and LDA +DMFT (61, (63) (64) (65) (66) , have been used. The latter gives access to the effects of electronic entropies on the structural properties. This effect can be very important in strongly correlated materials. The variants of LDA+G, in turn, have provided zero-temperature phase diagrams of several actinides (30, 62) .
Another important quantity is the electronphonon coupling, which can be related to the rate of change of electronic excitations with changes in the atomic positions. In the past decade, its evaluation in linear response theory implementations of the DFT has been carried out, the results of which have been successful in numerous compounds. For example, the dc resistivity as a function of temperature of the full elemental transition metal series has been explained without adjustable parameters (67) .
Still, this approach sometimes fails in notable cases. One example is the high-temperature superconductor Ba x K (1 − x) BiO 3 , for which calculations gave a value of l ≈ 0.3, which cannot account for an observed superconducting transition temperature of 35 K (68). Recently, Yin et al. (69) have argued that the long-range Coulomb interactions are important in somehigh-temperature superconductors and that the induced static correlations increase the electronic bandwidth and enhance the electron-phonon coupling. This correlation-enhanced electron-phonon coupling provides a natural explanation for the superconductivity in this and related systems. Recent photoemission experiments have confirmed the main predictions of the theory (70) .
The iron pnictides and chalcogenides are Hund's metals, a different class of strongly correlated materials where the correlations derive from Hund's coupling rather than the Hubbard U. LDA+DMFT calculations for FeSe predicted a large enhancement (on the order of a factor of 10), relative to its LDA value, of the coupling between some Fe-3d correlated states and one phonon mode, which corresponds to the symmetric modulation of the distance of the chalcogenide atoms from the iron planes (71) . This LDA+DMFT prediction has recently been confirmed experimentally by using a novel technique at the x-ray free-electron laser (72) .
Outlook
Buoyed by advances in concepts, algorithms, and supercomputing, we can contemplate an accurate fully ab initio approach to compute the properties of correlated materials with only controlled approximations. If realized, such a scheme would enable highly robust predictions for strongly correlated quantum-mechanical phenomena. This requires accuracies that are out of reach today. The scheme could also lead to improvements in more practical faster methods (73) , thus opening up correlated materials for materials design and optimization in the same way that weakly correlated materials are today. Some of the challenges, such as simply computing a sufficiently large number of atoms to capture the required physics, are greatly helped by the rapid advances in computational power, whereas other fundamental challenges require improved theories.
Green's functions and Monte Carlo methods are largely complementary. Green's function methods are ideally suited to describe spectroscopies, as they target exactly the quantities that are probed in experiments (Fig. 4) , whereas Monte Carlo methods target total energies, as they have weak parametric dependence (Fig. 5) .
The ranges of application of the different methods have recently begun to overlap, creating exciting opportunities. Combinations of methods advancing along the locality and PT axes of Fig. 2 were suggested very early on, as in the GW+ DMFT method (74, 75) , but only recently have self-consistent implementations been carried out, as in the MQSGW (Matsubara quasiparticle self-consistent GW)+ DMFT (76) method and the multitier self consistent GW+EDMFT (extended dynamical mean-field theory) (77) . Locality can be exploited in higher-order vertex functions and can be used to generate one-particle Green functions in methods such as dual fermions, dGA (78), and trilex (79) . Incorporating these ideas into realistic electronic structure is another direction to advance in the y − z plane of Fig. 2 and is in the very early stages (80) . The successrepresented in Fig. 1 in systematically improving the estimation of semiconductor gaps, together with the early suggestion of Zein et al. (81) that higher-order graphs are increasingly local, bodes well for this research direction. QMC methods have excellent access to the electron density, potentially allowing the inputs and outputs of DMFT calculations to be validated or improved. QMC methods now also have better access to excited states and are becoming capable of diagnosing when GW methods are best applied (82) . Determining more accurately the effective Hubbard parameters that enter LDA+DMFT is another outstanding challenge to which QMC may contribute in the future (83) .
Green's function methods that exploit locality are strongly dependent on the orbitals and projectors that are used to carry out the infiniteorder resummations, as well as on the Hubbard interaction tensor. Investigations of criteria for optimizing these orbitals, with the concomitant determination of the local Hubbard interaction 6 of 7 "A hallmark of strongly correlated materials is the presence of partially filled d or f electronic shells that …participate strongly in determining the material's… properties." matrix, are needed. Although QMC approaches are less sensitive on parametric choices, there is also now a common need, within all the QMC approaches, for improved trial wave functions to treat stronger correlations and to treat more complex systems. To be applied near coupled electronic, magnetic, or structural phase transitionsall hallmarks of strongly correlated materials-the methods must become independent of the meanfield theories and DFTs that are used as the foundation today. Current methods are expected to break down in these regimes, and crossvalidation of new methods and new applications will be necessary (56) . Encouragingly, the emergence of methods to generate multideterminant trial wave functions provides a practical mechanism to achieve this: selected configuration interaction can be used to produce systematically more accurate trial wave functions for DMC or AFQMC calculations; analysis of the results may be used for physical insight and for further tailoring of the configuration interaction expansions for larger systems, while maximizing accuracy. Although perturbative methods improve the trial wave functions markedly faster than a naïve configuration interaction expansion, physical insight to improve these methods specifically for the solid state will be highly beneficial. This will open up applications in elemental solids through to complex oxides, at ambient conditions through to conditions of high applied field or pressure.
We have not mentioned, among wave function methods, parallel progress within the field of quantum chemistry, where there are a range of complementary methods for treating electronic correlations in molecular systems [(84) and references therein]. Although traditionally implemented only for finite or isolated systems, these methods can be recast in the language of periodic boundary conditions needed to study materials in the solid state. This also applies to methods such as the coupled cluster, which have also recently been extended to periodic systems (55, 85) . These approaches stand to bring a half century of theoretical chemistry developments and analysis techniques to correlated materials (86) . Conversely, ideas from DMFT are beginning to make their way into the realm of quantum chemistry (87) (88) (89) (90) . An important challenge for all of these methods is the use of frozen atomic core or pseudopotential approaches: Calculations actively using all electrons are too costly for general materials, whereas calculations that approximate the treatment of core electrons risk introducing significant errors.
The need and potential effects for society of scientific investment in computational firstprinciples approaches for correlated electron materials can hardly be overestimated. For weakly correlated electron systems, it took many years after the development of the DFT to reach the point where practical implementations of several algorithms using this method as an engine in user-friendly codes guided the discovery of the highest-temperature superconducting critical temperature of a material, H 3 S under high pressure near 190 K (91, 92). For a historical account of the research leading to this breakthrough, see reference (93) . It is our hope that some of the developments reviewed in this article will help bring this new research paradigm of theory-assisted materials design to the realm of strongly correlated solids.
