Abstract. We introduce the Szegő class, Sz( ), for an arbitrary ParreauWidom set ⊂ R and study the dynamics of its elements under the left shift. When the direct Cauchy theorem holds on C \ , we show that to each J ∈ Sz( ) there is a unique element J ′ in the isospectral torus, T , so that the left-shifts of J are asymptotic to the orbit {J ′ m } on T . Moreover, we show that the ratio of the associated orthogonal polynomials has a limit, expressible in terms of Jost functions, as the degree n tends to ∞. This enables us to describe the large n behaviour of the orthogonal polynomials for every J in the Szegő class.
Introduction
The present paper deals with the dynamics of one-and two-sided Jacobi matrices. Given J = {a n , b n } ∞ n=1 , we can shift the parameters m (≥ 1) steps to the left in order to get a new Jacobi matrix, denoted J m . Rather than deleting the first m a's and b's, we think of J m as representing an operator on ℓ 2 ({−m + 1, −m + 2, . . .}) which is naturally embedded in ℓ 2 (Z).
When the parameters a n , b n are bounded, the sequence {J m } has (by compactness) at least one and often several accumulation points in the strong topology. Every such point J ′ , by nature a two-sided Jacobi matrix, is called a right limit of J. If we write J ′ = {a ′ n , b ′ n } ∞ n=−∞ , then for some subsequence m l → ∞ and all fixed n ∈ Z,
(1.1)
As regards the absolutely continuous part of the spectral measures, we have the opposite inclusion Σ ac (J ′ ) ⊃ Σ ac (J) (1.3) for essential supports. Indeed, J ′ has a.c. spectrum of multiplicity two on Σ ac (J). When combining (1.2) and (1.3), it readily follows that if σ ess (J) = Σ ac (J) then also σ(J ′ ) = Σ ac (J ′ ) and all four sets coincide. In addition to the above, any right limit of J is reflectionless on Σ ac (J). This important result, due to Remling [30] , will play a key role for us. By definition, a two-sided Jacobi matrix J ′ is said to be reflectionless on a set ⊂ R if (for all n) the diagonal spectral theoretic Green's function
is purely imaginary for Lebesgue a.e. t ∈ . As explained in [2] , there are several equivalent definitions of 'reflectionless'. We shall bring some of them into play along way (in Section 2).
As for now, we just mention that the name goes back to Craig [9] and is used in scattering theory to describe vanishing reflection coefficients. See, e.g., [13, 14, 15, 16, 27, 28, 31, 32, 35] for further information and [38] for more details on scattering theory for Jacobi matrices. Given a compact set ⊂ R, we denote by T the set of all two-sided Jacobi matrices that are reflectionless on and have spectrum equal to . This set is of no interest when | | = 0 (i.e., has zero Lebesgue measure) as the condition of being reflectionless on then becomes vacuous. But when | | > 0, the set T is of paramount importance as reaffirmed by the Denisov-Rakhmanov-Remling theorem: Theorem 1.1. Suppose that | | > 0 and assume also that is essentially closed. If J = {a n , b n } ∞ n=1 is a Jacobi matrix with σ ess (J) = Σ ac (J) = , (1.5)
then any right limit of J belongs to T .
The extra assumption of being essentially closed (i.e., it intersects an arbitrary open interval either in a set of positive Lebesgue measure or not at all) can be removed if one modifies the definition of T to also include all two-sided Jacobi matrices that are reflectionless on but for which the spectrum is merely a subset of . However, as explained in Section 2, all sets of consideration in the present paper will automatically be essentially closed.
It follows from the above theorem that the sequence {J m } of left-shifts approaches T as a set when m → ∞. We can thus think of T as the natural limiting object associated with and it is natural to ask about its structure. How can we view it as a topological space and do the individual elements share certain properties?
Under fairly weak conditions on , one can show that T is homeomorphic to a torus (see, e.g., [32] for details). In fact, Remling raised the question if there at all exist compact sets of positive measure for which this is not the case. For a large class of compact sets, namely when is a Parreau-Widom set and the direct Cauchy theorem holds on C \ , the homeomorphism can be described quite explicitly. In the seminal work [35] , which deals with such Parreau-Widom sets, Sodin and Yuditskii proved that T is homeomorphic to the ℓ-dimensional torus, T ℓ , where ℓ is the number (possibly infinite) of bounded components in R \ . Moreover, the Jacobi parameters of elements in T are uniformly almost periodic sequences (i.e., almost periodic in the Bohr/Bochner sense).
We shall introduce the notion of Parreau-Widom sets in Section 2 and explain why the direct Cauchy theorem is needed in Section 3. At this point, we just mention that the notion includes all compact sets that are so-called homogeneous in the sense of Carleson [3] (e.g., Cantor sets of positive measure).
While Theorem 1.1 applies to a wide class of Jacobi matrices associated with , it does not give details on how the sequence {J m } approaches T . In this paper, we shall assume more than (1.5) but so much the stronger the conclusion will be. Our first main result, valid when is a Parreau-Widom set and the direct Cauchy theorem holds, reads as follows: Theorem 1.2. Suppose that J = {a n , b n } ∞ n=1 belongs to the Szegő class for . Then there is a unique
We shall define the Szegő class for in Section 2. It consists of all those J with essential spectrum for which the so-called Szegő condition holds and where the eigenvalues in R \ obey a certain Blaschke condition.
The left-shifts of J have an actual limit precisely when is an interval (T consists of a single point in that case). As soon as there is a gap in , J has at least two different right limits. The strength of Theorem 1.2 lies in providing a unique element J ′ ∈ T so that the left-shifts of J are asymptotic to the orbit {J ′ m } on T . Specifically, the condition (1.6) is equivalent to
As the proof will reveal, one can single out the unique J ′ by matching the characters of the associated Jost functions (to be defined in Section 3). In exact language, this simply means that χ(J ′ ) = χ(J).
The conditional convergence of (a n /a ′ n ) and (b n − b ′ n ) is a direct consequence of Szegő asymptotics for the associated orthonormal polynomials (to be established in Section 5). We conjecture that one also has
in case of which (a n − a ′ n ) converges conditionally too. For comparison, the stronger condition
implies Szegő asymptotics as in Theorem 1.3 below. One can show this by a simple variation of parameters argument using a discrete version of Levinson's theorem (see, e.g., [8] or [1] ). See also [23] for a different approach. Based on [12] , it is natural to conjecture that (1.9) in fact implies that J belongs to the Szegő class for . But one should bear in mind that Szegő asymptotics can occur outside the Szegő class (see, e.g., [21, 10] or [7] ). We seek to investigate this conjecture and related issues in an upcoming paper.
Results similar to Theorem 1.2 (and Theorem 1.3 below) have been obtained by Peherstorfer and Yuditskii [25, 26] in the framework of homogeneous sets. However, our approach is centered around T and the method of proof is very different from the variational approach used in [25] . Our proof of (1.6) is inspired by the techniques developed in [5, 6] and relies on three important results:
(1) the Denisov-Rakhmanov-Remling theorem (Theorem 1.1) -any right limit of J belongs to T , 
We shall expand on (2) in Section 3 and provide a proof of (3) in Section 4. The bottom line is that with (1)-(3) at our disposal, the proof reads as follows (if we use the notation of Sections 3-4):
Proof. Clearly, there can be at most one J ′ with almost periodic Jacobi parameters so that (1.6) holds. Let J ′ be the unique element in T for which
As a direct consequence of (5.7), we have χ(
Our goal is then to arrive at a contradiction. If (1.6) fails, there is a subsequence m l → ∞ so that J and J ′ have different right limits along m l , say s-lim
According to the Denisov-Rakhmanov-Remling theorem, both K and K ′ lie in T . Moreover, as (1.11) leads to locally uniform convergence of the associated Jost functions (by Theorem 4.1), we have
Consequently, χ(K) = χ(K ′ ) and therefore K = K ′ by the Jost isomorphism (Theorem 3.2). But this contradicts (1.11) and thus (1.6) must be true.
To formulate the statement on Szegő asymptotics we first introduce some notation. Given a bounded Jacobi matrix J = {a n , b n } ∞ n=1 with spectral measure dµ, let P n (x) := P n (x, dµ) denote the associated orthonormal polynomials (i.e., P n is of degree n, has positive leading coefficient, and P n P m dµ = δ n,m ). As is well known,
for all n ≥ 1 (or n ≥ 0 if we define a 0 ≡ 0). When J ′ belongs to T , we write dµ ′ for the spectral measure of J ′ restricted to ℓ 2 (N). This restriction of J ′ is also denoted by J + in Section 2 and onwards.
Theorem 1.3. Suppose that J belongs to the Szegő class for and let J ′ be the unique element in T for which (1.6) holds. Then
converges locally uniformly in C \ cvh( ) as n → ∞ and the limit is nonzero at every point x / ∈ σ(J).
Here, cvh(·) denotes the convex hull. As we will show in Section 5, the limit of (1.14) can be expressed as a ratio of Jost functions. This also explains why the limit only vanishes at the isolated points in the support of dµ. With the above theorem at hand, we can now complete the proof of Theorem 1.2.
Proof, continued. Recall that the orthonormal polynomials generated by (1.13) can be written as
Hence, we have log
around x = ∞. Due to the uniform convergence of (1.14), it follows that both
Theorems 1.2 and 1.3 describe elements of the Szegő class by means of comparison. The set T is much smaller than Sz( ) and it carries a fair amount of structure which makes the comparison interesting. As a consequence of Theorem 1.2, for instance, the Jacobi parameters of a matrix J ∈ Sz( ) are asymptotically almost periodic. We can specify the almost periods by computing the harmonic measure of suitable parts of .
Due to (1.6), the ratio in (1.14) is a natural object of study. As the behaviour of P n ( · , dµ ′ ) is well-understood, Theorem 1.3 also leads to a more direct description of P n ( · , dµ) for large values of n. We will show in Section 5 that up to some exponentially small error, P n ( · , dµ ′ ) is given by the product of the Jost functions for J − n and J ′ divided by the nth power of the fundamental Blaschke product associated with and some other combination of Blaschke products related to J ′ . The asymptotic behaviour of P n ( · , dµ) is obtained simply by replacing the Jost function for J ′ with the one for J (see Corollary 5.1).
Parreau-Widom sets and the Szegő class
Let ⊂ R be a compact set of positive logarithmic capacity. Assume that is regular and thus has no isolated points. Then it has the form 
Now, let g be the potential theoretic Green's function for the domain Ω := C \ with pole at ∞. While g vanishes on the set , it is strictly concave on every gap in . Hence, for each j there is a unique point c j ∈ (α j , β j ) so that g ′ (c j ) = 0.
Shortly, we shall give a more geometric interpretation of such sets and explain why they necessarily have absolutely continuous equilibrium measure (denoted dµ ) and hence positive Lebesgue measure.
Definition 2.2. When
⊂ R is a Parreau-Widom set, we define the Szegő class for , denoted Sz( ), to be the set of all probability measures dµ = f (t)dt + dµ s , with dµ s singular to dt, for which (1) the essential support is equal to , (2) the absolutely continuous part satisfies the Szegő condition
3) (3) the isolated mass points {x k } outside satisfy the Blaschke condition
We shall comment on the Szegő condition momentarily. The Blaschke condition says that the isolated mass points of dµ, if infinite in number, accumulate sufficiently fast at the endpoints α i and β j . Moreover, as a direct consequence of (2.2), we see that (2.4) is automatically satisfied if dµ has no more than n (with n fixed) mass points in every gap in and only finitely many mass points outside the interval [α, β]. Given a set as in (2.1), there is a unique conformal mapping ψ of the upper half-plane (Im x > 0) onto a comb-like domain of the form
such that is mapped to the base of the comb (i.e., the line segment between u + iv = 0 and iπ) and
Since is regular, ψ has a continuous extension to Im x ≥ 0 and the set of j's for which h j > δ is finite for every δ > 0. It readily follows that Re ψ coincides with the (potential theoretic) Green's function and the Parreau-Widom condition (2.2) is thus equivalent to
Using McMillan's sector theorem, see [22] or [29] , one can show that the equilibrium measure of is absolutely continuous (wrt. Lebesgue measure) if and only if
(see, e.g., [11] for details). Since (2.5) clearly implies (2.6), dµ is absolutely continuous whenever is a Parreau-Widom set. In particular, every such set has positive Lebesgue measure and is essentially closed. While the introduction is written in the language of Jacobi matrices, we deliberately introduced the Szegő class via probability measures. As is well known, there is a one-one correspondence between compactly supported (nontrivial) probability measures on R and bounded Jacobi matrices. Given dµ, the associated Jacobi matrix is
where the parameters {a n , b n } ∞ n=1 ∈ (0, ∞) N × R N are the recurrence coefficients of the orthonormal polynomials P n (x, dµ). When supp(dµ) is compact, these coefficients are bounded. The spectrum of J, viewed as a bounded operator on ℓ 2 (N), coincides with supp(dµ). In fact, we have
and shall also refer to dµ as the spectral measure of J. The function in (2.7) is called the m-function for J.
When dµ (or J) belongs to Sz( ), we clearly have
and elsewhere f vanishes (a.e.). Hence, Σ ac (J) = and the hypothesis (1.5) of the DenisovRakhmanov-Remling theorem is satisfied. But of course the Szegő condition is much stricter than (2.8). Assuming that (1) and (3) 
that is, the product a 1 · · · a n / Cap( ) n does not converge to 0. Here, Cap(·) denotes the logarithmic capacity. Furthermore, (2.3) implies that
The above equivalence, which despite the ambiguity is called Szegő's theorem, was proven by the author in the general setting of Parreau-Widom sets [4] . We mention is passing that the product a 1 · · · a n is the reciprocal of the leading coefficient in P n (x, dµ). If is rescaled to have logarithmic capacity 1, the leading coefficients in the orthonormal polynomials are thus bounded above and below. The core issue of the present paper is to be able to say much more about the asymptotic behavior of P n (x, dµ) as well as the parameters a n , b n for elements of the Szegő class. In order to do so, we need the additional assumption of the direct Cauchy theorem (entering the field in Section 3).
As follows easily from the step-by-step sum rules and eigenvalue estimates proven in [4] , the Szegő class is closed under coefficient stripping. This means that the stripped matrix J| 1 := {a n+1 , b n+1 } ∞ n=1 belongs to Sz( ) whenever J = {a n , b n } ∞ n=1 does. Let us make a mental note of this simple fact.
We end this section by showing that Sz( ) in a suitable way contains T , the set of reflectionless matrices defined in the introduction. To be precise, we have the following
is reflectionless on and that σ(J ′ ) = . Then the spectral measure of
belongs to the Szegő class for .
Before the proof, we introduce some notation and briefly discuss the underlying theory. A two-sided matrix J ′ can be split in various ways. We shall make use of the standard splitting
the lower right corner. Flipping the parameters in the upper left corner, we get the matrix
where m ± n is the m-function for J ± n (see, e.g., [2] or [33, Chap. 7] ). This of course implies that one 'side' of a reflectionsless matrix uniquely determines the other. It also follows that the set T is invariant under shifts and reflections of the Jacobi parameters. For simplicity, we henceforth write
is holomorphic in C \ and decays like −1/x at ∞. If we also assume that J ′ is reflectionless on (i.e., J ′ belongs to T ), there are unique points
This follows directly from the exponential representation of G (see, e.g., [9] or [36, Chap. 8] for details). As will be crucial in a moment, m + and m − are related to G by
Let x : D → Ω be the universal covering map. We describe this map in greater detail in the next section and refer for now to [35] (or [4] ). By [35, Thm. D] , the function
has bounded characteristic in D. This in particular means that the angular boundary values G(e iθ ) exist for a.e. θ and log G(e iθ ) belongs to L 1 (∂D). Since the equilibrium measure is preserved under the covering map and since G has purely imaginary boundary values a.e. on , it hence follows that log Im
We are now ready to present the proof of Proposition 2.1.
Proof. Since it is easy to see that σ ess (J + ) = , we merely focus on (2.3)-(2.4). Let dµ ′ = f + (t)dt + dµ ′ s be the spectral measure of J + and recall that
According to (2.11), we also have
Hence, it follows from (2.13) that
and by (2.15) , this shows that the Szegő condition is satisfied. Because of (2.2), we automatically have j g(x j ) < ∞. So to prove that the Blaschke condition holds true, it suffices to show that m + can only have poles (in C
Since G nn is holomorphic in C \ for all n, a pole of m + which is not a zero of G 00 (= G) must also be a pole of m − and hence a zero of 1/m − . By (2.13), it follows that any pole of m + in C \ is indeed a zero of G.
Recalling that T is shift and reflection invariant, we immediately get the following Corollary 2.1. When J ′ lies in T , all of the matrices J + n and J − n belong to the Szegő class for .
The Abel map and Jost functions
In this section, we take a closer look at the structure of the set T of reflectionless matrices. Throughout, we shall equip T with the strong operator topology (which in this case coincides with the weak topology). The key result to be explained states that T is homeomorphic to a torus of dimension equal to the number of gaps in whenever the Parreau-Widom condition (2.2) is satisfied and the direct Cauchy theorem holds on C \ . Hence, we shall also refer to T as the isospectral torus. A major role is played by the Jost function, a character automorphic function defined for all elements of the Szegő class. The above homeomorphism can be described explicitly through the character of this analytic function. We end the section with a short discussion of the situation when the direct Cauchy theorem fails.
Let ⊂ R be a compact set as in (2.1). Following [35] , we denote by D the set of divisors, that is, formal sums
Here, (y j , +1) and (y j , −1) are identified when y j is equal to α j or β j . In topological terms, we can think of D as a product of circles and shall equip this torus (of dimension equal to the number of gaps in ) with the product topology.
Recalling the representation (2.12), we can now define a map from T to D . All that is needed is to describe the image of x j for every j:
(1) If x j = α j or β j , we map x j → (α j , ±1), respectively (β j , ±1).
(2) If x j ∈ (α j , β j ), then it is either a pole of m + or 1/m − by (2.13). Because of (2.16), it cannot be a pole of both. When x j is a pole of m + , we map x j → (x j , +1) and when x j is a zero of m − , we map x j → (x j , −1).
The map defined by (1)- (2) is always continuous and surjective. However, it need not be one-to-one. Given J ′ ∈ T , the function H := −1/G has an integral representation of the form
for some constant A ∈ R and some positive measure dρ with compact support. Since J ′ determines dρ uniquely, we also write dρ J ′ to emphasize this dependence. The map from T onto D is injective if and only if dρ J ′ has no singular part on (i.e., dρ J ′ is absolutely continuous on ) for all J ′ ∈ T . We refer to [27, 28, 32] for details and just mention that the map is always a homeomorphism when is so-called weakly homogeneous, that is,
This requirement is strictly weaker than Carleson's condition [3] for to be homogeneous (i.e., there exists ε > 0 such that | ∩ (t − δ, t + δ)| ≥ δε for all t ∈ and all δ < diam( )).
We shall now introduce yet another torus associated with the set . Let x : D → Ω be the universal covering map (which is onto but only locally one-to-one) and let Γ be the associated Fuchsian group of Möbius transformations on D. Then, by construction,
and in order to fix x uniquely, we require that
Note that Γ is isomorphic to the fundamental group π 1 (Ω) and hence a free group on as many generators as the number of gaps in . A map χ : Γ → ∂D with the property that
is called a unimodular character on Γ . We denote by Γ * the multiplicative group of all such characters. Since every χ satisfying (3.4) is determined by its values on the generators of Γ , we can think of Γ * as a torus of dimension equal to the number of gaps in . This torus is a compact Abelian group when equipped with the topology dual to the discrete one (on Γ ). Following [35] , one can define a continuous map from D onto Γ * , the so-called Abel map. Traditionally this is done via Abelian integrals but here we shall use a different, yet equivalent, definition which is based on Jost functions. In order to define the Jost function for measures in the Szegő class, we first recall the notion of Blaschke products.
As Γ is of convergent type (see, e.g., [37] ), the Blaschke products defined by
converge for all z, w ∈ D. Evidently, B( · , w) is analytic on D and it has a simple zero at γ(w) for every γ ∈ Γ . Since |B( · , w)| is invariant under the action of Γ , it follows that B( · , w) is character automorphic, that is,
for some character χ w in Γ * . When w = 0, we write B(z) for the Blaschke product in (3.5) and recall the important link g x(z) = − log |B(z)|,
where g is the potential theoretic Greens's function (cf. Section 2). Now, fix a fundamental set F for Γ (i.e., a subset of D which contains one and only one point of each Γ -orbit). A canonical choice is the Ford fundamental region or the Dirichlet region z ∈ D : |z| ≤ |γ(z)| for all γ ∈ Γ with 'half' of the boundary removed (e.g., the orthocircles in the lower half-plane). Let w j be the unique point in F for which x(w j ) = c j , where c j is the critical point of g in the interval (α j , β j ). Because of (2.2), the product
converges to a character automorphic function on D. We denote by χ c the associated character.
Definition 3.1. Let dµ = f (t)dt + dµ s be a measure in the Szegő class for and denote by {x k } the isolated mass points in R \ . The Jost function for dµ is defined by
where p k is the unique point in F such that x(p k ) = x k .
Due to (2.4), the Blaschke part of u converges for all z ∈ D. Moreover, the Szegő condition (2.3) ensures that the integral on the right-hand side of (3.9) converges. Hence the exponential defines an outer function on D, called the Szegő part of u. Since the Blaschke and Szegő parts are both analytic and character automorphic on D (see, e.g., [5] for details), so is u.
For J ′ ∈ T , we denote by u( · ; J ′ ) the Jost function for the spectral measure of J + (i.e., the measure called dµ ′ in Section 2). Furthermore, we let χ(J ′ ) denote the associated character. It should be pointed out that u( · ; J ′ ) is closely related to the function k α in [35] . When χ(J ′ ) = α, these two functions merely differ by a fixed character automorphic function which is independent of dµ ′ (but heavily depends on the equilibrium measure dµ ). Although one may argue that it is more natural to also divide by a ′ 0 , we stick for simplicity to the expression in (3.9). Our choice of the Jost function does not include a reference measure, as opposed to [5, 6] .
The seminal paper [35] of Sodin and Yuditskii proved the following key result:
is a homeomorphism (equivalently, the Abel map is one-to-one) if and only if the direct Cauchy theorem holds on C \ .
Here, the direct Cauchy theorem is the statement that
whenever ϕ ∈ H 1 (D) is character automorphic and χ ϕ = χ c . The monograph [17] of Hasumi gives several conditions each of which are equivalent to (3.11). Unfortunately, there seems to be no simple geometric condition on that can tell whether or not the direct Cauchy theorem holds. It is known (see, e.g., [18] ) that there are Parreau-Widom sets for which the direct Cauchy theorem fails. On one hand, the direct Cauchy theorem is a stronger restriction than dρ J ′ being absolutely continuous on for all J ′ ∈ T . But on the other hand, it is automatically satisfied when is homogeneous. The reader is referred to [40, 17] for examples and an in-depth analysis. As we will show in Section 5, the left shift on T corresponds (under the Abel map) to multiplying by the inverse of the character of B on Γ * . Hence, since the map of picking out a single Jacobi parameter, say a ′ 0 or b ′ 0 , is continuous on T , the parameter sequences n → a ′ n , b ′ n are uniformly almost periodic when the direct Cauchy theorem holds. Specifically, for each J ′ ∈ T the Jacobi parameters can be obtained by evaluating a continuous function at the points χ −n 0 χ(J ′ ) in Γ * . We finally discuss the situation when the direct Cauchy theorem fails. In that case, Theorem 1.2 no longer applies. But to which extend can we still describe the right limits of a matrix J in the Szegő class? Following [39] , we introduce the set
That is, we single out those characters χ that correspond to more than one J ′ in T . For a wide range of Parreau-Widom sets (see, e.g., [39] for precise conditions on ), this subset of Γ * has Haar measure zero. For J ∈ Sz( ), we denote by χ(J) the character of the associated Jost function. Suppose that for some subsequence m l → ∞, the characters χ(J)χ −m l 0 converge to χ ∈ Γ * . When the direct Cauchy theorem fails, we cannot conclude that J m l has a limit. But if it does, say
then χ(J ′ ) must coincide with χ (by Theorem 4.1 below). A short compactness argument therefore shows that J m l has a limit whenever χ / ∈ Θ. If χ ∈ Θ, however, there are several J ′ ∈ T so that χ(J ′ ) = χ. In the language of [39] , we have such a J ′ for each of the Hardy spaces betweenȞ 2 (χ) andĤ 2 (χ). It seems unlikely that J m l should have a limit in this situation, but we can always pass to convergent subsequences. A natural question in this connection, not to be addressed here, is the following: Is it possible to obtain any J ′ with character χ by passing to a suitable subsequence or can we only obtain some? If we impose extra assumptions on as in [39] , the sequence {χ(J)χ −n 0 } n∈Z is dense in Γ * . So for every χ ∈ Γ * , at least one J ′ with character χ is indeed a right limit of J.
Jost asymptotics for right limits
The aim is now to formulate and prove the main technical result of the paper. Not only will this theorem on Jost asymptotics be the key to proving (1.6), it will also be an important step towards establishing polynomial asymptotics.
Throughout the section, ⊂ R will denote an arbitrary Parreau-Widom set. If J has spectral measure dµ, then we write dµ m = f m (t)dt + dµ m,s for the spectral measure of the stripped matrix J| m (i.e., the restriction to ℓ 2 (N) of the shifted matrix J m ). 
−−→
uniformly on compact subsets of D. In particular,
We point out that the right limit J ′ automatically belongs to T . This is an immediate consequence of the Denisov-Rakhmanov-Remling theorem.
The proof of the theorem is divided into two steps. We start by showing that the Blaschke parts converge and then we show that also the Szegő parts converge. As for notation, let {x k } be the isolated mass points of dµ outside . Moreover, denote by {x l,k } and {x
. Finally, fix a fundamental set F for Γ and take p l,k and p + j to be the unique points in F so that x(p l,k ) = x l,k and x(p
Proposition 4.1. Under the hypothesis of Theorem 4.1 and with notation as above, we have
locally uniformly on D.
The idea of the proof is to split the product on the left-hand side into an infinite product which is within ε of 1 and a finite product that only corresponds to points in a fixed union of finitely many gaps (in ) for all l. Then we can apply the same techniques as developed for finite gap sets in [6, Sect. 3 ] to establish the convergence. 
4)
where {z k } are the unique points in F for which x(z k ) = y k .
Proof. By (3.7) and (3.5), we have
Standard estimates for Blaschke products thus give the desired inequality.
Proof of Proposition 4.1. Given r < 1, we show that the products in (4.3) converge uniformly in |z| ≤ r. To any ρ > 0, there is a finite union of gaps, say
so that j / ∈{j 1 ,...,j N } g(c j ) < ρ and
For we know that j g(c j ) < ∞ and (4.5) is obtained by combining (2.4) with the fact that the stripped matrix J| m l has at most one eigenvalue between any two consecutive eigenvalues of J in a gap in (see, e.g., [4, Sect. 3] ). Actually, there is a δ > 0 so that (4.5) holds with I ρ replaced by
Hence, we can directly apply the results of [6, Sect. 3] . Given ε > 0, pick ρ > 0 so small that 2ρ(1 + r)/(1 − r) < log(1 + ε/4). Moreover, take L so large that
and J| m l has the same number of eigenvalues as J + in each of the N intervals in I ρ,δ for all l > L. The above lemma then implies that
for |z| ≤ r and l > L. By construction, the two products on the right-hand side have the same number of factors. So if x + j ∈ (α jn + δ, β jn − δ) for some n, there is exactly one k so that α jn + δ < x l,k < β jn − δ and this x l,k converges to x + j as l → ∞ (according to [6, Thm. 3.9] ). Hence, for l sufficiently large the products on the left-hand side of (4.8) differ by at most ε when |z| ≤ r. This completes the proof. Now, let again dµ ′ = f + (t)dt + dµ ′ s denote the spectral measure of J + . Following [4] , we write S(dµ) for the entropy of dµ relative to dµ. When dµ = f (t)dt + dµ s and f (t) > 0 for a.e. t ∈ , we simply have
where dµ = f (t)dt. Proof. Since J| m l str.
−−→ J + , it follows that dµ m l w − → dµ ′ . Hence, by a lemma of Simon and Zlatoš (see [34] or [6, Sect. 6]), it suffices to show that S(dµ m l ) → S(dµ ′ ). As relative entropy is weakly upper semicontinuous, we automatically get
To prove that lim inf S(dµ m l ) ≥ S(dµ ′ ), start by taking a subsequence m l(n) → ∞ so that
Since the sequence a 1 · · · a n /Cap( ) n is bounded above and below by some positive constants, we can assume that
Now, for n < q consider the matrix J n|q given by
Applying the iterated step-by-step sum rule from [4] , we get
where dµ n|q is the spectral measure of J n|q and {x n|q,k } denote the associated eigenvalues in R \ . The idea is now first to let l(q) → ∞ and only afterwards let l(n) → ∞. Clearly,
It requires an extra argument to show that
Observe that J n|q is a rank two perturbation of the direct sum of the upper left corner of J| m l(n) and J + . By splitting the matrix
into the sum of a positive and a negative rank one perturbation, a little bookkeeping shows that
for some integer N which is independent of n, q and j (cf. the proof of [4, Prop. 3] ). Within any given precision, we can therefore restrict to a finite union of intervals as in (4.6) by also taking l(n) sufficiently large. The desired converge of the finitely many remaining eigenvalues follows from [6, Thm. 3.10] . If we finally let l(n) → ∞, Proposition 4.1 (with z = 0) implies that
Since τ l(n) → τ and because of (4.10), the proof is clear.
Proof of Theorem 4.1. It follows directly from Proposition 4.1 that the Blaschke parts converge locally uniformly on D. To show that the Szegő parts converge too, it suffices to prove that log f m l x(e iθ ) dθ 2π
as l → ∞.
As in the proof of [6, Prop. 6.3] , this is a consequence of Proposition 4.2.
Jost solutions and polynomial asymptotics
Given a matrix J = {a n , b n } ∞ n=1 for which σ ess (J) = , we introduce the so-called Weyl solution by
Clearly, W 1 is nothing but the M -function for J (i.e., minus the m-function lifted by the covering map to a meromorphic function on D). More generally,
and since the poles of M k coincide with the zeros of M k−1 , the only poles of W n are those of M . The term 'solution' comes from the fact that W n obeys the three-term recurrence relation
for all n ≥ 2.
Definition 5.1. For a measure dµ in the Szegő class for , we define the Jost solution by
Since the Blaschke part of u has zeros at the poles of M , u n is analytic on D. By definition of u and due to the inner-outer factorization of M (see, e.g., [4, Sect. 3] ), we also have
where dµ n is the spectral measure of the stripped matrix J| n . Hence,
and it readily follows that χ(J| n ) = χ
where χ 0 is the character of B. We can interpret (5.7) by saying that the map J → χ(J) 'linearizes' coefficient stripping. In particular, the left shift on T corresponds to multiplying by the inverse of the character of B under the Abel map. Now, let F ⊂ D be a fundamental set for Γ which contains the point z = 0 and denote by F int its interior. Recall that the covering map x is a meromorphic bijection of F int onto C \ [α, β]. When J ′ belongs to T , we denote by dµ ′ the spectral measure of J + (i.e., the restriction to ℓ 2 (N) of J ′ ). Since J + has no eigenvalues outside [α, β], the Jost function u(z; dµ ′ ) is nonvanishing on F int . Moreover, as will be useful shortly, the sequence u(z; dµ ′ n ) is uniformly bounded away from zero (and infinity) on compact subsets of F int . Otherwise we could pass to a subsequence of matrices whose limiting Jost function would have a zero (or a pole) in F int , violating Theorem 4.1.
Proposition 5.1. Let dµ be a measure in Sz( ) and J the associated Jacobi matrix. If (1.6) holds for some J ′ in T , then
uniformly on compact subsets of F int .
Proof. Because of (1.6), J and J + have the same right limits. Hence, Theorem 4.1 implies that
uniformly on compact subsets of D. Since u(z; dµ ′ n ) is uniformly bounded away from zero on any compact subset of F int , we have
locally uniformly on F int . The result follows by noting that a n /a ′ n → 1.
The key result to be proven is this section is Theorem 5.2. Let dµ be a measure in Sz( ) and J the associated Jacobi matrix. If J ′ is the unique element in T for which (1.6) holds, then
The above theorem immediately implies Theorem 1.3 from the introduction and it enables us to describe the asymptotic behavior of P n (x, dµ) if we can control the polynomials associated with points in T .
Set a 0 = 1, u 0 = u, and P −1 = 0. Then the Jost solution u n and the lifted polynomials P n−1 • x both satisfy the recurrence relation (5.3) for n ≥ 1. Since u n is ℓ 2 at +∞ and the Wronskian of u n and P n−1 is given by Wr(z) = a n u n+1 P n−1 − u n P n n=0 = −u, we have
for all z ∈ F int \ {p k } (and z = 0 if m > n + 1). Here, as in Section 3, the p's account for the zeros of u in F. Combining (5.11) for J and J + (where a ′ 0 u 0 = u), it follows that 
uniformly on compact subsets of F int \ ({p k } ∪ {0}).
Note that since both sides of (5.10) are analytic on F int , the uniform convergence in Theorem 5.2 readily extends to compact subsets of F int . We shall prove Proposition 5.2 shortly, but first we give a more detailed description of the P n 's associated with points in T .
Let J ′ ∈ T be given. Following the notation of Section 3, we denote by dµ ′ n the spectral measure of J + n and use the relation
to define u n := u n (z; dµ ′ ) for all n ∈ Z, compare with (5.5). In this way, the recurrence relation
becomes valid for all integer values of n. Note that u n has a zero of order n (or a pole of order −n) at every zero of B.
Besides J ′ , consider also the reflected matrix J ′,r given by
Since T is invariant under reflections of the Jacobi parameters, J ′,r belongs to T and (5.15) therefore holds with ′ replaced by ′,r everywhere. Equivalently,
where u (r) n is short for u n (z; dµ ′,r ). Hence u n and u
−n satisfy the same recurrence relation for every z ∈ D \ {γ(0)} γ∈Γ . As the former is ℓ 2 at +∞ and the latter is unbounded when n → ∞, these two solutions are linearly independent for all z ∈ F int \ {0}. Recalling that P n−1 (x(z), dµ ′ ) also satisfies (5.15), we deduce that
for n ≥ 1. By use of (5.14), the numerator can be written as
Moreover, the denominator is given by locally uniformly on F int . In particular, B(z) n P n (x(z), dµ ′ ) is uniformly bounded away from zero and infinity on compact subsets of F int .
Put into words, (5.22) says that the asymptotic behaviour of P n ( · , dµ ′ ) is controlled by a ′ n B n and the Jost function for J − n . The remaining factor involving the Jost function for J + and certain Blaschke products is independent of n.
Proof. Multiply the expression for P n−1 in (5.18) by a ′ n−1 B(z) n−1 and rewrite the quotient by use of (5.19)-(5.20). The result follows by noting that B(z) n → 0 as n → ∞ while u(z; dµ ′ n ) is uniformly bounded on compact subsets of F int .
By combining Theorem 5.2 and Proposition 5.3, we can get a description of P n ( · , dµ) when dµ lies in Sz( ) and n is large. It follows from (5.22) that a ′ n B(z) n P n (x(z), dµ ′ ) u(z; dµ
uniformly on compact subsets of F int . By (5.10) and since a n /a ′ n → 1, we arrive at Corollary 5.1. For dµ in the Szegő class for and with notation as above, we have The above result describes the large n behaviour of P n (x, dµ) for x ∈ C \ cvh( ). When is the interval [−2, 2], the formula in (5.23) reduces to z n P n (z + 1/z, dµ) ∼ u(z; dµ) 1 − z 2 which is consistent with [24] . There is no similar description on the set , where the zeros of the polynomials accumulate. As a matter of fact, one can only obtain L 2 asymptotics on the spectrum. For x ∈ Ω, we denote by z(x) the unique point in F such that x(z(x)) = x and define z(t) := z(t − i0) for t ∈ . Following the approach of [6, Sect. 8] and with dµ = f (t)dt + dµ s , one is led to P n (t, dµ) − Im u(z(t); dµ)u n+1 (z(t); dµ as n → ∞. See also [25] . For homogeneous sets, this type of asymptotics led Volberg and Yuditskii [38] to construct a scattering theory for Jacobi matrices with an almost periodic background. In this theory, the elements in T are exactly the ones with vanishing reflection coefficients.
We conclude the section with the proof of Proposition 5.2.
Proof. By the second resolvent identity, we have
G nk (z; J)(J − J + ) km G mn (z; J + ).
As the km entry of J − J + is zero whenever |k − m| > 1, the double sum reduces to k G nk (z; J) l=0,±1
(J − J + ) k,k+l G k+l,n (z; J + ).
Given a compact subset K ⊂ F int \ ({p k } ∪ {0}), there are constants C, δ > 0 so that the Combes-Thomas estimate G nk (z; J) , G kn (z; J + ) ≤ Ce 
Hence, G nn (z; J + ) is bounded below on K by Proposition 5.3 and the remark prior to Proposition 5.1. This proves (5.13).
