In the speaker recognition, when the cepstral coefficients are calculated from the LPC analysis parameters, the prediction error, or LPC residual signal, is usually ignored. However, there is an evidence that it contains a speaker specific information. The fundamental frequency of the speech signal or the pitch, which is usually extracted from the LPC residual, has been used for speaker recognition purposes, but because of the high intraspeaker variability of the pitch it is also often ignored. This paper describes our approach to integrating the pitch and LPC-residual with the LPC-cepstrum in a Gaussian Mixture Model (GMM) based speaker recognition system. The pitch and/or LPC-residual are considered as an additional features to the main LPC derived cepstral coefficients and are represented as a logarithm of the F0 and as a filter bank mel frequency cepstral (MFCC) vector respectively. The second task of this research was to verify whether the correlation between the different information sources is useful for the speaker recognition task. For the experiments we used the NTT database consisting of high quality speech samples. The speaker recognition system was evaluated in three modes-integrating only pitch or only LPC-residual and integrating both of them. The results showed that adding the pitch gives significant improvement only when the correlation between the pitch and cepstral coefficients is used. Adding only LPC-residual also gives significant improvement, but in contrast to the pitch, using the correlation with the cepstral coefficients does not have big effect. The best results we achieved using both the pitch and LPC-residual and are 98.5% speaker identification rate and 0.21% speaker verification equal error rate compared to 97.0% and 1.07% of the baseline system respectively.
INTRODUCTION
The pitch extraction was not also much reliable and computationally expensive.
In the last decade, research has been focused on using the spectral information, especially the cepstral coefficients, for speaker recognition.2-0 There have been several studies, for example,5-7) trying to use both the pitch and the cepstral coefficients. The main problem in such combination, in the case of text-independent speaker recognition, is that there are voiced and unvoiced parts of speech, i.e. the pitch is not present in all the frames and this makes the modeling complicated. The approach taken in Ref. 5) , where VQ codebook is used as a model, is to train two separate models for each speaker from the voiced and unvoiced parts of the training data respectively. For dealing with different kinds of feature parameters, an appropriate distribution normalization is applied. In Ref. 7 ) the pitch is modeled separately using mixture model which takes into account the probability of pitch extraction errors pitch halving and doubling. The relative entropy between pitch distributions of the model and the test utterance is used as a pitch score which is further combined with the score obtained from the conventional GMM cepstral system.
In our speaker recognition system, which is based on GMM, we combine the cepstral and pitch information at the frame level by augmenting the cepstral feature vector with the pitch parameter. Since for the unvoiced speech segments no pitch can be extracted, in this case, the cepstral vectors are used as they are. This prompted as to use two models per speaker (as in Ref. 5)) for voiced and unvoiced speech segments respectively. Another issue of interest which to our knowledge has not been addressed yet, is whether the correlation between the pitch and cepstral coefficients is useful for the speaker recognition task. The study8) shows that the change of the pitch results in the change of the cepstrum and, therefore, the pitch/ cepstral correlation may carry speaker specific information. Using models with a full covariance matrix gives us very simple way of utilizing such correlation.
The LPC technique is a very powerful and popular method for speech analysis, because it provides extremely accurate estimates of speech spectrum and is computationally inexpensive. A by-product of the LPC analysis is the prediction error signal, also called LPC residual signal. If the speech could be perfectly modeled by the all-pole model, the residual signal would be very small. However, this model is not suitable for nasal and fricative sounds. For example, nasal sounds having anti-formant frequencies have useful acoustic characteristics for speaker recognition.9) Thus, the prediction error essentially carries all information that has not been captured by the LPC coefficients. On the other hand, the LPC residual signal is generally considered as an approximation of the glottal flow which obviously differs among speakers. The information lost in the LPC analysis contains the fundamental frequency (pitch), the shape of the glottal flow signal and those spectral elements which cannot be modeled by the all-pole LPC model. Therefore, we have enough reasons to believe that the LPC residual contains additional speaker specific information. However, only recently it has attracted researchers interest and the published works where LPC residual is used for speaker recognition are very few, for example, Refs. [10] [11] [12] . Since the LPC residual is a time domain signal as the speech itself, in order to extract information from it some kind of spectral analysis is necessary. The approach taken in Refs. 10, 11) is to transform the LPC residual into a cepstral coefficients using FFT-much like Mel Frequency Cepstral Coefficients (MFCC) for the speech signal. In Ref. 12) the LPC residual is represented in terms of power difference spectrum in subband (PDSS) which is derived also from the FFT spectrum. The next issue is how to combine the two types of information sources. In Refs. 10, 12) the LPC cepstral coefficients and the representation of the LPC residual are treated as a separate feature streams and are combined at the model level, i.e. the scores of the respective models are linearly combined. In contrast, in Ref. 11) they are combined at the feature vector level, i.e. by augmenting the LPC cepstral vector. Furthermore, only voiced segments of the speech signal are used for feature extraction. We have to note that in all mentioned works both features are modeled using a vector quantization technique (LVQ in the case of Ref.
11)).
In our speaker recognition system, the LPC resid- Although the pitch is contained in the LPC residual signal and, generally, the LPC residual representation in the form of cepstral coefficients should include the pitch information as well, in practice, in order to keep a reasonable number of model parameters, only the low order cepstral coefficients are used. The pitch, however, as a frequency of the signal is included in the higher order coefficients. Therefore, it is reasonable to assume that the MFCC of the LPC residual may not contain all of the pitch information and that adding the pitch parameter explicitly would have some effect. That is why, we have experimented with combination of both the pitch and LPC residual by adding the pitch parameter to the augmented cepstral vector and again using two models (voiced and unvoiced) per speaker.
As a baseline system for comparisons we used a conventionally trained GMM using only LPC derived cepstral coefficients. Previously, we have developed and experimented with the frame level likelihood transformation technique.1344) There was a significant effect of applying this technique to our baseline system. In this research, we also experimented with this technique and we achieved further improvements of the system performance. 
Thus, we can define a linear predictor as an all-pole system whose output is : ( 2 ) where ak are the LPC prediction coefficients, p is the prediction order and s(n) are the samples of the speech signal. There are many methods to calculate LPC coefficients. The most popular is the autocorrelation method which allows ak to be efficiently calculated by the Durbin's recursive algorithm.15) The LPC coefficients are then transformed into cepstral coefficients using :
Since it has been found that mel-wrapped features perform better, the LPC cepstral coefficient can be further transformed into a mel-frequency scale. This is usually done by bi-linear frequency warping using an all-pass filter.16)
The delta spectral coefficients which provide transitional spectral information can be found using : ( 4 ) where hi is a symmetric window of length 2L+1 frames.
LPC Residual Cepstrum
The prediction residual signal, or the prediction error, is found directly from Eq. (1) and Eq. (2) : ( 5 ) As described in Introduction, the LPC residual signal is interpreted as the excitation of the LPC model of speech and approximates the glottal flow which obviously differs among the speakers and, thus, provides speaker specific information.
In practice, the LPC residual is obtained by inverse filtering of the speech signal using its autoregressive parameters computed by the standard LPC analysis as filter coefficients. Obtained LPC residual signal is then transformed into cepstral coefficients using the standard mel frequency filter-bank analysis technique. In more detail, this method consists of the following steps a) Framing the LPC residual with the same rate and length as the original speech signal. b) Applying a Hamming window. c) Obtaining the magnitude spectrum with FFT. d) Forming M filter banks in the mel scale. e) Computing the log filter-bank amplitudes. f) Calculating d cepstral coefficients from the filter-bank amplitudes using Discrete Cosine Transform (DCT).
Pitch Parameter
Besides the LPC-residual spectrum, the fundamental speech frequency (pitch) is widely used as a representation of the glottal flow information. The pitch frequency is extracted from the LPC-residual signal and estimated using an algorithm based on the normalized short-time autocorrelation function which does not require the selection of the frame length.17) For minimization of the pitch extraction errors, such as pitch doubling or pitch halving, a post-processing is applied as proposed in Ref. 18 where cit is the ith cepstral coefficient at time t and log F0t is the logarithm of the pitch frequency. We used log F0 instead of F0 because as shown in Ref. 7 ) the distribution of the log F0 is closer to the normal distribution.
Note that the two types of feature vectors have different dimension : d + 1 for voiced and d for unvoiced vectors.
When using the LPC residual cepstral coefficients, denoted by R-CEP, we investigated two approaches. The first treats the R-CEP features as a separate stream and, thus, they are modeled by a separate GMM. The second approach is to form one long feature vector consisting of both CEP and R-CEP coefficients. Adding the pitch parameter, in the latter case, again leads to a split of the feature vectors into voiced and unvoiced sets. 
This kind of likelihood normalization we call sentence level likelihood normalization in contrast to the frame level likelihood normalization which is briefly discussed in Section 4. In our baseline system, each speaker is represented by one GMM and the vector x consists of only LPC-cepstral coefficients.
Using Pitch
In our system, each speaker is represented by two Gaussian mixture models (GMM) trained on the corresponding collections of the unvoiced and voiced frames. Figure 1 a shows the block diagram of the training algorithm.
After the front-end analysis, the training feature vectors are divided into two subsets, voiced Xv, and unvoiced Xuv, by checking their dimension. Then from each subset a GMM is trained using the conventional Maximum Likelihood Estimation (MLE). We have to note that since our pitch extraction algorithm is not perfect, there may be kind of errors where pitch was not extracted for a voiced frame or, conversely, unvoiced frame was given a pitch value. Such errors occur at the beginning or at the end of some voiced speech segments. Therefore, the subsets of voiced and unvoiced frames contain small part of falsely assigned frames. However, we believe that this does not have any significant effect on the system performance because both the training and test data are subject to such kind of errors. In fact, we found that roughly 1% of the voiced frames were falsely judged as unvoiced and that this caused no misrecognition errors. When the Gaussian densities of the models have full covariance matrix, for the voiced GMM, it has the following structure : (11) That is why, we have chosen to take a linear combination of the likelihoods as follows : (12) where X"" and .Ku denote the unvoiced and voiced subsets of the feature vectors respectively and then the L(X) is used for identification or verification decision. Figure lb shows the block diagram of the test procedure.
Using LPC Residual
As mentioned in Section 2.4, the LPC cepstral and LPC residual features are combined in two ways. When the R-CEP coefficients are treated as a separate stream, each speaker is represented by two GMMs-one for CEP and one for R-CEP features. The utterance score in this case is obtained by linear combination of the two models scores in the same way as Eq. (12) .
When CEP and R-CEP are combined in one feature vector, one GMM per speaker is used and the speaker recognition system structure does not differ from the conventional one. If there is any correlation between CEP and R-CEP coefficients, in this case, it can be captured and used when the model's pdfs are with full covariance matrices in the same manner as the pitch/CEP correlation.
Adding the pitch parameter to the combined CEP/R-CEP vector allows to use both the LPC residual and pitch in the same time. The speaker recognition system in this case is similar to that explained in Section 3.2. using pitch/cepstral correlation (full covariance matrices). The term "Cohort" means that the background speakers for the frame level likelihood normalization are chosen to be the acoustically closest speakers to the target speaker (see Eq. (13)). The number of the background speakers is B = 5. For the speaker verification task, we have also applied sentence level likelihood normalization using the top 10 speakers as background speakers (see Eq. (10)) to both systems with (Cohort test, WMR test) and without (ML test) frame level normalization. It can be seen that this technique works well improving further the performance. For the fast and slow speed test utterances, even bigger improvement was achieved. The baseline fast speed test best result of 94.0% identification rate increased to 95.9% and to 97.4% with the WMR test. The corresponding rates for the slow speed test are 93.0%, 95.6% and 95.6% respectively. The verification Equal Error Rate (EER) also decreased from 1.43% to 0.64% (with WMR) and from 2.06% to 0.87% (with WMR) for the fast and slow speed tests respectively. For details of calculating the EER see Ref. 14) . 
Results Using LPC Residual
In the first evaluation experiments with LPC residual, it was modeled as a separate feature stream. We ran several tests using different types of GMM, with full or diagonal covariance matrices and different number of mixtures. Each speaker was modeled by a pair of GMMs of the same type corresponding to CEP and R-CEP features. The overall utterance score was obtained by a linear combination of non-normalized scores from the two models. The optimal combination parameter for all cases was between 0.3 and 0.4. In Table 2 , the column "Lin .Comb." shows the speaker identification rates using the standard Maximum Likelihood (ML) test when this combination parameter was set to 0.36.
In the next experiments, the CEP and R-CEP vectors were combined into one 20 dimensional feature vector. Since they were obtained using different analysis techniques and it is not guaranteed that their components have at least similar variances, R-CEP coefficients were scaled appropriately. The results of these experiments are summarized in Table 2 in the column "20 dim." There is no big difference between these and previous results. However, the poor performance of the 8 mixture, full covariance matrix GMM suggests that probably the training data became insufficient when the model dimension was doubled. Thus, we decided to reduce the R-CEP vectors dimension to 4 using Karuhnen-Loewe (K-L) transformation, since it preserves most of the information from the original vectors.
The transformed R-CEP vectors were combined with the 10 dimension CEP vectors resulting in a 14 dimension feature vectors. identification performance of the CEP + R-CEP system and the WMR test was better only in the half of the cases. However, the verification error rates were improved in both the Cohort and WMR test giving the smallest EER of 0.21%. Significant improvement was obtained for the fast and slow speed test. Thus, the best ML test result for the fast speed is 97.4% compared to the 94.0% of the baseline. The WMR test further improved the result to 98.1% which is very close to the normal speed test results. For the slow speed test we achieved 96.4% (with WMR) from the baseline's 93.0%. The best verification EERs (with WMR) are 0.39% and 0.69% for the fast and slow speeds respectively. The fast and slow speed tests introduce a bigger mismatch between the test data and model distributions, and the significant improvements achieved with these tests show that integrating the LPC-residual information makes the speaker recognition system more robust against variations of the speaking rate.
Results Using Both Pitch and LPC Residual
In these experiments, we added to the best per- Table  4 Speaker recognition rates using CEP and both pitch and R-CEP features.
forming CEP+ R-CEP 14 dimension vector the pitch parameter, thus increasing the dimension of the voiced vectors to 15. The experimental set up was the same as explained in Section 5.2. Table 4 presents the speaker recognition results using ML, Cohort and WMR tests.
Comparing the results from Table 4 with those from Table 3 , we can see that including the pitch parameter further improves the identification rate in most of the cases. The best result is 98.5% of the WMR test. The improvement achieved by including the pitch in addition to the LPC-residual is due to the fact that the cepstral representation of the LPC-residual (4 K-L transformed coefficients) is unable to represent all the pitch information. Therefore, including explicitly the pitch parameter would have effect. However, in the speaker verification experiments, an improvement was observed only for the GMM with 32 mixtures and diagonal covariance matrix. 6 
