Abstract. By using a characterization of the Morse index and the degeneracy in terms of a singular one dimensional eigenvalue problem given in [4], we give a lower bound for the Morse index of radial solutions to Hénon type problems
Introduction
In this paper we estimate the Morse index of radial solutions to
where Ω is a bounded radially symmetric domain of R N , with N ≥ 2, α ≥ 0 is a real parameter and f is a real function. We will consider weak and classical solutions. When α = 0 problem (1.1) becomes autonomous (1.2) −∆u = f (u) in Ω, u = 0 on ∂Ω, and we recover, from a different point of view, an already known estimate on the Morse index of radial solutions to (1.2), see [1] , [8] and [20] . Since this paper is based on the Morse index of a solution we recall its definition and its relevance in the study of P.D.Es. Taken a weak solution u ∈ H In order to give sense to L u and Q u we will consider weak solutions u ∈ H 
Assumptions H.1 and H.2 are needed to give a sense to f ′ (s) and to the weak formulation to (1.1) and (1.3) and Q u (ψ) and to recover compactness of the linear operator L u , so to use the eigenvalue theory for compact operators. It is easily seen that if f ∈ C 1 (R) and u is a classical solution then both assumptions hold. Besides assumption H.2 is satisfied by every radial weak solution if f satisfies some stricter condition, like for instance H.1' f ∈ W 1,∞ loc (R) and |f (s)| ≤ C (1 + |s| p ) when s is large, for some constant C and p ∈ 1,
, or p > 1 if N = 2.
See Remark 4.4. The hypothesis H.1' has been introduced by Ni [28] , together with some other ones, to prove existence of radial solutions to (1.1) and in particular to the real Hénon problem.
In some results we will also assume that f satisfies
Given a weak solution u the Morse index of u, that we denote by m(u), is the maximal dimension of a subspace of H 1 0 (Ω) in which the quadratic form Q u is negative defined, or equivalently, since L u is a linear compact operator, is the number of the negative eigenvalues of L u in H The knowledge of the Morse index of a solution u has important applications. Let us recall that a change in the Morse index, gives existence of other solutions that can be obtained by bifurcation and can give rise to the so called symmetry breaking phenomenon, that in the contest of the Hénon problem has been highlighted by [31] for a least energy solution. In the variational setting, indeed, there is a direct link between the second derivative of the functional associated to (1.1) and the quadratic form Q u related to its linearization, and a change in the Morse index immediately produces a change in the critical groups, giving existence of bifurcating solutions; we refer to [9] for the definition of critical groups, and their relation with the Morse index. But also when the problem does not have a variational structure, as for instance when f is supercritical, a change in the Morse index implies a bifurcation result, via the Leray Schauder degree, see [7] . An application of this type can be found in [3] , dealing with positive solutions of the Hénon problem in the ball. The knowledge of the Morse index also allows to produce nonradial solutions by minimization, as done in [24] , dealing with the Lane-Emden problem in the disk and in [2] , [6] in the case of the Hénon problem.
The study of the Morse index of nodal radial solutions has been tackled for the first time by Aftalion and Pacella, in [1] , dealing with autonomous problem of the type (1.2) with f ∈ C 1 . They proved that the linearized operator L u has at least N negative eigenvalues whose corresponding eigenfunctions are non radial and odd with respect to x i . Adding the first eigenvalue, which is associated to a radial, positive eigenfunction, one gets m(u) ≥ N +1. Next denoting by m the number of the nodal zones, namely the connected components of {x ∈ Ω : u(x) = 0}, the paper [8] proved a similar estimate, precisely that m(u) ≥ (m − 1)(N + 1). In this case f is absolutely continuous, but a restriction on its growth is imposed so that (1.2) has a variational structure. Next [20] established the following lower bound Theorem (2.1 in [20] ). Let f ∈ C 1 (R), and u be a classical radial solution to (1.2) with m nodal zones. Then
All the mentioned estimates are achieved using the directional derivatives of the solution u, namely ∂u ∂xi , to obtain information on the eigenfunctions and eigenvalues of L u , since L u ∂u ∂xi = 0 and cannot be adapted to deal with nonautonomous nonlinearities. Concerning the Morse index of nodal least energy solutions we quote [10] and [14] , dealing with variational problems. Coming to nonautonomous problems of Hénon type (1.1) we quote a recent paper by Dos Santos and Pacella [21] which proved that any nodal radial solution in a radially symmetric planar domain satisfies m(u) ≥ 3 for any α > 0 and m(u) ≥ 3 + α when α is an even integer. Under the additional assumption H.3, also the paper [21] furnishes an improved estimate claiming that m(u) ≥ m + 2 for any α > 0 and m(u) ≥ m + 2 + α when α is an even integer. The proof relies on a suitable transformation which relates solutions to (1.1) to solutions of an autonomous problem of type (1.2), to which [20, Theorem 2.1] can be applied.
Here we improve the results in [21] in two different directions: from one side we provide a higher lower bound in the planar case, from the other we include the case of higher dimensions. Letting
stand for the integer part of α 2 , and
for the multiplicity of the j th eigenvalue of the Laplace-Beltrami operator, our estimates state as follows: Theorem 1.1. Assume that α ≥ 0 and f satisfies H.1, and take u a radial weak solution to (1.1) with m nodal zones satisfying H.2. Then
The proof of Theorem 1.1 relies on a transformation of the radial variable which, like the one in [21] , brings radial solutions to problem (1.1) into solutions of a suitable autonomous o.d.e (see [4, Sect. 4.1] ). The main difference in our approach is that we compute the Morse index starting from a singular eigenvalue problem studied in the the first part of this paper, [4] . In that way the core of the proof stands in an estimate of the singular eigenvalues given in Proposition 3.3. Such estimate, together with [4, Corollary 4.11], allows to obtain informations also on the Morse index in symmetric spaces and has interesting implications on the multiplicity of solutions, as discussed with more details at the end of Section 4.
Let us remark by now an immediate but interesting consequence of estimate (1.6). This result holds only for sign-changing solutions and indeed cannot be true in the case of positive ones, as shown in [3] where the positive solution has Morse index one for every value of α > 0, for some particular choice of the function f . After this paper was finished we came to know that Corollary 1.2 was previously presented in the paper [27] for p-homogeneous nonlinearities. Their result generalizes also to the case of systems. Following an idea of [14] they transform problem (1.1) into an equivalent one and they perform a blow-up analysis as α → ∞. A Liouville theorem for the limiting problem, included in the paper, then implies the result. Let us observe that the strategy of [27] is complementary to ours. Indeed our result does not relies on an asymptotic analysis and produces informations for every fixed value of α. We conclude our paper by dealing with the particular case of power-type non-linearity, i.e. with the Hénon problem
that has been introduced by Hénon in [H] to study stellar clusters. Attention to this problem has been brought by the existence result in [28] and by the breaking of symmetry of the ground state solution in [31] . After that the Hénon problem attracted the attention of many authors, and the interested reader can see among others the following ones [3, 5, 6, 14, 15, 16, 17, 18, 22, 26, 30, 32] . We recall that a solution u is said radially degenerate if the linearized equation L u (ψ) = 0 admits a radial solution in H 1 0 (Ω). By investigating the singular radial eigenvalues related to (1.9), we are able to show that Theorem 1.3. Let α ≥ 0 and u ∈ H 1 0 (Ω) a radial solution to (1.9) with m nodal zones. Then u has radial Morse index m and is radially non-degenerate. Theorem 1.3 includes also the Lane-Emden problem (α = 0). For that problem both the radial non-degeneracy and the value of the radial Morse index had already been obtained in [25] with a completely different approach. Their proof adapts to deal with some nonautonomous problems, but their assumptions do not include the Hénon problem and they only handle variational problems (i.e. subcrictical exponents).
Beside for the Hénon problem an easy corollary follows from the Morse index estimate in Theorem 1.1
This result follows easily by Morse index considerations and was previously known only for small values of α in [13] . It generalizes previous results for autonomous problem in [1] and [8] and can be proved for more general nonlinearities when problem (1.1) admits a variational structure (see as an example assumptions f 1 , f 2 , f 3 , f 4 in [14] ), by relying on Theorem 1.1. On the other hand the same symmetry breaking phenomenon was already proved for the ground state solution to (1.9) in [31] , by estimating the energy of the positive radial solution, but it holds only for large values of α.
Finally we mention that, starting from the Morse index formula in [4, Proposition 1.4], Theorem 1.3 and the estimates of the singular eigenvalues obtained in Proposition 3.3, we are able to compute the Morse index of radial solutions to (4.1) when the parameter p goes to the end of the existence range, by means of a careful investigation of the asymptotic behaviour of the solution as well of the singular radial eigenvalues and eigenfunctions that we defer to the papers [5] and [6] .
Preliminaries
In this section we give all the notations we need in the following, we introduce the singular eigenvalue problems that have been the subject of [4] and we recall their relation with the Morse index of a solution u to (1.1) that we need to prove the main results. Since this paper is the sequel of [4] we suggest to read the first part where some properties of the singular eigenvalues and eigenfunctions are proved. In the following Ω denotes a bounded radially symmetric domain of R N , while B = {x ∈ R N : |x| < 1} is the unit ball. In the end of this section we will focus on the case when Ω = B since the case of the annulus is easier and can be deduced from this one. We shall make use of the following functional spaces: C 
Following [4] we use some singular eigenvalues associated to the linearized operator L u to characterize the Morse index of a solution u to (1.1). To define them we need some weighted Lebesgue and Sobolev spaces that we denote by L := {ψ : Ω → R : ψ measurable and s.tˆΩ |x| −2 ψ 2 dx < ∞},
, L is a Hilbert space with the scalar product´Ω |x| −2 ηϕ dx, so that
Next we introduce the singular eigenvalues that have been studied in [4, Section 3] and we let (2.2)
where Q u (ψ) is as defined in (1.4). This first singular eigenvalue Λ 1 is attained, when
2 and it is attained at a function ϕ i−1 ∈ H 0 , we can then define the subsequent eigenvalue
where the orthogonality stands for the orthogonality in L. Again Λ i is attained as far as it satisfies Λ i < N −2 2 2 . Every eigenfunction ϕ i ∈ H 0 associated with Λ i is a weak solution to the singular eigenvalue problem
for every φ ∈ H 0 . We need also the radial version of the singular eigenvalues and so we let
which is attained when Λ rad 1
2 at a function ϕ rad 1 ∈ H 0,rad and, as before, whenever
2 and it is attained at a function ϕ rad i−1 ∈ H 0,rad , we can then define the subsequent eigenvalue
The interest in the singular eigenvalues stands in the fact that, even for semilinear problems more general than (1.1), the Morse index of any solution u can be computed by counting, with multiplicity, the singular eigenvalues Λ, while the radial Morse index of a radial solution u is the number of negative singular radial eigenvalue Λ rad , see [4, Proposition 1.1]. Further when u is radial they have the good property a decomposition along radial and angular part holds. We collect here into one statement (adapted to the particular case (1.1)) the main results in [4] about this topic recalling that λ j are the eigenvalues of the Laplace Beltrami operator on the sphere
and whose multiplicity is according to (2.6), and its Morse index is given by
N j where
and ⌈t⌉ = min{k ∈ Z : k ≥ t} stands for the ceiling function. Besides the negative singular eigenvalues are Λ = Λ rad i + λ j and the related eigenfunctions are, in spherical coordinates
is an eigenfunction related to Λ rad i . In the radial setting problem (1.1) is related to an autonomous one by means of the transformation
which has been introduced in [23] and maps any radial solution u of (1.1) into a solution w of (2.10)
where
with some boundary conditions that depends on the case when Ω is a ball and when Ω is an annulus. As explained in [4] the Morse index of u can be computed in terms of some singular eigenvalues associated with the linearization to (2.10) at w, if u and w are related by (2.9). Since the topic is slightly different when Ω is a ball or an annulus, we focus here on the case when Ω is the unit ball since the case of the annulus can be easily deduced from this one. In this case the function w satisfies the boundary conditions (2.12)
and to deal with the singular eigenvalues for any M ≥ 2, we define
M is a Hilbert space endowed with the scalar product v, w M = 1 0 t M−1 v w dt, which yields the orthogonality condition
The spaces H 
In the spaces H 1 0,M we generalize the classical radial eigenvalues of L u considering the Sturm-Liouville eigenvalue problem associated with the linearization of (2.10), namely, if w is a solution to (2.10) we consider (2.14)
for every ϕ ∈ H 
these eigenvalues ν i can be defined using their min-max characterization,
and for i ≥ 2 (2.17)
where ψ j is an eigenfunction corresponding to ν j for j = 1, . . . , i − 1.
Finally, for any M ≥ 2 we define the weighted Lebesgue and Sobolev spaces L M := {v : (0, 1) → R : v measurable and s.tˆ1
L M is an Hilbert space with the scalar product´1 0 t M−3 ηϕ dt, so that
Using these spaces we generalize the radial singular eigenvalues Λ rad i looking at the singular Sturm-Liouville problem
for any ϕ ∈ H 0,M . We say that ν i is a singular eigenvalue if there exists ψ i ∈ H 0,M \ {0} that satisfies (2.20) . Such ψ i will be called singular eigenfunction. If M = N is an integer then
are the radial singular eigenvalues according to the previous definition. The eigenvalues ν i can be defined letting
2 at a function ψ 1 ∈ H 0,M which is a weak solution to (2.19). Iterating, when ν i−1 < M−2 2 2 and it is attained at a function
where the orthogonality stands for the orthogonality in L M . Again ν i is attained as far as
2 . The definitions, the properties of the eigenfunctions ψ i their behavior at t = 0 and many other facts that we need in the following have been tackled in [4] . Here we report only some properties of particular interest. The first one is called Property 5 in [4] and we recall it in a form that can be adapted both to the singular and the classical eigenvalues.
Property 5. Each singular eigenvalue ν i (each eigenvalue ν i ) is simple and any i-th eigenfunction has exactly i nodal domains.
Proposition 2.2 (Proposition 3.11 in [4] ). The number of negative eigenvalues ν i defined in (2.17) coincides with the number of negative eigenvalues ν i defined in (2.21).
Eventually we go back to problem (1.1): if u is a radial solution and w is defined as in (2.9), we can compute the Morse index of u in terms of the singular eigenvalues ν i of (2.19) with M given by (2.11). Proposition 2.3 (Proposition 1.4 in [4] ). Assume that α ≥ 0 and f satisfies H.1 and take u a radial weak solution to (1.1) satisfying H.2. Then its radial Morse index m rad is the number of negative eigenvalues of (2.19), and its Morse index is given by
Furthermore the negative singular eigenvalues are Λ = 2+α 2 2 ν i + λ j and the related eigenfunctions are, in spherical coordinates,
where φ i is an eigenfunction for (2.21)related to ν i .
To characterize degeneracy, and in particular radial degeneracy, also the classical eigenvalues ν i of (2.19), again with M given by (2.11), are needed. 
for some k, j ≥ 1. 
Morse index of radial solutions
In this section we address to the Morse index of radial solutions to the semilinear problem (1.1) when Ω is the unit ball, namely
where α ≥ 0 is a real parameter and f satisfies H.1. The case of α = 0 gives back the autonomous problem (1.2) in B and will be treat together with the general case. As recalled in Section 2 any radial solution u to (3.1) is linked by the transformation (2.9) to a solution w to (2.10) and (2.12) with M ≥ 2 given by (2.11).
To prove Theorem 1.1 we need some qualitative properties of solutions to semilinear O.D.E (2.10). Let us denote by 0 < t 1 < · · · < t m = 1 the zeros of w in [0, 1], so that w(t i ) = 0 and, assuming w(0) > 0 we let
for i = 1, . . . , m − 1. Then we have: Lemma 3.1. Assume that α ≥ 0 and f satisfies H.1 and let w be a weak solution to (2.10) with m nodal zones which is positive in the first one (starting from 0) satisfying H.2. If in addition f satisfies f (s)/s > 0 as s = 0, then w is strictly decreasing in its first nodal zone so that w(0) = M 0 . Moreover it has a unique critical point s i in the nodal set (t i , t i+1 ) for i = 1, . . . m − 1 with for any t ∈ (0, t 1 ). Then w is strictly decreasing in the first nodal zone, so that M 0 = w(0).
2 f (w) by w ′ and integrate to compute
where F (s) =´s f (t)dt is a primitive of f . Since the l.h.s. is strictly positive, it follows that F (w(0)) > F (w(r)) for any t ∈ (0, 1], meaning that w(0) = w(t) for any t ∈ (0, 1]. This implies that M 0 = w(0) > w(t) for any t ∈ (0, 1] so that 0 is the global maximum point of w. The very same computation (integrating between t i , t) shows that |w| is strictly increasing in any nodal region until it reaches a critical point s i , and then it is strictly decreasing. At any critical point s i , we have w(s i ) = 0 by the unique continuation principle and w ′′ (s i ) = − Next we show an estimate on u ′ and w ′ that will be useful in the following. 
which shows that´1 0 r N −3 |u ′ | 2 dr < ∞ and concludes the proof.
The transformation (2.9) is useful also in computing the Morse index of radial solutions u to (3.1) via Proposition 2.3. In that case we look at the singular eigenvalues ν i defined in (2.19) in Section 2. Next Proposition establishes some bounds for these singular eigenvalues ν i which are essential to prove Theorem 1.1. 
whenever ψ i is an eigenfunction for (2.19) related to
It is clear that ζ has at least m zeros in [0, 1], indeed since u has m nodal domains the same is true for w so that ζ has at least one zero in each nodal domain of w. Let 0 ≤ t 0 < t 1 · · · < t m−1 ≤ 1 be such that ζ(t i ) = 0. Because w is a nontrivial solution to (2.10) and (2.12) we can take t 0 = 0, and certainly t m−1 < 1 by the unique continuation principle. For k = 1, . . . m − 1, let ζ k be the function that coincides with ζ on [t k−1 , t k ] and is null elsewhere. Certainly ζ k ∈ H 0,N ⊂ H 1 0,N , and can be used as test function in (3.5) giving
Recalling that ζ k have contiguous supports and so they are orthogonal in L 2 M (see Section 2 for the definition of the space), (3.7) implies in the first instance that the quadratic form Q w in (2.16) is negative defined in the m − 1-dimensional space spanned by ζ 1 , . . . , ζ m−1 showing, by (2.17) , that the eigenvalue problem (2.14) has at least m−1 negative eigenvalues ν 1 , . . . , ν m−1 . Proposition 2.2 then implies that also the singular eigenvalue problem (2.19) has at least m − 1 negative eigenvalues ν 1 , . . . , ν m−1 . Let us check that actually ν i < −(M −1). First ν i = −(M −1), otherwise (3.6) should imply that ψ i and ζ are proportional, which is not possible as ψ i (1) = 0 = ζ(1). Next, taking advantage from the identity (3.6), we can repeat the same arguments used to prove the last part of Property 5 in Subsection 3.1 in [4] to show that, if ν i > −(M − 1), then ψ i must have at least one zero between any two consecutive zeros of ξ meaning that ψ i must have at least m − 1 internal zeros, contradicting Property 5 recalled in Section 2. This concludes the proof of (3.3).
Further when f (s)/s > 0 as s = 0, then w has only one critical point in any nodal region by Lemma 3.1. This means that the function ζ has exactly m zeros, and only m − 1 internal zeros. Besides, since we are taking that m rad (u) ≥ m, also ν m < 0 thanks to Proposition 2.3 and the related eigenfunction ψ m has m nodal zones by the Property 5 recalled in Section 2. The inequality (3.4) is obtained by comparing ζ and ψ m . As before certainly ν m = −(M − 1), and if ν m < −(M − 1) then ζ must have at least m internal zeros, obtaining a contradiction.
The previous inequalities will play a role in the proof of some asymptotic results on the Morse index of radial solutions to (3.1) in [5, 6] . Now the statement of Theorem 1.1 follows by combining the estimate (3.3) with the general formula (2.22).
Proof of Theorem 1.1. By (3.3), via Proposition 2.3, it is clear that the radial Morse index of u is at least m − 1, i.e. (1.5) holds. Next putting the estimate (3.3) inside (2.22) gives (1.6). Moreover under assumption H.3 it is easy to see that the radial Morse index of u is at least equal to the number of nodal zones. First we show that, letting w as in (2.9), the eigenvalue problem (2.14) has at least m negative eigenvalues i.e., by the variational characterization (2.17) , that the quadratic form Q w in (2.16) is negative defined in an m-dimensional subspace of H 1 0,M . Let 0 < t 1 < t 2 < . . . t m = 1 be the zeros of w in [0, 1], I 1 = (0, t 1 ), I i = (t i−1 , t i ) for i = 2, . . . , m its nodal domains, and z i be the function that coincides with w in I i and is zero elsewhere. Using z i as a test function in (2.13) giveŝ 
We denote by H 
If also assumption H.3 holds true, then
Here N G j stands for the multiplicity of j th eigenvalue of the Laplace-Beltrami operator in H 1 0,G .
Power type nonlinearity: the standard Hénon equation
We focus here on the particular case f (u) = |u| p−1 u where p > 1 is a real parameter. For α > 0 we have the Hénon problem
but all the following discussion applies also to the case α = 0, i.e. to the Lane-Emden problem
To begin with we see that problem (4.1) admits classical solutions with any given number of nodal zones under assumption H.2', namely when the exponent p satisfies
More precisely we show the following Proposition 4.1. Assume that α ≥ 0 and p satisfies (4.3). Any weak radial solution to (4.1) is classical. For any m > 1 problem (4.1) admits a unique radial solution u which is positive in the origin and has m nodal regions. Further u is strictly decreasing in its first nodal zone and it has a unique critical point σ i in any nodal zone (r i−1 , r i ). Moreover
and 0 is the global maximum point.
As in the previous section the proof relies on the transformation (2.9) that we adapt here to the case of the power nonlinearity so to adsorb the constant. Then a minor variation on the previous discussion shows that Corollary 4.2. Assume that α ≥ 0. u is a (weak or classical) radial solution to (4.1) if and only if
solves (in weak or classical sense)
Next we show that under assumption (4.3) a bootstrap argument applies to radial solutions to (4.1) showing the regularity statement of Proposition 4.1. To simplify the notations we prove it for a weak solution v to (4.5) provided that
Assumption (4.6) is the restatement of (4.3) in terms of M and highlights the fact that p M = p α,N is exactly the critical exponent for existence results. The regularity of u then follows from the regularity of v by Corollary 4.2. 
So we only need to show that v is bounded near at t = 0. By the embedding of
, so starting from the weak formulation of (4.5) and using the same arguments used to obtain the equation (2.12) in [4, Proposition 2.2] we end up with
If M = 2, the Radial Lemma in H 
proving that v is continuous. Otherwise if M > 2 putting together (4.7) and (4.8) gives
Next the same Radial Lemma states that |v(s)| ≤ Cs
, which inserted into (4.9) gives
where C stands for a constant that can change from line to line. If p < 4/(M − 2), we have obtained that v(t) is bounded near at t = 0 as wanted. If p = 4/(M − 2), then |v(t)| ≤ C (1 + | log t|) and we can conclude as in the case M = 2. If, else, p > 4/(M − 2), we have
2 , so we can start a bootstrap argument. Inserting (4.10) into (4.9) yields
and iteratively
If at some step β n = −2 we infer |v(t)| ≤ C (1 + | log t|) and conclude as in the case M = 2.
Otherwise it is certain that after a finite number of steps β n > 0, implying that v(t) is bounded near at t = 0. Actually β n = 2p > 0 because of (4.6).
Remark 4.4. The same arguments in the proof of Lemma 4.3 show that H.2 holds for any weak radial solution to (1.1), when the nonlinearity f satisfies the hypothesis H.1' mentioned in the introduction.
Next we recall how a solution to (4.5) with m nodal zones can be produced provided that (4.6) holds. This proves the existence part in Proposition 4.1 again by Corollary 4.2. Let 
The compactness of the previous embedding implies also that the minimum of E on N is attained and produces for every p a couple of solutions v − < 0 < v + to (4.5) such that
− , so that (4.5) admits a unique (by [29] ) positive solution. By such minimality property one can also deduce that its radial Morse index is at most one and since H.3 is satisfied, then it is exactly one, by (1.7).
Moreover, since the nonlinear term f (u) = |u| p−1 u is odd then problem (4.5) admits infinitely many nodal solutions. In particular for every positive integer m, one can produce a solution v to (4.5) with 
and the Nehari sets
and solving the minimization problem
Afterwards it can be checked like in [12, Lemma 5 .1] that choosing t 0 , t 1 , . . . t m which realize (4.12) and gluing together, alternatively, the positive and negative solution in the subinterval (t i−1 , t i ), gives a nodal solution to (4.5). Requiring (4.11) is sufficient to identify v by the uniqueness results in [29] .
To conclude the proof of Proposition 4.1 it is needed to prove the qualitative properties of the solution to (4.1). Via Corollary 4.2, it suffices to check the analogous properties of the solution to (4.5) . To state them we need some more notations and write M 0 = sup{v(t) : 0 < t < t 1 },
where t i are the zeros of v, any s i is the extremal point of v restricted to the nodal region (t i , t i+1 ), and M i the respective extremal value.
Lemma 4.5. Let v be a weak solution to (4.5) with m nodal zones which is positive in the first one (starting from 0). Then
Besides v is strictly decreasing in its first nodal zone and s i is the only critical point in the nodal set (t i,p , t i+1,p ) for i = 1, . . . m − 1 with
In particular 0 is the global maximum point.
It follows by Lemma 3.1 using Lemma 4.3. The Morse index and the degeneracy of a solution u to (4.1) can be regarded considering the eigenvalues and singular eigenvalues ν i and ν i as in (2.14) and (2.19) which in terms of v are given by (4.13)
and (4.14) 
u is radially degenerate instead if and only if ν = 0 is an eigenvalue for (4.14) when N ≥ 3 or ν = 0 is an eigenvalue for (4.13) when N = 2. All the corresponding eigenfunctions are as in (2.23).
Before proving Theorem 1.3, we point out some useful properties of an auxiliary function.
Lemma 4.7. Let v be a weak solution to (4.5) with m nodal zones and
The function z has exactly m zeros in (0, 1). 
Actually the unique continuation principle guarantees that (−1)
e. z has alternating sign at the zeros of v and therefore it has an odd number of zeros in any nodal zone of v. The claim follows because z can not have more than one zero in any nodal zone.
To see this fact, it is needed to look back to the Nehari construction of the nodal solution v. By construction w 0 (x) := v(|x|) as |x| ≤ t 1 is the unique positive radial solution to (4.1) settled in the ball Ω = {x ∈ R N : |x| < t 1 } and therefore
has exactly one negative eigenvalue ν 1 .
is the unique positive radial solution to (4.1) settled in the annulus Ω = {x ∈ R N : t i < |x| < t i+1 } and then it realizes the minimum of E ti,ti+1 . Again it follows that (4.20)
has exactly one negative eigenvalue ν 1 . Now, let assume by contradiction that z has three or more zeros between t i and t i+1 , and let φ 2 , ν 2 respectively the second eigenfunction and eigenvalue of (4.19) or (4.20) settled in (t i , t i+1 ). We have seen that ν 2 ≥ 0, and by the analogous of Property 5, see Section 2 in the interval (t i , t i+1 ) for i ≥ 0 φ 2 has exactly one zero in (t i , t i+1 ). If z has three or more zeros between t i and t i+1 , then we can reason exactly as in the proof of Property 5 of Subsection 3.1 of [4] and we prove that φ 2 has at least two zeros in the same interval obtaining a contradiction. To see this we take that z(r) > 0 on (s 1 , s 2 ) with z(s 1 ) = z(s 2 ) = 0, which also implies z ′ (s 1 ) > 0 and z ′ (s 2 ) < 0. If φ 2 does not vanishes inside (s 1 , s 2 ) we may assume without loss of generality that φ 2 (r) > 0 in (s 1 , s 2 ) and φ 2 (s 1 ), φ 2 (s 2 ) ≥ 0. Repeating the computations in Lemma 2.4 in [4] we get that
Integrating (4.21) on (s 1 , s 2 ) gives
But this is not possible because the l.h.s. is less or equal than zero by the just made considerations, while the r.h.s. is greater or equal than zero as ν 2 ≥ 0. The only possibility is that ν 2 = 0 and φ 2 (s 1 ) = φ 2 (s 2 ) = 0, but again this is not possible since it implies, by uniqueness of an eigenfunction, that φ 2 and z are multiples and this does not agree with φ 2 (t i ) = 0 = z(t i ).
We are now in the position to prove Theorem 1.3: u has radial Morse index m and it is radially non-degenerate The proof is completed if we show that ν m+1 > 0. Indeed in this case Proposition 2.2 forbids ν m+1 < 0, thus implying that m rad (u) = m via Proposition 2.3, while Proposition 2.4 ensures that u is not radially degenerate. We therefore assume by contradiction that ν m+1 ≤ 0 and denote by ψ m+1 the corresponding eigenfunction, which, by Property 5 in Section 2 admits m zeros inside the interval (0, 1) and then m+1 nodal zones. Then we want to prove that the function z introduced in (4.17) has at least one zero in any nodal interval of ψ m+1 . This fact contradicts Lemma 4.7, since z has m zeros in (0, 1) and concludes the proof. Let (s k , s k+1 ) be a nodal zone for ψ m+1 and suppose by contradiction that z has one sign in this interval. Without loss of generality we can assume ψ m+1 > 0 in (s k , s k+1 ), which also implies ψ Observe that the the r.h.s. is strictly positive if ν m+1 < 0 and equal to zero if ν m+1 = 0, while the l.h.s. is less or equal than zero by the assumptions on z and ψ m+1 . The only possibility is that ν m+1 = 0 and z(s k ) = z(s k+1 ) = 0. So (4.22) implies that ψ m+1 and z are multiples and it is not possible since ψ m+1 (1) = 0 = z(1).
Remark 4.8. Inspecting all the arguments used in this subsection one can easily see that they apply also to the case α = 0, i.e. to the Lane-Emden problem. In that particular case the transformation (4.4) is the identity, and the presented proof of Theorem (1.3) is an alternative proof of [25, Proposition 2.9].
We end this section recalling that when we are in a variational setting, namely when 1 < p < N +2 N −2 , solutions to (3.1) (radial and nonradial) can be found minimizing the functional E(u) :=ˆB |∇u| 2 − |x| α |u| p+1 dx (which is defined in H 1 0 (B)) under suitable constraints. In particular minimizing it on the Nehari manifold produces a least energy solution which is positive and not radial when α is sufficiently large (depending on p) by the result in [31] . Next following [11] one can minimize E(u) on the nodal Nehari manifold to produce a nodal least energy solution which has two nodal domains and Morse index 2, and considerations based on the Morse index imply that such solution is not radial for α = 0, see [1] and [8] . Estimate 1.6 then extends this matter also to the case α > 0, proving Corollary 1.4. Besides, if G is any subgroup of O(N ), for 1 < p < N +2 N −2 , the minimization technique on the nodal Nehari set can be performed also in H 1 0,G , ending with a nodal solution u which belongs to H 1 0,G and has m G (u) = 2. In that way Corollary 3.4 ensures that the minimal energy nodal and G-symmetric solution is not radial whenever N G 1 = 0, for every α ≥ 0. As α increases, the condition under which the minimal energy nodal and G-symmetric solution can be radial become more stringent, and it is expected that the multiplicity of nonradial solutions increases. This considerations are exploited in [24] , dealing with the Lane Emden problem in the disk, and in [6] , [2] , dealing with and the Hénon problem.
