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NON UNIQUE SOLUTIONS TO BOUNDARY VALUE PROBLEMS
FOR NON SYMMETRIC DIVERGENCE FORM EQUATIONS
ANDREAS AXELSSON
Abstrat. We alulate expliitly solutions to the Dirihlet and Neumann bound-
ary value problems in the upper half plane, for a family of divergene form equa-
tions with non symmetri oeients with a jump disontinuity. It is shown that
the boundary equation method and the LaxMilgram method for onstruting so-
lutions may give two dierent solutions when the oeients are suiently non
symmetri.
1. Introdution
Reently, new tehniques in harmoni analysis have been used to study boundary
value problems (BVP's) for divergene form ellipti equations with non symmetri,
or more general omplex oeients. In the half plane, for real but non symmet-
ri oeients, Lp solvability of the Dirihlet problem for suiently large p was
obtained by Kenig, Koh, Pipher and Toro [3℄ and Lp solvability of the Neumann
and regularity problems, for suiently small p, was proved by Kenig and Rule [4℄.
In R
n
, two boundary equation methods have been studied by Alfonsea, Ausher,
Axelsson, Hofmann and Kim [1℄ and by Ausher, Axelsson and Hofmann [2℄ where,
among other things, these BVP's are proved to be well posed in L2 for small omplex
L∞ perturbations of real symmetri oeients.
Unlike the ase of real symmetri oeients, for general non symmetri oe-
ients, well posedness of these lassial BVP's may fail. In [3℄ and [4℄, the family
Ak(x) :=
[
1 ksgn(x)
−ksgn(x) 1
]
of non symmetri oeient matries with a jump at x = 0 was studied and shown
to provide ounter examples to well posedness for ertain values of the parameter
k ∈ R. More preisely, the following theorem was proved in [3, Theorem (3.2.1)℄
and [4, Appendix℄.
Theorem 1.1. Let 1 < p < ∞. The Dirihlet problem (Dir-Ak, p) fails to be well
posed in the H˙1 sense if k > tan( pi
2q
), where 1/q = 1 − 1/p. The regularity problem
(Reg-Ak, p) fails to be well posed in the H˙
1
sense if k < − tan( pi
2p
). The Neumann
problem (Neu-Ak, p) fails to be well posed in the H˙
1
sense if k > tan( pi
2p
).
In this paper, we demonstrate that one must be areful in speifying in what sense
well posedness is meant, when onsidering BVP's for non symmetri oeients.
(The notion of well posedness in the H˙1 sense is dened below.) Indeed, Theorem 1.2
below shows that these BVP's an be well posed in an L∞(Lp) sense, as dened
below, without being well posed in the mentioned H˙1 sense.
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To explain these results, we rst need to introdue the notion of H˙1 solutions and
L∞(Lp) solutions to BVP's. We onsider a given divergene form equation
(1) divA(x)∇U(t, x) = 0
in the upper half plane R
2
+ := {(t, x) ∈ R
2 ; t > 0}, where A = (aij)i,j=0,1 ∈
L∞(R;L(C
2)) is a t-independent, omplex and aretive oeient matrix suh
that Re(A(x)v, v) ≥ κ|v|2, x ∈ R, v ∈ C2, for some κ > 0, and where U satises
one of the following presribed boundary onditions.
• The Dirihlet problem (Dir-A, p): U(0, ·) = u, for a given funtion u ∈
Lp(R;C).
• The (Dirihlet) regularity problem (Reg-A, p): ∂1U(0, ·) = u
′
, for a given
funtion u ∈ W˙ 1p (R;C).
• The Neumann problem (Neu-A, p): a00∂0U(0, ·) + a01∂1U(0, ·) = φ, for a
given funtion φ ∈ Lp(R;C). This means that the onormal derivative of U
is presribed.
Throughout this paper, p denotes a xed exponent suh that 1 < p < ∞, and q
is the dual exponent. The regularity and Neumann problems an be thought of as
BVP's for the gradient vetor eld F (t, x) = F0e0 + F1e1 := ∇U(t, x), rather than
U itself. Here e0 denotes the vertial basis vetor along the t = x0-axis, and e1 is
the horizontal basis vetor along the x = x1-axis.
There are two lassial methods for onstruting a solution U : LaxMilgram's
lemma and boundary equation methods.
H˙1 SOLUTIONS
To solve a Dirihlet problem for a suiently smooth and loalised boundary
funtion u(x), one rst onstruts a funtion U1 in R
2
suh that U1(0, x) = u(x).
Next, one uses LaxMilgram's lemma to nd a funtion U2 ∈ H˙
1
0 (R
2
+), whih deays
at innity, suh that B(U2, ψ) = ℓ(ψ) for all ψ ∈ H˙
1
0 (R
2
+), where
B(U2, ψ) :=
∫∫
R2
+
(
A(x)∇U2(t, x),∇ψ(t, x)
)
dtdx
and the given funtional is ℓ(ψ) :=
∫∫
R2
+
(
A(x)∇U1(t, x),∇ψ(t, x)
)
dtdx. Details of
this onstrution for the unbounded domain R
2
+ are found in [4, Lemma 1.1℄. The
funtion U := U1−U2 now solves equation (1) and has boundary trae u, in a weak
sense.
We say that the BVP (Dir-A, p) is well posed in the H˙1 sense, if for all suiently
smooth and loalised u, the solution U onstruted above has quantitative bounds
(2) ‖N∗(U)‖Lp(R) ≤ Cp‖u‖Lp(R).
Similarly, (Reg-A, p) is well posed in the H˙1 sense, if for all suiently smooth and
loalised u, the solution U onstruted above has quantitative bounds
‖N˜∗(∇U)‖Lp(R) ≤ Cp‖u
′‖Lp(R).
Here N∗(U)(x0) := sup|x−x0|<t |U(t, x)| and N˜∗(F )(x0) := sup|x−x0|<t t
−1‖F‖L2(Q(t,x)),
where Q(t, x) denotes the square entered at (t, x) with sidelength t, are the standard
(modied) non-tangential maximal funtions, and Cp denotes a onstant indepen-
dent of u.
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Turning to the Neumann problem, this is solved for a suiently smooth and
loalised boundary funtion φ(x) with
∫
φ = 0, by applying the LaxMilgram lemma
to obtain U ∈ H˙1(R2+), suh that B(U, ψ) = ℓ(ψ) for all ψ ∈ H˙
1(R2+), where
ℓ(ψ) = −
∫
R
φ(x)ψ(x) dx.
Details of this onstrution for the unbounded domain R
2
+ are found in [4, Lemma
1.2℄. This funtion U solves equation (1) and has onormal derivative φ at the
boundary, in a weak sense.
We say that the BVP (Neu-A, p) is well posed in the H˙1 sense, if for all su-
iently smooth and loalised φ with
∫
φ = 0, the solution U onstruted above has
quantitative bounds
‖N˜∗(∇U)‖Lp(R) ≤ Cp‖φ‖Lp(R).
L∞(Lp) SOLUTIONS
A dierent method for onstruting a solution U to one of the BVP's above is
the boundary equation method. We are given a kernel funtion K(t, x; y), whih
for eah y ∈ R satises the equation (1) in the variable (t, x) ∈ R2+. From this we
obtain, for eah auxiliary funtion h(y) on the boundary, a funtion
U(t, x) :=
∫
R
K(t, x; y)h(y) dy
solving the equation (1) in R
2
+. Taking the appropriate trae of U , depending on
whih boundary ondition U is supposed to satisfy, we get an equation g = T (h),
where g denotes either u, u′ or φ. If the operator T : Lp(R) → Lp(R) is an
isomorphism, then we an solve the equation for h and from this onstrut a solution
U .
Obviously there is a freedom of hoie for the kernel funtion K(t, x; y). In this
paper, we shall use the boundary equation method from Ausher, Axelsson and
Hofmann [2℄. The Cauhy integral method used here for the Neumann and regularity
problems atually uses a vetor valued kernel K(t, x; y), and onstruts the gradient
vetor eld F = ∇U rather than U itself. With some abuse of notation (as the
invertibility of the boundary equation may depend on the hoie of kernel K), we
shall say that the BVP's are well posed in the L∞(Lp) sense, referring to the norm
supt>0 ‖U(t, ·)‖p for solutions, if this method gives rise to an Lp invertible boundary
equation.
In this paper we shall prove the following surprising, in view of Theorem 1.1,
result.
Theorem 1.2. The boundary equation method of [2℄ yields the following result for
oeients Ak.
The Dirihlet problem (Dir-Ak, p) is well posed in the L∞(Lp) sense if k 6= tan(
pi
2q
),
where 1/q = 1−1/p. In this ase, the solution Ut(x) = U(t, x) has bound ‖N∗(U)‖p ≤
C‖u‖p and onvergene ‖Ut − u‖p → 0 when t→ 0
+
.
The regularity problem (Reg-Ak, p) is well posed in the L∞(Lp) sense if k 6=
− tan( pi
2p
). In this ase, the solution Ft(x) = F (t, x) has bound ‖N∗(F )‖p ≤ C‖u
′‖p
and onvergene ‖Ft − f‖p → 0 when t→ 0
+
, where f1 = u
′
.
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The Neumann problem (Neu-Ak, p) is well posed in the L∞(Lp) sense if k 6=
tan( pi
2p
). In this ase, the solution Ft(x) = F (t, x) has bound ‖N∗(F )‖p ≤ C‖φ‖p
and onvergene ‖Ft − f‖p → 0 when t→ 0
+
, where f0 + ksgn(x)f1 = φ.
The reason for these seemingly ontraditory results is that the two methods on-
strut dierent solutions, for some k. To illustrate this phenomenon, we study in
detail the solutions to the Dirihlet problem in setion 4. We derive the follow-
ing expliit expression for the solution to the Dirihlet problem with the boundary
equation method.
(3) U(t, x) =
1
π
∫
R
2xty + |y|−αIm
{
(|x|+ it)α+1
(
y2 − (|x| − it)2
)}
(t2 + (x− y)2)(t2 + (x+ y)2)
u(y)dy,
where (t, x) ∈ R2+. Here tan(πα/2) = k, and α ∈ (1/q − 2, 1/q) is the branh
obtained with the boundary equation method. Denote the Poisson kernel in (3) by
Pα(t, x; y). Below the harmoni measures Pα(0.5, 1; ·) are plotted for some values of
α. On the other hand, for suiently smooth and loalised boundary data, the H˙1
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solution to the Dirihlet problem is given by (3), but with the branh α ∈ (−1, 1).
For k > tan( pi
2q
), the H˙1 solution thus diers from the L∞(Lp) solution, and we note
the following.
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• The H˙1 solution uses the branh α ∈ (1/q, 1). Here the kernel Pα(t, x; y) is
always positive, but does not satisfy the reverse Hölder estimates Bq equiv-
alent with the estimate (2), sine Pα(t, x; y) ∼ |y|
−α
around y = 0. The
solution does not belong to Lp(Rx) for any xed t > 0, beause of the slow
deay Pα(t, x; y) ∼ |x|
α−1
when x→∞.
• The L∞(Lp) solution uses the branh α ∈ (−2 + 1/q,−1). Here the kernel
Pα(t, x; y) is not always positive, but does satisfy the reverse Hölder estimates
Bq sine also Pα(t, x; y) ∼ |y|
−α−2
when y →∞. The solution is not H˙1 up to
the boundary in a neighborhood of the origin, not even for smooth boundary
data.
The reason why a signed harmoni measure is possible for α ∈ (−2 + 1/q,−1),
without ontraditing the maximum priniple, is that the solution, even for 0 ≤
u ∈ C∞0 (R), satises limt→0+ U(t, 0) = −∞. This prevents the L∞ approximation
needed for applying the maximum priniple. Indeed, (3) shows that
(4) U(t, 0) =
cos(πα/2)
π
∫
R
t1+α|y|−α
t2 + y2
u(y)dy.
We summarise the main point of this paper. When onsidering BVP's with non
symmetri oeients, it is important to speify whih solution is meant. When
the H˙1 solution to the Dirihlet problem does not satisfy (2), there an still exist
another solution Ut(x) = U(t, x), whih have bounds ‖N∗(U)‖p < ∞ and Lp trae
‖Ut − u‖p → 0, t→ 0.
Aknowledgments. The author thanks Pasal Ausher and Steve Hofmann for
many interesting disussions on the topi of this paper.
2. Computation of Cauhy integrals
In this setion we expliitly alulate the basi operators we need in order to solve
the BVP's with the boundary equation method from [2℄. As in [2, equation (1.5)℄,
we rewrite the equation (1) for U as the equivalent rst order system divAkF = 0
and urlF = 0 for the vetor eld F = ∇U . Solving for the vertial derivative, this
rst order system reads
(5) ∂tF +
[
k(sgn(x)∂x − ∂xsgn(x)) ∂x
−∂x 0
]
F = 0.
Throughout this paper we shall identify f0e0+f1e1 = [f0, f1]
t
. The tangential matrix
operator in (5) will be denoted Tk, and is seen to be a self-adjoint operator in L2(R),
with domain
D(Tk) := {f0e0 + f1e1 ; f0 ∈ H
1(R), f1 − ksgn(x)f0 ∈ H
1(R)}.
To solve the BVP's, we need to alulate ertain operators in the funtional al-
ulus of the self-adjoint operator Tk, in partiular we need the following result.
Theorem 2.1. The Cauhy (singular) integral operators for Ak are
sgn(Tk)f(x) =
1
π
[
−p.v.
∫ f1(y)
x−y
dy
p.v.
∫ f0(y)
x−y
dy
]
−
1
π
k
1 + k2
[ ∫ f0(y)+ksgn(y)f1(y)
|x|+|y|
dy
sgn(x)
∫ kf0(y)−sgn(y)f1(y)
|x|+|y|
dy
]
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and
e−t|Tk|χ+(Tk)f(x) =
1
2π
[∫ tf0(y)−(x−y)f1(y)
t2+(x−y)2
dy∫ tf1(y)+(x−y)f0(y)
t2+(x−y)2
dy
]
+
1
2π
k
1 + k2
[
−
∫ t(kf0(y)−sgn(y)f1(y))+(|x|+|y|)(f0(y)+ksgn(y)f1(y))
t2+(|x|+|y|)2
dy
sgn(x)
∫ t(f0(y)+ksgn(y)f1(y))+(|x|+|y|)(−kf0(y)+sgn(y)f1(y))
t2+(|x|+|y|)2
dy
]
.
Here χ±(z) denotes the harateristi funtion of the right/left omplex half plane.
We write sgn(z) := χ+(z)−χ−(z) and |z| := z sgn(z), for z ∈ C. Note that |z| does
not denote absolute value for non real z.
Lemma 2.2. For non real iλ ∈ C, the resolvent (iλ− Tk)
−1f = u is given by[
u0(x)
u1(x)
]
=
sgnλ
2
[∫
e−|λ(x−y)|
(
− if0(y) + sgn(λ(x− y))f1(y)
)
dy∫
e−|λ(x−y)|
(
− sgn(λ(x− y))f0(y)− if1(y)
)
dy
]
+ e−|λx| k
2(1−iksgn(λ))
[
i
∫
e−|λy|
(
− if0(y)− sgn(λy)f1(y)
)
dy
sgn(λx)
∫
e−|λy|
(
− if0(y)− sgn(λy)f1(y)
)
dy
]
.
To prove the lemma, we need to solve (iλ− Tk)u = f for u. Thus we are looking
for u suh that {
u′0 = −iλu1 + f1,
u′1 = iλu0 − f0,
for x 6= 0, and where u ∈ D(Tk), i.e. u0 is ontinuous at x = 0, whereas
u1(0+)− u1(0−) = 2ku0(0).
Multiplying the system of equations withM = [−i, 1; 1,−i] gives the diagonal system{
v′0 = −λv0 + g0,
v′1 = λv1 + g1,
for v = Mu and g := [−1,−i; i, 1]f . Integrating these equations and using the jump
ondition at x = 0 gives the formula in the lemma.
Lemma 2.3. The operators Pt = (1 + t
2T 2k )
−1
and Qt = tTk(1 + t
2T 2k )
−1
, for t > 0,
are
Ptf(x) =
∫ 12t(e−|x−y|/tf0(y) + k1+k2 e−(|x|+|y|)/t(− kf0(y) + sgn(y)f1(y)))dy∫
1
2t
(
e−|x−y|/tf1(y) +
ksgn(x)
1+k2
e−(|x|+|y|)/t
(
f0(y) + ksgn(y)f1(y)
))
dy
 ,
Qtf(x) =
[∫
− 1
2t
sgn(x− y)e−|x−y|/tf1(y)dy∫
1
2t
sgn(x− y)e−|x−y|/tf0(y)dy
]
−
[ ∫
1
2t
k
1+k2
e−(|x|+|y|)/t
(
f0(y) + ksgn(y)f1(y)
)
dy∫
1
2t
ksgn(x)
1+k2
e−(|x|+|y|)/t
(
kf0(y)− sgn(y)f1(y)
)
dy
]
.
This follows from Lemma 2.2 and the formulae
Pt =
1
2it
(( 1
it
− Tk)
−1 − ( 1
−it
− Tk)
−1) and
Qt = −
1
2t
(( 1
it
− Tk)
−1 + ( 1
−it
− Tk)
−1).
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We are now in position to prove Theorem 2.1. As in [2, Setion 2.3℄, we use the
Dunford funtional alulus formula
b(Tk) =
1
2πi
∫
γ
b(λ)(λ− Tk)
−1dλ,
where γ is the boundary of a double setor around R\{0}. Using b(z) = sgn(z) and
b(z) = e−t|z|χ+(z) respetively, and Lemma 2.2, gives the formulae in Theorem 2.1.
However, the omputations an be somewhat simplied by hoosing a degenerate
ontour of integration along the imaginary axis. In this ase the Dunford formulae
beome
sgn(Tk) =
2
π
∫ ∞
0
Qs
ds
s
,
e−t|Tk |χ+(Tk) =
1
π
∫ ∞
0
(
Qs cos(t/s) + Ps sin(t/s)
)ds
s
.
Changing the order of integration for s and y here, and using that∫ ∞
0
1
s
e−x/seit/s ds
s
=
x+ it
x2 + t2
,
gives the desired formulae. Some of the above omputations are of ourse formal.
However, they an be justied for example with arguments as in [5℄.
3. Solvability of boundary equations
In this setion we use the Cauhy integrals from Theorem 2.1 to solve BVP's,
following the boundary equation method desribed in [2℄.
Denition 3.1. Let E±k h := χ±(Tk)h be the Hardy projetions, with the assoi-
ated Cauhy singular integral operator Ekh := sgn(Tk)h. Let the Cauhy extension
operators be (C±k h)(t, x) := (e
∓t|Tk|E±k h)(x), ±t > 0.
Note that Ek = E
+
k − E
−
k and onversely E
±
k =
1
2
(I ± Ek). Given a funtion
h : R → C2 on the boundary, applying the Cauhy extension C+k gives a vetor
eld F (t, x) = C+k h(x) in R
2
+. This is our ansatz for the regularity and Neumann
problems. Indeed, the vertial derivative of F = e−t|Tk |E+k h is
∂tF = −|Tk|e
−t|Tk|χ+(Tk)h = −Tk(e
−t|Tk|χ+(Tk)h) = −TkF.
Thus F satises (5), or equivalently the rst order system divAkF = 0 and urlF =
0. This means that F is a gradient vetor eld F = ∇U , with potential U that
solves (1).
On the other hand, to solve the Dirihlet problem, we make use of the fat that,
due to the t-independene of the oeients Ak, we have
0 = ∂t(divAk(x)F ) = divAk(x)(∂tF ) = divAk(x)∇F0,
i.e. the normal omponent F0 = e0 · C
+
k h of the Cauhy extension satises the
equation (1). This will be our ansatz for the Dirihlet problem.
Lemma 3.2. Let h ∈ Lp(R;C
2). Then we have bounds ‖Ekh‖p ≤ C‖h‖p and
‖N∗(C
+
k h)‖p ≤ C‖h‖p, and onvergene
‖C+k h(t, ·)− E
+
k h‖p −→ 0, t −→ 0
+.
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Proof. By breaking up the integrals
∫
R
=
∫
R+
+
∫
R
−
for the seond terms in Theo-
rem 2.1, we see that we an write eah omponent of C+k h as
χ+(x)
(
t
t2+x2
∗ h˜1(x) +
x
t2+x2
∗ h˜2(x)
)
+ χ−(x)
(
t
t2+x2
∗ h˜3(x) +
x
t2+x2
∗ h˜4(x)
)
,
for some Lp funtions h˜i. Similarly Ekh is expressed in terms of the Hilbert trans-
form. The lemma now follows from well known Lp bounds and onvergene for these
onvolution operators. 
Denition 3.3. Let the double layer potential type operator for Ak be
Kf(x) := sgn(x)
1
π
p.v.
∫
f(y)
x− y
dy −
1
π
∫
f(y)
|x|+ |y|
dy,
ating boundedly in Lp(R;C).
Proposition 3.4. The boundary equation method from [2℄ onstruts solutions to
the BVP's as follows.
• A solution to the Neumann problem (Neu-Ak, p) is given by
∇U(t, x) = C+k
[
ψ 0
]t
,
where φ = 1
2
(I + kK)ψ.
• A solution to the regularity problem (Reg-Ak, p) is given by
∇U(t, x) = C+k
[
−ksgn(x)ψ(x) ψ(x)
]t
,
where sgn(x)u′(x) = 1
2
(I − kK)(sgn(y)ψ(y)).
• A solution to the Dirihlet problem (Dir-Ak, p) is given by
U(t, x) = e0 · C
+
k
[
ψ(x) ksgn(x)ψ(x)
]t
,
where u = 1
2
(I + kK)∗ψ.
Proof. Lemma 3.2 shows that the Cauhy extension has trae limt→0+ C
+
k h =
1
2
(h+
Ekh). To solve the Neumann problem, we write h =
[
ψ 0
]t
for the given ansatz.
Using the rst formula in Theorem 2.1 for Ek, the Neumann boundary ondition
beomes
φ = e0 ·
(
Ak
1
2
(h + Ekh)
)
= 1
2
[
1 ksgn(x)
]([ψ
0
]
+
1
π
[
0
p.v.
∫ ψ(y)
x−y
dy
]
−
1
π
k
1 + k2
[ ∫ ψ(y)
|x|+|y|
dy
sgn(x)
∫ kψ(y)
|x|+|y|
dy
])
= 1
2
(ψ + kKψ),
as stated. Similar alulations for the Dirihlet boundary onditions give the stated
boundary equations. 
Remark 3.5. For motivation of the hoies made for the ansatzes, we refer to [2℄.
In the language used there, we here express Nˆ−AE
+
A Nˆ
−
A , Nˆ
+
AE
+
A Nˆ
+
A and Nˇ
−
AE
+
A Nˇ
−
A re-
spetively in terms of the operatorK. The idea is to ompress the Cauhy integral to
a suitable subspae in Lp(R), whih is omplementary to the null spae of the bound-
ary ondition under onsideration. We use the projetions Nˆ−A = [1, ksgn(x); 0, 0],
Nˆ+A = [0,−ksgn(x); 0, 1], Nˇ
−
A = [1, 0; ksgn(x), 0], whih projet onto the omplemen-
tary subspae, along the null spae.
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To prove Theorem 1.2, we see that it sues to investigate the Lp spetrum of K.
We rst note that K = K0 ⊕K0 in the splitting Lp(R) = Lp(R+)⊕ Lp(R−), where
K0 is the operator in the following proposition.
Proposition 3.6. The operator
Kαf(x) :=
2
π
p.v.
∫ ∞
0
xαy1−α
x2 − y2
f(y)dy
is bounded on Lp(R+;C) if and only if α ∈ (−1/p, 2 − 1/p). Furthermore, if α ∈
(−1/p, 2− 1/p) and k = tan(pi
2
α), then I − kK0 is invertible in Lp with inverse
(I − kK0)
−1 = 1
1+k2
(I + kKα).
Proof. We use the isometry
U : Lp(R+) −→ Lp(R) : f(x) 7−→ e
t/pf(et).
A alulation shows that UKαU
−1 = K˜α+1/p for the onvolution operator
K˜γg :=
2
π
p.v.
eγt
e2t − 1
∗ g.
By standard singular integral theory K˜γ is bounded, on all Lp spaes, if and only if
γ ∈ (0, 2). This proves the boundedness result for Kα.
To verify the inverse relation, we need to show that
(I − kK˜1/p)(I + kK˜α+1/p) = 1 + k
2.
Applying the Fourier transform, this amounts to(
1− ki
1 + z
1 − z
)(
1 + ki
1 + zeipiα
1− zeipiα
)
= 1 + k2,
where z := epi(ξ+i/p). This is veried using the relation eipiα = (1 + ik)/(1− ik). 
Proof of Theorem 1.2. Proposition 3.6 shows in partiular that I−kK0 is invertible
in Lp(R) if k 6= − tan(
pi
2p
). Therefore the boundary equations derived in Propo-
sition 3.4 are invertible under the hypotheses in Theorem 1.2. The bounds and
onvergene of the solutions follow from Lemma 3.2. 
4. The harmoni measure
In Proposition 3.4, the kernels of the solution operators an now be alulated.
We here only alulate the harmoni measure Pα(t, x; ·)dy, where Pα denotes the
Poisson kernel, i.e. the kernel of the solution operator for the Dirihlet problem.
The regularity and Neumann problems an be further studied in muh the same
way. Aording to Proposition 3.4 and Theorem 2.1, a solution to the Dirihlet
problem is
U(t, x) =
1
2π
∫ (
t− (x− y)ksgn(y)
t2 + (x− y)2
− k
|x|+ |y|
t2 + (|x|+ |y|)2
)
ψ(y)dy,
with
(6) ψ(±y) =
2
1 + k2
(
u(±y)− k
2
π
p.v.
∫ ∞
0
y1+αz−α
y2 − z2
u(±z)dz
)
, y > 0,
where k = tan(pi
2
α) and α ∈ (1/q − 2, 1/q), aording to Proposition 3.6.
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Composing these two operators yields the formula (3) for the harmoni measure.
The alulation make use of the following residue alulus formula.
Lemma 4.1. For α ∈ (−2, 1) and t, z > 0, write
Iα,β,γ(t, x, z) := p.v.
∫ ∞
0
γt+ β(y − x)
t2 + (y − x)2
y1+α
y2 − z2
dy.
Then, with arg(x+ it) ∈ (0, π), we have
2 k
pi
z−αIα,β,γ(t, x, z) =
k2 − 1
2
γt− β(x− z)
t2 + (x− z)2
−
k2 + 1
2
γt− β(x+ z)
t2 + (x+ z)2
− Re
(
(1− ik)2(β − iγ)(x+ it)1+α
(x+ it)2 − z2
)
z−α.
From setion 3 it is lear that u 7→ ψ 7→ U gives a solution to (Dir-Ak, p) when
α ∈ (1/q − 2, 1/q), and that Ut → u in Lp(R) when t → 0
+
. We now investigate
the Poisson integral formula (3) for more general α. First note that Pα(t, x; ·) is not
loally L1 if α ≥ 1, and if α ≤ −2 then it does not deay at ∞. For these reasons,
we only onsider α ∈ (−2, 1). We shall now onsider the branh α ∈ (−1, 1) in (3)
and show that this gives the H˙1 solution to (Dir-Ak, p). For the rest of the setion,
we assume that u ∈ C∞0 (R) and α ∈ (−1, 1).
From (6), it is seen that ψ ∈ H˙1/2(R) if u ∈ C∞0 (R). Moreover, we shall use
the fat that ψ˜ := ψ − ψ(0)e−|x| satises ψ˜ ∈ H˙1/2(R) and has bounds |ψ˜(x)| ≤
Cmin(|x|, 1/|x|)γ for some γ > 0.
Lemma 4.2. If u ∈ C∞0 (R) and α ∈ (−1, 1), then∫∫
R2
+
|∇U(t, x)|2dtdx <∞.
Proof. Write h :=
[
ψ(x) ksgn(x)ψ(x)
]t
for the ansatz in Proposition 3.4, and note
that
∇U = ∇(e0 · C
+
k h) = ∂tC
+
k h = −TkC
+
k h = −E
+
k |Tk|e
−t|Tk|h.
Sine Tk is self-adjoint, it satises L2 quadrati estimates. Therefore∫∫
R2+
|∇U(t, x)|2dtdx =
∫ ∞
0
‖E+k |Tk|e
−t|Tk|h‖22dt
≤
∫ ∞
0
‖|tTk|
1/2e−t|Tk|(|Tk|
1/2h)‖22
dt
t
≈ ‖|Tk|
1/2h‖22
≈
∫ ∞
0
‖|tTk|
3/2(1 + t2T 2k )
−1(|Tk|
1/2h)‖22
dt
t
=
∫ ∞
0
‖h− Pth‖
2
2
dt
t2
,
sine |z|1/2e−|z| and |z|3/2(1 + z2)−1 deays at 0 and ∞. Lemma 2.3 shows that
‖h− Pth‖
2
2 = ‖ψ − pt ∗ ψ‖
2
2 + k
2‖sgn(x)ψ − pt ∗ (sgn(x)ψ)− 2t(ψ, pt)sgn(x)pt‖
2
2,
where pt(x) :=
1
2t
e−|x|/t. We now reall that ψ = ψ˜ + 2ψ(0)p1, where ψ˜ ∈ H˙
1/2(R)
and |ψ˜(x)| ≤ Cmin(|x|, 1/|x|)γ for some γ > 0, and that
‖f‖2
H˙1/2(R)
≈
∫
R
∫
R
|f(x)− f(y)|2
|x− y|2
dxdy ≈
∫
R
|fˆ(ξ)|2|ξ|dξ.
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Using the rst expression for the norm, we verify that sgn(x)ψ˜ ∈ H˙1/2(R), and
applying Planherel's theorem and using the seond expression, we show that∫ ∞
0
‖f − pt ∗ f‖
2
2
dt
t2
≤ C‖f‖2
H˙1/2(R)
.
Thus it remains to show that∫ ∞
0
|(ψ˜, pt)|
2dt
t
+|ψ(0)|2
∫ ∞
0
‖sgn(x)p1−pt∗(sgn(x)p1)−2t(p1, pt)sgn(x)pt‖
2dt
t2
<∞.
Here the rst term is nite sine |(ψ˜, pt)| ≤ Cmin(t, 1/t)
γ
, and an expliit alulation
for the seond term gives ‖ · · · ‖2 ≤ Cmin(t2, 1), whih shows that the seond term
is nite. This proves the lemma. 
Restriting (3) to x = 0 gives the formula (4). In the quadrants t > 0, ±x > 0,
the equation divAk∇U = 0 redues to the Laplae equation. For example, for the
rst quadrant, the Poisson integral for the Laplae equation yields
(7) U(t, x) =
1
π
∫ ∞
0
4xty
4x2t2 + (x2 − t2 − y2)2
u(y)dy
+
1
π
∫ ∞
0
4xts
4x2t2 + (x2 − t2 + s2)2
U(s, 0)ds
when t > 0, x > 0. Inserting the expression (4) in the seond term and alulating
the integral
1
π
∫ ∞
0
s2+α
(4x2t2 + (x2 − t2 + s2)2)(s2 + y2)
ds
= −
1
2
1
cos(πα/2)
|y|1+α
4x2t2 + (x2 − t2 − y2)2
+
1
4xt
Re
(
(1− ik)
(t+ ix)1+α
(t + ix)2 + y2
)
,
is seen to give bak (3).
It is lear from (7) that U satisfy the Laplae equation in the quadrants t > 0,
±x > 0. Furthermore, alulating ∂xU(t, 0±) from (3) and ∂tU(t, 0) from (4), shows
that ∂xU(t, 0+)−∂xU(t, 0−) = 2k∂tU(t, 0) for t > 0. This proves that divAk∇U = 0
in R
2
+. Furthermore it is lear from (7) that U has boundary trae u in the weak
sense. This proves that (3) gives the H˙1 solution to the Dirihlet problem when
α ∈ (−1, 1). Finally we note that it follows from (7) and (4) that Pα(t, x; y) ≥ 0 for
all t > 0, x, y ∈ R, when α ∈ (−1, 1).
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