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Quantum behavior of superconducting nanowires may essentially depend on the employed exper-
imental setup. Here we investigate a setup that enables passing equilibrium supercurrent across an
arbitrary segment of the wire without restricting fluctuations of its superconducting phase. The low
temperature physics of the system is determined by a combined effect of collective sound-like plasma
excitations and quantum phase slips. At T = 0 the wire exhibits two quantum phase transitions,
both being controlled by the dimensionless wire impedance g. While thicker wires with g > 16 stay
superconducting, in thinnest wires with g < 2 the supercurrent is totally destroyed by quantum
fluctuations. The intermediate phase with 2 < g < 16 is characterized by two different correla-
tion lengths demonstrating superconducting-like behavior at shorter scales combined with vanishing
superconducting response in the long scale limit.
I. INTRODUCTION
Superconducting properties of quasi-one-dimensional
metallic structures may dramatically differ from those
of bulk systems due to pronounced fluctuation effects
[1, 2] which may persist down to lowest temperatures
T → 0. An important parameter that controls the
magnitude of such effects in ultrathin superconducting
wires is dimensionless conductance gξ = Rq/Rξ, where
Rq = 2pi/e
2 ≃ 25.8 KΩ is the quantum resistance unit
and Rξ is the normal state resistance of the wire seg-
ment of length equal to the superconducting coherence
length ξ. This parameter gξ is related to the so-called
Ginzburg number Gi in one dimension [4] as gξ ∼ Gi−3/21D
and it accounts both for small (Gaussian) and large (non-
Gaussian) fluctuations of the superconducting order pa-
rameter ∆.
Gaussian fluctuations are known to yield a negative
correction to the mean field value of the order parameter
∆→ ∆−δ∆ with [3] δ∆ ∼ ∆/gξ. Non-Gaussian fluctua-
tions – the so-called phase slips – correspond to temporal
local suppression of the superconducting order parameter
inside the wire accompanied by the phase slippage pro-
cess. At low enough temperatures such fluctuations are
solely due to quantum effects. Accordingly, this quantum
phase slip (QPS) process can be interpreted as tunneling
of the superconducting phase ϕ between the states differ-
ing by 2pi. The corresponding tunneling amplitude reads
[5]
γQPS ∼ (gξ∆/ξ) exp(−agξ), a ∼ 1. (1)
Thus, by varying the parameter gξ one can tune the mag-
nitude of both Gaussian fluctuations of the order param-
eter and QPS effects in superconducting nanowires. The
exponential dependence of QPS effects on gξ (1) was also
verified experimentally [6–8].
Another important dimensionless parameter g =
Rq/Zw that also accounts for fluctuation effects has to do
with the fact that a superconducting wire can be viewed
as a transmission line with impedance Zw =
√
Lkin/Cw,
where Lkin and Cw are respectively the kinetic wire in-
ductance and the geometric wire capacitance. Obviously,
the parameter g is not identical to gξ being responsible
for a complimentary set of fluctuation phenomena in su-
perconducting nanowires. One of them is predicted theo-
retically [9] and observed experimentally [10] fluctuation-
induced smearing of the electron density of states (DOS).
This effect may persist even for very large values of
gξ ≫ 1 and it can be interpreted as a result of inter-
action between electrons inside the wire and an effective
dissipative environment formed by sound-like plasmons
[11] propagating along the wire. In particular, it was
demonstrated [9] that at T → 0 the gap singularity in
DOS disappears completely at g ≤ 2.
The parameter g (or λ ≡ g/8 that will be used on equal
footing with g further below) also controls the strength of
(logarithmic in space-time) interaction between different
quantum phase slips [12]. At T → 0 and λ > 2 the inter-
action turns out to be strong enough and QPS-anti-QPS
pairs are formed in the wire which then demonstrates
vanishing linear resistance [12]. In this sense, as long as
λ > 2 (or, equivalently, g > 16) the ground state of the
system can be considered superconducting. In contrast,
for λ < 2 inter-QPS interaction is weak, quantum phase
slips are unbound, and the wire acquires non-zero resis-
tance which tends to increase with decreasing T . The lat-
ter feature allows one to call the wire behavior insulating
provided λ < 2. Thus, at g = 16 and T → 0 one expects
2a superconductor-to-insulator quantum phase transition
to occur in the systems under consideration.
At this stage it is important to emphasize that possible
insulating behavior of superconducting nanowires is es-
sentially linked to a certain type of experiment performed
with such nanowires and may not always be realized. For
example, an ultrathin superconducting nanowire forming
a closed ring does not loose the ability to carry supercur-
rent even for λ < 2. In this case a characteristic length
scale [13]
Lc ∝ exp
(
agξ
2− λ
)
, λ ≤ 2, (2)
emerges beyond which phase coherence (and, hence, su-
percurrent) gets exponentially suppressed by quantum
phase slips [1]. Obviously, the correlation length (2) di-
verges at λ → 2, thus signaling the transition to the or-
dered phase λ > 2 with bound QPS-anti-QPS pairs and
more robust superconductivity.
On the other hand, one should bear in mind that
a closed ring geometry seriously restricts the space for
phase fluctuations, thereby enhancing the tendency to-
wards superconductivity, see, e.g., the discussion of this
point in Ref. 14. For this reason it is highly desirable
to analyze ground state properties of superconducting
nanowires where no fluctuation configurations are sup-
pressed by geometry constraints and/or boundary condi-
tions. This task is accomplished in our present work.
In particular, we will argue that a ”disordered” phase
λ < 2 (or g < 16) itself consists of two different phases: A
non-superconducting one with g < 2 as well as a ”mixed”
one with 2 < g < 16 characterized by two different cor-
relation lengths, Lc (2) and
L∗ ∝ g 11−2/g , g ≥ 2. (3)
The latter phase demonstrates a non-trivial interplay be-
tween supercurrent and quantum fluctuations resulting in
superconducting behavior of the wire at shorter length
scales combined with its vanishing superconducting re-
sponse in the long scale limit.
The structure of our paper is as follows. In Sec. II
we specify the system under consideration and formulate
our theoretical approach based on the effective action
technique combined with the self-consistent variational
calculation. In Sec. III we display the results of our cal-
culation for the supercurrent and their analysis in various
physical limits. Sec. IV contains a discussion of our key
observations.
II. MODEL AND FORMALISM
Let us consider the system depicted in Fig. 1. A long
superconducting nanowire with sufficiently small cross
section s is attached to two big superconducting reser-
voirs at its ends. The wire is described by geometric ca-
pacitance (per length) Cw and kinetic inductance (times
length) Lkin = 1/(piσN∆s), where σN is the normal state
Drude conductance of the wire and ∆ is the (mean field)
superconducting order parameter. In order to probe fluc-
tuation effects inside the wire it is connected to a bulk
superconductor forming an open ring by two identical
small area tunnel junctions with Josephson energy EJ
located at a distance L from each other at the points
x = 0 and x = L. External magnetic flux Φ piercing
the ring controls the phase difference φ = 2piΦ/Φ0 be-
tween the bulk sides of the point contacts. Fluctuations
of the superconducting phase ϕ(x, τ) remain unrestricted
in any point x of the wire. The task at hand is to analyze
the effect of these fluctuations on the supercurrent I(φ)
flowing through the wire segment of length L between
two Josephson contacts. As I(φ) is a 2pi-periodic func-
tion of φ in what follows it suffices to restrict the phase
interval to |φ| ≤ pi.
FIG. 1: The system under consideration.
Low energy processes in the above system can be de-
scribed by the effective action
S[ϕ] = Sw[ϕ] + SJ [ϕ(0), ϕ(L)], (4)
where
Sw[ϕ] =
Cw
8e2
1/T∫
0
dτ
∫
dx
[(
∂ϕ
∂τ
)2
+ v2
(
∂ϕ
∂x
)2]
(5)
is the low energy effective action for a superconducting
wire [1, 5, 12, 15] and
SJ [ϕ1, ϕ2] = −EJ
1/T∫
0
dτ
[
cos(ϕ1 + φ/2) + cos(ϕ2 − φ/2)
]
(6)
accounts for the Josephson energy of the contacts. Here
and below we set ϕ1 = ϕ(0, τ), ϕ2 = ϕ(L, τ), e is the
electron charge and v = 1/
√LkinCw is the velocity of the
plasmon mode [11]. For simplicity, in Eq. (6)) we do not
include the charging energy of the point contacts which
can be absorbed into the first term of the wire action (5).
A. Reduced effective action
As the wire action (5) is Gaussian it is possible to
exactly integrate out the phase variable ϕ(x) at all co-
ordinate values x along the wire except for the points
3x = 0, L. After that we arrive at the reduced effec-
tive action SR for our structure depending only on the
two phase variables ϕ1 and ϕ2. The whole procedure is
straightforward, and for the grand partition function Z
we obtain
Z =
∫
Dϕ(x) e−Sw[ϕ(x)] − SJ [ϕ(0), ϕ(L)]
=
∫
Dϕ1Dϕ2 e
−SR[ϕ1, ϕ2]− SJ [ϕ1, ϕ2], (7)
where
SR[ϕ1, ϕ2] =
1
2
Sp
(
ϕ1
ϕ2
)T (
G0(0) G0(L)
G0(L) G0(0)
)−1(
ϕ1
ϕ2
)
.
(8)
Here the trace also includes integration over the imagi-
nary time. The Green function G0 = 〈ϕ(x, τ)ϕ(0, 0)〉S0
has the form
G0(ωn, x) =
4e2
Cw
∫
dq
2pi
eiqx
ω2n + v
2q2
=
4pi
g|ωn|e
−
∣∣ωnx
v
∣∣
.
(9)
with g = 2piCwv/e
2. In order to diagonalize the
quadratic part of the action it is convenient to express
the reduced effective action in terms of the variables
ϕ± = (ϕ1 ± ϕ2)/2. Then we get
SR + SJ =
1
2
∑
a=±
Sp
(
ϕaG
−1
0,aϕa
)
− 2EJ
1/T∫
0
dτ cosϕ+ cos(ϕ− − φ/2) (10)
with the propagators
G0,±(ωn) =
2pi
g|ωn|
(
1± e−
∣∣ωnL
v
∣∣)
. (11)
It is worth pointing out that the phase variables ϕ+
and ϕ− account for different physics in our problem. The
variable ϕ− = (ϕ(L) − ϕ(0))/2 determines the super-
current flowing inside the wire segment of length L in-
between two contacts. Hence, configurations with non-
zero ϕ− have non-zero energies due the kinetic induc-
tance of the wire and the mode corresponding to ϕ− has
a mass equal to gv/2piL. In contrast, the variable ϕ+ de-
scribes simultaneous shifts of both phases ϕ(0) and ϕ(L)
by the same value without producing any phase gradient
along the wire, thereby implying that in the absence of
interactions the mode corresponding to ϕ+ is massless.
At the same time, below we will observe that fluctuations
of ϕ+ yield renormalization of the Josephson coupling en-
ergies EJ of the contacts and, hence, should also be taken
into account.
B. Variational analysis
In order to proceed we will make use of the variational
perturbation theory [16]. The key idea of this method
is to improve the standard perturbation expansion by
adding an extra term δS depending on the variational
parameters to the quadratic part of the action SR. For
this purpose the partition function (7) can be identically
rewritten as
Z =
∫
Dϕ1Dϕ2 e
−Str × e−(SJ − δS) (12)
with the trial action Str = SR + δS. The last expo-
nent can then be conveniently expanded in powers of
SJ −δS. If expanded to all orders, the partition function
(12) should not depend on the choice of δS and the varia-
tional parameters. However, such a dependence emerges
provided only a finite number of terms of this expansion
is kept. In this case the most accurate approximation
is achieved by minimizing the result of the perturbative
expansion with respect to the variational parameters.
To this end we choose the trial action in the form
Str =
1
2
Spϕ+(G
−1
0+ +m+)ϕ+
+
1
2
Sp (ϕ− − ψ)(G−10− +m−)(ϕ− − ψ), (13)
that corresponds to effectively performing a self-
consistent harmonic approximation (SCHA).
Here m± represent the interaction-generated effective
masses for the modes corresponding to the phase vari-
ables ϕ±. The parameter ψ accounts for the average
value of the phase difference (ϕ(L)− ϕ(0))/2. Note that
a somewhat similar variational calculation with a massive
term was elaborated in Ref. [17] in the context of Brow-
nian motion of a quantum particle in a periodic poten-
tial with linear Ohmic dissipation. The results obtained
within the framework of this procedure were found to
be in agreement with those derived by means of more
rigorous methods [18].
Expanding the last exponent in Eq. (12) in powers of
SJ − δS and evaluating the integrals, for the free energy
F = −T lnZ we obtain
F = F0 + F1 + higher order terms, (14)
where
F0 = T
2
(
Sp lnG−1+ + Sp lnG
−1
−
)
, (15)
F1 =
〈
Sint − δS
〉
tr
(16)
Disregarding all higher order terms in the expansion (14)
and evaluating the average in Eq. (16) with respect to
Str (13), we get
F1 = −m+
2
G+(0)− m−
2
G−(0)
+
1
2
ψG−10−(ωn = 0)ψ
− 2EJ cos(ψ − φ/2)e−
(
G+(0)+G−(0)
)
/2 (17)
4where G−1± = G
−1
0,± + m±. Here and below we denote
G±(0) = T
∑
ωn
G±(ωn).
Taking variational derivatives of F with respect to m±
and ψ one readily finds
δF0
δm±
= G±(0)/2, (18)
δF0
δψ
= 0, (19)
δF1
δm±
= −G±(0)/2− 1
2
δG±(0)
δm±
×
(
m± − 2EJ cos(ψ − φ/2)e−
(
G+(0)+G−(0)
)
/2
)
, (20)
δF1
δψ
= 2EJ sin(ψ − φ/2)e−
(
G+(0)+G−(0)
)
/2
+G−10−(ωn = 0)ψ. (21)
Imposing the extremum conditions δF/δm± = δF/δψ =
0 and making use of Eqs. (18)-(21) we arrive at the
following set of SCHA equations:
m+ = m− ≡ m (22)
and
2EJ cos(ψ − φ/2)e−
(
G+(0)+G−(0)
)
/2 −m = 0, (23)
2EJ sin(ψ − φ/2)e−
(
G+(0)+G−(0)
)
/2 +
gv
2piL
ψ = 0. (24)
Note that the masses m± in Eq. (22) turn out equal
because of the symmetry of our problem (i.e. identical
Josephson junctions). Equation (23) establishes the re-
lation between the effective mass m and the fluctuation-
induced renormalization of the Josephson coupling en-
ergy EJ . Equation (24) is just the equation of motion
for ψ. It coincides with the equation of motion for ϕ−
with EJ renormalized by fluctuations.
C. Propagators
As we already indicated, the wire effective action in
the form (5) applied only in the low energy limit, i.e.
for ω, vq ≪ ∆. Hence, a proper ultraviolet cutoff should
be introduced in our calculations which respects both
causality and the fluctuation-dissipation relation. This
goal is achieved by modifying the spectral density
J±(ω) = − 1
pi
ImGR±(ω)
making it decay at ω > ∆. The retarded Green function
GR±(ω) can be obtained from its Matsubara counterpart
by means of the standard analytic continuation proce-
dure
GR±(ω) = −G±(iωn)|iωn→ω+i0, ωn > 0.
Then the Matsubara frequency summation in G±(0) can
be performed by means of the contour integration in the
complex plane.
Making use of our regularization procedure one finds
G±(0) = T
∑
ωn
G±(ωn) =
2pi
g
T
∑
ωn
( |ωn|
1± e−|ωnL/v| + µ
)−1
=
1
4pii
∫
C
dz G±(−iz) coth z
2T
=
i
4pi
∞∫
−∞
dω
(
GR±(ω)−GA±(ω)
)
coth
ω
2T
=
∆∫
0
dω J±(ω) coth
ω
2T
, (25)
where the spectral density functions J±(ω) read
J±(ω) = − 1
pi
Im

2pi
g

 iω(
1± eiωL/v
) − µ


−1

 , (26)
where µ = 2pim/g. In the limit µL/v ≪ 1 these expres-
sions reduce to
J+(ω) =
4
g
ω
ω2 + 4µ2
, J−(ω) = 0. (27)
III. SUPERCURRENT
A. Quantum phase transition
Now we are ready to evaluate the supercurrent I flow-
ing in the wire segment of length L in-between two
Josephson junctions. It reads
I = −2eT 1Z
dZ
dφ
= 2e
dF
dφ
= −2eEJ sin(ψ − φ/2)e−
(
G+(0)+G−(0)
)
/2
=
gev
2piL
ψ. (28)
Thus, within the accuracy of our calculation the ef-
fect of phase fluctuations boils down to effective renor-
malization of the critical current 2eEJ by the factor
e−
(
G+(0)+G−(0)
)
/2.
We will further restrict our analysis to the zero tem-
perature limit T → 0. In this case the solution of Eq.
(23) takes the form
µ =

∆
(
4piEJ cos(ψ−φ/2)
g∆
) g
g−2
, g > 2,
0, g < 2,
(29)
5while the renormalized equation of motion (24) can be
rewritten as
µL
v
tan(ψ − φ/2) + ψ = 0. (30)
It follows immediately that for g < 2 we have ψ = 0 and,
hence, the supercurrent I inside the wire is fully sup-
pressed by quantum fluctuations of the phase. In con-
trast, at bigger values of g > 2 a non-vanishing super-
current I can flow across the wire segment between two
contacts.
Thus, we arrive at an important conclusion: A quan-
tum phase transition (QPT) occurs at g = 2 separating
two different phases with non-superconducting (g < 2)
and superconducting-like (g > 2) behavior. This dissipa-
tive QPT belongs to the same universality class as the
so-called Schmid phase transition in resistively shunted
Josephson junctions [18]. It is curious that this QPT oc-
curs at exactly the same value of the parameter g where
the superconducting gap singularity in the local electron
density of states gets suppressed due to interaction be-
tween electrons and a dissipative bath formed by Mooij-
Scho¨n plasmons [9]. We also note that a somewhat sim-
ilar QPT was also discussed for a single Josephson junc-
tion embedded in a thin superconducting ring [19].
B. Current-phase relation in the presence of
quantum fluctuations
In what follows we will merely address the properties
of a superconducting-like phase g > 2 and evaluate the
supercurrent I affected by quantum fluctuations of the
superconducting phase ϕ in the wire. For this purpose
let us combine the solution of the equation
∆L
v
(
4piEJ
g∆
) g
g−2
sin(ψ − φ/2)[cos(ψ − φ/2)] 2g−2 + ψ = 0
(31)
with Eq. (28). We immediately observe that there exists
a new length scale L∗ in our problem associated with
the effective mass. Introducing the dimensionless normal
state conductance of tunnel junctions gN and making use
of the Ambegaokar-Baratoff formula for the Josephson
coupling energy EJ = gN∆/8 we express L
∗ in the form
L∗ =
v
∆
(
2g
pigN
)g/(g−2)
(32)
We observe that the length scale (32) depends on the
relation between two dimensionless parameters: g and
gN . Here we are merely interested in the case of small-size
tunnel junctions with few conducting channels which just
serve as probes aiming to disturb the superconducting
wire as little as possible. Accordingly, the parameter gN
needs to be small and one typically has gN ≪ g. In this
case L∗ diverges at g → 2 remaining much longer than
the characteristic length scale v/∆ at any value of g > 2.
The length scale (32) separates two different fluctua-
tion regimes. For L ≫ L∗ the wire kinetic inductance
contribution remains too small as compared to that of
the contacts. In this limit the phase difference across
the wire segment in-between the contacts is fixed to be
ϕ(L)− ϕ(0) = φ and it does not fluctuate. Then we im-
mediately arrive at the standard mean field current-phase
relation
I(φ) =
gev
4piL
φ. (33)
Our interest, however, is merely focused on the opposite
limit L ≪ L∗, for which the renormalization of EJ be-
comes important and phase fluctuations tend to suppress
the supercurrent flowing across the wire. In this limit we
arrive at the L-independent result
I(φ) =
gev
2piL∗
sin
φ
2
[
cos
φ
2
] 2
g−2
. (34)
Comparing the expressions (33) and (34) we observe
that quantum fluctuations of the phase can strongly af-
fect both the magnitude and the phase dependence of the
supercurrent. The dependence I(φ) (34) in the presence
of fluctuations becomes smoother than in Eq. (33) and
the absolute value of the supercurrent is reduced by the
factor ∼ L/L∗. Extra – phase dependent – suppression
of I originates from the term in the square brackets in
Eq. (34): With increasing φ the supercurrent gets sup-
pressed stronger and stronger. The latter effect becomes
particularly significant for g sufficiently close to 2. For
φ → pi and any g > 2 the supercurrent tends to zero as
I(φ) ∝ (pi − φ) gg−2 .
Let us also point out that for L not much smaller than
L∗ the supercurrent I(φ → pi) behaves somewhat differ-
ently: It vanishes only for 2 < g < 4, whereas at g > 4
we have
I(φ→ pi) ≈ ge∆
2pi
(
∆L
v
) 2
g−4
(
pigN
2g
) g
g−4
, (35)
i.e. for such values of g the current-phase relation remains
discontinuous at φ = pi. The dependencies I(φ) evaluated
for different values of g and L are also displayed in Fig.
2.
Finally, we note that the form of the current-phase
relation (34) obtained here resembles that derived for re-
sistively shunted Josephson junctions in the presence of
quantum fluctuations of the phase [20].
C. Effect of QPS
It is important to point out that the above analysis
only accounts for the effect of Gaussian fluctuations of the
superconducting phase and does not yet include quantum
phase slips. In order to describe QPS effects inside the
6−π −π/2 0 π/2 π
ϕ
−0.3
−0.2
−0.1
0.0
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0.2
0.3
I(ϕ)
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g=4.0
g=7.0
g=∞
−π −π/2 0 π/2 π
ϕ
−1.0
−0.5
0.0
0.5
1.0
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g=7.5
g=20.0
g=∞
FIG. 2: The phase dependent supercurrent I(φ) (expressed in
units of e∆/(2pi)) for EJ/∆ = 0.1 and different g. The upper
and lower panels correspond respectively to ∆L/v = 20 and
to ∆L/v = 0.5.
wire it is convenient to turn to the so-called dual repre-
sentation for the wire effective action [13]
S˜w =
1
pigv
1/T∫
0
dτ
∫
dx
[(
∂χ
∂τ
)2
+ v2
(
∂χ
∂x
)2]
− γQPS
1/T∫
0
dτ
∫
dx cosχ, (36)
where γQPS is the QPS amplitude defined in Eq. (1).
This effective action is expressed in terms of the quantum
field χ(x, τ) which determines electric charge that has
passed through the point x of the wire up to moment τ .
The quantum operator χˆ(x) corresponding to this dual
variable obeys the commutation relations
[Φˆ(x), χˆ(x′)] = −iΦ0δ(x− x′), (37)
where Φˆ(x) = ∇ϕˆ(x)/2e is the flux operator.
The action (36) defines an effective sine-Gordon model
which has a QPT at T → 0 and λ = 2 (or g = 16) separat-
ing two different phases [12]. Provided g > 16 ”positive”
and ”negative” quantum phase slips are bound in close
”neutral” pairs which do not disrupt phase coherence at
any relevant scales exceeding the superconducting coher-
ence length ξ. Hence, for such values of g QPS effects are
irrelevant for any of the above results for the supercurrent
I(φ) which remain applicable without any modifications.
On the other hand, for g < 16 quantum phase slips are
no longer bound in pairs. In this phase relevant excita-
tions of our theory are kinks and anti-kinks with char-
acteristic masses Ms ∝ ∆(vγQPS/∆2)1/(2−λ) as well as
their bound states [21, 22]. The appearance of a gap in
the spectrum for g < 16 (or λ < 2) gives rise to the
correlation length [13]
Lc ∼ v
Ms
∼ ξ exp
(
agξ
2− λ
)(
ξ∆
v
) 1
2−λ
. (38)
In the context of a setup considered here this correlation
length is of little relevance for g < 2 since in this case the
supercurrent I is totally suppressed already by smooth
phase fluctuations.
On the other hand, for 2 < g < 16 the length scale
(38) becomes important. Actually, for such values of g we
have two correlation lengths, L∗ and Lc defined respec-
tively in Eqs. (32) and (38). The first of these lengths
diverges at one of the phase boundaries g = 2 whereas
the second one tends to infinity at another phase bound-
ary g = 16. Comparing the length L with each of these
two correlation lengths we arrive at the conclusion that
the phase with intermediate values of g ranging from 2
to 16 is described by several different regimes.
Let us first consider the situation with L∗ < Lc, in
which case there exist three regimes. At L < L∗ the su-
percurrent is strongly affected only by smooth phase fluc-
tuations and not by QPS. In this regime is determined
by Eq. (34). At L∗ < L < Lc the supercurrent is prac-
tically insensitive to any kind of phase fluctuations and,
hence, it is given by a simple mean field formula (33).
Finally, for L > Lc the supercurrent gets exponentially
suppressed by quantum phase slips and we have [13]
I(φ) ∼ egξ∆
√
L√
ξ
( v
L∆
) 3λ
4
exp
(
−3agξ
4
− L
Lc
)
sinφ.
(39)
Obviously, in practical terms the latter regime can be
considered non-superconducting provided L strongly ex-
ceeds Lc.
In principle it is also possible to realize the opposite
situation with L∗ > Lc, in particular for values of g close
to 2. In this case the length L∗ becomes of little rele-
vance, and one can distinguish only two regimes: L < Lc
and L > Lc. The first one is again superconducting with
the supercurrent I(φ) decreased by smooth phase fluctu-
ations according to Eq. (34), whereas the second regime
7corresponds to exponential suppression of the supercur-
rent by proliferating QPS, cf. Eq. (39). No room for the
mean field regime (33) exists at L∗ > Lc.
IV. DISCUSSION
According to the well known theorem [23] the true long
range order cannot be established in infinite low dimen-
sional systems as it gets destroyed by fluctuations. This
general theorem, however, does not yet allow one to make
any conclusion about the presence or absence of super-
conductivity in any finite-size structure that can be ex-
amined in any realistic experiment. Moreover, supercon-
ducting properties of low dimensional structures in the
presence of quantum fluctuations may significantly de-
pend on particular experimental realization testing such
properties. Here we investigate superconducting fluctu-
ations in long quasi-one-dimensional metallic wires by
means of a setup displayed in Fig. 1. This setup enables
one to pass an equilibrium supercurrent across a wire seg-
ment of an arbitrary length L without restricting phase
fluctuations inside the wire by any means.
The physics of our system is determined, on one hand,
by an interplay between collective sound-like plasma ex-
citations and the interaction induced by Josephson point
contacts and, on the other hand, by quantum phase slips.
The effective bath of collective excitations can be de-
scribed in terms of two modes, one of which turns out
to be massless or, more precisely, Ohmic at low fre-
quencies. We found that the massless mode renormal-
izes the Josephson coupling energy of the attached con-
tacts, thereby reducing the supercurrent flowing across
the wire segment between these contacts. The Ohmic
nature of the effective bath naturally yields a Schmid-
like dissipative QPT at T → 0 and g = 2. Another QPT
of Berezinskii-Kosterlitz-Thouless type occurs at T → 0
and g = 16 being controlled by quantum phase slips [12].
Observing to the condition g ∝ √s, just by tuning the
wire cross section one can realize both these QPT in the
system under consideration.
According to our results, the zero temperature phase
diagram of a superconducting nanowire consists of three
different phases. Thicker wires with g > 16 show a super-
conducting behavior, albeit with the supercurrent pos-
sibly strongly reduced by smooth (Gaussian) quantum
fluctuations of the phase, cf. Eq. (34). In thinnest wires
with g < 2, in contrast, the supercurrent is totally sup-
pressed by quantum fluctuations, i.e. the phase g < 2 is
clearly non-superconducting. It is also remarkable that
the superconducting gap singularity in the local electron
density of states gets destroyed by interactions between
electrons and a dissipative bath of Mooij-Scho¨n plasmons
at exactly the same value of the parameter g = 2 [9].
Most interesting is the intermediate phase with 2 <
g < 16 which is characterized by two different correla-
tion lengths (32) and (38) and demonstrates mixed prop-
erties depending on the relation between L and these
two lengths. Although formally this phase can still
be viewed as superconducting for any finite L, a non-
vanishing supercurrent can persist only provided L does
not exceed Lc. For longer wire segments the supercur-
rent is exponentially suppressed due to QPS (cf. Eq.
(39)). Hence, in practical terms the mixed phase with
2 < g < 16 is characterized by a superconducting behav-
ior of the wire at shorter scales not exceeding Lc and a
non-superconducting one at longer length scales.
Perhaps we can also add that fluctuations of the su-
perconducting phase – both Gaussian and non-Gaussian
– yield not only a reduction of the absolute value of the
supercurrent but may also essentially modify the current-
phase relation I(φ). These modifications become pro-
gressively more pronounced for bigger values of the phase
φ, see, e.g., Eqs. (34), (39) and Fig. 2.
All our predictions can be directly tested in modern
experiments with superconducting nanowires.
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