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Abstract
We establish the critical Fujita exponents for degenerate parabolic equations coupled via nonlinear
boundary flux and then determine the blow-up rates and the blow-up sets for the nonglobal solutions.
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1. Introduction
In this paper we consider the degenerate parabolic equations
ut = (um)xx, vt = (vn)xx, (x, t) ∈ R+ × [0, T ), (1.1)
coupled via nonlinear boundary flux
−(um)x(0, t) = uα(0, t)vp(0, t), −(vn)x(0, t) = uq(0, t)vβ(0, t),
t ∈ (0, T ), (1.2)
with continuous, nonnegative initial data
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compactly supported in R+ ∪ {0}, where parameters m,n > 1, p,q > 0, α,β  0.
Nonlinear parabolic equations such as (1.1)–(1.3) appear in population dynamics, chem-
ical reactions, heat transfer, and so on, where u and v represent the densities of two
biological populations during a migration, the thickness of two kinds of chemical reac-
tants in a chemical reaction, or the temperatures of two kinds of porous materials during a
propagation. The problems with nonlinear parabolic equations include blow-up and global
existence conditions, blow-up rates and blow-up sets, etc.; see, e.g., [1,3,5,10,13]. In par-
ticular, the problem of determining critical Fujita exponents is very interesting for various
nonlinear parabolic equations of mathematical physics. See the surveys [1,10], where a full
list of references can be found.
Galaktionov and Levine studied in [5] the single-equation case
ut = (um)xx in R+ × (0, T ), (1.4)
−(um)x(0, t) = up(0, t) in (0, T ), (1.5)
u(x,0) = u0(x) for x ∈ R+, (1.6)
with the following results on the critical Fujita exponent pc:
(1) If m+12 < p  pc = m + 1, then the solutions of (1.4)–(1.6) blow up in finite time for
all nontrivial u0.
(2) If p > pc = m + 1, then the solutions of (1.4)–(1.6) are global for small u0 and blow
up in finite time for large u0.
Recently, Quirós and Rossi [14] considered the degenerate equations coupled via varia-
tional nonlinear boundary flux
ut = (um)xx, vt = (vn)xx in R+ × (0, T ), (1.7)
−(um)x(0, t) = vp(0, t), −(vn)x(0, t) = uq(0, t) in (0, T ), (1.8)
u(x,0) = u0(x), v(x,0) = v0(x) for x ∈ R+, (1.9)
with notations
α1 = 2p + n+ 1
(m + 1)(n+ 1) − 4pq , α2 =
2q + m + 1
(m + 1)(n+ 1) − 4pq ,
β1 = p(m − 1 − 2q)+ (n+ 1)m
(m + 1)(n+ 1)− 4pq , β2 =
q(n− 1 − 2p) + (m + 1)n
(m + 1)(n+ 1)− 4pq .
They proved that the solutions of (1.7)–(1.9) are global if pq  (m+1)(n+1)4 and may blow
up in finite time if pq > (m+1)(n+1)4 . In the case of pq >
(m+1)(n+1)
4 , if α1 + β1  0 or
α2 + β2  0, then every nonnegative, nontrivial solution of (1.7)–(1.9) blows up in finite
time; if α1 + β1 > 0 and α2 + β2 > 0, then there exist blow-up solutions for large initial
data and global solutions for small initial data. The critical Fujita exponents to (1.7)–(1.9)
are described by αi + βi = 0, i = 1,2, while the blow-up rate of the positive solution is
O((T − t)α1) for component u and O((T − t)α2) for v as t → T .
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ut = uxx, vt = vxx in R+ × (0, T ), (1.10)
−ux(0, t) = uα(0, t)vp(0, t),
−vx(0, t) = uq(0, t)vβ(0, t) in (0, T ), (1.11)
u(x,0) = u0(x), v(x,0) = v0(x) for x ∈ R+ (1.12)
was considered by Wang et al. [16]. The global existence and blow-up conditions for solu-
tions of (1.10)–(1.12) are pq  (1−α)(1−β) and pq > (1−α)(1−β), respectively. The
blow-up rate of the solution (u, v) is O((T − t)−γ1), O((T − t)−γ2) as t → T with α < 1,
β < 1 and pq > (1 − α)(1 − β), where
γ1 = 12
p + 1 − β
pq − (1 − α)(1 − β) , γ2 =
1
2
q + 1 − α
pq − (1 − α)(1 − β).
The purpose of this paper is to extend the main results of problems (1.4)–(1.6) [5],
(1.7)–(1.9) [14], and (1.10)–(1.12) [16] into the more general form (1.1)–(1.3). In order to
state our results, we introduce parameters τi , ki , i = 1,2, satisfying(
α − m+12 p
q β − n+12
)(
τ1
τ2
)
=
(1
1
)
, (1.13)
k1 = τ12 =
2p + n+ 1 − 2β
4pq − (m + 1 − 2α)(n+ 1 − 2β),
k2 = τ22 =
2q + m + 1 − 2α
4pq − (m + 1 − 2α)(n+ 1 − 2β). (1.14)
Linear algebraic systems such as (1.13) were introduced in [3,17,18] for semilinear
reaction–diffusion systems of Fujita type. We need also parameters l1, l2 defined as
l1 = 1 − k1(m − 1)2 , l2 =
1 − k2(n − 1)
2
. (1.15)
Now we state the main results of this paper. Motivated by [4–6,14,15], self-similar so-
lutions will be introduced here to obtain these results.
Theorem 1. Assume α > m+12 or β >
n+1
2 . Then the solutions of (1.1)–(1.3) may blow up
in finite time.
Theorem 2. Assume α < m+12 , β <
n+1
2 , and pq 
(
m+1
2 − α
)(
n+1
2 − β
)
. Then every
solution of (1.1)–(1.3) exists globally.
Theorem 3. Assume α  m+12 , β 
n+1
2 , and pq >
(
m+1
2 − α
)(
n+1
2 − β
)
.
(i) If l1 < k1 or l2 < k2, or l1 = k1 and l2 = k2, every nonnegative, nontrivial solution of
(1.1)–(1.3) blows up in finite time.
(ii) If l1 > k1 and l2 > k2, the solutions of (1.1)–(1.3) are global for small initial data and
blow up in finite time with large initial data.
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Then there exist positive constants Ci , i = 1,2,3,4, such that
C3(T − t)−k1 
∥∥u(·, t)∥∥∞  C1(T − t)−k1 ,
C4(T − t)−k2 
∥∥v(·, t)∥∥∞  C2(T − t)−k2 .
Theorem 5. Let (u, v) be a solution of (1.1)–(1.3) with blow-up sets B(u) and B(v) for
components u and v, respectively.
(i) If 1/k1 > m − 1, then B(u) = {0}.
(ii) If 1/k1 = m − 1, then
[
0,µC
m−1
2
3
)⊂ B(u) ⊂ [0,µC m−121 ], µ = (2m(m+ 1)/(m − 1))1/2.
(iii) If 1/k1 < m − 1, then B(u) = R+.
The parallel conclusion is true for B(v).
Remark 1. The results of Theorems 1–5 for problem (1.1)–(1.3) do coincide with those for
the single-equation case (1.4)–(1.6) [5], the variational nonlinear flux case (1.7)–(1.9) [14],
and the semilinear case (1.10)–(1.12) [16] if we take m = n, p = q , α = β = 0; α =
β = 0; or m = n = 1 in (1.1)–(1.3), respectively. The critical Fujita exponents of (1.1)–
(1.3) obtained in this paper can be described as li = ki , i = 1,2: if l1 < k1, or l2 < k2,
or l1 = k1 and l2 = k2, all nonnegative, nontrivial solutions of (1.1)–(1.3) are nonglobal,
while if l1 > k1 and l2 > k2, there are both nontrivial global and nonglobal solutions.
Remark 2. The word “large” in Theorem 3 means that at least one of the altitudes and the
supports of the initial data are sufficiently large; see the proof of Lemma 2.2 in the next
section. As will be shown in the proof of Lemma 2.3, the word “small” here requires that
both the altitudes and the supports of the initial data are small enough.
Remark 3. The classification for the parameters m, n, p, q , α, and β in Theorems 1–3
is complete. In fact, the coupling condition p,q > 0 together with the assumption pq (
m+1
2 − α
)(
n+1
2 − β
)
in Theorem 2 rules out the possibility of α = m+12 or β = n+12 .
Remark 4. We will show in Section 3 that the assumption k1, k2 > 0 in Theorem 4 just
corresponds to the blow-up conditions in Theorems 1 and 3. Moreover, it is easy to see
by using (1.15) that (k1, k2) = (l1, l2) is equivalent to (1/k1,1/k2) = (m + 1, n + 1).
Thus, Theorems 1–3 say that the critical exponents for (1.1)–(1.3) corresponding to p0 and
pc of the Fujita equation can be described as (1/k1,1/k2) = (0,0) and (1/k1,1/k2) =
(m + 1, n+ 1), respectively, with the following conclusions:
(i) The solutions of (1.1)–(1.3) are global if 1/ki  0, i = 1,2.
(ii) Any nonnegative, nontrivial solutions blow up in finite time if 0 < 1/k1 < m + 1 or
0 < 1/k2 < n + 1, or 1/k1 = m + 1 and 1/k2 = n+ 1.
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data if 1/k1 > m + 1 and 1/k2 > n+ 1.
Furthermore, we conjecture that the critical Fujita exponents for the more general N -spatial
dimension case of (1.1)–(1.3) should be described by (1/k1,1/k2) = ((m − 1) + 2/N,
(n − 1) + 2/N) with blow-up rates O((T − t)−k1), O((T − t)−k2) for (k1, k2) defined by
(1.13), (1.14).
Remark 5. We learn from Theorem 5 that the blow-up sets may have positive measures
for (1.1)–(1.3). This is due to the nonlinear diffusion mechanism in the system. In fact, if,
e.g., m = 1, then the cases (ii) and (iii) in Theorem 5 are empty since k1 > 0, and thus the
blow-up set B(u) for the component u consists of the single point {0}, as is well known.
2. Critical Fujita exponents
In this section, we will study blow-up, versus global existence in problem (1.1)–(1.3).
The critical Fujita exponents for (1.1)–(1.3) will be obtained.
We begin with the monotonicity of the solution (u, v) with respect to time t .
Lemma 2.1. Let (u, v) be a solution of (1.1)–(1.3) with (um0 )′′(x), (vn0 )′′(x)  0. Then
ut , vt  0 for (x, t) ∈ R+ × (0, T ).
Proof. Just as in the proof of Lemma 3.2 in [14], let w = ut , z = vt , and then get from
(1.1)–(1.3) that
wt = (mum−1w)xx, zt = (nvn−1z)xx in R+ × (0, T )
with
−(mum−1w)x(0, t) = αuα−1(0, t)vp(0, t)w(0, t) + pvp−1(0, t)uα(0, t)z(0, t),
−(nvn−1z)x(0, t) = quq−1(0, t)vβ(0, t)w(0, t) + βuq(0, t)vβ−1z(0, t)
on the boundary and
w(x,0) = (um0 )′′(x), z(x,0) = (vn0 )′′(x) in R+.
Following the proof of Lemma 3.2 in [14], we can obtain that w,z 0. 
Throughout this paper, we always assume (um0 )
′′(x), (vn0 )′′(x)  0. Now, let us prove
Theorem 1 first.
Proof of Theorem 1. Without loss of generality, assume that α > m+12 . We know from
Lemma 2.1 that ut , vt  0. Thus uα(0, t)vp(0, t)  uα(0, t)vp0 (0). Consider the single-
equation problem
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−(wm)x(0, t) = wα(0, t)vp0 (0) in (0, T ), (2.2)
w(x,0) = u0(x) for x ∈ R+. (2.3)
Clearly, (w,v0) is a subsolution of (1.1)–(1.3). By the results of [5], we know that the solu-
tions of (2.1)–(2.3) may blow up in finite time, and so may the solutions of (1.1)–(1.3). 
Next treat the case of α  m+12 , β 
n+1
2 .
Proof of Theorem 2. Construct
u¯(x, t) = ekt(M + e−L1xe k(1−m)t2 ) 1m ,
v¯(x, t) = e k(m+1−2α)t2p (M + e−L2xe
k(m+1−2α)(1−n)t
4p ) 1
n
with
M = max(‖u0‖m∞,‖v0‖n∞,1), L1 = (M + 1) αm+ pn ,
L2 = (M + 1) βn + qm , k = max
(
L21M
− 1m , 2p
m + 1 − 2αL
2
2M
− 1n
)
.
So u¯(x,0) u0(x), v¯(x,0) v0(x) for x ∈ R+. After a computation we have
u¯t = kekt
(
M + e−L1xe
k(1−m)t
2 ) 1m
+ kL1(m − 1)x
2m
ekt
(
M + e−L1xe
k(1−m)t
2 ) 1m−1e k(1−m)t2 e−L1xe k(1−m)t2
 kekt
(
M + e−L1xe
k(1−m)t
2 ) 1m ,
(u¯m)x = −L1e k(m+1)t2 e−L1xe
k(1−m)t
2
,
(u¯m)xx = L21ekte−L1xe
k(1−m)t
2  L21ekt
and
v¯t 
k(m + 1 − 2α)
2p
e
k(m+1−2α)t
2p
(
M + e−L2xe
k(m+1−2α)(1−n)t
4p ) 1
n ,
(v¯n)x = −L2e
k(m+1−2α)(n+1)t
4p e−L2xe
k(m+1−2α)(1−n)t
4p
,
(v¯n)xx = L22e
k(m+1−2α)t
2p e−L2xe
k(m+1−2α)(1−n)t
4p L22e
k(m+1−2α)t
2p
in R+ × R+. We have on the boundary that
−(u¯m)x(0, t) = L1e k(m+1)t2 , −(v¯n)x(0, t) = L2e
k(m+1−2α)(n+1)t
4p ,
u¯α(0, t) = ekαt(M + 1) αm , v¯p(0, t) = e k(m+1−2α)t2 (M + 1) pn ,
u¯q(0, t) = ekqt (M + 1) qm , v¯β (0, t) = e k(m+1−2α)βt2p (M + 1) βn .
314 S. Zheng et al. / J. Math. Anal. Appl. 298 (2004) 308–324By the definitions of k,M,L1,L2 and the assumption 4pq  (m + 1 − 2α)(n + 1 − 2β),
we know that u¯t  (u¯m)xx , v¯t  (v¯n)xx in R+ × R+ and −(u¯m)x(0, t) u¯α(0, t)v¯p(0, t),
−(v¯n)x(0, t) u¯q(0, t)v¯β (0, t) for t > 0.
We have shown that (u¯, v¯) is a supersolution of (1.1)–(1.3), which implies that every
solution of (1.1)–(1.3) is global provided that pq  (m+12 − α)(n+12 − β). 
The proof of Theorem 3 consists of four lemmas.
Lemma 2.2. Assume that α  m+12 , β 
n+1
2 , and pq >
(
m+1
2 − α
)(
n+1
2 − β
)
. If li > ki ,
i = 1,2, then the solutions of (1.1)–(1.3) will blow up in finite time provided either the
altitudes or the supports of u0(x), v0(x) are large enough.
Proof. Under the assumptions of the lemma, it is easy to see from (1.14) that li > ki > 0,
i = 1,2. Construct
u(x, t) = (T − t)−k1f1(ξ), ξ = x(T − t)−l1, (2.4)
v(x, t) = (T − t)−k2f2(η), η = x(T − t)−l2, (2.5)
where T is a positive constant and f1, f2 are two compactly supported functions to be
determined.
It is easy to know from (1.13)–(1.15) that
k1 + 1 = k1m + 2l1, k2 + 1 = k2n + 2l2, (2.6)
k1m + l1 = k1α + k2p, k2n + l2 = k1q + k2β. (2.7)
After some computations, we have
ut = (T − t)−(k1+1)
[
k1f1(ξ) + l1f ′1(ξ)ξ
]
,
( um)xx = (T − t)−(k1m+2l1)
(
f m1 (ξ)
)′′
,
v t = (T − t)−(k2+1)
[
k2l2(η) + l2f ′2(η)η
]
,
( vn)xx = (T − t)−(k2n+2l2)
(
f n2 (η)
)′′
,
( um)x(0, t) = (T − t)−(k1m+l1)
(
f m1
)′
(0),
uα(0, t)vp(0, t) = (T − t)−(k1α+k2p)f α1 (0)f p2 (0),
( vn)x(0, t) = (T − t)−(k2n+l2)
(
f n2
)′
(0),
uq(0, t)vβ(0, t) = (T − t)−(k1q+k2β)f q1 (0)f β2 (0).
Due to (2.6) and (2.7), it will be obtained from the above inequalities that
ut  ( um)xx, v t  ( vn)xx in R+ × (0, T ),
−( um)x(0, t) uα(0, t)vp(0, t),
−( vn)x(0, t) uq(0, t)vβ(0, t) for t ∈ (0, T )
if f1 and f2 satisfy
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)′′
(ξ) k1f1(ξ) + l1ξf ′1(ξ),
(
f n2
)′′
(η) k2f2(η) + l2ηf ′2(η), (2.8)
−(f m1 )′(0) f α1 (0)f p2 (0), −(f n2 )′(0) f q1 (0)f β2 (0). (2.9)
Set
f1 = A1(c1 − ξ)
1
m−1+ , f2 = A2(c2 − η)
1
n−1+ (2.10)
with positive constants ci,Ai , i = 1,2, to be determined. We have(
fm1
)′′
(ξ) − k1f1(ξ) − l1ξf ′1(ξ)
= (c1 − ξ)
2−m
m−1+
[
Am1
m
(m − 1)2 − k1A1(c1 − ξ)+ +
l1ξ
m − 1
]
 0
provided Am1
m
(m−1)2 − k1A1c1 = 0, or equivalently
c1 = m
k1(m − 1)2 A
m−1
1 .
Thus, (2.8) is satisfied if we take in addition in (2.10) that
c2 = n
k2(n − 1)2 A
n−1
2 .
The assumption pq >
(
m+1
2 −α
)(
n+1
2 −β
)
implies that 2p
m+1−2α >
n+1−2β
2q . So, for any
positive constants λ1 and λ2, there exist positive constants A1 and A2 large enough such
that
λ1A
n+1−2β
2q
2 < A1 < λ2A
2p
m+1−2α
2 .
By taking suitable λ1, λ2, we have
m
m − 1
(
m
k1(m − 1)2
) 1−α
m−1
Am+1−2α1 < A
2p
2
(
n
k2(n − 1)2
) p
n−1
,
n
n − 1
(
n
k2(n− 1)2
) 1−β
n−1
A
n+1−2β
2 < A
2q
1
(
m
k1(m − 1)2
) q
m−1
,
which means that (2.9) is true as well for large A1,A2.
Assume that u0(x)  G1 > 0 in [0, x1] and v0(x)  G2 > 0 in [0, x2]. We claim that
u(x,0)  u0(x), v(x,0)  v0(x) in R+ provided either Gi (i = 1,2) (the altitudes of
u0(x), v0(x)), or xi (i = 1,2) (the supports of u0(x), v0(x)) are large enough.
In fact, for any x1, x2 > 0, we can choose T > 0 sufficiently small such that
m
k1(m − 1)2 A
m−1
1 
x1
T l1
,
n
k2(n− 1)2 A
n−1
2 
x2
T l2
(2.11)
with li > ki > 0, i = 1,2. For such fixed small T > 0, we have by taking G1 and G2 large
enough that
T −k1A1
(
m
2
) 1
m−1
G1, T −k2A2
(
n
2
) 1
n−1
G2. (2.12)k1(m − 1) k2(n − 1)
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such fixed large T > 0, (2.11) holds as well whenever x1 and x2 are large enough.
It follows from (2.11) that the support of u(x,0) (or v(x,0)) is smaller than that of u0
(or v0). Moreover, ‖u(·,0)‖∞  G1, ‖v(·,0)‖∞  G2 due to (2.12). So we know from
(2.11) and (2.12) that u(x,0) u0(x), v(x,0) v0(x) in R+.
We have shown that (u, v) is a subsolution of (1.1)–(1.3), the global nonexistence of
which is obvious. 
The following lemma deals with the case of small initial data.
Lemma 2.3. Assume that α  m+12 , β 
n+1
2 and that pq >
(
m+1
2 − α
)(
n+1
2 − β
)
. If
l1 > k1 and l2 > k2, then the solutions of (1.1)–(1.3) are global provided both the altitudes
and the supports of the initial data are small enough.
Proof. Construct
u¯(x, t) = (τ + t)−k1f (ξ), ξ = x(τ + t)−l1, (2.13)
v¯(x, t) = (τ + t)−k2g(η), η = x(τ + t)−l2, (2.14)
where f (ξ), g(η) are nonnegative functions to be determined satisfying
(f m)′′(ξ) + l1ξf ′(ξ) + k1f (ξ) 0, (gn)′′(η) + l2ηg′(ξ) + k2g(η) 0, (2.15)
−(f m)′(0) f α(0)gp(0), −(gn)′(0) f q(0)gβ(0). (2.16)
Set
f (ξ) = A(d21a21 − (ξ + a1)2)
1
m−1+ , g(η) = B
(
d22a
2
2 − (η + a2)2
) 1
n−1+ . (2.17)
Let us show that such f (ξ), g(η) defined in (2.17) with suitable constants A,B,ai, di (i =
1,2) satisfy (2.15) and (2.16).
Since l1 > k1, l2 > k2, choose A,B such that(
k1(m − 1)
2m
) 1
m−1
< A <
(
l1(m − 1)
2m
) 1
m−1
, (2.18)
(
k2(n − 1)
2n
) 1
n−1
< B <
(
l2(n− 1)
2n
) 1
n−1
. (2.19)
Let
d1 = max
(√
2
m − 1 ,
l1(m − 1)
l1(m − 1) − 2mAm−1
)
,
d2 = max
(√
2
n− 1 ,
l2(n− 1)
l2(n− 1) − 2nBn−1
)
.
The assumption 4pq > (m+ 1 − 2α)(n+ 1 − 2β) implies that m+1−2α2p < 2qn+1−2β . So, for
any positive constants µ1,µ2, there exist positive constants a1, a2 small enough so that
µ1a
m+1−2α
2p
< a
m−1
n−1 < µ2a
2q
n+1−2β
.1 2 1
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m
m − 1A
m−αa
m+1
m−1
1
(
d21 − 1
) 1−α
m−1  a
2α
m−1
1 B
pa
2p
n−1
2
(
d22 − 1
) p
n−1 , (2.20)
n
n − 1B
n−βa
n+1
n−1
2
(
d22 − 1
) 1−β
n−1  a
2q
m−1
1 A
qa
2β
n−1
2
(
d21 − 1
) q
m−1 (2.21)
hold for small positive constants a1, a2.
Due to (2.17)–(2.21), it is easy to check that f (ξ), g(η) defined in (2.17) satisfy (2.15)
and (2.16). Together with (2.6) and (2.7) in the proof of Lemma 2.2, we know that
u¯t  (u¯m)xx , v¯t  (v¯n)xx in R+ × R+, −(u¯m)x(0, t)  u¯α(0, t)v¯p(0, t), −(v¯n)x(0, t) 
u¯q(0, t)v¯β (0, t) in R+. Moreover, it is easy to see from (2.13), (2.14), and (2.17) that
u¯(x,0) u0(x), v¯(x,0) v0(x) for x ∈ R+ provided both the altitudes and the supports
of the initial data are sufficiently small. Thus, (u¯, v¯) is a global supersolution of (1.1)–(1.3),
which implies the global existence of solutions to (1.1)–(1.3) with small initial data. 
Lemma 2.4. Assume that α  m+12 , β 
n+1
2 , and pq >
(
m+1
2 −α
)(
n+1
2 −β
)
. If l1 < k1 or
l2 < k2, then every nonnegative, nontrivial solution of (1.1)–(1.3) blows up in finite time.
Proof. In the spirit of [5], construct a self-similar solution to (1.1) in the form of a
Zel’dovich–Kompaneetz–Barenblatt profile [9],
uB(x, t) = (τ + t)− 1m+1 h1(ξ), vB(x, t) = (τ + t)− 1n+1 h2(η), (2.22)
ξ = x(τ + t)− 1m+1 , η = x(τ + t)− 1n+1 , (2.23)
h1(ξ) = Cm(c2 − ξ2)
1
m−1+ , h2(η) = Cn(c2 − η2)
1
n−1+ . (2.24)
By taking
Cm =
[
m − 1
2m(m + 1)
] 1
m−1
, Cn =
[
n− 1
2n(n+ 1)
] 1
n−1
, (2.25)
it is easy to check that h1, h2 satisfies
(
hm1
)′′
(ξ) + ξ
m + 1h
′
1(ξ) +
1
m + 1h1(ξ) = 0, h
′
1(0) = 0, (2.26)
(
hn2
)′′
(η) + η
n+ 1h
′
2(η)+
1
n + 1h2(η) = 0, h
′
2(0) = 0. (2.27)
It follows from h′1(0) = h′2(0) = 0 that the self-similar solution (uB(x, t), vB(x, t)) satis-
fies (uB)x(0, t) = (vB)x(0, t) = 0 on the boundary.
Since u(0, t0), v(0, t0) > 0 for some t0  0 and u(x, t0), v(x, t0) are continuous, there
exist τ > 0 large enough and c > 0 small enough so that
u(x, t0) uB(x, t0), v(x, t0) vB(x, t0) for x > 0.
Thus, the self-similar solution (uB, vB) is a subsolution to (1.1)–(1.3) in R+ × (t0, T ), and
hence
u(x, t) uB(x, t), v(x, t) vB(x, t) for x > 0, t  t0.
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T l1 	 T k1
for large T . So there exists t∗  t0 such that
T l1 	 (τ + t∗) 1m+1 	 T k1 . (2.28)
Let u(x, t) be defined by (2.4) and (2.10). The inequality (2.28) implies that
u(x,0) uB(x, t∗) for x > 0. (2.29)
Observing that (2.28) holds for general nontrivial u0(x), we know that every nonnegative,
nontrivial solution of (1.1)–(1.3) blows up in finite time. 
Lemma 2.5. Assume that α  m+12 , β 
n+1
2 , and pq >
(
m+1
2 − α
)(
n+1
2 − β
)
. If li = ki ,
i = 1,2, then every nonnegative, nontrivial solution of (1.1)–(1.3) blows up in finite time.
Proof. We argue as in [4,5,14]. Assume there exists a nonnegative, nontrivial global solu-
tion (u(x, t), v(x, t)) to the problem (1.1)–(1.3). Then the functions
ϕ(ξ, τ ) = (1 + t)k1u(ξ(1 + t)l1, t), ψ(η, τ ) = (1 + t)k2v(η(1 + t)l2, t) (2.30)
with new time τ = log(1 + t) are globally defined for τ > 0 satisfying
ϕτ = (ϕm)ξξ + l1ξϕξ + k1ϕ, ψτ = (ψn)ηη + l2ηψη + k2ψ, (2.31)
−(ϕm)ξ (0, τ ) = ϕα(0, τ )ψp(0, τ ), −(ψn)η(0, τ ) = ϕq(0, τ )ψβ(0, τ ). (2.32)
We will find a solution ( ϕ,ψ ) to (2.31) and (2.32) with initial data ϕ 0(ξ)  u(ξ,0),
ψ 0(η) v(η,0). The lemma is true if we can prove that ( ϕ,ψ ) does not exist globally.
Let
ϕ 0(ξ) = h1(ξ + b1) = Cm
(
c2 − (ξ + b1)2
) 1
m−1+ , (2.33)
ψ 0(η) = h2(η + b2) = Cn
(
c2 − (η + b2)2
) 1
n−1+ . (2.34)
Since l1 = k1, l2 = k2, we know from (1.15) that l1 = k1 = 1m+1 , l2 = k2 = 1n+1 . We have
by using (2.26) and (2.27) that(
ϕm0
)
ξξ
+ l1ξ( ϕ 0)ξ + k1ϕ 0
= − 1
m+ 1b1h1ξ (ξ + b1) +
(
l1 − 1
m + 1
)
ξh1ξ (ξ + b1)
+
(
k1 − 1
m + 1
)
h1(ξ + b)
= − 1
m+ 1b1h1ξ (ξ + b1) 0
since obviously h1ξ  0 and, similarly,
(
ψn0
)
ηη
+ l2η(ψ 0)η + k2ϕ 0 = −
1
b2h2ξ (η + b2) 0.
n+ 1
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satisfied:
−(ϕm0
)
ξ
(0) = ϕα0(0)ψp0(0), −
(
ψn0
)
η
(0) = ϕq0(0)ψβ0(0).
Since u0(0) > 0, v0(0) > 0 with the continuity of u0(x) and v0(x), it follows from (2.30),
(2.33), and (2.34) that
u0(x) = ϕ(ξ,0) h1(ξ + b1) = Cm
(
c2 − (ξ + b1)
) 1
m−1+ = ϕ 0(ξ),
v0(x) = ψ(η,0) h2(η + b2) = Cn
(
c2 − (η + b2)
) 1
n−1+ = ψ 0(η)
on R+ provided that c > 0 and bi ∈ (0, c) are sufficiently small, i = 1,2. Denote by
(ϕ(ξ, τ ), ψ(η, τ )) the solution of (2.31) and (2.32) with initial data ( ϕ 0(ξ),ψ 0(η)).
Since ( ϕm)ξ  0 on the boundary and ( ϕ0)ξ  0, we know that ϕ(ξ, τ ) is nonincreas-
ing in ξ . Moreover, we can show that ϕ(ξ, τ ) is nondecreasing in τ on R+ × R+ (see
Proposition 3.1 of [5]).
Next, we claim that
+∞ > lim
τ→+∞ϕ(ξ, τ ) = Φ(ξ) 
≡ 0
for any ξ > 0. Otherwise,
lim
τ→+∞ϕ(ξ, τ ) = +∞
uniformly on [0, ξ0], since ϕ is nonincreasing in ξ . Thus, for any G > 0, there is a positive
τ0 such that ϕ(ξ, τ0) > G on [0, ξ0]. In other words, at time t0 = eτ0 −1, the profile ϕ(ξ, τ )
in the original variables satisfies u(x, t0) (1+ t0)−l1G for x ∈ [0, ξ0(1+ t0)l1]. Let u(x, t)
be defined by (2.4). Observing k1 = l1, we know that
G−1(1 + t0)l1A1
(
m
k1(m− 1)2
) 1
m−1
 T k1 = T l1
 ξ0(1 + t0)k1
(
m
k1(m − 1)2 A
m−1
1
)−1
for suitable T provided G > 0 large enough, which means that the first parts of (2.11) and
(2.12) hold with x1 = ξ0(1 + t0)l1 and G1 = G(1 + t0)−l1 , k1 = l1. Thus
u(x, t0) u(x,0) for x > 0,
where u(x, t) is defined in (2.4). This implies that u(x, t) will blow up in finite time. How-
ever, u was assumed to be global. This contradiction shows that the function Φ(ξ) is well
defined. In view of the regularity of bounded solutions of the porous medium equations [9],
by using the standard arguments [5], we can pass to the limit in the first equation of (2.31)
to get
(Φm)ξξ + l1ξΦξ + k1Φ = 0. (2.35)
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we can pass to the limit in the boundary condition in (2.32) for ( ϕm)ξ (0, τ ) to obtain
−(Φm)ξ (0) = Φα(0)Ψ p(0) 
= 0, (2.36)
where Ψ (τ) = limη→+∞ ψ(η, τ ) 
≡ 0. However, such nontrivial compactly supported
function Φ does not exist. Indeed, integrating (2.35) on (0,+∞), we have
0 =
+∞∫
0
(Φm)ξξ + l1ξΦξ + k1Φ =
(
(Φm)ξ + l1ξΦ
)∣∣+∞
0 +
+∞∫
0
(−l1 + k1)Φ
= −(Φm)ξ (0),
which contradicts (2.36). The proof is complete. 
Lemmas 2.2–2.5 show that the critical Fujita exponents for (1.1)–(1.3) are described by
li = ki , i = 1,2, and Theorem 3 is proved.
3. Blow-up estimates
In this section, we will prove the last two theorems to determine the blow-up rates and
the blow-up sets.
The assumption k1, k2 > 0 in Theorem 4, together with (1.14), implies that either
(i) 2p + n+ 1 − 2β,2q + m + 1 − 2α > 0 or
(ii) 2p + n+ 1 − 2β,2q + m + 1 − 2α < 0.
For the subcase (i) 2p + n + 1 − 2β,2q + m + 1 − 2α > 0, the assumption k1, k2 > 0
requires 4pq > (m + 1 − 2α)(n + 1 − 2β) > 0 if α  (m + 1)/2, β  (n + 1)/2; the
assumption k1, k2 > 0 is automatically satisfied if at least one of (n + 1)/2 < β < p +
(n+ 1)/2 and (m + 1)/2 < α < q + (m + 1)/2 holds.
The subcase (ii) 2p + n + 1 − 2β,2q + m + 1 − 2α < 0 implies that α > (m + 1)/2,
β > (n+1)/2. We clearly have 4pq < (m+1−2α)(n+1−2β) < 0, and hence k1, k2 > 0.
We know by using Theorems 1 and 3 that the both subcases (i) and (ii) of k1, k2 > 0
correspond to the finite blow-up situation of solutions indeed.
We know from Lemma 2.1 that ut  0, vt  0, so (um)xx  0, (vn)xx  0. Clearly,
‖u(·, t)‖∞ = u(0, t), ‖v(·, t)‖∞ = v(0, t). Define
M(t) = u(0, t), N(t) = v(0, t).
Set
a = M
m−α
Np
, b = M
m+1−2α
N2p
, c = N
n−β
Mq
, d = N
n+1−2β
M2q
(3.1)
and then, following [8,14], let
ϕM(y, s) = 1 u(ay, bs + t), ψN(y, s) = 1 v(cy, ds + t) (3.2)
M(t) N(t)
S. Zheng et al. / J. Math. Anal. Appl. 298 (2004) 308–324 321in R+ × (− t
b
,0
)
and R+ × (− t
d
,0
)
, respectively, for t < T . Then (ϕM,ψN) satisfies
0 ϕM,ψN  1, ϕM(0,0) = ψN(0,0) = 1, (ϕM)s, (ψN)s  0.
Moreover, ϕM and ψN are solutions of
(ϕM)s =
(
ϕmM
)
yy
, (ψN)s =
(
ψnN
)
yy
with
−(ϕmM)y(0, s) = ϕαM(0, s)ψpN(0, s), −(ψnN )y(0, s) = ϕqM(0, s)ψβN(0, s).
There exists a negative number s∗ such that ϕM and ψN are well defined for (y, s) ∈ A =
{y > 0, s∗ < s < 0} with M and N large enough. Otherwise, assume, e.g., −t/b → 0. We
know that 0 ϕM  1, ϕM(0,0) = 1, ∂ϕM∂s  0, and
(ϕM)s =
(
ϕmM
)
yy
,
−(ϕmM)y(0, s) = ϕαM(0, s)ψpN(0, s) 1,
ϕM
(
y,− t
b
)
= 1
M(t)
u0(ay) ε
if M and N are sufficiently large. This contradicts ϕM(0,0) = 1.
The following lemma is basic for the blow-up rate estimates.
Lemma 3.1. Under the assumptions of Theorem 4, there exist constants c and C for M
and N large enough such that
c (ϕM)s(0,0) C, c (ψN)s(0,0) C.
Proof. We will prove (ϕM)s(0,0) C and (ψN)s(0,0) C at first. Since the solutions of
the porous medium equations are bounded [2], we know that every sequence (ϕMj ,ψNj )
is equicontinuous. Passing to a subsequence we have
ϕMj → ϕ˜, ψNj → ψ˜
uniformly on the compact set of A = {y  0, s∗  s  0}, where ϕ˜, ψ˜ are continuous
functions satisfying ϕ˜(0,0) = ψ˜(0,0) = 1. Thus, there is a neighborhood U(⊂ A) of (0,0)
such that ϕ˜, ψ˜ > 1/2 in U . So, 14  ϕMj , ψNj  1 for j large enough. This means that
ϕMj and ψNj are solutions of uniformly parabolic equations in U¯ . We know by using the
Schauder estimates [11–13] that
‖ϕMj ‖c2+α,1+α/2  C, ‖ψNj ‖c2+α,1+α/2  C in U¯
and hence
(ϕM)s(0,0) C, (ψN)s(0,0) C
for M and N large enough. The first half of the lemma is true.
It remains to prove (ϕM)s(0,0)  c and (ψN)s(0,0)  c. Otherwise, e.g., there ex-
ists a sequence Mj → 0 such that ∂ϕMj (0,0) → 0. Since ϕMj is uniformly bounded in∂s
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C2+β,1+β/2 (β < α) satisfying 0  ϕ˜  1, ϕ˜(0,0) = 1, ∂ϕ˜
∂s
 0, which is a weak solution
of
ϕ˜s = (ϕ˜m)yy in R+ × (s∗,0),
−(ϕ˜m)y(0, s) = ϕ˜α(0, s)ψ˜p(0, s) for s ∈ (s∗,0).
Set ω = ϕ˜s . Then ω satisfies
ωs = m(ϕ˜m−1ω)yy in R+ × (s∗,0),
−m(ϕ˜m−1ω)y(0, s) = pψ˜s ψ˜p−1(0, s)ϕ˜α(0, s) + αωϕ˜α−1(0, s)ψ˜p(0, s) 0
for s ∈ (s∗,0). Thus ω has minimum at (0,0) with ω(0,0) = 0. By using Hopf’s lemma
we know that ω ≡ 0, which means that ϕ˜ does not depend on s. Thus 0 = ϕ˜s = (ϕ˜m)yy ,
−(ϕ˜m)y(y,0) = constant = −(ϕ˜m)y(0,0) = ϕ˜α(0,0)ψ˜p(0,0) = 1, and hence ϕ˜ is un-
bounded. This contradiction proves the second part of the lemma. 
Now we give the proof for the blow-up rates as follows.
Proof of Theorem 4. In terms of u and v, we have
M(t) = u(0, t) = ∥∥u(·, t)∥∥∞, N(t) = v(0, t) =
∥∥v(·, t)∥∥∞
and
ϕM(y, s) = 1
M(t)
u(ay, bs + t), ψN(y, s) = 1
N(t)
v(cy, ds + t).
Lemma 3.1 says that
c M
m−2α
N2p
M ′(t) C, c N
n−2β
M2q
N ′(t) C;
that is
cN2p Mm−2αM ′(t) CN2p, cM2q Nn−2βN ′(t) CM2q . (3.3)
We know from (3.3) that
CNn−2β+2pN ′(t) cCN2pM2q  cMm−2α+2qM ′(t), (3.4)
which implies that
N2p+n+1−2β  c1M2q+m+1−2α. (3.5)
For the subcase (i) of 2p + n+ 1 − 2β,2q +m+ 1 − 2α > 0, it follows from (3.5) that
N  c2M(2q+m+1−2β)/(2p+n+1−2α) = c2M
k2
k1 . (3.6)
Combining (3.3) with (3.6), we have
Mm−2α−2pk2/k1M ′(t) c3. (3.7)
Observing
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= (2p + n + 1 − 2β)(1 + m − 2α) − 4pq
2p + n + 1 − 2β = −
1
k1
,
we get by integrating (3.7) on (t, T ) that
M(t) C1(T − t)−k1 , (3.8)
and hence, by (3.6),
N(t)C4(T − t)−k2 . (3.9)
Similarly, we have from (3.3) that
cNn−2β+2pN ′(t) cCN2pM2q  CMm−2α+2qM ′(t), (3.10)
M  c4N
k1
k2 , Nn−2β−2qk1/k2N ′(t) c5, (3.11)
with
1 + n− 2β − 2qk1/k2 = − 1
k2
.
We can get from (3.11) that
N(t)C2(T − t)−k2 , M(t) C3(T − t)−k1 . (3.12)
For the subcase (ii) of 2p+n+ 1 − 2β,2q +m+ 1 − 2α < 0, it follows from (3.5) that
M  c′2N(2p+n+1−2α)/(2q+m+1−2β) = c′2N
k1
k2 . (3.13)
Combining (3.3) with (3.13), we have
Nn−2β−2qk1/k2N ′(t) c′3. (3.14)
By using a procedure similar to that for the subcase (i), we can get the same estimates
(3.12), (3.8), and (3.9) in turn for this subcase as well.
In summary, we have proved that
C3(T − T )−k1 
∥∥u(·, t)∥∥∞  C1(T − t)−k1 ,
C4(T − t)−k2 
∥∥v(·, t)∥∥∞  C2(T − t)−k2 .
This completes the proof. 
Finally, we discuss the blow-up sets to prove Theorem 5.
Proof of Theorem 5. Consider first the single-equation problem
wt = (wm)xx, (x, t) ∈ R+ × (0, T ),
w(0, t) = K(T − t)−k, t ∈ (0, T ),
w(x,0) = w0(x), x ∈ R+ ∩ {0},
where K and k are positive constants. As for the blow-up set B(w), we know from Theo-
rems 1 and 2 of [7] and Theorem 6.1 of [14] that
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(ii) if 1/k = m − 1, then [0,µK m−12 ) ⊂ B(w) ⊂ [0,µK m−12 ] with µ = (2m(m+ 1)/
(m − 1))1/2;
(iii) if 1/k < m − 1, then B(w) = R+.
By using the above results (i)–(iii) together with the blow-up rate estimates obtained in
Theorem 4 and the standard comparison principle, we can get the conclusions of Theorem 5
immediately. 
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