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Compact complete null curves in Complex 3-space
Antonio Alarco´n and Francisco J. Lo´pez
Abstract We prove that for any open orientable surface S of finite topology, there exist a Riemann sur-
faceM, a relatively compact domain M ⊂ M and a continuous map X : M→ C3 such that:
• M and M are homeomorphic to S,M−M andM−M contain no relatively compact compo-
nents inM,
• X|M is a complete null holomorphic curve, X|M−M : M − M → C3 is an embedding and the
Hausdorff dimension of X(M−M) is 1.
Moreover, for any ǫ > 0 and compact null holomorphic curve Y : N → C3 with non-empty boundary
Y(∂N), there exist Riemann surfaces M and M homeomorphic to N◦ and a map X : M → C3 in the
above conditions such that δH(Y(∂N),X(M−M)) < ǫ, where δH(·, ·)means Hausdorff distance in C3.
Keywords Null holomorphic curves, Calabi-Yau problem, Plateau problem.
Mathematics Subject Classification (2010) 53C42, 32H02, 53A10.
1. Introduction
Given an open Riemann surface N , a null (holomorphic) curve in C3 is a holomorphic im-
mersion X = (Xj)j=1,2,3 : N → C3 satisfying that ∑3j=1(dXj)2 = 0, where d is the complex
differential. In this paper we deal with the existence of compact complete null curves in C3
accordingly to the following
Definition 1.1. Let M be a relatively compact domain in an open Riemann surface. A continuous map
X : M→ C3 is said to be a compact complete null curve in C3 if X|M is a complete null curve.
The first approach to this matter was made by Martı´n and Nadirashvili in the context of
simply connected minimal surfaces in R3 [MN]. The corresponding finite topology case was
considered in [Al], see also [Na2, AN] for other related questions. Compact complete minimal
surfaces manifest the interplay between two well studied topics on minimal surface theory:
Plateau’s and Calabi-Yau’s problems. The first one consists of finding a compact minimal sur-
face spanning a given closed curve in R3, and it was independently solved by Douglas [Do]
and Rado´ [Ra]. The second one deals with the construction of complete minimal surfaces in
R3 with bounded coordinate functions, and the most relevant examples were given by Jorge-
Xavier [JX] and Nadirashvili [Na1].
A. Alarco´n
Departamento de Geometrı´a y Topologı´a, Universidad de Granada, E-18071 Granada, Spain
e-mail: alarcon@ugr.es
F.J. Lo´pez
Departamento de Geometrı´a y Topologı´a, Universidad de Granada, E-18071 Granada, Spain
e-mail: fjlopez@ugr.es
Both authors are partially supported by MCYT-FEDER research project MTM2007-61775 and Junta de Andalucı´a
Grant P09-FQM-5088
2In the very last few years, the study of the Calabi-Yau problem has evolved in the direction
of null curves in C3. Observe that a holomorphic map X : N → C3 is a null curve if and only if
both ℜ(X) : N → R3 and ℑ(X) : N → R3 are conformal minimal immersions. Furthermore,
the Riemannian metric onN induced by X is twice the one induced by ℜ(X) and ℑ(X). There-
fore, complete bounded null curves in C3 provide complete bounded minimal surfaces in R3
with well defined and bounded conjugate surface, and viceversa. Existence of a vast family
of complete bounded null curves with arbitrary topology and other additional properties is
known [MUY1, AL2].
If M is a relatively compact domain in an open Riemann surface and F : M → R3 is a con-
tinuous map such that F|M : M → R3 is a conformal complete minimal immersion whose
conjugate immersion (F|M)∗ : M → R3 is well defined, then (F|M)∗ does not necessarily ex-
tend as a continuous map to M. Therefore, it is natural to wonder whether there exist compact
complete null curves in C3.
In this paper we answer this question, proving considerably more.
Main Theorem. Let S be an open orientable surface of finite topology.
Then there exist a Riemann surfaceM, a relatively compact domain M ⊂ M and a
continuous map X : M→ C3 such that:
• M and M are homeomorphic to S, M− M and M− M contain no relatively
compact components inM,
• X|M is a complete null curve, X|M−M : M −M → C3 is an embedding and the
Hausdorff dimension of X(M−M) is 1.
Moreover, for any ǫ > 0 and for any compact null curve Y : N → C3 with non-
empty boundary Y(∂N), there exist Riemann surfaces M andM homeomorphic to N◦
and a map X : M → C3 in the above conditions such that δH(Y(∂N),X(M −M)) <
ǫ, where δH(·, ·) means Hausdorff distance in C3.
Unfortunately, the techniqueswe use do not give enough control over the topology ofM−M
to assert that it consists, for instance, of a finite collection of Jordan curves. Concerning the sec-
ond part of the theorem, it is worth mentioning that there exist Jordan curves in C3 which
are not spanned by any null curve. Main Theorem actually follows from a more general den-
sity result (see Theorem 5.1). Some other similar existence results for complex curves in C2,
null holomorphic curves in the complex Lie group SL(2,C), Bryant surfaces in hyperbolic
3-space H3 and minimal surfaces in R3 can be also derived from it, see Corollary 5.3. See
[MUY1,MUY2, AL2] for related results.
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2. Preliminaries
We denote by ‖ · ‖ and 〈·, ·〉 the Euclidean norm and metric in Kn, where K = R or C,
and for any compact topological space K and continuous map f : K → Kn we denote by
‖ f‖ = max{‖ f (p)‖ | p ∈ K} the maximum norm of f on K. We also denote by ı = √−1.
2.1. Riemann surfaces
Given a Riemann surface M with non empty boundary, we denote by ∂M the (possibly
non-connected) 1-dimensional topological manifold determined by its boundary points. For
3any A ⊂ M, we denote by A◦, A and Fr(A) = A− A◦ the interior of A inM, the closure of
A in M and the topological frontier of A in M. Open connected subsets of M will be called
domains, and those proper topological subspaces ofM being Riemann surfaces with boundary
are said to be regions.
A Riemann surfaceM is said to be a bordered Riemann surface if it is compact, ∂M 6= ∅ and
∂M is smooth. A compact region ofM is said to be a bordered region if it is a bordered Riemann
surface.
Remark 2.1. Throughout this paper, R0 and ω will denote a fixed but arbitrary bordered Riemann sur-
face and a smooth conformal metric onR0, repectively. We callR the open Riemann surfaceR0− ∂R0,
and write e ∈ N for the number of ends of R (or equivalently, for the number of connected components
of ∂R0).
A subset A ⊂ R is said to be Runge if j∗ : H1(A,Z) → H1(R0,Z) is injective, where
j : A → R0 is the inclusion map. If A is a compact region in R, this simply means that R− A
has no relatively compact components in R.
In the remainder of this subsection we introduce the necessary notations for a precise state-
ment of the approximation result by null curves in Lemma 2.12, which is the starting point of
the paper.
A 1-form θ on a subset S ⊂ R is said to be of type (1, 0) if for any conformal chart (U, z) in
R, θ|U∩S = h(z)dz for some function h : U ∩ S→ C.
Definition 2.2. Assume that S ⊂ R is compact. We say that
• a function f : S → C can be uniformly approximated on S by holomorphic functions in R
if and only if there exists a sequence of holomorphic functions { fn : R → C}n∈N such that
{ fn − f}n∈N → 0 uniformly on S, and
• a 1-form θ on S can be uniformly approximated on S by holomorphic 1-forms in R if and only
if there exists a sequence of holomoprhic 1-forms {θn}n∈N on R such that { θn−θdz }n∈N → 0
uniformly on S ∩U, for any closed conformal disc (U, dz) on R.
The following definition is crucial in our arguments.
Definition 2.3 (Admissible set). A compact subset S ⊂ R is said to be admissible if and only if
• S is Runge,
• MS := S◦ is a finite collection of pairwise disjoint compact regions in R with C0 boundary,
• CS := S−MS consists of a finite collection of pairwise disjoint analytical Jordan arcs, and
• any component α of CS with an endpoint P ∈ MS admits an analytical extension β in R such
that the unique component of β− α with endpoint P lies in MS.
FIGURE 2.1. An admissible set S in R.
The next one deals with the notion of smoothness of functions and 1-forms on admissible
subsets.
Definition 2.4. Assume that S is an admissible subset ofR.
4• A function f : S → C is said to be smooth if and only if f |MS admits a smooth extension f0
to an open domain V in R containing MS, and for any component α of CS and any open an-
alytical Jordan arc β in R containing α, f admits a smooth extension fβ to β satisfying that
fβ|V∩β = f0|V∩β.
• A 1-form θ on S is said to be smooth if and only if (θ|S∩U)/dz is a smooth function for any
closed conformal disk (U, z) onR such that S ∩U is an admissible set.
Given a smooth function f : S → C on an admissible S ⊂ R, we denote by d f the 1-form of
type (1,0) given by d f |MS = d( f |MS ) and d f |α∩U = ( f ◦ α)′(x)dz|α∩U , where (U, z = x+ ıy) is
any conformal chart on R satisfying that z(α ∩U) ⊂ R. Then d f is well defined and smooth.
The C1-norm of f on S is given by
‖ f‖1 = max
S
{‖ f‖ + ‖d f/ω‖}.
A sequence of smooth functions { fn}n∈N on S is said to converge in the C1-topology to a smooth
function f on S if {‖ f − fn‖1}n∈N → 0. If in addition fn is (the restriction to S of) a holomor-
phic function on R for all n, we also say that f can be uniformly C1-approximated on S by
holomorphic functions onR.
Likewise one can define the notions of smoothness, (vectorial) differential, C1-norm and uni-
form C1-approximation for maps f : S→ Ck, k ∈ N, S ⊂ R admissible.
Let S be an admissible subset of R, and let W be a Runge open subset of R whose clo-
sure W in R0 is a compact region and j∗ : H1(W,Z) → H1(W,Z) is an isomorphism, where
j : W → W is the inclusion map. W is said to be a tubular neighborhood of S if S ⊂ W,
(j0)∗ : H1(S,Z) → H1(W,Z) is an isomorphism and χ(W − S) = χ(W − S) = 0, where
j0 : S → W is the inclusion map and χ(·) means Euler characteristic. In particular, W − S (re-
spectively,W − S◦ ⊂ R0) consists of a family of pairwise disjoint open (respectively, compact)
annuli.
FIGURE 2.2. A tubular neighborhoodW of an admissible set S in R.
For instance, assume that S is a finite family of pairwise disjoint smooth Jordan curves γj,
j = 1, . . . , k, in R, take ǫ > 0 and set W = {p ∈ R | distω(p, S) < ǫ}, where distω means
Riemannian distance in (R0,ω). If ǫ is small enough, the exponential map F : S× [−ǫ, ǫ] →W,
F(p, t) = expp(tn(p)), is a diffeomorphism andW = F(S× (−ǫ, ǫ)), where n is a normal field
along S in (R,ω). In this case, W is said to be a metric tubular neighborhood of S (of radious
ǫ). Furthermore, if π1 : S × (−ǫ, ǫ) → S denotes the projection π1(p, t) = p, we denote by
P : W → S,P(q) := π1(F−1(q)), the natural orthogonal projection.
Definition 2.5. We denote by B(R) the family of Runge bordered regions M ⊂ R such that R is a
tubular neighborhood of M. Given M,N ∈ B(R), we say that M < N if and only if M ⊂ N◦.
2.2. Null curves in C3
Throughout this paper we adopt column notation for both vectors and matrices of linear
transformations in C3, and make the convention
C
3 ∋ (z1, z2, z3)T ≡ (ℜ(z1),ℑ(z1),ℜ(z2),ℑ(z2),ℜ(z3),ℑ(z3))T ∈ R6
(
(·)T means “transpose”).
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geometry of C3 and null curves.
Definition 2.6. Let A ⊂ C3.We denote by
• ≪·, ·≫: C3 ×C3 → C,≪u, v≫= u¯T · v, the usual Hermitian inner product in C3,
• ≪A≫⊥= {v ∈ C3 | ≪u, v≫= 0∀u ∈ A},
• 〈·, ·〉 = ℜ(≪·, ·≫) the Euclidean scalar product of C3 ≡ R6,
• 〈A〉⊥ = {v ∈ C3 | 〈u, v〉 = 0∀u ∈ A},
• ≺·, ·≻: C3 ×C3 → C, ≺u, v≻= uT · v, and
• ≺A≻⊥= {v ∈ C3 | ≺u, v≻= 0∀u ∈ A}.
Notice that ≺u≻⊥=≪u≫⊥⊂ 〈u〉⊥ for all u ∈ C3, and the equality holds if and only if u =
0 ∈ C3.
Definition 2.7. A vector u ∈ C3 − {0} is said to be null if and only if ≺ u, u≻= 0. We denote by
Θ = {u ∈ C3 − {0} | u is null}.
A basis {u1, u2, u3} of C3 is said to be≺·, ·≻-conjugate if and only if≺uj, uk≻= δjk, j, k ∈ {1, 2, 3}.
We denote byO(3,C) the complex orthogonal group {A ∈ M3(C) | AT · A = I3}, or in other
words, the group of matrices whose column vectors determine a ≺·, ·≻-conjugate basis of C3.
We also denote by A : C3 → C3 the complex linear transformation induced by A ∈ O(3,C).
It is clear that A(Θ) = Θ for all A ∈ O(3,C).
LetN be an open Riemann surface.
Definition 2.8. A holomorphic map X : N → C3 is said to be a null curve if and only if ≺dX, dX≻=
0 and≪dX, dX≫ never vanishes on N .
Conversely, given an exact holomorphic vectorial 1-form Φ on N satisfying that ≺Φ,Φ≻= 0 and
≪Φ,Φ≫ never vanishes on N , then the map X : N → C3, X(P) = ∫ P Φ, defines a null curve in C3.
If X : N → C3 is a null curve then the pull back metric X∗(〈·, ·〉) on N is determined
by the expresion 〈dX, dX〉 =≪ dX, dX ≫ . Given two subsets V1,V2 ⊂ N , we denote by
dist(N ,X)(V1,V2) the distance between V1 and V2 in the Riemannian surface (N ,X∗(〈·, ·〉)).
Remark 2.9. Let X : N → C3 be a null curve and A = (ajk)j,k=1,2,3 ∈ O(3,C). Then A ◦ X : N →
C3 is a null curve as well and X∗〈·, ·〉 ≥ 1‖A‖2 (A ◦ X)∗〈·, ·〉, where ‖A‖ =
(
∑j,k |ajk |2
)1/2
.
Definition 2.10. Given a subset S ⊂ R we denote by N(S) the space of maps X : S → C3 extending
as a null curve to an open neighborhood of S in R.
Definition 2.11. Let S ⊂ R be an admissible subset. A smooth map X : S → C3 is said to be a
generalized null curve in C3 if and only if X|MS ∈ N(MS), ≺ dX, dX≻= 0 on S and ≪ dX, dX≫
never vanishes on S.
The following technical lemma is a key tool in this paper.
Lemma 2.12 (Approximation Lemma [AL1, AL2]). Let S ⊂ R be a connected admissible set and let
X = (Xj)j=1,2,3 : S→ C3 be a generalized null curve.
Then X can be uniformly C1-approximated on S by a sequence of null curves {Yn = (Yj,n)j=1,2,3 :
R → C3}n∈N. In addition, we can choose Y3,n = X3 ∀n ∈ N provided that X3 extends holomorphically
toR and dX3 never vanishes on CS.
63. Completeness Lemma
In this section we state and prove the technical result which is the kernel of this paper
(Lemma 3.1 below). Its proof requires of the approximation result by null curves in Lemma
2.12. Lemma 3.1 has more strength than similar results in [MN, Al], and its proof presents
some differences.
Lemma 3.1. Let M, N ∈ B(R) with N < M, let T be a metric tubular neighborhood of ∂M in R and
denote by P : T → ∂M the orthogonal projection. Consider X ∈ N(M), an analytical map F : ∂M →
C3, and µ > 0 so that
(3.1) ‖X − F‖ < µ on ∂M.
Then, for any ρ > 0 and ǫ > 0, there existM ∈ B(R) and X ∈ N(M) such that
(3.1.a) N <M < M and ∂M ⊂ T,
(3.1.b) X |∂M : ∂M→ C3 is an embedding,
(3.1.c) ρ < dist(M,X )(N, ∂M),
(3.1.d) ‖X − X‖1 < ǫ on N, and
(3.1.e) ‖X − F ◦P‖ < √4ρ2 + µ2 + ǫ on ∂M.
Roughly speaking, the above Lemma asserts that a compact null curve X(M) in C3 can be
perturbed into another compact null curve X (M) with larger intrinsic radious. This deforma-
tion hardly modifies the null curve in a prescribed compact set and, in addition, the effect of
the deformation in the boundaries of the null curves is quite controlled. The bounds µ, ρ and√
4ρ2 + µ2 + ǫ in (3.1) and Items (3.1.c) and (3.1.e) follow the spirit of Nadirashvili’s original
construction [Na1] (see (4.1) below).
The null curve X which proves the lemma will be obtained from X after two different per-
turbation processes. In the first one, which is enclosed in Claim 3.2 below, the effect of the
deformation is strong over a family of Jordan arcs in M (see the definition of the arcs ri,j in
Items (C.1), (C.2) and (C.3)) and slight on a compact region containing N. In the second stage,
see Claim 3.3, the deformation mainly acts on a family of compact discs (see the definition of
Ki,j in (E.2)) and hardly works on a compact region containing N.
3.1. Proof of Lemma 3.1
Take ǫ0 > 0 to be specified later.
By (3.1) and a continuity argument, for any P ∈ ∂M there exists a simply connected open
neighborhood VP of P in M ∩ T such that
(A.1) P(Q) ∈ VP ∩ ∂M, ∀Q ∈ VP,
(A.2) max {‖X(Q1)− X(Q2)‖ , ‖F(P(Q1))− F(P(Q2))‖} < ǫ0, ∀{Q1,Q2} ⊂ VP, and
(A.3) ‖X − F ◦P‖ < µ on VP.
Set V = {VP}P∈∂M, and observe that V ∩ ∂M := {VP ∩ ∂M}P∈∂M is an open covering of ∂M.
Take M0 ∈ B(R) satisfying that
(3.2) N < M0 < M and M−M◦0 ⊂
⋃
P∈∂M
VP,
and note that V ∩ (M − M◦0) := {VP ∩ (M − M◦0)}P∈∂M is an open covering of M − M◦0 as
well. One has that M − M◦0 = ∪ei=1Ai, where {Ai}ei=1 are pairwise disjoint compact annuli.
Write αi ⊂ ∂M0 and βi ⊂ ∂M for the two components of ∂Ai, i = 1, . . . , e. For each m ∈ N,
let Zm denote the additive cyclic group of integers modulus m. Since V ∩ (M − M◦0) is an
open covering of Ai, then there exist m ∈ N, m ≥ 3, and a collection of compact Jordan arcs
{αi,j | (i, j) ∈ {1, . . . , e} ×Zm} satisfying that
7(B.1) ∪j∈Zmαi,j = αi,
(B.2) αi,j and αi,j+1 have a common endpoint Qi,j and are otherwise disjoint for all j ∈ Zm, and
(B.3) αi,j ∪ αi,j+1 ⊂ Vi,j ∈ V for all j ∈ Zm,
∀i ∈ {1, . . . , e}.
For any (i, j) ∈ {1, . . . , e} ×Zm fix Pi,j ∈ Vi,j−1 ∩Vi,j and ei,j ∈ S5 −Θ such that
(3.3)
∥∥Πi,j(X(Pi,j)− F(P(Pi,j)))∥∥ < ǫ0,
where Πi,j : C
3 →≪ei,j≫⊥ is the orthogonal projection. This choice is possible since S5 −Θ is
dense in S5. Label
wi,j =
ei,j
≺ei,j, ei,j≻ ,
for all i, j, and notice that
(3.4) ≪ei,j≫⊥=≺wi,j≻⊥ .
Since wi,j /∈ Θ, then we can take ui,j, vi,j ∈≺ wi,j ≻⊥ such that {ui,j, vi,j,wi,j} is a ≺ ·, · ≻-
conjugate basis of C3. Denote by Ai,j the complex orthogonal matrix (ui,j, vi,j,wi,j)−1, for all
i ∈ {1, . . . , e} and j ∈ Zm.
Let {ri,j | j ∈ Zm} be a family of pairwise disjoint analytical compact Jordan arcs in Ai such
that
(C.1) ri,j ⊂ Vi,j−1 ∩Vi,j ∩Vi,j+1 (see (A.1), (B.2) and (B.3)),
(C.2) ri,j has initial point Qi,j, final pointP(Qi,j) and it is otherwise disjoint from αi ∪ βi, and
(C.3) S = M0 ∪ (∪i,jri,j) is admissible.
As we announced above, the null curve X will be obtained from X after two deformation
procedures. The first one strongly works in ∪i,jri,j (see property (D.2) below) and is enclosed in
the following
Claim 3.2. There exists H ∈ N(M) such that, for any (i, j) ∈ {1, . . . , e} ×Zm,
(D.1) ‖H − X‖ < ǫ0 on S,
(D.2) if J ⊂ ri,j is a Borel measurable subset, then
min{LC((Ai,j · H|J)3),LC((Ai,j+1 · H|J)3)}+
min{LC((Ai,j · H|ri,j−J)3),LC((Ai,j+1 · H|ri,j−J)3)} > 2ρ ·max{‖Ai,j‖, ‖Ai,j+1‖},
where ( · )3 means third (complex) coordinate and LC(·) Euclidean length in C, and
(D.3) ‖H − X‖1 < ǫ0 on M0.
Proof. Let ri,j(u), u ∈ [0, 1], be a smooth parameterization of ri,j with ri,j(0) = Qi,j and ri,j(1) =
Pi(Qi,j). From (A.2) and (C.1) there exists a non-empty open subset Ξi,j ⊂ C3 satisfying that
(3.5) X(Vi,j−1 ∩Vi,j) ⊂ Ξi,j and ‖w1 − w2‖ < ǫ0 ∀{w1,w2} ⊂ Ξi,j.
Then (B.3), (3.5) and (C.1) give that X(ri,j−1 ∪ αi,j ∪ ri,j ∪ αi,j+1 ∪ ri,j+1) ⊂ Ξi,j. Consider λi,j ∈ Θ
such that (Ai,j(λi,j))3, (Ai,j+1(λi,j))3 6= 0 and
(3.6) {Λi,j(s) := X(Qi,j) + sλi,j | s ∈ [0, 1]} ⊂ Ξi,j.
Set Λ∗i,j(s) = Λi,j(1− s), s ∈ [0, 1]. Take n ∈ N large enough so that
(3.7) n ·min{|(Ai,j(λi,j))3|, |(Ai,j+1(λi,j))3|} > 2ρ ·max{‖Ai,j‖, ‖Ai,j+1‖}.
Set di,j : [0, 1] → C3,
• di,j(u) = Λi,j(nu− b+ 1) if u ∈ [ b−1n , bn ] and b ∈ {1, . . . , n} is odd, and
8• di,j(u) = Λ∗i,j(nu− b+ 1) if u ∈ [ b−1n , bn ] and b ∈ {1, . . . , n} is even.
Notice that the curves di,j are continuous, weakly differentiable and satisfy that≺d′i,j(u), d′i,j(u)≻=
0. Up to replacing H|ri,j for di,j for all i, j, items (D.1), (D.2) and (D.3) formally hold. To finish,
approximate di,j by a smooth curve ci,j matching smoothly with X at Qi,j, and so that the map
H˜ : S → C3 given by H˜|M = X, H˜|ri,j(u) = ci,j(u) for all u ∈ [0, 1], i and j, is a generalized null
curve satisfying all the above items. Indeed, if ci,j is chosen close enough to di,j, (D.1) follows
from (3.6) and (D.2) from (3.7). Apply Lemma 2.12 to H˜ and we are done. 
Denote by Ωi,j the closed disc in M−M◦0 bounded by αi,j, ri,j−1, ri,j and a piece, named βi,j,
of βi connectingP(Qi,j−1) andP(Qi,j). Since Vi,j is simply connected, then (A.1), (B.3) and (C.1)
give that
(3.8) Ωi,j ∪Ωi,j+1 ⊂ Vi,j.
Consider simply-connected compact neighborhoods α˜i,j and r˜i,j in M − M◦0 of αi,j and ri,j, re-
spectively, i = 1, . . . , e, j ∈ Zm, satisfying the following properties:
(E.1) α˜i,j ∩ r˜i,a = ∅, a 6= j− 1, j, and r˜i,j ∩ r˜i,a = ∅, a 6= j,
(E.2) Ki,j := Ωi,j − (r˜i,j−1 ∪ α˜i,j ∪ r˜i,j) is a compact disc and Ki,j ∩ βi,j is a Jordan arc disjoint from
the set {P(Qi,j−1),P(Qi,j)} (see Figure 3.1),
(E.3) ‖H − X‖ < ǫ0 on M−∪i,jKi,j, and
(E.4) if J ⊂ r˜i,j is an arc connecting α˜i,j ∪ α˜i,j+1 and βi,j ∪ βi,j+1, J1 = J ∩Ωi,j and J2 = J ∩Ωi,j+1,
then
LC((Ai,j · H|J1)3) +LC((Ai,j+1 · H|J2)3) > 2ρ ·max{‖Ai,j‖, ‖Ai,j+1‖}.
FIGURE 3.1. Ωi,j.
The existence of such compact discs follows from a continuity argument. In order to achieve
properties (E.3) and (E.4) take into account Claim 3.2.
Let η : {1, . . . , em} → {1, . . . , e} ×Zm be the bijection η(k) = (E( k−1m ) + 1, k− 1), where E(·)
means integer part.
The second deformation process in the proof of Lemma 3.1 mainly acts in ∪kKη(k) and is
contained in the following claim.
Claim 3.3. There exists a sequence {H0 = H,H1, . . . ,Hem} ⊂ N(M) satisfying the following proper-
ties:
(F.1k) ‖Hk − X‖ < ǫ0 on M−
(
(∪ka=1Ωη(a)) ∪ (∪ema=1Kη(a))
)
,
(F.2k) ≪Hk − Hk−1, eη(k)≫= 0,
(F.3k) ‖Hk(Q)− X(Q)‖ > 2ρ+ 1, ∀Q ∈ Kη(a), ∀a ∈ {1, . . . , k}, k ≥ 1,
9(F.4k) if J ⊂ r˜η(a) is an arc connecting α˜η(a) ∪ α˜η(a)+(0,1) and βη(a) ∪ βη(a)+(0,1), J1 = J ∩Ωη(a) and
J2 = J ∩Ωη(a)+(0,1), then
LC((Aη(a) · Hk|J1)3) +LC((Aη(a)+(0,1) · Hk|J2)3) > 2ρ ·max{‖Aη(a)‖, ‖Aη(a)+(0,1)‖},
∀a ∈ {1, . . . , em},
(F.5k) ‖Hk − Hk−1‖ < ǫ0/em on M−Ωη(k), and
(F.6k) ‖Hk − X‖1 < ǫ0 on M0.
Proof. Properties (F.10), (F.40) and (F.60) follow from (E.3), (E.4) and (D.3), whereas (F.20), (F.30)
and (F.50) make no sense. We reason by induction. Assume that we have defined H0, . . . ,Hk−1
satisfying the desired properties and let us construct Hk.
Label G = Aη(k) · Hk−1 ∈ N(M) and write G = (G1,G2,G3)T.
Let γ denote a Jordan arc in α˜η(k) disjoint from r˜η(k)−(0,1) ∪ r˜η(k), with initial point γ0 ∈ αη(k)
and final point γ1 ∈ ∂Kη(k) and otherwise disjoint from ∂α˜η(k). Choose γ so that dG3|γ never
vanishes. Denote Sk = (M−Ωη(k)) ∪ γ ∪ Kη(k), and without loss of generality assume that Sk
is admissible.
Let γ(u), u ∈ [0, 1], be a smooth parameterization of γwith γ(0) = γ0. Label τj = γ([0, 1/j])
and consider the parameterization τj(u) = γ(u/j), u ∈ [0, 1]. Write G3,j(u) = G3(τj(u)),
u ∈ [0, 1], and notice that dG3,jdu (0) = 1j d(G3◦γ)du (0) for all j ∈ N.
From the definition of Aη(k), one has Aη(k)(≪eη(k)≫⊥) = {(z1, z2, 0) ∈ C3 | z1, z2 ∈ C}. Set
ζ± = λ(1,±ı, 0) ∈ C3, where λ ∈ R,
(3.9) λ > (2ρ+ 2+ ǫ0)‖Aη(k)‖,
and notice that ζ± = Aη(k)(λ(uη(k) ± vη(k))). Set
ζ j = ζ
+ − (dG3,j/du(0))
2
2 ≺ ζ+, ζ− ≻ ζ
− ∈ Aη(k)(≪eη(k)≫⊥), j ∈ N,
and observe that limj→∞ ζ j = ζ+ and ≺ζ j, ζ j≻= −( dG3,jdu (0))2 for all j. Define hj : [0, 1] → C3 as
hj(u) = G(γ0) + ı
G3,j(u)− G3,j(0)
≺ ζ j, ζ j ≻1/2 ζ j + (0, 0,G3,j(u)− G3(γ0)),
and notice that ≺h′j(u), h′j(u)≻= 0 and≪h′j(u), h′j(u)≫ never vanishes on [0, 1], j ∈ N. Up to
choosing a suitable branch of ≺ζ j, ζ j≻1/2, the sequence {hj}j∈N converges uniformly on [0, 1]
to h∞ : [0, 1] → C3, h∞(u) = uζ+ + G(γ0). From equation (3.9) one has ‖h∞(1) − G(γ0)‖ =
‖ζ+‖ > (2ρ + 2 + ǫ0)‖Aη(k)‖, hence there exists a large enough j0 ∈ N so that ‖G(γ0) −
G(γ(1/j0))‖ = ‖G(γ0)− G(τj0(1))‖ < ‖Aη(k)‖ and ‖hj0 (1) − G(γ0)‖ > (2ρ+ 2+ ǫ0)‖Aη(k)‖.
In particular,
(3.10) ‖hj0 (1)− G(τj0(1))‖ > (2ρ+ 1+ ǫ0)‖Aη(k)‖.
Set hˆ : τj0 → C3, hˆ(P) = hj0 (u(P)), where u(P) ∈ [0, 1] is the only value for which τj0(u(P)) =
P. Let Gˆ = (Gˆ1, Gˆ2, Gˆ3) : Sk → C3 denote the continuous map given by:
(3.11)
Gˆ|M−Ωη(k) = G|M−Ωη(k), Gˆ|τj0 = hˆ, Gˆ|(γ−τj0)∪Kη(k) = G|(γ−τj0)∪Kη(k) − G(τj0(1)) + hˆ(τj0 (1)).
Notice that Gˆ3 = G3|Sk . The equation ≺dGˆ, dGˆ≻= 0 formally holds except at the points γ0 and
τj0(1) where smoothness could fail. Then, up to smooth approximation, (3.10) and (3.11) give
that Gˆ is a generalized null curve satisfying that
Gˆ|M−Ωη(k) = G|M−Ωη(k), Gˆ3 = G3|Sk , and ‖(Gˆ−G)(Q)‖ > (2ρ+ 1+ ǫ0)‖Aη(k)‖ ∀Q ∈ Kη(k).
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Fix ǫ1 > 0 which will be specified later. Applying Lemma 2.12 to Sk, M and Gˆ, we get a null
curve Z = (Z1,Z2,Z3)
T ∈ N(M) such that
• ‖Z−Aη(k) · Hk−1‖1 < ǫ1 on M−Ωη(k),
• Z3 = (Aη(k) · Hk−1)3, and
• ‖(Z− G)(Q)‖ > (2ρ+ 1+ ǫ0) · ‖Aη(k)‖ ∀Q ∈ Kη(k).
Define Hk := A−1η(k) · Z ∈ N(M). From the properties of Z above, Hk satisfies that
(i) ‖Hk − Hk−1‖1 < ǫ1‖A−1η(k)‖ on M−Ωη(k),
(ii) ≪Hk − Hk−1, eη(k)≫= 0 (see (3.4) and the definition of Aη(k)), and
(iii) ‖(Hk − Hk−1)(Q)‖ > (2ρ+ 1+ ǫ0) ∀Q ∈ Kη(k).
Let us check that Hk is the null curve we are looking for, provided that ǫ1 is sufficiently small.
Indeed, (ii) directly gives (F.2k), and if ǫ1 is small enough, then (F.1k−1), (F.6k−1) and (i) guar-
antee (F.1k), (F.5k) and (F.6k), and properties (F.1k−1), (F.3k−1), (i) and (iii) gives (F.3k). Finally,
to prove (F.4k) observe that (i) gives that ‖Aη(a) · Hk −Aη(a) · Hk−1‖ < ǫ1‖A−1η(k)‖ ‖Aη(a)‖ and
‖Aη(a)+(0,1) · Hk − Aη(a)+(0,1) · Hk−1‖ < ǫ1‖A−1η(k)‖ ‖Aη(a)+(0,1)‖ on Ωη(a) ∀a 6= k, whereas (ii)
gives that (Aη(k) · Hk)3 = (Aη(k) · Hk−1)3 on Ωη(k). Then (F.4k−1) implies (F.4k) provided that ǫ1
is small enough. 
Consider the null curve Xˆ := Hem ∈ N(M). One has
Claim 3.4. dist(M,Xˆ)(M0, ∂M) > 2ρ. Moreover, dist(M,Xˆ)(M0,∪ema=1Kη(a)) > 2ρ.
Proof. Indeed, consider a connected curve γ in M with initial point Q ∈ M0 and final point
P ∈ ∂M. Let us distinguish cases. Assume there exists k ∈ {1, . . . , em} and a point P0 ∈
γ ∩ Kη(k) 6= ∅. Then there exists a point Q0 ∈ γ ∩ (rη(k)−(0,1) ∪ αη(k) ∪ rη(k)) and one has
L(M,Xˆ)(γ) = LC3(Xˆ(γ)) ≥ ‖Xˆ(P0)− Xˆ(Q0)‖
≥ ‖(Xˆ − X)(P0)‖ − ‖X(P0)− X(Q0)‖ − ‖(Xˆ − X)(Q0)‖
≥ 2ρ+ 1− ǫ0 − ǫ0 > 2ρ,
where L(M,Xˆ)(·) means length in M with respect to the metric Xˆ∗ ≪·, ·≫, LC3(·) means Eu-
clidean length in C3. To achieve these bounds we have used (F.3em); (A.2) and (3.8); and (F.1em);
respectively (assume from the beginning ǫ0 < 1/2). This also proves the second part of the
claim.
Assume now that γ∩ (∪emk=1Kη(k)) = ∅. Then there exist k ∈ {1, . . . , em} and a connected sub-
arc γˆ ⊂ γ such that P ∈ βη(k) ∪ βη(k)+(0,1), γˆ ⊂ r˜η(k) and γˆ ∩ (α˜η(k) ∪ α˜η(k)+(0,1)) 6= ∅. Remark
2.9 and (F.4em) give L(M,Xˆ)(γ) ≥ LC3(Xˆ(γ)) ≥ LC3(Xˆ(γˆ)) > 2ρ and the proof is done. 
Claim 3.5. ‖Xˆ(Q)− F(P(Q))‖ < √4ρ2 + µ2 + ǫ for any Q ∈ M−M0 with dist(M,Xˆ)(M0,Q) <
2ρ.
Proof. Obviously there exist k ∈ {1, . . . , em} and P ∈ rη(k)−(0,1) ∪ αη(k) ∪ rη(k) such that
(3.12) Q ∈ Ωη(k) − Kη(k) and dist(M,Xˆ)(P,Q) < 2ρ,
see Claim 3.4. By Pitagoras Theorem,
(3.13)
‖Xˆ(Q)− F(P(Q))‖ =
√
| ≪Xˆ(Q)− F(P(Q)), eη(k)≫ |2 + ‖Πη(k)(Xˆ(Q)− F(P(Q)))‖2.
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Let us bound the two addens in the right part of this inequality. On the one hand,
(3.14)
| ≪Xˆ(Q)− F(P(Q)), eη(k)≫ | ≤ ‖Xˆ(Q)− Hk(Q)‖+ | ≪(Hk − Hk−1)(Q), eη(k)≫ |
+ ‖Hk−1(Q)− X(Q)‖+ ‖X(Q)− F(P(Q))‖
< ǫ0 + 0+ ǫ0 + µ,
where we have used (F.5a), a = k+ 1, . . . , em; (F.2k); (F.1k−1); and (A.3). On the other hand,
(3.15)
‖Πη(k)(Xˆ(Q)− F(P(Q)))‖ ≤ ‖Xˆ(Q)− Xˆ(P)‖+ ‖Xˆ(P)− X(P)‖+ ‖X(P)− X(Pη(k))‖
+ ‖Πη(k)(X(Pη(k))− F(P(Pη(k))))‖+ ‖F(P(Pη(k)))− F(P(Q))‖
< 2ρ+ ǫ0 + ǫ0 + ǫ0 + ǫ0,
where we have used (3.12); (F.1em); (A.2); (3.3); and (A.2); to get the corresponding bounds.
Combining (3.13), (3.14) and (3.15) one has
‖Xˆ(Q)− F(P(Q))‖ <
√
4ρ2 + µ2 + (4µ+ 16ρ)ǫ0 + 20ǫ0 <
√
4ρ2 + µ2 + ǫ,
provided that ǫ0 is chosen from the beginning to satisfy the second inequality, and we are
done. 
By Claim 3.4 there existsM ∈ B(R) such that
(G.1) M0 <M < M, and
(G.2) ρ < dist(M,Xˆ)(M0,Q) < 2ρ ∀Q ∈ ∂M.
Furthermore, up to infinitesimal variations of the boundary curves of M, we can guarantee
that
(G.3) Xˆ|∂M : ∂M→ C3 is an embedding.
Set X := Xˆ|M ∈ N(M). Item (3.1.a) follows from (3.2) and (G.1). (G.3) directly gives(3.1.b).
(3.1.c) is implied by (G.2). (3.1.d) follows from (F.6em) and (3.2) provided that ǫ0 is chosen less
than ǫ. Finally, Claim 3.5 and (G.2) give (3.1.e). This proves Lemma 3.1.
4. Main Lemma
In this section we show the following density type result for null curves:
Lemma 4.1. Let V,W ∈ B(R) with V < W. Let Y ∈ N(W) and let λ > 0.
Then there existW ∈ B(R) and Y ∈ N(W) satisfying that
(4.1.a) Y|∂W : ∂W → C3 is an embedding,
(4.1.b) V <W < W,
(4.1.c) λ < dist(W ,Y)(V, ∂W),
(4.1.d) ‖Y −Y‖ < 1/λ onW ,
(4.1.e) δH(Y(∂W),Y(∂W)) < 1/λ, and
(4.1.f) ‖Y −Y‖1 < 1/λ on V.
The most important points in this lemma are Items (4.1.c) and (4.1.d). They assert that the
immersion Y is very close to Y in whole its domain of definition and, however, its intrinsic ra-
dious is much larger. Therefore, as we will see in Theorem 5.1 below, Lemma 4.1 is a powerful
tool for constructing complete bounded null curves in C3.
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4.1. Proof of Lemma 4.1
Fix a positive constant ρ1 which will be specified later. Consider sequences {ρn}n∈N and
{µn}n∈N given by
(4.1) ρn = ρ1 +
n
∑
j=2
c
j
and µn =
√
µ2n−1 + 4
( c
n
)2
+
c
n2
, ∀n ≥ 2,
where c and µ1 are small enough positive constants so that
(4.2) µn <
1
2λ
∀n ∈ N.
For convenience write W0 for W. Let T0 be a metric tubular neighborhood of ∂W0 in R dis-
joint from V and denote by P0 : T0 → ∂W0 the natural projection.
Claim 4.2. There exists a sequence {Ξn = (Wn,Tn,Yn)}n∈N, where Wn ∈ B(R), Tn is a metric
tubular neighborhood of ∂Wn inR and Yn ∈ N(Wn), satisfying the following properties:
(1n) Yn|∂Wn : ∂Wn → C3 is an embedding,
(2n) V < Wn < Wn−1 < W0 and Tn ⊂ Tn−1 ⊂ T0, n ≥ 1,
(3n) ρn < dist(Wn,Yn)(V, ∂Wn),
(4n) max{‖Y −Y ◦P0 ◦ . . . ◦Pn−1‖ , ‖Yn −Y ◦P0 ◦ . . . ◦Pn−1‖} < µn on ∂Wn, where Pj : Tj →
∂Wj is the corresponding orthogonal projection for all j, and
(5n) ‖Yn − Y‖1 < 1/λ on V.
Proof. Let us follow an inductive method. TakeW1 ∈ B(R), V < W1 < W0, close enough toW0
so that ∂W1 ⊂ T0 and
(4.3) ‖Y − Y ◦P0‖ < µ1 onW0 −W1.
For the basis of the induction chooseW1 and Y1 = Y|W1 . This gives (41). (51) trivially holds. As-
sume that ρ1 is small enough so that (31) is satisfied. Finally, up to an infinitesimal variation of
∂W1 we can guarantee that (11) holds as well. Then chooseT1 any metric tubular neighborhood
of ∂W1 such that T1 ⊂ T0 and set Ξ1 = (W1,T1,Y1).
For the inductive step, assume that Ξ1, . . . ,Ξn−1 have been already constructed satisfying
the desired properties, n ≥ 2. TakeW ′n ∈ B(R), V < W ′n < Wn−1, close enough toWn−1 so that
∂W ′n ⊂ Tn−1 and
(4.4) ‖Y −Y ◦P0 ◦ . . . ◦Pn−1‖ < µn on Wn−1 −W ′n.
Here we have taken into account that Pn−1|∂Wn−1 is the identity map, (4n−1) and the inequality
µn−1 < µn. Then set (Wn,Yn) as the couple (M,X ) obtained by Lemma 3.1 applied to the data
M = Wn−1, Tn−1, P = Pn−1, µ = µn−1, X = Yn−1,
F = (Y ◦P0 ◦ . . . ◦Pn−2)|∂Wn−1, N = W ′n, ρ =
c
n
and ǫ <
c
n2
,
and choose Tn any metric tubular neighborhood of ∂Wn such that Tn ⊂ Tn−1. Then (3.1.b),
(3.1.a) and (3.1.c) give (1n), (2n) and (3n), respectively. (4n) follows from (3.1.e) and (4.4) (see
also (4.1)), and finally (3.1.d) and (5n−1) give (5n) for ǫ small enough. 
Since {ρn}n∈N ր +∞ then there exists k ∈ N such that ρk > λ. Define W = Wk and
Y = Yk. Properties (4.1.a), (4.1.b), (4.1.c) and (4.1.f) trivially follow from (1k), (2k), (3k) and (5k),
respectively. By (4k) and (4.2) one has
‖Y − Y‖ ≤ ‖Yk − Y ◦P0 ◦ . . . ◦Pk−1‖+ ‖Y ◦P0 ◦ . . . ◦Pk−1 − Y‖ < µk + µk < 1λ on ∂W .
Then, by the Maximum Principle for harmonic maps ‖Y − Y‖ < 1/λ on W proving (4.1.d).
Finally, (4.1.e) follows from the same argument. The proof of Lemma 4.1 is done.
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5. Main Theorem
We are now ready to state and prove the main result of this paper. Observe that Main Theo-
rem in the introduction directly follows from the following
Theorem 5.1. Let M,N ∈ B(R), N < M. Let X ∈ N(M) and let ǫ > 0.
Then there exist a relatively compact domainD ⊂ R and a compact complete null curveX : D → C3
satisfying that
(5.1.a) X |Fr(D) : Fr(D)→ C3 is an embedding,
(5.1.b) N ⊂ D ⊂ D ⊂ M◦, D is homeomorphic toR and both D and D are Runge,
(5.1.c) ‖X − X‖1 < ǫ on N and ‖X − X‖ < ǫ on D,
(5.1.d) δH(X (Fr(D)),X(∂M)) < ǫ, and
(5.1.e) the Hausdorff dimension of X (Fr(D)) is 1.
Through the proof of Theorem 5.1 we will need the following notation. For any k ∈ N, any
compact set K ⊂ R and any continuous injective map f : K → C3, set
Ψ(K, f , k) =
1
2k2
· inf {‖ f (P)− f (Q)‖ ∣∣ P,Q ∈ K, dist(R,ω)(P,Q) > 1k
}
,
where dist(R,ω)(·, ·) means intrinsic distance with respect to the Riemannian metric ω (see Re-
mark 2.1). Notice that Ψ(K, f , k) > 0. The operator Ψ will be useful in order to guarantee that
X |Fr(D) : Fr(D)→ C3 is injective.
5.1. Proof of Theorem 5.1
Let c be a positive constant which will be specified later. Let ǫ1 > 0 and let M1 ∈ B(R)
satisfying that
(i) N < M1 < M,
(ii) X|∂M1 : ∂M1 → C3 is an embedding,
(iii) δH(X(∂M1),X(∂M)) < ǫ1, and
(iv) ǫ1 < c/2.
Such M1 exists by a continuity argument (Items (i) and (iii)). For Item (ii), make an infinitesimal
variation of ∂M1 if necessary. Set X1 := X|M1 and let us prove the following
Claim 5.2. There exists a sequence {Θn = (Mn,Xn,Tn, ǫn, τn)}n∈N, where Mn ∈ B(R), Xn ∈
N(Mn), Tn is a metric tubular neighborhood of ∂Mn in Mn, 0 < ǫn < c/2n, and τn > 0, satisfying
that
(1n) Xn|Tn : Tn → C3 is an embedding,
(2n) N < Mn−1−Tn−1 < Mn − Tn < Mn < Mn−1 < M, n ≥ 2,
(3n) ‖Xn − Xn−1‖1 < ǫn on Mn−1− Tn−1 and ‖Xn − Xn−1‖ < ǫn on Mn, n ≥ 2,
(4n) dist(Mn,Xn)(N,Tn) > 1/ǫn, n ≥ 2,
(5n) δ
H(Xn(∂Mn),Xn−1(∂Mn−1)) < ǫn, n ≥ 2,
(6n) there exist an := e · E((τn)n+1) points xn,1, . . . , xn,an in Xn(∂Mn) ⊂ C3 such that
distC3(Xn(Tn), {xn,1, . . . , xn,an}) <
(
1/τn
)n
,
where E(·) and distC3(·) means integer part and Euclidean distance in C3, respectively,
(7n) ǫn < min
{
ǫn−1, ̺n−1,
1
n2(τn−1)n
, Ψ
(
Tn−1 , Xn−1|Tn−1 , n
)}
, where
̺n−1 = 2−nmin
{
min
Mk−1−Tk−1
∥∥dXk
ω
∥∥ | k = 1, . . . , n− 1
}
> 0, n ≥ 2,
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(8n) τn ≥ τn−1 + 1 ≥ n, n ≥ 2, and
(9n) max{dist(R,ω)(P, ∂Mn) | P ∈ Tn} < ǫn.
Proof. Let us follow an inductive process. We have already introduced M1, X1 and ǫ1, hence for
setting Θ1 we only must define T(M1) and τ1 satisfying the corresponding properties.
Set τ1 = max{1,LC3(X1(∂M1))}, where LC3(·) means Euclidean length of curves in C3.
Write γ1, . . . ,γe for the components of ∂M1. For any i = 1 . . . , e, let yi,1, . . . , yi,a1/e be points on
X1(γi)withmutual distance along X1(γi) and denote by b1,i this distance. Set b1 = max{b1,1, . . . , b1,e}
and {x1,1, . . . , x1,a1} = {yi,j | i = 1, . . . , e, j = 1, . . . , a1/e}. Then b1 < 1/τ1, hence
(5.1) distC3(X1(∂M1)), {x1,1, . . . , x1,a1}) < 1/τ1.
By (i), (ii), (5.1) and a continuity argument, there exists a tubular neighborhood T(M1) of ∂M1
on M1 such that (11), (61), (91) and N < M1 − T(M1) (which is the meaningful part of (21))
hold. The remaining properties of Θ1 make no sense.
For the inductive step, assume that we have stated Θ1, . . . ,Θn−1, n ≥ 2, satisfying the corre-
sponding properties and let us construct Θn.
Observe that (1n−1) implies that Ψ(Tn−1,Xn−1|Tn−1 , n) > 0. Then we can choose ǫn < c/2n
satisfying (7n). Define Mn = W ∈ B(R) and Xn = Y ∈ N(W) given by Lemma 4.1 applied to
the data
V = Mn−1−Tn−1, W = Mn−1, Y = Xn−1 and λ = 1
ǫn
.
Then one has
(a) Xn|∂Mn : ∂Mn → C3 is an embedding,
(b) Mn−1−Tn−1 < Mn < Mn−1,
(c) dist(Mn,Xn)(Mn−1−Tn−1, ∂Mn) > 1/ǫn,
(d) ‖Xn − Xn−1‖1 < ǫn on Mn−1− Tn−1 and ‖Xn − Xn−1‖ < ǫn on Mn, and
(e) δH(Xn(∂Mn),Xn−1(∂Mn−1)) < ǫn.
Items (d) and (e) directly give (3n) and (5n). Set τn = max{τn−1 + 1,LC3(Xn(∂Mn))}. Hence
(8n) holds. Write ξ1, . . . , ξe for the components of ∂Mn. Recall that Xn(ξi) is a Jordan curve by
(a), i = 1, . . . , e. For any i = 1, . . . , e consider zi,1, . . . , zi,an/e points in Xn(ξi) with mutual dis-
tance alongXn(ξi) and denote by bn,i this distance. Set bn = max{bn,i}ei=1 and {xn,1, . . . , xn,an} ={zi,j | i = 1, . . . , e, j = 1, . . . , an/e}. Then bn < 1/(τn)n, hence
(5.2) distC3(Xn(∂Mn), {xn,1, . . . , xn,an}) <
(
1/τn
)n
.
Take a metric tubular neighborhood Tn of ∂Mn in Mn. By a continuity argument and choos-
ing Tn small enough, all the properties from (1n) to (9n) hold. Indeed, (9n) can be trivially
guaranteed, and for (1n); (2n); (4n); and (6n), take into account (a); (2n−1) and (b); (c); and (5.2),
respectively. This proves the claim. 
SetNn = (Mn −Tn)◦ and Sn = R−Mn for all n ∈ N. Define
D := ⋃
n∈N
Nn
and notice that, by (2n) and (9n), n ∈ N, one has
D = ⋂
n∈N
Mn.
By (2n), n ∈ N, and elementary topological arguments one has thatD is Runge and homeomor-
phic to R. On the other hand Sn consists of e pairwise disjoint open annuli and Sn ⊂ Sn+1 ⊂
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R− N ∀n ∈ N, hence R−D = ∪n∈NSn consists of e pairwise disjoint open annuli as well.
This implies that D is a Runge compact set. Then Item (5.1.b) follows from (2n), n ∈ N.
By (2n), (3n) and (7n), n ∈ N, {Xn|D}n∈N uniformly converges to a continuous map
X : D → C3
with ‖X − X‖1 < c on N and ‖X − X‖ < c on D. This, (iii) and (iv) give (5.1.c) and (5.1.d)
provided that c < ǫ from the beginning. By (3n), n ∈ N, X |D is a holomorphic map and
≺ dX , dX ≻= 0 on D. To check that ≪ dX , dX ≫ never vanishes on D argue as follows. Fix
P ∈ D and take n0 ∈ N such that P ∈ Mn−1− Tn−1 ∀n ≥ n0. Then
∥∥dX
ω
∥∥(P) ≥ ∥∥dXn0
ω
∥∥(P)− ∑
n>n0
‖Xn − Xn−1‖1
≥ ∥∥dXn0
ω
∥∥(P)− ∑
n>n0
ǫn
≥ ∥∥dXn0
ω
∥∥(P)− ∑
n>n0
̺n−1
≥ (1− ∑
n>n0
2−n
)∥∥dXn0
ω
∥∥(P),
where we have used (3n) and (7n). Therefore
∥∥dX
ω
∥∥(P) ≥ 1
2
∥∥dXn0
ω
∥∥(P) > 0,(5.3)
In particular ≪ dX , dX ≫ (p) 6= 0 and X |D is an immersion. This proves that X |D is a null
curve.
From (4n), n ∈ N, and (5.3), one has
dist(D,X )(N, Fr(D)) = lim
n→∞dist(D,X )(N,Tn) ≥
1
2
lim
n→∞dist(Mn,Xn)(N,Tn) >
1
2
lim
n→∞
1
ǫn
= ∞,
hence X |D is complete and X : D → C3 is a compact complete null curve as claimed.
Let us show that X |Fr(D) : Fr(D) → C3 is injective. Indeed, take points P and Q in Fr(D) ⊂
Tn (see (2n)), n ∈ N, P 6= Q. Take n0 ∈ N large enough so that dist(R,ω)(P,Q) > 1/n0. Then,
for any n > n0,
‖Xn−1(P)− Xn−1(Q)‖ ≤ ‖Xn−1(P)− Xn(P)‖+ ‖Xn(P)− Xn(Q)‖+ ‖Xn(Q)− Xn−1(Q)‖
< ǫn + ‖Xn(P)− Xn(Q)‖+ ǫn
<
1
n2
‖Xn−1(P)− Xn−1(Q)‖+ ‖Xn(P)− Xn(Q)‖,
where we have used (3n), (7n) and the definition of Ψ. Then
‖Xn0+k(P)− Xn0+k(Q)‖ >
( n0+k
∏
n=n0+1
(
1− 1
n2
))‖Xn0(P)− Xn0(Q)‖ ∀k ∈ N.
Taking limits in this expression as k goes to infinity, ‖X (P)−X (Q)‖ > 12‖Xn0(P)−Xn0(Q)‖ >
0 and (5.1.a) holds.
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Finally let us check (5.1.e). Take n ∈ N with ∑∞m=n 1/m2 < 1. Then, for any P ∈ Fr(D) and
any k > n, properties (7m) and (9m), m = n+ 1, . . . , k, give
‖Xk(P)− Xn(P)‖ ≤ ‖Xk(P)− Xk−1(P)‖+ . . .+ ‖Xn+1(P)− Xn(P)‖
<
1
k2(τk−1)k
+ . . .+
1
(n+ 1)2(τn)n+1
<
( k
∑
m=n+1
1
m2
) 1
(τn)n+1
<
1
(τn)n+1
<
1
(τn)n
.
Taking limits in the above inequality as k goes to infinity one has ‖X (P)− Xn(P)‖ < 1/(τn)n
for any large enough n ∈ N. Combining this inequality and properties (6n) one obtains that
dist(X (Fr(D)), {xn,1, . . . , xn,an}) < 2/(τn)n. Since an · (2/(τn)n)1+1/n < 4e then the Hausdorff
measure H1(X (Fr(D))) < ∞, and so the Hausdorff dimension of X (Fr(D)) is at most 1. On
the other hand, if c is taken small enough from the beginning, then each of the e connected com-
ponents of X (Fr(D)) contains more than one point (see Item (5.1.c)). Therefore the Hausdorff
dimension of X (Fr(D)) is at least 1, hence equals to 1. This proves (5.1.e) and the theorem.
5.2. Applications to other ambient manifolds
Given an open Riemann surface N , a map ϕ : N → SL(2,C) is said to be a null curve if
and only if ϕ is a holomorphic immersion and det(dϕ) = 0. The hyperbolic 3-space H3 can be
identified to SL(2,C)/SU(2), and Bryant’s projection
B : SL(2,C)→ H3 = SL(2,C)/SU(2), B(A) = A · AT,
maps complete null curves in SL(2,C) into conformal complete immersions of constant mean
curvature 1 in H3.
Our Main Theorem directly implies similar existence results for complex curves in C2, mini-
mal surfaces in R3, null curves in SL(2,C) and Bryant surfaces in H3 of arbitrary finite topology
(see [MUY1, MUY2, AL2] and the references therein for more details). All of them have been
compiled in the following corollary.
Corollary 5.3. Let S be an open orientable surface of finite topology andM ∈ {C2,R3, SL(2,C),H3}.
Then there exist an open Riemann surfaceM, a relatively compact domain D ⊂ M such that D is
homeomorphic to S and both D and D are Runge subsets in M, and a continuous map X : D → M
satisfying that X|Fr(D) : Fr(D)→M is an embedding, the Hausdorff dimension of X(Fr(D)) is 1 and
either of the following statements:
(i) M = C2 and X|D is a complete holomorphic immersion. Furthermore, if ǫ > 0 and Σ is a fi-
nite family of closed curves in C2 which is spanned by a compact complex curve in C2 which is
homeomorphic to S and can be lifted to a null curve in C3, then X and D can be chosen so that
δH
C2
(Σ,X(Fr(D))) < ǫ, where δH
C2
(·, ·) means Hausdorff distance in C2.
(ii) M = R3, X|D is a conformal complete minimal immersion and the conjugate immersion (X|D)∗
of X|D is well defined, extends continuosly to D and satisfies the same properties. Furthermore, if
ǫ > 0 and Σ, Σ∗ are two finite families of closed curves in R3 spanned by a minimal surface home-
omorphic to S and its (well defined) conjugate surface, respectively, then X and D can be chosen
so that max{δH
R3
(Σ,X(Fr(D))), δH
R3
(Σ∗,X∗(Fr(D)))} < ǫ, where δH
R3
(·, ·) means Hausdorff
distance in R3.
(iii) M = SL(2,C) and X|D is a complete null holomorphic curve. Furthermore, if ǫ > 0 and Σ is
a finite family of closed curves in SL(2,C) spanned by a null holomorphic curve homeomorphic
to S, then X and D can be chosen so that δH
SL(2,C)(Σ,X(Fr(D))) < ǫ, where δHSL(2,C)(·, ·) means
Hausdorff distance in SL(2,C).
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(iv) M = H3 and X|D is a conformal complete CMC-1 surface in H3. Furthermore, if ǫ > 0 and Σ
is a finite family of closed curves in H3 spanned by a CMC-1 surface which is homeomorphic to
S and can be lifted to a null holomorphic curve in SL(2,C), then X and D can be chosen so that
δH
H3
(Σ,X(Fr(D))) < ǫ, where δH
H3
(·, ·) means Hausdorff distance in H3.
The proofs of Items (i), (ii) and (iv) follow straightforwardly except for the fact that X|Fr(D) :
Fr(D) → M is injective. However, this can be always guaranteed by trivial refinements of
Lemmas 3.1 and 4.1 and Theorem 5.1. Item (ii) generalizes the existence results obtained by the
first author in [Al].
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