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Abstract We present a novel variational formulation of fully anisotropic motion by
surface diffusion and mean curvature flow inRd , d≥ 2. This new formulation leads to
an unconditionally stable, fully discrete, parametric finite element approximation in
the case d = 2 or 3. The resulting scheme has very good properties with respect to the
distribution of mesh points and, if applicable, volume conservation. This is demon-
strated by several numerical experiments for d = 3, including regularized crystalline
mean curvature flow and regularized crystalline surface diffusion.
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1 Introduction
The numerical approximation of solutions to geometric evolution equations, which
govern the motion of a hypersurface, is a notoriously difficult task. The underlying
partial differential equations are highly nonlinear and the meshes used to approxi-
mate the evolving surfaces often tend to deteriorate during the evolution. The most
prominent example of a geometric evolution equation for hypersurfaces is the mean
curvature flow V = κ, where V is the normal velocity and κ is the mean curvature,
i.e. the sum of the principal curvatures. The mean curvature flow is the L2-gradient
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2flow of the surface area functional. TheH−1-gradient flow of the area functional gives
rise to surface diffusion
V =−Δsκ ,
where Δs is the Laplace–Beltrami operator. This fourth order geometric evolution law
plays a prominent role in materials science with important applications in epitaxial
growth, see e.g. [21]. In this paper we introduce and analyse numerical schemes for
anisotropic versions of mean curvature flow, surface diffusion and other related aniso-
tropic evolution equations. Although some schemes for such evolution equations for
hypersurfaces in R3 already exist, see e.g. [12,22], our scheme is the first one for
which one can prove a stability bound. This leads to superior properties in practice,
in particular there are no restrictions on the time step size and the associated meshes
will generically not deteriorate.
Anisotropic geometric evolution laws are typically based on the anisotropic sur-
face energy
|Γ |γ :=
∫
Γ
γ(~ν) dH d−1, (1.1)
where Γ ⊂Rd , d ≥ 2, is a closed compact and orientable hypersurface with outer unit
normal~ν , γ :Rd \{~0}→R>0 is a given anisotropy function, andH d−1 is the (d−1)-
dimensional Hausdorff measure inRd . More generally, the anisotropic energy density
γ may depend on space as well as on other local parameters, see e.g. [26,9] for more
details on possible anisotropy functions. However, in this paper we restrict ourselves
to surface energies of the form (1.1), and we further assume that the function γ is
absolutely homogeneous of degree one, i.e.
γ(λ ~p) = |λ |γ(~p) ∀ ~p ∈ Rd , ∀ λ ∈ R ⇒ γ ′(~p) .~p= γ(~p) ∀ ~p ∈ Rd \{~0},
(1.2)
where γ ′ is the gradient of γ . In the isotropic case we have that γ(~p) = |~p| and so
γ(~ν) = 1, which means that |Γ |γ reduces to |Γ |, the surface area of Γ . If γ is not
constant on the unit sphere, then the surface energy density in (1.1) will depend on
the local orientation of the surface Γ . Such surface energies frequently appear in
applications, e.g. in materials science and in image processing. We refer to the papers
[31,23,16,30,29] for more details on anisotropy in materials science and geometry.
To compute the L2-gradient flow of the anisotropic energy (1.1) one needs to
compute its first variation. On introducing the Cahn–Hoffmann vector, see [10],
~νγ := γ ′(~ν) ,
we define the weighted mean curvature as
κγ :=−∇s .~νγ . (1.3)
Here ∇s is the surface (tangential) gradient and ∇s . is the surface (tangential) di-
vergence on Γ , so that Δs = ∇s .∇s. The first variation of (1.1) is then given by the
following lemma.
Lemma 1.1 Let Γ (δ ) := {~z+ δ g(~z)~ν :~z ∈ Γ }, for a smooth function g : Rd → R.
Then it holds that
d
dδ |Γ (δ )|γ |δ=0=−
∫
Γ
κγ g dH d−1 . (1.4)
3For a proof we refer to [13, Lemma 8.2], but we remark that these authors use a
different sign convention. Anisotropic versions of mean curvature flow and surface
diffusion are now given by
(a) V = β (~ν)κγ , and (b) V =−∇s .(β (~ν)∇sκγ) , (1.5)
where β : Sd−1 → R>0, a kinetic coefficient, is assumed to be a smooth and positive
function. For a derivation of these laws we refer to [1,20,30,29]. It can be easily
established that the anisotropic surface diffusion law preserves the volume enclosed
by Γ . Both laws in (1.5) decrease the anisotropic surface energy |Γ |γ , which follows
for surface diffusion using the Gauss theorem on manifolds as follows
d
dt |Γ (t)|γ =−
∫
Γ
κγ V dH d−1 =−
∫
Γ
β (~ν)(∇sκγ)2 dH d−1 ≤ 0. (1.6)
It is also possible to introduce a second order evolution law which preserves volume
and decreases the anisotropic energy. This law is the conserved anisotropic mean
curvature flow and it is given by the nonlocal evolution law
V = β (~ν)κγ −
∫
Γ β (~ν)κγ dH d−1∫
Γ 1 dH d−1
. (1.7)
In addition, let us remark that the numerical method we are going to introduce can be
used to study nonlinear relations between V and κγ of the form
V = β (~ν) f (κγ) , (1.8)
where f is a strictly monotonically increasing continuous function. Of particular in-
terest is the case f (r) = −r−1, i.e. the inverse anisotropic mean curvature flow, see
[5] for the relevant details in the isotropic case.
For analytical results on the anisotropic mean curvature flow we refer to the re-
cent book [18] by Giga, and the references therein. For crystalline surface energies
nondifferentiable surface energy densities have to be used, see [27,1,11]; and also
in this case so called crystalline evolution equations, which are nonlocal in nature,
can be derived. As we can approximate crystalline anisotropies very accurately by
smooth anisotropies, see Figures 1.1–1.5 below, we will only consider the smooth
(regularized) case in what follows.
A variational discretization of equations involving mean curvature was given by
Dziuk ([14]). He used the identity
~κ = κ~ν = Δs~x= Δs~id (1.9)
to come up with a variational discretization of κ involving only first order derivatives
of the identity function ~id on Γ , or equivalently, of the parameterization ~x : Ω ×
[0,T ]→ Rd of Γ , where Ω ⊂ Rd is a suitable reference manifold and T > 0 is a
positive time. Observe that in (1.9) we use a slight abuse of notation, so that the
equation can be interpreted to hold either on Γ or on Ω . Our idea is to introduce an
anisotropic version of the identity (1.9). The main observation is that (1.9) remains
true if we replace the standard Euclidean inner product in Rd by an inner product
(~u,~v)G˜ :=~u . G˜~v ∀~u,~v ∈ Rd , (1.10)
4where G˜∈Rd×d is symmetric and positive definite. One only has to replace the mean
curvature vector ~κ and the Laplace–Beltrami operator Δs by versions which are ap-
propriate for this new inner product. In fact one just has to consider the canonical
Laplace–Beltrami operator on Γ with respect to the Riemannian metric given by the
new inner product. It only remains to identify the corresponding surface energy den-
sity. In fact it turns out that we have to define the surface area element induced by this
new inner product as the surface energy density γ . In Lemma 2.1 below we show that
γ(~ν) =
√
~ν .G~ν , (1.11)
where G and G˜ are related by G˜= [detG]
1
d−1 G−1. One can then deduce that
κγ~ν = γ(~ν) G˜ΔG˜s ~id ,
where ΔG˜s =∇G˜s .∇G˜s is the Laplace–Beltrami operator induced by the G˜ inner product
(1.10), with ∇G˜s . and ∇G˜s the associated tangential divergence and tangential gradi-
ent, respectively. A suitable generalized Gauss theorem on manifolds allows one to
introduce a weak formulation of γ(~ν) G˜ΔG˜s ~id. Unfortunately simple anisotropies of
the form (1.11) only lead to ellipsoidal Wulff shapes, see below, and of course we
would like to handle more general situations.
Therefore we consider the following class of surface energy densities, which are
given as an lr-norm of the above anisotropies, i.e. they are assumed to be of the form
γ(~p) =
(
L
∑`
=1
[γ`(~p)]r
) 1
r
, γ`(~p) :=
√
~p .G` ~p , (1.12)
so that
γ ′(~p) = [γ(~p)]1−r
L
∑`
=1
[γ`(~p)]r−1 γ ′`(~p) , (1.13)
where r ∈ [1,∞) and G` ∈ Rd×d , ` = 1→ L, are symmetric and positive definite.
We will see later on that these anisotropies can be used to describe a wide class of
possible physical situations. While it should be noted, that γ given by (1.12) defines a
norm onRd (norms being the “natural” anisotropy densities), and hence more general
anisotropy densities cannot be modelled by this choice, we are satisfied that any given
norm can be approximated by (1.12) with suitably chosen {G`}L`=1 and r ∈ [1,∞).
Let us now introduce the variational form which we are going to derive and use
in the following sections. The evolution equations (1.5), for anisotropies as in (1.12),
can be reformulated as
(a) ~xt .~ν = β (~ν)κγ and (b) ~xt .~ν =−∇s .(β (~ν)∇sκγ) , (1.14)
together with, see Theorem 2.1 below,
κγ~ν =
L
∑`
=1
γ`(~ν) G˜`∇G˜`s .
[[γ`(~ν)
γ(~ν)
]r−1
∇G˜`s ~id
]
. (1.15)
5If we test (1.14) and (1.15) with suitable test functions ϕ and ~ϕ we obtain, on using
a generalized Gauss theorem on manifolds, compare Lemma 2.6 and Theorem 2.1
below, the weak formulations
∫
Γ
~xt .~ν ϕ dH d−1 =

∫
Γ
β (~ν)κγ ϕ dH d−1∫
Γ
β (~ν)∇sκγ .∇sϕ dH d−1
(1.16a)
and
∫
Γ
κγ~ν .~ϕ dH d−1 =−
L
∑`
=1
∫
Γ
[γ`(~ν)
γ(~ν)
]r−1
(∇G˜`s ~id,∇G˜`s ~ϕ)G˜` γ`(~ν) dH
d−1,
(1.16b)
where the tensor inner products (∇G˜s ~u,∇G˜s ~v)G˜ are induced by (1.10), see (2.8) below.
In the above weak formulation only derivatives up to first order appear and hence the
equations can be discretized with the help of continuous, piecewise affine linear finite
elements, see Section 3 below. Let us now discuss a second possible ansatz which is
based on the identity, see e.g. [13, p. 194],
κγ~ν =−∇s .(~ν [γ ′(~ν)]T )+∇s .(γ(~ν)∇s~id)− γ(~ν)Δs~id . (1.17)
Applying this characterization of κγ~ν , we can rewrite (1.16b) as∫
Γ
κγ~ν .~ϕ dH d−1 =
∫
Γ
[~ν [γ ′(~ν)]T ] .∇s~ϕ dH d−1−
∫
Γ
γ(~ν)∇s~id .∇s~ϕ dH d−1.
(1.18)
The advantage of (1.16a), (1.18) is, that it can be used for arbitrary differentiable
anisotropies, but the disadvantage is that it does not seem to be possible to derive a
stability bound for discretizations using this formulation; see Remark 3.1 below.
We therefore prefer the ansatz (1.16a,b), and we will restrict ourselves to anisotro-
pies of the form (1.12) from now on in this paper. Below we highlight a few features
of discretizations which are based on the formulation (1.16a,b).
– With an argument similar to the isotropic case it is possible to derive a stability
bound for a fully discrete finite element approximation of (1.5) for d = 2 or 3,
something that is new in the literature.
– The resulting scheme has very good mesh properties, i.e. mesh points tend to
be very well distributed over the discrete surface. One reason for this is that
the scheme allows for tangential movement, which is in contrast to most other
parametric approaches. For the isotropic scheme in two spatial dimensions, mesh
points generically tend to be equidistributed, see [6], and for the isotropic case
in three spatial dimensions the good behaviour of the mesh can be partially ex-
plained with the help of discrete conformal mappings, see [4]. Also in the aniso-
tropic case the meshes produced by our scheme tend to behave very well and
only rarely do we encounter mesh distortions. In this context we stress that the
parametric approximation of geometric flows typically leads to mesh distortions
even for isotropic surface energies, and this is particularly true for fourth order
equations. Other approaches deal with such mesh distortions by redistributing the
mesh several times during the evolution either with the help of local criteria, see
6[2], or by using a reparameterization which, in case that the surface is topologi-
cally equivalent to a sphere, is derived by a conformal map to the sphere, see [15].
We remark that our scheme generically does not need such remeshing during the
evolution.
– For anisotropic surface diffusion and anisotropic conserved mean curvature flow
the algorithm has very good properties with respect to volume conservation.
– Although the underlying analysis justifying our approach is rather involved, see
Sections 2 and 3 below, the resulting discrete system is easy to solve, as it is only
slightly different from that in the isotropic case.
– With the anisotropy formulation introduced in this paper, it is easy to define and
implement anisotropies taking given crystal symmetries into account.
Let us illustrate the last issue in more detail. For a given anisotropy γ one defines
its dual function
γ∗(~q) = sup
~p∈Rd\{~0}
~p .~q
γ(~p) ,
its Frank diagram
F := {~p ∈ Rd : γ(~p)≤ 1}
and the corresponding Wulff shape, [31],
W := {~q ∈ Rd : γ∗(~q)≤ 1},
which can be used to visualize the given anisotropy, see [20]. The Cauchy–Schwarz
and Ho¨lder inequalities imply, for anisotropies of the form (1.12), that
~p .γ ′(~q)≤ [γ(~q)]1−r
L
∑`
=1
[γ`(~q)]r−1 γ`(~p)≤ γ(~p) ∀ ~p, ~q ∈ Rd \{~0} .
This makes it possible to construct the Wulff shape W and find γ∗. Let Sd−1 be the
unit sphere in Rd . Then, see e.g. [20],
~zF (~z) := [γ(~z)]−1~z and ~zW (~z) := γ ′(~z), ~z ∈ Sd−1,
parameterize the boundaries ofF andW , respectively. Moreover, γ∗(~q) = |~zW (~z)|−1
if γ ′(~z) and ~q ∈ Sd−1 point in the same direction. This defines γ∗ for ~q ∈ Sd−1, and
via the 1-homogeneity on all of Rd \{~0}. In fact one can show that
γ∗(~q) =
√
~q .G∗~q~q with G
∗
~q =
(
L
∑`
=1
[μ`(~q)]r−2G`
)−1
, (1.19)
where ∑L`=1[μ`(~q)]r = 1 and μ`(~q) ∈ (0,1], ` = 1→ L. In fact, μ`(~q) = γ`(~z)γ(~z) , where
~z .~q
γ(~z) = sup~p∈Rd\{~0}
~p .~q
γ(~p) .
In Figure 1.1 we give the Frank diagrams and Wulff shapes in R3, i.e. d = 3, for
anisotropies of the form (1.12) with r = 1; in particular for
G` := R(θ`,12,θ`,13)TD(ε`)R(θ`,12,θ`,13), where D(ε) := diag(1,ε2,ε2) (1.20)
7Fig. 1.1 Frank diagrams and Wulff shapes for different choices of (1.12) with r = 1 and ε` ≡ 10−1.
and R(θ12,θ13) := R12(θ12)R13(θ13). Here diag(a,b,c) denotes a diagonal matrix
with diagonal entries a,b,c and R12(θ) :=
(
cosθ sinθ 0
−sinθ cosθ 0
0 0 1
)
, R13(θ) :=
(
cosθ 0 sinθ
0 1 0
−sinθ 0 cosθ
)
are rotation matrices through the given angle θ . For the anisotropies in Figure 1.1
we used ε` ≡ 10−1 with {(θ1,12, . . . ,θL,12),(θ1,13, . . . ,θL,13)} = {(0, π2 ,0),(0,0, π2 )},
{(0,0,0, π2 ),(0, π3 , 2π3 ,0)} and {(0, π3 , 2π3 ,0, π3 , 2π3 ),(0,0,0, π2 , π2 , π2 )}, respectively.
The same anisotropies with ε` ≡ 10−2 can be seen in Figure 1.2, where we note
that the Wulff shapes develop facets and sharp edges; an effect which becomes more
pronounced for even smaller ε`, and e.g. in the first example leads to a smooth (reg-
ularized) approximation of the l1-norm’s Wulff shape, i.e. a cube. In addition, we
consider an example of (1.12) with r = 1, where L = 2 and G1 = diag(1,1,ε2),
G2 = diag(ε2,ε2,1), so that it approximates for small ε the anisotropy
γ(~p) = |p3|+
√
p21+ p
2
2 ; (1.21)
as considered in e.g. [19]. See Figure 1.3, where we show its Frank diagram and
Wulff shape for ε = 10−k, k = 1→ 2. For the case of curves, d = 2, the anisotropies
(1.12) with the choice r = 1 adequately approximate most Wulff shapes. However,
the choice r = 1 leads to a restricted class of Wulff shapes if d ≥ 3; but by choosing
r > 1 in (1.12) one can model a whole new class of anisotropies for d ≥ 3. We now
demonstrate this in the case d = 3. Using the same definition for the anisotropic
functions γ` as in the first example in Figure 1.2, but now choosing r = 9 and r = 30,
8Fig. 1.2 Frank diagrams and Wulff shapes for different choices of (1.12) with r = 1 and ε` ≡ 10−2.
Fig. 1.3 Frank diagrams and Wulff shapes for (1.12) with L= 2, r = 1 and ε = 10−k , k = 1→ 2.
leads to the Frank diagrams and Wulff shapes shown in Figure 1.4. Similarly, using
the anisotropic functions γ` with ε = 10−2 as in Figure 1.3 and setting r = 9 and
r = 30 gives the results in Figure 1.5.
We remark that (1.12) with r = ∞, i.e.
γ(~p) = max
`=1→L
γ`(~p)
9Fig. 1.4 Frank diagrams and Wulff shapes for different choices of (1.12) with ε` ≡ 10−2 and r = 9,30.
Fig. 1.5 Frank diagrams and Wulff shapes for different choices of (1.12) with ε = 10−2 and r = 9,30.
with positive semidefinite G` can be used to model very general crystalline Wulff
shapes, see [17]. Similarly to those authors, one can choose γ`(~p) = |~p .~η`| where
±~η`, ` = 1→ L, are the vertices of the Wulff shape. This choice leads to matrices
G`, which are positive semidefinite rather than positive definite. If one now perturbs
G` slightly such that the resulting matrix is positive definite, and then replaces the
l∞-norm by an lr-norm with r large, one obtains a Wulff shape which approximates
a polyhedral Wulff shape with vertices ±~η1, ...,±~ηL. It was this viewpoint, that lead
us to the construction of the anisotropy illustrated in Figure 1.4.
This paper is organised as follows. In Section 2 we introduce our novel variational
formulation for anisotropic versions of mean curvature. In Section 3 we formulate
a finite element approximation of anisotropic mean curvature flow and anisotropic
surface diffusion, as well as related anisotropic evolution laws, and derive stability
bounds. We discuss how the discrete equations arising at each time level can be solved
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in Section 4, and conclude with the presentation of numerous numerical computations
in Section 5.
2 Variational Formulation
In this section we derive a variational formulation for the anisotropic mean curvature
vector κγ~ν , making use of ideas from Riemannian geometry. We refer also to the
work [9] by Bellettini and Paolini, who derived a related variational approach in the
context of Finsler geometry. Their approach is not applicable to our situation as no
simple variational characterization of the anisotropic mean curvature vector can be
derived. For the ensuing analysis it is convenient to introduce the following lemma
which states how the surface area element of an inner product of the form (1.10) leads
to an anisotropic energy density.
Lemma 2.1 Let ~p ∈ Rd with |~p| = 1 and let {~p,~τ1, . . . ,~τd−1} be an orthonormal
basis of Rd. Then it holds that
γ`(~p) =
√
~p .G` ~p=
√
det(~τi . G˜`~τ j)d−1i, j=1 , (2.1)
where G˜` := [detG`]
1
d−1 G−1` , `= 1→ L, are symmetric positive definite matrices.
Proof For a fixed ` ∈ {1, . . . ,L}, let G = G` and set G˜ := λ 2G−1, where λ ∈ R>0
is to be determined. As G is symmetric positive definite, so is G˜ and we can define
Λ˜ := G˜ 12 . It holds that
|Λ˜~p∧ Λ˜~τ1∧∙∙ ∙∧ Λ˜~τd−1|2 = (detΛ˜)2 |~p∧~τ1∧∙∙ ∙∧~τd−1|2 = (detΛ˜)2 , (2.2)
where ∧ is the standard wedge product on Rd . On noting that (Λ˜−1~p) .Λ˜~τi = 0,
i= 1→ d−1, we have that
|Λ˜~p∧ Λ˜~τ1∧∙∙ ∙∧ Λ˜~τd−1|2 = |Λ˜~τ1∧∙∙ ∙∧ Λ˜~τd−1|2 [(Λ˜
−1~p) .Λ˜~p]2
|Λ˜−1~p|2 . (2.3)
Combining (2.2) and (2.3) yields that |Λ˜~τ1 ∧ ∙∙ ∙ ∧ Λ˜~τd−1|2 = (detΛ˜)2 |Λ˜−1~p|2 and
hence that
det(~τi . G˜~τ j)d−1i, j=1 = (det G˜)~p . G˜
−1~p= λ 2d−2 (detG)−1~p .G~p . (2.4)
It immediately follows from (2.4) that (2.1) holds for λ 2 = [detG] 1d−1 . uunionsq
We note that (2.1) is independent of the choice of the orthonormal basis for
T~p := span{~τ1, . . . ,~τd−1}. Hence it can be used as an alternative definition for the
anisotropic surface energy γ`. For ease of exposition we now assume that L = 1 and
write G˜ := G˜1. It will become clear later on, that the analysis which follows has an
interpretation for arbitrary γ of the form (1.12).
We will adopt the following notation in this section. For a compact orientable
(d − 1)-dimensional C1-hypersurface Γ ⊂ Rd without boundary let ~x : D → Rd ,
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D ⊂ Rd−1, be a (local) parameterization of Γ . The Jacobian of ~x is given by D~x =
(∂1~x, . . . ,∂d−1~x) ∈ Rd×(d−1). Let ~ν : Γ → Rd be a continuous unit normal vector
field, so that for a point ~z ∈ Γ the tangent space to Γ is given by T~zΓ = T~ν(~z). In
addition, for any number n ∈ N, let Idn ∈ Rn×n be the identity matrix, and similarly
for ~Idn ∈ (Rd×d)n×n.
We now introduce an anisotropic surface gradient and an anisotropic surface di-
vergence. Throughout this section let {~t1, . . . ,~td−1} be an orthonormal basis of T~zΓ
with respect to the inner product (∙, ∙)G˜ on Rd induced by G˜, recall (1.10). Then for a
smooth scalar field g : Γ → R we define the anisotropic surface gradient
(∇G˜s g)(~z) :=
d−1
∑
i=1
(∂~ti g)(~z)~ti . (2.5)
In particular, when G˜ = Idd , then (2.5) reduces to the isotropic surface gradient
(∇s g)(~z). Similarly, for a smooth vector field ~g : Γ → Rd we define the anisotropic
surface divergence
(∇G˜s .~g)(~z) :=
d−1
∑
i=1
(∂~ti~g)(~z) . G˜~ti . (2.6)
Moreover, the anisotropic surface gradient of~g is the tensor ∇G˜s ~g :Γ → L(T(∙)Γ ,Rd),
where for each~z ∈ Γ the linear map (∇G˜s ~g)(~z) : T~zΓ → Rd is defined by
(∇G˜s ~g)(~z) :=
d−1
∑
i=1
(∂~ti~g)(~z)⊗ G˜~ti , (2.7)
where ⊗ is the standard tensor product of two vectors in Rd . Hence we have that
[(∇G˜s ~g)(~z)]~ti = ∂~ti~g. We define also the inner product
(∇G˜s ~u,∇G˜s ~v)G˜ :=
d−1
∑
i=1
(∂~ti~u,∂~ti~v)G˜ (2.8)
for smooth~u,~v : Γ →Rd . In addition, given a tensorU : Γ → L(T(∙)Γ ,Rd) we define
its adjoint map U∗ : Γ → L(Rd ,T(∙)Γ ), where for each~z ∈ Γ the linear map U∗(~z) :
Rd → T~zΓ is defined by
([U(~z)]~t) . G˜~v= ([U∗(~z)]~v) . G˜~t ∀~v ∈ Rd , ~t ∈ T~zΓ . (2.9)
Hence U∗ = G˜−1UT G˜, with UT being the standard transpose. Then the anisotropic
surface divergence ofU is given by ∇G˜s .U : Γ → Rd , where (∇G˜s .U)(~z) is such that
(∇G˜s .U)(~z) . G˜~v= ∇G˜s .([U∗(~z)]~v) ∀~v ∈ Rd , (2.10)
with the right hand side operator defined as in (2.6). Moreover, for g : Γ → R we
define the anisotropic Laplace–Beltrami operator ΔG˜s by ΔG˜s g :=∇G˜s .(∇G˜s g) and sim-
ilarly ΔG˜s ~g := ∇G˜s .(∇G˜s ~g) for~g : Γ → Rd .
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Finally, we set
H := [D~x]T G˜D~x= (hi j)d−1i, j=1 = (∂i~x . G˜∂ j~x)d−1i, j=1, H−1 = (hi j)d−1i, j=1 . (2.11)
Here we have noted, on recalling that rankD~x = d−1 due to the assumptions on Γ ,
that H is symmetric and positive definite.
Remark 2.1 We note that the definitions (2.5) – (2.10) are independent of the choice
of the parameterization~x and the orthonormal basis {~ti}d−1i=1 of T~zΓ , see e.g. Lemma
2.4 below. In particular, the definitions as well as the subsequent results derived in this
section only depend on Γ and the values of the functions g : Γ → R and ~g : Γ → Rd
on it.
The following lemma shows that the integration on Γ with respect to the metric
given by G˜ corresponds to integrating γ(~ν) on Γ with respect to the standard (d−1)-
dimensional surface measure.
Lemma 2.2 LetM :=~x(D)⊂ Γ . Then it holds for any g ∈ L1(M ,R) that∫
M
gγ(~ν) dH d−1 =
∫
D
g◦~x
√
detH dL d−1 , (2.12)
whereL d−1 is the Lebesgue measure in Rd−1.
Proof Let {~τ1, . . . ,~τd−1} be an orthonormal basis forT~ν . As rankD~x= d−1, one has
that ~τk = ∑d−1i=1 aki ∂i~x, k = 1→ d− 1, for some A := (aki)d−1k,i=1. It follows that Q =
D~xAT , where Q := [~τ1 ∙ ∙ ∙~τd−1] ∈ Rd×d−1. Therefore we have that Idd−1 = QT Q =
A [D~x]T D~xAT , AT A=([D~x]T D~x)−1; and hence that det(QT G˜Q)= [det([D~x]T D~x)]−1
det([D~x]T G˜D~x), i.e.
[det(~τi . G˜~τ j)d−1i, j=1 ◦~x] det([D~x]T D~x) = det([D~x]T G˜D~x) . (2.13)
It follows from (2.1) and (2.13) that∫
M
gγ(~ν) dH d−1 =
∫
M
g
√
det(~τi . G˜~τ j)d−1i, j=1 dH
d−1
=
∫
D
g◦~x
√
det(~τi . G˜~τ j)d−1i, j=1 ◦~x
√
det(∂i~x .∂ j~x)d−1i, j=1 dL d−1
=
∫
D
g◦~x
√
det(∂i~x . G˜∂ j~x)d−1i, j=1 dL d−1 =
∫
D
g◦~x
√
detH dL d−1 . (2.14)
This completes the proof. uunionsq
In the following lemma we prove identities needed for the analysis of the aniso-
tropic differential operators.
Lemma 2.3 Let~ti = ∑d−1i=1 bi j ∂ j~x, i= 1→ d−1, be orthonormal with respect to the
inner product given by G˜, and B := (bi j)d−1i, j=1. Then it holds that
H−1 = BT B , (2.15)
and ∂k (
√
detH) =
√
detH
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂ 2ik~x , k = 1→ d−1 . (2.16)
13
Proof Similarly to the proof of Lemma 2.2, as~ti . G˜~t j = δi j, i, j = 1→ d−1, it holds
that Idd−1 = BHBT , and hence (2.15). For any~y ∈ D we have that [∂k(detH)](~y) =
limδ→0 1δ [detH(~y + δ~ek) − detH(~y) ]. On noting that ∂i~x(~y + δ~ek) = ∂i~x(~y)+
δ ∂ 2ik~x(~y)+O(δ 2), we have that
hi j(~y+δ~ek) = hi j+δ (∂i~x . G˜∂ 2jk~x+∂ j~x . G˜∂ 2ik~x)+O(δ 2) , (2.17)
where, here and from now on, all the terms on the right hand side are evaluated at~y.
It follows from (2.17) and the well known trace approximation for the determinant,
det(Idd−1+δ A) = 1+δ trA+O(δ 2) for A ∈ R(d−1)×(d−1), that
detH(~y+δ~ek) = detH det(Idd−1+δ H−1 [F+FT ]+O(δ 2))
= detH
[
1+2δ tr(H−1F)
]
+O(δ 2) , (2.18)
where F := (∂i~x . G˜∂ 2jk~x)d−1i, j=1. It follows from (2.18), on noting (2.11), that
1
δ [detH(~y+δ~ek)−detH(~y)] = 2 detH
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂ 2ik~x+O(δ ) .
Letting δ → 0 yields the desired result (2.16). uunionsq
In the following lemma we express the relevant differential operators in local
coordinates.
Lemma 2.4 It holds that
(∇G˜s g)◦~x=
d−1
∑
i, j=1
hi j ∂i (g◦~x)∂ j~x, (2.19a)
(∇G˜s .~g)◦~x=
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i [~g◦~x] , (2.19b)
(∇G˜s ~g)◦~x=
d−1
∑
i, j=1
hi j ∂i [~g◦~x]⊗ G˜∂ j~x , (2.19c)
where g : Γ → R and~g : Γ → Rd. Moreover, for~u,~v : Γ → Rd we have that
(∇G˜s ~u,∇G˜s ~v)G˜ =
d−1
∑
i, j=1
hi j ∂ j [~u◦~x] . G˜∂i [~v◦~x] . (2.20)
Finally, we have that
(ΔG˜s g)◦~x= [∇G˜s .(∇G˜s g)]◦~x= [detH]−
1
2
d−1
∑
i, j=1
∂i[
√
detHhi j ∂ j (g◦~x)] (2.21a)
and, similarly,
(ΔG˜s ~g)◦~x= [∇G˜s .(∇G˜s ~g)]◦~x= [detH]−
1
2
d−1
∑
i, j=1
∂i[
√
detHhi j ∂ j (~g◦~x)] . (2.21b)
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Proof Recalling the notation in Lemma 2.3, we have that
d−1
∑
i, j=1
hi j ∂i (g◦~x)∂ j~x=
d−1
∑
i, j=1
(
d−1
∑
k=1
bki bk j
)
∂i (g◦~x)∂ j~x=
d−1
∑
k=1
(∂~tk g)~tk = ∇
G˜
s g ,
and similarly
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i [~g◦~x] =
d−1
∑
k=1
(∂~tk~g) . G˜~tk = ∇
G˜
s .~g .
This proves (2.19a,b); and (2.19c), as well as (2.20), can be shown analogously.
Moreover, it follows from (2.19a,b) that
[∇G˜s .(∇G˜s g)]◦~x=
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i [
d−1
∑
k,l=1
hkl ∂k (g◦~x)]∂l~x
+
d−1
∑
i, j=1
hi j ∂ j~x . G˜
d−1
∑
k,l=1
hkl ∂k (g◦~x)∂ 2il~x=: S1+S2 . (2.22)
On noting (2.11), we have that
S1 =
d−1
∑
i, j=1
hi j h jl ∂i [
d−1
∑
k,l=1
hkl ∂k (g◦~x)] =
d−1
∑
k,l=1
∂l [hkl ∂k (g◦~x)] . (2.23)
In addition, it follows from (2.16) that
S2=
d−1
∑
k,l=1
[
hkl ∂k (g◦~x)
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂ 2il~x
]
= [detH]−
1
2
d−1
∑
k,l=1
hkl ∂k (g◦~x)∂l (
√
detH) .
(2.24)
Combining (2.22), (2.23) and (2.24) yields the desired result (2.21a).
Similarly, it follows from (2.10), (2.19b,c) and (2.9) that for all~v ∈ Rd
[∇G˜s .(∇G˜s ~g)]◦~x . G˜~v= ∇G˜s .
(
[(∇G˜s ~g)∗ ◦~x]~v
)
=
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i
[
[(∇G˜s ~g)∗ ◦~x]~v
]
=
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i
[
d−1
∑
k,l=1
hkl ( [∂k (~g◦~x)] . G˜~v)∂l~x
]
=
d−1
∑
i, j=1
hi j ∂ j~x . G˜
(
∂i
[
d−1
∑
k,l=1
hkl [∂k (~g◦~x)]
]
. G˜~v
)
∂l~x
+
d−1
∑
i, j=1
hi j ∂ j~x . G˜
(
d−1
∑
k,l=1
hkl [∂k (~g◦~x)] . G˜~v
)
∂ 2il~x=: S˜1+ S˜2 .
(2.25)
Similarly to (2.23) and (2.24), we have that
S˜1 =
d−1
∑
k,l=1
∂l [hkl ∂k (~g◦~x)] . G˜~v (2.26)
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and
S˜2 = [detH]−
1
2
d−1
∑
k,l=1
hkl ∂k (~g◦~x) . G˜~v∂l (
√
detH) . (2.27)
Combining (2.25), (2.26) and (2.27) yields the desired result (2.21b). uunionsq
In contrast to Lemma 1.1, we now compute the first variation of the anisotropic
surface energy (1.1) in a general direction.
Lemma 2.5 Let
Γ (δ ) := {~z+δ~g(~z) :~z ∈ Γ }, (2.28)
where~g : Rd → Rd is a smooth vector field. Then it follows that
d
dδ |Γ (δ )|γ |δ=0=
∫
Γ
(∇G˜s .~g)γ(~ν) dH d−1 . (2.29)
Proof We define
ci j(δ ) := (∂i[~x+δ~g◦~x] . G˜∂ j[~x+δ~g◦~x])
and letC(δ ) = (ci j(δ ))d−1i, j=1. Assuming w.l.o.g. that~g has compact support in~x(D)⊂
Γ , on employing a partition of unity, it follows, similarly to (2.14), that
d
dδ |Γ (δ )|γ =
d
dδ
∫
D
√
detC(δ ) dL d−1 . (2.30)
Now, similarly to (2.17), we have that
ci j(δ ) = ∂i~x . G˜∂ j~x+δ
(
∂i~x . G˜∂ j [~g◦~x]+∂i [~g◦~x] . G˜∂ j~x
)
+O(δ 2) . (2.31)
Similarly to (2.18), it follows from (2.31) that
detC(δ ) = detH
(
1+2δ tr [H−1 (∂ j~x . G˜∂i [~g◦~x])d−1i, j=1]+O(δ 2)
)
= detH
(
1+2δ
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i [~g◦~x]+O(δ 2)
)
.
Therefore we have that√
detC(δ ) =
√
detH
(
1+δ
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i [~g◦~x]+O(δ 2)
)
.
This implies, on noting (2.30), (2.19b) and (2.12) that
d
dδ |Γ (δ )|γ |δ=0 =
∫
D
√
detH
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂i [~g◦~x] dL d−1
=
∫
D
√
detH (∇G˜s .~g)◦~x dL d−1 =
∫
Γ
γ(~ν)∇G˜s .~g dH d−1 ;
and hence the desired result (2.29). uunionsq
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We now introduce an anisotropic mean curvature vector using the G˜ inner prod-
uct.
Lemma 2.6 For~g : Γ → Rd it holds that∫
Γ
(∇G˜s .~g)γ(~ν) dH d−1 =−
∫
Γ
(~g . G˜~κG˜)γ(~ν) dH d−1 , (2.32)
where the anisotropic mean curvature vector ~κG˜ is given by
~κG˜ = ΔG˜s ~id= ∇G˜s .(∇G˜s ~id) . (2.33)
Proof Assuming w.l.o.g. that ~g has compact support in ~x(D) ⊂ Γ , on employing a
partition of unity, it follows from (2.19b), (2.12), the symmetry of H and (2.21b), on
recalling (1.10), that∫
Γ
(∇G˜s .~g)γ(~ν) dH d−1 =
∫
D
√
detH
d−1
∑
i, j=1
hi j ∂i~x . G˜∂ j [~g◦~x] dL d−1
=
∫
D
d−1
∑
j=1
(
∂ j [~g◦~x] . G˜
d−1
∑
i=1
√
detHhi j ∂i~x
)
dL d−1
=−
∫
D
(~g◦~x) . G˜
d−1
∑
i, j=1
∂ j [
√
detHhi j ∂i~x] dL d−1
=−
∫
Γ
(~g,∇G˜s .(∇G˜s ~id))G˜ γ(~ν) dH
d−1 . (2.34)
Using the identity (2.33) then yields the desired result (2.32). uunionsq
We now demonstrate that this anisotropic mean curvature vector is perpendicular
to Γ , with respect to the inner product defined by G˜.
Lemma 2.7 It holds that G˜~κG˜ is a multiple of~ν , i.e. for any~z ∈ Γ it holds that
~t . G˜~κG˜(~z) = 0 ∀~t ∈ T~zΓ . (2.35)
Proof As T~zΓ is spanned by {∂k~x}d−1k=1 , it is sufficient to show that ~κG˜(~z) . G˜∂k~x= 0,
k = 1→ d−1. But this follows on noting (2.33), (2.21b) and that
[detH]−
1
2
d−1
∑
i, j=1
∂i[
√
detHhi j ∂ j~x] . G˜∂k~x
= [detH]−
1
2
d−1
∑
i, j=1
∂i[
√
detHhi j ∂ j~x . G˜∂k~x]−
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂ 2ik~x
= [detH]−
1
2 ∂k (
√
detH)−
d−1
∑
i, j=1
hi j ∂ j~x . G˜∂ 2ik~x= 0 , (2.36)
on recalling (2.11) and (2.16). uunionsq
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Remark 2.2 We note that our definition of ~κG˜, for the anisotropy (1.12) with L =
1, differs from the usual weighted mean curvature vector ~κγ := κγ~ν , recall (1.3).
Combining (1.4), (2.29) with~g= g~ν , (2.32) and (2.35) yields that
~κG˜ = [γ(~ν)]−1 G˜−1~κγ , and hence that γ(~ν)~νT G˜~κG˜ = κγ . (2.37)
Remark 2.3 Similarly to (1.3), we can also introduce a scalar anisotropic mean cur-
vature. In fact, there exists a κG˜ : Γ → R such that ~κG˜ = κG˜~ν G˜, where ~ν G˜ :=
[~νT G˜−1~ν ]− 12 G˜−1~ν; i.e. ~ν G˜ is orthonormal to T~ν with respect to the (∙, ∙)G˜ inner
product. Moreover, it follows, as in (2.34), that
κG˜ =−∇G˜s .~ν G˜ ,
which is the direct analogue of (1.3).
In the lemma which follows we prove integration by parts formulas for the gradi-
ent and divergence operators induced by G˜.
Lemma 2.8 Let u,v : Γ → R. Then it holds that∫
Γ
u∇G˜s .(∇G˜s v)γ(~ν) dH d−1 =−
∫
Γ
(∇G˜s u,∇G˜s v)G˜ γ(~ν) dH
d−1 ; (2.38a)
where we recall (1.10). Similarly, for functions~u,~v : Γ → Rd it holds that∫
Γ
(~u,∇G˜s .(∇G˜s ~v))G˜ γ(~ν) dH
d−1 =−
∫
Γ
(∇G˜s ~u,∇G˜s ~v)G˜ γ(~ν) dH
d−1 ; (2.38b)
where we recall (2.8).
Proof Applying Lemma 2.6 to~g := u∇G˜s v and noting (2.35) yields that∫
Γ
(∇G˜s .~g)γ(~ν) dH d−1 =
d−1
∑
i=1
∫
Γ
∇G˜s .
[
u(∂~ti v)~ti
]
γ(~ν) dH d−1 = 0 . (2.39)
Moreover, we have from (2.6), (2.5), and on recalling ΔG˜s ∙ ≡ ∇G˜s .(∇G˜s ∙), that
∇G˜s .~g :=
d−1
∑
i=1
∂~ti [u∇
G˜
s v] . G˜~ti = ∇G˜s u . G˜∇G˜s v+
d−1
∑
i=1
u∂~ti [∇
G˜
s v] . G˜~ti
= (∇G˜s u,∇G˜s v)G˜+u∇
G˜
s .(∇G˜s v) . (2.40)
Integrating (2.40) multiplied by γ(~ν) over Γ yields the desired result (2.38a), on
noting (2.39).
ForU = ∇G˜s ~v, we note from (2.10), (2.32) and (2.35) that∫
Γ
[∇G˜s .(U∗~u)]γ(~ν) dH d−1 =
d−1
∑
i=1
∫
Γ
∇G˜s .
[
(∂~ti~v . G˜~u)~ti
]
γ(~ν) dH d−1 = 0 . (2.41)
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Then, similarly to (2.40) it holds on noting (2.9), (2.10) and (2.8) that for any~z ∈ Γ
[∇G˜s .(U∗~u)] (~z) =
[
∇G˜s .
(
d−1
∑
i=1
(∂~ti~v . G˜~u)~ti
)]
(~z)
=
d−1
∑
i, j=1
[
(∂~t j~v . G˜∂~ti~u)(~t j . G˜~ti)
]
(~z)+
d−1
∑
i, j=1
∂~ti
[
(∂~t j~v . G˜~u(~z))~t j
]
(~z) . G˜~ti
= (∇G˜s ~u,∇G˜s ~v)G˜(~z)+∇
G˜
s .(U∗~u(~z))(~z)
= (∇G˜s ~u,∇G˜s ~v)G˜(~z)+(∇
G˜
s .U)(~z) . G˜~u(~z)
= (∇G˜s ~u,∇G˜s ~v)G˜(~z)+(~u,∇
G˜
s .(∇G˜s ~v))G˜(~z) . (2.42)
We remark that in the last term of the second and third rows the term ~u(~z) is taken to
be constant when differentiating. Integrating (2.42) multiplied by γ(~ν) over Γ , and
noting (2.41), yields the desired result (2.38b). uunionsq
Combining the results obtained so far yields the following weak characterization
of the weighted mean curvature vector κγ~ν , as opposed to (1.18), which, together
with its generalization in Theorem 2.1 below, will lead to unconditionally stable fully
discrete approximations in Section 3.
Lemma 2.9 For smooth test functions ~ξ : Γ → Rd it holds that∫
Γ
κγ~ν .~ξ dH d−1+
∫
Γ
(∇G˜s ~id,∇G˜s ~ξ )G˜ γ(~ν) dH d−1 = 0 . (2.43)
Proof Choosing~v= ~id in (2.38b) yields, on noting (2.33) and (2.37), that∫
Γ
(∇G˜s ~id,∇G˜s ~ξ )G˜ γ(~ν) dH d−1 =−
∫
Γ
(~ξ ,∇G˜s .(∇G˜s ~id))G˜ γ(~ν) dH d−1
=−
∫
Γ
(~ξ ,~κG˜)G˜ γ(~ν) dH d−1 =−
∫
Γ
κγ~ν .~ξ dH d−1 . (2.44)
This proves the desired result (2.43). uunionsq
We will now derive the analogue of (2.43) for a general anisotropy γ given by
(1.12).
Theorem 2.1 For~g and Γ (δ ) as in Lemma 2.5 it holds that
d
dδ |Γ (δ )|γ |δ=0=
L
∑`
=1
∫
Γ
[γ`(~ν)
γ(~ν)
]r−1
(∇G˜`s .~g)γ`(~ν) dH d−1 , (2.45)
and for ` ∈ {1, . . . ,L} we have that
∫
Γ
(∇G˜`s .~g)
[γ`(~ν)
γ(~ν)
]r−1
γ`(~ν) dH d−1 =−
∫
Γ
(~g . G˜`~κG˜`)γ`(~ν) dH d−1 ; (2.46)
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where ~κG˜` := ∇G˜`s .
[[
γ`(~ν)
γ(~ν)
]r−1
∇G˜`s ~id
]
, `= 1→ L, are such that
L
∑`
=1
γ`(~ν(~z))~κG˜`(~z) . G˜`~t = 0 ∀~t ∈ T~zΓ (2.47)
for any~z ∈ Γ . In addition, it holds that
L
∑`
=1
γ`(~ν) G˜`~κG˜` = κγ~ν . (2.48)
Moreover, for functions~u,~v : Γ → Rd it holds that
L
∑`
=1
∫
Γ
(
~u,∇G˜`s .
[[γ`(~ν)
γ(~ν)
]r−1
∇G˜`s ~v
])
G˜`
γ`(~ν) dH d−1
=−
L
∑`
=1
∫
Γ
[γ`(~ν)
γ(~ν)
]r−1
(∇G˜`s ~u,∇G˜`s ~v)G˜` γ`(~ν) dH
d−1 , (2.49)
which is the analogue of (2.38b). Finally, the corresponding analogue of (2.43) also
holds, i.e. for ~ξ : Γ → Rd we have that
∫
Γ
κγ~ν .~ξ dH d−1+
L
∑`
=1
∫
Γ
[γ`(~ν)
γ(~ν)
]r−1
(∇G˜`s ~id,∇G˜`s ~ξ )G˜` γ`(~ν) dH d−1 = 0 . (2.50)
Proof Let H`,C` ∈R(d−1)×(d−1) be defined as in (2.11) and the proof of Lemma 2.5,
respectively, with G˜ replaced by G˜`. Then, similarly to (2.30), we have that
d
dδ |Γ (δ )|γ =
d
dδ
∫
D
(
L
∑`
=1
[detC`(δ )]
r
2
) 1
r
dL d−1 .
Hence it holds that
d
dδ |Γ (δ )|γ |δ=0
=
∫
D
(
L
∑`
=1
[detC`(0)]
r
2
) 1
r−1 L
∑`
=1
[detC`(0)]
r−1
2
√
detH` (∇G˜`s .~g)◦~x dL d−1
=
L
∑`
=1
∫
Γ
(∇G˜`s .~g)
[γ`(~ν)]r
[γ(~ν)]r−1 dH
d−1 .
Similarly to (2.21b), we have that
[∇G˜`s .(
[γ`(~ν)
γ(~ν)
]r−1
∇G˜`s ~g)]◦~x= [detH`]−
1
2
d−1
∑
i, j=1
∂i
[[γ`
γ
]r−1√detH` hi j` ∂ j (~g◦~x)] ,
(2.51)
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where here and throughout this proof we use the short hand notation
[ γ`
γ
]r−1
:=[
γ`(~ν)
γ(~ν)
]r−1◦~x. As in (2.34), on assuming w.l.o.g. that~g has compact support in~x(D)⊂
Γ , it then follows from (2.19b), (2.12), the symmetry of H` and (2.51), on recalling
(1.10), that∫
Γ
(∇G˜`s .~g)
[γ`(~ν)
γ(~ν)
]r−1
γ`(~ν) dH d−1
=
∫
D
d−1
∑
j=1
(
∂ j [~g◦~x] . G˜`
d−1
∑
i=1
√
detH` hi j` ∂i~x
)[γ`
γ
]r−1 dL d−1
=−
∫
D
(~g◦~x) . G˜`
d−1
∑
i, j=1
∂ j
[[γ`
γ
]r−1√detH` hi j` ∂i~x]dL d−1
=−
∫
Γ
(
~g,∇G˜`s .
[[γ`(~ν)
γ(~ν)
]r−1
∇G˜`s ~id
])
G˜`
γ`(~ν) dH d−1
=−
∫
Γ
(~g,~κG˜`)G˜` γ`(~ν) dH
d−1 .
We now prove (2.47). As in the proof of Lemma 2.7, it is sufficient to show that
∑L`=1 γ`(~ν)(~κG˜` , ∂k~x)G˜` = 0, k = 1→ d − 1. Similarly to (2.36), it first holds for
`= 1→ L that
[detH`]−
1
2
d−1
∑
i, j=1
∂i
[[γ`
γ
]r−1√detH` hi j` ∂ j~x] . G˜` ∂k~x
= [detH`]−
1
2
d−1
∑
i, j=1
∂i
[[γ`
γ
]r−1√detH` hi j` ∂ j~x . G˜` ∂k~x]− [γ`γ ]r−1 d−1∑i, j=1hi j` ∂ j~x . G˜` ∂ 2ik~x
= [detH`]−
1
2
[γ`
γ
]r−1 d−1∑
i, j=1
∂i
[√
detH` hi j` ∂ j~x . G˜` ∂k~x
]
− [γ`γ ]r−1 d−1∑i, j=1hi j` ∂ j~x . G˜` ∂ 2ik~x
+[detH`]−
1
2
d−1
∑
i, j=1
∂i
[γ`
γ
]r−1[√detH` hi j` ∂ j~x . G˜` ∂k~x]
=
d−1
∑
i, j=1
∂i
[γ`
γ
]r−1[hi j` ∂ j~x . G˜` ∂k~x]= d−1∑
i=1
∂i
[γ`
γ
]r−1δik = ∂k [γ`γ ]r−1. (2.52)
Multiplying (2.52) with γ` ≡ γ`(~ν)◦~x and summing for `= 1→ L yields that
L
∑`
=1
γ`(~ν)(~κG˜` ,∂k~x)G˜` =
L
∑`
=1
γ` ∂k
[γ`
γ
]r−1
= (r−1)
(
γ1−r
L
∑`
=1
γr−1` ∂k γ`−∂k γ
)
= 0 ,
on recalling (1.13).
Combining (1.4), (2.45) with ~g = g~ν , (2.46) and (2.47) yields (2.48), which is
the analogue of (2.37). Next we note that the proof of (2.49) is a simple extension of
that of (2.38b). Finally, similarly to (2.44), the desired result (2.50) now follows from
(2.49), (2.46) and (2.48). uunionsq
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Remark 2.4 We note that in line with Remark 2.1, (2.50) is clearly independent from
the chosen parameterization ~x : D → Rd of Γ . In particular, in practice it is often
advantageous to consider a global parameterization ~x : Ω → Γ , where Ω ⊂ Rd is a
suitable compact reference manifold without boundary, recall (1.9). This will be the
chosen viewpoint from now on in this paper.
3 Finite Element Approximation
Similarly to [4], we introduce the following finite element approximation, based on
the seminal paper [14]. Let 0 = t0 < t1 < .. . < tM−1 < tM = T be a partitioning
of [0,T ] into possibly variable time steps τm := tm+1− tm, m = 0→ M− 1. We set
τ := maxm=0→M−1 τm. Let Γ m ⊂ Rd be a (d− 1)-dimensional polyhedral surface,
i.e. a union of non-degenerate (d− 1)-simplices with no hanging vertices (see [13,
p. 164] for d = 3), approximating the closed surface Γ (tm), m = 0→ M. We now
parameterize the new closed surface Γ m+1 over Γ m. Hence, given ~Xm, a parameteri-
zation of Γ m, we introduce the following finite element spaces. Let Γ m =
⋃J
j=1σmj ,
where {σmj }Jj=1 is a family of mutually disjoint open (d−1)-simplices with vertices
{~qmk }Kk=1, and set h :=max j=1→J diam(σmj ). Then for m= 0→M−1, let
V (Γ m) := {~χ ∈C(Γ m,Rd) :~χ |σmj is linear ∀ j = 1→ J}
=: [W (Γ m)]d ⊂ H1(Γ m,Rd),
whereW (Γ m) ⊂ H1(Γ m,R) is the space of scalar continuous piecewise linear func-
tions on Γ m, with {φmk }Kk=1 denoting the standard basis ofW (Γ m).
For scalar and vector functions u,v ∈ L2(Γ m,R(d)) we introduce the L2 inner
product 〈∙, ∙〉m over the current polyhedral surface Γ m as follows
〈u,v〉m :=
∫
Γm
u .v dH d−1. (3.1)
Here and throughout this paper, ∙(∗) denotes an expression with or without the super-
script ∗, and similarly for subscripts. Moreover, for m ≥ 1, ~Xm ∈ V (Γ m−1) and for
m≥ 0 we also note that ~Xm = ~id is the identity function on Γ m.
If u,v are piecewise continuous, with possible jumps across the edges of {σmj }Jj=1,
we introduce the mass lumped inner product 〈∙, ∙〉hm as
〈u,v〉hm := 1d
J
∑
j=1
|σmj |
d
∑
k=1
(u .v)((~qmjk)
−), (3.2)
where {~qmjk}dk=1 are the vertices of σmj , and where we define u((~qmjk)−) :=
lim
σmj 3~p→~qmjk
u(~p). Here |σmj | = 1(d−1)! |(~qmj2 −~qmj1)∧ ∙∙ ∙ ∧ (~qmjd −~qmj1)| is the measure of
σmj . In addition, we introduce the unit normal~νm to Γ m; that is,
~νmj :=~ν
m |σmj :=
(~qmj2 −~qmj1)∧∙∙ ∙∧ (~qmjd −~qmj1)
|(~qmj2 −~qmj1)∧∙∙ ∙∧ (~qmjd −~qmj1)|
,
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where we have assumed that the vertices {~qmjk}dk=1 of σmj are ordered such that ~νm :
Γ m→ Rd induces an orientation on Γ m. Finally, we set | ∙ |2
m(,h) := 〈∙, ∙〉(h)m .
Hence, on recalling (1.16a) and (2.50), we propose the following approxima-
tion to (1.5a) with γ defined by (1.12) for a given r ∈ [1,∞): Find {~Xm+1,κm+1γ } ∈
V (Γ m)×W (Γ m) such that
〈~X
m+1−~Xm
τm
,χ~νm〉hm−〈β (~νm)κm+1γ ,χ〉hm = 0 ∀ χ ∈W (Γ m), (3.3a)
〈κm+1γ ~νm,~η〉hm+
L
∑`
=1
∫
Γm
[γ`(~νm+1)
γ(~νm+1)
]r−1
(∇G˜`s ~Xm+1,∇G˜`s ~η)G˜` γ`(~ν
m) dH d−1 = 0
∀ ~η ∈V (Γ m) ; (3.3b)
where, as noted above, the inner products 〈∙, ∙〉m, 〈∙, ∙〉hm as well as ∇G˜`s depend on m.
The corresponding approximation for motion by anisotropic surface diffusion,
(1.5b), is given by: Find {~Xm+1,κm+1γ } ∈V (Γ m)×W (Γ m) such that
〈~X
m+1−~Xm
τm
,χ~νm〉hm−〈β (~νm)∇sκm+1γ ,∇s χ〉m = 0 ∀ χ ∈W (Γ m) , (3.4)
and (3.3b) hold. We note that (3.3a,b) and (3.4), (3.3b) for the choice r = 1 in (1.12)
reduce to a linear system for the unknowns ~Xm+1 and κm+1γ . In particular, we note that
(3.3a,b) and (3.4), (3.3b) for the isotropic surface energy γ(~p) = |~p| and the mobility
β ≡ 1 reduce in the case d= 3 to the schemes considered in [4]. Note furthermore that
in the case d = 2, the above schemes, for r = 1, collapse to the schemes considered
in [3]. This can be seen from the fact that in this case
γ`(~νm)(∇G˜`s ~Xm+1,∇G˜`s ~η)G˜` = γ`(~ν
m)(G˜` ∂~t1 ~X
m+1,∂~t1~η)
= [γ`(~νm)]−1 (G` [~Xm+1s ]⊥,~η⊥s ) , (3.5)
as ~u . G˜`~v = ~u⊥ .G`~v⊥ for all ~u,~v ∈ R2. Here ~t1 = [(~νm)⊥ . G˜` (~νm)⊥]− 12 (~νm)⊥ =
[γ`(~νm)]−1 (~νm)⊥ and ∙s denotes the partial derivative with respect to the arclength s.
Observe that the schemes in [3] are based on a formulation involving the last term in
(3.5), and so do not rely on the definition of G˜` and the novel variational formulation
introduced in Section 2.
In order to approximate (1.7), we adapt (3.3a) to
〈~X
m+1−~Xm
τm
,χ~νm〉hm−〈β (~νm)κm+1γ ,χ〉hm =−
〈β (~νm)κmγ ,1〉hm
〈1,1〉m 〈1,χ〉m
∀ χ ∈W (Γ m), (3.6)
where we use the obvious interpretation of κmγ on Γ m, and where κ0γ ∈W (Γ 0) is
suitably chosen, see [4] for details in the isotropic case. Curvature flows for which the
normal velocity is a nonlinear function of the anisotropic mean curvature of the form
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(1.8) can be approximated by the scheme: Find {~Xm+1,κm+1γ } ∈ V (Γ m)×W (Γ m)
such that
〈~X
m+1−~Xm
τm
,χ~νm〉hm−〈β (~νm) f (κm+1γ ),χ〉hm = 0 ∀ χ ∈W (Γ m) (3.7)
and (3.3b) hold. Under certain assumptions on f existence, uniqueness and stability
can be shown for (3.7) and (3.3b), see [4] for the details in the isotropic case.
Remark 3.1 A possible approximation for (1.14a) and (1.17), (recall its weak form
(1.16a), (1.18)), that can be used for an arbitrary differentiable anisotropy function γ
satisfying (1.2), is the following. Find {~Xm+1, κm+1γ } ∈V (Γ m)×W (Γ m) such that
〈~X
m+1−~Xm
τm
,χ~νm〉hm−〈β (~νm)κm+1γ ,χ〉hm = 0 ∀ χ ∈W (Γ m), (3.8a)
〈κm+1γ ~νm,~η〉hm+ 〈γ(~νm)∇s~Xm+1,∇s~η〉m = 〈[~νm [γ ′(~νm)]T ],∇s~η〉m
∀ ~η ∈V (Γ m) ; (3.8b)
where for the purposes of this remark, we need to extend the definitions for 〈∙, ∙〉m to
matrix valued functions, similarly to (3.1). To this end, we define A .B :=
∑dk,l=1Akl Bkl for A,B ∈ Rd×d . The system (3.8a,b) uses a similar time discretization
to the scheme: Find ~Xm+1 ∈V (Γ m) such that for all ~η ∈V (Γ m)
〈[β (~νm)]−1 ~X
m+1−~Xm
τm
,~η〉hm+ 〈γ(~νm)∇s~Xm+1,∇s~η〉m = 〈[~νm [γ ′(~νm)]T ],∇s~η〉m ,
(3.9)
which was studied in [12]. The key difference between the schemes (3.8a,b) and (3.9)
is that the former approximates (1.14) and (1.17), whereas the latter approximates
~xt = β (~ν)κγ~ν and (1.17); that is, the tangential movement is not specified in the
former, whereas it is (approximately) zero in the latter. We note that although in
practice the approximation (3.8a,b) behaves well, it does not appear possible to prove
a stability result similar to Theorem 3.2, below. Moreover, the corresponding scheme
for anisotropic surface diffusion, (3.4) and (3.8b), is unstable in practice, unless very
small time step sizes τm are used; and even then, it usually eventually fails due to the
coalescence of mesh points.
An alternative approximation to (1.5) is given in [22] and can be stated as: Let
~Xm+1 := ~Xm+τm~Vm+1, where~Vm+1 ∈V (Γ m) is part of the solution of: Find {~Vm+1,
κm+1γ ,~κ
m+1
γ ,Vm+1} ∈ V (Γ m)×W (Γ m)×V (Γ m)×W (Γ m) such that for all ~η ∈
V (Γ m) and χ ∈W (Γ m)
〈~κm+1γ ,~η〉m+ τm 〈γ(~νm)∇s~Vm+1,∇s~η〉m =−〈γ(~νm)∇s~Xm,∇s~η〉m
+ 〈[~νm [γ ′(~νm)]T ],∇s~η〉m, (3.10a)
〈κm+1γ ,χ〉m−〈~κm+1γ ,χ~νm〉m = 0 , (3.10b)
〈Vm+1,χ〉m−〈∇sκm+1γ ,∇s χ〉m = 0, (3.10c)
〈~Vm+1,~η〉m−〈Vm+1~νm,~η〉m = 0. (3.10d)
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The scheme (3.10a–d) is the straightforward adaptation of the isotropic scheme in [2]
and is based on the variational formulation of
~xt = ~V = V ~ν , V =−Δsκγ , κγ =~κγ .~ν and (1.17);
as opposed to the formulation (1.16a) and (2.50) considered in this paper for the
class of anisotropies (1.12). We note that, crucially, there is no stability results for
either (3.9) or (3.10a–d). This, and the fact that both approximations only change the
parameterization ~Xm in the normal direction, means that great care must be taken in
practice in order to avoid pathological mesh distortions and unphysical evolutions;
see e.g. [22] for details.
Before we can proceed to prove existence and uniqueness to our approximations,
we have to make the following very mild assumption on the polyhedral surfaces at
each time level.
(A ) We assume for m = 0→M that |σmj | > 0 for all j = 1→ J. For k = 1→ K, let
T mk := {σmj :~qmk ∈ σmj } and set
Λmk := ∪σmj ∈T mk σmj and ~ωmk :=
1
|Λmk | ∑σmj ∈T mk
|σmj |~νmj .
Then we further assume that dimspan{~ωmk }Kk=1 = d, m= 0→M−1.
Remark 3.2 We note that one can interpret ~ωmk as a weighted normal defined at the
node ~Xm(~qmk ) = ~qmk of the surface Γ m, where in general |~ωmk | < 1. In addition, we
note that (A ) is only violated in very rare occasions. For example, if d ≤ 3 it always
holds for surfaces without self intersections.
Theorem 3.1 Let the assumption (A ) hold and let r = 1. Then there exists a unique
solution {~Xm+1,κm+1} ∈V (Γ m)×W (Γ m) to the systems (3.3a,b) and (3.4), (3.3b).
Proof As (3.3a,b) is linear, existence follows from uniqueness. To investigate the
latter, we consider the system: Find {~X ,κγ} ∈V (Γ m)×W (Γ m) such that
〈~X ,χ~νm〉hm− τm 〈β (~νm)κγ ,χ〉hm = 0 ∀ χ ∈W (Γ m),
(3.11a)
〈κγ~νm,~η〉hm+
L
∑`
=1
∫
Γm
(∇G˜`s ~X ,∇G˜`s ~η)G˜` γ`(~ν
m) dH d−1 = 0 ∀ ~η ∈V (Γ m).
(3.11b)
Choosing χ = κγ ∈W (Γ m) in (3.11a) and ~η = ~X ∈V (Γ m) in (3.11b) yields that
L
∑`
=1
∫
Γm
(∇G˜`s ~X ,∇G˜`s ~X)G˜` γ`(~ν
m) dH d−1+ τm 〈β (~νm)κγ ,κγ〉hm = 0 . (3.12)
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It follows from (3.12), (2.8), the positive definiteness of G˜`, `= 1→ L, and the posi-
tivity of β that κγ ≡ 0 and ~X ≡ ~Xc ∈ Rd ; and hence that
〈~Xc,χ~νm〉hm = 0 ∀ χ ∈W (Γ m). (3.13)
Choosing χ = φmk in (3.13) yields that ~Xc . ~ωmk = 0 for k = 1→ K. It follows from
assumption (A ) that ~Xc=~0. Hence we have shown that there exists a unique solution
{~Xm+1,κm+1γ } ∈V (Γ m)×W (Γ m) to (3.3a,b).
The corresponding proof for the system (3.4), (3.3b) is similar with only a minor
modification; see e.g. [4] for the isotropic case. uunionsq
Remark 3.3 Let us remark that in the case r > 1 the nonlinear system (3.3a,b) for
{~Xm+1,κm+1γ } is not continuously dependent on the variable ~Xm+1. For certain choi-
ces of the unknown ~Xm+1, simplices might degenerate and in such a case the normal
is discontinuous and therefore discontinuities appear in (3.3a,b). Due to this fact it
is not possible to show existence of solutions to (3.3a,b) with the help of Brouwer’s
fixed point theorem. However, in practice we had no difficulties in finding solutions
to the nonlinear systems (3.3a,b) and (3.4), (3.3b), and the employed iterative solvers
always converged; see Section 4.
On the other hand, one could consider the obvious linearizations of (3.3a,b) and
(3.4), (3.3b), obtained by replacing~νm+1 with~νm in (3.3b). Then it is straightforward
to show existence and uniqueness for the solutions of the arising linear systems for
any r ∈ [1,∞). However, it then no longer appears possible to prove the correspond-
ing stability result (3.19a,b), below, and numerical evidence suggests that instabilities
occur unless very small time step sizes τm are used. Hence we prefer the (uncondi-
tionally stable) nonlinear schemes (3.3a,b) and (3.4), (3.3b).
We recall that for d = 2 and r = 1 unconditional stability of the schemes (3.3a,b)
and (3.4), (3.3b) has been shown in [3]. We now prove the unconditional stability of
these schemes for d = 3 and arbitrary r ≥ 1.
Lemma 3.1 Let d = 3 and ϒ = ⋃Jj=1σ j be a polyhedral surface. Then we have for
j = 1→ J and `= 1→ L that
1
2
∫
σ j
γ`(~ν
~id) |∇G˜`s ~Y |2G˜` dH
2 ≥
∫
~Y (σ j)
γ`(~ν~Y ) dH 2 = |~Y (σ j)|γ` ∀~Y ∈V (ϒ ) ,
(3.14)
with equality for~Y = ~id∈V (ϒ ). Here~ν~Y is the unit normal on the polyhedral surface
~Y (ϒ ) and | ∙ |2
G˜`
:= (∙, ∙)G˜` .
Proof Let {~t1,~t2} and {~ρ1,~ρ2} be orthonormal bases of the plane containing σ j, with
respect to the (∙, ∙)G˜` inner product and the standard inner product, respectively. Then,
on recalling (2.7) and (2.8), it holds on σ j that
γ`(~ν
~id) |∇G˜`s ~Y |2G˜` = γ`(~ν
~id)
2
∑
i=1
(∂~ti~Y ,∂~ti~Y )G˜` = γ`(~ν
~id)
2
∑
i=1
|Λ˜` ∂~ti~Y |2 , (3.15)
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where Λ˜ 2` = G˜`. Let~ti =∑2l=1 ail~ρl for some A := (ail)2i,l=1. Then, similarly to (2.13),
one can show that
(detA)2 det(∂~ρi~Y .∂~ρl~Y )
2
i,l=1 = det(∂~ti~Y .∂~tl~Y )
2
i,l=1 , with detA= [γ`(~ν
~id)]−1 .
(3.16)
Similarly to (2.14), it follows from (3.16) that
|~Y (σ j)|γ` =
∫
~Y (σ j)
γ`(~ν~Y ) dH 2
=
∫
σ j
[
det(∂~ti~Y . G˜` ∂~tl~Y )
2
i,l=1 det(∂~ρi~Y .∂~ρl~Y )2i,l=1
det(∂~ti~Y .∂~tl~Y )2i,l=1
] 1
2
dH 2
=
∫
σ j
γ`(~ν
~id)
√
det(∂~ti~Y . G˜` ∂~tl~Y )2i,l=1 dH
2
=
∫
σ j
γ`(~ν
~id) |Λ˜` ∂~t1~Y × Λ˜` ∂~t2~Y | dH 2 . (3.17)
Next we note that
|~a×~b| ≤ |~a| |~b| ≤ 12 ( |~a|2+ |~b|2 ) ∀~a,~b ∈ R3 (3.18)
with equality if and only if ~a .~b = 0 and |~a| = |~b|. The desired results (3.14) then
follow immediately on combining (3.17), (3.15) and (3.18); and on noting that if ~Y
is the identity function on σ j, then ∂~ti~Y =~ti and Λ˜` ∂~ti~Y .Λ˜` ∂~tl~Y = (~ti,~tl)G˜` = δil on
σ j. uunionsq
Theorem 3.2 Let d = 3 and {~Xm,κmγ }Mm=1 be a solution of (3.3a,b). Then for k =
1→M we have that
|Γ k|γ +
k−1
∑
m=0
τm 〈β (~νm)κm+1γ ,κm+1γ 〉hm ≤ |Γ 0|γ , (3.19a)
where we recall (1.1). Similarly, the solution to (3.4), (3.3b) satisfies
|Γ k|γ +
k−1
∑
m=0
τm 〈β (~νm)∇sκm+1γ ,∇sκm+1γ 〉m ≤ |Γ 0|γ (3.19b)
for k = 1→M.
Proof As the two proofs are almost identical, it is sufficient to show (3.19b). Choos-
ing χ = κm+1γ ∈W (Γ m) in (3.4) and ~η = ~X
m+1−~Xm
τm
∈V (Γ m) in (3.3b) yields that
L
∑`
=1
∫
Γm
[γ`(~νm+1)
γ(~νm+1)
]r−1
(∇G˜`s ~Xm+1,∇G˜`s (~Xm+1−~Xm))G˜` γ`(~ν
m) dH 2
+ τm 〈β (~νm)∇sκm+1γ ,∇sκm+1γ 〉m = 0 . (3.20)
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Then it holds for any ` ∈ {1, . . . ,L} and j ∈ {1, . . . ,J}, on recalling (3.14), that∫
σmj
γ`(~νm)(∇G˜`s ~Xm+1,∇G˜`s (~Xm+1−~Xm))G˜` dH
2
= 12
∫
σmj
γ`(~νm) |∇G˜`s ~Xm+1|2G˜` dH
2− 12
∫
σmj
γ`(~νm)|∇G˜`s ~Xm|2G˜` dH
2
+ 12
∫
σmj
γ`(~νm) |∇G˜`s (~Xm+1−~Xm)|2G˜` dH
2
≥
∫
σm+1j
γ`(~νm+1) dH 2−
∫
σmj
γ`(~νm) dH 2 . (3.21)
Multiplying (3.21) with the constant
[
γ`(~νm+1)
γ(~νm+1)
]r−1
and summing for ` = 1→ L and
j = 1→ J yields, on employing a Ho¨lder inequality, that
L
∑`
=1
∫
Γm
[γ`(~νm+1)
γ(~νm+1)
]r−1
(∇G˜`s ~Xm+1,∇G˜`s (~Xm+1−~Xm))G˜`γ`(~ν
m) dH 2
≥
L
∑`
=1
∫
Γm+1
[γ`(~νm+1)]r
[γ(~νm+1)]r−1 dH
2−
L
∑`
=1
∫
Γm
[γ`(~νm+1)
γ(~νm+1)
]r−1
γ`(~νm) dH 2
≥
∫
Γm+1
γ(~νm+1) dH 2−
∫
Γm
γ(~νm) dH 2 . (3.22)
Combining (3.22) and (3.20), yields that
|Γ m+1|γ −|Γ m|γ + τm 〈β (~νm)∇sκm+1γ ,∇sκm+1γ 〉m ≤ 0 . (3.23)
Summing (3.23) for m= 0→ k−1 yields the desired result (3.19b). uunionsq
We note that (3.19a,b) are the discrete analogues of (1.6). They are also the nat-
ural extensions of the stability results for curves, d = 2, that were derived in [3] for
the case r = 1. Combining the approach for curves there and the ideas presented
above allows one to extend the stability results for d = 2 to r > 1. To our knowledge,
(3.19a,b) are the first stability results for a direct approximation of (1.5a,b) in higher
space dimensions.
Remark 3.4 Similarly to [3, Remark 2.7], it is worthwhile to consider continuous in
time semidiscrete versions of our schemes. For example, we replace (3.4), (3.3b) by
〈~Xt ,χ~νh〉h−〈β (~νh)∇sκγ ,∇s χ〉= 0 ∀χ ∈W (Γ h(t)) , (3.24a)
〈κγ~νh,~η〉h+
L
∑`
=1
∫
Γ h
[γ`(~νh)
γ(~νh)
]r−1
(∇G˜`s ~X ,∇G˜`s ~η)G˜` γ`(~ν
h) dH d−1 = 0
∀~η ∈V (Γ h(t)) ; (3.24b)
where we always integrate over the current surface Γ h(t) (with normal ~νh(t)) de-
scribed by the identity function ~X(t) ∈ V (Γ h(t)). In addition, 〈∙, ∙〉(h) is the same
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as 〈∙, ∙〉(h)m with Γ m and ~Xm replaced by Γ h(t) and ~X(t), respectively. It is straightfor-
ward to show that (3.24a,b) conserves the enclosed volume exactly; since on choosing
χ ≡ 1 in (3.24a) and taking into account (3.2) yields that
0= 〈~Xt ,~νh〉h =
∫
Γ h
~Xt .~νh dH d−1 =
d
dt [Vol(Γ
h(t))]. (3.25)
Of course, (3.25) applies to the corresponding semidiscrete analogue of (3.6) with
(3.3b), as it is based solely on (3.24a) with χ ≡ 1.
In [3, Remark 2.7] we showed for a closed curve that the scheme (3.24a,b) for
d = 2 and r = 1, and the corresponding semidiscrete analogues of (3.3a,b) and (3.6)
with (3.3b) will always equidistribute the nodes along the polygonal approximation
to the curve according to some nontrivial weighting function, if the corresponding
intervals are not locally parallel. In particular, for L = 1 in (1.12) we obtained an
equidistribution with respect to γ; that is, γ(~X(~qk+1)− ~X(~qk)) is constant for all k
with {~qk}Kk=1 sequential around the polygon. Moreover, in [4] we derived for d = 3 in
the isotropic case a similar, but weaker, criterion that is satisfied by the triangulations
of the evolving polyhedral surfaces for our schemes.
It is possible to formulate criteria which are fulfilled by the schemes in this paper,
and which lead to good mesh properties also in the anisotropic case. This discussion
is a natural generalization of the isotropic case and involves γ-conformal mappings,
i.e. roughly speaking mappings that preserve geometric information which are for-
mulated with the help of the anisotropy function γ . We do not give the details here,
but refer to [4] for the corresponding results in the isotropic case.
4 Solution of the discrete system
We introduce the matrices ~Nm ∈ (Rd)K×K and Mβ ,m,A(β ,)m ∈ RK×K with entries
[Mβ ,m]kl := 〈β (~νm)φmk ,φml 〉hm, [~Nm]kl :=
∫
Γm
πm[φmk φml ]~νm dH d−1,
[Am]kl := 〈∇s φmk ,∇s φml 〉m, [Aβ ,m]kl := 〈β (~νm)∇s φmk ,∇s φml 〉m, (4.1)
where πm : C(Γ m,R)→W (Γ m) is the standard interpolation operator at the nodes
{~qmk }Kk=1. In addition, given an approximation ~νm+1,i to ~νm+1, where ~νm+1,i is a
constant vector on any σmj , j = 1→ J, we introduce ~Aim ∈ (Rd×d)K×K with entries
[~Aim]kl ∈ Rd×d , k, l = 1→ K, defined by
~z . [~Aim]kl~y=
L
∑`
=1
∫
Γm
[γ`(~νm+1,i)
γ(~νm+1,i)
]r−1
(∇G˜`s (~zφmk ),∇G˜`s (~yφml ))G˜` γ`(~ν
m) dH d−1
=
L
∑`
=1
〈
[γ`(~νm+1,i)
γ(~νm+1,i)
]r−1
γ`(~νm)∇G˜`s φmk ,∇G˜`s φml 〉m~z . G˜`~y ∀~z,~y ∈ Rd ,
(4.2)
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where we have noted (2.8). Hence the computation of ~Aim reduces to assembling ma-
trices of the form(〈[γ`(~νm+1,i)
γ(~νm+1,i)
]r−1
γ`(~νm)∇G˜`s φmk ,∇G˜`s φml
〉
m
)K
k,l=1
.
This is straightforward, since assembling e.g. (〈∇G˜`s φmk ,∇G˜`s φml 〉m)Kk,l=1 is very simi-
lar to assembling Am in (4.1), on recalling (2.5).
4.1 The linear case
First, we will consider the linear case r = 1, when the definition (4.2) is independent
of i, so that we can write ~Am. We can then formulate (3.3a,b), for r = 1, as: Find
{δ~Xm+1,κm+1γ } ∈ (Rd)K×RK , such that(
τmMβ ,m −~NTm
~Nm ~Am
)(
κm+1γ
δ~Xm+1
)
=
(
0
−~Am~Xm
)
, (4.3)
where, with the obvious abuse of notation, δ~Xm+1=(δ~Xm+11 , . . . ,δ~Xm+1K )T and κm+1γ
= (κm+1γ,1 , . . . ,κ
m+1
γ,K )
T are the vectors of coefficients with respect to the standard basis
of ~Xm+1−~Xm and κm+1γ , respectively. We can transform (4.3) to
κm+1γ =
1
τm
M−1β ,m~N
T
m δ~Xm+1, (4.4a)
(~Am+ 1τm ~NmM
−1
β ,m~N
T
m)δ~Xm+1 =−~Am~Xm. (4.4b)
As (4.4b) is clearly symmetric and positive definite, there exists a unique solution to
(4.4b). Moreover, the solution to (4.4a,b) uniquely solves (3.3a,b).
In order to adapt (4.4a,b) to the approximation (3.4), (3.3b) of motion by aniso-
tropic surface diffusion, i.e. (4.3) withMβ ,m replaced by Aβ ,m, we need the following
definitions; see [6] for their equivalents in the isotropic case. Let Sm be the inverse of
Aβ ,m restricted on the subspace (kerAβ ,m)⊥ ≡ (span{1})⊥, where 1 := (1, . . . ,1)T ∈
RK . Let ~Πm be the orthogonal projection onto R⊥m := {~X ∈ (Rd)K : ~XT~Nm1 = 0};
that is, ~Πm := ~IdK − ~w~wT~wT ~w , where ~w := ~Nm1. One can then employ a Schur comple-
ment approach to yield
κm+1γ =
1
τm
Sm~NTm δ~Xm+1, (4.5a)
~Πm (~Am+ 1τm ~NmSm~N
T
m) ~Πm δ~Xm+1 =−~Πm~Am~Xm. (4.5b)
As (3.4), (3.3b) has a unique solution, it is easily established that there exists a unique
solution to (4.5b). Moreover, the system (4.5b) is symmetric and positive definite on
R⊥m , see [6] for the relevant details.
The Schur complement approaches (4.4b) and (4.5b) can be easily solved with a
conjugate gradient solver. As the anisotropic evolution laws considered in this paper
can in practice lead to a very non-uniform distribution of mesh points, it is essential
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to employ a suitable preconditioner for the above mentioned systems. The following
diagonal preconditioner ~Gm ∈ [Rd×d ]K×K with diagonal entries
[~Gm]kk =
[
[~Am]kk+ 1τm [Mβ ,m]
−1
kk diag({([~Nm]kk .~ei)2}di=1)
]−1
, (4.6)
where~ei, i= 1→ d, are the standard basis vectors in Rd , worked very well in practice
for the system (4.4b). Naturally, the definition (4.6) can easily be adapted to the Schur
system (4.5b). Here we used the preconditioner ~Πm ~Hm ~Πm, where ~Hm ∈ [Rd×d ]K×K
is obtained from (4.6) by replacing [Mβ ,m]kk with [Aβ ,m]kk. Note that for the compu-
tations reported on in Section 5, the preconditioned conjugate gradient solver was up
to 5 times faster than the standard conjugate gradient solver.
4.2 The nonlinear case
In order to find the solution to the schemes (3.3a,b) and (3.4), (3.3b) in the nonlinear
setting, when γ is given by (1.12) with r > 1, we employ the following iterative
solution method. For ease of exposition, we only describe it for the scheme (3.3a,b),
as it naturally generalizes to all the other approximations.
At each time step, given {~Xm+1,0,κm+1,0} we seek for i≥ 0 solutions {~Xm+1,i+ 12 ,
κm+1,i+
1
2 } ∈V (Γ m)×W (Γ m) such that for all χ ∈W (Γ m) and ~η ∈V (Γ m)
〈~X
m+1,i+ 12 −~Xm
τm
,χ~νm〉hm−〈β (~νm)κm+1,i+
1
2γ ,χ〉hm = 0 , (4.7a)
〈κm+1,i+
1
2γ ~ν
m,~η〉hm
+
L
∑`
=1
∫
Γm
[γ`(~νm+1,i)
γ(~νm+1,i)
]r−1
(∇G˜`s ~Xm+1,i+
1
2 ,∇G˜`s ~η)G˜` γ`(~ν
m) dH d−1 = 0 . (4.7b)
Clearly, on recalling the Schur complement approach (4.4a,b) for the linear system
(4.3) and on noting the definition (4.2), the coefficient vector δ~Xm+1,i+ 12 ∈ RK is the
unique solution of the linear system
(~Aim+ 1τm ~NmM
−1
β ,m~N
T
m)δ~Xm+1,i+
1
2 =−~Aim~Xm. (4.8a)
On obtaining δ~Xm+1,i+ 12 from (4.8a), we set
~Xm+1,i+1 = (1−μ)~Xm+1,i+μ (~Xm+δ~Xm+1,i+ 12 ) , (4.8b)
where μ ∈ (0,2) is a fixed relaxation parameter. The iteration (4.8a,b) is repeated until
‖~Xm+1,i+1−~Xm+1,i‖∞ < tol, where tol= 10−7 is a chosen tolerance. In practice, the
iteration (4.8a,b) always converged, provided μ < 1 was chosen sufficiently small.
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Table 5.1 Absolute errors ‖~X−~x‖L∞ for the test problem, with T = 12 T = 18 and T = T −τ , respectively.
K ε = 0.5 ε = 0.1
h~X0 T =
1
2 T T = T − τ h~X0 T = 12 T T = T − τ
50 7.1104e-01 4.2822e-02 8.6025e-02 9.0598e-01 1.5049e-02 1.6111e-02
194 4.5309e-01 2.7105e-02 1.1153e-01 6.4277e-01 4.1042e-02 1.0648e-01
770 2.5646e-01 1.0536e-02 1.0260e-01 3.7441e-01 2.1118e-02 1.1484e-01
3074 1.3437e-01 3.1780e-03 7.6203e-02 1.9555e-01 6.6810e-03 9.2615e-02
12290 6.8515e-02 8.7318e-04 4.9815e-02 9.9150e-02 1.8467e-03 6.3176e-02
49154 3.4561e-02 2.3086e-04 3.0128e-02 4.9826e-02 4.9084e-04 4.9324e-02
5 Numerical Results
All the result reported on in this section are for the evolution of hypersurfaces in R3,
so d = 3 throughout. Unless otherwise stated, we use a constant mobility β ≡ 1; and
for the anisotropy (1.12), we take G` of the form (1.20) with ε` = ε , `= 1→ L.
Throughout this section we use essentially uniform time steps, i.e. τm = τ , m =
0→M−2, and τM−1 = T − tm−1. For later purposes, we define
~X(t) := t−tm−1τm−1
~Xm+ tm−tτm−1
~Xm−1 t ∈ [tm−1, tm] m≥ 1.
Finally, we note that we implemented the approximations within the finite element
toolbox ALBERTA, see [24].
5.1 Anisotropic mean curvature flow
It was shown in [25] that for the anisotropic mobility β = γ , an exact solution to
(1.5a) is given by
Γ (t) = {~q ∈ Rd : γ∗(~q) =
√
1−2(d−1) t}, (5.1)
i.e. shrinking boundaries of Wulff shapes. Using (5.1) we now perform a convergence
test for our approximation (3.3a,b) with β = γ . An exact solution to (1.5a) with β = γ
defined by (1.12) with L = 1 and G1 = diag(1,ε2,ε2), on noting (1.19) and (5.1), is
given by
~x(∙, t) = (1−4 t) 12 G
1
2
1
~idS2 , t ∈ [0,T ), T = 0.25; (5.2)
where ~idS2 is the identity function on the unit sphere Ω ≡ S2 ⊂ R3. For ε = 0.5 and
ε = 0.1 we report on the error ‖~X −~x‖L∞ in Table 5.1. Here we always compute the
error ‖~X −~x‖L∞ := maxm=1→M ‖~X(tm)−~x(∙, tm)‖L∞ , where ‖~X(tm)−~x(∙, tm)‖L∞ :=
maxk=1→K
{
min~y∈Ω |~Xm(~qmk )−~x(~y, tm)|
}
between ~X and the true solution on the
interval [0,T ] by employing a Newton method. We used τ = 0.125h2~X0 and either
T = 12 T or T = T − τ . We note that the experiments indicate that the convergence
rate for the error away from the singularity is O(h2), and up to the singularity at
time T is of order less than O(h), which corresponds to the results obtained for the
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Fig. 5.1 Plots of ~X(t) at times t = 0, 12 ˉT , ˉT − τ .
Fig. 5.2 Plots of ~X(t) at times t = 0, 0.01, 0.03, 0.06, T = 0.08 (all on the same scale), and ~X(T )
(rescaled).
isotropic case in [4]. In Figure 5.1, we present the evolution for the case K = 3074
and ε = 0.5. Here and throughout the paper, we use the same scaling for all the plots
in a figure, unless otherwise stated.
An experiment for anisotropic mean curvature flow for the anisotropy function γ
as in the second row in Figure 1.2 and β = γ can be see in Figure 5.2. The initial
surface is given by a unit sphere, and the discretization parameters are K = 770,
J = 1536, τ = 10−3 and T = 0.08. It is interesting to note that the initially spherical
surface shrinks to a point by adopting an elongated shape with rounded facets that are
aligned with theWulff shape. In comparison, the same evolution for β = 1 is shown in
Figure 5.3, where we integrated until time T = 0.12. Here the surface attains a much
flatter shape. These different shapes can be explained by the fact that the chosen γ
is smaller on the top and bottom facets of the Wulff shape, and hence for β = γ the
surface shrinks faster on the vertical sides.
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Fig. 5.3 Plots of ~X(t) at times t = 0, 0.01, 0.03, 0.06, T = 0.12 (all on the same scale), and ~X(T )
(rescaled).
Fig. 5.4 Plots of ~X(t) at times t = 0, 0.1, 0.2, 0.25.
5.2 Regularized crystalline mean curvature flow
In this subsection, we report on numerical experiments that approximate motion by
crystalline mean curvature flow, see e.g. [27,1]. To this end, we used the anisotropy
as depicted in the first row of Figure 1.2, but here chose a smaller ε = 10−5. The
evolution of an initial letter “L”, that is made up of forty unit cubes and has total
dimension 8× 2× 4, can be seen in Figure 5.4, where we used the discretization
parameters K = 2818, J= 5632, τ = 10−3 and T = 0.25. We note that, as predicted in
[7, p. 193]; see also [8], for the true crystalline mean curvature flow, we observe facet
breaking. We note that the triangulations in this simulation deteriorate slightly, with a
small band of vertices forming on the surface. Although this is an undesirable effect
of the tangential motion induced by our scheme, the meshes are still well behaved and
the linear systems at each time step are still easy to solve. We repeated this experiment
for the mobility β = γ and obtained very similar results, and so omitted them here.
In a second experiment, we investigated the evolution of a dumbbell-like initial
surface under motion by (regularized) crystalline mean curvature flow. Here we ob-
serve that, as in the isotropic case, a pinch-off occurs in finite time. In particular, the
middle neck connecting the two cubes is thinning under the flow, until it shrinks to a
line. See Figure 5.5 for details of the evolution. The initial surface has total dimen-
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Fig. 5.5 Plots of ~X(t) at times t = 0, 0.1, 0.18.
Fig. 5.6 A plot of ~X(50) for ε = 10−k , k = 0→ 3.
sions 8× 3× 3, with the thin middle neck having dimensions 2× 1× 1. The chosen
discretization parameters were K = 1826, J = 3648, τ = 10−4 and T = 0.18.
5.3 Anisotropic surface diffusion
In this subsection we present numerical results for our approximation (3.4), (3.3b)
for a variety of anisotropies. We begin with the evolution of the unit sphere towards
the Wulff shape for the anisotropies as depicted in the first row of Figures 1.1 and
1.2. In particular, we take r = 1, L = 3 and ε = 10−k, k = 0→ 3. The discretization
parameters are K = 770 and J = 1536, τ = 10−3 and T = 50. See Figure 5.6 for the
results, where the solutions have reached a numerically steady state. We note that
our scheme manages to approximate these strongly anisotropic evolutions in a stable
fashion, with the vertices of the triangulation distributed such that more mesh points
are represented near the edges, and less vertices on the nearly flat facets of the Wulff
shapes. We chose T = 50, in order to highlight the tangential movement of vertices
induced by our scheme.
In addition, we present corresponding computations for the remaining anisotro-
pies introduced in Section 1. In all the cases, we start from the unit sphere and use
the discretization parameters as in Figure 5.6, with T = 0.5, and only varied the pa-
rameters r, L and {G`}L`=1 associated with (1.12). The results for r = 1, L = 4 and
ε = 10−k, k = 1→ 3, can be seen in Figure 5.7. Moreover, experiments for r = 1,
L = 6 and ε = 10−k, k = 1→ 3, can be seen in Figure 5.8, while an approximation
for (1.21), i.e. r = 1, L= 2 and ε = 10−k, k = 1→ 2, is shown in Figure 5.9.
Experiments for the anisotropies in Figure 1.4, i.e. r = 9 and r = 30, with L= 3,
ε = 10−k, k= 1→ 2, and for the discretization parameters as before except T = 0.02,
are reported on in Figures 5.10 and 5.11, respectively. Similarly, computations for the
anisotropies at the bottom of Figure 1.5 are shown in Figure 5.12. Once again, we note
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Fig. 5.7 A plot of ~X(T ) for ε = 10−k, k = 1→ 3.
Fig. 5.8 A plot of ~X(T ) for ε = 10−k, k = 1→ 3.
Fig. 5.9 A plot of ~X(0) and ~X(T ) for ε = 10−k, k = 1→ 2.
Fig. 5.10 A plot of ~X(0) and ~X(T ) for ε = 10−k, k = 1→ 2.
Fig. 5.11 A plot of ~X(0) and ~X(T ) for ε = 10−k, k = 1→ 2.
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Fig. 5.12 A plot of ~X(0) and ~X(T ) for ε = 10−k, k = 1→ 2.
Table 5.2 Relative volume loss and some errors with respect to the true asymptotic solution ~x? :=
limt→∞~x(∙, t).
K h~X0
|V0−VM |
|V0 | |VM−V(0)| ||ΓM |γ −|Γ ?|γ | ‖~X(T )−~x?‖L∞
26 9.1940e-01 6.34% 1.1300e-00 1.3065e-00 6.5865e-02
98 5.3327e-01 2.87% 3.8157e-01 4.3235e-01 3.0443e-02
386 2.7688e-01 0.89% 1.0673e-01 1.2047e-01 9.7475e-03
1538 1.3975e-01 0.24% 2.7836e-02 3.1428e-02 2.6504e-03
6146 7.0041e-02 0.06% 7.0769e-03 7.9960e-03 6.8220e-04
24578 3.5041e-02 0.02% 1.7805e-03 2.0125e-03 1.7235e-04
that our approximations are able to maintain very good meshes throughout, with no
mesh distortions occurring in practice.
Furthermore, we perform the following convergence test for the scheme (3.4),
(3.3b). For the anisotropy (1.12) with L = r = 1 and G1 = diag(1,ε2,ε2), with ε =
0.5, we choose as initial shape the unit sphere, and let τ = 0.125h2~X0 with T = 10,
by which time the numerical solutions have reached an ellipsoidal “steady state”. In
fact, the true asymptotic solution~x?(∙) := limt→∞~x(∙, t) is given by
~x? = ρG
1
2
1
~idS2 , where ρ := ε−
2
3 ; (5.3)
similarly to (5.2). In Table 5.2 we report on the relative volume loss compared to
the volume V0 = Vol(Γ 0) of the initial polyhedral surface Γ 0, as well as the error
|VM −V(0)| ≡ |Vol(ΓM)−Vol(Γ (0))| and the indicative error ||ΓM|γ − |Γ ?|γ | ≡
||ΓM|γ − limt→∞ |Γ (t)|γ |, i.e. the differences in volume and in surface energy to the
true asymptotic solution, which is given by (5.3). Here we note that |Γ ?|γ = 4π ρ2 ε2,
with ρ defined as in (5.3). We report also on the error ‖~X(T )−~x?‖L∞ between ~X(T )
and the true asymptotic solution ~x?. We present the triangulations ~X(T ) at the final
time T = 10 for two of the experiments in Figure 5.13.
5.4 Regularized crystalline surface diffusion
In this subsection, we report on numerical experiments that approximate motion by
crystalline surface diffusion, see e.g. [11,28]. To this end, we used the anisotropy
as depicted in the first row of Figure 1.2. The evolution of an initial letter “L”, that
is made up of four unit cubes and has total dimension 2× 1× 3, can be seen in
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Fig. 5.13 Plots of ~X(T ) for K = 386 and K = 1538.
Fig. 5.14 Plots of ~X(t) at times t = 0, 0.01, 0.05, 0.1, 0.25.
Fig. 5.15 Plots of ~X(t) at times t = 0.25, 0.5, 1, 1.5, 2, 3.
Figure 5.14, where we used the discretization parameters K = 2306, J = 4608, τ =
10−4 and T = 0.25. As can be seen from the meshes in Figure 5.14, the triangulations
become very non-uniform due to the lack of tangential motion on the almost flat faces
that are aligned with the Wulff shape. We also note that no facet breaking occurs in
this evolution. We now show an example of facet breaking. Starting with the same
initial surface as in Figure 5.4, we compute the evolution under surface diffusion
until time T = 3, with the remaining parameters chosen to be K = 1410, J = 2816
and τ = 10−3. The evolution can be seen in Figure 5.15. We observe that new facets
appear, and disappear again, as the evolution progresses.
An experiment for a cuboid of dimension 4× 1× 1 is shown in Figure 5.16.
For the computation we used a triangulation with K = 1154 vertices and J = 2304
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Fig. 5.16 Plots of ~X(t) at times t = 0, 0.05, 0.1, 0.2, 0.5, 1.
Fig. 5.17 Plots of ~X(t) at times t = 0, 0.05, 0.1, 0.2, 0.5, 1.
triangles. The time step size was chosen to be τ = 10−4 with T = 1. We note that
at time T the cuboid has reached a numerically steady state in the form of the Wulff
shape, which is close to a cube. The observed dimensions are 1.59×1.59×1.59. The
relative volume loss for this experiment was 0.02%. For the interested reader we note
that the preconditioned CG solver for this experiment took 117 minutes, while the
standard CG solver needed 571 minutes.
An experiment for a much longer cuboid of dimension 12× 1× 1 is shown in
Figure 5.17. It is interesting to note that while for isotropic surface diffusion pinch-
off occurs already for the evolution of an initial 8× 1× 1 cuboid, see e.g. [2,4],
this is not the case for the crystalline case approximated here. For the computation
in Figure 5.17 we used a triangulation with K = 3202 vertices and J = 6400 trian-
gles. The time step size was chosen to be τ = 10−4 with T = 1. We note that at
time T , the cuboid has reached dimensions of about 6.07×1.41×1.41. The relative
volume loss for this experiment was 0.005%. Finally, we investigated the evolution
of the dumbbell-like initial surface from Figure 5.5 under motion by (regularized)
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Fig. 5.18 Plots of ~X(t) at times t = 0, 0.5, 0.7, 1, 1.2, 3.
crystalline surface diffusion. In contrast to the corresponding mean curvature flow
calculation, and in line with the previous experiments, we observe that no pinch-off
occurs. Instead, the thin middle neck widens so that the surface becomes a cuboid,
which then evolves towards the (almost) cubic Wulff shape as in the simulations be-
fore. See Figure 5.18 for details of the evolution, where we used the same discretiza-
tion parameters as in Figure 5.5. We note that at time T = 3, the cuboid has reached
dimensions of about 6.9×2.9×2.9.
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