Abstract: The growing availability of financial and macroeconomic data sets including a large number of time series (hence the high dimensionality) calls for econometric methods providing a convenient and parsimonious representation of the covariance structure both in the time and the cross-sectional dimensions. Currently, dynamic factor models constitute the dominant framework across many disciplines for formal compression of information. Recent econometric research has produced a rich body of theory for the estimation of these models and their subsequent use for forecasting and for the estimation of structural economic models.
INTRODUCTION
This study provides empirical evidence for connecting these two seemingly different approaches to forecasting. With the exception of De Mol et al. [2008] who compare the forecasts performance of PCR and Bayesian shrinkage, little is known about the links between BMA and PCR forecasts. De Mol et al. [2008] study the empirical and theoretical properties of Bayesian shrinkage and Ridge regression forecasts and compared them with PCR forecasts. They find that the two methods produce forecasts which are highly correlated with similar out-of-sample performance. De Mol et al. [2008] are the first to consider double (N, T ) asymptotics for the case of shrinkage regression with Gaussian prior. They find that consistency of the Bayesian (Ridge) regression forecast requires that the amount of shrinkage grows asymptotically at a rate equal to the number of predictors N . In the context of Bayesian variable selection, Ouysse and Kohn [2009] find that under empirical Bayes prior, more evidence is extracted from the data with a larger number of cross-sections and not necessarily from longer time series. These findings are consistent with the convergence result shown by Ouysse [2006] in the context of classical analysis of factor models.
Using the notation in De Mol et al. [2008] , consider the (n × 1) vector of covariance stationary processes Z t = (z 1t , · · ·, z nt ) with mean zero and unitary variance. We are interested in forecasting linear transformations of some elements of Z t using all the variables as predictors. Precisely, the aim is to estimate the linear projection, y t+h|t = proj{y t+h |I t }, where I t = span{Z t−s , s = 0, 1, 2, · · ·} is a potentially large information set, and y t+h = (y 1,t+h , · · · , y m,t+h ) is an m−vector of filtered versions of z it , where for specific i = 1 · ··, n and 1 ≤ m ≤ n, y j,t+h = f j,h (L)z i,t+h and L is the lag operator defined as L l z t = z t−l for any integer l.
Traditional time series methods approximate the projection using a finite number, p, of lags of Z t . In particular, they consider the following regression model:
where
Given a sample of size T , let X = (X p+1 , ···, X T −h ) be the (T −h−p)×n(p+1) matrix of observations for the predictors and y j = (y j,p+h+1 , · · · , y j,T ) is the (T − h − p) × 1 matrix of observations for the dependent variable. The traditional forecast is given by y
When the size of the information set is large, this projection involves estimation of a large number of parameters, implying loss of degrees of freedom and poor forecasts. In addition, if n × (p + 1) > T , ordinary least squares is not feasible. There are three strands of the literature on forecasting using large datasets. The first uses factor models and principal components regression (PCR). The second shrinks to zero the coefficients of the noninformative predictors. Such methods include among others shrinkage regression such as ridge and lasso. The third is based on model averaging which combines forecasts from an ensemble of models. In this study, we compare the out-of-sample performance of PCR and BMA based forecasts. We find that these are highly correlated with marginal differences suggesting that BMA and PCR may in fact be two sides of the same coin.
PRINCIPAL COMPONENT REGRESSION
We consider forecasting situation in which both N and T are large, hence the double (N, T ) asymptotics with no requirements on the relative rates of convergence of N and T . The number of predictor series can be very large, often larger than the number of observations as it is the case in macroeconomic forecasting. Many studies have simplified the high-dimensional problem (N > T ) by modeling the covariability of the series (the target variables to be forecast and the predictor series) in terms of few number of unobserved factors. This literature predominately uses principal components analysis (PCA) to estimate these common factors which are then used in forecasting. To be specific, we assume the following 'diffusion index' forecasting framework of Stock and Watson [2002] where (X t , y t+h ) admit a factor model representation with r common latent factors F t
where F t = (f 1t , · · · , f rt ) are r−dimensional stationary processes, ξ t is an N × 1 vector idiosyncratic disturbances and v t+h is the forecast error. We follow De Mol et al. [2008] and make the following assumptions about the factors, the N × r matrix Λ of factors loadings, the forecasting equation (2) and the error terms (ξ t , v t+h ). The factors F t are unobserved and the number of common factors r is also unknown. Principal components regression (PCR) computes the forecasts as a projection on the first few principal components. Let F t be the T × r matrix of the first r principal components of the predictors X and let I f t = span{ f 1t , · · ·, f rt } with r N be a parsimonious representation of the information set I t . Following De Mol et al. [2008] , let S x be the sample covariance matrix of the predictors X, S x = X X/(T − h − p) and consider the spectral decomposition of S x :
is a diagonal matrix with d i corresponding to the i th highest eigenvalue of S x , and V = (ν 1 , · · · , ν N ) is the matrix whose columns corresponds to the normalized eigenvectors of S x . The normalized principal components are defined as :
where N * ≤ N is the number of non zero eigenvalues.
The principal component forecast is defined as:
Once the factors are estimated via PCA, the projection is computed by OLS treating the factors as observed:
Shrinkage regression
Ridge regression and the lasso are classical approaches to shrinkage regression defined as:
for some penalization parameter λ ≥ 0. Choosing κ = 2 yields ridge regression where β j ridge = (X X + λI N ) −1 Xy j . Choosing κ = 1 yields the lasso which has no closed form solution but the entire path of λ can be obtained using the LARS algorithm. Both of the ridge and lasso estimators can be interpreted as the posterior mode under a particular prior that assumes independence of the parameters. For ridge regression the prior is β j |σ 2 ∼ N (0, σ 2 λ); for the lasso it is an independent identically distributed
Large values of the penalty parameter λ cause the coefficients of β (κ) j to be shrunk towards zero. PCR and Ridge regression give non zero weight to all predictors. The Laplace prior puts more mass near zero and in the tails inducing either large or zero estimates of the regression coefficients. Therefore the lasso favors sparse regression coefficients instead of many fairly small coefficients as might result in the ridge regression.
De Mol et al. [2008] provide conditions under which the ridge forecast is consistent and converges to the unfeasible optimal forecast obtained if factors are observed. They find that the prior should shrink increasingly all regression coefficients to zero as the number of predictors rises. Moreover, the shrinkage parameter λ must grow asymptotically at a rate equal to the number of predictors N .
BAYESIAN MODEL AVERAGING
Using the notation in Ouysse and Kohn [2009] , consider the econometric model
where, y = (
, is an m × T vector of error terms, and I m is an m × m identity matrix. The specification (7) enables the estimation and inference for the m variables to be forecast simultaneously as in a system of seemingly unrelated regression. Therefore any correlation across the idiosyncratic components is taken into account in the posterior inference and therefore allows for gains of efficiency.
Bayesian variable selection defines a selector vector γ = {γ j , j = 0, · · · , N }, where N is the total number of possible predictors in X, and γ j is a Bernoulli random variable that takes value one if predictor j is allowed in the forecasting model, and zero otherwise. Therefore γ = {γ j , j = 0, 1, ..., N } is a selector vector over the columns of X = (X 0 , X 1 , ..., X N ) , where X 0 = ι T . Let q γ = γ 0 + · · · + γ N be the number of predictors (columns of X) in model γ. Adopting this notation, we can write (7) under model γ as
where the subscript γ indicates that only columns and elements with the corresponding γ element being 1 are included. Since γ is a binary sequence, the number of models to be evaluated is 2 N , which corresponds to a very large sample space for the empirical example we are treating in this paper with N = 131 and 2 N = 2.77 × 10 39 possible models.
In Bayesian analysis, model selection, estimation of the parameters and inference about γ are done simultaneously allowing for uncertainty about all model unknowns to be integrated out in the posterior inference. We consider a standard hierarchical Bayes prior:
A commonly used prior for γ is
with π prespecified. We follow Fernandez et al. [2001] and choose π = 0.5 implying that p(γ) = 2 −N . Using a Normal inverse-Wishart conjugate prior, we implement Bayesian variable selection by specifying a g-prior for β|Σ as N (0, cΣ ⊗ (X X) −1 ). The tuning parameter c can be model and data dependent as in the empirical Bayes prior (EB), hence the notation c γ . The larger the value of c, the more diffuse (flatter) is the prior over the region of plausible values of β. In univariate analysis, the case of c = T corresponds to the so called unit information prior which has the same amount of information about β as that contained in one observation. This prior leads to Bayes factors with asymptotic behavior similar to the Bayesian information criterion (BIC). The risk information prior (RIC) is obtained for c = N 2 . A conjugate g-prior with fixed c ∼ = 4 corresponds asymptotically to Akaike's AIC. Finally, George and Foster [2000] defines the data dependent local empirical Bayes prior
and R 2 γ is the R-squared of the regression of y on the covariates of the model γ. See Ouysse and Kohn [2009] for an adaptation to the multivariate case.
The prior on the covariance of is a inverse-Wishart
where Φ is an m × m scale parameter, ω > m + 1 is a shape parameter. We choose ω = m + 2 which reflects a minimum amount of prior information and Φ = Σ + s 2 I m , where Σ is the maximum likelihood estimator for Σ in the regression of Y on X and s 2 is the sample variance in the pooled regression of y on (I m ⊗ X). The mean β γ of the posterior density p(β|y, Σ, γ) is β γ = η γ β γ with η γ = cγ 1+cγ . Therefore the posterior mean of β shrinks the maximum likelihood estimator β γ of model γ towards zero. The term η γ can be interpreted as the relative importance or weight that is given to the sample information relative to the prior information. It also measures the amount of shrinkage implied by the choice of the tuning parameters. Note that in the case the target variables in y are predicted equation by equation and the prior on β j has a prior N (0, σ 
The BMA forecast for y t+h , defined as the expected value of the density in (10), is
Implementation of (11) is difficult because the sum over the 2 N possible models is impractical when N is large. One approach to get around this difficulty is to use MCMC and the simulated Markov chain from the posterior distribution p(γ|y); γ (j) , j = 1, ..., M . The quantity in (11) is therefore approximated using
where γ (j) is the posterior model in the j th MCMC iteration and M is the number of MCMC iterations.
COMPARISON OF BMA AND PC FORECASTS
The data series we use is the same as the one used in De Mol et al. [2008] . The total number of predictors N = 131 in X includes real variables such as sectoral industrial production, employment and hours worked; nominal variables such as consumer and price indices, wages, money aggregates; in addition to stock prices and exchange rates. The data series are transformed to achieve stationarity: monthly growth rates for real variables (industrial production, sales, etc) and first differences for variables already expressed in rates (unemployment rate, capacity utilization, etc).
Let us define IP as the monthly industrial index and CP I as the monthly consumer price index. The variables we forecast are
IP T = 100 log IP t is the rescaled log of IP , cpi t = 100 × log CP It CP It−12 IP enters the panel in first differences of the logarithm while annual inflation enters in first differences. In this section we compare the performance of BMA forecasts to those based on principal components and shrinkage (ridge and lasso) regression. Table 1 show the sample correlation among BMA forecasts and Ridge forecasts ρ Ridge , among BMA forecasts and lasso forecast ρ lasso , and among BMA forecasts and principal components forecasts ρ P C . The PCR forecasts depend on the number of factors allowed in the factor structure 1. Similarly, the Ridge and lasso regression forecasts depend on the choice of the regularization parameter λ in 6. We follow De Mol et al. [2008] and report sample correlation for r = 1, 3, 5, 10, 25, 50, 75. For the Ridge regression, the priors are chosen for which the in-sample fit explains a given fraction 1 − κ of the variance of the variable to be forecast. For the Lasso, the prior on β is selected to deliver a given number (= r) of non zero coefficients.
The results in Table 1 suggest the following. First, a ranking of the sample correlation with respect to the choice of the tuning parameter c γ is apparent especially for the shrinkage based forecasts. The sample correlation is highest or at least reaches a maximum for c γ = 4, followed by the case of c γ = T . The sample correlation when c γ = N 2 comes last. This means that the more informative the priors (therefore more shrinkage towards zero) the higher is the correlation between the forecasts generated by BMA and the three methods. Second, for c γ = 4, T the maximum correlation between the lasso forecasts and BMA is the highest compared to Ridge and PCR. Third, for lasso and PCR, the maximum correlation with BMA forecasts is reached at the same abscissa, that is for number of non zero coefficients equal to the number of principal components allowed in the model. This number tends to be small (= 3, 5) for c γ = t, N 2 and large (= 50) for c γ = 4.
Table 1 further shows that these patterns generally hold for the full sample and the two subperiods. Under the priors c γ = T and c γ = N 2 , the sample correlation ρ lasso and ρ P C reach a maximum at the same values of r (10 and 5 respectively). Under the prior c γ = 4, the highest correlation between BMA and lasso is reached when the number of non zero coefficients is 25 while the correlation of BMA and PC forecasts is at its maximum for r = 50. The BMA and ridge correlation ρ ridge is highest for κ = 0.5 and ν = 292 when c γ = N 2 , κ = 0.4 and ν = 141 for c γ = T , and κ = 0.2 and ν = 25 for c γ = 4. The ridge regression shrinks all coefficients towards zero with more shrinkage on low-variance directions. This means that the ridge will results in many small coefficients. As the shrinkage penalization ν increases so does the number of non zero coefficients in β ridge . A high shrinkage parameter ν corresponds to a small tuning parameter c γ (c γ ≡ 1/ν). This may explain why the highest correlation between the BMA and ridge forecasts occurs when c γ = 4 with a 80% explained in sample variance.
The PC regression leaves the r directions with the highest variance alone and discards the remaining N − r directions. The lasso also truncates at zero and results in r large coefficients and sets the remaining N − r to zero. This may explain the similarities of the patterns observed in the the sample correlation between BMA forecasts and those generated by lasso and PCR. In the last column in Table 1 , we report the BMA estimate of the model size for the three priors. The results reflect the amount of shrinkage implied by these choices of c γ . The size of the posterior mean model is decreasing in c γ with c γ = N 2 resulting in the smallest posterior mean estimate of the model size. We observe that the BMA estimate for the model size q pm = 2.55 under c γ = N 2 and the maximum correlation between BMA and both PCR and lasso forecasts is reached when r = 3. We also have notice that under c γ = T , q pm = 7 and the maximum correlation between BMA forecasts and lasso occurs for r = 10 and for BMA and PCR forecasts this number is r = 3. Finally for c γ = 4, the maximum correlation between BMA and both lasso and PCR forecasts is at r = 50 at the same time we have q pm = 32.
To examine the relative performance of BMA compared to PCR, we report the MSFE relative to the random walk and the variance (number in parenthesis) of the forecasts relative to the variance of the series to be forecast in Table 2 . Under each MSFE row, we report the variance of the forecast relative to the variance of the series. We examine the results for BM A X which refers to the econometric model (7) where we apply BMA directly to all available predictors in X. In terms of MSFE and over the three sample periods, PCR performs its best when r = 10 for industrial production and r = 5 for consumer price index. It also outperforms BMA for all the choices of c γ . However, BMA forecasts tend to have lower variance relative to the forecasts of the series of interest. This observation holds also for the consumer price index forecasts.
CONCLUSIONS AND RECOMMENDATIONS
To overcome the challenges of dimensionality in forecasting with large number of predictors, PCA and BMA stand out as the most popular methods in the recent literature. This study compares these seemingly unrelated approaches in an empirical application. The results are promising and suggest that for the purpose of forecasting, the two approaches are capturing the same information from the data. The outof-sample forecasts are highly correlated and the two methods are relatively similar in terms of mean squared forecast errors. These results are purely empirical and provide a motivation to establishing the theoretical foundations that link the two approaches in the forecasting framework.
