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Ziel der Diplomarbeit ist es, Potenziale der Datentransformation für die Strukturan-
passung bei Odds-Ratio-Analysen zu untersuchen. Es wird ein Verfahren erarbeitet,
mit dessen Hilfe sich entscheiden lässt, inwieweit ein Datensatz für eine Model-
lierung durch die multiple logistische Regression geeignet ist. Dazu wird ein Maß
eingeführt, das eine Bewertung über die Güte der Modellierung zulässt. Es ist zu
untersuchen, ob durch eine nichtlineare Transformation eine Verbesserung dieser
Maßzahl erreicht werden kann. Anschließend wird erläutert, wie transformierte Da-
tensätze auf die Ausgangsdatensätze zurückgerechnet werden, wobei die ermittelten
Risikoerhöhungen erhalten bleiben. Zum Schluss werden die Erkenntnisse auf ein
Patientenkollektiv der arbeitsmedizinischen Untersuchung angewendet.
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1 Einleitung
1 Einleitung
1.1 Motivation
Es ist in der Medizin üblich mithilfe von Odds-Ratio-Analysen und der Anwen-
dung der multiplen logistischen Regression Patientenkollektive auf spezielle Risi-
kofaktoren zu untersuchen. In dieser Arbeit wird die Odds-Ratio-Analyse für die
Lungenkrebserkrankung in einem Patientenkollektiv der arbeitsmedizinischen Un-
tersuchung1 durchgeführt. Dabei werden die Einflussfaktoren Alter und Rauchen
berücksichtigt. Wird der Parameter Alter in Subgruppen aufgeteilt, lässt sich unter
Verwendung der Vierfeldertafeln zeigen, dass in jungen Jahren das Risiko an Lun-
genkrebs zu erkranken steigt und zunehmendes Alter risikohemmend erscheint. Im
Falle einer globalen Untersuchung würde, aufgrund der Modellierung mithilfe der
multiplen logistischen Regression, dieser Effekt ausgeglichen werden. So würde der
Eindruck entstehen, dass das Risiko an Lungenkrebs zu erkranken insgesamt mit zu-
nehmendem Alter sinkt. Die Ursachen dieses Problems liegen nicht bei den Daten,
sondern bei der Modellanpassung der multiplen logistischen Regression. Deshalb
sind Subgruppenanalysen erforderlich, die sich durch die Einflussfaktoren erstellen
lassen[7].
Weiterhin kann auf der Basis der multiplen logistischen Regression keine sichere Ri-
sikobewertung durch die Einflussfaktoren vorgenommen werden, da die Änderungen
im Datenmaterial durch Gruppierung und Skalierung Auswirkungen auf die Ergeb-
nisse der Odds-Ratio-Analyse haben. Dazu kommt, dass die Aussagen abhängig von
der Wahl der Subgruppen sind. All das führt zu einer Verschlechterung der statisti-
schen Aussagekraft[6].
1medizinische Untersuchungen bezogen auf den Arbeitsplatz (z.B. Vorsorgeuntersuchungen, Eig-
nungsuntersuchungen, Einstellungsuntersuchungen)
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1.2 Aufgabe und Zielstellung
Im Rahmen dieser Arbeit soll ein Verfahren zur Bewertung der Modelladäquatheit
eines Datensatzes entwickelt werden. Dazu sollen Datensätze mit einem bzw. zwei
Parametern untersucht werden. Auf diese Weise kann das Verfahren später vom
trivialen Fall auf den allgemeinen Fall übertragen werden. Eine Maßzahl soll eine
Bewertung über die Güte der Modellierung zulassen, sodass eine Entscheidung über
eine mögliche Verbesserung dieser Maßzahl durch eine Transformation der Daten
getroffen werden kann. Es soll untersucht werden, ob eine lineare Transformation
Auswirkungen auf die Modelladäquatheit des Datensatzes hat und ob eine nicht-
lineare Transformation zu deren Verbesserung beitragen kann. Abschließend sollen
die transformierten Daten auf die Ausgangsdaten zurücktransformiert werden, ohne
die erzielten Risikoerhöhungen zu verfälschen.
Zusammenfassend lässt sich die Aufgabe, unter Berücksichtigung aller genannten
Kriterien, in folgende Teilaufgaben gliedern:
• Simulation von ein- bzw. zweiparametrischen Datensätzen
• Durchführung der multiplen logistischen Regression und der Berechnung der
Vierfeldertafeln für die Datensätze
• Bewertung der Modelladäquatheit der Datensätze
• Transformation der Parameter der Datensätze
• Rücktransformation der Parameter der Datensätze
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1.3 Gliederung der Arbeit
Die vorliegende Arbeit gliedert sich in sechs Kapitel. Angefangen mit Kapitel 2,
werden zunächst die jeweiligen Themen der einzelnen Kapitel benannt.
Kapitel 2 Als wichtige Grundlage für diese Arbeit wird die Odds-Ratio-Analyse
beschrieben. Dazu gehört der Unterschied zwischen Odds Ratio und Risk Ratio
sowie die Darstellung beider Kennzahlen in Vierfeldertafeln. Anschließend wird
der Zusammenhang zur multiplen logistischen Regression erläutert.
Kapitel 3 Dieses Kapitel dient der Simulation von unterschiedlichen ein- und zwei-
parametrischen Datensätzen für die anschließende Untersuchung.
Kapitel 4 Für die simulierten Datensätze wird die Anwendung der Odds-Ratio-
Analyse sowie der multiplen logistischen Regression untersucht. So können
Lösungsverfahren für die in Kapitel 1 benannten Probleme entwickelt werden.
Kapitel 5 Die gewonnenen Lösungsverfahren werden auf einen realen Datensatz,
ein Patientenkollektiv der arbeitsmedizinischen Untersuchung, angewendet.
Kapitel 6 Das letzte Kapitel dient der Zusammenfassung der erreichten Ergebnisse
und den weiterführenden Überlegungen zu dieser Arbeit.
3
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2 Mathematische Grundlagen
2.1 Odds Ratio (OR) und Risk Ratio (RR)
In der Medizin findet die Analyse mittels OR Anwendung in retrospektiven1 Fall-
Kontroll-Studien[5]. Mithilfe einer solchen Studie wird eine Stichprobe bestehend
aus erkrankten Personen (Fall) und gesunden Personen (Kontrolle) auf potenzielle
Risikofaktoren untersucht.
Unter dem Begriff Odds bzw. Chance wird die Zahl der Ereignisse (Fälle) im Verhält-
nis zur Zahl der Nicht-Ereignisse (Kontrolle) innerhalb eines Kollektivs verstanden.
In der folgenden Arbeit bedeutet Ereignis eine nachgewiesene BCa-Erkrankung2 und
Nicht-Ereignis eine Nicht-Erkrankung an Lungenkrebs[4].
Die Bezeichnung Chance könnte in der medizinischen Anwendung als ungeeignet
für das Ereignis Erkrankung empfunden werden, deshalb wird in dieser Arbeit die
englische Bezeichnung Odds verwendet.
Das Darstellen der Ereignisse und Nicht-Ereignisse erfolgt in einer Vierfeldertafel
(VFT). In der abgebildeten VFT (Tabelle 2.1) bezeichnet die Gruppe A beispiels-
weise die Raucher und die Gruppe B die Nichtraucher in einem Kollektiv. Die Gruppe
A ist folglich mit dem Risikofaktor Rauchen behaftet, der die Wahrscheinlichkeit
für das Auftreten eines Bronchialkarzinoms beeinflusst. Bei einer Anzahl von a + b
Rauchern tritt bei a Rauchern das Ereignis einer nachgewiesenen BCa-Erkrankung
ein.
1lat.: zurückblicken, Es wird ausgehend von der Gegenwart die Vergangenheit untersucht.
2auch: Bronchialkarzinom, Lungenkrebs
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Es ergibt sich eine relative Häufigkeit
h(a)a+b = aa+b ,
die bei hinreichend großer Fallzahl der Auftretenswahrscheinlichkeit p entspricht.
Folglich gibt die relative Häufigkeit
h(b)a+b = ba+b
das Eintreten des Nicht-Ereignisses bei einer Anzahl von b Rauchern an, was der
Auftretenswahrscheinlichkeit 1−p entspricht. Nach der Definition des Odds bezeich-
net a
b
das Verhältnis der Zahl der Ereignisse zur Zahl der Nicht-Ereignisse, das heißt,
p
1−p .
Gruppe Krankheit
ja nein
A a b
B c d
Tabelle 2.1: Vierfeldertafel (VFT)
Das Odds Ratio (relative Chance) bewertet das Verhältnis zweier Gruppen und
gibt eine Aussage über die Stärke des Zusammenhangs zwischen ihnen. Ein OR
= 1 heißt, es gibt keinen Unterschied zwischen den beiden Gruppen, da das gleiche
Quotenverhältnis vorliegt. Ein OR > 1 heißt, die Wahrscheinlichkeit an Lungenkrebs
zu erkranken ist für Gruppe A größer als für Gruppe B . Entsprechend bedeutet
ein OR < 1 für Gruppe A eine geringere Wahrscheinlichkeit an Lungenkrebs zu
erkranken im Vergleich zu Gruppe B.
Der Begriff Risk bzw. Risiko beschreibt die relative Häufigkeit der nachgewiese-
nen BCa-Erkrankungen innerhalb eines Kollektivs ( a
a+b). Wird das Verhältnis der
Erkrankungswahrscheinlichkeit der risikobehafteten Gruppe zur Erkrankungswahr-
scheinlichkeit der nicht risikobehafteten Gruppe aufgestellt, so wird das Risk Ratio
(relatives Risiko) genannt.
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Die Tabelle 2.2 stellt die allgemeine Berechnungsvorschrift für Odds und Risk dar[1].
Gruppe erkrankt nicht erkrankt Anzahl Risk Odds
A pA nA NA = pA + nA rA = pANA oA =
pA
nA
B pB nB NB = pB + nB rB = pBNB oB =
pB
nB
p = pA + pB n = nA + nB N = NA +NB RR = rArB OR =
oA
oB
= p+ n
Tabelle 2.2: Berechnungsvorschrift für Odds und Risk
Für die VFT in Tabelle 2.1 sieht die Berechnungsvorschrift folgendermaßen aus:
Berechnungsvorschrift[3]:
OR= a
b
: c
d
= ad
bc
(OR für Gruppe B im Vergleich zu Gruppe A)
RR= a
a+b :
c
c+d =
a·(c+d)
c·(a+b) (RR für Gruppe B im Vergleich zu Gruppe A)
Bei niedrigen Auftretenswahrscheinlichkeiten p liegen Odds und Risk in der gleichen
Größenordnung, wobei das Risk stets etwas kleiner als das Odds ist.
Beispiel:
Bei Gruppe A sind von 100 Personen 20 erkrankt und 80 nicht erkrankt, dann
beträgt das Risk 20% und das Odds 25% (Tabelle 2.3).
Gruppe erkrankt nicht erkrankt Anzahl Risk Odds
A pA = 20 nA = 80 NA = 100 rA = 0,2 oA = 0,25
B pB = 30 nB = 70 NB = 100 rB = 0, 3 oB = 0, 43
p = 50 n = 150 N = 200 RR = 0, 67 OR = 0, 58
Tabelle 2.3: Vergleich OR und RR
Ein Risk von 20% bedeutet, dass 15 aller Patienten erkrankt ist, das heißt, es gibt
viermal so viele Nicht-Erkrankte wie Erkrankte. Das Odds liegt bei 25%, also 1 : 4.
Das Risk kann nur Werte zwischen 0 und 1 (0% und 100%) annehmen, wobei das
Odds wesentlich größer werden kann. Das ist besonders bei hohen Auftretenswahr-
scheinlichkeiten der Fall[8], wie in Abbildung 2.1 zu erkennen.
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Abbildung 2.1: Odds und Risk in Abhängigkeit von der Auftretenswahrscheinlich-
keit p
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2.2 Das Modell der multiplen logistischen Regression
(MLR)
Die Regressionsanalyse ist ein statistisches Verfahren zur Bestimmung eines Zusam-
menhangs zwischen einer stetigen Zielvariablen Y (abhängige Variable) und mehre-
ren erklärenden Variablen X1, ..., Xm (unabhängige Variablen). Die einfache lineare
Regression findet Anwendung, wenn nur eine erklärende Variable X vorliegt. Dann
wird die folgende Geradengleichung verwendet.
Y = α + βX
Im Fall mehrerer erklärender Variablen X1, ..., Xm wird von einer multiplen linearen
Regression gesprochen, die durch folgende Gleichung beschrieben wird.
Y = α + β1X1 + ...+ βmXm
Die multiple logistische Regression (MLR) kommt zum Einsatz, wenn die Zielvaria-
ble Y diskret (z.B. binär) ist. So könnte Y beschreiben, ob eine Person eine Krankheit
hat oder nicht. Dann wird sie mit den beiden Werten 1 oder 0 codiert. Die Wahr-
scheinlichkeit p des Auftretens des Ereignisses Erkrankung wird durch p = P (Y = 1)
beschrieben[11].
Das Odds p1−p kann jeden beliebigen positiven Wert annehmen und für den Loga-
rithmus des Odds, c = p1−p , log(c) = logit(p) genannt, liegen die Werte in der Menge
der reellen Zahlen[2]. Angenommen, es gibt eine lineare Beziehung zwischen den Xi
mit i = 1, ..., n und dem logit(p), dann gilt:
log(c) = log( p1−p) = α +
n∑
i=1
βiXi
Die Parameter α und β1, ..., βn der MLR lassen sich mit der Methode der Maximum-
Likelihood-Schätzung ermitteln. Für die Berechnung der MLR wird in dieser Arbeit
das Statistik-Programm PASW Statistics3 verwendet.
3bis 2009 unter dem Namen SPSS bekannt
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Für konkrete Daten mit den Einflussgrößen X1, ..., Xn kann anschließend die Auf-
tretenswahrscheinlichkeit p und das Odds c berechnet werden:
p = c1+c =
exp(α+
n∑
i=1
βiXi)
1+exp(α+
n∑
i=1
βiXi)
Es wird der einfache Fall einer VFT mit der Dimension n = 1 betrachtet:
erklärende Variable Krankheit Odds OR
X ja nein
1 p1 1− p1 oA = p11−p1
0 p0 1− p0 oB = p01−p0 oAoB =
p1/(1−p1)
p0/(1−p0)
Tabelle 2.4: Einfacher Fall der VFT
Für die einfache logistische Regression lassen sich aus der VFT folgende zwei Glei-
chungen aufstellen:
(1) X = 0 : log( p01−p0 ) = α + β · 0
(2) X = 1 : log( p11−p1 ) = α + β · 1
Wird in Gleichung (2) das α durch α = log( p01−p0 ) aus Gleichung (1) ersetzt, ergibt
sich nach dem Umstellen für β:
β = log(p1/(1−p1)
p0/(1−p0))
Folglich kann aus dem Regressionskoeffizienten einer einfachen logistischen Regres-
sion das OR direkt durch:
OR = exp(β)
berechnet werden.
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Nun wird auf den allgemeinen Fall eingegangen. Bei der Veränderung der Einfluss-
größe um eine Einheit ergibt sich für X∗1 = X1 + 1[1]:
c∗ = exp(α + β1(X1 + 1) +
n∑
i=1
βiXi)
= exp(β1 + α +
n∑
i=1
βiXi)
= exp(β1) · exp(α +
n∑
i=1
βiXi)
= exp(β1) · c
→ c∗
c
= exp(β1)
Hier beschreibt exp(β1) den Faktor, um den sich das Odds bei der Erhöhung des
Parameters X1 um eine Einheit erhöht. Daraus folgt, dass die Exponentialwerte
der Koeffizienten, die sich bei der Berechnung der MLR ergeben, das OR für die
Erhöhung der Werte X1, ..., Xn um jeweils eine gegebene Größe liefern.
Allgemein gilt dieser Zusammenhang für die Odds c∗ bzw. c von zwei Tupeln (X∗1 , ..., X∗n)
bzw. (X1, ..., Xn):
c∗
c
=
exp(α+
n∑
i=1
βi·X∗i )
exp(α+
n∑
i=1
βi·Xi)
= exp(
n∑
i=1
βi(X∗i −Xi))
=
n+1∏
i=1
(exp(βi))(X
∗
i −Xi)
Die ORs lassen sich also aus den Differenzen und Koeffizienten in den Eingangsgrö-
ßen berechnen.
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Die Simulation der Datensätze wird mit Microsoft ExcelTM vorgenommen. Sie dient
der Untersuchung von vier Fällen. Es wird vom trivialen Fall mit einem Parameter
ausgegangen. Zuerst wird für diesen gezeigt, wie die Modellanalyse bei einem für die
Modellierung mithilfe der MLR geeigneten Datensatz durchgeführt wird. Anschlie-
ßend wird dieses Verfahren auf einen für die Modellierung mittels MLR weniger
modelladäquaten Datensatz übertragen. Ist die Vorgehensweise für den einparame-
trischen Fall abgeschlossen, wird diese auf den zweiparametrischen Fall reproduziert.
Zuerst wird erneut die Modellanalyse für einen modelladäquaten Datensatz mit zwei
Parametern durchgeführt. In Analogie wird anschließend das Verfahren auf einen
zweiparametrischen weniger modelladäquaten Datensatz übertragen.
Bei der Simulation von Datensätzen können verschiedene Faktoren dazu beitragen,
dass sich nicht für jedes α und β ein für die Modellierung mithilfe der MLR geeigneter
Datensatz simulieren lässt. Eine große Rolle spielt dabei der Umfang der Stichprobe.
Im Rahmen dieser Arbeit wurden die einparametrischen Datensätze auch für eine
Stichprobenanzahl von 5000 getestet, wobei sich bei den Resultaten wesentlich ge-
ringere Schwankungen herausstellten. Da eine kleinere Stichprobenanzahl zwar die
Simulation erschwert, sich damit aber trotzdem wesentliche Ergebnisse darstellen
lassen, wurden die nachfolgenden Simulationen für 500 Fälle durchgeführt. Zudem
ist eine Stichprobenanzahl in dieser Größenordnung realitätsnäher.
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3.1 Einparametrischer modelladäquater Datensatz -
DS(1)
Die Simulation eines einparametrischen modelladäquaten Datensatzes soll über die
Eingabe von α und β auf der Basis der MLR durchgeführt werden. Als erster Para-
meter wird eine stetige Größe, die zwischen 20 und 70 liegt, gewählt. Im Folgenden
wird sie zur besseren Anschauung als Alter interpretiert. Anschließend wird das
Alter auf ein Intervall zwischen 0 und 1 linear transformiert und aus diesem Grund
als Altert bezeichnet.
Über die Eingabe von α und β wird die Auftretenswahrscheinlichkeit p berechnet.
Dazu muss zuerst der Logarithmus des Odds bestimmt werden.
log(c) = α + β · Alter
Anschließend wird der Ausdruck nach dem Odds c umgeformt:
c = exp(α + β · Alter)
Jetzt kann die Auftretenswahrscheinlichkeit p berechnet werden. Laut MLR gilt:
p = c1+c
Abschließend wird eine eindeutige Gruppenzuordnung vorgenommen. Es werden
zwei Gruppen gebildet, Gruppe 1 und Gruppe 2. Gruppe 1 wird wie in Abschnitt
2.1 (Odds Ratio (OR) und Risk Ratio (RR)) als nicht erkrankt und Gruppe 2 als
erkrankt interpretiert. Die Einteilung wird durch einen Vergleich der Auftretens-
wahrscheinlichkeit p mit einer gleichverteilten Zufallszahl bestimmt. Es wird von
Zufall gesprochen, wenn das Ereignis nicht vorhersehbar ist. Die Zahl wird also rein
zufällig aus einer Menge von Zahlen im Intervall [0; 1] herausgegriffen. Ist die Auftre-
tenswahrscheinlichkeit p kleiner als diese Zufallszahl, wird die Gruppe 1 zugeordnet,
andernfalls die Gruppe 2.
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Es wird ein Ausschnitt für die Berechnung eines derart modellierten Datensatzes für
α = −1, 4 und β = 0, 02 dargestellt (Tabelle 3.1):
Alter Altert log(c) c p Zufallszahl Gruppe
20, 9 0, 018 −0, 982 0, 375 0, 272 0, 045 2
21, 0 0, 020 −0, 980 0, 375 0, 273 0, 719 1
21, 1 0, 022 −0, 978 0, 376 0, 273 0, 218 2
Tabelle 3.1: Ausschnitt aus Berechnung für DS(1)
Es folgt die Berechnung der VFTs. Zuerst werden die VFTs für den Parameter Alter
und die Gruppe erstellt. Der Wertebereich des Parameters Alter wird in Dekaden
eingeteilt, sodass sich fünf Intervalle ergeben. Nun werden immer zwei nebenein-
anderliegende Intervalle miteinander verglichen. Es ergibt sich, wie in Tabelle 2.2
(Berechnungsvorschrift für Odds und Risk) beschrieben, das OR für das Intervall mit
den älteren Personen im Vergleich zu dem Intervall mit den jüngeren Personen.
Mithilfe des Statistik-Programms PASW Statistics lässt sich über die MLR für den
erzeugten Datensatz ebenfalls ein OR ermitteln. Da die MLR eine gleichmäßige
Struktur aufweist, beschreibt das OR die Risikoerhöhung je Einheit. Aus diesem
Grund müssen die über die VFTs berechneten ORs alle in der gleichen Größenord-
nung liegen, das heißt, diese müssen sich möglichst wenig unterscheiden. Ist das der
Fall, ist der vorliegende Datensatz für die Modellierung mithilfe der MLR geeignet.
Zum Schluss wird der Parameter Altert untersucht. Es werden die VFTs für Altert
und Gruppe berechnet. Wegen der Linearität der Transformation ändert sich nichts
an der Verteilung der Daten innerhalb des Intervalls [0; 1]. Der Wertebereich des
Parameters Altert wird ebenfalls in fünf Intervalle eingeteilt, wodurch sich eine In-
tervalllänge von 0, 2 ergibt. So stimmt die Anzahl der Personen in den Intervallen
von Alter und Altert überein und bei der Berechnung der VFTs für das Altert und
die Gruppe ergeben sich dieselben ORs wie bei den VFTs für das Alter und die
Gruppe.
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3.2 Einparametrischer weniger modelladäquater
Datensatz - DS(2)
Es wird ein weniger modelladäquater Datensatz simuliert. Mithilfe dieses Datensat-
zes soll gezeigt werden, wie durch eine nichtlineare Transformation des Parameters
ein modelladäquater Datensatz entsteht.
Es wird wieder der Parameter Alter gewählt, der im Intervall zwischen 20 und 70
liegt. Anschließend wird das Alter nichtlinear auf das Intervall [0; 1] transformiert,
Altert genannt. Die nichtlineare Transformation hat zur Folge, dass sich die Anzahl
der Personen in den Intervallen bei gleichbleibender Intervalllänge ändert.
Das Alter könnte beispielsweise folgendermaßen transformiert werden:
Alter : X1 → (X1−2050 )2 ∈ [0; 1]
Es werden in diesem Fall für den transformierten Datensatz analog zum einpara-
metrischen modelladäquaten Datensatz die Risikoerhöhungen aus den VFTs für das
Altert und die Gruppe berechnet. Wenn sich die vier ORs nur geringfügig unter-
scheiden, kann der transformierte Datensatz durch die MLR modelliert werden, das
heißt, der transformierte Datensatz ist modelladäquat. Wird anschließend der Para-
meter Altert auf den Parameter Alter zurücktransformiert, kann davon ausgegangen
werden, dass der Ausgangsdatensatz nicht modelladäquat ist.
Ausschnitt aus der Berechnung eines Datensatzes für α = −2, 1 und β = 4, 0 (Tabelle
3.2):
Alter Altert log(c) c p Zufallszahl Gruppe
57, 9 0, 575 0, 198 1, 219 0, 549 0, 812 1
58, 0 0, 578 0, 210 1, 234 0, 552 0, 627 1
58, 1 0, 581 0, 223 1, 249 0, 555 0, 047 2
Tabelle 3.2: Ausschnitt aus Berechnung für DS(2)
In Abschnitt 4.2.2 (Modell(2) zu DS(2)) wird beschrieben, wie die Rückrechnung
eines transformierten Datensatzes auf den Ausgangsdatensatz erfolgt.
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3.3 Zweiparametrischer modelladäquater Datensatz -
DS(3)
Bei einem zweiparametrischen Datensatz ist die Gruppenzuordnung von zwei Pa-
rametern abhängig. Es soll hier über die Eingabe von α, β1 und β2 auf Basis der
MLR ein modelladäquater Datensatz simuliert werden. Der erste Parameter bleibt
das Alter. Dieser wird anschließend linear auf das Intervall zwischen 0 und 1 trans-
formiert und mit Altert bezeichnet. Es kommt eine zweite stetige Größe zwischen 0
und 60 hinzu. Sie wird als Packungsjahre (PJ) interpretiert.
Unter dem Begriff Packungsjahre wird eine Einheit verstanden, die die inhalierte
Rauch-Dosis eines Zigaretten-Rauchers beschreibt. Die Anzahl der Packungsjahre
ergibt sich aus der Zahl der täglich konsumierten Zigarettenpackungen multipliziert
mit der Zahl der Raucherjahre[10].
Wie das Alter, werden die PJ linear auf das Intervall [0; 1] transformiert. Aus diesem
Grund wird es analog zum Altert mit PJt bezeichnet.
Über die Eingabe von α, β1 und β2 wird die Auftretenswahrscheinlichkeit p berech-
net. Dazu wird als Erstes der Logarithmus des Odds bestimmt:
log(c) = α + β1 · Alter + β2 · PJ
Nun wird die Gleichung nach dem Odds c umgeformt:
c = exp(α + β1 · Alter + β2 · PJ)
Anschließend kann die Auftretenswahrscheinlichkeit p berechnet werden:
p = c1+c
Nun kann durch einen Vergleich zwischen der Auftretenswahrscheinlichkeit p und
einer Zufallszahl die Gruppenzuordnung vorgenommen werden. Ist die Auftretens-
wahrscheinlichkeit kleiner als die gleichverteilte Zufallszahl, wird Gruppe 1 zugeord-
net, andernfalls Gruppe 2.
Die Berechnung erfolgt wieder für 500 Fälle, sodass sich ein Kollektiv mit 500 Per-
sonen ergibt.
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In der nachfolgenden Tabelle 3.3 wird ein Ausschnitt aus der Berechnung eines derart
modellierten Datensatzes für α = −2, 0, β1 = 0, 03 und β2 = 0, 02 dargestellt.
Alter Altert PJ PJt log(c) c p Zufallszahl Gruppe
30, 8 0, 216 17 0, 283 −0, 736 0, 479 0, 324 0, 112 2
30, 9 0, 218 48 0, 800 −0, 113 0, 893 0, 472 0, 129 2
31, 0 0, 220 59 0, 983 0, 110 1, 116 0, 527 0, 996 1
Tabelle 3.3: Ausschnitt aus Berechnung für DS(3)
Es folgt die Berechnung der VFTs für das Alter, die PJ und die Gruppe. Anders
als bei einem einparametrischen Datensatz werden bei den zweiparametrischen Da-
tensätzen über die VFTs zunächst keine ORs berechnet, sondern die Odds für je ein
Intervall des Wertebereiches des ersten Parameters und ein Intervall des Wertebe-
reiches des zweiten Parameters dargestellt. Der Wertebereich des Parameters Alter
wird in vier gleichlange Intervalle der Länge 12, 5 und der Wertebereich der PJ in
drei gleichlange Intervalle der Länge 20 eingeteilt. Nun wird, angefangen bei den
beiden kleinsten Intervallen für Alter und PJ und die entsprechende Gruppe die
Anzahl der sich darin befindlichen Personen bestimmt und anschließend die Odds
berechnet. Die zwölf Odds können in einem dreidimensionalen Säulendiagramm dar-
gestellt werden (Abbildung 3.1).
Abbildung 3.1: Säulendiagramm zur Darstellung der Odds
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Ein Datensatz, der durch die MLR modelliert wurde, hat in einem Säulendiagramm
eine charakteristische Form. Die Säulen steigen gleichmäßig an. Wird jede Säulen-
reihe für sich betrachtet, ergibt sich eine Form annähernd dem Kurvenverlauf der
Exponentialfunktion.
Anschließend wird jedes Odds durch das Odds der beiden kleinsten Intervalle für
Alter und PJ dividiert. So lassen sich die Risikoerhöhungen bezogen auf das kleins-
te Odds bestimmen. In Abschnitt 4.4.1 (Modell(3) zu DS(3)) wird beschrieben, wie
sich mithilfe des Statistik-Programms PASW Statistics die Risikoerhöhungen bezo-
gen auf die beiden kleinsten Intervalle für Alter und PJ berechnen lassen. Diese
werden anschließend mit den Risikoerhöhungen aus den berechneten Odds vergli-
chen. Stimmen die Risikoerhöhungen überein, liegt ein modelladäquater Datensatz
vor.
Als Letztes werden über die VFTs für Altert, PJt und Gruppe die Odds für die trans-
formierten Parameter berechnet. Wie bei einem einparametrischen modelladäquaten
Datensatz bleibt durch die Linearität der Transformation der beiden Parameter die
Verteilung der Daten innerhalb der Intervalle erhalten. Der Wertebereich des Para-
meters Altert wird wie der Wertebereich des Parameters Alter in vier gleichlange
Intervalle eingeteilt, die hier die Länge 0, 25 besitzen. Der Wertebereich des Para-
meters PJt wird wie der Wertebereich der PJ in drei gleichlange Intervalle mit der
Intervalllänge 0, 33 aufgeteilt. So stimmt die Anzahl der Personen in den Intervallen
der Parameter und der transformierten Parameter überein. Bei der Berechnung der
Odds über die VFTs für Altert, PJt und Gruppe ergeben sich dieselben Odds wie
bei den VFTs für Alter, PJ und Gruppe.
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3.4 Zweiparametrischer weniger modelladäquater
Datensatz - DS(4)
Bei einem realen zweiparametrischen Datensatz kann sich herausstellen, dass dieser
weniger modelladäquat für die Modellierung mithilfe der MLR ist. Es soll gezeigt
werden, dass durch die Transformation der beiden Parameter ein modelladäquater
Datensatz erzeugt wird. Dabei müssen gegebenenfalls beide Parameter nichtlinear
transformiert werden.
Für die Simulation eines solchen Datensatzes erfolgt die Vorgehensweise analog zu
einem einparametrischen weniger modelladäquaten Datensatz. Die Parameter des
Datensatzes werden beliebig nichtlinear transformiert. Anschließend werden α, β1
und β2 für den transformierten Datensatz so gewählt, dass dieser modelladäquat ist.
Der transformierte Datensatz wird auf den Ausgangsdatensatz zurücktransformiert.
Es entsteht ein Datensatz, der weniger modelladäquat ist, da die Gruppenzuordnung
auf den transformierten Datensatz zurückzuführen ist.
Wie bei einem zweiparametrischen modelladäquaten Datensatz wird als erster Pa-
rameter das Alter gewählt, welches zwischen 20 und 70 liegt. Das Alter wird nicht-
linear auf das Intervall [0; 1] transformiert, Altert genannt. Als zweiter Parameter
kommen die PJ im Intervall von 0 bis 60 hinzu. Dieser Parameter wird nichtlinear
auf das Intervall zwischen 0 und 1 transformiert und als PJt bezeichnet. Beispiels-
weise könnten Alter und PJ wie folgt transformiert werden:
Alter : X1 → (X1−2050 )2 ∈ [0; 1]
PJ : X2 →
√
X2
60 ∈ [0; 1]
So ändert sich wie bei einem einparametrischen Datensatz in beiden Fällen die Ver-
teilung der Daten und somit die Anzahl der Personen in den Intervallen bei gleich-
bleibender Intervalllänge von 0, 25 (Altert) und 0, 33 (PJt).
Nach der Festlegung der Transformationen werden mithilfe der VFTs analog zum
zweiparametrischen modelladäquaten Datensatz die Odds für Altert, PJt und Grup-
pe berechnet.
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Weisen die zwölf Odds die in Abschnitt 3.3 (Zweiparametrischer modelladäquater
Datensatz - DS(3)) beschriebene charakteristische Form im dreidimensionalen Säu-
lendiagramm auf, können die Risikoerhöhungen bezogen auf die beiden kleinsten
Intervalle für Altert und PJt berechnet werden.
Wird bei dem transformierten Datensatz mit dem Statistik-Programm PASW Stati-
stics die Modellierung mittels MLR durchgeführt, werden erneut β1 und β2 ermittelt.
So lassen sich die Risikoerhöhungen bezogen auf die beiden kleinsten Intervalle für
Altert und PJt berechnen und mit denen aus den VFTs für Altert, PJt und die
Gruppe vergleichen. Mithilfe einer Maßzahl lässt sich anschließend bestimmen, ob
der transformierte Datensatz modelladäquat ist. In diesem Fall können die Para-
meter Altert und PJt zurücktransformiert werden und es kann davon ausgegan-
gen werden, dass die Modellierung des Ausgangsdatensatzes weniger modelladäquat
ist.
Ausschnitt aus der Berechnung für einen Datensatz für α = −2, 7, β1 = 0, 04 und
β2 = 0, 02 (Tabelle 3.4):
Alter Altert PJ PJt log(c) c p Zufallszahl Gruppe
44, 3 0, 236 21 0, 592 −0, 508 0, 602 0, 376 0, 237 2
44, 4 0, 238 2 0, 183 −0, 884 0, 413 0, 292 0, 118 2
44, 5 0, 240 32 0, 730 −0, 280 0, 756 0, 430 0, 655 1
Tabelle 3.4: Ausschnitt aus Berechnung für DS(4)
In Abschnitt 4.4.2 (Modell(4) zu DS(4)) wird beschrieben, wie die Rückrechnung
eines transformierten Datensatzes auf den Ausgangsdatensatz erfolgt.
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4 Analyse von simulierten
Datensätzen
4.1 Simulierte Datensätze mit einem Risikofaktor
Es werden zwei simulierte Datensätze auf die Anpassung mittels MLR untersucht.
Das Kollektiv umfasst jeweils 500 Personen, für die angegeben ist, ob ein Ereignis
eintritt oder nicht. Bei DS(1) tritt bei 195 Personen das Ereignis ein und bei 305
Personen tritt das Ereignis nicht ein. Bei DS(2) tritt bei 190 Personen das Ereignis
ein und bei 310 Personen nicht. Eine stetige Größe für die Patienten liegt zwischen
20 und 70 und wird als Alter interpretiert.
Unter Anwendung des Statistik-Programms PASW Statistics lässt sich über die
MLR das OR für jeden Datensatz berechnen. Für DS(1) beträgt das OR 1, 013 und
für DS(2) liegt das OR bei 1, 098. Beide ORs gelten für den Abstand einer Einheit.
Da die stetige Größe hier als Alter interpretiert wird, kann von dem Abstand eines
Jahres gesprochen werden. Es werden beide Datensätze in Subgruppen eingeteilt,
wobei immer zehn Jahre zusammengefasst werden. Anschließend werden jeweils zwei
nebeneinander liegende Intervalle miteinander verglichen und das OR für Gruppe B,
die Gruppe der älteren Personen, im Vergleich zu Gruppe A, die Gruppe der jüngeren
Personen, ermittelt. Bei der Betrachtung der Intervalle von zehn Jahren, werden die
durch die VFTs ermittelten ORs (siehe Tabelle 4.1) mit der zehnten Potenz der ORs
aus der MLR verglichen, um Aussagen über die Güte der Modellierung der beiden
Datensätze treffen zu können.
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Altersgruppe DS(1) DS(2)
Anzahl (A+B) OR Anzahl (A+B) OR
A: 20-30
B: 31-40 200 1, 142 200 1, 502
A: 31-40
B: 41-50 200 1, 137 200 1, 806
A: 41-50
B: 51-60 200 1, 133 200 2, 929
A: 51-60
B: 61-70 200 1, 130 200 4, 205
OR (für 10 Jahre) 1, 138 2, 547
Tabelle 4.1: Vergleich der ORs zweier Datensätze
Der Vergleich der ORs der VFTs mit den durch die MLR berechneten ORs zeigt,
dass der DS(1) durch die MLR besser modelliert wird als der DS(2). Zur Veran-
schaulichung dient die Abbildung 4.1.
Abbildung 4.1: Vergleich der ORs zweier Datensätze
Der DS(1) wird durch die beiden blauen Kurven und der DS(2) durch die beiden
roten Kurven dargestellt. Dabei bezeichnen die durchgehenden Kurven jeweils das
mit der MLR berechnete OR. Die dick, gestrichelt eingezeichneten Kurven verdeut-
lichen die mittels VFTs berechneten ORs. Hierbei muss beachtet werden, dass die
ORs der MLR jeweils für den Abstand eines Jahres berechnet wurden. Die ORs der
VFTs wurden für Dekaden berechnet, weshalb nur Punkte abgebildet werden, die
aber zur besseren Anschauung durch gestrichelte Linien verbunden wurden.
Die Kurven stellen die Risikoerhöhung in Abhängigkeit vom Risikofaktor dar.
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Bei der Darstellung beider Berechnungsmöglichkeiten des OR des DS(1) ist wie in
Tabelle 4.1 zu erkennen, dass sich das über die MLR berechnete OR durchgängig
durch die Berechnung der in Dekaden eingeteilten ORs mittels VFTs erklären lässt.
Beide blauen Kurven stimmen in etwa miteinander überein. Das bedeutet, dass das
OR unabhängig von der Höhe des Risikofaktors ist. Interpretiert heißt das, ein 20-
Jähriger besitzt die gleiche jährliche Risikoerhöhung wie ein 70-Jähriger.
Bei der Betrachtung der beiden roten Kurven fällt auf, dass es eine deutliche Ab-
weichung der Kurven voneinander gibt. Die VFTs liefern keine Erklärung für das
mittels MLR ermittelte OR. Das OR ist hier abhängig von der Lage des Risikofak-
tors. Eine Interpretation der dick, gestrichelt eingezeichneten roten Kurve kann hier
sein, dass ein 20-Jähriger eine auffallend geringere Risikoerhöhung pro Lebensjahr
aufweist als ein 70-Jähriger.
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4.2 Modellberechnung
Im Folgenden wird zum DS(1) ein Modell(1) beschrieben. Das Modell(1) beinhal-
tet zum einen den rechnerischen Nachweis für die Eignung der Modellierung des
Datensatzes durch die MLR und zum anderen wird gezeigt, dass eine lineare Trans-
formation des Datensatzes keine Auswirkung auf die Modellierung des Datensatzes
mithilfe der MLR hat. In Analogie zum Modell(1) wird ein Modell(2) auf den DS(2)
angewendet. Dabei wird verdeutlicht, dass die Modellierung des DS(2) durch die
MLR weniger modelladäquat ist. Der DS(2) wird durch eine vorgegebene nichtli-
neare Transformation in einen Datensatz überführt, für den sich die erneute Model-
lierung durch die MLR als geeignet erweist. Anschließend gilt es, die Ergebnisse des
transformierten Datensatzes auf den Ursprungsdatensatz zurückzuführen.
4.2.1 Modell(1) zu DS(1)
Das Verfahren wird zur Übersichtlichkeit in fünf Schritte unterteilt.
Schritt 1
Für den DS(1) wird die MLR durchgeführt. Dabei wird ein Faktor der Risikoerhö-
hung für den Abstand ∆ eines Jahres berechnet:
β = 1, 013 ∆β = 1 Jahr
Schritt 2
Der DS(1) wird in Dekaden eingeteilt, die sich mithilfe der VFTs vergleichen lassen.
Auf diese Weise lässt sich ebenfalls ein Faktor für die Risikoerhöhung berechnen,
welcher hier mit β∗ bezeichnet wird. Durch die Einteilung in Dekaden gilt β∗ für
den Abstand von zehn Jahren. Hier wird der Mittelwert für die in Tabelle 4.1 auf-
geführten ORs des DS(1) verwendet.
β∗ = 1, 135 ∆β∗ = 10 Jahre
Um β und β∗ zueinander in Beziehung setzen zu können, werden beide für den
Abstand von zehn Jahren betrachtet.
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Dazu wird die zehnte Potenz von β gebildet.
β∗ ≈ β10
1, 135 ≈ 1, 138
Der theoretisch erwartete Zusammenhang zwischen β∗ der VFTs und β der MLR
wird bestätigt. Die MLR lässt sich durch die VFTs erklären, weshalb sie als geeignete
Modellierung des DS(1) bezeichnet werden kann.
Schritt 3
Der Risikofaktor X1, das Alter, wird durch eine lineare Transformation auf das
Intervall [0; 1] abgebildet. Die Transformation ergibt sich durch die beiden Grenzen,
wobei die untere bei 20 und die obere bei 70 liegt. Die Differenz beider Grenzen hat
einen Wert von 50.
X1 → (X1−2050 ) ∈ [0; 1]
Für den transformierten DS(1) wird erneut die MLR durchgeführt. Dabei berechnet
sich ein Faktor der Risikoerhöhung für den Abstand einer Einheit, welcher aufgrund
der Transformation im Folgenden mit βt bezeichnet wird.
βt = 1, 883 ∆βt = 1
Schritt 4
Mithilfe der VFTs wird für den transformierten DS(1) β∗t berechnet. Dafür werden
jeweils Intervalle der Länge 0, 2 gebildet, die sich durch die erneute Einteilung in
fünf gleichlange Intervalle ergeben.
β∗t = 1, 135 ∆β∗t = 0, 2
Hier zeigt sich, dass β∗t des transformierten DS(1) mit β∗ des ursprünglichen DS(1)
übereinstimmt.
β∗t = β∗
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Bei dem Vergleich von β∗t mit βt ergibt sich der gleiche Zusammenhang wie beim
ursprünglichen DS(1).
β∗t ≈ β0,2t
1, 135 ≈ 1, 135
Beide Werte wurden auf drei Nachkommastellen gerundet, weshalb die minimalen
Abweichungen nicht ersichtlich sind. Die Werte sind sehr genau, obwohl bei einer
Potenz von zehn Rundungsfehler auftreten.
Es wird gezeigt, wie vielen Jahren im ursprünglichen DS(1) eine Einheit im trans-
formierten DS(1) entspricht.
∆βt =̂ 50 ·∆β
Daraus ergibt sich für βt:
βt ≈ β50
Schritt 5
Nun lässt sich βt des transformierten DS(1) auf β∗ des ursprünglichen DS(1) zurück-
führen. Es ergibt sich die fünfte Wurzel aus der Intervalllänge des ursprünglichen
DS(1) von zehn Jahren.
5
√
βt ≈ β∗
4.2.2 Modell(2) zu DS(2)
Schritt 1
Mithilfe des Statistik-Programms PASW Statistics wird für den DS(2) die MLR
durchgeführt. Dabei wird ein Faktor der Risikoerhöhung für den Abstand ∆ eines
Jahres berechnet:
β = 1, 098 ∆β = 1 Jahr
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Schritt 2
Der DS(2) wird wieder in Dekaden eingeteilt, die sich mithilfe der VFTs vergleichen
lassen. Auf diese Weise lässt sich ebenfalls ein Faktor für die Risikoerhöhung be-
rechnen, welcher hier mit β∗ bezeichnet wird. Durch die Einteilung in Dekaden gilt
β∗ für den Abstand von zehn Jahren. Allerdings kann in diesem Fall nicht der Mit-
telwert aus den in Tabelle 4.1 aufgeführten ORs für den DS(2) gebildet werden, da
die Werte der ORs monoton ansteigen. Zur Veranschaulichung dient die Abbildung
4.2.
Abbildung 4.2: ORs für DS(2)
∆β∗ = 10 Jahre
In diesem Fall ist es wenig sinnvoll, β∗ und β zueinander in Beziehung zu setzen, da
es sich bei der Abbildung von β∗ um einen nichtlinearen Kurvenverlauf handelt im
Gegensatz zur Darstellung von β. Es ist deutlich erkennbar, dass kein unmittelbarer
Zusammenhang zwischen dem nichtlinearen Kurvenverlauf der ORs der VFTs und
dem β der MLR besteht. Die MLR lässt sich nicht durch die VFTs erklären, weshalb
sie als weniger modelladäquate Modellierung des DS(2) bezeichnet werden kann.
Schritt 3
Das Alter wird durch die vorgegebene nichtlineare Transformation auf das Intervall
[0; 1] abgebildet.
X1 → (X1−2050 )2 ∈ [0; 1]
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Für den transformierten DS(2) wird erneut die MLR durchgeführt. Dabei berechnet
sich ein Faktor der Risikoerhöhung für den Abstand einer Einheit, welcher aufgrund
der Transformation im Folgenden mit βt bezeichnet wird.
βt = 83, 610 ∆βt = 1
Schritt 4
Mithilfe der VFTs wird für den transformierten DS(2) β∗t berechnet. Dafür werden
jeweils Intervalle der Länge 0,2 gebildet, die sich durch die erneute Einteilung in fünf
gleichlange Intervalle ergeben. Jetzt lässt sich aus den ermittelten ORs ein Mittel-
wert bilden. Die Abbildung 4.3 zeigt, dass durch die Transformation die deutlichen
Abweichungen vom OR der MLR reduziert wurden. Die MLR ist geeignet für die
Modellierung der durch die Transformation entstandenen Daten und lässt sich nun
durch die VFTs erklären.
β∗t = 2, 428 ∆β∗t = 0, 2
Abbildung 4.3: ORs für transformierten DS(2)
Schritt 5
Im Folgenden wird am Beispiel des OR der ersten beiden Intervalle [20-30] und [31-
40] die Rückrechnung auf die Ausgangsdaten erläutert. Mithilfe der VFTs wurde für
die beiden Intervalle ein OR berechnet:
β∗[20−30]−[31−40] ≈ 1, 502
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Nun gilt es, über die MLR den gleichen Wert zu erhalten. Dafür wird jeweils der
quadratische Mittelwert (QMW) für beide Intervalle genutzt (siehe Tabelle 4.2).
QMW =
√
1
n
n∑
i=1
X2i
Intervall [20− 30] [31− 40]
QMW 25, 661 35, 616
Tabelle 4.2: Quadratischer Mittelwert für DS(2)
Für die MLR gilt folgende Ausgangsgleichung:
Y = log(c) = α + βX
Wird diese Gleichung nach dem Odds c umgeformt, folgt:
c = exp(α + βX)
Mithilfe der MLR ergeben sich demnach für beide Werte folgende Darstellungen:
c25,661 = exp(α + βt(25,661−2050 )
2)
c35,616 = exp(α + βt(35,616−2050 )
2)
Um das OR zu ermitteln wird anschließend die Differenz beider Exponentialfunk-
tionen gebildet.
c35,616−25,661 = exp(βt((15,61650 )
2 − (5,66150 )2))
Nun lässt sich βt des transformierten DS(2) auf β∗ des ursprünglichen DS(2) zu-
rückführen. Es ergibt sich für β∗:
c35,616−25,661 = exp(4, 426(211,8132500 )) ≈ 1, 455 = β∗[20−30]−[31−40]
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In der nachfolgenden Tabelle 4.3 sind die Berechnungen aller ORs, die mithilfe der
VFTs ermittelt wurden, aufgeführt:
Altersgruppe VFT β∗
A: 20-30
B: 31-40 1, 502 1, 455
A: 31-40
B: 41-50 1, 806 2, 070
A: 41-50
B: 51-60 2, 929 2, 948
A: 51-60
B: 61-70 4, 205 4, 199
Tabelle 4.3: Vergleich der ORs aus den VFT mit den ORs der MLR
Um ein Maß für die Abweichungen zwischen den β∗ der VFTs und den β, die sich
über die MLR berechnen lassen, festzulegen, wird die mittlere quadratische Abwei-
chung s2 über die folgende Formel eingeführt:
s2 =
1
n
n∑
i=1
∣∣∣Xi−X̂i∣∣∣2
max(X̂i)
Xi sind die Werte der β∗ der VFTs und X̂ sind die β aus der Berechnung der MLR.
So ergibt sich für n = 4 im obigen Beispiel für die mittlere quadratische Abweichung
Folgendes:
s2 = 0, 003
Die Abweichung ist minimal, das heißt die MLR lässt sich durch die VFTs erklären.
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4.3 Simulierte Datensätze mit zwei Risikofaktoren
Es werden die beiden simulierten Datensätze mit zwei Risikofaktoren auf die Anpas-
sung mittels MLR untersucht. Der DS(3) umfasst ein Kollektiv von 500 Personen,
für die erneut festgelegt ist, ob ein Ereignis eintritt oder nicht. Die beiden Risiko-
faktoren sind stetige Größen und unabhängig voneinander. Ein Risikofaktor liegt
zwischen 20 und 70 und wird zur besseren Anschauung als Alter interpretiert. Die
Werte des anderen Risikofaktors liegen im Intervall von 0 bis 60 und werden als PJ
interpretiert.
Bei DS(3) tritt bei 248 Personen das Ereignis ein und bei 252 Personen tritt das
Ereignis nicht ein. In DS(4) tritt bei 214 Personen das Ereignis ein und bei 286
Personen nicht.
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4.4 Modellberechnung
In diesem Abschnitt wird zum DS(3) ein Modell(3) beschrieben. Dieses Modell soll
zeigen, dass die Vorgehensweise bei einem einparametrischen weniger modelladäqua-
ten DS(1) auch für einen Datensatz mit zwei Parametern zutrifft. Die Bestätigung
hierfür liefert der rechnerische Nachweis. Zudem wird der DS(3) genau wie der einpa-
rametrische DS(1) durch eine lineare Transformation verändert, um zu zeigen, dass
dies bei einem Datensatz mit zwei Risikofaktoren keine Auswirkungen auf das Er-
gebnis hat. Das Modell(4) beschreibt anschließend einen zweiparametrischen weniger
modelladäquaten Datensatz, der sich mithilfe einer nichtlinearen Transformation in
einen modelladäquaten Datensatz umformen lässt.
4.4.1 Modell(3) zu DS(3)
Die Modellanalyse für den zweiparametrischen modelladäquaten DS(3) wird wie bei
den vorhergehenden Modellen zur Übersichtlichkeit in fünf Schritte unterteilt.
Schritt 1
Unter Anwendung des Statistik-Programms PASW Statistics lassen sich über die
MLR für den DS(3) Faktoren der Risikoerhöhung für den Abstand ∆ eines Jahres
und die Konstanten BA und BP jeweils für das Alter und die PJ berechnen:
Alter : βA = 1, 026 BA = 0, 025 ∆βA = 1 Jahr
PJ : βP = 1, 020 BP = 0, 019 ∆βP = 1 Jahr
Schritt 2
Die Wertebereiche der beiden Parameter des DS(3) werden in Intervalle eingeteilt.
Die Länge der Intervalle des Parameters Alter beträgt 12, 5 und die des Parameters
PJ 20. Mithilfe der VFTs werden nun die Odds für jedes Altersintervall und PJ-
Intervall gebildet.
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In der folgenden Tabelle 4.4 sind die Odds für den DS(3) aufgeführt.
Alter/PJ 0− 20 21− 40 41− 60
20− 32,5 0, 483 0, 609 0, 917
32,6− 45 0, 500 0, 783 1, 182
45,1− 57,5 0, 750 1, 150 1, 667
57,6− 70 1, 048 1, 643 2, 385
Tabelle 4.4: VFT: Odds für DS(3)
Anschließend werden die Odds grafisch dargestellt. In der Abbildung 4.4 ist erkenn-
bar, dass sich der DS(3) für eine Modellierung mittels MLR eignen könnte, da sich
bei der Betrachtung jeder einzelnen Säulenreihe, ein Anstieg vergleichbar mit einer
Exponentialfunktion ausmachen lässt.
Abbildung 4.4: VFT: Odds für DS(3)
Im Gegensatz zu einem einparametrischen Datensatz können hier keine ORs von
zwei nebeneinanderliegenden Gruppen berechnet werden. Jedes Odds hat mindes-
tens drei benachbarte Odds, wie in Abbildung 4.4 erkennbar, sodass die Darstellung
der Risikoerhöhungen in einer zweidimensionalen Abbildung nicht möglich ist. Aus
diesem Grund werden bei einem zweiparametrischen Datensatz die Werte aus den
VFTs mit denen der MLR unter der Betrachtung der Risikoerhöhung bezüglich eines
Referenzpunktes verglichen. Das kann beispielsweise das kleinste Odds sein.
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So berechnet sich folgende Tabelle 4.5.
Alter/PJ 0− 20 21− 40 41− 60
20− 32,5 1, 000 1, 261 1, 899
32,6− 45 1, 036 1, 621 2, 448
45,1− 57,5 1, 554 2, 382 3, 452
57,6− 70 2, 170 3, 403 4, 940
Tabelle 4.5: VFT: Risikoerhöhung bezogen auf Wertepaar (20 − 32, 5; 0 − 20) für
DS(3)
Nun werden die berechneten Daten der Tabelle 4.5 erneut grafisch dargestellt. Er-
wartungsgemäß bleibt die ansteigende Form der Abbildung erhalten.
Abbildung 4.5: VFT: Risikoerhöhung bezogen auf Wertepaar (20− 32, 5; 0− 20) für
DS(3)
Um die Risikoerhöhungen aus den VFTs mit denen der MLR vergleichen zu können,
werden nun die Daten aus der MLR in die gleiche Form wie die aus den VFTs
gebracht. Es wird für jedes Intervall der Wertebereiche der Parameter Alter und
PJ das arithmetische Mittel gebildet.
X¯ = 1
n
n∑
i=1
Xi
Damit die Intervalle des Wertebereiches der beiden Parameter äquidistant sind und
ganze Zahlen enthalten, werden die Intervallgrenzen mit Kommastelle gerundet.
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So ergeben sich folgende Werte:
Alter X¯ PJ X¯
[20− 32] 26 [0− 20] 10
[33− 45] 39 [21− 40] 31
[46− 58] 52 [41− 60] 51
[59− 70] 64
Tabelle 4.6: Arithmetisches Mittel für DS(3)
Über die MLR lässt sich nun ein Faktor der Risikoerhöhung für jedes mittlere Alter
und mittlere PJ berechnen. Für das BA und BP werden die aus dem Statistik-
Programm PASW Statistics berechneten Konstanten eingesetzt.
F (A,P ) = exp(BA · (X¯1(A) − X¯0(A)) +BP · (X¯1(P ) − X¯0(P )))
Wird diese Berechnung für jedes arithmetische Mittel (immer bezogen auf das kleins-
te arithmetische Mittel X¯0) durchgeführt, ergibt sich für die MLR folgende Tabel-
le:
Alter/PJ 10 31 51
26 1, 000 1, 490 2, 179
39 1, 384 2, 063 3, 016
52 1, 916 2, 855 4, 175
64 2, 586 3, 854 5, 635
Tabelle 4.7: MLR: Risikoerhöhung bezogen auf Wertepaar (26; 10) für DS(3)
Um an dieser Stelle ein Maß für die Abweichungen zwischen den Daten, die sich
durch die VFTs ermitteln lassen, und den Daten, die sich über die MLR berechnen
lassen, festzulegen, wird wie bei einem einparametrischen Datensatz die mittlere
quadratische Abweichung s2 für n Odds über die folgende Formel bestimmt:
s2 =
1
n
n∑
i=1
∣∣∣Xi−X̂i∣∣∣2
max(X̂i)
In diesem Fall bezeichnet Xi die Werte der VFTs und X̂ die Werte aus der Berech-
nung der MLR.
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So ergibt sich für n = 12 im obigen Beispiel für die mittlere quadratische Abweichung
Folgendes:
s2 = 0, 037
Nun können für den Parameter Alter ab 26 und den Parameter PJ ab 10 flächende-
ckend Risikoerhöhungen bezogen auf den Referenzpunkt (26;10) berechnet werden.
Es entsteht dabei ein Oberflächendiagramm (Abbildung 4.6), in dem die zwölf Bal-
ken aus der Berechnung der VFTs (Abbildung 4.5) eingefügt sind. Sie sind durch
geringe Abweichungen in dem Oberflächendiagramm erkennbar. Das heißt, die MLR
lässt sich wie bei einem einparametrischen Datensatz durch die VFTs erklären, wes-
halb sie in diesem Fall als geeignete Modellierung des DS(3) bezeichnet werden
kann.
Abbildung 4.6: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(26; 10) für DS(3)
Es ist gezeigt, dass die flächendeckende Berechnung der Risikoerhöhungen auf der
MLR beruht. Wird der Bezugspunkt auf (20;0) gesetzt, beziehen sich alle Risikoer-
höhungen auf einen 20-jährigen Nichtraucher. Da der neue Bezugspunkt niedriger
ist als der Bezugspunkt (26;10), werden die Risikoerhöhungen höher sein als in der
vorigen Abbildung 4.6. In der Abbildung 4.7 lassen sich nun Risikoerhöhungen für
jedes Alter zwischen 20 und 70 und jedes PJ zwischen 0 und 60 eindeutig ablesen.
Eine detailliertere Abbildung befindet sich im Anhang A.
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Abbildung 4.7: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(20; 0) für DS(3)
Schritt 3
Beide Risikofaktoren Alter (X1) und PJ (X2) werden durch eine lineare Trans-
formation jeweils auf das Intervall [0; 1] abgebildet. Wie im einparametrischen Fall
ergeben sich die Grenzen aufgrund der Intervalle. Das Alter liegt zwischen 20 und
70 und die PJ zwischen 0 und 60.
Alter : X1 → (X1−2050 ) ∈ [0; 1]
PJ : X2 → (X260 ) ∈ [0; 1]
Für den transformierten DS(3) wird noch einmal die MLR berechnet. Dabei wer-
den neue Faktoren der Risikoerhöhung für den Abstand ∆ eines Jahres und neue
Konstanten Bt(A) und Bt(P ) jeweils für die Parameter Altert und PJt berechnet.
Aufgrund der Transformation werden die Bezeichnungen zusätzlich mit einem t in-
diziert:
Altert : βt(A) = 3, 543 Bt(A) = 1, 265 ∆βt(A) = 1 Jahr
PJt : βt(P ) = 3, 208 Bt(P ) = 1, 166 ∆βt(P ) = 1 Jahr
Schritt 4
Es werden für den transformierten DS(3) die Odds über die VFTs berechnet.
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Dafür werden für die Wertebereiche des Parameters Altert Intervalle der Länge
0, 25 und des Parameters PJt Intervalle der Länge 0, 33 gebildet. Die Intervalllängen
ergeben sich durch die erneute Einteilung in vier bzw. drei gleichlange Intervalle.
Es gilt:
Alter : ∆βt(A) =̂ 50 ·∆β(A)
PJ : ∆βt(P ) =̂ 60 ·∆β(P )
Es ergibt sich für βt:
Altert : βt(A) ≈ β50A
3, 543 ≈ 3, 609
PJt : βt(P ) ≈ β60P
3, 208 ≈ 3, 281
Die Abweichungen zwischen den Faktoren der Risikoerhöhung für den Abstand ∆
eines Jahres sind gering, obwohl Rundungsfehler aufgrund der hohen Potenzen auf-
treten.
4.4.2 Modell(4) zu DS(4)
Schritt 1
Mithilfe des Statistik-Programms PASW Statistics lassen sich über die MLR für
den DS(4) Faktoren der Risikoerhöhung für den Abstand ∆ eines Jahres und die
Konstanten BA und BP für das Alter und die PJ ermitteln:
Alter : βA = 1, 036 BA = 0, 036 ∆βA = 1 Jahr
PJ : βP = 1, 025 BP = 0, 025 ∆βP = 1 Jahr
Schritt 2
Es werden für beide Parameter Alter und PJ die Wertebereiche in Intervalle einge-
teilt. Für das Alter beträgt die Intervalllänge 12, 5 bei vier gleichlangen Intervallen
und für die PJ ist die Intervalllänge 20 bei drei gleichlangen Intervallen.
37
4 Analyse von simulierten Datensätzen
Über die VFTs werden nun die Odds für jedes Altersintervall und PJ-Intervall be-
rechnet.
Alter/PJ 0− 20 21− 40 41− 60
20− 32,5 0, 200 0, 500 0, 548
32,6− 45 0, 407 0, 720 0, 833
45,1− 57,5 0, 500 0, 789 1, 150
57,6− 70 0, 828 1, 545 3, 778
Tabelle 4.8: VFT: Odds für DS(4)
In der Abbildung 4.8 wird die Tabelle 4.8 grafisch dargestellt. Hier lässt sich er-
kennen, dass der DS(4) eine gleichmäßig ansteigende Struktur aufweist. Bei der
Betrachtung jeder einzelnen Säulenreihe ist eine Form vergleichbar mit dem Kur-
venverlauf einer Exponentialfunktion erkennbar. Allerdings lässt der steile Anstieg
des Odds für das Alter im Intervall [57, 6; 70] und die PJ im Intervall [41; 60] erahnen,
dass der DS(4) für die Modellierung mittels MLR weniger geeignet ist.
Abbildung 4.8: VFT: Odds für DS(4)
Um dies zu bestätigen werden die Odds der VFTs in Bezug auf einen Referenzpunkt,
beispielsweise das kleinste Odds, betrachtet.
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So lassen sich die Risikoerhöhungen bezogen auf das kleinste Odds angeben, um sie
dann mit denen der MLR vergleichen zu können (siehe Tabelle 4.9).
Alter/PJ 0− 20 21− 40 41− 60
20− 32,5 1, 000 2, 500 2, 742
32,6− 45 2, 037 3, 600 4, 167
45,1− 57,5 2, 500 3, 947 5, 750
57,6− 70 4, 138 7, 727 18, 889
Tabelle 4.9: VFT: Risikoerhöhung bezogen auf Wertepaar (20 − 32, 5; 0 − 20) für
DS(4)
Es werden die in der Tabelle berechneten Werte grafisch dargestellt.
Abbildung 4.9: VFT: Risikoerhöhung bezogen auf Wertepaar (20− 32, 5; 0− 20) für
DS(4)
Damit die Risikoerhöhungen aus den VFTs mit denen der MLR verglichen wer-
den können, werden die Daten aus der MLR in die gleiche Form gebracht. Wie bei
einem zweiparametrischen modelladäquaten Datensatz werden deshalb für die In-
tervalle der Parameter Alter und PJ der arithmetische Mittelwert gebildet. Damit
die Intervalle der Wertebereiche der beiden Parameter äquidistant sind und ganze
Zahlen enthalten, werden die Intervallgrenzen mit Kommastelle gerundet.
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Die Tabelle 4.10 zeigt die arithmetischen Mittelwerte der Intervalle.
Alter X¯ PJ X¯
[20− 32] 26 [0− 20] 10
[33− 45] 39 [21− 40] 31
[46− 58] 52 [41− 60] 51
[59− 70] 64
Tabelle 4.10: Arithmetisches Mittel für DS(4)
Anschließend lässt sich über die MLR ein Faktor der Risikoerhöhung für jedes mitt-
lere Alter und mittlere PJ wie bei einem zweiparametrischen modelladäquaten Da-
tensatz ermitteln (siehe Abschnitt 4.4.1 (Modell(3) zu DS(3))).
So ergeben sich mithilfe der MLR folgende Werte:
Alter/PJ 10 31 51
26 1, 000 1, 690 2, 787
39 1, 597 2, 699 4, 450
52 2, 550 4, 310 7, 106
64 3, 927 6, 639 10, 946
Tabelle 4.11: MLR: Risikoerhöhung bezogen auf Wertepaar (26; 10) für DS(4)
Um das Resultat mit dem zweiparametrischen modelladäquaten DS(3) (Abschnitt
4.4.1 (Modell(3) zu DS(3))) vergleichen zu können, wird nun die mittlere quadra-
tische Abweichung zwischen den Risikoerhöhungen der VFTs und den Werten, die
über die MLR ermittelt wurden, berechnet.
In diesem Fall ergibt sich für s2:
s2 = 0, 518
Die mittlere quadratische Abweichung für den DS(3) lag bei s2 = 0, 037. Damit ist
die Abweichung für den DS(4) 14 Mal höher.
40
4 Analyse von simulierten Datensätzen
Um die Erkenntnis der Nichteignung des DS(4) durch die Modellierung mittels MLR
noch zu verstärken, werden nun für den Parameter Alter ab 26 und den Parameter
PJ ab 10 flächendeckend Risikoerhöhungen bezogen auf den Referenzpunkt (26;10)
bestimmt. Dabei entsteht ein Oberflächendiagramm (Abbildung 4.10). Zum Ver-
gleich sind hier die zwölf Balken der Risikoerhöhungen der VFTs (Abbildung 4.9)
eingetragen. Es lässt sich erkennen, dass die Risikoerhöhungen der VFTs (Abbil-
dung 4.9) erwartungsgemäß nicht mit denen der MLR übereinstimmen. Die MLR
lässt sich in diesem Fall nicht durch die VFTs erklären.
Abbildung 4.10: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(26; 10) für DS(4)
Es ist nun bewiesen, dass der DS(4) weniger geeignet für die Modellierung mittels
MLR ist. Das heißt, es ist zu untersuchen, ob sich durch eine nichtlineare Transfor-
mation die Parameter so verändern lassen, dass sich der transformierte DS(4) durch
die MLR modellieren lässt.
Schritt 3
Die Parameter Alter (X1) und PJ (X2) werden durch eine nichtlineare Transfor-
mation auf das Intervall zwischen 0 und 1 abgebildet. Die Grenzen ergeben sich
aufgrund der Intervalle. Das Alter liegt zwischen 20 und 70. Die PJ liegen zwischen
0 und 60.
Alter : X1 → (X1−2050 )2 ∈ [0; 1]
PJ : X2 →
√
X2
60 ∈ [0; 1]
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Unter Anwendung des Statistik-Programms PASW Statistics wird für den trans-
formierten DS(4) erneut die MLR durchgeführt. Dabei wird wieder ein Faktor der
Risikoerhöhung für den Abstand ∆ eines Jahres sowie die Konstanten Bt(A) und
Bt(P ) jeweils für den Parameter Altert und den Parameter PJt berechnet. Aufgrund
der Transformation werden die Bezeichnungen zusätzlich mit einem t indiziert.
Altert : βt(A) = 5, 444 Bt(A) = 1, 695 ∆βt(A) = 1 Jahr
PJt : βt(P ) = 6, 468 Bt(P ) = 1, 867 ∆βt(P ) = 1 Jahr
Schritt 4
Es folgt die Berechnung der Odds über die VFTs für den transformierten DS(4).
Für die Parameter Altert und PJt werden Intervalle gebildet. Der Wertebereich des
Parameters Altert wird in vier gleichlange Intervalle der Länge 0,25 und der des
Parameters PJt in drei gleichlange Intervalle der Länge 0,33 unterteilt. Nun werden
über die VFTs die Odds ermittelt. In der nachfolgenden Tabelle 4.12 sind die Odds
für den transformierten DS(4) aufgeführt.
Altert/PJt 0− 0,33 0,331− 0,67 0,671− 1
0− 0,25 0, 217 0, 370 0, 674
0,251− 0,5 0, 300 0, 500 1, 160
0,51− 0,75 0, 571 0, 750 1, 733
0,751− 1 1, 000 1, 333 2, 889
Tabelle 4.12: VFT: Odds für transformierten DS(4)
In der Abbildung 4.11 ist erkennbar, dass aus dem DS(4) durch die nichtlinearen
Transformationen der beiden Parameter ein für die Modellierung durch die MLR
geeigneter Datensatz geworden ist.
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Die Abbildung zeigt die typisch gleichmäßige Struktur, die auch bei dem modellad-
äquaten DS(3) zu erkennen war.
Abbildung 4.11: VFT: Odds für transformierten DS(4)
Nun werden die Risikoerhöhungen in Bezug auf das kleinste Odds ermittelt. Dazu
werden alle zwölf Odds durch das kleinste Odds dividiert und es ergeben sich folgende
Werte:
Altert/PJt 0− 0,33 0,331− 0,67 0,671− 1
0− 0,25 1, 000 1, 704 3, 101
0,251− 0,5 1, 380 2, 300 5, 336
0,51− 0,75 2, 629 3, 450 7, 973
0,751− 1 4, 600 6, 133 13, 289
Tabelle 4.13: VFT: Risikoerhöhung bezogen auf Wertepaar (0− 0, 25; 0− 0, 33) für
transformierten DS(4)
In der folgenden Abbildung 4.12 werden die berechneten Werte der Tabelle grafisch
dargestellt.
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Wie bei einem zweiparametrischen modelladäquaten Datensatz bleibt erwartungs-
gemäß die gleichmäßig ansteigende Struktur erhalten.
Abbildung 4.12: VFT: Risikoerhöhung bezogen auf Wertepaar (0 − 0, 25; 0 − 0, 33)
für transformierten DS(4)
Nun werden die Risikoerhöhungen aus den VFTs mit denen der MLR verglichen.
Dazu müssen die Daten aus der MLR erneut in die gleiche Form gebracht werden.
Hierfür wird für jedes Intervall der Parameter Altert und PJt das arithmetische Mit-
tel gebildet (auf zwei Nachkommastellen gerundet) und anschließend über die MLR
der Faktor der Risikoerhöhung für jedes mittlere Altert und mittlere PJt berechnet.
Das erfolgt analog zur Berechnung der Werte mittels MLR des modelladäquaten
DS(3) wie in Abschnitt 4.4.1 (Modell(3) zu DS(3)) beschrieben.
Das arithmetische Mittel für alle Intervalle wird in der folgenden Tabelle 4.14 dar-
gestellt.
Altert X¯ PJt X¯
[0− 0, 24] 0, 12 [0− 0, 33] 0, 17
[0, 241− 0, 5] 0, 38 [0, 331− 0, 67] 0, 51
[0, 51− 0, 76] 0, 69 [0, 671− 1] 0, 84
[0, 761− 1] 0, 88
Tabelle 4.14: Arithmetisches Mittel für transformierten DS(4)
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Dadurch ergeben sich folgende Risikoerhöhungen:
Altert/PJt 0,17 0,51 0,84
0,12 1, 000 1, 887 3, 493
0,38 1, 554 2, 931 5, 428
0,69 2, 628 4, 958 9, 180
0,88 3, 626 6, 841 12, 668
Tabelle 4.15: MLR: Risikoerhöhung bezogen auf Wertepaar (0, 12; 0, 17) für trans-
formierten DS(4)
An dieser Stelle wird erneut die mittlere quadratische Abweichung berechnet. So
lässt sich beurteilen, ob die Transformation besser für die Modellierung mittels MLR
geeignet ist oder nicht. Es ergibt sich für s2:
s2 = 0, 041
Im Gegensatz zur mittleren quadratischen Abweichung der Ausgangsdaten liegt die-
ser s2-Wert in der Größenordnung der Abweichung von DS(3) mit s2 = 0, 037. Die
vorliegende Transformation ist besser für die Modellierung geeignet. So kann für den
transformierten DS(4) die MLR durchgeführt werden.
Nun kann mithilfe der MLR ein flächendeckendes Diagramm erstellt werden (siehe
Abbildung 4.13). Das Verfahren wird in Abschnitt 4.4.1 (Modell(3) zu DS(3)) be-
schrieben. Es ist erkennbar, dass die Risikoerhöhungen aus den VFTs (Abbildung
4.12) mit denen der MLR übereinstimmen.
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Die MLR lässt sich durch die VFTs erklären.
Abbildung 4.13: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(0, 12; 0, 17) für transformierten DS(4)
Anschließend werden die Risikoerhöhungen bezogen auf den Referenzpunkt (0; 0)
berechnet. Es ergibt sich folgendes Oberflächendiagramm.
Abbildung 4.14: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(0; 0) für transformierten DS(4)
Schritt 5
Es wird die Rückrechnung von dem transformierten DS(4) auf den DS(4) erläutert.
Dazu wird das Oberflächendiagramm (Abbildung 4.14) benötigt. In diesem Dia-
gramm sind alle Risikoerhöhungen des transformierten DS(4) in Bezug auf (0;0)
aufgeführt.
Nun wird jede Risikoerhöhung in ein neues Oberflächendiagramm eingetragen.
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Dabei werden die Parameter Altert und PJt entsprechend der nichtlinearen Trans-
formation auf Alter und PJ zurückgerechnet.
Alter =
√
Altert · 50 + 20
PJ = PJ2t · 60
Werden alle Risikoerhöhungen auf die Parameter Alter zwischen 20 und 70 und PJ
zwischen 0 und 60 übertragen, ergibt sich folgendes Oberflächendiagramm (Abbil-
dung 4.15). Eine detailliertere Abbildung befindet sich im Anhang B.
Abbildung 4.15: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(20; 0) für DS(4)
Die Abbildung 4.15 zeigt die Modellierung der Ausgangsdaten (Abbildung 4.9) mit-
tels MLR. Es ist der steile Anstieg des Odds für das Alter im Intervall [57, 6; 70]
und die PJ im Intervall [41; 60] erkennbar. Die Datentransformation ermöglicht eine
Verbesserung der Modellierung.
Berechnungsbeispiel:
Für Altert = 0, 02 und PJt = 0, 45 lässt sich im Oberflächendiagramm (Abbildung
4.14) eine Risikoerhöhung von 2, 40 ablesen. Werden Altert und PJt nun nach obigen
Formeln zurücktransformiert, kann die Risikoerhöhung 2, 40 für Alter = 27, 07 und
PJ = 12, 15 eingetragen werden. In dem Oberflächendiagramm (Abbildung 4.15)
ist für Alter = 27 und PJ = 12 eine Risikoerhöhung von 2, 38 abzulesen. Es können
geringe Abweichungen aus Rundungsfehlern resultieren.
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4.5 Fazit
Es wurde anhand des DS(1) gezeigt, dass sich bei einem modelladäquaten Datensatz
mit einem Parameter die MLR durch die VFTs plausibel erklären lässt. Außerdem
konnte nachgewiesen werden, dass die Linearität einer Transformation keine Auswir-
kungen auf die Resultate hat. Zudem ließ sich die Risikoerhöhung des transformier-
ten Datensatzes auf die Risikoerhöhung des Ausgangsdatensatzes zurückrechnen.
Der zweite einparametrische Datensatz, der DS(2), ließ Folgendes erkennen. Wenn
sich die MLR nicht durch die VFTs erklären lässt, kann untersucht werden, ob
eine nichtlineare Transformation eine Verbesserung der Modelladäquatheit mit sich
bringt. Anschließend konnten die Risikoerhöhungen des transformierten Datensatzes
auf die Risikoerhöhungen des Ausgangsdatensatzes zurücktransformiert werden.
Nun wurden analog dazu die zweiparametrischen Datensätze untersucht. Der DS(3)
ergab das Gleiche wie der DS(1). Ist die MLR plausibel durch die VFTs erklärbar, so
lassen sich beide Parameter linear transformieren, ohne dass sich diese Vorgehens-
weise auf die Ergebnisse auswirkt. Anschließend konnten die beiden transformierten
Parameter zurücktransformiert werden, wobei die Risikoerhöhungen erhalten blie-
ben.
Zum Schluss wurde mit DS(4) analog zu DS(2) festgestellt, wenn die MLR nicht
durch die VFTs erklärbar ist, kann eine nichtlineare Transformation verwendet wer-
den. Dabei muss untersucht werden, ob diese Transformation eine Verbesserung der
mittleren quadratischen Abweichung erzielt. Ist das der Fall, kann der transformierte
Datensatz auf die Ausgangsdaten zurückgerechnet werden ohne die Risikoerhöhun-
gen zu beeinflussen.
Gerade der DS(4) hat gezeigt, dass es sich anhand der Ausgangsdaten nicht ein-
schätzen lässt, ob ein Datensatz modelladäquat ist oder nicht. Es sollte stets die
mittlere quadratische Abweichung als Maß dafür überprüft werden. Jeder einzelne
Parameter beeinflusst die Risikoerhöhung. Damit diese Einflüsse nicht verloren ge-
hen, muss das Modell angepasst werden. Zur Überprüfung dient auch der Vergleich
des abschließenden Oberflächendiagramms bezogen auf das Wertepaar (20; 0) mit
den Risikoerhöhungen der Ausgangsdaten, die über die VFTs berechnet wurden.
Diese Risikoerhöhungen müssen sich in dem Oberflächendiagramm widerspiegeln.
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4.6 Bemerkung zur Signifikanz
Bei der Modellierung mittels MLR unter Anwendung des Statistik Programms PASW
Statistics werden für alle vier Datensätze folgende Werte berechnet. Dabei werden
die p-Werte1, die ORs (Exp(B)) und die zugehörigen 95%-Konfidenzintervalle (KI)
angegeben, wobei sich das KI aus einer unteren Grenze (uG) und einer oberen Gren-
ze (oG) zusammensetzt.
Datensatz Parameter p Exp(B) KI(uG) KI(oG)
DS(1) Alter 0, 048 1, 013 1, 000 1, 026
Transformierter DS(1) Altert 0, 048 1, 883 1, 005 3, 525
DS(2) Alter 0, 000 1, 098 1, 078 1, 117
Transformierter DS(2) Altert 0, 000 83, 610 37, 148 188, 185
DS(3) Alter 0, 000 1, 026 1, 013 1, 039
PJ 0, 000 1, 020 1, 009 1, 030
Transformierter DS(3) Altert 0, 000 3, 543 1, 879 6, 679
PJt 0, 000 3, 208 1, 701 6, 052
DS(4) Alter 0, 000 1, 036 1, 023 1, 050
PJ 0, 000 1, 025 1, 014 1, 036
Transformierter DS(4) Altert 0, 000 5, 444 2, 869 10, 329
PJt 0, 000 6, 468 2, 883 14, 511
Tabelle 4.16: Signifikanz der Datensätze
Es ist zu beachten, dass alle p-Werte kleiner als 0, 05 sind. Das heißt, dass der Einfluss
aller Parameter statistisch abgesichert werden kann. Allerdings wird damit keine
Aussage darüber getroffen, ob der entsprechende Datensatz für die Modellierung
mithilfe der MLR geeignet ist.
1auch: Irrtumswahrscheinlichkeit, Signifikanzniveau
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5 Patientenkollektiv der
arbeitsmedizinischen Untersuchung
Es wird für ein Patientenkollektiv der arbeitsmedizinischen Untersuchung die MLR
durchgeführt. Das Kollektiv besteht aus 610 Personen, von denen 169 Personen an
Lungenkrebs erkrankt sind und 441 Personen nicht[9].
Bevor mit Schritt 1 begonnen wird, sollte der Verlauf der Risikoerhöhung in Abhän-
gigkeit von je einem der beiden Parameter betrachtet werden. So lässt sich erkennen,
wie sich Alter und PJ getrennt voneinander auf die Risikoerhöhung auswirken. Der
Grund ist, dass die Effekte, die hier auftreten, erhalten bleiben sollen, wenn die Risi-
koerhöhung in Abhängigkeit von beiden Parametern analysiert wird. Das vereinfacht
die Frage nach der Einteilung der Wertebereiche von Alter und PJ in Intervalle.
Angefangen mit dem Parameter Alter ergibt sich folgende Abbildung.
Abbildung 5.1: Risikoerhöhung in Abhängigkeit vom Parameter Alter für realen DS
Laut Abbildung 5.1 steigt bis zum Alter 55 das Risiko an Lungenkrebs zu erkranken,
um anschließend mit zunehmendem Alter wieder zu sinken.
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Eine mögliche Erklärung dafür ist, dass ab Alter 55 schon einige Personen an der
Erkrankung gestorben sind und deshalb in der Statistik nicht mehr auftauchen.
Nun wird die Abhängigkeit der Risikoerhöhung vom Parameter PJ gezeigt.
Abbildung 5.2: Risikoerhöhung in Abhängigkeit vom Parameter PJ für realen DS
Der Verlauf der Risikoerhöhung in Abbildung 5.2 ist wie erwartet. Mit zunehmenden
PJ steigt das Risiko an Lungenkrebs zu erkranken.
Nach der Betrachtung der Auswirkungen der beiden einzelnen Parameter auf die
Risikoerhöhung werden die Intervalle der Wertebereiche der Parameter für die fol-
gende Untersuchung so gewählt, dass die Effekte, die sich gezeigt haben, möglichst
erhalten bleiben.
Nun kann mit den eigentlichen Schritten der Modellanalyse begonnen werden.
Schritt 1
Die Durchführung der MLR mittels Statistik-Programms PASW Statistics:
Alter : βA = 0, 968 BA = −0, 032 ∆βA = 1 Jahr
PJ : βP = 1, 045 BP = 0, 044 ∆βP = 1 Jahr
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Schritt 2
Es werden die Odds für die Ausgangsdaten des realen DS berechnet (siehe Tabelle
5.1)
Alter/PJ 0− 10 11− 24 25− 45 46− 150
20− 46 0, 125 0, 500 1, 000 DIV/0
47− 65 0, 140 0, 545 0, 652 2, 625
66− 86 0, 061 0, 344 0, 441 1, 261
Tabelle 5.1: VFT: Odds für realen DS
Bei der weiteren Berechnung werden die Odds, für die die Anzahl der Personen in
den entsprechenden Intervallen zu gering ist, nicht betrachtet.
In der Abbildung 5.3 werden die Odds grafisch dargestellt.
Abbildung 5.3: VFT: Odds für realen DS
Die Abbildung 5.3 hat die erwartete Form. Die PJ steigen mit zunehmender Anzahl
an. Wird das Alter für die PJ [0− 10] und [11− 24] betrachtet, ist erkennbar, dass
das Odds erst ansteigt und anschließend wieder fällt. Nur die beiden Odds für das
Alter [20− 46] und die beiden PJ [25− 45] und [46− 150] spiegeln die erwarteten
Risikoerhöhungen nicht wider. Das hat die Erklärung, dass die Anzahl der Personen
an diesen beiden Stellen zu gering ist.
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Als Nächstes werden die Risikoerhöhungen aus den Odds berechnet (siehe Tabelle
5.2).
Alter/PJ 0− 10 11− 24 25− 45 46− 150
20− 46 0, 000 0, 000 0, 000 0, 000
47− 65 2, 272 8, 883 10, 621 42, 750
66− 86 1, 000 5, 607 7, 177 20, 534
Tabelle 5.2: VFT: Risikoerhöhung bezogen auf Wertepaar (66−86; 0−10) für realen
DS
Bei der Einteilung der Wertebereiche der Parameter Alter und PJ in Intervalle
kann es vorkommen, dass bei der Berechnung der VFTs Intervalle auftreten, die
statistisch gesehen zu gering besetzt und daher nicht aussagekräftig sind. Dann sind
für die Berechnung der Risikoerhöhungen aus den Odds nur die Odds zu verwenden,
die sich aus einer Anzahl ≥ 20 Personen ergeben. Die übrigen Risikoerhöhungen
werden 0 gesetzt.
Die Abbildung 5.4 zeigt die Risikoerhöhungen bezogen auf das Wertepaar (66 −
86; 0− 10):
Abbildung 5.4: VFT: Risikoerhöhung bezogen auf Wertepaar (66 − 86; 0 − 10) für
realen DS
53
5 Patientenkollektiv der arbeitsmedizinischen Untersuchung
Nun werden die arithmetischen Mittelwerte für alle Intervalle berechnet.
Alter X¯ PJ X¯
[20− 46] 33 [0− 10] 5
[47− 65] 56 [11− 24] 18
[66− 86] 76 [25− 45] 35
[46− 150] 98
Tabelle 5.3: Arithmetisches Mittel für realen DS
Es folgt die Berechnung der Risikoerhöhungen mithilfe der MLR (siehe Tabelle
5.4).
Alter/PJ 5 18 35 98
33 0, 000 0, 000 0, 000 0, 000
56 1, 896 3, 360 7, 099 113, 522
76 1, 000 1, 772 3, 743 59, 859
Tabelle 5.4: MLR: Risikoerhöhung bezogen auf Wertepaar (76; 5) für realen DS
Anschließend wird die mittlere quadratische Abweichung s2 ermittelt:
s2 = 7, 295
Nun wird die flächendeckende Berechnung der MLR grafisch dargestellt:
Abbildung 5.5: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(76; 5) für realen DS
Die MLR für den Datensatz lässt sich nicht durch die VFTs erklären.
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Es stellt sich die Frage, ob das Problem der Intervalleinteilung umgangen werden
kann, wenn die Wertebereiche der Parameter in zwei Intervalle eingeteilt werden.
Bei der Darstellung in einem Säulendiagramm würde eine Form entstehen, wie es
für die Modellierung mittels MLR charakteristisch ist.
Der zweite Schritt wird für die Einteilung in je zwei Intervalle der Wertebereiche der
Parameter erneut vorgenommen, um auch diesen Fall zu untersuchen.
Die Berechnung der Odds für die Ausgangsdaten:
Alter/PJ 0− 20 21− 150
20− 60 0, 183 1, 097
61− 86 0, 175 0, 694
Tabelle 5.5: VFT: Odds für realen DS (zwei Intervalle)
Es werden die Odds grafisch dargestellt:
Abbildung 5.6: VFT: Odds für realen DS (zwei Intervalle)
Die Risikoerhöhungen aus den Odds werden in der Tabelle 5.6 dargestellt.
Alter/PJ 0− 20 21− 150
20− 60 1, 050 6, 279
61− 86 1, 000 3, 974
Tabelle 5.6: VFT: Risikoerhöhung bezogen auf Wertepaar (61−86; 0−20) für realen
DS (zwei Intervalle)
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Die Abbildung 5.7 zeigt die grafische Darstellung der Odds für je zwei Intervalle.
Abbildung 5.7: VFT: Risikoerhöhung bezogen auf Wertepaar (61 − 86; 0 − 20) für
realen DS (zwei Intervalle)
Es werden die arithmetischen Mittelwerte für alle Intervalle berechnet (siehe Tabelle
5.7)
Alter X¯ PJ X¯
[20− 60] 40 [0− 20] 10
[61− 86] 74 [21− 150] 86
Tabelle 5.7: Arithmetisches Mittel für realen DS (zwei Intervalle)
In der Tabelle 5.8 folgt die Berechnung der Risikoerhöhungen mithilfe der MLR.
Alter/PJ 6 18
33 2, 968 84, 099
56 1, 000 28, 332
Tabelle 5.8: MLR: Risikoerhöhung bezogen auf Wertepaar (74; 10) für realen DS
(zwei Intervalle)
Es wird die mittlere quadratische Abweichung s2 berechnet:
s2 = 19, 777
Der s2-Wert ist fast drei Mal so hoch wie der vorherige. Es ist also ein Trugschluss,
dass ein 2 ∗ 2-Säulendiagramm einen besseren s2-Wert liefert, weil das Diagramm
den Eindruck erweckt, die gewünschte Form zu haben.
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Aus diesem Grund wird nun mit Schritt 3 für die ursprüngliche Einteilung der Wer-
tebereiche der Parameter fortgesetzt.
Schritt 3
Die Parameter Alter (X1) und PJ (X2) werden durch eine nichtlineare Transfor-
mation auf das Intervall zwischen 0 und 1 abgebildet. Die Transformation des Para-
meters Alter ergibt sich, da bei Alter = 53 das Maximum liegt und das Alter < 53
sowie Alter > 53 monoton steigt bzw. fällt. Die PJ werden linear transformiert, da
die Ausgangsdaten schon die ansteigende Form besitzen.
Alter : X1 → 1− ( |53−X1|33 ) ∈ [0; 1]
PJ : X2 → X2150 ∈ [0; 1]
Die Durchführung der MLR mittels Statistik-Programm PASW Statistics:
Alter : βt(A) = 5, 776 Bt(A) = 1, 754 ∆βt(A) = 1 Jahr
PJ : βt(P ) = 713, 218 Bt(P ) = 6, 570 ∆βt(P ) = 1 Jahr
Schritt 4
Die Berechnung der Odds für die transformierten Daten:
Altert/PJt 0− 0,067 0,0671− 0,161 0,1611− 0,301 0,3011− 1
0− 0,395 0, 038 0, 156 0, 188 1, 222
0,3951− 0,683 0, 089 0, 550 0, 500 1, 733
0,6831− 1 0, 152 0, 542 0, 750 2, 143
Tabelle 5.9: VFT: Odds für transformierten realen DS
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Die Abbildung 5.8 zeigt die Odds für den transformierten realen DS.
Abbildung 5.8: VFT: Odds für transformierten realen DS
Es werden die Risikoerhöhungen aus den Odds für den transformierten realen DS
berechnet (siehe Tabelle 5.10).
Altert/PJt 0− 0,067 0,0671− 0,161 0,1611− 0,301 0,3011− 1
0− 0,395 1, 000 4, 063 0, 000 0, 000
0,3951− 0,683 2, 311 14, 300 13, 000 45, 067
0,6831− 1 3, 939 14, 083 19, 500 0, 000
Tabelle 5.10: VFT: Risikoerhöhung bezogen auf Wertepaar (0 − 0, 395; 0 − 0, 067)
für transformierten realen DS
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Nun werden die ermittelten Risikoerhöhungen in der Abbildung 5.9 grafisch darge-
stellt.
Abbildung 5.9: VFT: Risikoerhöhung bezogen auf Wertepaar (0− 0, 395; 0− 0, 067)
für transformierten realen DS
Die Berechnung der arithmetischen Mittelwerte für alle Intervalle:
Altert X¯ PJt X¯
[0− 0, 395] 0, 20 [0− 0, 067] 0, 03
[0, 3951− 0, 683] 0, 55 [0, 0671− 0, 161] 0, 12
[0, 6831− 1] 0, 85 [0, 1611− 0, 301] 0, 23
[0, 3011− 1] 0, 65
Tabelle 5.11: Arithmetisches Mittel für transformierten realen DS
Es werden die Risikoerhöhungen mithilfe der MLR berechnet:
Altert/PJt 0,03 0,12 0,23 0,65
0,20 1, 000 1, 729 0, 000 0, 000
0,55 1, 843 3, 186 6, 857 108, 272
0,85 3, 135 5, 421 11, 667 0, 000
Tabelle 5.12: MLR: Risikoerhöhung bezogen auf Wertepaar (0, 20; 0, 03) für trans-
formierten realen DS
Es folgt die Berechnung der mittleren quadratischen Abweichung s2:
s2 = 4, 412
Die Transformation der Daten hat eine Verbesserung des s2-Wertes gebracht.
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Es folgt das Oberflächendiagramm bezogen auf den Referenzpunkt (0, 20; 0, 03):
Abbildung 5.10: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(0, 20; 0, 03) für transformierten realen DS
Anschließend wird das Oberflächendiagramm bezogen auf den Referenzpunkt (0; 0)
dargestellt:
Abbildung 5.11: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(0; 0) für transformierten realen DS
Schritt 5
Rückrechnung: Hier wird für den Parameter Alter aufgrund der Betragsfunktion eine
Fallunterscheidung vorgenommen.
für Alter ≤ 53 : Alter = 20 + 33 · Altert
für Alter > 53 : Alter = 86− 33 · Altert
PJ = PJt · 150
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Es folgt das Oberflächendiagramm bezogen auf den Referenzpunkt (20; 0):
Abbildung 5.12: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar
(20; 0) für realen DS
Das Oberflächendiagramm stellt die Risikoerhöhungen in Abhängigkeit vom Alter
und der PJ dar, wobei die Einflüsse der Parameter Alter und PJ erhalten blei-
ben. Die Risikoerhöhungen bezogen auf die PJ steigen mit zunehmender Anzahl
an. Dagegen sorgt das Alter dafür, dass die Risikoerhöhungen erst ansteigen und
mit zunehmendem Alter wieder fallen. Die risikohemmende Wirkung des Parame-
ters Alter geht durch die Modellierung nicht verloren. Eine detailliertere Abbildung
befindet sich im Anhang C.
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6 Zusammenfassung und Ausblick
6.1 Zusammenfassung
In den vorangegangenen Kapiteln wurde gezeigt, dass sich mithilfe einer Datentrans-
formation eine Verbesserung der Modellierung durch die MLR erzielen lässt.
Es ist möglich Datensätze auf der Basis der MLR mit einem oder zwei Parametern
zu simulieren. Dabei kann gewählt werden, ob es sich um einen modelladäquaten
Datensatz handeln soll oder ob die Modelladäquatheit des Datensatzes erst nach der
festgelegten nichtlinearen Transformation eintreten soll.
Für die anschließende Untersuchung der simulierten Datensätze wurde ein Verfah-
ren bestehend aus fünf Schritten entwickelt. Dabei enthält der erste Schritt die
Durchführung der MLR mithilfe eines Statistik Programms. Der zweite Schritt
dient der Berechnung der VFTs. Dazu müssen die Parameter in geeignete Interval-
le eingeteilt werden. So kann eine Aussage über die Plausibilität der MLR durch
die VFTs getroffen werden. Um ein Maß für die Güte der Modellierung festzulegen,
wird die mittlere quadratische Abweichung verwendet. Nach der Untersuchung des
letzten Datensatzes (DS(4)) lässt sich einschätzen, in welcher Größenordnung die
mittlere quadratische Abweichung liegen muss, damit von einer Verbesserung der
Modelladäquatheit des Datensatzes gesprochen werden kann. Als Nächstes wird im
dritten Schritt eine nichtlineare Transformation für den Datensatz gewählt. Für
diesen wird dann mithilfe eines Statistik-Programms die MLR durchgeführt. An-
schließend wird im vierten Schritt beschrieben, wie untersucht werden kann, ob
durch die im Schritt drei festgelegte Transformation eine Verbesserung der mittleren
quadratischen Abweichung erreicht werden kann oder nicht. Der letzte Schritt der
Modellanalyse ist der Schritt fünf. Dieser dient der Rückrechnung der transfor-
mierten Parameter auf den Ausgangsdatensatz. Dabei ist es besonders wichtig, dass
die ermittelten Risikoerhöhungen erhalten bleiben.
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6.2 Ausblick
Nachdem das beschriebene Verfahren auf zwei Parameter anwendbar ist, lässt es
sich auf beliebig viele Parameter übertragen. Nun gilt es, ein Klassifikationsverfah-
ren für die Transformation der Einzelparameter zu entwickeln. In Kapitel 5 wurde
anhand des Applikationsbeispiels gezeigt, dass die Einflüsse der einzelnen Parame-
ter eine wichtige Rolle für die Entwicklung der gesamten Risikoerhöhung spielen.
Die Parameter sollten durch eine Transformation so gut wie möglich an das Modell
der MLR angepasst werden, sodass bei der Rücktransformation des Datensatzes die
speziellen Einflüsse sichtbar werden. Es wird ein Verfahren für die Optimierung der
Datentransformation benötigt. So lässt sich bei Datensätzen mit geringer mittlerer
quadratischer Abweichung die Modellanalyse problemlos realisieren.
In der vorliegenden Arbeit war aufgrund der Verwendung der MLR die multipli-
kative Verknüpfung der Einzelrisiken festgelegt. Die verwendete Verknüpfung ist
somit eine Form des Kompromisses. Eine andere Form wäre der Mittelwert der
Auftretenswahrscheinlichkeiten. Zwei Extreme hinsichtlich des Kompromisses sind
Optimismus und Pessimismus. Bei diesen ist jeweils die Auftretenswahrscheinlich-
keit für die Nicht-Erkrankung bzw. Erkrankung an Lungenkrebs ausschlaggebend.
Allerdings können diese Verknüpfungen nur auf Datensätze mit mindestens zwei
Parametern angewendet werden. Hier kann untersucht werden, wie sich durch die
beschriebenen Verknüpfungen die Simulation der Datensätze ändert.
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B Oberflächendiagramm für DS(4)
B
O
be
rfl
äc
he
nd
ia
gr
am
m
fü
r
D
S(
4)
A
bb
ild
un
g
B.
1:
O
be
rfl
äc
he
nd
ia
gr
am
m
:R
isi
ko
er
hö
hu
ng
be
zo
ge
n
au
fW
er
te
pa
ar
(2
0;
0)
fü
r
D
S(
4)
X
C
O
berflächendiagram
m
für
realen
D
S
C Oberflächendiagramm für realen DS
Abbildung C.1: Oberflächendiagramm: Risikoerhöhung bezogen auf Wertepaar (20; 0) für realen DS
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