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Finite impulse response (FIR) filters and filter banks have attractive properties that
the stability can be guaranteed and linear-phase can be easily achieved. Therefore,
they are popular in many applications such as communication systems, audio signal
processing, biomedical instruments and so on. Unfortunately, due to the longer fil-
ter length, the cost of VLSI implementation of a FIR filter is generally higher than
that of an infinite impulse response (IIR) filter which meets the same specifications.
It is well known that the filter length of a FIR filter is inversely proportional to its
transition bandwidth. Therefore the drawback becomes acute when the objective
filter has a narrow transition band. The main purpose of this study is to develop
computationally efficient techniques to design sharp FIR filters and filter banks.
The thesis consists of two parts. In the first part, computationally efficient meth-
ods are proposed to design filter banks suitable for hearing amplification. First, a
8-band non-uniformly spaced digital FIR filter bank with low complexity is pro-
posed. It improves the matching between audiograms and the outputs of the filter
SUMMARY
bank due to the non-uniform allocation of frequency bands. The use of two half-
band FIR filters as prototype filters and the combination of frequency-response
masking (FRM) technique lead to significant savings in terms of number of mul-
tipliers. Then a 16-band non-uniformly spaced digital FIR filter bank with low
group delay is proposed. The overall delay is significantly reduced as the result of
novel filter structure which reduces the interpolation factor for the prototype filters.
In the second part of the thesis, efficient synthesis structures are proposed to de-
sign sharp filters. First, two low complexity designs based on frequency response
masking technique are proposed. The first design uses a filter with non-periodical
frequency response instead of an interpolated filter as the band-edge shaping fil-
ter. The multipliers of the sub-filters which synthesizes the band-ege shaping filter
are shared efficiently. The second design uses two-step serial masking instead of
parallel masking to mask the band-edge shaping filter and its complement. The
first-step masking filter can be an interpolated finite impulse response (IFIR) fil-
ter which contributes to the reduction of the complexity. Secondly, a high speed





BTE behind the ear
CIC cascaded integrator-comb
DAC digital-to-analog converter
DFT discrete fourier transform
DSP digital signal processing
FFB fast filter bank
FIR finite impulse response
FRM frequency response masking
HT hearing threshold
IFIR interpolated finite impulse response
IIR infinite impulse response
LS least square
MCL most comfortable loudness
PFOM power figure of merit
ABBREVIATION
SFFM single filter frequency masking
SQP sequential quadratic programming
SRT speech-recognition threshold
UCL uncomfortable loudness
WLS weighted least square
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Chapter 1
Introduction
Digital Signal Processing (DSP) has become the focus of attention in new product
design and technical literature for decades of years. The fields which adopt DSP
include multimedia systems, communication systems, imaging processing, radar,
medical and etc. Nowadays digital signal processors can be found at the heart of
digital cameras, cell phones, hearing aid devices, audio and video players, satellites,
and even biometric security equipment.
In DSP, the main function of digital filters is to extract the desired components
or to remove the undesired components of the input signal. From an mathemat-
ical view, a digital filter computes the convolution of the sampled input and the
weighting function of the filter. There are two types of digital filters, namely, finite
impulse response (FIR) filter and infinite impulse response (IIR) filter. They are
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quite different in the structure and the way they work. The structure of a FIR
filter is non-recursive while the structure of an IIR filter is recursive. IIR filters
can achieve given filtering specifications using less memory and calculations than
similar FIR filters. However they have poor stability. It is well known that FIR
filters have some desirable features like stability, low coefficient sensitivity and lin-
ear phase response if the coefficients are symmetric. The drawback of an FIR filter
is relatively high computational cost due to the involvement of large amount of
multipliers. For a non-linear phase filter, the number of multipliers is equal to the
length of the filter. For a linear phase filter, the number of multipliers is about half
of the filter length.
The complexity of a digital FIR filter is inversely proportional to its transition
bandwidth [1]. Therefore, the drawback of FIR filters becomes acute when the
filters have sharp transition bands. The same problem occurs in the design of
FIR filter banks. It is attractive to find ways to reduce the implementation com-
plexity of sharp filters. Much effort has been invested into efficient implementation
of sharp filters and filter banks. Section 1.1 and 1.2 give a brief review of these work.
2
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1.1 Literature Review I - Approaches of Design-
ing Sharp FIR Filters
Let a lowpass FIR filter be designed with the following specifications:
passband edge: ωp
stopband edge: ωs
maximum passband ripple: δp
maximum stopband ripple: δs





14.6(ωs − ωp)/2pi + 1. (1.1)
To implement the filter, the number of multipliers needed is about half of the
length and the number of adders needed is about the same as the length. The
complexity of such a filter is inversely proportional to (ωs − ωp), which leads to
a high computational cost if the transition band is narrow. Much effort has been
invested into synthesizing sharp filters with low complexity. Interpolated finite
impulse response (IFIR) method and frequency response masking (FRM) technique
are the most efficient approaches developed so far.
3
CHAPTER 1. Introduction
1.1.1 Interpolated Finite Impulse Response (IFIR) Filters
One approach to reduce the complexity of sharp filters is interpolated finite impulse
response (IFIR) method, proposed by Neuvo et al in 1984 [2]. The structure consists
of two cascaded FIR filters, as shown in Fig. 1.1. H(zM) is the band-edge shaping
filter obtained by replacing each delay element of the prototype filter H(z) withM
delay elements. It has a periodical frequency response with period of 2pi/M . G(z)
is the masking filter which is used to eliminate the unwanted passbands caused by
the interpolation. The process is illustrated in Fig. 1.2. The transition bandwidth
of the prototype filter isM times of that of the overall filter, which contributes to a
reduced filter length. When the transition band of the desired filter is very narrow,
the number of arithmetic operations using IFIR filter is much less than that of the
direct design. The IFIR method is also suitable for designing highpass sharp filters.
( )M
p
H z ( )G z
input output
Figure 1.1: Structure of IFIR filters.
The complexity of IFIR filters can be further reduced by employing efficient al-
gorithms in the design. A low complexity design was realized by using Remez
multiple exchange algorithm iteratively to design the band-edge shaping filter and
the masking filter and employing recursive running sum (RRS) method to design




























Figure 1.2: The process of synthesizing an IFIR filter.
gain further savings based on Cyclotomic Polynomials which is multiplication-free
and recursion-free. In [5] IFIR filters were designed using the uniform B-spline func-
tion as an interpolator and solving the optimal Chehyshev approximation problem
on the appropriate subinterval. This program nearly always provides a substantial
reduction when compared to Parks-MeClellan designs. Another important develop-
ment based on IFIR is the single filter frequency masking (SFFM) technique [6][7].
This approach employs several interpolated filters which come from the same proto-
type filter. The overall filter is obtained by cascading these filters together. SFFM




IFIR filters have many applications in the design of filters [8–12] and filter banks [13]
[14] especially in the areas of communication and audio signal processing. However,
the structure of conventional IFIR filters limits their validity to narrow-band filters.
To design filters with wide passbands, a modified structure was proposed in [15]
where the overall filter is decomposed into several sub-filters with less stringent
constraints. Later, an extremely efficient technique, frequency response masking,
was proposed by Lim [16]. Using FRM technique, sharp filters with arbitrary
passbands can be designed with low complexity. The idea of FRM is using two
masking filters to mask the prototype filter and its complement respectively. The
outputs of the masking filters are combined to produce the desired output. The
complexity is effectively reduced when the transition band is very narrow.
1.1.2 Frequency Response Masking (FRM) Technique
Instead of designing a sharp filter with transition bandwidth 4B directly, a proto-
type filter with transition bandwidthM ·4B is firstly produced. The interpolation
factor M is properly chosen to obtain the transition band. Then the interpolated
filter and its complement are masked by the masking filters respectively. The over-
all filter is obtained by combining the results of masking together. This technique
produces filters with very sparse coefficients which leads to very low arithmetic
complexity. The structure of FRM is shown in Fig. 1.3, where Ha(z
M) is the band-
edge shaping filter. Hma(z) and Hmc(z) are the two masking filters. Nma and Nmc
6
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are the length of the masking filters Hma(z) and Hmc(z) respectively, which should
be both even or odd. Na is the length of Ha(z), which should be odd. D1 is the
group delay of Ha(z
M),
-
( )MaH z ( )maH z
( )mcH z1Dz− 2Dz−
-















The z -transform transfer function of the overall filter is given by Equation (1.4)
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when Nma ≥ Nmc and Equation (1.5) when Nma < Nmc.
H(z) = Ha(z
M)Hma(z) + z
−D2 [z−D1 −Ha(zM)]Hmc(z), (1.4)





After FRM technique was proposed, Lim and Lian presented their further findings
in [17]. An expression for the optimal interpolation factor M was derived. It was
proved that as the number of FRM stages increases, M approaches e (the base of
the natural logarithm). They also proved that the complexity of a FRM filter in
a K-stage design is inversely proportional to the (K + 1)th root of the transition
bandwidth. The FRM technique is effective if the normalized transition bandwidth
is less than 1/16 and more efficient than the IFIR technique if the square root of
the normalized transition bandwidth is less than the arithmetic mean of the nor-
malized passband edge and stopband edge.
Much study has been carried on to obtain better performance by modifying the
conventional structure. One approach is to implement the masking filters using a
cascade of a common sub-filter and a pair of equalizers. Three methods based on
that approach were proposed to reduce the complexity [18]. An efficient pre-filter
was formed in [19], which yielded savings of 20 percent in terms of the number
of multipliers compared to the original FRM approach. Furthermore, the sub-
filters can be realized by IFIR technique [20][21]. Another modified structure which
8
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can achieve considerable savings introduced one more masking filter between the
band-edge shaping filter and the original masking filters [22]. Additionally, new
structures combining FRM and the SFFM techniques were presented in [23]. The
introduced SFFM-FRM structure reduces the number of masking filters from two
to one and leads to more than 35 percent savings in terms of the number of multipli-
ers compared with the original single-stage FRM approach. In [24], the band-edge
shaping filter was replaced with a Cyclotomic Polynomial pre-filters based on IFIR
filters which significantly reduces the arithmetic operations.
The conventional FRM structure and the modified structures require the band-edge
shaping filter to be an odd-length filter. In [25] the design of FRM filters using an
even-length filter as prototype filter was presented. The optimization of the sub-
filters is carried out by the Sequential Quadratic Programming (SQP) technique.
It was proven that the FRM filters with even-length band-edge shaping filter leads
to designs comparable to the original FRM filters.
One drawback in the synthesis techniques is that the sub-filters in the overall
implementation are designed separately and iteratively. In order to improve the
performance of the overall filter, Saramaki and Johanssona proposed a two-step
solution which designs the sub-filters jointly. The first step uses a simple iterative
algorithm to obtain a good suboptimal solution. In the second step, the subop-
timal solution is used as a start-up solution for further optimization carried out
9
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by using the second algorithm of Dutta and Vidyasagar. Examples showed that
the savings in terms of number of multipliers can be as much as 20 percent of the
original design [27].
Besides the algorithms mentioned above, many other algorithms have been used to
jointly optimize the sub-filters. One optimization technique was proposed in [29].
The algorithm uses a sequence of linear updates for the design variables. Each up-
date is carried out by semi-definite programming. This method provides a unified
design framework for a variety of FRM filters. The update can also be carried out
by second-order cone programming [30]. Weighted least square (WLS) approach
is also used to optimize the FRM design. The original least square (LS) problem
is decomposed into two LS problems, each of that can be solved analytically. The
design problem is solved iteratively [31]. In [32] the original least square problem
is decomposed into four LS problems. A sequential quadratic programming (SQP)
algorithm based method for FRM filters was propose in [33]. The complexity re-
duction results from the complementarity conditions in the SQP algorithm. This
reduces the amount of computation required to update the Lagrange multipliers
in a significant manner. Another efficient algorithm is the genetic algorithm (GA)
applied to optimize the discrete coefficient values of the sub-filters simultaneously.
It is proven that if the GA starts from the continuous solution obtained by using
nonlinear joint optimization, the overall ripple of the discrete solution is very close
to the continuous one [28]. Additionally, FRM technique combining with extrapo-
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lated impulse response band-edge shaping filter was introduced in [34]. An iterative
optimization is used to design the sub-filters.
FRM technique has a wide spectrum of applications. It is used to synthesize filters
such as diamond-shaped filters [35–37], half-band filters [38–40], IIR filters [41][42]
and complex filters [43]. It also applies to the design of Hilbert transformers [44][45],
noises reduction filters in ECG [46], intermediate frequency filters in CDMA and
wide-band GSM modules [47] and etc. FRM technique is also efficient in designing
filter banks, such as cosine-modulated filter banks [48–51], and filter banks with
rational sampling factors [52][53].
1.2 Literature Review II - Filter Bank Overview
A filter bank is an array of bandpass filters. An analysis filter bank separates the
input signal into several components, with each one of the sub-filters carrying a
single frequency subband of the original signal. On the contrary, a synthesis filter
bank combines the outputs of subbands to recover the original input signal. In
most applications there are certain frequencies more important than others. Filter
banks can isolate different frequency components in a signal. Therefore we can
put more effort to process the more important components and put less effort to
process the less important components. The subband filters can combine with
11
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down-sampling or up-sampling to form a multi-rate filter bank. The analysis and
synthesis filter-array filter banks are show in Fig. 1.4, where Hk(z), 0 ≤ k ≤M−1,


















Figure 1.4: Analysis and synthesis filter bank pair.
If the frequency responses of the subbands have equal bandwidth and equal pass-
band and stopband ripples, the filter bank is called uniform filter bank. Otherwise,
it is called non-uniform filter bank. Particularly, if all the M(M > 1) subband
filters are derived from H0(z), such an analysis filter bank is a uniform discrete
fourier transform (DFT) filter bank. H0(z) is the prototype filter. Hk(z) is pro-
duced according to (1.6).
Hk(z) = H0(e
−j2pik/Mz), 0 ≤ k ≤M − 1. (1.6)
If the passbands of the subbands have center frequency at 2pim/M as shown in
12
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Fig. 1.5(a), the filter bank is even-stacked. If the passbands of the subbands have
center frequency at 2pi(m+ 0.5)/M as shown in Fig. 1.5(b), the filter bank is odd-
stacked.
pi− pi0
0k = 1k =
(a)
pi− pi0


























Figure 1.5: (a) Even stacked filter bank ; (b) Odd stacked filter bank.
Filter banks were originally proposed for application in speech compression [54].
They are also widely used in speech recognition [55] and speech enhancement [56].
Nowadays filter banks have extended their applications to video processing [57] [58]
and image processing [59–62]. Additionally, filter banks are very useful in commu-
nication systems including digital receivers and transmitters [63], filter bank pre-
coding for channel equalization [64–66], discrete multi-tone modulation [67] and
blind channel equalization [68] [69].
13
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Some efficient implementations of filter banks will be discussed in the following
sections.
1.2.1 Polyphase Filter Bank
The invention of the polyphase representation is an important advancement in
multi-rate signal processing, which results in great simplification in the implemen-
tation of filter banks as well as decimation/interpolation filters [70]. Polyphase
filter banks have been widely used because of its efficiency [63] [71–73].













el(n) = h(Mn+ l), 0 ≤ l ≤M − 1, (1.9)







where Rl(z) are permutations of El(z)
Rl(z) = EM−1−l(z). (1.11)
Suppose M = 2. If H(z) is decomposed as (1.7), it is suitable to synthesize a
decimation filter, shown in Fig. 1.6(a). If H(z) is decomposed as (1.10), it is
















Figure 1.6: The polyphase implementation of (a) a decimation filter and (b) an inter-
polation filter.
Recall that a DFT filter bank is given by (1.6). With W = e−j2pik/M , the kth filter





z−lW−kEl(zM), 0 ≤ k ≤M − 1. (1.12)
































Figure 1.7: The polyphase implementation of uniform DFT filter bank.
The complexity of the polyphase filter bank is given by (1.14)
ΓF = N + 2M log2(M/L), (1.14)
where N is the length of the prototype filter.
Each of the outputs has a bandwidth approximatelyM times narrower than that of
the original signal. It is rational to decimate the outputs by a factor of M . When
L =M , with noble identity, the decimation block can be brought to in front of the




1.2.2 Fast Filter Bank
Another efficient implementation of filter banks is the fast filter bank (FFB). It was
proposed in [74] and developed in [75] [76]. A fast filter bank is shown in Fig. 1.8,




























Figure 1.8: The structure of fast filter bank.
Fast filter bank is tree-structured. For a desired M -band filter bank, the filter
H0,0(z) is first interpolated by a factor of M/2 to produce multiple passbands.
Then the other sub-filters remove the unwanted passbands so that the outputs of
FFB have a single passband for each subband. The lower branch of each sub-filter
produces the complementary output.
Using M = 4 as an example, the frequency responses of the sub-filters and the
17
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outputs are shown in Fig. 1.9. The transition bandwidths of H0,0(ω) and H1,0(ω)
are much wider than that of the desired subbands. This is where the efficiency of
the FFB comes. The complexity of FFB can be generally expressed as




where Ni,0 is the minimum filter length of the sub-filters.
1.2.3 Octave Filter Bank
An Octave filter bank has a structure that at each stage, the input signal is split
into two complementary parts and then decimated by 2 [77] [78]. It is also tree-
structured though the basic idea is very different from the FFB. The structure of
the octave filter bank is shown in Fig. 1.10.
The complexity of the sub-filters Hi,j(z) increases as i decreases. If we want to
design a filter bank with equal bandwidth, Hi,j(z) shall be selected to be equal to





For some applications, such as subband coding of speech and audio signals, most
of the spectral energy is concentrated at the lower frequencies. In this situation,
18
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Figure 1.10: The structure of octave filter bank.
the decomposition had better meet the critical bands of human hearing. Fig. 1.11
shows a modified octave filter bank structure which can be used in audio signal
processing. The lower outputs of every subbands in Fig. 1.10 are removed. The
small subbands are located at the lower frequencies where human ear is more sen-
sitive to noise, and the larger subbands are located at the higher frequencies where
human ear is less sensitive to noise. By non-uniformly allocating the subbands,
satisfactory performance can be obtained with less subbands compared with allo-
cating the subbands uniformly. Further discussion about filter banks in hearing















Figure 1.11: Octave filter bank with non-uniform subbands.
1.3 Research Objectives
The main purpose of this study is to design computationally efficient filters and
filter banks. Non-uniform filter banks based on FRM technique and the charac-
teristics of human hearing will be synthesized to meet the requirement of hearing
amplification. Additionally, efficient synthesis structures for sharp FIR filters will
be proposed.
1.4 Thesis Overview
Literature review is presented in Chapter 1. The basic concepts, the efficient im-
plementation approaches and the applications of filters and filter banks are briefly
described. The following chapters are divided into two parts. one part covers the
design of filter banks for hearing aid applications. The other part covers the design
of efficient sharp FIR filters.
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In Chapter 2, hearing amplification is introduced. The basic concepts of audio-
grams, typical impairment of cochlear function, requirements of hearing aid device
and modern hearing aid techniques are presented.
In Chapter 3, a non-uniform 8-band computationally efficient filter bank is pro-
posed for hearing amplification. The background of the work is briefly introduced.
Then the structure of the proposed filter bank is presented. The impacts of the
transition bandwidth and the optimization for the gains of each subband are dis-
cussed. The proposed structure is verified on various audiograms.
In Chapter 4, a novel low delay non-uniform 16-band filter bank for hearing aid is
proposed. The background of the work is first introduced. Then the structure and
the implementation of the proposed filter bank are presented. A design example is
given to illustrate the effectiveness. Estimation of the complexity and delay of the
filter bank is presented in the last part of the chapter.
In Chapter 5, a low complexity design for sharp FIR filter based on FRM approach
is proposed. The modified structure and the design procedure are described in
detail. Implementation of the band-edge shaping filter is also discussed. Ripple
analysis is done to facilitate the design. Design examples are given to test the
effectiveness of the approach.
22
CHAPTER 1. Introduction
In Chapter 6, a low complexity serial masking scheme based on FRM approach is
proposed. Four different structures are presented according to the implementation
case and the stopband edge of the desired filter. Simulations and analysis are also
presented.
In Chapter 7, a 1GHz decimation filter for sigma-delta ADC is introduced. The
decimation filter is designed to minimize the power consumption.
Conclusions are given in Chapter 8.
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A General Introduction to
Hearing Amplification
The auditory system is a sensitive and complex network which transfers sound
waves to neuroelectrical signals towards the brain [79–81]. Problems in auditory
system will cause hearing difficulties or deafness. According to the statistic pro-
vided by the Nemours Foundation’s Center for Children’s Health, about three in
one thousand babies are born with hearing impairment, making it one of the most
common birth defects. Hearing problem can also develop in later life because of
aging or physical damages of the ears. To help the hearing-impaired people improve
the quality of life, assistive technology has been developed for quite a long time.
The first hearing aid appeared at the end of 19th century following the invention
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of telephone. These devices are based on the carbon granule microphones. Distor-
tion and noise deteriorate the performances heavily and they are able to amplify
only a narrow band of frequencies. Then hearing aids using electronic amplifica-
tion appeared in 1921. The devices provide satisfactory performance for conduc-
tive hearing loss. However they are large and consume a huge amount of power.
Later, the invention of transistors contributed a lot to the reduction of size and
power consumption. In 1969, the first hearing aid with a directional microphone
became commercially available. In 1972, non-linear compression was adopted in
an integrated-circuit hearing aid. Digitally controlled analogue processing instru-
ments, called hybrid hearing aids, were developed in the late of 1980s. Early body
worn digital devices appeared in 1985. True DSP behind the ear (BTE) hearing
aids became commercially available during the 1990s. Then in 1997, completely
in canal (CIC) hearing aid DSP device was developed. Further advances include
cochlea implant for profound hearing loss, middle-ear implant, etc. [82]
In this chapter, hearing impairment is first presented. Then audiograms which
represent hearing sensitivity for different frequencies at different intensities are in-
troduced. Next, the requirements of ideal hearing aids are clarified followed by the
introduction to modern hearing aid techniques. In the last part, the necessity of
using filter banks in hearing aid is discussed.
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2.1 Basic Understanding of Hearing Impairment
When sound enters the cochlea, the partition vibrates, which produces travelling
waves to be propagated from base to apex. As the wave propagates, the amplitude
grows exponentially. After reaching the maximum amplitude at certain position
along the cochlea, the wave dissipates rapidly as it continues to travel towards the
apex. The position where the wave reaches its maximum amplitude is a function of
frequency. Studies show that higher frequencies reach maximum amplitude closer
to the base and lower frequencies reach maximum amplitude closer to the apex [83].
More damage to hearing occurs at high frequencies, near the base, where all the
sound energy passes, than at low frequencies, near the apex, which is reached only
by the low frequency components of the signal.
The most common hearing loss is presbycusis. Body aging process and long-term
cumulative exposure to sound energy change the ear gradually. As one grows older,
the ear begins losing sensitivity to sound. The ability of the ear to analyze sound
and to process speech also degenerates. The first change may not be obvious. As
time passes by, one begins to have difficulty following a conversation in a noisy
environment. By the time these changes are manifested, it is estimated that ap-
proximately 30 % to 50 % or more of the sensory cells in the inner ear have suffered
structural damage or are missing.
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The main types of hearing loss are categorized as conductive, sensorineural, mixed
and central [82]. The damage to outer and middle ear results in conductive hearing
loss. The problem of inner ear leads to the sensorineural hearing loss. This can be
further divided into sensory hearing loss due to impairment of cochlea and neural
hearing loss due to impairment of auditory nerve. Mixed hearing loss is caused by
the problem of both inner ear or auditory nerve and the middle or outer ears. The
central hearing loss is due to lesions, disorders, or dysfunctions within the brainstem
and the cortical auditory pathway. The problems, causes and its rehabilitations
of the main types of hearing loss are shown in Table 2.1. The degree of hearing
impairment can be classified using the hearing thresholds. Table 2.2 shows the
categories of degree of hearing loss.
2.2 Audiograms
Loss of sensitivity to sound energy can be measured with a simple hearing test
and represented using an audiogram. An audiogram is a graph which represents
one’s hearing sensitivity to different frequencies at different intensities (at different
pitches and different volumes). Fig. 2.1 demonstrates different sounds and where
they would be represented in an audiogram.
The horizonal axis represents pitch or frequency. The vertical axis represents loud-
ness or intensity. Sounds with intensities less than 35dB are considered to be soft
28
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Table 2.1: Types of hearing loss.
Type Problem Causes Rehabilitation
conductive reduction of con-
ductive ability in
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mild 20-40 dB unable to perceive some parts of daily
conversations.
moderate 41-55 dB able to perceive only 50% of daily conver-
sations.
moderate-severe 56-70 dB able to perceive only 30-40% of daily con-
versations.
severe 71-90 dB almost unable to perceive daily conver-
sations. distorted speech sounds. Low-
pitched voice.
profound 90 dB unable to perceive daily conversations.







































Figure 2.1: Different sounds represented in an audiogram.
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sounds, such as the sound of defoliation. Sounds with intensities between 35dB
and 70dB are considered to be moderate sounds, such as dogs’ bark. Sounds with
intensities greater than 70dB are considered to be loud sounds, such as the noise
of a plane. Normal speech is either soft or moderate sounds.
Hearing thresholds are defined as the softest sounds one can hear [84]. For an
adult, thresholds of 0-20 dB are considered normal. Fig. 2.2 demonstrates the nor-
mal hearing ability. In such an audiogram, the intensities where speech normally
occurs are higher than the hearing thresholds (’X’ represents the thresholds for the
left ear and ’O’ represents the thresholds for the right ear).



























Figure 2.2: Audiogram for fine hearing.
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Fig. 2.3 represents the most common hearing loss (due to aging) provided by Inde-
pendent Hearing Aid Information, a public service of Hearing Alliance of America.
Note that at the lower frequencies, the hearing sensitivity is much better than is
needed to hear vowels. A person with such an audiogram will have no difficulty
knowing that someone is talking. However, the thresholds are below the consonant
areas. Because too many consonants are missed, he/she may not able to distinguish
one word from another.



























Figure 2.3: Audiogram for the most common hearing loss.
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2.3 Requirements of Ideal Hearing Aids
Ideal hearing aid devices should satisfy several requirements [82], as listed below.
1. The ability of adjusting the magnitude response on arbitrary frequencies.
2. Low power consumption, given reasonable battery life.
3. Low delay and real time signal processing algorithms.
4. Small in size, light weighted, easy to wear.
2.4 Modern Hearing Aid Techniques
Modern hearing aid techniques include analog, hybrid and digital approaches. Ana-
log hearing aids use the conventional approach [85–87]. The electronics in the
hearing aids are analog. They are the least expensive category of hearing aids.
However, with fixed frequency response, analog hearing aids amplify signals and
background noise equally. Additionally, problems such as internal self-generated
electrical noise levels, current consumption, size of battery, and user control limit
the further improvement of analog hearing aid devices.
The hybrid hearing aid devices adopt digital programming during fitting while its
construction is analog. Fig. 2.4 shows the structure of such a digital-programming
hearing aid device. This type of devices use a computer interface to make the
“analog” filtering properties controllable. This is actually different with a truly
33
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digital hearing aid. It is basically an analog device. Comparing with the pure ana-
log hearing aids, programmable hearing aid devices provide better fitting flexibility









Figure 2.4: Model of digitally-programmable hearing aids.
Digital signal processing approach [88–90] uses digital filters to get arbitrary fre-
quency responses. Linear phase is easily achieved if FIR filters are used. Addition-
ally, noise cancellation and acoustical feedback cancellation are possible by applying
digital signal processing techniques. The basic structure of a digital hearing aid
is shown in Fig. 2.5. The system consists of the microphone, the analog-to-digital
converter (ADC), the digital signal processor (DSP), the digital-to-analog converter
(DAC), the receiver, and a memory.
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Figure 2.5: Model of digital hearing aids.
2.5 Necessity of Using Filter Banks in Digital
Hearing Aid
The audiometric data used to describe the performance of a hearing aid device are
hearing threshold (HT), most comfortable loudness (MCL) level and the uncom-
fortable loudness (UCL) level. MCL is the intensity level of speech that is most
comfortably loud. For most people with normal hearing, speech is most comfort-
able at 40-50 dB above speech-recognition threshold (SRT). The ratio of UCL to
HT is known as dynamic range, which sets a limit on the maximum output of
hearing aid devices.
One way to compensate the hearing loss is to raise the speech by a wide-band gain.
Fig. 2.6 shows the effect of raising a speech by 20dB gain. Before amplification, in
high frequency range the speech intensities are smaller than the hearing thresholds,
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which means speech in this range cannot be heard. After amplifying by 20dB, all
the speech can be heard. In this case the intensities of the amplified speech are

































Figure 2.6: Effect of raising speech for 20dB.
However, sometimes the method of wide-band gain causes problems. In Fig. 2.7,
the intensities of some speech sounds are larger than the discomfort thresholds
after amplification because the gain is applied to the whole frequency. One way
to solve this problem is to use filter bank based algorithm. The whole frequency
range is divided into several subbands and each subband has its own amplification
coefficient. The filter bank based method avoids making the low frequency sounds
larger than the discomfort thresholds, as shown in Fig. 2.8.
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Filter bank based algorithm permits an easy adjustment of speech amplification.
Within the considered speech spectrum, the adjustment is fully programmable and
is able to suit patients’ comfort [91] [92]. A schematic diagram for digital signal


































Figure 2.7: Problem caused by wide band gain method.
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+20dB amplified speech +35dB
Figure 2.8: Using different gains for different bands.













Bank for Hearing Aid
3.1 Introduction
Hearing thresholds which are the softest sounds one can hear are usually repre-
sented by a typical pure tone audiogram. The audiogram for normal hearing is
shown in Fig. 2.2. The two marked curves demonstrate the fine hearing ability of
the left and right ears where the hearing thresholds are lower than the intensities
where speech normally occurs. A person with impaired hearing tends to have a low
sensitivity towards certain frequencies, shown in Fig. 2.3, where hearing thresholds
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for high frequency sounds are higher than the normal speech intensities. The main
task of hearing aid is to selectively amplify the audio sounds such that the pro-
cessed sound matches one’s audiogram [93–96]. To achieve this goal, ideal hearing
aid should be able to adjust sound levels at arbitrary frequencies within a given
spectrum. In practice, this is achieved by passing the input signal through a filter
bank that divides them into different frequency bands. The gains for each subband
are adjustable to suit the needs of hearing impaired people, i.e. the amplitude
response of filter bank should equalize or ‘match’ the audiogram.
Two types of techniques are commonly used to implement the filter bank in hearing
aid devices, i.e. analog and digital techniques. The analog approach manipulates
the audio signal in a continuous fashion using the analog circuits. The digital
method converts the sound signals into digital domain and deals with them using
digital signal processing techniques. Such an approach provides the programmable
capabilities and is very flexible towards the needs of hearing impaired people.
Much effort has been invested into the design of uniform digital filter banks for
hearing aid applications [91] [97–100]. However, hearing level measurements are
done at each octave: 250 / 500 / 1k / 2k / 4k / 8k in a standard audiogram, which
suggests that the uniform filter banks may face difficulties matching the audiogram
in all frequencies. It is worth noting that the typical hearing loss, especially for
the cases caused by aging, occurs at high frequencies. To achieve a better com-
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pensation, narrower bands need to be allocated at high frequencies. Therefore a
non-uniform spaced digital filter bank becomes very attractive.
Both FIR filters and IIR filters are widely used in audio applications. Audition is
more sensitive to amplitude than to phase. However, when the outputs of sub-filters
in a filter bank are summed up, a phase distortion in each of the sub-filters leads to
an amplitude distortion in the output. Therefore in this paper, a non-uniform FIR
filter bank is proposed to meet the hearing requirement. The filter bank is based
on frequency-response masking technique and provides better matches at both low
and high frequencies.
This chapter is organized as follows. In Section 3.2, details on how to form an
8-band non-uniform filter bank using two half-band prototype filters are presented.
In Section 3.3, the relationship among transition bandwidth, filter complexity and
matching errors is discussed. Design examples are given in Section 3.4. The opti-
mization of gains for each subband is covered in Section 3.5. The effectiveness of the
proposed filter bank is evaluated in Section 3.6. Conclusion is drawn in Section 3.7.
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3.2 Structure of Proposed Filter Bank
It is well known facts that an FIR filter is always stable and possesses a linear
phase response if its coefficients are symmetric. Such properties are most welcome
by the hearing aid devices due to the requirement of arbitrary magnitude adjust-
ment in the different frequency bands. The drawback of an FIR filter is relatively
high computational cost due to the involvement of large amount of multipliers. In
order to reduce the filter complexity, the proposed non-uniform FIR filter bank
uses two simple half-band filters, H(z) and Fm(z), as prototypes and the subbands
are designed with symmetry at the mid frequency point, as shown in Fig. 3.1 and
Fig. 3.2, respectively.
Note in Fig. 3.1 the right most filters in each branch provide a pair of outputs, e.g.
P1(z) and P8(z), P2(z) and P7(z), etc. These are complementary output pairs as
illustrated in Fig. 3.3. Fmc(z) is the complement of an original filter Fm(z) and is
formed by (3.1). Where NF is the filter length of Fm(z). The hardware cost for
producing the complementary output is minimized because the required delays can
be obtained from the original filter as shown in Fig. 3.3.
Fmc(z) = z
−(NF−1)/2 − Fm(z). (3.1)
The outputs of the subbands are termed as Bi(z), i = 1, · · · , 8, as shown in Fig. 3.1,
where B1(z) to B4(z) are formed by outputs P1(z) to P4(z) from the original filter
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Figure 3.1: Structure of the proposed non-uniform filter bank.
Fm(z), and B5(z) to B8(z) are based on the complementary outputs P5(z) to P8(z)
from Fmc(z). In order to achieve the desired frequency response and avoid frequency
dependant delay [101], Leading delays should be added to each branch except for
the top one to ensure that all branches have the same phase shift. To understand
how subbands B1(z) to B8(z) are created, the formation of two mid bands, B4(z)
and B5(z), will be illustrated. First, a half-band prototype filterH(z) is formed. Its
output is defiend as P4(z) and its complement output is defined as P5(z) as shown
in Fig. 3.2(a). Next, two passbands at low and high frequencies are produced using
H(z2), i.e. interpolating H(z) by a factor of 2 as shown in Fig. 3.2(b). A masking
filter Fm(z) is designed in such a way that it is able to remove the passband at high
frequency , as shown in Fig. 3.2(b). P3(z) is produced when Fm(z) is cascaded with
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Figure 3.2: Frequency response of the 8-band non-uniform filter bank.
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Figure 3.3: A pair of complementary filters with delay sharing.
H(z2). Similarly, P6(z) is a result of connectingH(z
2) with Fmc(z), the complement
of Fmc(z). The mid bands B4(z) and B5(z) are formed by subtracting P3(z) from
P4(z) and P6(z) from P5(z), respectively. The z -transform transfer function for the
lower 4 bands can be written as
Bi(z) =

Pi(z) i = 1
Pi(z)− Pi−1(z) i = 2, 3, 4,
(3.2)










2k−1) i = 1, 2, 3
H(z) i = 4.
(3.3)
For the higher 4 bands, the z -transform transfer function is given by
Bi(z) =

Pi(z) i = 8
Pi(z)− Pi+1(z) i = 5, 6, 7,
(3.4)
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2k−1) i = 7, 8
H(z2)Fmc(z) i = 6
Hc(z) i = 5.
(3.5)
The implementation of an 8-band filter bank requires 10 sub-filters. However, the
multipliers can be shared among interpolated H(z) and Fm(z). One suggested
implementation of the interpolated H(z) is given in Fig. 3.4 where multipliers are
shared among H(z), H(z2), H(z4) and H(z8). The frequency response masking is
achieved by repeated use of Fm(z).
The implementation of cascaded filters such as Fm(z
2)Fm(z) can be effectively done
through a hardware sharing scheme. Fig. 3.5 shows an example of the implemen-
tation of Fm(z)Fm(z
2), where T is a latch used to store previous signal for the next
round and multipliers are shared between Fm(z) and Fm(z
2).
3.3 Impacts of the Transition Bandwidth
The complexity of the proposed filter bank largely depends on the lengths of two
prototype half-band filters. The prototype H(z) determines transition bandwidth
of each subband and directly affects the length of masking filter Fm(z). This can
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Figure 3.5: An example of the implementation of Fm(z)Fm(z2).
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be seen from Fig. 3.2. An increase in transition bandwidth of H(z) reduces its
length, but narrows stopband width of H(z2) as shown in Fig. 3.2(b). As a result,
the transition bandwidth of Fm(z) decreases which contributes to the increases of
its length. Furthermore, the matching between audiogram and magnitude response
of the filter bank is closely related to transition bandwidth. To observe the influ-
ence of the transition bandwidth, several non-uniform filter banks with normalized
transition bandwidths ranging from 0.05 to 0.4 were designed. The specifications
of these filters are listed in Table 3.1.
Table 3.1: Filter bank’s specifications.
Sampling frequency 16 kHz
Maximum passband ripple 0.0001
Minimum stopband attenuation 80dB
Number of bands 8
In order to observe the matching errors, the audiogram of presbycusis is selected
as the objective curve, as shown in Fig. 2.3. Such a hearing loss is caused by aging
and long-term cumulative exposure to sound energy. At the lower frequencies, the
hearing sensitivity is good. Therefore, person with such an audiogram will have no
problem knowing that someone is talking. However, at the high frequencies, the
thresholds are below the consonant areas. He/She may not be able to distinguish
one word from another due to the loss of too many consonants. The main feature
of such an audiogram is that the hearing loss is severer at the high frequencies. The
gain for each subband is chosen to be the mean of the two thresholds at the pass-
band edges of the subband (Recruitment phenomenon [102] is not considered here).
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The matching errors between presbycusis audiogram and magnitude responses of
the filter banks with different transition bandwidth is shown in Fig. 3.6. Table 3.2
lists the lengths of prototype filter H(z) and masking filter Fm(z) at different tran-
sition bandwidths together with maximum matching errors. It is obvious that
matching error decreases with increase of transition bandwidths till 0.25. Further
increase in transition bandwidth worsens the matching errors due to large overlaps
among different bands, especially at low and high frequencies where the subbands
are narrow. Taking into consideration matching error and complexity, 0.25 is a
reasonable choice for transition bandwidth.



























Figure 3.6: Matching errors of different transition bandwidths
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With the normalized transition bandwidth of 0.25 and sampling frequency of 16kHz,
the normalized passband and stopband edges of H(z) are at 0.125 and 0.375, re-
spectively. The normalized passband and stopband edges of Fm(z) are at 0.1875
and 0.3125 accordingly. For a minimum stopband attenuation of 40dB, the lengths
of H(z) and Fm(z) are 11 and 19, respectively. 8 multiplications are needed to
implement the filter bank. This is about 58% savings in terms of number of mul-
tipliers while the maximum matching error maintains the same, compared to that
of the design in [98] with 8 uniform bands.
However, 40dB attenuation in stopband is not sufficient for matching the audio-
grams of severe hearing loss. For a minimum of 80dB stopband attenuation and
normalized transition bandwidth of 0.25, the filter lengths of H(z) and Fm(z) are
19 and 39, respectively. 15 multiplications are needed to implement the filter bank.
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The frequency response of the filter bank is shown in Fig. 3.7. The overall magni-
tude response that matches to the audiogram of presbycusis is shown in Fig. 3.8.
It is clear that the match at high frequency is very close to the audiogram. The
errors between the filter outputs and the audiogram are within +4dB to -2dB range.







































Figure 3.7: Frequency response of the proposed filter bank.
3.5 Optimization of the Gains
Till now, the gain of each subband is chosen to be the mean of the two thresholds
at the passband edges of the subband. It is interesting to see whether there are
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Figure 3.8: Matching result for audiogram of presbycusis.
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better choices for the gains to improve the matching error. Suppose an audiogram
is sampled and N data points are collected. ai represents the intensity of the i
th
sample among N data points. bk,i is defined as the intensity of the i
th sample
within the kth subband. The gain for each subband is xk, k = 1, · · · , 8. The gains
should be chosen in such a way that they minimize the following least square error
in (3.6). The optimized gain for each subband that minimizes f(X) can be found











The maximum matching errors for different normalized transition bandwidths be-
fore and after gain optimization are listed in Table 3.3. All errors are found between
presbycusis audiogram and the magnitude response of the proposed filter bank. The
specifications of the filter banks are the same as that in Table 3.1.
It is clear that optimized gains help to reduce the maximum matching errors con-
siderably. The best matching is achieved at the transition bandwidth of 0.27 and
the lengths of H(z) and Fm(z) are 19 and 43, respectively. However, considering
both the complexity and performance, 0.25 is chosen as the normalized transition
bandwidth for the filter bank. For 0.25, the matching curves before/after optimiza-
tion and matching errors are shown in Figs. 3.9 and 3.10, respectively.
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Figure 3.9: Matching curves before and after gain optimization.
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Figure 3.10: Matching errors before and after gain optimization.
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3.6 Verification on Various Audiograms
Various audiograms are used to evaluate the effectiveness of the filter bank. These
audiograms were downloaded from the Independent Hearing Aid Information, a
public service by Hearing Alliance of America. The right ear thresholds (repre-
sented by ’O’) were matched. The normalized transition bandwidth is set to 0.25
and other specifications are the same as that in Table 3.1. To gauge the impacts





where f(X0) is the least square error before gain optimization. f(Xopt) is the least
square error after gain optimization. If the audiogram of presbycusis is used as the
objective curve, the optimization reduces least square errors by 83%.
A. Mild to moderate hearing loss in high frequencies
People with such kind of hearing loss cannot hear s’s, z’s, th’s, v’s, and other soft,
high frequency consonants. The audiogram is shown in Fig. 3.11(a). Figs. 3.11(b)
and (c) show the magnitude responses of the filter bank and matching errors before
and after optimization, respectively. (η = 32.61%)
B. Mild hearing losses in the whole frequencies
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In this case, the communication distance is reduced to 1 or 2 meters, whereas
the distance is up to 12 meters for normal hearing. The audiogram is shown in
Fig. 3.12(a). Figs. 3.12(b) and (c) show the matching results and matching errors,
respectively. (η = 9.97%)
C. Mild to moderate hearing loss in low frequencies
This hearing loss is unusual, but not rare. The primary effect will be a loss of
overall loudness. The audiogram is shown in Fig. 3.13 (a). Figs. 3.13(b) and (c)
show the matching results and matching errors, respectively. (η = 22.42%)
D. Severe hearing loss in the middle to high frequencies
Older workers who are exposed to high level of noise for a long period in noisy
industry usually exhibit such an audiogram, as shown in Fig. 3.14(a). Figs. 3.14(b)
and (c) show the matching results and matching errors, respectively. Note that
recruitment phenomenon is not considered here. (η = 64.34%)
E. Profound hearing loss
In this case the thresholds over most frequencies are under 90dB. The audiogram
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is shown in Fig. 3.15(a). Figs. 3.15(b) and (c) show the matching results and
matching errors, respectively. It is important to note that although the proposed
filter bank is able to compensate the profound hearing loss but the recruitment-
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Figure 3.11: (a) Audiogram for mild hearing loss in the high frequencies; (b) matching
results; (c) matching error.

























































Figure 3.12: (a) Audiogram for mild hearing losses in all frequencies; (b) matching
results; (c) matching error.
59











































































Figure 3.13: (a) Audiogram for mild to moderate hearing loss in low frequencies; (b)
matching results; (c) matching error.
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Figure 3.14: (a) Audiogram for Severe hearing loss in the middle to high frequencies;
(b) matching results; (c) matching error.
61


















































































Figure 3.15: (a) Audiogram for profound hearing loss; (b) matching results; (c) match-
ing error.
From Figs. 3.11 to 3.15, we can see that the proposed filter bank provides reason-
able matching between various audiograms and magnitude responses of filter bank.
The matching errors are very small if hearing loss occurs at high frequencies. The
worst compensation happens when the hearing loss occurs in middle frequency
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range.
It would be interesting to see how the performance of the proposed non-uniform
filter bank compares to that of a uniform filter bank. A uniform 8-band filter
bank with subband width of 1 kHz and attenuation 80dB was designed. Both
filter banks are used to match the audiogram of presbycusis as shown in Fig. 2.3.
The non-uniform filter bank performs better at low and high frequencies, which
benefits from the narrower subbands at low and high frequencies. Fig. 3.16 shows
the matching errors.

























Figure 3.16: Comparison between uniform and non-uniform filter banks.
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3.7 Summary
In this chapter, a low complexity 8-band non-uniformly spaced digital FIR fil-
ter bank has been proposed. It improves the matching between audiograms and
the outputs of the filter bank due to non-uniform allocation of frequency bands.
The use of two half-band FIR filters as prototype filters and the combination of
frequency-response masking technique lead to significant savings in terms of num-
ber of multipliers, e.g. a minimum 80dB stopband attenuation is achieved using
only 15 coefficients. The performance of the filter bank is enhanced by an optimal
gain allocation process that helps to minimize the least square error between the
objective audiogram and magnitude response of the filter bank.
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A 16-Band Non-uniform Low
Delay Filter Bank for Hearing Aid
4.1 Introduction
As mentioned in Chapter 3, The main function of hearing aid is to amplify sound
selectively and transfer it to the ear. This can be done by a filter bank that sepa-
rates input signal into different frequency bands. Compared with analog approach,
digital approach has the advantages including programmable capabilities, which
are very flexible to the needs of hearing impaired people. An ideal hearing aid
device should include features such as adjustable magnitude response, low power
consumption and low processing delay. The effectiveness of compensation is rela-
tive to not only the quality of hearing aid devices but also the degree of hearing
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loss. Study has indicated that for hearing loss below 45dB, audibility is the most
important problem, but for hearing loss beyond 45dB, besides audibility, discrim-
ination, which cannot be compensated by amplification, plays a major part in
hearing [103]. Though amplification is not the complete solution, it is a significant
part for compensating hearing loss.
Much study has been invested into the design of efficient digital filter banks for se-
lective amplification. Uniform filter banks have been widely used. One method is
to design each sub-filter separately. This method is simple but seldom used because
of high complexity. A more efficient way is to use fast modulation technique [104].
Subbands are realized by modulating a lowpass prototype filter to different fre-
quencies. Since hearing loss could be more than 60dB, the length of the prototype
filter can be few hundreds long. Complexity can be further reduced by IFIR filter
design technique [97] [98]. A prototype filter is interpolated and then the undesired
bands are removed by the masking filters. The transition bandwidths of the pro-
totype filter and masking filters are usually wide. Thus the number of the taps is
reduced effectively. However the IFIR filter bank design obtains its computational
efficiency at the cost of a large group delay.
Non-uniform filter banks in hearing application are mostly used to mimic the bark
scale which is from 1 to 24 barks, consisting with the first 24 critical bands of
hearing [105]. The published schemes for implementing bark scale analysis can
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be categorized into several main approaches: direct analog or digital implementa-
tion [106][107], constant bandwidth [108] [109], constant-Q transform(CQT) [110],
wavelet packet transform (WPT) [111][112] and combination of constant band-
width and constant-Q transform [113][114]. The first several bands of bark scale
are very narrow and the last several bands are extremely wide. However, hearing
loss often occurs at middle and high frequencies. Non-uniform filter banks with
wide subbands at high frequencies are not suitable for selective amplification. New
scheme needs to be developed.
Since human ear has higher resolution at low frequencies than at high frequencies
and the most common hearing loss occurs at high frequencies, if more subbands are
allocated at both low and high frequencies, better compensation can be expected.
For non-uniform filter banks, fast modulation technology is not directly applica-
ble because the modulation results in identical response shape. In Chapter 3, an
8-band non-uniform FIR filter bank was proposed based on FRM technique [115].
However, the bandwidths of two mid bands are close to 2 kHz under a 16 kHz
sampling frequency. This is not very attractive for certain hearing loss cases. Ad-
ditionally, the filter bank has relatively long processing delay due to the use of large
interpolation factor for complexity reduction. This is not good because long delays
can cause mismatch in speech and lip-reading [100]. A difference between 4 to 5
msec will start to become noticeable to listeners with normal hearing. Differences
between 10 to 15 msec may become objectionable [116]. In this chapter, a novel
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filter bank which has low complexity yet keeps a comparatively low delay was pro-
posed.
The chapter is organized as follows. In Section 4.2, the details on how to form the
16-band non-uniform filter bank are presented. Then in Section 4.3, the implemen-
tation of the proposed structure is discussed. In Section 4.4, a design example is
given. The influence of the transition bandwidth is discussed in Section 4.5. In
Section 4.6, the effectiveness of the proposed filter bank and the delay are evalu-
ated. Finally, conclusion is drawn in Section 4.7.
4.2 The Proposed 16-Band Non-uniform Filter
Bank
To boost the computational efficiency, the construction of the proposed filter bank
is based on the FRM technique. The proposed filter bank is designed in such a
way that the lower and upper 8 subbands are symmetric. In order to improve the
matching performance at low frequencies, we allocate more bands compared to a
uniform filter bank. Since hearing level measurements are done at each octave: 250
/ 500 / 1k / 2k / 4k / 8k in a standard audiogram, the objective band-edges of
subbands are shown in Table 4.1.
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Table 4.1: 3dB frequencies of the subbands.

















The lower 8 subbands can be obtained by subtracting the frequency response of
one lowpass filter from that of another, as shown in Equation (4.1) and Fig. 4.1.
Bi(z) =

Pi(z) i = 1
Pi(z)− Pi−1(z) i = 2, · · · , 8.
(4.1)
The lowpass filters Pi(z), i = 1, · · · , 8 can be divided into three groups based on
their upper 3dB frequencies. The first group consists of P4(z), P6(z) and P8(z)
whose 3dB frequencies are 1000Hz, 2000Hz and 4000Hz respectively. The second
group consists of P3(z), P5(z) and P7(z) whose 3dB frequencies are 750Hz, 1500Hz
and 3000Hz respectively. And the third group consists of P1(z) and P2(z) whose
3dB frequencies are 250Hz and 500Hz respectively. Since the 3dB frequencies in
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Figure 4.1: The frequency response of lowpass filters Pi(z) and highpass filters Qi(z),
i = 1, · · · , 8.
each group are at octaves, the filters in the same group can be obtained by first
interpolating a prototype filter and then removing the undesired passbands using
one or several masking filters. In order to reduce the complexity, one of the pro-
totype filters can also be used as a masking filter by careful design. According
to the 3dB frequencies of the three groups, three prototype filters H1(z), H2(z)
and H3(z) with 3dB frequencies at 4000Hz, 3000Hz and 1000Hz are employed to
produce the subbands. The z -transform transfer functions of the lowpass filters
Pi(z), i = 1, · · · , 8 are shown in Table 4.2. H1(z) is used as the masking filter to
remove the unwanted passbands.
The upper 8 subbands can be obtained by subtracting the frequency response of
one highpass filter from that of another, as shown in Equation (4.2) and Fig. 4.1.
Bi(z) =

Q16−i+1(z) i = 16
Q16−i+1(z)−Q16−i(z) i = 9, · · · , 15.
(4.2)
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Table 4.2: z -transform transfer functions of lowpass filters Pi(z), i = 1, · · · , 8.


















The highpass filters Qi(z), i = 1, · · · , 8 are symmetric with the lowpass filters
Pi(z), i = 1, · · · , 8 at the mid-frequency point. Therefore, the prototype filters
which used to form the passbands of the lowpass filters form the passbands of
the highpass filters simultaneously when they are interpolated by even interpola-
tion factors. The z -transform transfer functions of the highpass filters Qi(z), i =
1, · · · , 8 are shown in Table 4.3.
Table 4.3: z -transform transfer functions of highpass filters Qi(z), i = 1, · · · , 8.


















Note H1c(z) and H2h(z) in Table 4.3 are the complement of H1(z) and the mirror
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where N1 and N2 are the filter lengths of H1(z) and H2(z).
According to Equations (4.1),(4.2) and Tables 4.2 and 4.3, the proposed architec-
ture is presented in Fig. 4.2. There are two outputs for H1(z) and H2(z). The
lower branch represents the complementary output for H1(z) and the mirror image
output for H2(z) according to the center frequency. Therefore, the upper branches
of the rightmost filters generate eight lowpass filters and the lower branches gener-
ate eight highpass filters. The working principle of the proposed filter bank can be
best illustrated by an example. Suppose we want to form the third subband B3(z).
According to Fig. 4.1, B3(z) = P3(z)−P2(z) has lower and upper cut-off frequency




are involved according to Table 4.2. The magnitude responses of various sub-filters
are shown in Fig. 4.3. The cutoff frequencies of H1(z), H2(z) and H3(z) are listed
in Table 4.4 under a sampling frequency of 16kHz.
The interpolated filter H2(z
4) produces an output with three passbands, as shown
by the solid line in Fig. 4.3(a). In order to form the required lowpass filter as shown
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Figure 4.2: The block diagram of the 16-band non-uniform filter bank.
Table 4.4: Cutoff frequencies of H1(z), H2(z) and H3(z)
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in Fig. 4.3(b), the unwanted passbands at mid and high frequencies are removed by
masking filters H1(z
2) and H1(z). Similarly, H3(z
2) is filtered by H1(z) to produce
a lowpass filter. The subband B3(z) is generated by subtracting the output in
Fig. 4.3(d) from that in Fig. 4.3(b). Note that leading delays should be added to
the sub-filters to make sure that they have the same group delay when connected
in parallel. This is necessary to avoid frequency dependant delay [101].
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Figure 4.3: The formation of subbands B3(z).
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4.3 Implementation of the Filter Bank
Power consumption is mainly related to the number of multipliers. Models sharing
multipliers and flip-flops in the proposed structure would be very helpful.
In Fig. 4.2, there are four basic structures. One is the complementary structure.
Based on the prototype filter H1(z), the hardware cost of producing the comple-
ment H1c(z) can be minimized because the delays are shared between the original
and complementary filters, as shown in Fig. 4.4.
Secondly, frequency masking is achieved by a cascaded structure consists of H1(z)
and its interpolated version. This cascaded structure can be effectively imple-
mented through a multiplier-sharing scheme. An example is shown in Fig. 4.4,
where T is a latch used to store previous signal for the next round and multipliers
are shared between H1(z) and H1(z
2).
Additionally, we need to produce highpass filter H2h(z) which is symmetric with
H2(z) around the mid-point frequency. Recall Equation (4.4), H2h(z) can be ob-
tained by substituting substraction for addition alternately.
Now considering the parallel structure such as H2(z), H2(z
2) and H2(z
4). Since
they have the same input and the filters are interpolated filters from the same pro-
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Figure 4.4: Implementation of cascaded structure.
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totype filter, the multipliers, delays and adders can be shared among these filters.
An implementation example with H2h(z) is shown Fig. 4.5. For this example, the
length of H2(z) is 5.
a1 a2a0












Figure 4.5: Implementation of parallel structure.
4.4 A Design Example
Suppose an audiogram is sampled and N data points are collected. ai represents
the intensity of the ith sample among N data points. Similarly, define the sampled
magnitude response of the filter bank as Bk = [bk,1, bk,2, · · · , bk,N ] , where bk,i is the
intensity of the ith sample within the kth subband. The gain for each subband is
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xk, k = 1, · · · , 8. let
A = [a1, a2, · · · , aN ]T , (4.5)
B = [B1, B2, · · · , B16], (4.6)
and
X = [x1, x2, · · · , x16]T . (4.7)
In order to make sure that input signal in each subband is amplified properly, the
gains are chosen in such a way that they minimize the maximum matching error
between the objective curve and the output of the filter bank, as shown in (4.8).




{||A−B ·X||} . (4.8)
Suppose a filter bank with normalized transition bandwidth 0.15 is the desired fil-
ter bank. According to the cut-off frequencies of the three prototype filters shown
in Table 4.4, the passband and stopband edges of H1(z), H2(z) and H3(z) are at
(0.1750, 0.3250), (0.1125, 0.2625) and (0.025, 0.10) accordingly. For a minimum
stopband attenuation of 60dB, the lengths of H1(z), H2(z) and H3(z) are 27, 25
and 49, respectively. Since H3(z), H2(z) and H1(z) are linear phase filters and
H1(z) is also a half band filter, 45 coefficients are needed to implement the 16-band
filter bank. The frequency response of the filter bank is shown in Fig. 4.6.
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 Figure 4.6: Frequency response of the proposed filter bank.
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4.5 Influence of the Transition Bandwidth
The outputs of the rightmost filters of Fig. 4.2 are eight lowpass and eight high-
pass frequency responses. They are named from 1 to 16 from low frequency to
high frequency. The design starts with the selection of bandedges of the three
prototype filters. Suppose the transition bandwidth of H1(z) is 4B, the transition
bandwidths of H2(z) and H3(z) are set to be 4B and 4B/2 to ensure that the
passband edge of the ith lowpass filter ωp,i, is larger than the stopband edge of the
(i− 1)th lowpass filter ωs,i−1.
The transition bandwidths of the prototype filters determine the complexity of
overall filter bank and affect the matching errors. To find out their influence,
several non-uniform filter banks with normalized transition bandwidths ranging
from 0.05 to 0.22 were designed. The hearing loss pattern due to aging shown in
Fig. 2.3 is selected as the objective curve because it is the most common hearing
loss. Matching errors and filter complexities are listed in Table 4.5.
It can be seen that as the transition bandwidth increases, the matching error
becomes smaller. This is because the matching curves get smoother. Also the
complexity decreases as the transition bandwidth increases. This can be expected
because the complexity of the prototype filters is inversely proportional to the tran-
sition bandwidth. Considering both the complexity and the maximum matching
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error, 0.2 is a good choice as the value of 4B. It requires 34 multiplications in the
implementation of a filter bank with stopband attenuation of 60dB.












The performance of the proposed filter bank is compared with the 8-bank non-
uniform filter bank in Chapter 3 and a uniform counterpart. The effectiveness is
examined using two types of audiograms: (1) the mild hearing loss in the high
frequencies and (2) the mild to moderate hearing loss in low frequencies. In the
first case, the communication distance is reduced to 1 or 2 meters, whereas the
distance is up to 12 meters for normal hearing. In the second case, the primary
effect will be a loss of overall loudness.
The matching results of the proposed filter bank and the 8-band non-uniform filter
bank is shown in Fig. 4.7 for mild hearing loss in high frequency. The maximum
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matching error for the proposed filter bank is 2.42 dB against 7.65 dB of the 8-
band non-uniform filter bank. The matching curve and matching error for mild
to moderate hearing loss in low frequencies is shown in Fig. 4.8. The maximum
matching error for the proposed filter bank is about 0.26 dB, while the maximum
matching error of the 8-band non-uniform filter bank is 2.11 dB. The above exam-
ples clearly indicate the performance enhancement of proposed filter bank when
compared with the 8-band non-uniform filter bank. The above comparisons do not
take into consideration the recruitment-phenomenon [102].
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Figure 4.7: Matching results for mild hearing losses in high frequencies (a) matching
curve; (b) matching error.
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It is interesting to compare the performance of the proposed filter bank with that
of a 16-band uniform filter bank. The assumption is that the two types of filter
banks have the same number of subbands, use the same method to determine the
gain and match the same audiogram. We used the efficient approach proposed
in [97] to design the uniform filter bank. Four linear phase half band FIR filters
with lengths 131, 67, 35 and 19, respectively, are used to produce the 16 subbands
with attenuation of 60dB. 64 multiplications are needed to obtain all the subbands.
Comparing to the uniform scheme, the propose structure achieves more than 46%
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Figure 4.8: Matching results for mild to moderate hearing loss in low frequencies(a)
matching curve; (b) matching error.
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savings in terms of the number of multiplications.
Audiograms with hearing loss in low frequency are most suitable to the compar-
ison. The matching errors of uniform and non-uniform filter banks for mild to
moderate hearing loss in low frequencies is shown in Fig. 4.9. The proposed filter
bank performs better than the uniform one especially in low frequency range.





















Figure 4.9: Matching errors of the proposed filter bank and uniform filter bank for
most common hearing loss.
Another advantage of the proposed structure is that it reduces delay greatly while
achieving the low complexity. This is very important because the quality of hear-
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ing can be enhanced by combining speech with lip-reading. To avoid mismatch in
speech and visual observation, the processing delay should be small. The group
delay of the proposed filter bank is 6.4ms under the sampling frequency of 16 kHz,
which is about 48% of the delay in Chapter 3 which is about 13 ms and 37.8% of
the delay of the uniform filter bank which is about 17ms. The delay is reduced
effectively because more prototype filters and smaller interpolation factors are em-
ployed compared with the structure in Chapter 3 and the uniform structure.
Comparison of the number of multipliers, the number of adders and group delay
among the non-uniform 8-band, non-uniform 16-band and uniform 16-band filter
banks is shown in Table 4.6.
Table 4.6: Comparison of the three different filter banks
Filter bank Multipliers Adders Delays(ms)
nonuniform 8-band 15 30 13
nonuniform 16-band 34 64 6.4
uniform 16-band 64 128 17
4.7 Summary
In this chapter, a 16-band non-uniformly spaced digital FIR filter bank has been
proposed. The use of frequency-response masking technique leads to significant
savings in terms of number of multiplications. The overall filter delay is signifi-
cantly reduced as the result of novel filter structure which reduces the interpolation
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factor for the prototype filters. Comparing to the filter bank in Chapter 3, the pro-
posed filter bank doubles the number of bands yet reduces delay by 48%.
88
Chapter 5
Low Complexity Design of Sharp




The frequency response masking technique [16] is an efficient way to design sharp
filters with arbitrary bandwidth. The zero-phase frequency response of a FRM
filter can be written as
CHAPTER 5. Low Complexity Design of Sharp FIR Filters Based on Frequency-Response Masking Approach
H(ω) = G(ω)Hma(ω) + [1−G(ω)]Hmc(ω), (5.1)
where Hma(ω) and Hmc(ω) are the frequency response of the masking filters whose
lengths must be both odd or even. G(ω) is the frequency response of the band-edge
shaping filter. For conventional FRM, G(ω) = Ha(Mω). That means instead of
designing a sharp filter H(z) with transition bandwidth 4B directly, a filter Ha(z)
with transition bandwidth M · 4B is designed and then interpolated by a factor
of M . The unwanted passbands are removed by two masking filters Hma(z) and
Hmc(z). The overall filter H(z) is obtained by combining the outputs of the two
masking filters.
The role of G(z) is to form the desired transition band. An interpolated filter
Ha(z
M) is a good candidate of G(z). However it is not necessary for G(z) to have
periodical passbands and stopbands as long as it serves the role of band-edge shap-
ing.
Much effort has been made to reduce the complexity of FRM scheme [21–23]. In
this chapter, a novel structure which can further reduce the complexity of FRM
filters is proposed. The basic idea is to employ single filter frequency masking ap-
proach [6] [7] to design G(z).
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This chapter is organized as follows. In Section 5.2, the idea of the proposed
scheme is presented. Then in Section 5.3, the details of the design procedure are
described. Ripple analysis is presented in Section 5.4. Implementation of the
proposed structure is discussed in Section 5.5. In Section 5.6, a design example is
given. In Section 5.7, the proposed structure is extended. Conclusion is drawn in
Section 5.8.
5.2 Proposed Scheme
The proposed structure is shown in Fig. 5.1. At first glance, the structure looks
like a 2-stage FRM filter. However, this is not the case. For a 2-stage FRM filter,
P should equal to Q, while in this structure, P and Q may not be the same.
-







Figure 5.1: The proposed synthesis structure.
According to Fig 5.1, the zero-phase frequency response of the band-edge shaping
filter G(z) can be given by (5.2)
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G(ω) = Ha(Mω)Ha(Pω) + [1−Ha(Mω)]Ha(Qω). (5.2)
The parameters required to be determined are as follows.
1)The passband and stopband edges, θa and φa, of the prototype filter Ha(z).
2)The interpolation factors M , P and Q.
3)The passband and stopband edges, ωpma and ωsma, of masking filter Hma(z).
4)The passband and stopband edges , ωpmc and ωsmc, of masking filter Hmc(z).
Similar to original FRM design, there are two different design cases, i.e. Case A
and Case B. In a Case A design, one of the transition bands of Ha(z
M) forms the
transition band of the overall filter. In a Case B design,the complement of Ha(z
M)
forms the transition band of the overall filter.
It should be noted that sometimes instead of Ha(z
P ) and Ha(z
Q), their comple-
ments are used. Define two variables CaseP and CaseQ as
CaseP (or CaseQ)= A, if the original filter is used,
CaseP (or CaseQ)= B, if the complementary filter is used.
A simple example is shown in Fig. 5.2. It can be seen from Fig. 5.2(e) that the
frequency response of G(z) is not periodical. Additionally, it can be estimated
that P and Q cannot be very large numbers since large P and Q leads to small
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d1 and d2, shown in Fig. 5.2(e), which results in long lengths of Hma(z) and Hmc(z).
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Figure 5.2: The process of synthesizing the band-edge shaping filter G(z).
5.3 Design Procedure
Suppose the passband and stopband edges of the overall filter H(z) are ωp and ωs
respectively. The passband and stopband edges of the prototype filter Ha(z), θa
and φa can be found by the following equations [16].
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For Case A,
m = bωpM/2pic , (5.3)
θa = ωpM − 2mpi, (5.4)
φa = ωsM − 2mpi. (5.5)
For Case B,
m = dωsM/2pie , (5.6)
θa = 2mpi − ωsM, (5.7)
φa = 2mpi − ωpM, (5.8)
where M is the interpolation factor. bωpM/2pic is the largest integer smaller than
ωpM/2pi, and dωsM/2pie is the smallest integer larger than ωsM/2pi.
Only one of the two sets satisfies the condition 0 < θa < φa < pi.
5.3.1 Determination of Interpolation Factors M , P and Q
The goal is to find a particular set of parameters [M , P , Q] which leads to a design
with the lowest complexity. The parameters are obtained by an exhaustive search.
For a given M , P and Q should satisfy several conditions in order to minimize the
94
CHAPTER 5. Low Complexity Design of Sharp FIR Filters Based on Frequency-Response Masking Approach
complexity. These conditions are discussed for Case A and Case B respectively.
A. Case A design
Let us discuss the determination of P first. The frequency responses of the sub-
filters in the upper branch of the synthesis structure for G(z) is shown in Fig. 5.3.
The shadowed passband is used to form the transition band of the overall filter .
Six points ω1, ω2, ω3, x1, x2, and x3 are important to derive the conditions that de-
termine the value of P . To keep the complete passband which forms the transition
band of overall filter, inequalities (5.9) and (5.10) should be satisfied. To remove



















Figure 5.3: Frequency responses of the sub-filters in the upper branch of the synthesis
structure for G(z), Case = A.
The desired P is the smallest integer which satisfies the the following inequations.
x1 ≤ ω1, (5.9)
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x2 ≥ ω2, (5.10)
x3 ≤ ω3, (5.11)










and the values of x1, x2, and x3 are different for CaseP = A and CaseP = B, as
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The way to determine the interpolation factor Q is similar with the way to deter-
mine the interpolation factor P . The frequency responses of the sub-filters in the
lower branch of the synthesis structure for G(z) is shown in Fig. 5.4. The impor-
tant points are ω4, ω5, ω6, ω7, y1, y2, y3 and y4. To keep the first passband left to
ωp, inequalities (5.18) and (5.19) should be satisfied. To remove the first unwanted







































Figure 5.4: Frequency responses of the sub-filters in the lower branch of the synthesis
structure for G(z), Case = A.
The desired Q is the smallest integer which satisfies the following inequalities.
y1 ≤ ω4, (5.18)
y2 ≥ ω5, (5.19)
y3 ≤ ω6, (5.20)
y4 ≥ ω7, (5.21)
97
CHAPTER 5. Low Complexity Design of Sharp FIR Filters Based on Frequency-Response Masking Approach
where the values of ωi, i = 4, · · · , 7 can be obtained according to (5.22) to (5.25),
ω4 =
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B. Case B design
For a Case B design, the complement of Ha(z
M) forms the transition band of the
overall filter. Therefore, the roles of Ha(z
P ) and Ha(z
Q) are exchanged. P is the






2pi(m− 1) + φa
M
, (5.31)












































Q is the smallest integer which can satisfy inequalities (5.9), (5.10) and (5.11),
ω1 =
2pi(m− 1) + θa
M
, (5.38)
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5.3.2 Determination of the Band-edges of Hma(z)
θa and φa are already obtained. Also M , P and Q are determined. We can begin
to determine the band-edges of Hma(z) and Hmc(z). Let us first consider Hma(z).
It is clear that ωpma equals to ωp and only ωsma needs to be determined.
A. Case A design
















































Figure 5.5: Illustration of the process to determine the band-edges of Hma(z) for Case
A design.
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z2 =









For the upper branch, find if z1 is located in any of the stopband region Rk. Rk is
the stopbands given by (5.46)
Rk =
[







where k = m+ 1, · · · , bM/2c.
Define ωsma up as
ωsma up =

ω8 , z1 ∈ Rk0 ,











For the lower branch, find if z2 is located in any of the stopband region Rl. Rl is
given by (5.49)
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where l = m+ 1, · · · , bM/2c.
Define ωsma dn as
ωsma dn =

ω9 , z2 ∈ Rl0 ,











Compare ωsma up and ωsma dn. The stopband edge of Hma(z) is the smaller one of
the two variables.
ωsma = min(ωsma up, ωsma dn) (5.52)
B. Case B design
The process for Case B design is the same with that for Case A design. The only
difference is the values of the variables, which are listed below.
z1 =



























, k = m+ 1, · · · , bM/2c (5.55)
Rl =
[















5.3.3 Determination of the Bandedges of Hmc(z)
For masking filter Hmc(z), ωsmc equals to ωs and the passband edge, ωpmc, needs
to be determined.
A. Case A design
The parameters for Case A design is shown in Fig.5.6. There are two situations to
be considered according to the position of z3 and z4.
The values of z3 and z4 are given by
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Figure 5.6: Illustration of the process to determine the band-edges of Hmc(z) for Case
A design.
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1, · · · ,m. If z3 ∈ Rk0 , z4 is compared with ωt. ωpmc equals to the larger one of z4
and ωt. If z3 is not located in any of the stopbands, ωpmc equals to z3.






, l = 0, · · · ,m − 1. If z4 ∈ Rl0 , ωt becomes important. ωpmc equals
to the larger one of z3 and ωt. If z4 is not located in any of the stopbands, ωpmc
equals to z4.
In conclusion, when z3 ≥ z4,
ωpmc =

max(z4, ωt) , z3 ∈ Rk0
z3 , z3 /∈ R,
(5.61)
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2pi(k0 − 1) + φa
M
. (5.62)
and when z3 < z4
ωpmc =

max(z3, ωt) , z4 ∈ Rl0










B. Case B design
The way to find ωpmc is the same with that of Case A design. The values of z3 and
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and when z3 < z4
Rl =
[






, l = 1, · · · ,m, (5.69)
ωt =




To set the ripples of different sub-filters, it is helpful to have some understanding
on the ripple of the overall filter. The ideal frequency responses of the overall filter
and the two masking filters are shown in Fig. 5.7. The ripple analysis is carried on
under the assumption that Case = A, CaseP = A and CaseQ = A.
The frequency response of the overall filter can be written in the form of (5.71),




CHAPTER 5. Low Complexity Design of Sharp FIR Filters Based on Frequency-Response Masking Approach
0
( )maH ω( )mcH ω
smaωpmcω pω sω
( )H ω
I II III IV
pi
Figure 5.7: The ideal frequency response of the overall filter and the two masking filters.
H(ω) can be represented using (5.72),
H(ω) = G(ω) + d(ω), (5.72)
where G(ω) is the ideal frequency response and d(ω) is the ripple. The ripple in
the transition band are assumed to be 0.
Similarly, the frequency responses of Ha(z
M), Ha(z
P ), Ha(z
Q), Hma(z) and Hmc(z)
can be written as (5.73)-(5.77).
Ha(Mω) = GM(ω) + dM(ω), (5.73)
Ha(Pω) = GP (ω) + dP (ω), (5.74)
Ha(Qω) = GQ(ω) + dQ(ω), (5.75)
Hma(ω) = Gma(ω) + dma(ω), (5.76)
Hmc(ω) = Gmc(ω) + dmc(ω). (5.77)
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Applying Equations from (5.73) to (5.77) to Equation (5.72), it becomes
G(ω) + d(ω) = {(GM(ω) + dM(ω))[(GP (ω) + dP (ω))− (GQ(ω) + dQ(ω))]
+ (GQ(ω) + dQ(ω))} · [(Gma(ω) + dma(ω))− (Gmc(ω) + dmc(ω))]
+ (Gmc(ω) + dmc(ω)).
(5.78)
After some manipulations and by omitting the second order items, (5.78) results
in (5.79),
d(ω) = dM(ω) · [GP (ω)−GQ(ω)][Gma(ω)−Gmc(ω)]
+ dP (ω) ·GM(ω)[Gma(ω)−Gmc(ω)]
+ dQ(ω) · [1−GM(ω)][Gma(ω)−Gmc(ω)]
+ dma(ω) · [GM(ω)GP (ω) + (1−GM(ω))GQ(ω)]
+ dmc(ω) · [1−GM(ω)GP (ω)− (1−GM(ω))GQ(ω)]
+ [GM(ω)GP (ω) + (1−GM(ω))GQ(ω)][Gma(ω)−Gmc(ω)]
+Gmc(ω)−G(ω).
(5.79)
Now ripple analysis can be carried on according to different regions from I to IV
based on (5.79).
A. Region I: ω 6 ωpmc
In this region, G(ω) = Gma(ω) = Gmc(ω) = 1, that is Gma(ω) − Gmc(ω) = 0 and
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Gmc(ω)−G(ω) = 0. (5.79) becomes
d(ω) = Adma(ω) + (1− A)dmc(ω), (5.80)
where
A = GM(ω)GP (ω) + (1−GM(ω))GQ(ω). (5.81)
Because GM(ω), GP (ω), and GQ(ω) are all between 0 and 1, there are
0 6 A 6 max(GP (ω), GQ(ω)) = 1. (5.82)
Therefore, (5.80) becomes
|d(ω)| 6 max(|dma(ω)| , |dmc(ω)|). (5.83)
It can be seen from (5.83) that in this region, the ripple of the overall filter is
up-limited by the maximum value of the ripples of the masking filters.
B. Region II : ωpmc < ω 6 ωp
In this region, there are several conditions :
1) G(ω) = Gma(ω) = 1
2) dmc(ω) = 0
3) When GM(ω) = 1, GP (ω) = 1. When GM(ω) = 0, GQ(ω) = 1. When 0 <
111
CHAPTER 5. Low Complexity Design of Sharp FIR Filters Based on Frequency-Response Masking Approach
GM(ω) < 1, GP (ω) = GQ(ω) = 1.
Condition 3) implies that GM(ω)GP (ω)+(1−GM(ω))GQ(ω) = 1. Considering the
three conditions, (5.79) becomes (5.84)
d(ω) = dM(ω) · [GP (ω)−GQ(ω)][1−Gmc(ω)]
+ [dP (ω) ·GM(ω) + dQ(ω)(1−GM(ω))][1−Gmc(ω)]
+ dma.
(5.84)
It is worth noting that
0 < |GP (ω)−GQ(ω)| < 1,
0 < (1−Gmc(ω)) < 1,
0 < GM(ω) < 1,
0 < (1−GM(ω)) < 1.
Therefore, (5.84) results in
|d(ω)| 6 [1−Gmc(ω)] {|dM(ω)|+max(|dP (ω)| , |dQ(ω)|)}+ |dma(ω)| . (5.85)
It can be seen from (5.85) that in this region, the ripple is larger than that of
region I. Since Gmc(ω) keeps decreasing from 1 to 0 as the frequency increases in
this region, there are large ripples near the passband edge ωp.
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C. Region III: ωs 6 ω < ωsma
In this region, the conditions are as follows.
1) G(ω) = Gmc(ω) = 0.
2) dma(ω) = 0.
3) When GM(ω) = 1, GP (ω) = 0 . When GM(ω) = 0, GQ(ω) = 0. When
0 < GM(ω) < 1, GP (ω) = GQ(ω) = 0.
Condition 3) implies that GM(ω)GP (ω)+(1−GM(ω))GQ(ω) = 0. Considering the
above conditions, (5.79) becomes (5.86)
d(ω) = dM(ω) · [GP (ω)−GQ(ω)]Gma(ω)




|d(ω)| 6 Gma(ω){|dM(ω)|+max(|dP (ω)| , |dQ(ω)|)}+ |dmc(ω)| . (5.87)
In this region, Gma(ω) keeps decreasing from 1 to 0 as frequency increases. There
are large ripples near the stopband edge ωs.
D. Region IV: ωsma 6 ω < pi
In this region, G(ω) = Gma(ω) = Gmc(ω) = 0. The expressions are the same as
Equation (5.80) to (5.83). In this region, the ripple of the overall filter is up-limited
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by the maximum value of the ripples of the masking filters.
In conclusion, in region I and IV the ripple of the overall filter is determined by
the maximum value of the ripples of the masking filters. In region II and III, The
ripple of the overall filter is influenced by several sub-filters and becomes larger
than that of region I and IV. And the largest ripple occurs at the region near the
band edges of the overall filter. According to (5.85) and (5.87), it is safe to set the





where δd is the desired ripple of the overall filter and δma and δmc are the ripples
of the two masking filters.
5.5 Implementation of the Scheme
The proposed structure makes use of Ha(z) several times to form the band-edge
shaping filter. It is necessary to find an implementation structure where multipliers
can be reused. If we rewrite (5.2) to (5.89), it is possible to share the multipliers.
G(z) = Ha(z
M)[Ha(z
P )−Ha(zQ)] +Ha(zQ) (5.89)
A simple FIR filter in Fig. 5.8(a) consists of two parts, multipliers, represented
by block “M” in Fig. 5.8(b) and delay elements and adders, represented by block
“D&A” in Fig. 5.8(b).
114









Figure 5.8: Two-part structure of a FIR filter.
Equation (5.89) can be realized using the structure in Fig. 5.9. Block “D” is a
delay block. The numbers in the brackets in the “D&A” blocks represent the in-
terpolation factors. Firstly switch 1 is closed. The input signal passes through two
systems with transfer functions Ha(z
P ) and Ha(z
Q) respectively. The difference
of the two outputs is kept in a latch T. The output of Ha(z
Q) is delayed to wait
for addition. Then switch 1 is open and switch 2 is closed. The signal in latch
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T passes through a system with transfer function Ha(z
M). This output and the
delayed output from Ha(z
Q) in the previous round are added together to get the
final output signal. In this way, the multipliers can be shared.
M










Figure 5.9: Implementation of the proposed synthesis structure (suppose P < Q).
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5.6 A Design Example
The whole process to synthesize a FIR filter with the proposed structure can be
demonstrated by the following example. Suppose the desired sharp filter has pass-
band and stopband edge at 0.6pi and 0.602pi, respectively. The passband ripple is
0.01 and the stopband attenuation is 40dB. Using the proposed method, the three
interpolation factors are 46, 4 and 6 respectively. The lengths of Ha(z), Hma(z) and
Hmc(z) are 47, 37 and 23 respectively. It is a Case B design. The implementation
requires 55 multipliers and 107 adders. The magnitude response of the overall filter
is shown in Fig. 5.10.



















Figure 5.10: The magnitude response of the overall filter.
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For comparison, different FRM designs are summarized in Table 5.1. It can be
seen from Table 5.1 that the proposed method achieves more than 57% and 40%
savings in terms of the number of multipliers compared to the traditional 1-stage
and 2-stage FRM method. The proposed method also achieves more than 34%
savings in terms of the number of multipliers and more than 26% savings in group
delay compared to SFFM method.
Table 5.1: Comparison of different design methods.
Designs Multipliers Adders Group Delays
conventional 925 1850 925
1-stage FRM 130 256 1000
2-stage FRM 92 177 1105
IFIR-FRM 104 202 1084
SFFM case A 86 170 1638.5
SFFM case B 84 165 2150.5
Proposed 55 107 1214
5.7 Extended Structure
In case of designing filters with very narrow transition bands, the proposed struc-
ture can be extended to the structure shown in Fig. 5.11. In the figure, Pi > Pi+1
and Qj > Qj+1. The reduction of complexity is at the expense of delay.
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Figure 5.11: The extended structure of the proposed structure.
5.8 Summary
In this chapter, a low complexity design for sharp FIR filter based on FRM tech-
nique was proposed. Instead of using the interpolated filter as band-edge shaping
filter, a band-edge shaping filter with non-periodical frequency response was synthe-
sized. The multipliers of the sub-filters were shared efficiently. Simulations showed
that significant savings in terms of the number of multipliers are achieved compared
with the traditional 1-stage and 2-stage FRM methods. Both the complexity and
the group delay are reduced compared with the SFFM method.
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One of the most successful techniques to reduce the design complexity of sharp FIR
filers is frequency response masking technique, which was introduced in [16] and
developed in [17][18][27]. The structure has been given in Fig. 1.3. Three sub-filters
and two delay blocks are needed to synthesize a FRM filter. The band-edge shap-
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ing filter Ha(z
M) and its complement are masked by two parallel masking filters
respectively. Then the results of the parallel processing are combined to form the
desired output.
A lot of study has been carried on to further reduce the complexity of FRM design.
In this chapter, instead of using parallel masking, a synthesis structure with serial
masking is proposed. The proposed structure has low complexity compared to the
conventional FRM structure.
This chapter is organized as follows. In Section 6.2, the proposed structure is
discussed. In Section 6.3, the design procedure is addressed. In Section 6.4, simu-
lation results are provided to testify the effectiveness of the proposed structure. A
conclusion is drawn in Section 6.5.
6.2 Proposed Synthesis Structure
Unlike the conventional FRM scheme which uses parallel masking, the proposed
structure achieves its desired output by two-step masking. Since the second step
masking removes all the unwanted passbands at frequencies larger than the stop-
band edge, the first step masking filter can be any kind of filters as long as the
frequency response of the desired filter at frequencies below the passband edge is
produced before the second step masking. One good candidate of the first step
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masking filter is an interpolated filter.
The structure is different with different stopband edges and different implementa-
tion cases. These structures are discussed separately.
A. ωs < pi/2 & Case A
When the stopband edge of the desired filter is smaller than pi/2 and the synthesis
is a Case A design, the structure shown in Fig. 6.1 is proposed. Ha(z) is the
prototype filter. The first step and second step masking filters are named Hm1(z)
and Hm2(z) respectively. Da and Dm1 are group delays of Ha(z
M) and Hm1(z)
























H z 2 ( )mH z
-
Figure 6.1: The proposed structure for ωs < pi/2 & Case A.
The process is illustrated clearly in Fig. 6.2. First, the complement of Ha(z
M) is
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masked by the interpolated formation of Hm1(z) with interpolation factor N as
shown in Fig. 6.2(c). Then combination of the frequency responses in Fig. 6.2(a)
and (c) is further masked by Hm2(z) as shown in Fig. 6.2(d) to get the desired










































Figure 6.2: The process of obtaining the overall filter with ωs < pi/2 & Case A.
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B. ωs < pi/2 & Case B
When the stopband edge is smaller than pi/2 and it is a Case B design, the proposed
structure is shown in Fig. 6.3. Ha(z
M) is first masked by the interpolated filter
of Hm1(z) with interpolation factor N . The complement of Ha(z
M) is delayed
and then added to the result of the first step masking. Finally the result of the
summation is masked by the second step masking filter Hm2(z) to get the desired
frequency response. The process is shown in Fig. 6.4. The z -transform transfer
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Figure 6.3: The proposed structure for ωs < pi/2 & Case B.
C. ωs > pi/2 & Case A
When the stopband edge is larger than pi/2, the complement of the desired filter in-
stead of the desired filter is synthesized. In a Case A design, the proposed structure
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Figure 6.4: The process of obtaining the overall filter with ωs < pi/2 & Case B.
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is shown in Fig. 6.5. Dm is the group delay of the cascade of Hm1(z) and Hm2(z),
i.e. D = Dm1+Dm2. Dm1 is given by (6.2), and Dm2 equals to (Lm2− 1)/2, where
Lm2 is the length of Hm2(z), which should be odd in this case.
The structure is similar to the structure when ωs < pi/2 and Case = B. The
complement of Ha(z
M) is delayed to add the cascade of Ha(z
M) and Hm1(z
N).
The result is combined and then masked by Hm2(z) to get the complement of
the desired frequency response. The whole process is shown in Fig. 6.6. The
z -transform transfer function of the overall filter can be written as (6.5).
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Figure 6.5: The proposed structure for ωs > pi/2 & Case A.
D. ωs > pi/2 & Case B
When ωs > pi/2 and it is a Case B design, the proposed structure is shown in
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Figure 6.6: The process of obtaining the overall filter with ωs > pi/2 & Case A.
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Fig. 6.7. First, the complement of Ha(z
M) is masked by the interpolated filter of
Hm1(z) with interpolation factor N . Then the sum of the fist-step masking and
the delayed Ha(z
M) is masked by Hm2(z) to get the complement of the desired
frequency response. The z -transform transfer function of the overall filter can be
written as in (6.6). The whole process is shown in Fig. 6.8.
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Figure 6.7: The proposed structure for ωs > pi/2 & Case B.
There are several facts which are to be noted.
1) For all the structures, the lengths of Ha(z) and Hm1(z) should be odd.
2) The length of Hm2(z) can be odd or even when ωs < pi/2 and should be odd
when ωs > pi/2.
3) When ωs < pi/2, Hm2(z) is a lowpass filter and when ωs > pi/2, Hm2(z) is a
highpass filter.
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Figure 6.8: The process of obtaining the overall filter with ωs > pi/2 & Case B.
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6.3 Design Procedure
The design procedure is illustrated under the assumption of ωs < pi/2 and CaseA.
M is carefully chosen to make sure that the band-edge shaping filter forms the
transition band of the overall filter. For a given M ,
Step 1 : Determine the band-edges, θa and φa of Ha(z). The equations used are
given by (5.3) to (5.8).
step 2: Determine the band-edges, ωpm1 and ωsm1 of Hm1(z) and the value of N .
For ωs < pi/2 & Case A, N should satisfy N · ωp < pi. For a given N , ωpm1 and
ωsm1 can be obtained using (5.3) to (5.8) with ω
′
p = (2mpi− θa)/M and ω′s = ωp as
the band-edges of the desired filter.
step 3: Determine the band-edges, ωpm2 and ωsm2 of Hm2(z). It is clear that
ωpm2 = ωp and ωsm2 =
2(m+ 1)pi − φa
M
.
By exhaustive search, M and N are chosen to be the ones which can make the
complexity of the overall filter lowest. The design procedures of others three cases
are the same.
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6.4 Design Examples
The design method is illustrated using two lowpass examples. The first example is
a filter with stopband edge larger than pi/2 and the second example is a filter with
stopband edge smaller than pi/2.
A. Example 1
Suppose the desired filter is a lowpass FIR filter with passband and stopband edges
at 0.6pi and 0.602pi respectively. The passband ripple is 0.001 and the stopband
attenuation is 60dB. Using the conventional FRM scheme, interpolation factor M
equals to 14 and the lengths of prototype filter and two masking filters are 241, 82
and 114 respectively. 219 multipliers and 437 adders are needed. The group delay is
1736.5. Using the proposed method, the lengths of the Ha(z), Hm1(z) and Hm2(z)
are 205, 83, 93, respectively, with M = 16 and N = 2. Altogether 192 multipliers
and 381 adders are needed. The group delay is 1760. The number of multipliers is
reduced by 12.3% and the number of adders is reduced by 12.8% while the group
delay increases by 1.3%. The frequency response of overall filter is shown in Fig. 6.9.
B. Example 2
Another Example is a lowpass FIR filter with passband and stopband edges at 0.2pi
and 0.21pi respectively. The passband ripple is 0.001 and the stopband attenuation
is 60dB. According to [17], FRM method is more efficient than IFIR method for
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Figure 6.9: Frequency response of the overall filter in example 1.
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the design of such a filter. Using the conventional FRM scheme, it is a Case B
design with M = 7 and the lengths of the prototype filter and the masking filters
are 97, 56 and 42 respectively. 98 multipliers and 195 adders are needed to obtain
the overall filter. The group delay is 363.5. Using the proposed method, it is a
Case B design with M = 7 and N = 3. The lengths of the Ha(z), Hm1(z) and
Hm2(z) are 95, 21 and 45 respectively. Altogether 82 multipliers and 161 adders
are needed. The group delay is 381. The number of multipliers is reduced by 15.5%
and the number of adders is reduced by 17.4% while the group delay increases by
4.8%. The frequency response of overall filter is shown in Fig. 6.10.
It can be seen from the two examples that using the proposed scheme, the com-
plexity of filters are reduced effectively especially if the passband of the desired
filter is narrow. The group delay is slightly increased as a cost.
6.5 Summary
In this chapter, a low complexity design based on FRM technique was proposed.
Instead of using parallel masking to mask the bandedge shaping filter and its com-
plement, the proposed structure uses two-step serial masking. Since the first step
masking filter can be an interpolated filter, the complexity of the overall filter is
reduced. Examples showed that the proposed structure works effectively especially
for sharp filters with narrow passbands.
133
CHAPTER 6. Low Complexity Serial Masking Scheme Based on Frequency-Response Masking Approach























Figure 6.10: Frequency response of the overall filter in example 2.
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Chapter 7
A 1 GHz Decimation Filter for
Sigma-Delta ADC
7.1 Introduction
The requirement for high-speed analog to digital (A/D) conversion is growing since
the advent of software defined radio. A soft-radio makes use of software on a micro-
processor or mostly digital signal processor to process the radio signals of different
standards. The conversion of radio frequency signals to digital signals requires a
very high-speed A/D converter operating at Giga Hertz range. An efficient way to
achieve A/D conversion at such high sampling rates is to use a bandpass delta-sigma
converter [117–122], which consists of a delta-sigma modulator and a decimation
filter. The modulator samples the input analog signal at a much higher rate than
CHAPTER 7. A 1 GHz Decimation Filter for Sigma-Delta ADC
the Nyquist frequency by trading off resolution in magnitude for resolution in time,
so that instead of having a highly accurate multi-bit output stream at Nyquist rate,
they can have the same accuracy with a single bit output stream at several times
as high as Nyquist rate.
The main function of the decimation filters is anti-aliasing while accomplishing
the reduction of sampling rate. It receives a 1-bit data stream at a very high sam-
pling rate from the output of Sigma-Delta modulator and outputs a multi-bits data
stream at the Nyquist rate. The frequency response of a decimation filter should
satisfy the desired requirements on both the passband drop and the out of band
attenuation. When designing decimation filters, considerations include passband
drop (f = fc), aliasing error and worst case imaging error (f = 1/M−fc), where fc
is the edge of the useful signal bandwidth, and M is the decimation factor. These
parameters are illustrated Fig. 7.1 clearly.
The conversion rate between input and output signals can be as high as 1000 times,
e.g. a GHz input signal can be down-sampled to a MHz output signal. Under such
a situation, very long FIR filters are needed to prevent aliasing in the desired band.
It is very difficult to implement a very long FIR filter in Giga Hertz range. There-
fore, such a decimation filter is normally implemented in a multi-stage architecture,
as shown in Fig. 7.2. The first stage of the decimation filter consists of several comb
filters which are simple and do not require any multipliers. Hence these filters can
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Figure 7.1: Important parameters according to the requirements of decimation filters.
operate at very high-speed. The second stage of the filter acts as an equalizer, as
the comb filter has a Sinc-like frequency response and introduces a droop towards
the edge of the passband. This droop is compensated in the second stage. The













Figure 7.2: A/D Converter with 3-stage decimation filter.
The study focuses on the implementation of the first-stage comb filter. The comb
filters operate at the highest sampling rate and usually have huge power consump-
tion. Once the operating frequency is reduced, it is easy to design the rest stages.
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This chapter consists of four sections. In Section 7.2, the concept and the im-
plementation of comb filters are briefly reviewed. In Section 7.3, a filter suitable
for high speed implementation is proposed. The power consumption is calculated
using the power figure of merit (PFOM). A conclusion is given in Section 7.4.
7.2 Overview of Comb Filters
In a multi-stage decimation filter design, the initial stages are normally imple-
mented using comb filters. Comb filters are a class of linear-phase FIR filters and







where k is the order of the comb filter and M is the decimation factor.
There are many ways to implement high-speed comb filters. The cascaded inte-
grator and differentiator approach [124][125] separates the filter into two sections
as shown in (7.2) and illustrated by Fig. 7.3. Each of the sections is a cascade of
k identical filters. The down-sampler is between the integrator and differentiator
stages. The advantage of the scheme is that the differentiator operates at the rate
M times lower than the integrator. The drawback is that in order to ensure the
stability of the integrator, the word-length of the integrator section has to be suf-
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ficient long which contributes to a high power consumption and a large chip area.







· (1− z−M)k . (7.2)









(1 )M kz−−M↓( )x n ( )y n
Figure 7.3: The cascaded integrator and differentiator approach.
The non-recursive implementation realizes the comb filter as a FIR filter [123],
which is computationally efficient for a small decimation factor. If the decimation
factor M is powers of two, (7.1) becomes (7.4). The commutative rule can be used
in decimation process. The non-recursive architecture can be implemented by cas-
cading identical filters followed by decimation with a factor of 2, as shown in Fig 7.4.
It is clear that only the first (1 + z−1)k operates at high input data rate and the
word-length of stage j is limited to (7.5). The filter speed is only limited by the first
stage which has the smallest word-length . Because as the word-length increases,
the sampling rate decreases, the power consumption is reduced compared to the
recursive architecture. Additionally, this structure does not have stability problem.
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Wj = Wi + kj. (7.5)
1(1 )kz−+ 2↓
( )x n
1(1 )kz−+ 2↓ 1(1 )kz−+
( )y n
Figure 7.4: Nonrecursive implementation of cascaded CIC with powers of two decima-
tion factor.
Besides the above methods, the table look-up method speeds up the filtering pro-
cess by storing pre-computed partial sums in memory [126]. Comb filters can also
be decomposed using polyphase structure, thus the multiplications and additions
are performed at a frequency much lower than the signal rate, which will be dis-
cussed in detail in Section 7.3. Furthermore, all additions from the branches of
polyphase structure can be gathered into one Wallace tree, which will significantly
reduce the power consumption according to [132].
7.3 Design of the Decimation Filter
The output of a bandpass Sigma-Delta modulator is a bandpass signal. The signal is
first down-converted to DC by I/Q mixer oscillators (e−jωcn ), then passes through a
complex lowpass filter H(z), as shown in Fig. 7.5. Suppose the sampling frequency
is fs and the carrier frequency is fc, ωc can be presented as
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Figure 7.5: Structure of bandpass down-sampling.
As mentioned above, decimation is usually realized by multistage architecture.
Since the input data rate is very high, the low power implementation of the first
stage decimation filter is the most difficult task in the whole design. An efficient
design is to use polyphase structure to divide the filter into M parallel branches
which operate at a sampling rate M times lower than the input rate. The de-
composition is presented by (7.7). The coefficients of the branch filters Ei(z) are
listed in (7.8). After the down-samplers are brought forward to the front of the
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e0(n) = [h(0), h(M), · · · ]
e1(n) = [h(1), h(M + 1), · · · ]
...
eM−1(n) = [h(M − 1), h(2M + 1), · · · ].
(7.8)
The number of branches of the polyphase structure can be reduced if the ratio
of sampling frequency to carrier frequency is special. In this work, the sampling
frequency fs is 4GHz and the carrier frequency fc is 1GHz, thus ωc equals to pi/2.
The I/Q mixer oscillators are [1, 0,−1, 0, · · · ] and [0,−1, 0, 1, · · · ] respectively. In
each serial, zero and nonzero appear alternatively.
Block diagrams of decimation by 2 and by 4 are shown in Fig. 7.6 and Fig. 7.7,
respectively. Half of the branches of the polyphase structure could be eliminated
due to the special ratio.
0 ( )E z
1( )E z













Figure 7.6: An efficient structure for fs = 4fc, decimate by 2.
Power consumption is proportional to the word-length and the operating frequency.
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Figure 7.7: An efficient structure for fs = 4fc, decimate by 4.
In Fig.s 7.6 and 7.7 no flip-flops and adders operate at input data rate, which
reduces the power consumption effectively. Since the input rate is as high as Giga
Hz, the first stage of decimation should be as simple as possible. To determine
the decimation factor for the first stage, it is necessary to compare the power
consumption of different decimation schemes, for a decimation by 4, it can be
done by either two cascaded decimation by 2 or one decimation by 4. Since the
modulator is a 4th order bandpass, the order of comb filter is at least 3 [128][129].
The frequency response of the first stage decimation filter is shown in Fig. 7.8.
For decimation by 4, the two branches left is E0(z) = 1 + 12z
−1 + 3z−2 and
E2(z) = 6 + 10z
−1 for the I branch. The architecture is shown in Fig. 7.9. E0(z)
is implemented by transposed form to limit the critical path to 1 multiply and 1
add. The multiplication of 12 is achieved in two stages. If the input signal x(n)
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Figure 7.8: Frequency response of the first stage decimation filter
is first multiplied by 3, the word-length will be increased. Fortunately, due to the
data-broadcast structure, the multiplication can be done after the summation of
4x(n) and x(n − 1). E2(z) is implemented by direct form. To reduce the internal
word-length, the sum of 3x(n) and 5x(n− 1) are shifted instead of calculating the
sum of 6x(n) and 10x(n − 1) directly. The multiplications in the architecture are
replaced by several shifts and adders. The two branches left for the Q branch is
E1(z) = 3 + 12z
−1 + z−2 and E3(z) = 10 + 6z−1. The architecture is shown in
Fig. 7.10.
For decimation by 2, the branch left is 1 + 3z−1 for I branch and 3 + z−1 for Q
branch, which can be implemented by direct form I easily. The discussion of such
a simple structure is omitted. Decimation by 4 can be obtained using two stages
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Figure 7.10: Implementation of decimation by 4 (Q branch)
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of decimation by 2.
The power efficiency is evaluated between the two approaches, two stages of decima-
tion by 2 and decimation by 4. The power consumptions of 2 stages of decimation
by 2 and decimation by 4 filters are shown in Table 7.1 and Table 7.2, respectively.
In this calculation, all the architectures work at the same supply voltage, which is
normalized to 1. The power consumption of a D flip-flop is defined as 1. The Power
Figure of Merit (PFOM) is introduced as data rate multiplies power consumption
of 1-bit logic circuit. It enables us to compare the power efficiency among different
filter structures. Note that the power consumption of a one-bit full adder is about
1/25 of the power consumption of the D flip-flop according to the circuits used in
the simulation [130][131]. For example, in Table 7.1, the value of adder PFOM in
I branch of 1st stage was calculated as (1+2)× 2/25 = 0.24. The power consump-
tion of the whole structure is proportional to the total value of its PFOM. Results
shows that the power consumption of decimation by 4 is about 77.6% of that of
decimation by two stages of decimation by 2.
The power consumption of the circuit with a 1.8 V supply was found to be 6mW
for the in-phase part and 4mW for the quadrature part. The power consumption
of the proposed structure is 10µW/MHz since the operating frequency is 1GHz,
which is 62.5% of about 16µW/MHz in [132].
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Table 7.1: Power consumption for 2 Stages of decimation by 2
M1 = 2(1st stage) Number Word-length Data Rate(GHz) PFOM
I (or Q) Flip-flop 1 1 2 2
Adder 2 1 and 2 2 0.24
M2 = 2(2nd stage) Number Word-length Data Rate PFOM
I(or Q ) Flip-flop 2 3 1 6
Adder 2 3 and 4 1 0.28
2 3 and 4 1 0.28
1 5 1 0.2
Total PFOM=PFOM (M1) · 2+ PFOM (M2) · 2 = 2.24 · 2 ·+6.76 · 2 = 18
Table 7.2: Power consumption for decimation by 4
M = 4 Number Word-length Data Rate(GHz) PFOM
I Flip-flop 2 1 1 2
1 4 1 4
Adder 3 3 1 0.36
2 2 and 5 1 0.28
2 4 1 0.32
Q Flip-flop 2 1 1 2
1 4 1 4
Adder 3 4 1 0.48
2 3 1 0.24
2 2 and 5 1 0.28
Total PFOM=6.96 +7 =13.96
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7.4 Summary
In this chapter, a 1 GHz decimation filter has been introduced as the first-step
decimation filter. It is carefully designed using polyphase structure in order to
minimize the power consumption. The power consumption of decimation by 4 and
two stages of decimation by 2 are compared in the form of Power Figure of Merit.




The cost of implementing digital FIR filters and filter banks increases as the tran-
sition bandwidth decreases. To reduce the design complexity, efficient design tech-
niques including IFIR and FRM are developed. The basic ideas of these techniques
are interpolation and masking. The role of interpolation is to form the desired
transition band. The resulted interpolated filter has very sparse coefficients which
contributes to the low complexity of the overall filer. The role of masking is to
remove the unwanted subbands produced by interpolation. The IFIR and FRM
methods are closely related to each other. The IFIR method can be considered as
the special case of FRM method. In this thesis, new design methods were devel-
oped to further reduce the complexity of the design of sharp FIR filters and filter
banks.
CHAPTER 8. Conclusions
The thesis consists of two parts. In the first part, computationally efficient filter
banks were designed to meet the requirements of hearing amplification. Consider-
ing the fact that human ear has higher resolution at low frequencies than at high
frequencies, non-uniform filter banks were designed to compensate the hearing loss.
Due to the non-uniform allocation of frequency bands, the ability of compensation
is enhanced. In Chapter 3, an 8-band non-uniformly spaced digital FIR filter bank
was proposed. The use of two half-band FIR filters as prototype filters and the
combination of FRM technique lead to significant savings in terms of number of
multipliers, e.g. a minimum 80dB stopband attenuation is achieved using only 15
coefficients. Additionally, the performance of the proposed filter bank is enhanced
by an optimal gain allocation process that helps to minimize the least square er-
ror between the objective audiogram and the magnitude response of the filter bank.
Though the complexity of the 8-band non-uniform filter bank is low, its delay is
not small enough. In Chapter 4, a 16-band non-uniform low delay FIR filter bank
was proposed. The delay of the overall filter is significantly reduced as the result
of novel filter structure which reduces the interpolation factors of the prototype
filters. Compared to the 8-band non-uniform filter bank in Chapter 3 and the 16-
band uniform filter bank, group delay is reduced by 48% and 37.8%, respectively.
In the second part, new synthesis methods were proposed to simplify the design
of FIR filters. A conventional FRM filter uses an interpolated filter as the band-
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edge shaping filter. In Chapter 5, a band-edge shaping filter with non-periodical
frequency response was proposed. The multipliers of the sub-filters were shared ef-
ficiently. Simulation shows that great savings in terms of the number of multipliers
are achieved compared to the traditional 1-stage FRM, 2-stage FRM, IFIR-FRM,
and SFFM methods and the delay is reduced compared to SFFM method.
Another efficient design method based on FRM was proposed in Chapter 6. Instead
of using parallel masking to mask the bandedge shaping filter and its complement,
the proposed structure uses two-step serial masking. The first step masking filter
can be an interpolated filters, hence the complexity of the overall filter is reduced.
Examples show that design complexity is reduced effectively especially for sharp
filters with narrow passbands.
In Chapter 7, a 1 GHz decimation filter was introduced as the first-step deci-
mation filter. It was designed using polyphase structure to minimize the power
consumption. The power consumption of decimation by 4 and that of two stages
of decimation by 2 are compared in the form of Power Figure of Merit. Filter of
decimation by 4 is proved to be a better first-step decimation filter.
Recommendation for Future Research
Among the filters and filter banks proposed in the thesis, the optimization methods
adopted is linear programming and Remez algorithm. It is interesting to explore
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if the design complexity can be further reduced using non-linear programming al-
gorithms. Additionally, in the design methods proposed, the sub-filters are not
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