(2) n /» n +oo y» +00 I I J(u, v; T)dudv = I I p(x, y;S0, T)dxdy.
If the transformation T is biunique, | ju(x, y; So, T) \ assumes only two values, 0 or 1, and formula (1) reduces to the ordinary transformation formula
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(') Numbers in brackets refer to bibliography at end of the paper.
[l ], Rado [l, 2, 3] , Schauder [l] , Young [l, 2, 3] [l, 2, 3] , and Schauder [l] belong to class K3 and that the formulas established by these authors follow from formula (1) . On the other hand, it is not apparent that Young's results are implied by those of Rado and Reichelderfer.
We shall devote our attention, then, to the work of Young [l, 2, 3] , ultimately showing that all of his results can be accounted for in terms of the results of Rado and Reichelderfer.
(It is interesting to note that our methods will place many of the transformations considered by Young in Morrey's class L. Morrey [l] has established formula (2) for transformations in class L.)
1.3. The two transformation formulas which Young develops are the same on the left as formulas (1) and (2); however, the right sides of Young's formulas are not Lebesgue integrals, but the limits of Lebesgue integrals. We shall now give a brief description of these limits. Let a be the generic notation for a subdivision of the boundary of .So by points Pi, • • • , Pm, numbered consecutively in the positive sense around So. Let IL be the directed closed polygon "inscribed" in C which is formed by straight segments connecting in order the images of Pi, ■ ■ ■ , Pm, Pi under T. Define p,(x, y) to be equal to the topological index of the point (x, y) with respect to II" if (x, y) is not on IL; otherwise, set p."(x, y) =0. Then if F(x, y) is any measurable function in the xy-plane, Young defines the integral of F(x, y) over the area of the polygon 85 providing the limit on the right exists and is independent of the manner in which ||o-||->0. (||tr|| is the norm of the subdivision a.) 1.4 where C is the image of the boundary of So under T and (Y)ffcdxdy is assumed to exist. In a few instances, he also asserts that the general transformation formula (4) J J F(x(u, v) , y(u, v))J(u, v; T)dudv = (F) J J F(x, y)dxdy holds for any measurable function F(x, y) in the xy-plane as soon as the integral on the right exists. Throughout his work, Young assumes that the coordinate functions x(u, v) and y(u, v) of the transformation T are absolutely continuous on every horizontal and on every vertical in So; hence, the continuous curve C is rectifiable and its locus is a set of planar measure zero.
1.5. A comparison of formulas (1) and (4) leads to this engaging question:
When does /+oO r* +0O /» +00 n +00
I F(x, y)/*"(*, y)dxdy-► j I F(x, y)n(x, y;S0, T)dxdy?
-oo «7-00
Young neither raises nor answers this question. Instead, he always assumes the existence of the limit on the left and defines it to be the new integral, (Y)ffcF(x, y)dxdy. It is clear that an improvement is achieved if in formula (4) we can replace (Y)ffcF(x, y)dxdy by /_"/_.F(x, y)p(x, y; So, T)dxdy. Theorem. // the transformation T is continuous on the domain D of the uv-plane; the partial derivatives xu (u, v), xv(u, v), yu(u, v), yv(u, v) 3.6, 3.7, 3.9, 3.12, and 3.14; formula (4) for the transformations of 3.8 and 3.14.1.
The transformation of 3.14.1 is the most general case for which Young claims to have established formula (4).
3. Throughout Chapter III we assume there is given a continuous transformation T: x=x (u, v), y=y(u, v) , (u, v)Q.S0, which satisfies the standard hypothesis H0: x(u, v) and y (u, v) are absolutely continuous in the Tonelli sense (cf. 2.17) on So and the image of the boundary of So under T is a set of planar measure zero. The additional restrictions on T which we use in Chapter III do not differ from restrictions used by Young; however, Young always makes the standard assumption that x(u, v) and y(u, v) are of bounded variation in the Tonelli sense (cf. 2.17) on So and are absolutely continuous on every horizontal and on every vertical in So. Clearly our hypothesis Ho is less restrictive than Young's standard assumption (cf. 1.4). It must be remembered that in all cases our theorems are not identical with those of Young (cf. 1.3, 1.5). The references to Young's work which appear in 3.6, 3.7, 3.8, 3.9, 3.12, 3. 14, and 3.14.1 direct the reader to the theorems of Young which correspond to our theorems of those sections.
1.10. Young's theorems on the transformation of double integrals are not final in character; hence, we have attempted to find a general theorem which would at once account for all of his results. The following proposition, which we have not been able to establish or deny, seems a likely generalization (cf.
3.15):
If T satisfies Ho (cf. 1.9) and J(u, v; T) is summable on So, then TQ.K3 (S0y) and formula (1) If a family J of functions f(u, v) has property (V) on a measurable subset E of So, then the family J* of functions \f(u, v) \ also has, and conversely.
Corollary.
If J is a family of functions possessing property (V) on a measurable subset E of So and Q is a family of measurable functions which are uniformly bounded on E, then the family of functions f(u, v)-g(u, v),f(u, v)ElJ and g(u, v)ElQ, has property (V) on E.
If a family J of functions has property (V) on a measurable subset E of So, then ffßf(u, v)dudv exists for every function f(u, v) of J and these integrals are uniformly bounded.
Theorem.
If on a measurable subset E of S», fn(u, t>) =0 and /"(«, v) ->"/(«, v) o.e., a necessary and sufficient condition for f(u, v) to be summable on E and
is that {fn(u, v)} have property (V) on E.
Proof. See de la Vallee Poussin [l, p. 477] . This theorem may be extended to a non-denumerable sequence of continuous functions fa (u, v) , 0<a<l, such that/"(w, »)->a^o/(«, v) a.e. on E.
2.3.1. Corollary. If on a measurable subset E of So,fn(u, v)->"f(u, v) a.e., a necessary and sufficient condition for f(u, v) to be summable on E and
2.4. Many of the properties of integral means which we shall utilize depend upon the next two theorems concerning partial differentiation of an indefinite integral. 2.6. We shall have occasion to employ the following types of integral means.
Definition.
Iff(u, v) is summable on So and 0<A<l/2 is fixed, then This inequality holds for any two real numbers 0 <a <b < 1, since for u not G-Er
where {«"} and {ßn\ are sequences of rational numbers converging to a and b respectively and satisfying 0<a"<a<6<|3"<l. The result follows from (1) and (2). 2.13. Lemma. On a^u^b, let there be given a family of functions fa(u), 0<a<l, which converge a.e. to f(u) as a->0. //, for 0<a<l and a^u^b, \fa{u) I ^g(u), where g{u) is summable ona^u^b, then fja(u)du-+a^tsfj(u)du.
Proof. Deny the truth of the assertion. Then there exists a denumerable subsequence of functions {fan(u)} such that/a"(w)->"f(w) a.e. on a^u^b and fafa"(u)du does not converge to fj(u)du.
This contradicts Lebesgue's theorem on termwise integration.
2.14. Theorem.
If f(u, v)^0 is summable on So, X(w) =:0 is summable on 0 ^MiS 1, and V(u) = Jj(u, v)dv is a bounded function of u (on the set where it exists), then for a fixed rectangle R: 0 <a^u^b <1, 0<c^v^d<l,
Proof. Choose h small enough that R<ZSh-By 2.12, for a.e. u, a^u^b,
where M is a bound for V(u). By the lemma of 2.13 Chapter III. Transformation formulas for double integrals 3.1. In this final chapter we shall take each transformation for which W. H. Young established either formula (3) or (4) of 1.4 and, by placing it in class Ks, show that formula (1) of 1.1 holds if the integral on the left exists (cf. 1.2). Throughout the chapter we make the assumption that there is given a transformation
which satisfies hypothesis H0 of 1.9. Additional restrictions on the transformation T will be stated in the sequel. In the last three theorems of this chapter (cf. 3.9, 3.12, 3.14) , the conditions imposed on the coordinate functions x(u, v) and y(u, v) are not symmetric. A second theorem may be obtained in each of these cases by interchanging the röles of x(u, v) and y(u, v). 3.2. We shall now show that certain transformations obtained from T by approximating to the functions x[u, v), y(u, v) with Ä-Ä-integral means belong to class K~z. First we introduce the following notations:
where f(u, v) is any summable function defined on So. (iii) By 3.3.2, nnrmGK3(S°Un+Vm) for l/»+l/»<l/2.
(iv) For every closed set FCZnS° there exists a closed oriented rectangle R such that FCZRCnS0. By 2.7, Zy{u, v)->muniformly to y(u, v) on R. To show that "7™ converges strongly to "J on F, we shall verify that V"->m V a.e. on 2? and that {"7"} has property (V) on 2? for fixed n; hence, by 2.3.1, //j»|*J*-*/j<li«f^*Ö.
It follows directly from 2.19.1 that "Jm->m nJ a.e. on R. To show property (V) for {"7™} on R, it suffices to consider the product
since the other product of "Jm may be handled in the same way. By 2.8, the first factor is bounded for fixed n and, by 2.10, {™(dy(w, v)/dv)} has property (V) on R; hence, from 2.2.2, {dnx(u, v)/du-d%y(u, v)/dv} has property (V) on R for fixed n.
The conditions of the Closure Theorem being satisfied, we conclude that nTeK3(nS°).
Exchanging the roles of x(u, v) and y(w, v), we have the lemma: 3.4.1. Lemma. If T satisfies Ho, the transformation T*: x = x(u, »), y = ly(u, »), n > 2, (u, v) £ "5, belongs to class K3 on "5°.
3.5. Our investigation of the transformations considered by Young will proceed according to the following scheme: First we approximate to the given transformation F by a suitable one of the transformations £F", "F, F£. Then, as the reader will easily verify, all of the conditions of the Closure Theorem are satisfied except strong convergence of the Jacobians. Since the Jacobians of the approximating transformations converge a.e. to J(u, v; T) (cf. 2.19.1), a necessary and sufficient condition for strong convergence is that the Jacobians of the approximating transformations have property (V) (cf. 2.2, 2.3.1). We shall now investigate property (V) for the Jacobians of the approximating transformations.
3.6. Theorem 1 (see Young [2, , cf. 1.9). If T satisfies H0 and one factor in each product xu{u, v) -yv (u, v), xv(u, v) -yu{u, v ) is bounded on So, then T(E:K3(S%) and formula (1) holds whenever the integral on the left exists.
Proof. Consider any fixed RCZS^. Choose n large enough that RCZnS. Approximate to T by £F£. To show property (U) for {V} on R, it is sufficient to consider the product b\x{u, v) dly (u, v) n n 3.7. Theorem 2 (see Young [2, , cf. 1.9). If T satisfies Ho and in each product xu (u, v) -yv{u,v), xv(u, v) -yu(u,v) , the factors belong to associated Lebesgue classes on So, then FGrv3(5^) and formula (1) holds providing the integral on the left exists.
Proof. Consider any fixed RQS^. Choose n large enough that R(ZnS. Approximate to T by "F". On R
It now follows from 2.11 and 2.2.1 that {V} has property (V) on R. By the Closure Theorem, FGür3(5^); hence, the theorem follows.
3.8. Theorem 3 (see Young [3, p. 163] , cf. 1.9). If Tsatisfies Hü; | xu (u, v) \, I yu(u, v) [ ^X(m) and | xv(u, v) |, | yv(u, v) | ^ß(v) , where X(w) and p(v) are summable on (0, 1), then FG7?"3(5^) and formula (1) holds as soon as the integral on the left exists.
Proof. Consider any fixed R(ZS%. Choose n large enough that R(ZnS. Approximate to T by nT. To show property (V) for {nJ\ on R, it suffices to consider the product dZx(u, v)/du-dy(u, v)/dv since the other product of "J may be handled in the same way. Let e be any measurable set comprised in R.
Then dnx (u, v) dy (u, v) du dv a* /»l/n /»l/n < - (u, v),yv(u, v) are summable on So; |xM(w, v) \ ^X(m) and |xs(w, v) \ ^ß(v), where X(w), n(v) are summable on (0, 1) and \(u)yv (u, v), n(v)yu(u, v) are summable on So. In attempting to prove this assertion, Young erroneously assumes that y{u, v) can be written as follows: y(u, v) = yi (u, v) -y2(u, v) , where yi(u, v) and y2(u, v) possess nonnegative first partial derivatives in addition to all of the properties of y(u, v) (see Young [2, p. 9l] ). Even if y(u, v) could be split in this manner, V(v; y) and V(u; y) would be bounded (as we assumed in Theorem 4) since
and, similarly, V(u; y)-^yl{u, 1) -yt{u, 0) + y2(u, l) -y2(u, 0). To complete the theorem, we must show that for a.e. (a, ß) in r the image of the boundary of Ss under T(a, ß; 0, 0) is a set of planar measure zero. Since x(u, v) is A.C.T. on So, for a.e. (a, ß) in r the function x(w-|-a, z> + /3) is absolutely continuous on the boundary of Ss; hence, for such (a, ß), the continuous image of the boundary of Ss under T(a, ß; 0, 0) is a semi-rectifiable curve and its locus is a set of planar measure zero.
(For the proof of Theorem 5 we need not assume that the image of the boundary of So under T is a set of planar measure zero.) 3.13. To prove the final theorem, we approximate to the given transformation T by the transformation nT": x = nx(u, v), y = ny(u, v), n > 2, (u, v) G Ri/n oThus, to utilize the Closure Theorem, we must establish the lemma:
Lemma. If T satisfies Ho, the transformation "F" belongs to class K~3 on R[/n oProof. By 2. 22, nx(u, v) and ny (u, v) are A.C.T. on Ri/n o-From 2.15, dnx(u, v)/du and dvy(u, v)/du are continuous and, therefore, bounded on Rim 0-. The result now follows from reasoning similar to that employed in 3.6.
3.14. Theorem 6 (see Young [1, pp. 365-366; 2, p. 87] ; cf. 1.9, 3.1). If T satisfies Ha and \xv(u, v) \, \yv(y, v)\ =mM, where p(v)xu (u, v) and n(v)yu (u, v) are summable on So, then FGi^S^) and formula (1) holds providing the integral on the left exists.
Proof. Consider any fixed RQS^. Choose n large enough that R(ZRi/n oApproximate to T by "F". To show property (U) for {/(», v; nTn)) on R, it suffices to consider the product dnx{u, v)/du-d"y(u, v)/dv since the other product of the Jacobian may be handled in the same way. Let e be any measurable set comprised in R. Then 
