Abstract: Word production is a complex multistage process linking conceptual representations, lexical entries, phonological forms and articulation. Previous studies have revealed a network of predominantly left-lateralized brain regions supporting this process, but many details regarding the precise functions of different nodes in this network remain unclear. To better delineate the functions of regions involved in word production, we used event-related functional magnetic resonance imaging (fMRI) to identify brain areas where blood oxygen level-dependent (BOLD) responses to overt picture naming were modulated by three psycholinguistic variables: concept familiarity, word frequency, and word length, and one behavioral variable: reaction time. Each of these variables has been suggested by prior studies to be associated with different aspects of word production. Processing of less familiar concepts was associated with greater BOLD responses in bilateral occipitotemporal regions, reflecting visual processing and conceptual preparation. Lower frequency words produced greater BOLD signal in left inferior temporal cortex and the left temporoparietal junction, suggesting involvement of these regions in lexical selection and retrieval and encoding of phonological codes. Word length was positively correlated with signal intensity in Heschl's gyrus bilaterally, extending into the mid-superior temporal gyrus (STG) and sulcus (STS) in the left hemisphere. The left mid-STS site was also modulated by reaction time, suggesting a role in the storage of lexical phonological codes. Hum Brain Mapp 00:000-000, 2009. V C 2009 Wiley-Liss, Inc.
INTRODUCTION
Word production is typically unconscious and effortless, yet this effortlessness belies a complex multistage process. In one current model [Levelt et al., 1999 ] (see Fig. 1 ), conceptual preparation leads to activation of a lexical concept, which is then linked to a lemma, an abstract lexical entry containing syntactic but no phonological information. This is followed by retrieval of a phonological word form, which is then encoded at progressively more concrete levels: phonological (e.g. syllabification), then phonetic (e.g. aspiration), leading finally to a motor program for articulation.
The network of brain regions involved in word production has been outlined by a large body of neuroimaging and neuropsychological studies, mostly using picture naming paradigms [Indefrey and Levelt, 2004; Price et al., 2005] . This work has suggested that conceptual preparation relies on distributed brain areas depending on the particular concept; in the context of picture naming, occipital and inferior temporal object processing areas are key [Price et al., 2005] . The loci of lemma selection and phonological retrieval are less well understood and both processes have been associated with a wide range of temporal lobe regions [Damasio et al., 1996; Graves et al., 2007; Indefrey and Levelt, 2004; Okada and Hickok, 2006] . Later phonological encoding processes such as syllabification have been linked with the posterior inferior frontal gyrus (IFG), and articulation with primary motor cortex [Indefrey and Levelt, 2004] .
To better delineate the roles of various regions involved in word production, we used fMRI to identify brain regions where signal change during picture naming was correlated with any of three psycholinguistic variables: concept familiarity, word frequency, and word length, and one behavioral variable: reaction time (RT). Each of these variables has been associated with different aspects of word production (see Fig. 1 ). Concept familiarity relates to prelinguistic semantic processes [Lambon Ralph et al., 1998 ], i.e. conceptual preparation leading to a lexical concept. Word frequency is thought to primarily reflect retrieval of phonological codes, though there may also be frequency effects at other levels, such as lemma retrieval [Jescheniak and Levelt, 1994] . Word length could operate at any level from phonological retrieval onward, including articulation. RT could identify regions involved in any stage of lexical access, as well as executive functions, but not motor or perceptual process such as articulation or hearing one's own voice.
We assume that any variable that affects the processing time of a given stage will modulate neural activity, and hence signal, in brain regions associated with that stage. Thus, correlations between psycholinguistic variables and brain activity can constrain neuroanatomical models of language processes. Although we frame our study in terms of Levelt et al.'s [1999] model of lexical access (see Fig. 1 ), we are not committed to all of the specific theoretical claims of this particular model (e.g. strictly feed-forward processing). We assume only that lexical access is a staged process with stages to some extent ordered in time [Hauk et al., 2006; Indefrey and Levelt, 2004] . Our findings should be equally applicable to other staged models with different architectures [e.g. Dell et al., 1997] .
Because the four variables of interest are correlated with one another, we used two different approaches to constructing linear models. In our main analysis, we entered all four variables into the same model. This conservative approach implies that statistical inferences regarding each variable reflect the contribution of that variable above and beyond any of the others. However, it is possible that regions which are modulated by a given variable may be overlooked with this approach if they are also modulated by another variable with which the first variable is correlated. To ensure that no such regions were missed, we also performed a secondary set of analyses in which each variable was entered alone into a separate linear model. This approach is more liberal, because correlated regions may not necessarily be modulated by the variable in question, but may instead reflect the influence of other variables correlated with it.
A previous study succeeded in identifying neural correlates of word frequency and other variables in picture naming [Graves et al., 2007] using the more liberal approach of entering each variable singly into separate linear models, along with masking and conjunction analyses Stages of word production, based on the lexical access model of Levelt et al. [1999] , and potential relationships between stages and psycholinguistic variables. The fading in and out of the colors for the variables reflects our view that variables do not have known one-to-one relationships with particular stages. Other models are similar in terms of the stages assumed [e.g. Dell et al., 1997] .
aimed at examining the contributions of correlated variables. The present study confirms some of the basic findings of this earlier study, and extends it by modeling all variables simultaneously, and also by examining correlations with RT, which allows the identification of regions associated with executive and attentional processes [Binder et al., 2004 .
MATERIALS AND METHODS

Participants
Twelve native English speakers participated in the fMRI study. All participants were right handed, the male-tofemale ratio was 7:5, and their mean age was 26.4 (range: 20-44). All participants gave written informed consent and were compensated for their participation, and the study was approved by the Institutional Review Board of the University of California, Irvine.
Experimental Design
Participants lay supine in the scanner and viewed a screen via a mirror. They were instructed to fixate on a crosshair, and during the functional runs, pictures and scrambled pictures were presented centered on this crosshair. Subjects were instructed to name each picture out loud (moving their head and jaw as little as possible), and to do nothing in response to the scrambled pictures.
Responses were recorded over the scanner noise, which was later filtered out, and analyzed for RT and accuracy.
There were three functional runs per subject, each 400 seconds in duration. During each run, subjects were presented with 55 pictures and seven scrambled pictures, in a rapid event-related design. Each picture was presented for 2 seconds. Stimulus timing was optimized using a custom program in conjunction with the FMRISTAT program efficiency [Worsley et al., 2002] . The mean intertrial interval (from the offset of one picture to the onset of the next) was 4.3 seconds (range 1.5-13.3 seconds).
Stimuli and Behavioral Data
There were 165 pictures, taken from a behavioral picture naming study [Howard et al., 2006] . They were colored photographs of real objects taken from a variety of sources. Several examples are shown in Fig. 2a . There were five pictures in each of 24 semantic categories (e.g. birds, furniture, etc.), and 45 other miscellaneous items. Items were ordered such that each set of five semantically related items were presented relatively close to one another in the sequence, in order to examine effects of cumulative semantic inhibition [Brown, 1981; Howard et al., 2006] . However, we did not find any brain areas where signal reflected serial position within each set of semantically related items, and so we do not report further on this manipulation.
We quantified four variables of interest (concept familiarity, word frequency, word length and RT) and one covariate of no interest (visual complexity). Concept familiarity and visual complexity were calculated for each picture, whereas word frequency and word length were calculated for each name actually produced in the scanner (since some pictures did not elicit the same name from every subject). RT varied on a trial-by-trial basis.
Concept familiarity was determined for each picture in a prior norming study, closely following the procedure of Fiez and Tranel [1997] and Graves et al. [2007] . There were 37 participants ranging in age from 25 to 58 years (mean: 31.8). The study was performed online. Subjects were presented with a page containing the 165 pictures, and instructed to ''rate each picture according to how usual or unusual the object is in your everyday realm of experience. In other words, the degree to which you come in contact with, or think about, the object.'' These instructions are very similar to those provided in prior studies [Fiez In the actual experiment, the pictures were presented in full color.
and Tranel, 1997] . Subjects used a 5-point scale ranging from ''very unfamiliar'' to ''very familiar.'' The pattern of responses for each subject was examined to ensure that it correlated reasonably with other subjects' responses, to ensure task compliance. One subject was excluded because his responses were correlated negatively or not at all with those of other subjects. The familiarity ratings provided by the remaining 36 subjects in the norming study were averaged for each item to obtain a familiarity rating for that item.
Visual complexity was quantified as the size of the compressed jpeg image, an objective measure which has been validated [Szekely and Bates, 2000] and used in previous imaging studies of picture naming [Graves et al., 2007] . Although this method seems satisfactory for factoring out a covariate of no interest, it is not sophisticated enough to justify reporting the neural correlates of this measure.
The remaining variables were quantified after responses had been recorded from subjects in the fMRI experiment. Responses were scored as correct if they were appropriate for the given picture, as there were many pictures for which the subjects did not all provide the same name. Word frequency, word length and RT were only calculated for correct items.
Word frequency was calculated using the Google search engine (http://www.google.com). Each picture name produced by one or more subjects was searched on English language pages only on the domain blogger.com, which contains mostly informal language. Use of a search engine allows frequency to be determined for compound words (e.g. ''washing machine''), which are not included in most corpora. However, it is unlikely that the method of determining frequency has a major influence on the results; we calculated the correlation between logarithm of the frequency determined with Google and log frequency from the British National Corpus [Leech et al., 2001] , and found a high correlation of r ¼ 0.89. Logarithms were also used for all subsequent analyses, as is standard for word frequency.
Word length was quantified as the number of phonemes in each name produced. We also experimented with analyses using the length of the speech signal itself, measured manually from the recordings of speech in the scanner. This variable was highly correlated with number of phonemes (r ¼ 0.77), and so these could not be simultaneously entered into the same models. Therefore, we decided to use number of phonemes only.
RTs (from the presentation of the picture to the onset of vocalization) for each trial were manually measured from the recordings of each subject's speech in the scanner.
Scrambled pictures were constructed as follows. An image was selected at random from the set of 165 pictures, and divided into a six by six grid of ''tiles.'' Then each tile which was at least 25% nonbackground was replaced by a random nonbackground tile from any other picture. This resulted in images which covered roughly the same parts of the visual field as the pictures, and were similar in terms of low-level visual complexity, but did not comprise real objects. Scrambled pictures were used to identify brain regions responsive to low-level visual features of the picture stimuli.
Image Acquisition
Image data were collected using a 3T Philips Achieva MRI scanner. For each of the three runs per subject, 205 functional T2*-weighted echo-planar images were acquired with the following parameters: 32 AC/PC-aligned axial slices with sequential (bottom to top) acquisition; slice thickness ¼ 3 mm with 1 mm gap; field of view ¼ 230 mm; matrix 128 Â 128; repetition time ¼ 2 seconds, echo time ¼ 30 ms, flip angle ¼ 90
; no SENSE reduction. Additionally a T1-weighted structural image was acquired for purposes of registration (150 sagittal slices; slice thickness ¼ 1 mm; field of view ¼ 240 mm; matrix 240 Â 240; repetition time ¼ 11 ms, echo time ¼ 3.55 ms; flip angle ¼ 18 ; SENSE factor reduction 1.5 Â 1.5).
Stimulus Presentation, Audio Recording and Processing
Visual stimuli were presented with MATLAB (Mathworks, Natick, MA), Cogent 2000, and Cogent Graphics (http://www.vislab.ucl.ac.uk/cogent.php). An IBM-compatible PC was used to project stimuli onto a screen in the scanner room. The pictures subtended an average of 14 visual angle.
Subjects' responses were recorded with a scanner-compatible optical microphone (Phone-Or, Or-Yehuda, Israel) and the digital audio editor Audacity (http://audacity. sourceforge.net). In the raw files, responses were not intelligible over the background scanner noise. We removed much of the scanner noise with a custom MATLAB program which fit a general linear model to each 2-second period of audio, where the regressors consisted of audio from six adjacent 2-second periods (three before and three after), shifted between À3 and 3 samples, i.e. there were a total of 42 regressors. Because surrounding periods contain the same scanner noise but no speech, these regressors remove scanner noise but not speech, leaving an analyzable speech signal in the residuals. Adjacent temporal periods were used for the reference because acoustic noise from the scanner can be affected by subject motion over time [Jung et al., 2005] . After processing the audio data, the words produced and the timing of their onsets were clearly audible. RTs and responses were manually determined for each trial using Audacity.
Image Processing
The functional data were preprocessed using tools from FMRIB Software Library (FSL) version 3.3 [Smith et al., 2004] . The first five volumes from each run were discarded r Wilson et al. r r 4 r to allow for T1 equilibrium effects. Brain extraction was performed with bet [Smith, 2002] . Motion correction for small head movements was carried out with mcflirt [Jenkinson and Smith, 2001] . Each image was aligned to the middle image of the middle run, and the three translation and three rotation parameters for each volume were saved. Then the images were smoothed with a Gaussian kernel (8 mm FWHM) with the program ip.
Each subject's representative functional image (the middle volume of the middle run) was linearly aligned to their anatomical image with flirt, using six degrees of freedom. Then each anatomical T1 image was aligned to the Montreal Neurological Institute (MNI) average of 152 brains using an affine transformation with 12 degrees of freedom. Later, these two transformations were concatenated and applied to statistical parameter maps for individual subjects to normalize them to MNI space.
Statistical Analysis
A general linear model was fit at each voxel using the fmrilm program from FMRISTAT (http://www.math. mcgill.ca/keith/fmristat; updated June 2, 2006) [Worsley et al., 2002] .
Each functional run was analyzed independently, after motion correction but before any further registration. The design matrix contained one explanatory variable (EV) that encoded presentation of pictures or scrambled pictures (2-second events timed to visual presentation) and another that encoded correct spoken responses (also 2-second events timed to visual presentation). Note that we used picture presentation time rather than speech onset time under the assumption that we are modeling preparation of the response, which begins as soon as the picture is presented, as well as the response itself. These variables were thus identical for most trials, but they were dissociated on scrambled picture trials where there is no speech response. Trials where the picture was incorrectly named, or where the name provided was unintelligible, or where the RT was longer than 2 seconds, were modeled with another EV that was not examined further. Any superfluous speech events (e.g. comments on a missed trial) were also modeled with another EV but not examined further.
For the main analysis, the correct response EV was modulated by five additional variables which were orthogonal to it. These encoded concept familiarity, word frequency, word length, RT and visual complexity, as defined above. Each was normalized by subtracting the mean for the variable over that run, and dividing it by its standard deviation. For the secondary analysis, four separate models were also constructed where each normalized variable (except visual complexity) was entered alone.
All variables described so far were convolved with a hemodynamic response function modeled as a difference of two gamma functions. We reduced the poststimulus undershoot variable to 15% from the default value of 35%, since we observed little undershoot in preliminary analyses of our data. FMRISTAT does not require slice timing correction to be performed; rather, the convolved EVs are resampled at different points for each slice depending on its order in the acquisition sequence.
Contrasts were constructed to compare each EV with zero. Note that trials with pictures (and speech responses) were not explicitly compared with trials with scrambled pictures (and no speech responses). Instead, the presence of the latter in the model implied that common responses to visual processing would be modeled by the picture/ scrambled picture EV, and not by the speech response EV.
A number of covariates of no interest were also included, which were not convolved with the hemodynamic response function: (i) slow temporal drift was accounted for with a cubic spline in the frame times (one covariate per 2 minute of scan time); (ii) spatial drift was modeled with a covariate in the whole volume average; (iii) the six translation and rotation parameters calculated during motion correction were included as covariates to reduce motion artifacts; (iv) to account for speech-related movement and susceptibility artifacts, all actual speech, whether correct, incorrect, unintelligible, or superfluous, was modeled according to its actual onset and offset times, plus 100 ms on either side as a buffer.
Before model fitting, each volume was first normalized by dividing by the whole volume average. The analysis was based on a linear model with correlated errors. The correlation structure was modeled as an autoregressive process of degree 1. At each voxel, the autocorrelation parameter was estimated from the least squares residuals using the YuleWalker equations, after a bias correction for correlations induced by the linear model. The autocorrelation parameter was used to whiten the data and the design matrix. The linear model was then re-estimated using least squares on the whitened data to produce estimates of effects and their standard errors. The three functional runs per subject were combined with a fixed effects model using multistat.
Then, statistical maps were registered to MNI space as described above. Subjects were combined using a mixedeffects linear model with standard deviations carried up from the individual subject level. This model was fitted by the program multistat using ReML implemented by the EM algorithm. The ratio of the random effects variance to the fixed effects variance was not smoothed (i.e. a standard random effects analysis was performed).
The resulting t statistic images were first thresholded at t > 3.106 (df ¼ 11, P < 0.005), and then corrected for multiple comparisons (P < 0.05, family-wise error) by applying a minimum cluster size determined by Gaussian random field theory (whole brain search volume: 2,061 cm 3 ; FWHM of data ¼ 10 mm; minimum cluster size ¼ 2.6 cm locations of activations were determined by visual inspection of the data with reference to the atlas of Duvernoy et al. [1999] . Areas of overlap across contrasts (e.g. between frequency and RT) were true conjunctions in the sense that overlapping voxels had already been determined to be activated in each of the contrasts independently.
In several key regions of interest, parameter estimates (i.e. coefficients) for each variable were plotted along with their standard deviation across subjects. Two coefficients were plotted for each variable: one from the analysis where all variables were entered into the model simultaneously and one from the analysis where that variable was entered alone.
RESULTS
Behavioral Data
The variables associated with the 165 items are summarized in Table I . As described above, concept familiarity was quantified in a prior norming study, whereas accuracy, word frequency, word length and RT were determined based on subjects' actual responses in the scanner.
The precise correlations between variables differed across subjects depending on the particular names they provided and their RTs. However, to gain a general impression of correlations between variables, we performed pairwise correlations between the four main variables of interest averaged across subjects for each item (Fig.  2b) . All pairwise correlations were significant except for that between familiarity and length (familiarity and frequency: P < 0.0001; familiarity and length: P ¼ 0.17; familiarity and RT: P < 0.0001; frequency and length: P < 0.0001; frequency and RT: P < 0.0001; length and RT: P ¼ 0.040). These correlations underscore the importance of entering all variables into the model simultaneously in the fMRI analysis, in order to account for each variable's contribution above and beyond the others.
The mean accuracy across subjects was 98.2% (SD 1.6%; range 93.5-99.4%). The mean RT across subjects was 1,087 ms (SD 105 ms; range 934-1,242 ms). This is longer than typically reported in behavioral studies [Indefrey and Levelt, 2004] , but is comparable to the mean RT of 1031 ms reported in a previous naming study using naturalistic pictures in an fMRI scanner environment [Graves et al., 2007] . There were a mean of 2.7 unintelligible responses per subject (range 0-10), which were excluded from analysis.
fMRI Data
Brain regions activated by the task, and/or correlated with the variables of interest are depicted in Figure 3 , and characterized in Table II .
Viewing pictures or scrambled pictures activated all but the most dorsal parts of occipital cortex bilaterally, extending to the posterior inferior temporal gyrus (ITG) and fusiform gyrus (Fig. 3a-e , white outlines). These regions are well known to be involved in visual processing and object recognition [Grill-Spector et al., 2000; Sereno et al., 1995] .
Naming the pictures activated an extensive bilateral network of frontal and temporal regions, and the cerebellum (Fig. 3a-e, black outlines) , consistent with prior studies [Price et al., 2005] . Frontal activations were much more extensive in the left hemisphere, encompassing much of the posterior IFG. These regions reflect potentially any stage of the word production process, including articulation as well as hearing one's own voice, and the parametric contrasts were designed to delineate the roles of particular areas.
Concept familiarity was negatively correlated with signal in occipital cortex and the fusiform gyrus bilaterally (Fig. 3a,b,e, red) , i.e. these regions showed more signal when naming less familiar objects. These activations were more extensive in the right hemisphere. The regions correlated with concept familiarity were largely contained within the areas involved in viewing pictures or scrambled pictures, but overlapped only partially with regions activated by naming. It is likely that concept familiarity identifies brain areas that are involved in prelinguistic stages of word production, in this case, visual object recognition. When familiarity was entered into the model alone, leaving out other covariates, activation was somewhat more extensive but qualitatively similar and no additional regions were implicated (data not shown).
Word frequency (log-transformed) was negatively correlated with two regions: one in the left posterior ITG (Fig.  3a, green) extending dorsally just into the posterior MTG (Fig. 3c, green) , and one in the left supramarginal gyrus (SMG), extending ventrally to the Sylvian fissure (Fig. 3c , green; Table II ). The posterior ITG region partially overlapped the region activated by visual processing, and partially overlapped regions activated by speech, and also regions positively correlated with RT (see below). However, this region did not overlap the region correlated with familiarity, which in the left hemisphere comprised two separate clusters anterior and posterior to the frequencymodulated region. Plots of signal change in this region (Fig. 4a) showed that this region was correlated somewhat with familiarity when that variable was entered alone, but not when it was entered simultaneously with other variables. The left SMG region that was negatively correlated with frequency extended ventrally to the Sylvian fissure (Fig.  3c, green) . There was a smaller cluster immediately adjacent in the planum temporale (Fig. 3a, green) which also showed a negative correlation with frequency (peak À46, À36, 10; 128 mm 3 , n.s.). It is noteworthy that only this more ventral region was actually activated by naming relative to rest. The larger, more dorsal cluster was negatively correlated with RT (Fig. 4b) , suggesting involvement in at least two processes: a frequency-dependent component of naming, and a higher level process which results in reduced activation as a function of time on task.
When frequency was entered into the model alone ( Fig.  3a-e, faded green) , further activated regions were observed in the left premotor cortex (peak À44, À8, 26; 888 mm 3 , n.s.), right premotor cortex (peak 52, À8, 54; 3,608 mm 3 , P ¼ 0.011), left STG (peak À56, À14, À2; 2,776 mm 3 , P ¼ 0.034), right STG (peak 60, À8, À2; 1,480 mm 3 , n.s.) and the bilateral cerebellum (peak 16, À62, À22; 15,664 mm 3 , P < 0.0001). These regions did not emerge in the main model because they were also positively correlated with word length. However, the left and right precentral regions did appear to be modulated by both frequency and word length independently, as revealed by a plot of the signal change estimates in left premotor cortex (Fig.  4c) . Note that the coefficients were greater when each variable was entered alone, but were still nonzero when they were entered simultaneously. A similar pattern was Regions with significant BOLD activations to the task, or significant correlations with psycholinguistic or behavioral variables (P < 0.05, corrected). Sagittal slices in the left (a, c) and right (b, d) hemispheres are shown, along with an axial slice through the cerebellum and fusiform gyrus (e). Regions activated by viewing pictures or scrambled pictures are shown with a white outline, while regions activated by picture naming are shown with a black outline. The four variables of interest shown are concept familiarity (red), word frequency (green), word length (blue) and reaction time (purple outline). These activations were observed when all variables were entered into a single model simultaneously. Additionally, regions which were correlated with frequency, length or both when entered into separate models alone are shown in faded greens and blues. observed in right premotor cortex (data not shown). The frequency effect in the STG, however, appeared to be a consequence of the correlation between frequency and length, since there was no indication that frequency modulated this region in the main model where all variables were included (Fig. 4d) . Word length, quantified as number of phonemes, was positively correlated with signal in Heschl's gyrus bilaterally, the adjacent superior temporal gyrus (STG) and superior temporal sulcus (STS) in the left hemisphere, the cerebellum bilaterally, the supplementary motor area (SMA), and several other regions (Fig. 3c-e , blue, Table II ). The cerebellar activations presumably reflect increased motor demands of longer words. Some or potentially all of the activity in auditory areas might reflect neural responses to hearing one's own voice, since there is more auditory input as a consequence of producing a longer word. However, the posterior part of the STS activation showed an overlap with a region positively correlated with RT (peak À56, À32, À4; Fig. 3c ). Estimates of coefficients for this region are shown in Fig. 4d . This correlation with RT suggests a role in word production rather than just incidental auditory feedback, since RT would not affect a purely auditory response (note that primary auditory cortex in Heschl's gyrus was correlated with word length but not with RT). It should be noted that this RT activation was significant when RT was entered into the model alone (P ¼ 0.038) but only marginally significant in the main model with all variables entered together (2,128 mm 3 , P ¼ 0.089). A model in which word length alone was included, but not the other variables (Fig. 3a -e, faded blue) revealed additional activations in left premotor cortex (peak À46, À4, 56; 2856 mm 3 , P ¼ 0.030) and right premotor cortex (peak 48, À8, 38; 5784 mm 3 , P ¼ 0.0012). As mentioned above, these regions were also correlated with frequency which is why they were not significant in the main analysis where all variables were included. However, it is certainly not surprising that speech motor areas should correlate with the length of the word produced.
With regard to RT (Fig. 3a- e, purple outline, Table II) , several of the activated regions have already been mentioned, where they overlapped areas associated with other variables (posterior ITG, left STS). These regions are presumably involved in the stages of word production identified by the other variables in question. Besides these regions, RT was also positively correlated with an extensive network of brain regions known to be involved in executive and attentional processes, including the left posterior IFG, left inferior precentral sulcus, pre-SMA, mid-cingulate, and right anterior insula. A similar network of regions has been reported to be correlated with RT in prior studies [Binder et al., 2004 .
DISCUSSION
Picture naming is a complex, multistage process involving a distributed network of brain regions. The present study attempted to map the contributions of various brain regions to different stages of naming by correlating neural activity with a range of naming-related variables. Our results demonstrated the potential usefulness of this approach in studying a complex process. Within the overall network of regions activated by overt picture naming, we observed distinct sub-networks where signal correlated with concept familiarity, word frequency, word length or RT, despite moderate pairwise correlations between most of these variables. Familiarity modulated signal in occipital cortex and the fusiform gyrus bilaterally. Less frequent words led to greater signal in the left posterior ITG and left temporoparietal cortex. Longer words were associated with signal increases in primary auditory areas bilaterally, STG and STS in the left hemisphere, and the cerebellum. RT modulated some of these regions-occipitotemporal cortex bilaterally and the left STS-in addition to a wide network of regions involved in executive and attentional processes including left IFG, left premotor cortex, bilateral anterior insula, and the pre-SMA. Each of these regions was identified in models where all variables were entered simultaneously into a model, confirming that they showed sensitivity to each variable in question above and beyond the effects of other variables. Several additional regions were observed when separate models were constructed for each variable alone: left and right premotor cortex and the bilateral cerebellum were modulated by both frequency and word length.
The bilateral occipital and fusiform regions correlated negatively with concept familiarity are well known to be involved in visual processing and object recognition [GrillSpector et al., 2000; Sereno et al., 1995] . Reduced responses for more familiar stimuli in occipitotemporal regions have been reported in several previous studies [Chao et al., 2002; Van Turennout et al., 2000 . The regions correlated with familiarity were more extensive in the right hemisphere, consistent with a combined lesion-deficit and functional imaging study that associated the right fusiform gyrus with processing visual attributes [Vandenbulcke et al., 2006] . In terms of the lexical access model of Levelt et al. [1999] , concept familiarity presumably modulates the prelinguistic stage of conceptual processing leading to a lexical concept. Although our data suggest that these conceptual lead-in processes involve posterior inferior temporal and occipital cortex, anterior temporal regions, which are difficult to image with fMRI due to susceptibility artifacts, likely also play an important role [Damasio et al., 1996; Gorno-Tempini et al., 2004; Lambon Ralph et al., 1998] .
A region in the left posterior ITG showed a negative correlation with frequency: it was more active for the production of less frequent words. The coordinates of this region matched closely those of the largest frequencycorrelated region in a previous fMRI picture naming study [Graves et al., 2007] , and two parametric fMRI studies of frequency effects in single word reading also reported negative correlations with frequency in fusiform and/or occipital regions in this vicinity [Hauk et al., 2008; Kronbichler et al., 2004] . Although frequency effects are typically thought to act at the level of phonological code retrieval [Jescheniak and Levelt, 1994] , it is unlikely that such a ventral region plays a role in a phonological stage of naming, since practically no lesion-deficit or imaging studies have identified a role for this region in phonological processes. However, frequency also exerts an effect at an earlier stage of processing: in a gender decision task which required access to the lemma but not the phonological form, a frequency effect was observed for the first presentation of each item [Jescheniak and Levelt, 1994] . Another possibility is that if there is feedback between processing levels [e.g. Dell et al., 1997] , a frequency effect driven by phonological code retrieval might result in more activity in a brain region reflecting input to that process, i.e. the lemma level. Based on these considerations, we suggest that this posterior ITG region is involved in lexical selection and/or representation of lemmas. A similar role was suggested by Graves et al. [2007] , and the location of a conceptual-lexical interface in this region is consistent with the neuroanatomical model of Hickok and Poeppel [2007] . Based on their meta-analysis of naming and reading studies, Indefrey and Levelt [2004] locate lemma access anteriorly and dorsally, in the mid-middle temporal gyrus (MTG). We believe that the activation of the mid-MTG in naming but not reading studies could instead reflect greater demands on phonological retrieval in naming compared with reading.
Another region negatively correlated with frequency was the left temporoparietal junction. The two peaks we observed in this region (À64, À34, 24) and (À46, À36, 10) are close to a frequency-correlated posterior STG region (À51, À37, 20) reported by Graves et al. [2007) , and increased activation for low-frequency words in this vicinity was also reported by Fiez et al. [1999) for reading. Another study of word and pseudoword repetition found decreased activity in the posterior STG (À67, À40, 20) for items on which subjects had been familiarized before the scan [Majerus et al., 2005] , which may be somewhat similar to a frequency effect, albeit operating over a much shorter timeframe. In terms of the Levelt et al. [1999] model, frequency effects are thought to reflect predominantly phonological code retrieval [Jescheniak and Levelt, 1994] . Phonological (e.g. syllabification) and phonetic (e.g. aspiration) encoding stages may also be plausible loci for r Wilson et al. r r 10 r frequency effects, though not articulation itself [Jescheniak and Levelt, 1994; Monsell, 1990] .
Other evidence for a role for this region in phonological retrieval and/or encoding comes from functional imaging and lesion studies. In an fMRI study, de Zubicaray et al. [2002] found that orthographic/phonological facilitation of naming, an effect thought to be associated with the phonological retrieval stage, was associated with decreased activity in a posterior superior temporal region (À64, À46, 20) . The more ventral of the two peaks we report likely reflects area Spt, argued to be involved in mapping between auditory and motor representations [Hickok and Poeppel, 2007; Hickok et al., 2003] , which would correspond to phonological and/or phonetic encoding in the terms of the Levelt et al. [1999] model. Lesions in left temporoparietal cortex often result in conduction aphasia, characterized by repetition deficits and phonemic paraphasias in speech production [Damasio and Damasio, 1980; Green and Howes, 1978] , or anomic aphasia [Kertesz et al., 1979] . Neurodegenerative damage to temporoparietal regions leads to logopenic progressive aphasia, which like conduction aphasia is associated with poor repetition and phonemic paraphasias [Gorno-Tempini et al., 2004] . The range of deficits observed in these disorders is consistent with impairments in phonological code retrieval or encoding.
We also observed both frequency and length effects in premotor cortex bilaterally, as did Graves et al. [2007] . While these correlated regions were significant only when each of these variables was entered alone, plots of signal change suggested that both variables have an independent effect (Fig. 4c) . While the length effects are expected, presumably reflecting increased motor activity for longer words, the frequency effects are somewhat surprising. Given that premotor cortex is an unlikely repository for phonological forms, correlations with frequency in this region provide further evidence that frequency effects can operate not just at the level of phonological retrieval, but also phonological and/or phonetic encoding. In general, the fact that frequency effects were observed in such functionally distinct regions-posterior ITG, left temporoparietal cortex, and bilateral premotor cortex-suggests that frequency impacts multiple stages of lexical access, which is consistent with EEG studies, which have revealed frequency effects at multiple latencies [Hauk and Pulvermuller, 2004; Hauk et al., 2006; Sereno et al., 1998 ].
We did not observe any correlations with frequency in the IFG, unlike previous studies of frequency effects in picture naming [Graves et al., 2007] single word reading [Fiez et al., 1999; Hauk et al., 2008; Kronbichler et al., 2004] and lexical decision [Carreiras et al., 2006; Fiebach et al., 2002] . However, it is noteworthy that the IFG activation in the only one of these studies using the same task [i.e. picture naming, Graves et al., 2007] was very small, and would not have reached significance using our thresholding methods. On the other hand, we did observe a strong correlation with RT in the whole posterior IFG (see below).
Word length, quantified as number of phonemes, modulated signal in primary auditory cortex bilaterally, extending in the left hemisphere into the STG and STS. Of particular interest was a subset of this region which also showed a positive correlation with RT. This subregion was located in the mid-STS, with the peak for the conjunction at (À56, À32, À4). The correlation with word length shows that this region is modulated by the amount of phonological material retrieved, and the correlation with RT confirms that activity is not simply due to auditory feedback. We did not observe any correlations with frequency in this mid-STS region once contributions of other variables (specifically length) were taken into account, nor were frequency correlations observed in this region by Graves et al. [2007] . One possibility is that the temporoparietal frequency-correlated region is responsible for the retrieval and encoding of phonological forms, whereas this mid-STS site constitutes a storage site for phonological forms. This region is close to a region which was more active for listening to words with high phonological neighborhood density (À53, À37, 3, averaged across the individual subject coordinates reported), another good assay of lexicalphonological representations [Okada and Hickok, 2006] . It is also close to a site implicated in phonemic over nonphonemic processing (À56, À31, 3) .
We included the behavioral variable RT in the model along with the three psycholinguistic variables because previous studies have shown that many BOLD effects ascribed to stimulus differences may in fact reflect differences in time on task [Binder et al., 2004 . Because RT is a behavioral variable directly affected by the three psycholinguistic variables, this approach could run the risk of decreasing our ability to detect correlations with the psycholinguistic variables. However, the only additional regions which emerged when variables were entered one at a time into separate models reflected the correlation between frequency and word length, rather than correlations with RT. The one exception might be the left IFG, where we observed an extensive region correlated with RT, but no regions correlated with frequency, in contrast to previous studies [Carreiras et al., 2006; Fiebach et al., 2002; Fiez et al., 1999; Graves et al., 2007; Hauk et al., 2008; Kronbichler et al., 2004] . However, we also saw no correlation with frequency in this region even when it was entered alone. These frontal regions are known to be involved in executive, attentional and other high-level processes [Binder et al., 2004 , which would explain their correlation with RT. While the left IFG is clearly involved in lexical access, it is unclear whether the contribution of IFG is specifically linguistic or relates to higher level control processes such as these.
Future studies with carefully constructed stimulus sets could be very informative. For instance, it would be useful to understand in which situations concept familiarity and frequency dissociate. In terms of frequency, the effects of homophones could be examined to disentangle earlier and later phonological stages. Phonological complexity could r Neural Correlates of Word Production Stages r r 11 r be dissociated from number of phonemes to potentially yield more information about retrieval and processing of phonological forms. Finally, given the likely importance of the anterior temporal lobe in lexical semantics and possibly lexical access, pulse sequences which reduce signal loss in this area would be desirable. Despite these caveats, our parametric approach to disentangling correlated variables was successful in revealing new information about a range of brain areas involved in various stages of word production. Specifically, we identified two frequencymodulated regions: a left posterior inferior temporal region which may be involved in lexical selection, and a left temporoparietal region which may play a role in phonological retrieval and encoding. A region in the left mid-STS was modulated by word length and reaction time and may be a key site for storage of lexical phonological codes.
