Virtual hand usually simulates human hands by mapping the actual shapes of hands to virtual environment and modeling the hand-object manipulations in human machine interactions. For describing virtual hand and its manipulation in a unified framework, a method based on conformal geometric algebra (CGA) is proposed to solve the problems of virtual hand modeling and interaction in this paper. With the vertex blending based on CGA, the artifacts on the finger joints are improved, which enhances the realism of the virtual hand model. With the same tool, the collision detection between the virtual hand and the manipulated objects is implemented. The gesture of grasp, pinch, and hold are recognized, and the corresponding manipulation rules are established by CGA calculation. To test these three typical manipulations, the manipulated objects are imported and the manipulation effectiveness is evaluated.
Introduction
In virtual reality system, virtual hands are introduced for modeling human hands and mapping the actual shapes of hands to the virtual environment, which manipulates the virtual objects in the human machine interaction. Appropriate virtual hand deformation and collision detection could enhance the realism and interaction effectiveness of the system. The mathematical tool for virtual hand modeling and interaction is significant, and the corresponding manipulation rules are also required.
It is usual to construct a static virtual hand with the dimension parameters of the human hand, but the deformation of the hand skeleton and skin, especially that on the finger joint during motion is difficult to model. McDonald utilized the measurement data and physiological structure for virtual hand modeling [1] , while Moccozet provided a multi-layered virtual hand model with deformation of both the skeleton and skin for the application of hand motion simulation [2] . Kurihara constructed the hand shapes with a large amount of medical images, which could control the skin deformation by setting motion weights in different parts interactively [3] . Generally, vertex blending simply added the weighted motions by a linear method for the transformations of vertices on the skin [4] . For the virtual hand, linear vertex blending might cause constriction on the finger joints. It is because that the rotation transformation space is not linear, and the directly added rotations introduce extra motions. To solve the problem, Kavan employed sphere and dual quaternion vertex blending methods to achieve more realistic skinning [5] .
To provide the sense like the real world, most virtual reality systems have the function of collision detection. The layered bonding boxes with the sphere or oriental shapes were used widely in collision detection [6, 7] . To reduce the tests between elementary test pairs, the continuous collision detection method integrated interval arithmetic and hierarchies of oriented bounding boxes [8] . For virtual hand interaction, the intersection of ray and distance calculation became the means of detecting the collision [9] . Wan implemented the collision detection of the virtual hand by dividing it into simple geometric objects by the package RAPID [10] . Besides these geometric methods, algebraic intersections using matrix methods were also introduced to solve the intersection problems of parametric and algebraic curves [11] . Compared with rigid body collisions, Voronoi-based culling algorithm was presented to perform collision and distance queries among multiple deformable models [12] . To improve the real-time performance of both the rigid and deformable models in collision detection, GPU computation techniques for construction of a signed distance field were employed [13] .
For further interaction, certain manipulation rules are necessary, which could simulate the process of manipulation based on the physical rules [14] . However, physical-based methods have to rely on the haptic or force feedback equipment. Holz proposed a manipulation method for single hand grasp by the fingers with collision, and there must be a finger applied to the manipulated object in each rendering frame [15] . For the application in industry, Moehring proposed a semi-physical heuristic simulation method for the manipulation with sufficient realism and practicability, which defined the collision points pair and the normal vector. To validate the manipulation, the friction cone was also established for describing the force applied to the manipulated object by the angle of friction [16] .
According to the problems in virtual hand manipulation, a method based on the unified mathematical tool, conformal geometric algebra (CGA) is proposed to solve the problems of virtual hand modeling and interaction in this paper. The conversions between linear algebra and CGA objects are presented firstly, and then the CGA-based vertex blending method is introduced to enhance the realism of the finger joints. For the interaction aim, the collision detection is conducted by CGA calculation. With the results of collision detection and hand gesture recognition, the manipulation rules are provided, and the effectiveness of grasp, pinch, and hold is evaluated in the virtual environment finally.
Method for virtual hand modeling
For describing virtual hand modeling and interaction, the linear algebra methods have to introduce a large amount of parameters because of matrix production. Geometric algebra can operate the geometric objects via addition, subtraction, multiplication, and division [17] , and conformal geometric algebra (CGA) is a uniformed geometric language independent of the coordinate frames with both covariates for geometric modeling and invariants for geometric calculation. With these features, CGA becomes a powerful tool in computer graphics and computer vision fields [18] . For mesh deformation, it could also interpolate the positions and orientations smoothly [19] , and it reached interactive rates on surface models by GPU computation [20] , which was implemented in virtual character simulations [21] . In human model animation, the grid distortion caused by the mesh deformation around the joint points was dealt by CGA for the knee joint motion [22] . Additionally, CGA was presented to determine intersection relationship between two geometric objects of different types in a unified manner [23] . With these bases above, CAG is introduced in this paper for virtual hand modeling and interaction.
Outline of conformal geometric algebra
Conformal geometric algebra provides the intuitive representation of various geometric objects and geometric transforms. In Euclidean space, the basis is 1, e 1 , e 2 , e 3 , e 12 , e 23 , e 13 , e 123 , and the highest grade is defined as the pseudoscalar I = e 1 ∧ e 2 ∧ ⋯ ∧ e n , which is a multi-vector in the same grades. The geometric objects such as points, lines, planes, circles and spheres have similar expressions in multi-vector form. In this paper, all the descriptions of the geometric objects and transforms follow the symbol system from [24] .
For the point, the base vector e 0 is its origin and e ∞ is the infinity. Its conformal geometric algebra form is as (1) .
If the center is set as c and the radius is set as ρ, the sphere in conformal space is generated as (2) .
The dual form of the subspaceAcan be described as (3)
The outer product of points A, B, C, and D the infinity generates a line as (4)
The outer product of points A, B, and the infinity generates a line as (5) .
The outer product of points A, B, C, and the infinity generates a plane as (6) .
The outer product of three points A, B, and C generates a cycle as (7)
Set l as the unit direction vector and θ as the rotation angle. The Rotor R is obtained in Euler form as (8) .
Set RR ¼ 1 , soR is the inverse form of R. They are expressed as (9) and (10) in 3D Euclidean space.
The rotation of point X can be described as (12) .
In conformal geometric algebra, the geometric objects, including line, plane, circle, and sphere, all could be represented by the outer product of points X as (12) to facilitate the translation.
The translator is introduced similar to that of rotor as (13) in Euler form.
Thus, X is transformed by T like (14) .
Motor M is a type of transform in which transformation T is applied to the rotor R. It defines the general motion as (15) .
In addition, there are some other types of geometric relation, such as intersection between the geometric objects. With the extension of Morgan Rule, it can be deduced the dual form of intersection between A and B as (16) .
Compared with linear algebra, the coordinate frame only plays its role on the input of geometric objects while the transformation process is completely geometrical. In other words, the transformation is applied on the geometric objects directly rather than via analytical equations with coordinates.
Conversion between virtual reality objects and CGA objects
In virtual reality system, geometric objects are generally constructed by triangle patches that include color and illumination information for rendering these models. In this paper, CGA will be employed in the virtual hand modeling and manipulation interaction, but the rendering of current virtual reality system still depends on the graphics API with linear algebra style calculation. The conversion between virtual reality objects and CGA objects is required.
In CGA, the motion could be expressed as a motor which is decomposed as translator and rotor. The translator corresponds to the vector in 3D Euclidean space, but the rotor should be converted to a matrix. In CGA, the rotor R is expressed as (17) .
The row vector in 3 × 3 rotation matrix is obtained by applying the rotor R to e 1 , e 2 , and e 3 . When R is applied to e 1 , it generates (18) .
When R is applied to e 2 , it generates (19) .
When R is applied to e 3 , it generates (20) .
With the formulas (18) to (21), the rotation matrix for rotor R is obtained as below.
According to formula (21) , the motion could be converted to linear algebra calculation from CAG style. For the objects in virtual reality system, the expressions with coordinates would also be converted to CGA styles. The unit triangle is constructed by basic geometric elements such as point, line, and plane in that there is no direct description for triangles in CGA. The vertices of the triangle in 3D Euclidean space are regarded as the points of CGA directly. In formula (22) , the point X(x, y, z) is expressed as the CGA objects utilizing its 3D coordinates.
The edge AB of triangle ABC is described by the line on which it lies.
The edge BC of triangle ABC is (24):
The edge AC of triangle ABC is (25) :
The plane on which the triangles lay is also defined in CGA.
In virtual reality system, the triangles could be constructed as by grouping its vertices, edges, and plane features with 3D coordinates of vertices.
Class Triangle{ CGAPoint Vertex1., Vertex2., Vertex3.; CGALine EdgeLine1.,EdgeLine2.,EdgeLine3.; CGAPlane TrianglePlane; } With the definitions above, the CGA and linear algebra objects and motions could be converted to each other in modeling and interaction of the virtual hand.
Construction of virtual hand
Virtual hand simulates both the appearance and motion of the human hand, which requires the continuity of the hand model during the bending of finger segments. For rigid virtual hand model, the skin artifacts cannot be neglected on the finger joints. According to the physiological structure, the skin deformation on joints relates to the motions of both adjacent finger segments. Thus, the skin deformation is handled by adding the influences of different finger segments with the weighted motion, which is named skeleton subspace deformation method. It is a type of vertex blending of the skeletons. For the vertices v 1 and v 2 , the vertex blending is achieved by the joint transformation matrices M 1 and M 2 with the weights w 1 and w 2 shown in Fig. 1 .
In Fig. 1 , B i transforms the coordinate of finger segment frame to the skin, and the transformation from the finger segment to the global frame is W i . Thus, the transformation to the vertices of finger segment i is
Generally, the formula of vertex blending is (27).
Attached to n finger segments, the total weight of vertices is as (28).
The linear method for vertex blending is simple and less time consuming, but for some finger joints with large rotation angles, the artifacts are unavoidable no matter how the weights are adjusted. It is because that the linear combination of matrices introduces extra shearing and scaling terms, and the vertex blending is not really a linear one that reduces the realism of the deformation. This defection is caused by the rotation terms of the matrix in non-linear space without smoothing transformation. If the rotation parameters can be operated directly rather than via the matrix, the artifacts of linear vertex blending will be improved. For the intuition of geometric transformation in CGA, the vertex blending based on CGA is presented in this paper.
The characteristics of CGA should be analyzed firstly for vertex blending. The neighbor segments of the vertices in vertex blending rotate in the local frame of joint referencing an axle along some angle. If the axle goes through the origin, the transformation of the local frame of joint is just the translation, thus M i can be regarded as the compound motion by translating the rotation to the axle. The transformation in CGA can not only apply to geometric objects but also to other transformations. It means that the compound motion is a type of transformation to other translators. If the translation of the rotation to the line L in θ is expressed as T(R Lθ ), and it assumes that R Lθ ¼ expð− θ 2 LÞ, the (29) could be deducted by (15) .
SetL ¼ L þ e ∞ ðt Á LÞ, the transformation of joint i is as formula (30).
The linear combination of transformations is that of the motors. With exponential expression, the rotation angle θ is on the exponential part. Thus, the vertex blending based on CAG is as formula (31).
w i θ i intuitively represents the linear transformation style for rotation and eliminates the extra scaling and shearing effects caused by a matrix operation. In the virtual hand model, the three finger segments deducing vertex blending are on the same plane, and it can be shown in Fig. 2 . The segment of the finger could be named as DP, MP, and PP according to the position of them from the palm to the fingertip, and the corresponding joints are DIP, MIP, and PIP respectively [25] . The skin on PIP and DIP appears artifacts because of the large bending angles of these joints. Set the plane on which all segments from the same finger locates as P f , and the normal of the plane as N f . DP, MP, and PP all rotate on the plane P f to the axle N f with the vertex blending on DIP v DIP by M DP and M MP , and that on PIP v PIP by M MP and M PP . Deduced by formula (31), the two vertex blending expressions are as formulas (32) and (33).
Because the three finger segments are on the same plane, the vertex blending is simplified by the same referenced axle. For testing, the vertex blending for two joints is implemented. For cylinder shape segments, the rendering result of vertex blending is shown in Fig. 3 on the left side, compared with the one on the right side without vertex blending.
For the whole hand, the triangle patches and the transformations are converted to CGA style so that the vertex blending could be applied by CGA calculation. The comparison of the virtual hand without vertex blending, linear vertex blending, and vertex blending based on CGA are demonstrated in Figs. 4 and 5. Among them, the first group of models cracks on joints obviously, the second ones are separated by the unexpected shearing and scaling, and these artifacts are avoided by CAG-based vertex blending like the third ones.
Method for proposed manipulation rules of virtual hand
As the response of the interaction between virtual hand and the objects in the virtual environment, collision detection is described as the intersection of geometric elements in CGA, so the virtual hand and the manipulated objects can be decomposed as geometric elements on a different level for such intersection tests. Besides, the shapes of virtual hand also correspond to various gestures. With the defined gestures and the results of collision detection, the rules of virtual hand manipulation are established. 
Collision detection based on conformal geometric algebra
The virtual hand and objects in the virtual environment are generally triangulated patches, so the collision of them could be regarded as the intersection of triangles. However, the computing is very intensive if all the intersections among these triangles are tested. Therefore, the layered bonding box is also introduced here. In CGA, the intersection of the two geometric elements is represented as formula (34).
For the pseudoscalar I, it has the representation as formula (35).
I ¼ e 1 ∧e 2 ∧e 3 ∧e 0 ∧e ∞ ¼ e 1 e 2 e 3 e 0 e ∞ ð35Þ
It is inferred that B is the linear combination of different basis vectors as formula (36).
B 2 is the criteria of the intersection of the two geometric objects [26] . When B 2 > 0, X and Y have at least two intersecting points; when B 2 = 0, X and Y have one intersecting points; when B 2 < 0, X and Y have no intersecting point. The intersections of lines, planes, and spheres are discussed in this section.
Firstly, the intersections of lines are presented. Set the lines as L 1 = P 1 ∧ P 2 ∧ e ∞ and L 2 = P 3 ∧ P 4 ∧ e ∞ , and the end points as P 1 = a 1 e 1 + a 2 e 2 + a 3 e 3 , P 2 = b 1 e 1 + b 2 e 2 + b 3 e 3 , P 3 = c 1 e 1 + c 2 e 2 + c 3 e 3 , and P 4 = d 1 e 1 + d 2 e 2 + d 3 e 3 . The intersection of L 1 and L 2 is expressed as formula (37).
According to P 1 and P 4 , B has the expansion style as formula (38). Fig. 4 Comparison of virtual hand models on DP joints. 
Combining the variables above, B 2 is expressed as formula (39).
It could be expressed the intersection results as algebra style of the points parameters on the line. By the same mean, the intersections between line and plane can also be described. Set the line as L = P 1 ∧ P 2 ∧ e ∞ and the plane as Pi = P 3 ∧ P 4 ∧ P 5 ∧ e ∞ . The intersection of them could be as formula (40).
Similarly, construct the points P 6 , P 7 , and P 8 as the spheres S 1 = P 1 ∧ P 2 ∧ P 3 ∧ P 4 and S 2 = P 5 ∧ P 6 ∧ P 7 ∧ P 8 . The intersection of S 1 and S 2 is as formula (41).
The intersections between line and plane or spheres could also be represented as algebra style. Additionally, the intersection of spheres is as formula (42).
Based on the expressions above, the detection between triangle surfaces, sphere bonding boxes, and that between triangles surfaces and sphere bonding boxes are implemented. For the intersections between triangle patches, it could be simplified as the intersection between the three edges and the other triangle patch. If any edge intersects with the patch, the two triangles patches collide. It is shown in Fig. 6 the intersection of the triangles P 4 P 5 P 6 and P 1 P 2 P 3 .
The edges of P 4 P 5 P 6 are line sections rather than lines. If P 4 and P 5 locate on the same side of the plane, the intersection of P 4 P 5 and the plane is invalid. In geometric algebra, the tri-vector represents the volume. Set the vectors for P 1 P 2 , P 1 P 3 , and P 1 P 4 as a = a 1 e 1 + a 2 e 2 + a 3 e 3 , b = b 1 e 1 + b 2 e 2 + b 3 e 3 , and c = c 1 e 1 + c 2 e 2 + c 3 e 3 respectively. The tri-vector is calculated by formula (43).
a∧b∧c ¼j
If the end of the line section P 4 is on the surface, the coefficient of e 123 in formula (43) is 0. It could be inferred whether P 5 is on the plane in the same method. The relationship between P 4 P 5 and other edges or the plane are also inferred.
Establishment of the virtual hand manipulation rules
The manipulation rules are required for the interaction of virtual hand. Driven by the motion data input to the virtual hand, the virtual hand has different shapes that can be projected to two orthogonal planes, and the gestures For certain gesture of virtual hand manipulation, the angles between finger segments and that between fingers keep steady. Therefore, the shapes of virtual hand could be divided into free and manipulation states. For the angle between thumb and other fingers, if the variation is less than the threshold δ var in a 2n frame, the state of virtual hand is determined by formula (44).
When the virtual hand state is determined, the gesture is judged by other hand motion parameters. The physiological constraints are considered here because the motions of different finger segments relate to each other. It assumes that the manipulation state starts when the angles MIP reaches a quarter of its maximum range. If these angles have the tendency of becoming smaller, it will be the release state. Although there is still a large number of gestures, the most frequently used three gestures are defined in this paper, which are grasp, pinch, and hold as shown in Fig. 7 .
In Fig. 7 , the gaps between thumb and index appear from wide to narrow, which adjust to the manipulated objects with different dimensions. In the virtual environment, if the finger segments are projected to the orthogonal planes around the manipulation space, the visible states of the finger segments will characterize the gesture of the virtual hand. Because the ring and little finger rarely attend the three manipulations above, the state collection is focused on the thumb, the index, and the middle finger. If Y and N mean visible or not, the state combinations for grasp, pinch, and hold are shown in Table 1 .
According to the visible states above, the gestures of the virtual hand are recognized. In the virtual environment, whether the gesture represents meaningful virtual manipulation should be further examined by the virtual hand shape. The human hand could manipulate objects because of its sense of touch and the envelope of fingers to the objects. Without the tactile feedback, the friction cone is introduced for the manipulation validation. There are two assumptions for the success manipulation. One is that the thumb must attend to the manipulation, and the other is that the angle of friction is larger than the threshold, which is the angle between the connection line L tf = P t ∧ P f ∧ e ∞ which goes through the colliding point of thumb P t and that of the other finger P f . The line N c is the normal of the contact point. The angle θ f is calculated by the formula (45).
Combining the collision detection results with the friction cone, the state of virtual hand could be obtained by the following five steps:
(1) Input the virtual hand and the manipulated object. The rules of effective virtual hand manipulation are summarized based on the state of the virtual hand.
(1) The gesture of the virtual hand could be recognized by analyzing the visible states of the finger segments. (2) The virtual hand contact with the manipulated object, and the number of contact points is larger than 2. 
Experimental results and discussion
With the rules mentioned in the former sections, the manipulations of grasp, pinch, and hold are tested. After the gesture recognition, the collision detection and the effectiveness are evaluated, in which the collision is reminded by red color. In Fig. 8 , the collision does not occur in the left scene (a), so the grasp is invalid, while the thumb, index, and middle finger all collide with the cuboid in the right scene (b), and the fiction angles are larger than the threshold, so the grasp is successful. In Fig. 9 , only the DP collides with the sphere, and the contact points less than 2, so it is not a valid pinch in the left scene (a), while the thumb, index, and middle finger all collide with the sphere in the right scene (b), and the fiction angles are larger than the threshold, the pinch is successful.
In Fig. 10 , both the thumb and the index collide with the cylinder, but the angle of friction is smaller than the threshold, so it is an invalid hold in the left scene (a), while all the conditions are fulfilled in the right scene (b), so the hold is successful. Thus, the manipulation rules proposed in this paper provides credible results for grasp, pinch, and hold manipulations tests.
Both the CGA geometric objects and CGA transforms are provided to model the virtual hand and its manipulation. On the hand modeling aspect, the hand model based on CGA is not merely constructed for the deformation in animations but for collision detection, which is the basis for interactions in the virtual environment. On the collision detection aspect, the layered bonding boxes are also kept rather than calculating CGA geometric objects intersections directly. On the manipulation aspect, the collision detection and angle of friction are combined by CGA method to establish the manipulation rules for the three typical gestures, and it finally integrates all the elements of virtual hand interaction in a unified framework.
Conclusions
According to the requirements of human machine interaction, the virtual hand model is constructed by converting the objects between virtual reality system and the CGA ones. Utilized the vertex blending based on CGA, the artifacts of the finger joints are improved which enhances the realism of the virtual hand. Meanwhile, the collision detection between the virtual hand and the manipulated objects is implemented by CGA method. With the gesture recognition results, the manipulation rules for grasp, pinch, and hold gestures are established, and the effectiveness evaluations are finally conducted in the virtual environment. To obtain better real-time performance, the parallel computations based on OpenCL will be considered in the future work.
Abbreviations CGA: Conformal geometric algebra; GPU: Graphics processing unit; API: Application programming interface; MIP: Mobile instant pages; DP: Displayport
