Abstract. This paper introduced the detail steps of Latin hypercube sampling method in mid-term voltage stability analysis considering uncertainty of load and wind generation power. Then by introduction of quasi steady trajectory sensitivity, the corresponding sampling efficient is highly improved. Finally it is demonstrated on IEEE 14 bus system that it's feasible to use the quasi steady trajectory sensitivity to solve the problems of mid-term voltage stability associated with randomness and it's more efficient than the time domain simulation.
Introduction
With the increasing penetration of wind power and solar power in power system, many researchers [1] [2] [3] [4] [5] [6] [7] have studied voltage stability considering the uncertainties like wind power and load fluctuations. Ref. [1] discussed the relationship among the characteristics including volatility, intermittent and randomness of wind power. Ref. [2] demonstrated that stability of grid voltage will descend when attaching a wind farm, such as decline of stability margin, drops of terminal voltage and so on. Ref. [3, 4] studied the impact of different kinds of wind turbine under different control modes on system voltage. Ref. [5] discussed the positive accumulation of small fluctuations will lead to a sudden instability of the system voltage, but it is only considering the effect of reactive load fluctuations in the system voltage stability, without taking the fluctuations of active load into account. Ref. [6] analyzed and demonstrated that Speed Railway will do harm to power quality by bringing the harmonics and negative sequence current into the power system as a power load with characteristic of frequent fluctuations and impact resistance. Ref. [7] used the theoretical prediction interval to solve problem of active power system optimal power flow in order to analyze the randomness and volatility of wind power output and load. This article will consider the uncertainty of active power of wind turbine and load to perform stochastic simulation of mid-term voltage stability. Firstly use Latin Hypercube Sampling (LHS) to sample the initial conditions of random variables. However traditional simple random sampling based on the Monte Carlo simulation method can get a high precision when the sample size is sufficiently large, but its drawback is time-consuming, especially when simulating large power system. While trajectory sensitivity based on quasi-steady state model [8] [9] [10] [11] has been widely used in the study of influence of random variables small changes on the system voltage stability [12] [13] [14] [15] , it can speed up the simulation speed through calculating the voltage variation under different sample conditions directly. And then the voltage deviations caused by various random samples are directly calculated with the use of quasi-steady trajectory sensitivities. Finally the randomness of system voltage stability is analyzed.
Latin Hypercube Sampling
LHS algorithm mainly focused on the relevant issues of control is usually used to getting the sample which has a same relevant with the input random variables through sorting the input sample matrices, commonly used method includes random sort [16] , Cholesky decomposition [17] , orthogonalization method based on the sequence of Gram-Schmidt [18] and so on.
The number of variables is K, and the number of samples is N, LHS algorithm will divide each random variable X i into N misaligned cells with equal length between probability space and then sample from each cell, so you can ensure sampling for each random variable X i can cover the entire probability space.
Studies have shown that the active power of load subject to normal distribution with mean μ of its rated active load, and standard deviation  i of 5% of its rated active load [19] . Since the expectation μ of normal distribution is only positional parameters, so the shape of the function does not affect by the pan of its probability density function, so the fluctuations of load can be considered to subject to a normal distribution with expected value μ of 0 and variance of  2 i . Similarly, the volatility of active power of wind turbine can be seen as a normal distribution.
Detailed steps of LHS considering correlation are as follow: 1） Get the correlation coefficient matrix C X of the input random variables; 2） Calculate ρ Zij according to the equation ρ Zij = T(ρ Xij )·ρ Xij , where ρ Xij is the correlation between the i-th row C X i and the j-th row C X j of the matrix C X , the conversion factor of normal distribution T (ρ Xij ) = 1 [21] , then ρ Zij =ρ Xij , and obtain C Z =C X ; 3） Calculate the lower triangular matrix B through doing Cholesky decomposition on C Z ; 4） Randomly sample K independent random variables subjected to stander normal distribution (mean of 0, variance of 1), and form a matrix W K·N 
, where Φ is the standard normal cumulative distribution function; 9） X will be reordered basing on the order matrix L Z to obtain a final sample matrix S K·N ; where K random variables required in the step (4) must be independent, which means that the correlation coefficient matrix is the identity matrix. According to Ref. [22] , we can get independent random variables through processing the normal matrix by Gram-Schmidt sequence orthogonal algorithm:
1） Generate a random matrix E K·N subjected to standard normal distribution, then get its order matrix R K·N as the initial matrix of Gram-Schmidt sequence orthogonal method; 2） Calculate correlation matrix ρ K·N of matrix R and then calculate the root mean square correlation ρ 2 rms of matrix ρ with equation
3） Take the forward step of the ranked Gram-Schmidt (RGS):
where the function takeout (R i , R j ) is to denote the residuals from a linear regression (including an intercept) of the vector R i on the vector R j , the function rank (R i ) denotes the vector of ranks of R i ;
4） Then take the backward step of RGS:
5） Through repeated iteration of forward and backward, the correlation ratio of the order matrix R obtained after each iteration is smaller than the previous, the calculation end with the mark that the value of ρ 2 rms is no longer reduced, then we can get the final order matrix R with lowest correlation; 6） Finally, get the matrix W K·N subjected to standard normal distribution by reordering the initial sample matrix E with the order of matrix R, then each variables of W K·N can be considered as independent.
Quasi Steady Trajectory Sensitivity [23, 25] Under the quasi-steady state assumption, when a coupled system decomposes on the time scale, then its short-term dynamic process can be instead by its equilibrium equation and then obtained the model of quasi-steady state simulation as follow: 
where ω m is rotor angular speed, T m is mechanical torque, T e is the electromagnetic torque, H m is rotor inertia.
2) Pitch angle control equation
where θ P is the pitch angle, K P is amplification factor of the pitch control, T P is time constant in the pitch control, ω ref is reference angular velocity. 
4) Voltage regulator equation 
Random variable of wind turbine is the initial value of active power inject to the bus P w0 and it obeys the normal distribution P w0~N (P w0 , (0.05P w0 )
2 ).
Exponential Recovery Load [26]
Considering Load self-healing features, the dynamic characteristics of load can be described by the addition automatic recovery model: 
The power consumed by load can be described as: The random variables of load are its initial value of power P L0 and Q L0 which are subjected to distribution P L0~N (P L0 , (0.05P L0 )
2 ), Q L0~N (Q L0 , (0.05Q L0 ) 2 ). Finally we can obtain the distribution of the variation of P L0 , Q L0 , P w0 , as following:
Trajectory Sensitivity Analysis [25] Firstly calculate trajectory sensitivity of bus voltages to random variables based on the voltages trajectory V 0 of deterministic simulation S= 
Simulation Result
Power system analysis tool (Psat) [26] is used to simulate IEEE14 bus system, with computer memory 4G, CPU clocked at 2.4Hz.
Synchronous generators are 6-order model, and taking the impact IEEE DC type-2 exciter into account, load is described by exponential recovery type load model. Simulation time is set as 100s, the simulation step is 2s.
Number of load in system is 11, and their numbers are 2, 3, 4, 5, 6, 9, 10, 11, 12, 13 and 14. The correlation matrix C x similar to Ref. [21] describes the correlation of different load. 
Bus 2 is connected with DFIG units, and the other four buses (1, 3, 6 and 8) are connected with synchronous generator units.
Disturbance is set as ascending gradually of the load from 10s to 30s (increasing from the initial value to 110% of the initial value), and then disconnection fault between Bus 2 and Bus 4 occurs in 50s.)
In this paper, sample size N set as 100, using LHS to sample, then carry out time domain simulation, and recording terminal voltage of wind turbine and the total time of domain simulation t td .
Analysis results of Latin Hypercube Sampling Figure 1 shows that the average voltage curves of 100 samples in Bus 2 and Bus 4 are coincident with the result of deterministic simulations; The maximum voltage of 100 samples in Bus 2 is about 100.20% of deterministic simulations, and the minimum value is about 99.85%; meanwhile the same value in Bus 4 is respectively about 100.50% and 99.55%. Results of other samples are all between the curves of maximum value and the minimum value. It's obvious that effect on Bus 4 which is only attached with load is bigger than that on Bus 2 connected with DFIG and load.
Comparison of Trajectory Sensitivity and Time-domain Simulation
Calculate trajectory sensitivity matrix S of the deterministic simulation, then calculate the voltage variation V with the sampling results X of LHS, and finally obtain bus voltages V. The relative error between trajectory sensitivity and time domain simulation is shown in Table 1 . It can be seen that the biggest error occurs in Bus 14 at 10.25s, and reach 1.19%, while the smallest error is almost negligible. In addition, the average error of each bus is guaranteed at less than 0.2%. Table 2 shows simulation time of the Trajectory sensitivity and Time-domain simulation methods. The time of trajectory sensitivity simulation is much less and more efficient. In summary, the quasi-steady trajectory sensitivity has quite high accuracy and higher simulation efficiency compared to time domain simulation in analysis of randomness during mid-term voltage stability.
Summary
This article describes the detail steps of Latin Hypercube Sampling algorithm considering correlation of random variables, and demonstrates that it's feasible and efficient to use the quasi-steady trajectory sensitivity in mid-term voltage stability analysis associated with uncertainty like load and wind power.
