transferred onto 24-well plate coated with a matching siRNA. After another 48 hours, the cells were split onto gridded cover slips (50μm grid spacing, IBIDI), which facilitated identification of cells with the appropriate expression levels of Nup-GFP. For imaging we were selecting cells with high level of incorporation of the tagged Nup into the pore, characterized by brightness and low cytoplasmic and nucleoplasmic background, which did not exhibit pore clustering or aberrant nuclear shape phenotypes indicative of large over-expression of Nups. 16 hours later, the cells were extracted and fixed as described above. Next, the samples were incubated for 30 min with a few drops of Image-iT FX Signal Enhancer solution (Life Technologies) and then blocked for 1 hour with 5% BSA in PBS. Finally the samples were incubated with Alexa Fluor 647-conjugated anti-GFP nanobody diluted in 5% BSA/PBS for 90 min and then washed 3 times for 5 min with PBS.
Differential permeabilization of the cells was achieved by 4 min incubation on ice with 33 μg/ml Digitonin in a buffer containing 20 mM HEPES pH 7.3, 110mM CH 3 COOK, 5mM CH 3 COONa, 2 mM Mg(CH 3 COO) 2 and 1mM EGTA, prior to fixation. The samples were then fixed and blocked as described above and stained with anti-GFP nanobody and 133A2-LaminA, detected with Alexa Fluor 546 conjugated secondary antibody.
All samples were imaged immediately after preparation.
Confocal microscopy Single confocal sections (FWHM 0.8 µm) of cell nuclei were acquired on a Zeiss LSM 780 microscope, using alpha Plan-Apochromat 100x, NA 1.46 objective, with xy pixel size set to 0.042 µm. Samples were imaged in PBS.
Super-resolution imaging
All SR imaging was performed on a Leica SR GSD microscope, equipped with a 500 mW 642 nm and 1000 mW 532 nm continuous wave lasers (MPBC, Inc.); a 30 mW 405 nm diode laser (Coherent, Inc.); a DBP 405/10 642/10 excitation filter; an MBP 405/488/561/635 excitation filter (used in double color experiments); an LP 649 and LP 541 dichroic mirror; a BP 710/100 and BP 600/100 suppression filters; Leica HCX PL APO 100x, NA 1.47 Oil CORR TIRF PIFOC objective; and an additional 1.6x magnification lens. The image was collected on an Andor iXon3 897 EMCCD camera, with a final optical pixel size of 100 nm. The lateral drift was minimized by the Suppressed Motion (SuMo) stage.
The samples were embedded in GLOX-MEA imaging buffer (32) , containing: glucose oxidase-based oxygen scavenging system (GLOX, 0.5 mg/ml glucose oxidase, 40 µg/ml catalase, 10% w/v glucose); 50 mM Tris-HCl, pH 8.0; 10 mM NaCl; and 10 mM β-Mercaptoethylamine (MEA, prepared from solid at 100 mM in PBS and adjusted with HCl to pH 7.4, stored at -20°C). The buffer was prepared fresh and exchanged after approximately 90 minutes of imaging.
In order to bring the fluorophores into dark states, the sample was first illuminated with 642 nm light at the maximum laser power, until single fluorophore blinking behavior was observed, typically for less than 30 s. Next, a long series was acquired at intermediate laser power, at a rate of 100 frames per second. To determine the minimal length of the series, which generates SR images of sufficient quality for single particle averaging, we reconstructed images of Nup133-FL-labled cells using a decreasing number of frames. We then averaged particles from these images and measured the average radial position of the Nup133-FL label (see: "Iterative translational alignment" and "Estimation of radial position and cross-validation analysis") and found that the measurement became stable above 20,000-40,000 frames. We therefore used only series with at least 40,000 frames for SR image reconstruction (Fig. S2A) .
In order to facilitate the return of fluorophores to the ground state at a constant rate, the sample was illuminated with the 405 nm back-pumping laser; the gradual increase of the 405 nm laser intensity was achieved either manually or by the GSD Wizard's "Auto Backpumping" feature. Imaging was performed in epifluorescence mode.
For double color imaging, the cells were plated on Lab-Tek coverglass coated with 100 nm Tetraspeck microspheres (Life Technologies) which served as registration marks for the alignment of the two channels. We acquired the single fluorophore blinking series sequentially, starting with the 642 nm channel and then registered the datasets as described before (32) . Our final registration error across the whole field of view was ~ 7 nm.
Single fluorophore localization, drift correction and image reconstruction All image processing and computer simulations in this study, unless otherwise stated, were performed in Matlab 2010®, (The Mathworks, Inc).
Single fluorophore blinking events were localized with a fast centroid fit, implemented in the Leica SR GSD Wizard, using 25 photons per pixel as the detection threshold. The integrated intensity of an individual event was calculated as the number of photons collected after background subtraction, divided by the camera calibration factor determined by the manufacturer. To exclude events with low localization precision, those with an integrated intensity of less than 500 photons were filtered out.
The lateral drift in the images was corrected using an adapted correlation-based method (32, 33) . Briefly, the localization data was split into equal segments of several thousand frames and an SR image was reconstructed from each segment. A correlation map between adjacent segments was calculated using the Kuglin-Hines algorithm (34) . The position of the peak in the correlation map was determined by a 2D Gaussian fit and the relative shift was calculated as a difference between peak positions in subsequent maps. The final drift curves were generated by linear interpolation and then subtracted from the localization data. The procedure was iterated until no residual drift was observed.
The final SR images were reconstructed from the intensity-filtered and driftcorrected sets of localizations using 10 nm pixelation. Each localization event was rendered as a single gray value of a 16-bit image.
Evaluation of localization precision
The resolution in SR images depends, among other parameters, on how precisely a single fluorescently labeled marker can be localized. To estimate this we utilized spatially isolated clusters of localizations, which originate with a high probability from single antibodies. Isolated localizations appeared in our images as clusters of single fluorophore events that occurred between nuclear pores (Fig. S1B) .
To estimate the overall localization precision in each image, 25-35 isolated clusters were cropped manually in 300x300 nm boxes, and any extraneous signal was masked. Each cluster was then fitted with a 2D Gaussian and the overall localization precision was calculated as the average full-width at half maximum (FWHM) of the peaks. If the average localization precision of an image was worse than 30 nm, it was not considered for further analysis.
Selection and quality control of the particles Individual pores were interactively cropped as single particles from SR images in 300x300 nm boxes using Boxer (EMAN1 image processing package, BCM), excluding those at the edge of the nucleus. The particles were then controlled for high quality and completeness of labeling prior to accepting them for averaging.
Pre-alignment and masking of background: First, images of all cropped particles from one experiment were translationally aligned in three iterations (see: "Iterative translational alignment"), then summed and rotationally averaged. The rotational average was then Otsu thresholded and dilated to create a binary mask, which excluded background signal outside the pore structure (Fig. S1C, left panel) .
Number of events per particle: In order to determine the number of single fluorophore blinking events associated with each particle, signal inside the mask in the raw aligned images was summed.
Number of localization clusters per particle: The aligned images of particles were masked and transformed to a polar coordinate system [r, φ], by measuring the linear intensity profile from the center of the average image towards the edge every 6°. The signal was then summed along the r axis (Fig. S1C , upper right panel) and decomposed into a minimal number of Gaussians of different amplitude (determined by the number of single fluorophore blinking events per peak) but with the same width (determined by the localization precision of the SR image adjusted for low pass filtering and polar transformation) (Fig. S1C, lower right panel) . Fitting was performed using PeakFinder (35) .
Iterative translational alignment
A set of particles was summed and rotationally averaged to generate an initial reference. Individual pores were then translationally aligned using sub-pixel shifts calculated based on the center of mass of a correlation peak between the images of the pore and the reference. The translated images were then summed and rotationally averaged to generate the subsequent reference. This procedure was iterated until no further change in the measured radial distance was observed, typically seven times. Images were normalized and low-pass filtered to 28 nm in order to reduce the noise. The final average image was then generated by summing of all quality controlled particles translationally aligned to the final reference (Fig. 1D ). The processing was done using IMAGIC (Image Science Software, GmBH).
Estimation of the average radial position and cross-validation analysis
In order to characterize the localization clusters, which originated from single antibodies and formed the ring-shaped particles, we stained the cells using limiting amounts of the primary antibody to obtain only partial decoration of the NPC. In the SR images of these samples, individual subunits of the pores appeared as 2D Gaussianshaped clusters, with a spread equal to the localization precision of the image. The individual ring structures we observed are therefore composed of small Gaussians arranged in a circle around the center of the pore (Fig. S3) .
The average image of the particle is therefore generated by summing many such localization clusters in the shape of 2D Gaussian peaks, arranged in a circle with the radius R. To estimate the real radius R, the convolution of 2D Gaussians with a circle, which results in a characteristic "doughnut" shape and an apparent shift of the maximum of the intensity profile towards the center of the particle, have to be taken into account. Such shape can be described with the following equation, referred to here as a circularly convolved Gaussian:
where: x, y -coordinates in the average image; R -radial position of the localization clusters; φ -angular position of the 2D Gaussian peak; σ, A -spread and amplitude of the 2D Gaussian peak, I 0 -modified Bessel function of the first kind.
For a linear profile in any direction x 2 +y 2 = r 2 , therefore:
To determine the mean radial position R of the clusters, the average image of the particle was transferred into a polar coordinate system [r, φ] and the mean intensity along the φ direction was calculated. This linear profile was then normalized between 0 and 1 and fitted with Eq. 2 using a least squares method in the Matlab Curve Fitting toolbox, with starting parameters estimated from an initial spline fit of the profile (Fig. 1E ). Radius R was determined from the multi-parameter fit.
In order to estimate the precision with which we can measure R, we performed cross-validation analysis on the Nup133 data (Fig. 1F ). All pores that passed quality control were pooled into one dataset of 8,698 pores. The data was then split into random, non-overlapping subsets of 500 pores, averaging was performed on each subset and precision of the measurement was calculated as the standard deviation of the average radial positions from the subsets.
To ensure that inter-experimental variation between stainings is taken into account, the mean radial positions of all markers used in this study were determined by separately averaging pores from each independent staining experiment performed with the respective marker. The error was calculated as the standard error of the mean of the experiments, and the 95% confidence interval for the position of the label as R ± 1.96 · SEM. The significance level of the differences between the positions of respective markers was determined using pairwise t-tests, with p-values corrected for multiple testing with Benjamini and Hochberg method (36) . Statistical analysis was performed using R (R Foundation for Statistical Computing, Vienna, Austria).
Simulations
To further validate our method and determine the minimal quality criteria of the particles, which ensure reliable averaging, we performed a series of computer simulations of particles with controlled properties.
The in silico generated particles were composed of several localization clusters, each placed in one of eight positions equidistantly distributed in a circle of radius R representing the eightfold symmetry of the pore complex. Each cluster was rendered as a 2D Gaussian peak with a FWHM = 30 nm. The particles were then rotated by a random angle, translated off-center and scaled to a 10 nm pixel size to mimic our experimental data. Next, the particles were passed through the averaging procedure we used for our experimental data.
As described above (see: "Selection and quality control of particles"), we first varied the number of the localization clusters per particle and evaluated how accurately we can determine the original radial position of the clusters by our averaging and fitting procedure (Fig. S2C) .
Next, we wanted to know how accurately we can measure R in particles with similar properties to those we observed experimentally (Fig. S4) . To do that, we generated a dataset in which each particle was formed by clusters whose number was pulled from a normal distribution with the same mean (μ =7) and standard deviation (σ = 0.5) as observed in Nup133-FL-labeled pores. Furthermore, our experimental structures were not always perfectly circular, presumably because antibodies do not always bind to their epitopes from the same direction. In the second set of data we allowed the position of the localization clusters to randomly deviate from R in any direction by a small distance d pulled from a normal distribution. The center of the localization cluster varied from R in the range of 0 to 15 nm -the approximate length of the primary and secondary antibody (37) .
For each case, we generated 20 sets of 500 particles with radius R = 50 nm, averaged each set individually and found that we can measure the mean radius with subnanometer accuracy even if the shape of the particles deviates from the perfect circle due to random orientation of antibody binding (Fig. S4) .
Particle alignment on a molecular reference
The single particle averaging concepts presented here should in principle be applicable to other large protein complexes. However, the translational alignment method we used relies on the intrinsic symmetry of the complex. Therefore we wanted to test if particles can be precisely aligned using a molecular reference labeled in a second color. To this end we stained U2OS cells with pairs of antibodies: Nup133-aa566-582 detected with secondary antibody coupled to Alexa Fluor 647 and Nup62-aa24-178 (Alexa Fluor 532); Seh1-FL (Alexa Fluor 647) and Nup62-aa24-178 (Alexa Fluor 532). We then acquired four to six double color images per pair of antibodies (Fig. S8 A, C) . Next, we manually picked 100-200 double-color particles from each image.
We then aligned the particles in the 532 nm channel, using the procedure described in "Iterative translational alignment" and applied the calculated shifts to the respective images in 642 nm channel. We calculated the average images by summing all aligned particles from each channel (Fig. S8B, D: left panels) . We determined the normalized average intensity profile as described in "Estimation of radial position", this time using the center of 532 nm signal as the starting point. We then fitted the average intensity profiles with Eq. 2 ( Fig. S8 B, D: right panels) . To estimate the precision of this alignment we performed a crossvalidation analysis by splitting each dataset into several non-overlapping subsets of 150 pores each, and performing the alignment and fitting within each subset independently.
Triangulation of relative protein positions in asymmetric complexes
To further demonstrate the potential of SR-based methods for defining the relative positions of proteins in asymmetric complexes, we generated an artificial dataset from the images described in section "Particle alignment on a molecular reference". Briefly, the dataset consisted of double-color images of the following pairs of antibody stainings: Nup133 (Alexa Fluor 647) and Nup62 (Alexa Fluor 532); Seh1 (Alexa Fluor 647) and Nup62 (Alexa Fluor 532); and Nup133 (Alexa Fluor 647) and Seh1 (Alexa Fluor 532). From these images we manually selected 642 nm-532 nm pairs of localizations clusters (Fig. S9 , A, C, E). A pair of clusters was selected if (i) it was sufficiently far from other localizations to contain only one peak in each channel and (ii) the 642 nm cluster was close enough to a cluster in the 532 nm channel to assume that both come from the same pore (for Nup62 pairs) or the same "spoke" (Nup133-Seh1). The position of each cluster was determined by calculating the center of all localization events it contained. We then calculated the Euclidean distance l between the 642 nm -532 nm cluster pairs (Fig. S9 B,  D, F) . As discussed extensively in Churchman et al. (38) , such measurement generates a non-Gaussian distribution. In order to determine the mean distance between the markers, we performed a maximum likelihood fit (Matlab Statistics Toolbox) of the distributions to a function:
where: l -distance between marker positions; σ 2 -variance of l; μ -mean distance between 2 markers; I 0 -modified Bessel function of the first kind.
Knowing the mean distances μ between each pair of markers we calculated the relative positions of all three proteins using elementary geometry (Fig. S9G) .
In this simplified proof-of-principle case we still took advantage of the fact that all of the particles in the dataset were arranged similarly along the optical axis. However, this concept can be easily extended to third dimension if combined with 3D superresolution imaging, removing the requirement for preferential arrangement of the complexes.
Supplementary Text
Overview of the quality control pipeline
In order to ensure reproducibility and comparability of the radius measurement between different molecular labels and nucleoporins, we applied quality control at every data analysis step, employing thresholds validated experimentally, using the Nup133-FL datasets, or by computer simulations (Figs. S1-2) . In brief, in the resulting automated and unbiased method, we used only images reconstructed from bright blinking events (Fig.  S1A ), rejected images with low localization precision (Fig. S1B ) and accepted only ringlike structures with high labeling density for averaging (Figs. S1C, S2. C-D) .
To establish a minimal number of events per particle, which allows for stable alignment, we reconstructed images of decreasing quality by randomly removing events from seven localization datasets of Nup133-FL-labled cells (Fig S2B) . The averaging procedure in the examined SR datasets started yielding a stable measurement when the particles contained at least 250 events on average. We chose a conservative threshold of 500 localized events for particles labeled with antibodies to be retained for further analysis. This threshold needed to be adjusted to the number of dyes on the labeling reagent. Since one nanobody was conjugated to 1 dye on average, approximately 5x less than the secondary antibody, we lowered this threshold to 100 events for particles labeled with the nanobody.
In order to determine the minimal number of clusters per particle, which allows for stable alignment, we simulated particles (see: "Simulations") with three different radii, varying the number of localization clusters (Fig. S2C) . Particles containing less than five clusters yielded a measurement with an unacceptably high error; therefore in our experimental data, only particles with at least five detectable clusters were retained for further analysis.
Finally, we determined the minimal number of particles necessary for stable measurement of the radial position. To do that we took quality-controlled particles from four independent Nup133-FL stainings and randomly sorted them into subsets containing an increasing number of particles. We performed averaging in each subset individually and observed that ~500 particles are sufficient for obtaining a stable measurement (Fig.  S2D) . We therefore only used experiments, which yielded 500 or more high quality particles.
Additional controls
In this study we measured the average positions of the endogenous Nup107-160 components using antibodies raised against small fragments of the respective nucleoporins (Fig. 2) . In order to control for effects of individual antibodies, we mapped the most extremely positioned Nups with independent antibodies raised against the fulllength proteins, Nup133-FL and Seh1-FL (Fig. S6) . The results we obtained were very similar with the difference of only 0.6 nm, for Seh1 and 1.5 nm, for Nup133. To exclude the possibility that the peripheral position of the Nup160 arm was due to the immuno-reagent binding from the nuclear envelope lumen, we estimated the positions of Nup160-C and Nup160-N GFP fusions in differentially permeabilized cells where access was only possible from the cytoplasm (Fig. S7) . The approximate mean radial positions of these two markers were 41 nm (C-term) and 55 nm (N-term), qualitatively confirming the result obtained from the Triton permeabilized cells (Fig. 3) . This indicates that the nanobody in our standard measurements reaches the Nup160 fusion proteins from the cytoplasmic and nucleoplasmic sides, rather than from the NE lumen. The slight difference between the measurements is likely due to the presence of intact membranes in the differentially permeabilized samples or due to subtle effects of the detergent on the morphology of the pore. Fig. S1 . Quality control of the SR data for particle averaging. (A) A 10 ms frame from a localization microscopy time series (left). The photon counts detected in a 5 µm 2 area (red box), plotted on the right, illustrate two typical single fluorophore blinking events (arrows) with an integrated intensity over background larger than 500 photons, the threshold used for image reconstruction. (B) Total signal from all blinking events produced by a single antibody bound between the NPCs (upper left), visible as a spatially isolated cluster of localizations indicated with an arrowhead (lower left). Scale bar: 20nm. The localization precision for this antibody corresponds to the full width at half maximum of a fitted 2D Gaussian (blue arrows, right). We required the overall localization precision in the image to be below 30 nm. (C) An image of a typical particle in a 300 x 300 nm box (left) and a density plot of single fluorophore blinking events (central). We quantified the number of events associated with the pore using an automatically generated mask (red dashed circles) and imposed a threshold of 500 events for antibody-stained pores and 100 events for nanobody-stained pores to pass further in the analysis. Right panels: An image and a histogram of the linearized circular intensity profile of the particle with eight clusters of localizations (red asterisks), automatically detected by fitting the histogram (gray bars) with the minimal number of fixed-width Gaussians (red line). We required at least 5 clusters of localizations detectable around the particle's center to ensure a stable translational alignment.
Fig. S2. Determination of the thresholds for the quality control of the data. (A)
Dependence of the stability of the radius measurement on the number of frames used for reconstruction of the SR image. Images of seven Nup133-FL-stained cells were reconstructed using the first 10,000; 20,000; 30,000 etc. frames of the single molecule blinking sequence. For each dataset, the same particles were cropped (400-600 per image) and averaged. The measured radial distance was plotted against the number of frames used. The measurement becomes stable above 20,000-40,000 frames, the gray area indicates the conservative threshold of at least 40,000 frames used in this study. (B) Dependence of the stability of the radius measurement on the average number of single fluorophore blinking events per particle. Images from (A) were reconstructed from localization datasets reduced by removing an increasing number of randomly chosen events, in order to simulate decreasing signal over background. For each dataset, the same particles were cropped and averaged. The measured radial distance was plotted against the average number of events per pore. The gray area indicates the threshold of 500 events (darker gray) used in this study for the analysis of antibody stained pores and 100 events used for the nanobody-stained pores (light gray) (C) Dependence of the accuracy of the radius measurement on the completeness of labeling of the pore. We generated sets of 1,000 particles in silico with R=35 nm (black), 50 nm (blue) or 65 nm (green), formed by two to eight localization clusters, and averaged particles in each set separately. We plotted the difference between the simulated and the measured radial positions against the number of clusters. If the pores are poorly decorated by the antibodies, the radial positions of the labels are always underestimated, due to imprecise alignment. We therefore imposed a threshold of at least five detectable clusters on our experimental data, as indicated by the gray shading. (D) Dependence of the stability of the radius measurement on the number of particles. Particles from four independent Nup133-FL stainings were sorted into subsets containing from 50 to 2,500 particles. The measured radial distance for each subset was plotted against the number of particles in that subset. The measurement is stable above 400 particles, the gray area indicates the conservative threshold of 500 particles used in this study. Particles with radius R = 50 nm and a number of subunits mimicking the experimental data for Nup133-FL were generated in silico. The localization clusters were placed either in fixed positions on the circle ("fixed") or allowed to deviate by a maximum 15 nm in any direction to mimic a random orientation of the antibody pair ("randomly oriented"). The boxplot shows the results of averaging of 20 sets of 500 particles each. Assuming that the antibody pair binds directly above the epitope along the optical axis or orients randomly about the epitope, the measured position of the fluorophore is equivalent to the position of the epitope and can be determined with 0.35 nm accuracy and 0.1 nm precision. Since the exact spatial relationship between the antibody pair and the epitope is not known, the position of the epitope might be systematically under-or overestimated if the antibody binds at a preferred angle. However, immunolabeling is currently the only method which allows for comparison between several endogenous Nups. (19, 25) , based primarily on the crystal packing of yNup85-ySeh1 and yNup145C-ySec13. In this model, eight Y-shaped complexes are arranged circumferentially in a head-to-tail fashion via yNup120-yNup133 interaction. Four octameric rings are stacked in anti-parallel orientation, and span the full height of the NPC coat. The four rings are connected by vertical poles formed by hetero-octamers of either yNup85-ySeh1 or yNup145C-ySec13. In the top-view, such arrangement would predict two zones of localization or a broad distribution of the Nup160 and Nup133 signal, resulting from the anti-parallel stacking of the four rings. Additionally, this model predicts that the signal of all six Nups should overlap with the EM density of the spoke-ring, contrary to our observations. Therefore our data is inconsistent with this model. (C) "Lattice" model (18, 26) , based on the structural homology of the scaffold Nups and the proteins forming the outer coat of COPII vesicles. In this model, yNup85 and yNup145C form an edge element aligned along the positive curvature of the pore membrane, in analogy to its cousin, the Sec13-Sec31 edge element in COPII. Such arrangement would position the Y-shape with its longer axis almost parallel to the transport axis. In the most recent version of the "lattice" model (26) the Y-shape would be positioned with the stem, central branch point and Nup160 arm following the curvature of the membrane and with the Nup85-Seh1 reaching towards the inside of the pore. Such arrangement predicts that the entire Nup160-Nup37 arm should be positioned closer to the center of the pore than the stalk, with the tip of the arm (Nup160 N-term) approximately at narrowest point of the pore membrane. We observe Nup160 N-term furthest away from the center of the pore, which is inconsistent with this model. (D) A head-to-tail model consistent with our observations in two equally plausible versions. For simplicity, we have drawn eight Y-shaped complexes arranged in a ring, however since our data only measures the average radial distance, 16 complexes in a ring would be equally possible. Such an arrangement has been initially suggested by Seo et al. (39) based on the observed interaction between N-terminus of yNup133 and yNup120. The recent EM-tomography study of the human NPC (5) suggested a similar orientation of the Nup107-160, but lacked molecular assignments. A study based on anisotropy of eGFP-Nup133 fusion, showed that Nup133 is oriented with its longer axis perpendicular to the transport axis (24) , which is consistent with this arrangement. Apart from providing direct evidence for this arrangement of the Nup107-160 complex, our study clarifies the orientation of the Nup85-Seh1 arm, which had not been addressed previously. The signal from the 642 nm channel (top) was centered on the 532 nm reference (bottom). After alignment, both Nup133 and Seh1 generated the characteristic ring shape. Right panels: Average intensity profiles of 642 nm signal taken around the center of the 532 nm average (black dots), fitted with the circularly convolved Gaussian (Eq. 2) (red line) determined using n number of pores and I number of images. The mean radial distances measured this way show only 0.1 nm (Nup133) and 1.4 nm (Seh1) difference from our single color measurements, (Fig. 2C, H, Fig. S5B, C) demonstrating that alignment on a molecular reference in a second channel can be achieved with high accuracy. The error represents the standard deviation obtained by crossvalidation analysis of five (Nup133-Nup62) and six (Seh1-Nup62) subsets of 150 pores each. . (B, D, F) The distance between n pairs of localization clusters, from I number of images was calculated to generate the distributions presented as histograms. The mean distance μ between the markers was determined from a maximum likelihood fit of the distribution with Eq. 3. The mean distance with the 95% confidence interval is indicated on the histograms. (G) Relative positions of the three markers drawn to scale with angles and distances indicated.
