The idea of "population" is core to the population sciences but is rarely defined except in statistical terms. Yet who and what defines and makes a population has everything to do with whether population means are meaningful or meaningless, with profound implications for work on population health and health inequities.
exposures experienced (or not) in the real-world societies, that is, meaningful populations, of which they are a part.
Conclusions:
To improve conceptual clarity, causal inference, and action to promote health equity, population sciences need to expand and deepen their theorizing about who and what makes populations and their means.
Keywords: epidemiology, health inequities, history, population health. P opulation sciences, whether focused on people or the plenitude of other species with which we inhabit this world, rely on a remarkable, almost alchemical, feat that nevertheless now passes as commonplace: creating causal and actionable knowledge via the transmutation of data from unique individuals into population distributions, dynamics, and rates. In the case of public health, a comparison of population data-especially rates and averages of traits-sets the basis for not only elucidating etiology but also identifying and addressing health, health care, and health policy inequities manifested in differential outcomes caused by social injustice (Davis and Rowland 1983; Irwin et al. 2006; Krieger 2001 Krieger , 2011 Svensson 1990; Whitehead 1992; WHO 2008 WHO , 2011 .
But who are these "populations," and why should their means be meaningful? Might some instead be meaningless, the equivalent of fool's gold or, worse, dangerously misleading?
Because "population" is such a fundamental term for so many sciences that analyze population data-for example, epidemiology, demography, sociology, ecology, and population biology and population genetics, not to mention statistics and biostatistics (see, e.g., Desrosières 1998; Gaziano 2010; Greenhalgh 1996; Hey 2011; Kunitz 2007; Mayr 1988; Pearce 1999; Porter 1986; Ramsden 2002; Stigler 1986; Weiss and Long 2009 )-presumably it would be reasonable to posit that the meaning of "population" is clear-cut and needs no further discussion.
As I document in this article, the surprise instead is that although the idea of "population" is core to the population sciences, it is rarely defined, especially in sciences dealing with people, except in abstract statistical terms. Granted, the "fuzziness" of concepts sometimes can be useful, especially when their empirical content is still being worked out, as illustrated by the well-documented contested history of the meanings of the "gene" as variously an abstract, functional, or physical entity, extending from before and still continuing well after the midtwentieth-century discovery of DNA (Burian and Zallen 2009; Falk 2000; Keller 2000; Morange 2001) . Nevertheless, such fuzziness can also be a major problem, especially if the lack of clear definition or a conflation of meanings distorts causal analysis and accountability.
In this article, I accordingly call for expanding and deepening what I term "critical population-informed thinking." Such thinking is needed to reckon with, among other things, claims of "population-based" evidence, principles for comparing results across "populations" (and their "subpopulations"), terminology regarding "study participants" (vs. "study population"), and assessing the validity (and not just the generalizability) of results. Addressing these issues requires clearly differentiating between (1) the dominant view that populations are (statistical) entities composed of component parts defined by innate attributes and (2) the alternative that I describe, in which populations are dynamic beings constituted by intrinsic relationships both among their members and with the other populations that together produce their existence and make meaningful casual inference possible.
To make my case, I review current conventional definitions of, and historical debates over, the meaning(s) of "population" and then offer case examples involving population health and health inequities. Informing my argument is the ecosocial theory of disease distribution and its focus on how people literally biologically embody their societal and ecological context, at multiple levels, across the life course and historical generations (Krieger 1994 (Krieger , 2001 (Krieger , 2011 , thereby producing population patterns of health, disease, and well-being.
Who and What Is a Population?

Conventional Definitions
Who and what determines who and what counts as a "population"? Table 1 lists conventional definitions culled from several contemporary scholarly reference texts. As quickly becomes apparent, the meaning of this term has expanded over time to embrace a variety of concepts. Tracing its etymology to the word's Latin roots, the Oxford English Dictionary (OED 2010) , for example, notes that "population" originally TABLE 1 Definitions of "Population" from Scholarly Reference Texts I. General uses.
2. a. The extent to which a place is populated or inhabited; the collective inhabitants of a country, town, or other area; a body of inhabitants. b. In extended use (chiefly applied to animals). d. A group of people, esp. regarded as a class or subset within a larger group. Freq. with modifying word.
II. Technical uses.
Statistics.
A (real or hypothetical) totality of objects or individuals under consideration, of which the statistical attributes may be estimated by the study of a sample or samples drawn from it.
Genetics.
A group of animals, plants, or humans, within which breeding occurs.
Physics.
The (number of) atoms or subatomic particles that occupy any particular energy state.
Astron.
Any of several groups, originally two in number, into which stars and other celestial objects are categorized on the basis of where in the galaxy they were formed. Chiefly in population I n., population II n., population III n. at Compounds 2.
population biology n. the branch of biology that deals with the patterns and causes of diversity within and among populations, esp. as regards their ecology, demography, epidemiology, etc. population genetics n. the branch of genetics that deals mathematically with the distribution of and change in gene frequencies in populations from one generation to another.
Oxford: A Dictionary of Science (Daintith and Martin 2005, 651) :
population (in ecology). 1. A group of individuals of the same species within a community. The nature of a population is determined by such factors as density, sex ratio, birth and death rates, emigration, and immigration. 2. The total number of individuals of a given species or other class of organisms in a defined area, e.g., the population of rodents in Britain. Oxford: A Dictionary of Epidemiology (Porta 2008, 187) :
POPULATION. 1. All the inhabitants of a given country or area considered together; the number of inhabitants of a given country or area. 2. In sampling, the whole collection of units (the "universe") from which a sample may be drawn; not necessarily a population of persons-the units may be institutions, records, or events. The sample is intended to give results that are representative of the whole population; it may deviate from that goal owing to random and systematic errors. See also general population.
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Oxford: A Dictionary of Sociology (Scott and Marshall 2005, 504-5) : population. In its most general sense, a population comprises the totality of the people living in a particular territory (see demography), but it has a more specific meaning in statistics. In statistical terms, a population refers to the aggregate of the individuals or units from which a sample is drawn, and to which the results of any analysis are to apply-in other words the aggregate of persons or objects under investigation. It is conventional to distinguish the target population (for which the results are required) from the survey population (those actually included in the sampling frame from which the sample is drawn). For practical reasons the two are rarely identical. Even the most complete sampling frames-electoral registers, lists of addresses, or (in the United States), lists of telephone numbers-exclude sizeable categories of the population (who fail to register to vote, are homeless, or do not own a telephone). Researchers may sometimes deliberately exclude members of the target population from the survey population. For example, it is standard practice to exclude the area north of the Caledonian Canal from the sampling frame for national sample surveys in Great Britain, on the grounds that the Northern Highlands are so thinly populated that interviews in this area would be unacceptably expensive to obtain. However, for most sociological purposes, this particular gap between the target and survey populations is not deemed to be significant-although, in a survey of 'attitudes to public transportation in thinly populated areas,' it would clearly be problematic. See also statistical inference. Essential to the practice of human evolutionary genetics are definitions of the terms 'population' and 'group.' The less precisely defined term, 'group,' is used here to mean any collection of individuals. In a theoretical framework, the term 'population' is defined very precisely, as a set of individuals constituting a mating pool. All individuals of the appropriate sex in the population are considered to be equally available as potential mates. Groups of humans rarely, if ever, fit this definition of a population. The boundary between one population and another is obscure. In practice, therefore, human evolutionary geneticists delineate populations along linguistic, geographic, sociopolitical, and/or cultural boundaries. A population might include, for example, all speakers of a particular Bantu language, all inhabitants of a river valley in Italy, or all members of a caste group in India.
International Encyclopedia of the Social & Behavioral Sciences:
entry on "Generalization: conceptions in the social sciences" (Cook 2001, 6038) :
. . . many social scientists use universe (and population) differently from construct.
. . . In statistics, populations are ostensive; their elements are real and can be pointed to. But constructs are hypothetical and more obviously theory dependent. Moreover, the formal methods statisticians prefer when sampling elements from a population cannot be used with constructs, because the necessary enumeration and sampling of elements cannot be readily achieved with measures of abstract constructs. This is why Cook and Campbell (1979) used external validity to refer to people and settings and construct validity to refer to instances of more hypothetical causes and effects. However, the distinction is partly arbitrary. Constructs have constitutive elements theoretically specified as their components, and instances of any one construct vary in which components they incorporate. referred to the people living in (i.e., populating) a particular place, and this remains its primary meaning. Even so, as the OED's definitions also make clear, "population" has come to acquire a technical meaning. In statistics, it refers to "a (real or hypothetical) totality of objects or individuals under consideration, of which the statistical attributes may be estimated by the study of a sample or samples drawn from it." In genetics (or, really, biology more broadly), the OED defines "population" as "a group of animals, plants, or humans, within which breeding occurs." Likewise, atoms, subatomic particles, stars, and other "celestial objects" are stated as sharing certain properties allowing them to be classed together in "populations" (even though the study of inanimate objects typically falls outside the purview of the "population sciences").
Mirroring the OED's definitions are those provided in diverse "population sciences" dictionaries and encyclopedias. Four such texts, whose definitions are echoed in key works in population health (Evans, Barer, and Marmor 1994; Rose 1992 Rose , 2008 Rothman, Greenland, and Lash 2008; Young 2005) , are worth noting: A Dictionary of Epidemiology (Porta 2008) , A Dictionary of Sociology (Scott and Marshall 2005) , and the two entries from the International Encyclopedia of the Social & Behavioral Sciences that offer a definition of "population," one focused on "human evolutionary genetics" (Mountain 2001) and the other on "generalization: conceptions in the social sciences" (Cook 2001) . A fifth resource, the Encyclopedia of Life Sciences, interestingly does not include any articles specifically on defining "population." However, of the 396 entries located with the search term "population" and sorted by "relevance," the first 25 focus on populations principally in relation to genetics, reproduction, and natural selection (Clarke et al. 2000 (Clarke et al. -2011 .
Among these four texts, all germane to population sciences that study people, the first two briefly define "population" in relation to inhabitants of an area but notably remain mum on the myriad populations appearing in the public health literature not linked to geographic locale (e.g., the "elderly population," the "white population," or the "lesbian/ gay/bisexual/transgender population"). Most of their text is instead devoted to the idea of "population" in relation to statistical sampling (Porta 2008; Scott and Marshall 2005) . By contrast, the third text invokes biology (with no mention of statistics) and defines a "population" to be a "mating pool" (Mountain 2001, 6985) , albeit observing that "groups of humans rarely, if ever, meet this definition," so that "in practice . . . human evolutionary geneticists delineate populations along linguistic, geographic, socio-political, and/or cultural boundaries. A population might include, for example, all speakers of a particular Bantu language, all inhabitants of a river valley in Italy, or all members of a caste group in India."
The fourth text avers that in the social sciences, "population" has two meanings: as a theory-dependent hypothetical "construct" (whose basis is not defined) and as an empirically defined "universe" (used as a sampling frame) (Cook 2001) . A telling example illustrates that for people, geographical location, nationality, and ancestry need not neatly match, as in the case of an illegal immigrant or a legal citizen of one country legally residing in a different country (table 1) . Consequently, apart from specifying that entities comprising a population individually possess some attribute qualifying them to be a member of that population, none of the conventional definitions offers systematic criteria by which to decide, in theoretical or practical terms, who and what is a population, let alone whether and, if so, why their mean value or rate (or any statistical parameter) might have any substantive meaning.
Meet the "Average Man": Quetelet's 1830s Astronomical Metaphor Amalgamating "Population" and "Statistics"
The overarching emphasis on "populations" as technical statistical entities and the limited discussion as to what defines them, especially for the human populations, is at once remarkable and unsurprising. It is remarkable because "population" stands at the core, conceptually and empirically, of any and all population sciences. It is unsurprising, given the history and politics of how, in the case of people, "population" and "sample" first were joined (Krieger 2011) .
In brief, and as recounted by numerous historians of statistics (Daston 1987; Desrosières 1998; Hacking 1975 Hacking , 1990 Porter 1981 Porter , 1986 Porter , 1995 Porter , 2002 Porter , 2003 Stigler 1986 Stigler , 2002 Yeo 2003) , during the early 1800s the application of quantitative methods and laws of probability to the study of people in Europe took off, a feat that required reckoning with such profound issues as free will, God's will, and human fate. To express the mind shift involved, a particularly powerful metaphor took root: that of the "l'homme moyen" (the average man), which, and the astronomical metaphor animating his 1830s "I'homme moyen" ("the average man").
Source: Illustration of normal curve from Quetelet 1844. in the convention of the day, included women (figure 1). First used in 1831 in an address given by Adolphe Quetelet (1796 Quetelet ( -1874 , the Belgian astronomer-turned-statistician-turned-sociologist-turnednosologist (Hankins 1968; Stigler 2002) , the metaphor gained prominence following the publication in 1835 of Quetelet's enormously influential opus, Sur l'homme et le development de ses facultés, ou essai de physique sociale (Quetelet 1835) . Melding the ideas of essential types, external influences, and random errors, the image of the "average man" solidified a view of populations, particularly human populations, as innately defined by their intrinsic qualities. Revealing these innate qualities, according to Quetelet, was a population's on-average traits, whether pertaining to height and weight, birth and death rates, intellectual faculties, moral properties, and even propensity to commit crime (Quetelet 1835 (Quetelet , 1844 . The metaphor animating Quetelet's "average man" was inspired by his background in astronomy and meteorology. Shifting his gaze from the heavens to the earth, Quetelet arrived at his idea of "the average man" by inverting the standard approach his colleagues used to fix the location of stars, in which the results of observations from multiple observatories (each with some degree of error) were combined to determine a star's most likely celestial coordinates (Porter 1981; Stigler 1986 Stigler , 2002 . Reasoning by analogy, Quetelet ingeniously, if erroneously, argued that the distribution of a population's characteristics served as a guide to its true (inherent) value (Quetelet 1835 (Quetelet , 1844 . From this standpoint, the observed "deviations" or "errors" arose from the imperfect variations of individuals, each counting as an "observation-with-error" akin to the data produced by each observatory. The impact of these "errors" was effectively washed out by the law of large numbers. Attesting to the power of metaphor in science and more generally (Krieger 1994 (Krieger , 2011 Martin and Harré 1982; Ziman 2000 ), Quetelet's astronomical "average man" simultaneously enabled a new way to see and study population variation even as it erased a crucial distinction. For a star, the location of the mean referred to the location of a singular real object, whereas for a population, the location of its population mean depended on how the population was defined.
To Quetelet, this new conception of population meant that population means, based on sufficiently large samples, could be meaningfully compared to determine if the populations' essential characteristics truly differed. The contingent causal inference was that if the specified populations differed in their means, this would mean that they either differed in their essence (if subject to the same external forces) or else were subject to different external forces (assuming the same internal essence). Reflecting, however, the growing pressure for nascent social scientists to be seen as "objective," Quetelet's discussion of external forces steered clear of politics. Concretely, this translated to not challenging mainstream religious or economic beliefs, including the increasingly widespread individualistic philosophies then linked to the rapid ascendance of the liberal free-market economy (Desrosières 1998; Hacking 1990; Heilbron, Magnusson, and Wittrock 1998; Porter 1981 Porter , 1986 Porter , 1995 Porter , 2003 Ross 2003) . For example, although Quetelet conceded that "the laws and principles of religion and morality" could act as "influencing causes" (Quetelet 1844, xvii) , in his analyses he treated education, occupation, and the propensity to commit crime as individual attributes no different from height and weight. The net result was that a population's essence-crucial to its success or failure-was conceptualized as an intrinsic property of the individuals who comprised the population; the corollary was that population means and rates were a result and an expression of innate individual characteristics.
Or so the argument went. At the time, others were not convinced and contended that Quetelet's means were simply arbitrary arithmetic contrivances resulting from declaring certain groups to be populations (Cole 2000; Desrosières 1998; Porter 1981; Stigler 1986 Stigler , 2002 . As Quetelet himself acknowledged, the national averages and rates defining a country's "average man" coexisted with substantial regional and local variation. Hence, data for one region of France would yield one mean, and for another region it would be something else. If the two were combined, a third mean would result-and who was to say which, if any, of these means was meaningful, let alone reflective of an intrinsic essence (or, for that matter, external influences)?
Quetelet's tautological answer was to differentiate between what he termed "true means" versus mere "arithmetical averages" (Porter 1981; Quetelet 1844) . The former could be derived only from "true" populations, whose distribution by definition expressed the "law of errors" (e.g., the normal curve). In such cases, Quetelet argued, the mean reflected the population's true essence. By contrast, any disparate lot of objects measured by a common metric could yield a simple "average" (e.g., average height of books or of buildings), but the meaningless nature of this parameter, that is, its inability to be informative about any innate "essence," would be revealed by the lack of a normal distribution.
And so the argument continued until the terms were changed in a radically different way by Darwin's theory of evolution, presented in Origin of Species, published in 1859 (Darwin [1859] 2004). The central conceptual shift was from "errors" to "variation" (Eldredge 2005; Hey 2011; Hodge 2009; Mayr 1988 ). This variation, thought to reflect inheritable characteristics passed on from parent to progeny, was in effect a consequence of who survived to reproduce, courtesy of "natural selection." No longer were species, that is, the evolving biological populations to which these individuals belonged, either arbitrary or constant. Instead, they were produced by reproducing organisms and their broader ecosystem. Far from being either Platonic "ideal types" (Hey 2011; Hodge 2009; Mayr 1988; Weiss and Long 2009) , per Quetelet's notion of fixed essence plus error, or artificially assembled aggregates capable of yielding only what Quetelet would term meaningless mere "averages," "populations" were newly morphed into temporally dynamic and mutable entities arising by biological descent. From this standpoint, variation was vital, and variants that were rare at one point in time could become the new norm at another.
Nevertheless, even though the essence of biological populations was now impermanent, what substantively defined "populations" remained framed as fundamentally endogenous. In the case of biological organisms, this essence resided in whatever material substances were transmitted by biological reproduction. Left intact was an understanding of population, population traits, and their variability as innately defined, with this variation rendered visible through a statistical analysis of appropriate population samples. The enduring result was to (1) collapse the distinctions between populations as substantive beings versus statistical objects and (2) imply that population characteristics reflect and are determined by the intrinsic essence of their component parts. Current conventional definitions of "population" say as much and no more (table 1) .
Conceptual Criteria for Defining Meaningful Populations for Public Health
Framing and Contesting "Population" through an Epidemiologic Lens. In the 150 years since these initial features of populations were propounded, they have become deeply entrenched, although not entirely uncontested. Figure 2 is a schematic encapsulation of mid-nineteenth to early twentieth-century notions of populations, with the entries emphasizing population statistics and population genetics because of their enduring influence, even now, on conceptions of populations in epidemiology and other population sciences. During this period, myriad disciplines in the life, social, and physical sciences embraced a statistical understanding of "population" (Desrosières 1998; Hey 2011; Porter 1981 Porter , 1986 Porter , 2002 Porter , 2003 Ross 2003; Schank and Twardy 2009; Yeo 2003) . Eugenic thinking likewise became ascendant, espoused by leading scientists and statisticians, especially the newly named "biometricians," who held that individuals and populations were determined and defined by their heredity, with the role of the "environment" being negligible or nil (Carlson 2001; Davenport 1911; Galton 1904; Kevels 1985; Mackenzie 1982; Porter 2003; Tabery 2008) .
It was also during the early twentieth century that the nascent academic discipline of epidemiology advanced its claims about being a population science, as part of distinguishing both the knowledge it generated and its methods from those used in the clinical and basic sciences FIGURE 2. A schematic cross-disciplinary genealogy of mid-nineteen to early twentieth-century "population" thinking and current impact. Carver 2003; Crow 1990 Crow , 1994 Dale and Katz 2011; Darwin 1859; Daston 1987; Desrosières 1998; Eldredge 2005; Galton 1889 Galton , 1904 Hacking 1975 Hacking , 1990 Hey 2011; Hodge 2009; Hogben 1933; Keller 2010; Mackenzie 1982; Marx 1845; Mayr 1988; Porter 1981 Porter , 1986 Porter , 2002 Porter , 2003 Quetelet 1835 Quetelet , 1844 Sarkar 1996; Schank and Twardy 2009; Stigler 1986 Stigler , 1997 Tabery 2008; Yeo 2003 . (Krieger 2000 (Krieger , 2011 Lilienfeld 1980; Rosen [1958 Rosen [ ] 1993 Susser and Stein 2009; Winslow et al. 1952) . In 1927 and in 1935, for example, the first professors of epidemiology in the United States and the United Kingdom-Wade Hampton Frost (1880 Frost ( -1938 at the Johns Hopkins School of Hygiene and Public Health in 1921 (Daniel 2004; Fee 1987) , and Major Greenwood (1880 Greenwood ( -1949 at the London School of Hygiene and Tropical Medicine in 1928 (Butler 1949; Hogben 1950 )-urged that epidemiology clearly define itself as the science of the "mass phenomena" of disease, Frost in his landmark essay "Epidemiology" (Frost [1927] 1941, 439) and Greenwood in his discipline-defining book Epidemics and Crowd Diseases: An Introduction to the Study of Epidemiology (Greenwood 1935, 125) . Neither Frost nor Greenwood, however, articulated what constituted a "population," other than the large numbers required to make a "mass." Also during the 1920s and 1930s, two small strands of epidemiologic work-each addressing different aspects of the inherent dual engagement of epidemiology with biological and societal phenomena (Krieger 1994 (Krieger , 2001 (Krieger , 2011 )-began to challenge empirically and conceptually the dominant view of population characteristics as arising solely from individuals' intrinsic properties. The first thread was metaphorically inspired by chemistry's law of "mass action," referring to the likelihood that two chemicals meeting and interacting in, say, a beaker, would equal the product of their spatial densities (Heesterbeek 2005; Mendelsohn 1998 ). Applied to epidemiology, the law of "mass action" spurred novel efforts to model infectious disease dynamics arising from interactions between what were termed the "host" and the "microbial" populations, taking into account changes in the host's characteristics (e.g., from susceptible to either immune or dead) and also the population size, density, and migration patterns (Frost [1928 (Frost [ ] 1976 Heesterbeek 2005; Hogben 1950; Kermack and McKendrick 1927; Mendelsohn 1998) .
Sources:
The second thread was articulated in debates concerning eugenics and also in response to the social crises and economic depression precipitated by the 1929 stock market crash. Its focus concerned how societal conditions could drive disease rates, not only by changing individuals' economic position, but also through competing interests. Explicitly stating this latter point was the 1933 monograph Health and Environment (Sydenstricker 1933) , prepared for the U.S. President's Research Committee on Social Trends by Edgar Sydenstricker (1881 Sydenstricker ( -1936 , a leading health researcher and the first statistician to serve in the U.S. Public Health Service (Krieger 2011; Krieger and Fee 1996; Wiehl 1974) . In this landmark text, which explicitly delineated diverse aspects of what he termed the "social environment" alongside the physical environment, Sydenstricker argued (1933, 16 , italics in original):
Economic factors in the conservation or waste of health, for example, are not merely the rate of wages; the hours of labor; the hazard of accident, of poisonous substances, or of deleterious dusts; they include also the attitude consciously taken with respect to the question of the relative importance of large capitalistic profits versus maintenance of the workers' welfare.
In other words, social relations, not just individual traits, shape population distributions of health.
Influenced by and building on both Greenwood's and Sydenstricker's work, in 1957 Jeremy Morris (1910 Morris ( -2009 ) published his highly influential and pathbreaking book Uses of Epidemiology (Morris 1957) , which remains a classic to this day (Davey Smith and Morris 2004; Krieger 2007a; Smith 2001) . Going beyond Frost and Greenwood, Morris emphasized that "the unit of study in epidemiology is the population or group, not the individual" (Morris 1957, 3 , italics in original) and also went further by newly defining epidemiology in relational terms, as "the study of health and disease of populations and of groups in relation to their environment and ways of living" (Morris 1957, 16 , italics in original). As a step toward defining "population," Morris noted that "the 'population' may be of a whole country or any particular and defined sector of it" (Morris 1957, 3) , as delimited by people's "environment, their living conditions, and special ways of life" (Morris 1957, 61) . He also, however, recognized that better theorizing about populations was needed and hence called for a greater "understanding of the properties of individuals which they have in virtue of their group membership" (Morris 1957, 120, italics in original) . But this appeal went largely unheeded, as it directly contradicted the era's prevailing framework of methodological individualism (Issac 2007; Krieger 2011; Ross 2003 ).
Morris's insights notwithstanding, the dominant view has remained what is presented in table 1. Even the recent influential work of Geoffrey Rose (1926 Rose ( -1993 , crucial to reframing individual risk in population terms, theorized populations primarily in relation to their distributional, not substantive, properties (Rose 1985 (Rose , 1992 (Rose , 2008 ). Rose's illuminating analyses thus emphasized that (1) within a population, most cases arise from the proportionately greater number of persons at relatively low risk, as opposed to the much smaller number of persons at high risk; (2) determinants of risk within populations may not be the same as determinants of risk between populations; and (3) population norms shape where both the tails and the mean of a distribution occur. Rose thus cogently clarified that to change populations is to change individuals, and vice versa, implying that the two are mutually constitutive, but he left unspecified who and what makes meaningful populations and when they can be meaningfully compared.
Current Challenges to Conventional Views of "Population." A new wave of work contesting the still reigning idea of "the average man" can currently be found in recent theoretical and empirical work in the social and biological sciences attempting to analyze population phenomena in relation to dynamic causal processes that encompass multiple levels and scales, from macro to micro (Biersack and Greenberg 2006; Eldredge 1999; Eldredge and Grene 1992; Gilbert and Epel 2009; Grene and Depew 2004; Harraway 2008; Illari, Russo, and Williamson 2011; Krieger 2011; Lewontin 2000; Turner 2005 ). Also germane is research on system properties in the physical and information sciences (Kuhlmann 2011; Mitchell 2009; Strevens 2003) .
Applicable to the question of who and what makes a population, one major focus of this alternative thinking is on processes that generate, maintain, transform, and lead to the demise of complex entities. This perspective builds on and extends a long history of critiques of reductionism (Grene and Depew 2004; Harré 2001; Illari, Russo, and Williamson 2011; Lewontin 2000; Turner 2005; Ziman 2000) , which together aver that properties of a complex "whole" cannot be reduced to, and explained solely by, the properties of its component "parts." The basic two-part argument is that (a) new (emergent) properties can arise out of the interaction of the "parts" and (b) properties of the "whole" can transform the properties of their parts. Thus, to use one well-known example, a brain can think in ways that a neuron cannot. Taking this further in regard to the generative causal processes at play, what a brain thinks can affect neuron connections within the brain, and it also is affected by the ecological context and experiences of the organism, of which the brain is a part (Fox, Levitt, and Nelson 2010; Gibson 1986; Harré 2001; Stanley, Phelps, and Banaji 2008) . The larger claim is that the causal processes that give rise to complex entities can both structure and transform the characteristics of both the whole and its parts.
What might it look like for public health to bring this alternative perspective to the question of defining, substantively, who and what makes a population? Let me start with a conceptual answer, followed by some concrete public health propositions and examples.
Populations as Relational Beings: An Alternative Causal Conceptualization
In brief, I argue that a working definition of "populations" for public health (or any field concerned with living organisms) would, in line with Sydenstricker (1933) and Morris (1957) and the other contemporary theorists just cited, stipulate that populations are first and foremost relational beings, not "things." They are active agents, not simply statistical aggregates characterized by distributions.
Specifically, as tables 2 and 3 show, the substantive populations that populate our planet 1. Are animate, self-replicating, and bounded complex entities, generated by systemic causal processes. 2. Arise from and are constituted by relationships of varying strengths, both externally (with and as bounded by other populations) and internally (among their component beings). 3. Are inherently constituted by, and simultaneously influence the characteristics of, the varied individuals who comprise its members and their population-defined and -defining relationships.
It is these relationships and their underlying causal processes (both deterministic and probabilistic), not simply random samples derived from large numbers, that make it possible to make meaningful substantive and statistical inferences about population characteristics, as well as meaningful causal inferences about observed associations. Accordingly, as summarized by Richard A. Richards, a philosopher of biology (who was writing about species, one type of population), populations have "well-defined beginnings and endings, and cohesion and causal integration" (Richards 2001) . They likewise necessarily exhibit historically contingent distributions in time and space, by virtue of the dynamic interactions intrinsically occurring between (and within) Source: Krieger 1994 Krieger , 2001 Krieger , and 2011 their unique individuals and with other equally dynamic codefining populations and also their changing abiotic environs. Underscoring this point, even a population of organisms cloned from a single source organism will exhibit variation and distributions as illustrated by the phenomenon of developmental "noise," an idea presaged by early twentiethcentury observations of chance differences in coat color among litter mates of pure-bred populations raised in identical circumstances (Davey Smith 2011; Lewontin 2000; Wright 1920) .
As for the inherent relationships characterizing populations, both internally and externally, I suggest that four key types stand out, as informed by the ecosocial theory of disease distribution (Krieger 1994 (Krieger , 2001 (Krieger , 2011 ; the collaborative writing of Niles Eldredge, an evolutionary biologist, and Marjorie Grene, a philosopher of biology (Eldredge and Grene 1992) ; as well as works from political sociology, political ecology, and political geography (Biersack and Greenberg 2006; Harvey 1996; Nash and Scott 2001) . As tables 2 and 3 summarize, these four kinds of relationships are (1) genealogical, that is, relationships by biological descent; (2) internal and economical, in the original sense of the term, referring to relationships essential to the daily activities of whatever is involved in maintaining life (in ancient Greece, oikos, the root of the "eco" in both "ecology" and "economics," referred to a "household," conceptualized in relation to the activities and interactions required for its existence [OED 2010]); (3) external and ecological, referring to relationships between populations and with the environs they coinhabit; and (4) in the case of people (and likely other species as well), teleological, that is, by design, with some conscious purpose in mind (e.g., citizenship criteria). Spanning from mutually beneficial (e.g., symbiotic) to exploitative (benefiting one population at the expense of the other), these relationships together causally shape the characteristics of populations and their members.
What are some concrete examples of animate populations that exemplify these points? Table 3 provides four examples. Two pertain to human populations: the "U.S. population" (Foner 1997; Zinn 2003) and "social classes" (Giddens and Held 1982; Wright 2005) . The third considers microbial populations within humans (Dominguez-Bello and Blaser 2011; Pflughoeft and Versalovic 2012; Walter and Ley 2011) , and the fourth concerns a plant population, a species of tree, the poplar, whose genus name (Populus) derives from the same Latin root as "population" (Braatne, Rood, and Heillman 1996; Fergus 2005; Frost et al. 2007; Jansson and Douglas 2007) . Together, these examples clarify what binds-as well as distinguishes-each of these dynamic populations and their component individuals. They likewise underscore that contrary to common usage, "population" and "individual" are not antonyms. Instead, they hark back to the original meaning of "individual"-that is, "individuum," or what is indivisible, referring to the smallest unit that retained the properties of the whole to which it intrinsically belonged (OED 2010; Williams 1985) . Thus, although it is analytically possible to distinguish between "populations" and "individuals," in reality these phenomena occur and are lived simultaneously. A person is not an individual on one day and a member of a population on another. Rather, we are both, simultaneously. This joint fact is fundamental and is essential to keep in mind if analysis of either individual or population phenomena is to be valid. The 1882 Chinese exclusion act, which banned Chinese immigration for 10 years and also imposed new restrictions on reentry (including reassignment from citizen to "permanent alien") was renewed repeatedly and reversed only in 1943. The 1924 Immigration Act, designed to control "undesirable immigration" (especially by Jews and also by Asians), set quotas and restrictions (in relation to the U.S. composition, by national origins, in 1880) that were in effect until 1965 (Foner 1997; Zinn 2003). d According to the U.S. government, the criterion "to become a citizen at birth" is that the person must "have been born in the United States or certain territories or outlying possessions of the United States, and subject to the jurisdiction of the United States; OR had a parent or parents who were citizens at the time of your birth (if you were born abroad) and meet other requirements; people can also become a citizen after birth if they "apply for 'derived' or 'acquired' citizenship through parents" or "apply for naturalization" (U.S. Citizenship and Immigration Services 2012). For discussion of the changing complexities of conceptualizing and defining nation-states and who counts as belonging to them, see Wimmer and Schiller 2002. The importance of considering the intrinsic relationships-both internal and external-that are the integuments of living populations, themselves active agents and composed of active agents, is further illuminated through contrast to the classic case of a hypothetical population: the proverbial jar of variously colored marbles, used in many classes to illustrate the principles of probability and sampling. Apart from having been manufactured to be of a specific size, density, and color, there are no intrinsic relationships between the marbles as such. Spill such a jar, and see what happens.
As this thought experiment makes clear, the marbles will not reconstitute themselves into any meaningful relationships in space or time. They will just roll to wherever they do, and that will be the end of it, unless someone with both energy and a plan scoops them up and puts them back in the jar. Nor will a sealed jar of marbles change its color composition (i.e., the proportion of marbles of a certain color), or an individual marble change its color, unless someone opens the jar and replaces, adds, or removes some marbles or treats them with a color-changing agent. Hence, a purely statistical understanding of "populations," however necessary for sharpening ideas about causal inference, study design, and empirical estimation, is by itself insufficient for defining and analyzing real-life populations, including "population health."
That said, marbles do have their uses. In particular, they can help us visualize how causal determinants can structure population distributions of the risks of random individuals via what I term "structured chances."
Populations and Structured Chances
One long-standing conundrum in population sciences is their ability to identify and use data on population regularities to elucidate causal pathways, even though they cannot predict which individuals in the population will experience the outcome in question (Daston 1987; Desrosières 1998; Hacking 1990; Illari, Russo, and Williamson 2011; Porter 1981 Porter , 2002 Porter , 2003 Quetelet 1835; Stigler 1986; Strevens 2003) . This incommensurability of population and individual data has been a persistent source of tension between epidemiology and medicine (Frost [1927 (Frost [ ] 1941 Greenwood 1935; Morris 1957; Rose 1992 Rose , 2008 . Epidemiologic research, for example, routinely uses aggregated data obtained from individuals to gain insight into both disease etiology and why population rates vary, and does so with the understanding that such research cannot predict which individual will get the disease in question (Coggon and Martyn 2005) . By contrast, medical research remains bent on using just these sorts of data to predict an individual's risk, as exemplified in its increasingly molecularized quest for "personalized medicine" (Davey Smith 2011) .
Where marbles enter the picture is that they can, through the use of a physical model, demonstrate the importance of how population distributions are simultaneously shaped by both structure (arising from causal processes) and randomness (including truly stochastic events, not just "randomness" as a stand-in for "ignorance" of myriad deterministic events too complex to model). As Stigler has recounted (1997), perhaps the first person to propose using physical models to understand probability was Sir Francis Galton (1822 Galton ( -1911 , a highly influential British scientist and eugenicist (figure 2), who himself coined the term "eugenics" and who held that heredity fundamentally trumped "environment" for traits influencing the capacity to thrive, whether physical, like health status, or mental, like "intelligence" (Carlson 2001; Cowan 2004; Galton 1889 Galton , 1904 Keller 2010; Kevels 1985; Stigler 1997) . In his 1889 opus Natural Inheritance (Galton 1889), Galton sketched (figure 3) "an apparatus . . . that mimics in a very pretty way the conditions on which Deviation depends" (Galton 1889, 63), whereby gun shots (i.e., marble equivalents) would be poured through a funnel down a board whose surface was studded with carefully placed pins, off which each pellet would ricochet, to be collected in evenly spaced bins at the bottom.
Galton termed his apparatus, which he apparently never built (Stigler 1997) , the "Quincunx" because the pattern of the pins used to deflect the shot was like a tree-planting arrangement of that name, which at the time was popular among the English aristocracy (Stigler 1997) . The essential point was that although each presumably identical ball had the same starting point, depending on the chance interplay of which pins it hit during its descent at which angle, it would end up in one or another bin. The accumulation of balls in any bin in turn would reflect the number of possible pathways (i.e., likelihood) leading to its ending up in that bin. Galton designed the pin pattern to yield a normal distribution. He concluded that his device revealed (Galton 1889, 66) a wonderful form of cosmic order expressed by the "Law of Frequency of Error." The law would have been personified by the Greeks and deified, if they had known of it. It reigns with serenity and in complete self-effacement amidst the wildest confusion. The huger the mob, and the greater the apparent anarchy the more perfect is its sway . . . each element, as it is sorted into place, finds, as it were, a pre-ordained niche, accurately adapted to fit it.
In other words, in accord with Quetelet's view of "l'homme moyen," Galton saw the order produced as the property of each "element," in this case, the gun shot.
However, a little more than a century later, some physicists not only built Galton's "Quincunx," as others have done (Stigler 1997 ), but went one further (Limpert, Stahel, and Abbt 2001) : they built two, one designed to generate the normal distribution and the other to generate the log normal distribution (a type of distribution skewed on the normal scale, but for which the natural logarithm of the values displays a normal distribution) (figure 3). As their devices clearly show, what structures the distribution is not the innate qualities of the "elements" themselves but the features of both the funnel and the pins-both their shape and placement. Together, these structural features determine which pellets can (or cannot) pass through the pins and, for those that do, their possible pathways.
The lesson is clear: altering the structure can change outcome probabilities, even for identical objects, thereby creating different population distributions. For the population sciences, this insight permits understanding how there can simultaneously be both chance variation within populations (individual risk) and patterned differences between population distributions (rates). Such an understanding of "structured chances" rejects explanations of population difference premised solely on determinism or chance and also brings Quetelet's astronomical "l'homme moyen" and its celestial certainties of fixed stars back down to earth, grounding the study of populations instead in real-life, historically contingent causal processes, including those structured by human agency.
Rethinking the Meaning and Making of Means: The Utility of Critical Population-Informed Thinking
How might a more critical understanding of the substantive nature of real-life populations benefit research on, knowledge about, and policies regarding population health and health inequities? Drawing on table 2's conceptual criteria for defining who and what makes populations, table 4 offers four sets of critical public health propositions about "populations" and "study populations," whose salience I assess using examples of breast cancer, a disease increasingly recognized as a major cause of morbidity and mortality in both the global South and the global North (Althuis et al. 2005; Bray, McCarron, and Parkin 2004; Parkin and Fernández 2006) and one readily revealing that the problem of meaningful means is as vexing for "the average woman" as for "the average man."
Propositions 1 and 2: Critically Parsing Population Rates and Their Comparisons
Consider, first, three illustrative cases pertaining to analyses of population rates of breast cancer:
1. A recent high-profile analysis of the global burden of breast cancer (Briggs 2011; Forouzanafar et al. 2011; IHME 2011; Jaslow 2011) , which estimated and compared rates across countries, Stating what should be obvious: the meaningfulness of means to provide insights into health-related population characteristics and their generative causal processes depends on how meaningfully the populations are defined in relation to the inherent intrinsic and extrinsic dynamic generative relationships by which they are constituted. Corollary 1.1. A critical appraisal of the validity and meaning of estimated "population rates" of health-related phenomena (whether based on registry, survey, or administrative data or generated by mathematical models) requires an explicit recognition of populations as inherently relational beings. Corollary 1.2. A critical comparison of population rates of health-related phenomena (at a given point in time or over time), and a formulation of hypotheses to explain observed differences and similarities, likewise requires an explicit recognition of populations as inherently relational beings. Proposition 2. Structured chances-structured by a population's constitutive intrinsic and extrinsic dynamic relationships-drive population distributions of health, disease, and well-being, including (a) on-average rates, (b) the magnitude of health inequities, and (c) their change or persistence over time. Corollary 2.1. Health inequities, arising out of population dynamics, are historically contingent, so that the risks associated with variables intended to serve as markers for structural determinants of health should be expected to vary by time and place. Corollary 2.2. The manifestation of health, disability, and disease, at both the population level and the individual level, should be conceptualized as embodied phenotypes, not decontextualized genotypes. Proposition 3. To improve scientific accuracy and promote critical thinking, persons used in population health studies should be referred to as "study participants," not the "study population," and whether they meet criteria for being a meaningful "population" should be explained, not presumed. Corollary 3.1. Texts describing the study participants should-in addition to explaining the methods used to identify and include them-explicitly situate them in relation to the inherent intrinsic and extrinsic dynamic relationships constituting the society (or societies) in which they are based. Corollary 3.2. If study participants are identified by methods using probability samples, the defining characteristics of the sampled populations must be explicated in relation to the intrinsic and extrinsic dynamic relationships constituting the population(s) at issue. Proposition 4. The conventional cleavage of "internal validity" and "generalizability" is misleading, since a meaningful choice of study participants must be in relation to the range of exposures experienced (or not) in the real-world societies, that is, meaningful populations, of which they are a part. Corollary 4.1. Although studies do not need to be "representative" to generate valid results regarding exposure-outcome associations, a critical appraisal of the observed associations requires situating the observed distribution (on-average level and range) of exposures and outcomes in relation to distributions observed among populations defined by the intrinsic and extrinsic dynamic relationships in the society (or societies) in which the study participants are based. Corollary 4.2. The restriction of studies to "easy-to-reach" populations can, owing to selection bias, produce biased estimates of risk, lead to invalid causal inferences, and hamper the discovery of needed etiologic and policy-relevant knowledge.
accompanied by interpretative text, with the article stating, for example, that Colombia and Venezuela ". . . have very different trends, despite sharing many of the same lifestyle and demographic factors," followed by the inference that the "explanation of these divergent trends may lie in the interaction between genes and individual risk factors." (IHME 2011, 24) 2. Typical reviews of the global epidemiology of breast cancer, which contain such statements as "Population-based statistics show that globally, when compared to whites, women of African ancestry (AA) tend to have more aggressive breast cancers that present more frequently as estrogen receptor negative (ERneg) tumors" (Dunn et al. 2010, 281) ; and "early onset ER negative tumors also develop more frequently in Asian Indian and Pakistani women and in women from other parts of Asia, although not as prevalent as it is in West Africa." (Wallace, Martin, and Ambs 2011, 1113 ) 3. The headline-making news that the U.S. breast cancer incidence rate in 2003 unexpectedly dropped by 10 percent, a huge decrease (Kolata 2006 (Kolata , 2007 Ravdin et al. 2006 Ravdin et al. , 2007 .
What these three commonplace examples have in common is an uncritical approach to presenting and interpreting population data, premised on the dominant assumption that population rates are statistical phenomena driven by innate individual characteristics. Cautioning against accepting these claims at face value are propositions 1 and 2, with their emphases, respectively, on (1) critically appraising who constitutes the populations whose means are at issue and (2) critically considering the dynamic relationships that give rise to population patterns of health, including health inequities.
From the standpoint of proposition 1, the first relevant fact is that as a consequence of global disparities in resources (Klassen and Smith 2011) arising from complex histories of colonialism and underdevelopment (Birn, Pillay, and Holtz 2009) , only 16 percent of the world's population is covered by cancer registries, with coverage of less than 10 percent within the world's most populous regions (Africa, Asia [other than Japan], Latin America, and the Caribbean), versus 99 percent in North America (Parkin and Fernández 2006) . Put in national terms, among the 184 countries for which the International Agency on Cancer (IARC) reports estimated rates, only 33 percent-almost all located in the global North-have reliable national incidence data (GLOBOCAN 2012) . These data limitations are candidly acknowledged both by IARC (GLOBOCAN 2012) and in the scientific literature, including that on breast cancer (Althuis et al. 2005; Bray, McCarron, and Parkin 2004; Ferlay et al. 2012; Krieger, Bassett, and Gomez 2012; Parkin and Fernández 2006) . To generate estimates of incidence in countries lacking national cancer registry data, the IARC transparently employs several modeling approaches, based on, for example, a country's national mortality data combined with city-specific or regional cancer registry data (if they do exist, albeit typically not including the rural poor) or, when no credible national data are available, estimating rates based on data from neighboring countries (GLOBOCAN 2012) .
A critical analysis of the population claims asserted in examples 1 and 2 starts by questioning whether the means at issue can bear the weight of meaningful comparisons and inference. Thus, relevant to example 1, Colombia has only one city-based cancer registry (in Cali), and Venezuela has no cancer registries at all (GLOBOCAN 2012) . Moreover, the rates compared (Forouzanafar et al. 2011 ; IHME 2011) were generated by nontransparent modeling methods (Krieger, Bassett, and Gomez 2012) that have empirically been shown not to estimate accurately the actually observed rates in the "gold-standard" Nordic countries, known for their excellent cancer registration data (Ferlay et al. 2012) . Second, relevant to the countries and geographic regions listed in example 2, the cancer incidence rates estimated by IARC are based (a) for Pakistan, solely on the weighted average for observed rates in south Karachi, (b) for India, on a complex estimation scheme for urban and rural rates in different Indian states and data from cancer registries in several cities, and (c) for western Africa, on the weighted average of data for sixteen countries, of which ten have incidence rates estimated based on those of neighboring countries, another five rely on data extrapolated from cancer registry data from one city (or else city-based cancer registries in neighboring countries), and only one of which has a national cancer registry (GLOBOCAN 2012) . Critical thinking about who and what makes a population thus prompts questions about whether the data presented in examples 1 and 2 can provide insight into either alleged individual innate characteristics or into what the true on-average rate would be if everyone were counted (let alone what the variability in rates might be across social groups and regions). There is nothing mundane about a mean.
Proposition 2 in turn calls attention to structured chance in relation to the dynamic intrinsic and extrinsic relationships constituting national populations, with table 2 illustrating what types of relationships are at play using the example of the United States. It thus spurs critical queries as to whether observed national and racial/ethnic differences (if real, and not an artifact of inaccurate data) arise from innate (i.e., genetic) differences between "populations," as posed by examples 1 and 2. Two lines of evidence alternatively suggest these population differences could instead be embodied inequalities (Krieger 1994 (Krieger , 2000 (Krieger , 2005 (Krieger , 2011 Krieger and Davey Smith 2004 ) that arise from structured chances. The first line pertains to well-documented links among national, racial/ethnic, and socioeconomic inequalities in breast cancer incidence, survival, and mortality (Klassen and Smith 2011; Krieger 2002; Vona-Davis and Rose 2009 ). The second line stems from research that evaluates claims of intrinsic biological difference by examining their dynamics, as illustrated by the first investigation to test statistically for temporal trends in the white/black odds ratio for ER positive breast cancer between 1992 and 2005, which revealed that in the United States, the age-adjusted odds ratio rose between 1992 and 2002 and then leveled off (and actually fell among women aged fifty to sixty-nine) (Krieger, Chen, and Waterman 2011) .
Relevant to example 3, these findings of dynamic, not fixed, black/white risk differences for breast cancer ER status likely reflect the socially patterned abrupt decline in hormone therapy use following the July 2002 release of results from the U.S. Women's Health Initiative (WHI) (Rossouw et al. 2002) . This was the first large randomized clinical trial of hormone therapy, despite its having been widely prescribed since the mid-1960s (Krieger 2008) . The WHI found that contrary to what was expected, hormone therapy did not decrease (and may have raised) the risk of cardiovascular disease, and at the same time, the WHI confirmed prior evidence that long-term use of hormone therapy increased the risk of breast cancer (especially ER+). Thus, before the initiative, hormone therapy use in the United States was highest among white women with health insurance who could afford, and were healthy enough, to take the medication without any contraindications (Brett and Madans 1997; Friedman-Koss et al. 2002) . Populationinformed thinking would thus predict that any drops in breast cancer incidence would occur chiefly among those sectors of women most likely to have used hormone therapy. Subsequent global research has borne out these predictions (Zbuk and Anand 2012) , including the sole U.S. study that systematically explored socioeconomic differentials both within and across racial/ethnic groups, which found that the observed breast cancer decline was restricted to white non-Hispanic women with ER+ tumors residing in more affluent counties (Krieger, Chen, and Waterman 2010) . These results counter the widely disseminated and falsely reassuring impression that breast cancer risk was declining for everyone (Kolata 2006 (Kolata , 2007 . They accordingly provide better guidance to public health agencies, clinical providers, and breast cancer advocacy groups regarding trends in breast cancer occurrence among the real-life populations they serve.
Together, these examples illuminate why proposition 2's corollary 2.2 proposes conceptualizing the jointly lived experience of population rates and individual manifestations of health, disease, and well-being as what I would term "embodied phenotype." Inherently dynamic and relational, this proposed construct meaningfully links the macro and micro, and populations and individuals, through the play of structured chance. It also is consonant with new insights emerging from the fastgrowing field of ecological evolutionary developmental biology ("ecoevo-devo") into the profound and dynamic links among environmental exposures, gene expression, development, speciation, and the flexibility of organisms' phenotypes across the life span (Gilbert and Epel 2009; Piermsa and van Gils 2011; West-Eberhard 2003) . Only just beginning to be integrated into epidemiologic theorizing and research (Bateson and Gluckman 2012; Davey Smith 2011 Gilbert and Epel 2009; Kuzawa 2012; Relton and Davey Smith 2012) , eco-evo-devo's historical and relational approach to biological expression affirms the need for critical population-informed thinking.
Propositions 3 and 4: Study Participants, Study Populations, and Causal Inference
Finally, a population-informed approach helps clarify, in accordance with propositions 3 and 4, why improving our understanding of "study populations," and thus study participants, matters for causal inference. Consider, for example, the 1926 pathbreaking epidemiologic study of breast cancer conducted by the British physician and epidemiologist Janet Elizabeth Lane-Claypon (1877 -1967 (Lane-Claypon 1926) , the first study to identify systematically what were then called "antecedents" of breast cancer (today termed "risk factors") and now also widely acknowledged to be the first epidemiologic case-control study, as well as the first epidemiologic study to publish its questionnaire (Press and Pharoah 2010; Winkelstein 2004) . Quickly replicated in the United States in 1931 by Wainwright (Wainwright 1931) , these two studies have recently been reanalyzed, using current statistical methods. The results show that their estimates of risk associated with major reproductive risk factors (e.g., early age at first birth, parity, lactation, and early age at menopause) are consistent with the current evidence (Press and Pharoah 2010) .
Not addressed in the reanalysis, however, are the two studies' different results for occupational class, defined in relation to the women's employment before marriage. When these occupational data are recoded into the meaningful categories of professional, working-class nonmanual, and working-class manual (Krieger, Williams, and Moss 1997; Rose and Pevalin 2003) , the data quickly reveal why the studies had discrepant results. Thus, Lane-Claypon concluded there was no "appreciable difference" in breast cancer risk by social class (Lane-Claypon 1926, 12) (χ 2 = 1.833; p = 0.4), whereas in the U.S. study risk was lower among the working-class manual women (χ 2 = 9.305; p = 0.01). Why? In brief, a far higher proportion of the British women were working-class manual (78.7% cases, 84.2% controls vs. the U.S. women: 48.8% cases, 62.5% controls), and a far lower proportion were professionals (6.5% cases, 4.2% controls, vs. the U.S. women: 23.8% cases, 20.7% controls). Just as Rose famously observed that if everyone smoked, smoking would not be identified as a cause of lung cancer (Rose 1985 (Rose , 1992 , when most study participants are from only one social class, socioeconomic inequalities in health cannot and will not be detected (Krieger 2007b) . The net result is erroneous causal inferences about the relevance of social class to structuring the risk of disease, thereby distorting the evidence base informing efforts to address health inequities.
Critical population-informed thinking therefore would question the dominant conventional cleavage, in both the population health and the social sciences, between "internal validity" and "generalizability" (or "external validity") and the related endemic language of "study population"-routinely casually equated with study participants-and "general population" (Broadbent 2011; Cartwright 2011; Cook 2001; Kincaid 2011; Kukuall and Ganguli 2012; Porta 2008; Rothman, Greenland, and Lash 2008) . One critical determinant of a study's ability to provide valid tests of exposure-outcome hypotheses is the range of exposure encompassed (Chen and Rossi 1987; Schlesselman and Stadel 1987) ; another is the extent to which participants' selection into a study is associated with important unmeasured determinants of the outcome (Pizzi et al. 2011) . Given the social structuring of the vast majority of exposures, as evidenced by the virtually ubiquitous and dynamic societal patternings of disease (Birn, Pillay, and Holtz 2009; Davey Smith 2003; Krieger 1994 Krieger , 2011 WHO 2008) , meaningful research requires that the range of exposures experienced (or not) by study participants needs to capture the etiologically relevant range experienced in the real-world societies, that is, meaningful populations, of which they are a part. The point is not that ideal study participants should be a random sample of some "general population"; instead, it is that their location in the intrinsic and extrinsic relationships creating their population membership cannot be ignored.
Highlighting the need for critical population-informed thinking is advice provided in the widely used and highly influential textbook Modern Epidemiology (Rothman, Greenland, and Lash 2008) . Although the text correctly states that "the pursuit of representativeness can defeat the goal of validly identifying causal relations," it further asserts that "one would want to select study groups for homogeneity with respect to important confounders, for highly cooperative behavior, and for availability of accurate information, rather than attempt to be representative of a natural population" (p. 146). "Classic examples" of the populations fulfilling these criteria are stated to be "the British Physicians' Study of smoking and health and the Nurses' Health Study, neither of which were remotely representative of the general population with respect to sociodemographic factors" (Rothman, Greenland, and Lash 2008, 146-47) .
Of course, studies need accurate data, but the advice here raises more questions than it answers. First, just who and what is a "natural population"? -and, related, who is that "general population"? Second, might there be drawbacks to, not just benefits from, preferentially studying predominantly white health professionals and others with the resources to be "highly cooperative" and possess "accurate information"? Stated another way, what might be the adverse consequences on scientific knowledge and policymaking of discounting people that mainstream research already routinely and problematically calls "hard-to-reach" populations (Crosby et al. 2010; Shaghaghi, Bhopal, and Sheik 2011) ? These populations include the disempowered and dispossessed, whose adverse social and physical circumstances mean that their range of exposures almost invariably differ, in both level and type, from those encountered by the effectively "easy-to-reach." Might it not also be critical for researchers to develop more inclusive approaches that could yield accurate etiologic and policy-relevant data on the distributions and determinants of disease among those who bear the brunt of health inequities (Smylie et al. 2012 )? -a scientific task that necessarily requires contrasts in both exposures and outcomes between the social groups defined by the inequitable societal relationships at issue, whether involving social class, racism, gender, or other forms of social inequality (Krieger 2007b) .
Reflecting on how who is studied determines what can be learned, the eminent British biologist Lancelot Hogben (1895 Hogben ( -1975 Bud 2004; Werskey 1988) , in his lucid and prescient 1933 book titled Nature and Nurture (Hogben 1933, 106) , cogently observed:
Differences to which members of the same family or different families living at one and the same social level are exposed may be very much less than differences to which individuals belonging to families taken from different social levels are exposed. Experiment shows that ultraviolet light has a considerable influence on growth in mammals. In Great Britain, some families live continuously in the sooty atmosphere of an industrial area. Others spend their winters on the Riviera.
In other words, critical population-informed thinking is vital to good science.
Conclusion: Meaningful Means, Embodied Phenotypes, and the Structural Determinants of Populations and the People's Health
In conclusion, to improve causal inference and policies and action based on this knowledge, the population sciences need to expand and deepen theorizing about who and what makes populations and their means. At a time when the topic of causality in the sciences remains hotly debated by philosophers and researchers alike, all parties nevertheless agree that "the question of how probabilistic accounts of causality can mesh with mechanistic accounts of causality desperately needs answering" (Illari, Russo, and Williamson 2011, 20) . As my article makes clear, the idea and reality of "population" reside at the nexus of this question. Clarifying the substantive defining features of populations, including who and what structures the dynamic and emergent distributions of their characteristics and components, is thus crucial to both analyzing and altering causal processes. For public health, this means sharpening our thinking about how structured chances, structured by the political and economic relationships constituting the societal determinants of health (Birn, Pillay, and Holtz 2009; Irwin et al. 2006; Krieger 1994 Krieger , 2011 , generate the embodied phenotypes that are the people's health.
As should be evident, the challenges to developing critical populationinformed thinking are not purely conceptual; they are also political, because these ideas necessarily engage with issues involving not only the distribution of people but also the distribution of power and property and the societal relationships that bind individuals and populations, for good and for bad (Krieger 2011) . Nearly two hundred years after Quetelet introduced his "l'homme moyen," the countervailing call for routinely measuring and tracking population health inequities, and not just on-average population rates of health, is only now gaining traction globally (WHO 2008 (WHO , 2011 . This is coincident with the everaccelerating aforementioned genomic quest for "personalized medicine" (Davey Smith 2011), as well as the continued economic, social, political, and public health reverberations of the 2008 global economic crash (Benatar, Gill, and Bakker 2011; Stiglitz 2010 ). In such a context, clarity regarding who and what populations are, and the making and meaning of their means, is vital to population sciences, population health, and the promotion of health equity.
