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Abstract
We ﬁnd convergent double series expansions for Legendre’s third incomplete elliptic integral valid in overlapping subdomains of
the unit square. Truncated expansions provide asymptotic approximations in the neighborhood of the logarithmic singularity (1, 1)
if one of the variables approaches this point faster than the other. Each approximation is accompanied by an error bound.
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1. Introduction
Legendre’s incomplete elliptic integral (EI) of the third kind is deﬁned by [5, Formula 13.6(3)]
(, , k) =
∫ 
0
dt
(1 + t2)√(1 − t2)(1 − k2t2) . (1)
It is one of the three canonical forms given by Legendre in terms of which all elliptic integrals can be expressed. We
will only consider the most important case 0k1, 01 and >−1. Two other canonical forms can be expressed
in terms of (, , k): setting = 0 gives the ﬁrst incomplete elliptic integral, while setting = −k2 gives the second
plus an elementary function (see [5, Formulas 13.6(11)–13.6(13)]). When = 1 the right-hand side of (1) is called the
third complete elliptic integral.
Series expansions, asymptotic approximations and inequalities for the third incomplete elliptic integral have been
studied by many authors. Major contributions were made by Radon [10], Carlson [1,2], Carlson and Gustafson [3] and
Lopez [8,9]. Carlson showed in [1] that(, , k) can be expressed in terms of Lauricella hypergeometric functionFD of
three variables (see [11, Formula (8.6.4)]). In the same paper he noted that one can derive rapidly convergent expansions
by ﬁrst expressing Legendre’s incomplete EIs in a different form. This form later became known as symmetric standard
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EIs. Today, most authors consider asymptotic approximations for these symmetric EIs. Since Legendre’s incomplete
elliptic integrals are connected with symmetric EIs by certain simple relations (see [1,2]), it is possible to reformulate
expansions presented here in terms of symmetric elliptic integrals.
In this paper, which is a compressed version of [6], we give convergent double series expansions for the third
incomplete elliptic integral (1) valid in two overlapping subregions of the unit square [0, 1] × [0, 1] in (k, )-plane
deﬁned by
Region I = {k,  ∈ [0, 1] : 2 < 1/(2 − k2) ⇔ (1 − k2)2/(1 − 2)< 1}, (2)
Region II = {k,  ∈ [0, 1] : 2 > 2 − 1/k2 ⇔ (1 − 2)k2/(1 − k2)< 1}. (3)
A ﬁgure showing these regions can be found in [6]. Combined they cover the unit square completely. Truncating our
expansions one gets asymptotic approximations for (1 − )/(1 − k) → 0 or (1 − )/(1 − k) → ∞, i.e., for k and
 lying on curves with endpoints either on the edges k = 1 and  = 1 of the unit square or with endpoint  = k = 1
and horizontal or vertical tangent at that point. In all cases we give explicit bounds for the remainder terms. All proofs
omitted here are given in [6].
Numerical examples and explicit formulas for the low-order approximations are given in [6]. Computations show that
rather good precision (with less than one percent relative error) is reached in most cases already by the ﬁrst asymptotic
term.
For a given smooth curve approaching the singular point (1, 1) from any direction our double series expansions can
be rearranged into asymptotic expansions, where a point on the curve plays the role of an asymptotic parameter. Such
procedure has been applied to the ﬁrst incomplete elliptic integral in [7] leading to very precise approximations.
2. Partial fraction decompositions
For a non-negative integer n and = 0, 1 deﬁne
n(t) = (1 − t)−n + (−1)(1 + t)−n,
n(t) =
{ [(1 − t)−n − (−1)(1 + t)−n − 2]/n, n> 0,
(−1) ln(1 + t) − ln(1 − t), n = 0. (4)
The second deﬁnition is consistent in the sense that limn→0n(t) = (−1) ln(1 + t) − ln(1 − t),  = 0, 1. Our ﬁrst
lemma is straightforward.
Lemma 1. The functions n and n are related by∫ 
0
n(t) dt = n−1(), n = 1, 2, . . . , = 0, 1. (5)
Lemma 2. Let n< 2j be non-negative integers. Then the following partial fraction decomposition holds true:
tn
(1 − t2)j = 
n
j [1]1(t) + nj [2]2(t) + · · · + nj [j ]j (t), (6)
where =nmod 2, nj [j ]=2−j and the numbers nj [j −k], k=1, 2, . . . , j −1, are found from the following recurrence
(here (n
k
)= 0 when k >n):
nj [j − k] =
(−1)k
2j
(
n
k
)
−
k−1∑
i=0
(−2)i−k
(
j
k − i
)
nj [j − i], k = 1, 2, . . . , j − 1, (7)
or explicitly from
nj [j − k] = 2−j−k
k∑
i=0
(−2)i
(
n
i
)(
k + j − 1 − i
j − 1
)
, 0kj . (8)
See [6] for the proof.
In the sequel we will only need even n, therefore, we put n(t) = 0n(t) and n(t) = 0n(t) to simplify notation.
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Lemma 3. The following partial fraction decomposition holds true for j = 0, 1, . . .:
t2j
(1 + t2)(1 − t2)j+1 =
(−1)j 
(1 + )j+1(1 + t2) +
j∑
k=0
(−1)kj+1−k(t)
(1 + )k+1
k∑
i=0
aj+1−k,i(1 + )i , (9)
where the numbers an,m are expressed in terms of the numbers kp[i] deﬁned by (7) or (8) by
an,m = (−1)m2n+2m−4n+m [n], a1,0 = 1/2, (10)
where n = 1, . . . , j + 1; m = 1, . . . , j if n = 1 and m = 0, . . . , j + 1 − n if n> 1.
A proof can be found in [6].
Formula (9) combined with Lemma 1 leads to the following evaluation
∫ 
0
t2j dt
(1 + t2)(1 − t2)j+1 =
(−1)j√
(1 + )j+1 arctan(
√
) +
j∑
n=0
dj,n+1()n(), (11)
where we introduced the notation
dj,n+1() = (−1)
j−n
(1 + )j−n+1
j−n∑
i=0
an+1,i (1 + )i , n = 0, 1, 2, . . . , j . (12)
Here and henceforth
√
 arctan(
√
) will be understood as (
√−) arctanh (√−) for negative .
Another way of decomposing the left-hand side of (9) is given in the next lemma.
Lemma 4. The following expansions hold true for j = 0, 1, . . .:
t2j
(1 + t2)(1 − t2)j+1 =
[

1 + 
]j+1
t2j
1 + t2 +
j+1∑
n=1
j−n+1
(1 + )j−n+2
t2j
(1 − t2)n , (13)
and
t2j
1 + t2 =
(−1/)j
1 + t2 −
j−1∑
i=0
(−1/)j−i t2i . (14)
Proof. Both expansions can be veriﬁed by using the summation formula for a ﬁnite geometric progression. 
Euler’s integral representation for the Gauss hypergeometric function 2F1 (after simple variable change) combined
with (5) and (6) gives∫ 
0
t2j dt
(1 − t2)n =
2j+1
2j + 12F1(n, j + 1/2; j + 3/2; 
2) =
n∑
i=1
2jn [i]i−1(). (15)
Lemma 4 and formula (15) provide an alternative to (11). We have∫ 
0
t2j dt
(1+t2)(1−t2)j+1 =
[

1 + 
]j+1 ∫ 
0
t2j dt
1 + t2
+ 
2j+1
2j + 1
j+1∑
n=1
j−n+12F1(n, j + 1/2; j + 3/2; 2)
(1 + )j−n+2 (16)
= (−1)
j√
(1+)j+1 arctan(
√
)+ (−1)
j
(1+)j+1
j−1∑
i=0
(−)i+12i+1
2i + 1 +
j+1∑
n=1
j−n+1
(1 + )j−n+2
n∑
i=1
2jn [i]i−1().
(17)
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3. Expansions for the third incomplete elliptic integral
Our ﬁrst theorem is based on (11) and (17).
Theorem 1. Let k,  ∈ Region I and > − 1. Then for any positive integer N the following expansions hold true:
(, , k) =
N−1∑
j=0
(1/2)j
(−1)j j ! (1 − k
2)j
⎡
⎣ (−1)j√
(1 + )j+1 arctan(
√
) +
j∑
n=0
dj,n+1()n()
⎤
⎦+ R1,N , (18)
and
(, , k) =
N−1∑
j=0
(1/2)j
j ! (1 − k
2)j
⎧⎨
⎩
√

(1 + )j+1 arctan(
√
)
+ 1
(1 + )j+1
j−1∑
i=0
(−)i+12i+1
2i + 1 +
j+1∑
n=1
(−1)j j−n+1
(1 + )j−n+2
n∑
i=1
2jn [i]i−1()
⎫⎬
⎭+ R1,N , (19)
where the functions n() and dj,n() are deﬁned by (4) and (12), respectively, and the remainder term R1,N =
R1,N (k, , ) satisﬁes
|R1,N (k, , )| (1/2)N2min(1, 1 + )NN !
[
(1 − k2)2
1 − 2
]N
, (20)
so that expansions (18) and (19) are convergent in Region I and asymptotic for (1 − k)/(1 − ) → 0.
Proof. Put k′2 = 1 − k2 and calculate using the binomial expansion and termwise integration:
(, , k) =
∫ 
0
dt
(1 + t2)√(1 − t2)(1 − k2t2) =
∫ 
0
dt
(1 + t2)(1 − t2)
(
1 + k
′2t2
1 − t2
)−1/2
=
∫ 
0
dt
(1 + t2)(1 − t2)
⎛
⎝N−1∑
j=0
(−1)j (1/2)j
j !
k′2j t2j
(1 − t2)j +
∞∑
j=N
(−1)j (1/2)j
j !
k′2j t2j
(1 − t2)j
⎞
⎠
=
N−1∑
j=0
(−1)j (1/2)j
j ! k
′2j
∫ 
0
t2j dt
(1 + t2)(1 − t2)j+1 + R1,N (k, , ), (21)
where the remainder term is given by
R1,N (k, , ) =
∞∑
j=N
(−1)j (1/2)j
j ! (1 − k
2)j
∫ 
0
t2j dt
(1 + t2)(1 − t2)j+1 . (22)
Using representations (11) and (17) for the integral in (21) we get (18) and (19), respectively. The second sum in
parentheses in the line above (21) is convergent since 0 t and k′22/(1 − 2)< 1 by deﬁnition of Region I (2).
To prove the error bound (20) we note that the series (22) has alternating signs. The following estimate shows that
the terms in (22) monotonically decrease in absolute value:
(1/2)j+1
(j + 1)! (1 − k
2)j+1
∫ 
0
t2j+2dt
(1 + t2)(1 − t2)j+2 
(1/2)j
j ! (1 − k
2)j
∫ 
0
t2j
(1 + t2)(1 − t2)j+1
2(1 − k2)
(1 − 2) dt

(1/2)j
j ! (1 − k
2)j
∫ 
0
t2j dt
(1 + t2)(1 − t2)j+1 .
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The last inequality is due to (2). Hence, we are in the position to apply the Leibnitz convergence test and the remainder
term does not exceed the ﬁrst term in (22):
|R1,N (k, , )| (1/2)N(1 − k
2)N
N !min(1, 1 + )
∫ 
0
t2N dt
(1 − t2)N+1 .
The integral on the right-hand side satisﬁes the following asymptotically precise (as  → 1) estimate
f1() ≡
∫ 
0
t2N dt
(1 − t2)N+1 
2N+1
2N(1 − 2)N ≡ f2(), (23)
which is valid for all  ∈ (0, 1) and N > 0 (not necessarily integer). Indeed, f1(0) = f2(0) = 0 and
f ′1()
f ′2()
= 2N
2N + 1 − 2 < 1,  ∈ (0, 1).
This estimate immediately leads to (20). 
Remark 1. Taking N = ∞ in (18) and (19) and summing up we obtain convergent double series representations
(, , k) =
√

1 +  (+ k
2)−1/2 arctan(
√
) +
∞∑
j=0
j∑
n=0
(1/2)j (1 − k2)j
(−1)j j ! dj,n+1()n(), (24)
and
(, , k) =
∫ 
0
[/(1 + )] dt
(1 + t2)√1 + 	t2 +
∞∑
j=0
j+1∑
n=1
(1/2)j2j+1(1 − k2)j j−n+1
(−1)j j !(2j + 1)(1 + )j−n+2
× 2F1(n, j + 1/2; j + 3/2; 2), (25)
where 	= (1 − k2)/(1 + ). The ﬁrst series requires the additional condition −k2 <  for convergence.
To derive an expansion valid in Region II we start with the expansion
(, , k) =
∞∑
m=0
2m+1
2m + 1
m∑
n=0
(−)m−n (1/2)n
n! 2F1(−n, 1/2; 1/2 − n; k
2), (26)
valid for ||2 < 1 and |k|< 1/ as shown by Carlson in [1]. Using
(1/2)n
n! 2F1(−n, 1/2; 1/2 − n; k
2) = 2F1(−n, 1/2; 1; 1 − k2), (27)
which is a limiting case of the well-known analytic extension formula for 2F1 (see [4, Formula 2.10(1)]), we obtain
the expansion
(, , k) =
∞∑
m=0
2m+1
2m + 1
m∑
n=0
(−)m−n2F1(−n, 1/2; 1; 1 − k2). (28)
The following reﬂection-type relation produces an expansion valid in the neighborhood of (1, 1) from (28):
(, , k) =(, k) − 1
(1 + )√1 − k2
[√
1 − 2,−/(1 + ),
√
−k2/(1 − k2)
]
, (29)
where (, k) is the complete elliptic integral of the third kind. Here, we choose the branch of the ﬁrst square root
that is positive for positive values of 1 − 2. The choice of the branch of the second square root is immaterial since 
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depends on the squared third argument only. This relation can be easily veriﬁed by representing the integral over (0, )
from (1) as the difference of integrals over (0, 1) and (, 1) and introducing the new integration variable u2 = 1 − t2.
Theorem 2. For k,  ∈ Region II,  in the range
((1 − 2)||)/(+ 1)< 1, (30)
and any positive integer N, the following expansion holds true:
(, , k) =(, k) −
√
1 − 2
1 − k2
N−1∑
m=0
(1 − 2)m
2m + 1
m∑
n=0
m−n2F1(−n, 1/2; 1; (1 − k2)−1)
(1 + )m−n+1 + R2,N , (31)
with the error bound given by
|R2,N (k, , )| (1 − 
2)N+1/2
2N + 1
[
max
(
k2
1 − k2 ,
||
+ 1 , 1
)]N+1/2
f (, k, ), (32)
where f (, k, ) is deﬁned by
f (, k, )
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
(1+)k
[
1 − (1−2)k21−k2
]−1[
1 − ||(1−k2)
(+1)k2
]−1
, max
(
k2
1−k2 ,
||
+1
)
= k21−k2 > 1,
1√
(1−k2)(1+)||
[
1 − (1−2)||1+
]−1[
1 − (+1)k2||(1−k2)
]−1
,
||
+1 >
k2
1−k2 > 1,
1√
(1−k2)(1+)||
[
1 − (1−2)||1+
]−1 ([
1 − 1+||
]−1 + 1
2
)
,
||
+1 > 1
k2
1−k2 ,
1
(1+)√1−k2
[
1 − (1−2)||1+
]−1 ([
1 − ||1+
]−1 + 1
2
)
, max
(
k2
1−k2 ,
||
+1 , 1
)
= 1,
1√
(1−k2)(1+)||
[
1 − (1−2)||
(1+)
]−1 [[
1 − (1−2)||
(1+)
]−1 + N] , max ( k21−k2 , 1
)
= ||+1
(33)
so that (31) is convergent in Region II and asymptotic for (1 − )/(1 − k) → 0.
Proof. To derive the form of (31) expand the second term on the right-hand side of (29) into series (28). Carlson’s
conditions ||2 < 1 and |k|< 1/ written for the parameters of this second term become (3) and (30). The estimate
(32) is based on the following representation of the remainder term (see [6] for details):
RN(k, , ) = 12
[
1
(1 − k2)(1 + )
]1/2
×
∫ (1−2)/(1+)
0
dt√
t(1 − t)
∞∑
n=0
[
1 + 

]n
tmax(n,N)2F1(−n, 1/2; 1; (1 − k2)−1). (34)
It is convenient to represent the series in (34) as a sum of two terms with summation running for n from 0 to N − 1 in
the ﬁrst and from N to ∞ in the second.
To give a bound for (34) we will need two ingredients. The ﬁrst is the estimate
|2F1(−n, 1/2; 1; (1 − k2)−1)|
{ |k2/(1 − k2)|n, 1/2k2 < 1,
1, 0k21/2, (35)
proved in [7, Lemma 2]. The second ingredient is the asymptotically precise (as x → 0) estimate (veriﬁed by comparing
derivatives of both sides and noticing that f (0) = g(0)):
f (x) =
∫ x
0
tM dt
1 − t 
xM+1
(M + 1)(1 − x) = g(x), (36)
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valid for M > − 1 and 0x < 1. To prove (32)–(33) we need to consider the following cases:
(a) 12k2 < 1, (1 + )k2/(||(1 − k2))> 1;
(b) 12k2 < 1, (1 + )k2/(||(1 − k2))< 1;
(c) 12k2 < 1, (1 + )k2/(||(1 − k2)) = 1;
(d) 0k2 12 , > − 12 ;
(e) 0k2 12 , −1< < − 12 ; and
(f) 0k2 12 ,= − 12 .
Further details can be found in [6]. 
Remark 2. Expansion (31) can be derived without any use of Carlson’s expansion (26) by expanding the rightmost
term in (29) into a binomial series, similarly to the proof of Theorem 1.
Remark 3. The complete elliptic integral (, k) in (31) can be approximated using the asymptotic expansion valid
for k → 1 found in [formula (40), 6].
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