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a b s t r a c t
We analyze the lattice structure and distribution of the digital
explicit inversive pseudorandom number generator introduced by
Niederreiter and Winterhof as well as of a general digital explicit
nonlinear generator. In particular, we extend a lattice test designed
for this class of pseudorandom number generators to parts of the
period and arbitrary lags and prove that these generators pass this
test up to very high dimensions. We also analyze the behavior of
digital explicit inversive and nonlinear generators under another
very strong lattice test which in its easiest form can be traced
back to Marsaglia and provides a complexity measure essentially
equivalent to linear complexity.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
LetFq be the finite field of order q = pkwith a prime p and an integer k ≥ 1. Further let {β1, . . . , βk}
be an ordered basis of Fq over Fp. Define ξn, n = 0, 1, . . . , q− 1, by
ξn = n1β1 + n2β2 + · · · + nkβk ∈ Fq
if
n = n1 + n2p+ · · · + nkpk−1 ∈ Z, 0 ≤ ni < p, i = 1, 2, . . . , k,
and note that ξ0, ξ1, . . . , ξq−1 run exactly through all elements of Fq. We obtain the sequence
ξ0, ξ1, . . . by extending with period q (ξn+q = ξn). Moreover, let
γ =
{
γ−1 if γ ∈ F∗q,
0 if γ = 0.
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For given α ∈ F∗q , β ∈ Fq, we generate a sequence γ0, γ1, . . ., of elements of Fq by
γn = αξn + β for n = 0, 1, . . . . (1)
If
γn = c(1)n β1 + c(2)n β2 + · · · + c(k)n βk with all c(i)n ∈ Fp,
then we derive digital explicit inversive pseudorandom numbers in the interval [0, 1) by putting
yn =
k∑
j=1
c(j)n p
−j for n = 0, 1, . . . .
It is trivial that the sequence y0, y1, . . . is purely periodic with period q. Digital explicit inversive
pseudorandomnumberswere introduced in [1] and further analyzed in [2,3,1,4,5]. In particular, these
sequences have desirable pseudorandomness properties, such as uniform distribution, statistical
independence, high linear complexity and fine lattice structure.
In the special case k = 1 we get the explicit inversive congruential pseudorandom numbers
introduced in [6].
The digital explicit inversive pseudorandom number generators (γn) belong to the class of digital
explicit nonlinear pseudorandom number generators (ηn) defined by
ηn = f (ξn) (2)
with a polynomial f (X) ∈ Fq[X], see [2,7,4,8]. (Note that for the inversive generator (γn) we have
γn = (αξn + β)q−2.)
For surveys on nonlinear and inversive pseudorandom number generators we refer to [9,7,8].
The following lattice test was introduced in [10]. Let (ηn), n = 0, 1, . . ., be a T -periodic sequence
over the finite field Fq of q elements. For given integers s ≥ 1, 0 < d1 < d2 < · · · < ds−1 < T , and
N ≥ 2, we say that (ηn) passes the s-dimensional N-lattice test with lags d1, . . . , ds−1 if the vectors
{η
n
− η
0
: 1 ≤ n < N} span Fsq, where
η
n
= (ηn, ηn+d1 , . . . , ηn+ds−1), 0 ≤ n < N.
In the case di = i for 1 ≤ i < s, this test coincides essentially with the lattice test introduced in [11]
and further analyzed in [12,13,11,14–16]. The latter lattice test is closely related to the concept of the
linear complexity profile, see [11,14,17]. If additionally q is a prime and N ≥ T , this special lattice test
was proposed by Marsaglia [18].
The greatest dimension s such that (ηn) satisfies the s-dimensional N-lattice test for all lags
d1, . . . , ds−1 is denoted by S(ηn,N), i.e.,
S(ηn,N) = max
{
s : ∀0 < d1 < · · · < ds−1 < T :
〈(ηn − η0, . . . , ηn+ds−1 − ηds−1), 1 ≤ n < N〉 = Fsq
}
.
Our first goal in this paper is to study the behavior of the sequences defined by (1) and (2) under
the above lattice test.
Moreover, we introduce a slight modification of this lattice test which might be better suited for
digital explicit nonlinear generators when k > 1 and coincides with the above test when k = 1. We
say that a q-periodic sequence (ηn) passes the s-dimensional N-lattice⊕-test with lags d1, . . . , ds−1 if
the vectors {η
n
− η
0
: 1 ≤ n < N} span Fsq, where
η
n
= (ηn, ηn⊕d1 , . . . , ηn⊕ds−1), 0 ≤ n < N,
where
n⊕ d = m if and only if ξn + ξd = ξm, 0 ≤ n, d,m < q.
The greatest dimension s such that (ηn) satisfies the s-dimensional N-lattice ⊕-test for all lags
d1, . . . , ds−1 is denoted by S⊕(ηn,N). For N ≥ q, this test was proposed by Niederreiter and
Winterhof [4].
Our second goal is to study this lattice test for the sequences (1) and (2), as well.
The results on the sequence (1) are presented in Section 2 and the results on the sequence (2) in
Section 3.
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2. Lattice structure of the inversive generator
Theorem 1. For the sequence of elements (γn) defined by (1), we have
S(γn,N) ≥ lg(N)− lg lg(N)− 1k− 1 − 1,
for 2 ≤ N ≤ q and k ≥ 2, where lg denotes the binary logarithm.
Proof. We assume that the sequence (γn) does not pass the s-dimensionalN-lattice test for some lags
0 < d1 < d2 < · · · < ds−1 < T . Put
γ
n
= (γn, γn+d1 , γn+d2 , . . . , γn+ds−1) for n ≥ 0
and let V be the subspace of Fsq spanned by all γ n − γ 0 for 0 ≤ n < N . Let denote by V⊥ = {u ∈
Fsq : u · v = 0 for all v ∈ V } the orthogonal space of V , where · denotes the usual inner product. Then
dim(V ) < s and dim(V⊥) ≥ 1. Take 0 6= α ∈ V⊥, then
α · (γ
n
− γ
0
) = 0 for 0 ≤ n < N,
and thus
α · γ
n
= α · γ
0
=: δ for 0 ≤ n < N.
If α = (α0, α1, . . . , αs−1), then let j be the smallest index with αj 6= 0 (so 0 ≤ j < s). Then with
d0 = 0 if j = 0,
αjγn+dj + αj+1γn+dj+1 + · · · + αs−1γn+ds−1 = δ for 0 ≤ n < N. (3)
For all i, 1 ≤ i < s and 0 ≤ di, n < q let
di = di,1 + di,2p+ · · · + di,kpk−1, 0 ≤ di,1, di,2, . . . , di,k < p,
and
n = n1 + n2p+ · · · + nkpk−1, 0 ≤ n1, n2, . . . , nk < p,
be the p-adic expansions of di and n, respectively. We now define the vectors of the carries that occur
in the additions n+ di. Letwi,1 = 0 and define for 1 ≤ h ≤ k recursively
wi,h+1 =
{
1, if di,h + nh + wh ≥ p,
0, otherwise.
Then we have
n+ di = zi,1 + zi,2p+ · · · + zi,kpk−1, 0 ≤ zi,1, zi,2, . . . , zi,k < p,
with
zi,h = di,h + nh + wi,h − wi,h+1p, 1 ≤ h ≤ k,
and
ξn+di = ξn + ξdi + ωi, (4)
where
ωi =
k∑
h=2
wi,hβh.
Note that for fixed dj, dj+1, . . . , ds−1 we have at most 2(k−1)(s−j) possible choices for (ωj, ωj+1, . . . ,
ωs−1).
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So there exists a vector (ωj, ωj+1, . . . , ωs−1) such that for at least
N
2(k−1)(s−j)
different n with 0 ≤ n < N we have ξn+di = ξn + ξdi + ωi, j ≤ i < s. We have γn+di = 0 for some
i, 1 ≤ i < s for at most s− j different n. If γn+d 6= 0 then we can write γn+d = (αξn+d + β)−1. Hence
in view of (3),
αj(α(ξn + ξdj + ωj)+ β)−1 + · · · + αs−1(α(ξn + ξds−1 + ωs−1)+ β)−1 = δ
for at least N/2(k−1)s − s different elements ξn. Hence, the polynomial
F(X) = δ
s−1∏
i=j
(α(X + ξdi + ωi)+ β)−
s−1∑
k=j
αk
s−1∏
i=j
i6=k
(α(X + ξdi + ωi)+ β)
has degree s− j and at least N/2(k−1)s − s zeros, if δ 6= 0.
If δ = 0, consider F(−α−1β − ξdj − ωj) which is not zero, unless we have ξdi + ωi = ξdj + ωj for
some i > j. But this cannot occur since by the definition of the ωi and (4) there exists at least one n
such that ξdi +ωi = ξn+di − ξn, ξdj +ωj = ξn+dj − ξn, so we would have ξn+di = ξn+dj , or equivalently
n+ di ≡ n+ dj(mod q), contradicting dj < di < q. So in this case the polynomial is at most of degree
s− j− 1. This implies
s ≥ deg(F) ≥ N/2(k−1)s − s.
Now, first assuming s ≤ lg(N)we get 2(k−1)s+1 lg(N) ≥ N , so
s ≥ lg(N)− lg lg(N)− 1
k− 1 .
The case s > lgN is included in this inequality and so the result follows. 
Nowwe consider the⊕-lattice test. In particular, the following result complements Theorem 1 for
k = 1.
Theorem 2. For the sequence of elements (γn) defined by (1), we have
S⊕(γn,N) ≥ N2 − 1,
for 2 ≤ N ≤ q.
Proof. As in the proof of Theorem 1 we assume that (γn) does not pass the s-dimensional N-lattice
⊕-test for some lags d1, . . . , ds−1, and we get with the definition d0 = 0 a recurrence relation
αjγn⊕dj + · · · + αs−1γn⊕ds−1 = δ for 0 ≤ n < N,
with some αj 6= 0. If α(ξn + ξdi)+ β 6= 0 for j ≤ i < s, then we have
γn⊕di = (α(ξn + ξdi)+ β)−1 for j ≤ i < s,
and we see easily that the polynomial
F(X) = −δ
s−1∏
i=j
(α(X + ξdi)+ β)+
s−1∑
k=j
αk
s−1∏
i=j
i6=k
(α(X + ξdi)+ β)
of degree at most s has at least N − s zeros. If δ 6= 0, then the degree of F(X) is exactly s− j > 0, and
otherwise we have F(−α−1β − ξdj) 6= 0. In both cases F(X) is a nonzero polynomial, and the result
follows. 
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3. Lattice structure of nonlinear generators
In this section we prove two more general lower bounds for our lattice tests, one for S(ηn,N) and
S⊕(ηn,N), respectively. These lower bounds depend on the p-adic expansion of the degree D of f (X).
That such a dependence occurs is due to the application of Lucas’ congruence to binomial coefficients
at a certain step of the proof.
Theorem 3. Let
D = D0 + D1p+ · · · + Dk−1pk−1, 0 ≤ Di < p for 0 ≤ i < k,
and suppose that for some integer 0 ≤ t < k we have
D0 = D1 = · · · = Dt−1 = p− 1.
For the sequence of elements (ηn) defined by (2) with a polynomial f (X) ∈ Fq[X] of degree D we have
S⊕(ηn,N) ≥ min{pt(Dt + 1)− 1,D− 1}, D < N ≤ q.
Proof. As in the proofs of the previous theorems we get a recurrence relation
αjηn⊕dj + · · · + αs−1ηn⊕ds−1 = δ for 0 ≤ n < N,
with some αj 6= 0, 0 ≤ j < s, d0 = 0. Since ηn⊕d = f (ξn + ξd) the polynomial
F(X) = αjf (X + ξdj)+ · · · + αs−1f (X + ξds−1)− δ
of degree at most D has at least N zeros and F(X)must be identically zero since N > D.
Let f (X) =∑Dh=0 fhXh, then with
f (X + ξdl) =
D∑
m=0
(
D∑
h=m
fh
(
h
m
)
ξ h−mdl
)
Xm
we get
F(X) =
D∑
m=0
(
D∑
h=m
fh
(
h
m
) s−1∑
l=j
αlξ
h−m
dl
)
Xm − δ ≡ 0.
So the coefficients of F(X) = SD + SD−1X + · · · + S0XD are
SD−m =
D∑
h=m
fh
(
h
m
) s−1∑
l=j
αlξ
h−m
dl
= 0, 1 ≤ m ≤ D
SD = −δ +
D∑
h=0
fh
s−1∑
l=j
αlξ
h
dl = 0.
Now we define recursively, T0 = S0 and
Tm = Sm − f −1D
m−1∑
r=0(
D
r
)
6≡0 mod p
fD−m+r
(
D−m+ r
r
)(
D
r
)−1
Tr , 1 ≤ m ≤ D.
Let u be the largest integer 0 ≤ u < D such that(
D
m
)
6≡ 0 mod p, 0 ≤ m ≤ u.
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For all 0 ≤ m ≤ uwe get
Tm = fD
(
D
m
) s−1∑
l=j
αlξ
m
dl = 0.
Thus we have
s−1∑
l=j
αlξ
m
dl = 0 for all 0 ≤ m ≤ u. (5)
Finally, we have to determine u. If
m = m0 +m1p+ · · · +mk−1pk−1, 0 ≤ mi < p,
then by Lucas’ congruence (cf. [19–21]) we have(
D
m
)
≡
(
D0
m0
)(
D1
m1
)
. . .
(
Dk−1
mk−1
)
mod p,
and thus
(
D
m
)
6≡ 0 mod p if and only if mi ≤ Di for 0 ≤ i < k. The hypothesis D0 = D1 = · · · =
Dt−1 = p− 1, yields(
D
m
)
6≡ 0 mod p form = 0, . . . , pt(Dt + 1)− 1.
Hence we choose
u = min{pt(Dt + 1),D} − 1.
If s− j− 1 ≤ u, then the matrix (ξmdl+j)l,m, 0 ≤ l,m < s− j, is an invertible Vandermonde matrix and
thus we had αl = 0 for j ≤ l < s by (5), which contradicts αj 6= 0. 
Remarks. 1. If we do not restrict ourselves to the case N > D, then S⊕(ηn,N) = 0 is possible. For
instance if f (X) = X(X − ξ1) · . . . · (X − ξD−1) then we have η0 = η1 = · · · = ηD−1 = 0 and thus
S⊕(η,N) = 0 for all N ≤ D.
2. On the one hand, for the inversive generator (γn) Theorem 3 with k = 1 implies the improvement
S⊕(γn,N) = S(γn,N) ≥ p− 3, p− 1 ≤ N ≤ p
of Theorem 2. On the other hand, in contrast to Theorem 2 it does not provide any lower bound for
N ≤ p− 2. For k ≥ 2 Theorem 2 is stronger for all N .
For the other lattice test we can only prove a much weaker result.
Theorem 4. Let
D = D0 + D1p+ · · · + Dk−1pk−1, 0 ≤ Di < p for 0 ≤ i < k,
and suppose that for some integer 0 ≤ t < k we have
D0 = D1 = · · · = Dt−1 = p− 1.
For the sequence of elements (ηn) defined by (2) with a polynomial f (X) ∈ Fq[X] of degree D we have
S(ηn,N) ≥ min{lg(N/D)/(k− 1)− 1, pt(Dt + 1)− 1,D− 1}, D < N ≤ q, k ≥ 2.
Proof. Again, first we get a recurrence relation
αjηn+dj + · · · + αs−1ηn+ds−1 = δ for 0 ≤ n < N,
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with some αj 6= 0. As in the previous section, when substituting ηn+d = f (ξn+d) we have to consider
the carries ωi = ξn+di − ξn − ξdi . In the proof of Theorem 1 we have shown that there are at most
2(k−1)(s−j) possible vectors (ωj, . . . , ωs−1) for each fixed dj, . . . , ds−1. So, there exists such a vector of
carries such that ξn+di = ξn + ξdi + ωi, j ≤ i < s for at least N/2(k−1)s different n, 0 ≤ n < N . For all
of these n the equation
αjf (ξn + ξdj + ωj)+ · · · + αs−1f (ξn + ξds−1 + ωs−1) = δ
holds, so the polynomial
F(X) = αjf (X + ξdj + ωj)+ · · · + αs−1f (X + ξds−1 + ωs−1)− δ
of degree atmostD has at leastN/2(k−1)s zeros if F(X) is not identical zero. This leads to the first lower
bound s ≥ lg(N/D)/(k− 1).
If on the other hand F(X) is identical zero we can proceed as in the proof of the previous theorem
to obtain the lower bound s ≥ min{pt(Dt + 1),D}. 
Remarks. 1. Theorems 3 and 4 guarantee a good behavior under the lattice tests only if D is large.
Using a normal basis representation for the elements of Fq, calculating pth powers is just a
coordinate shift and can be considered free. This idea leads to rather efficient calculation methods
for many high degree polynomials. For example, inversion in F2k (or equivalently calculation of
(2k − 2)-th powers) needs only O(log k)multiplications using the Itoh–Tsujii algorithm, see [22].
2. Theorem 4 does not improve Theorem 1.
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