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SUMMARY 
 
         The limits of the current micro-scale electronics technology have been approaching 
rapidly. At nano-scale, however, the physical phenomena involved are fundamentally 
different than in micro-scale. Classical and semi-classical physical principles are no longer 
powerful enough or even valid to describe the phenomena involved. The rich and powerful 
concepts in quantum mechanics have become indispensable. There are several commercial 
software packages already available for modeling and simulation of the electrical, magnetic, 
and mechanical characteristics and properties of the nano-scale devices. However, our 
objective here is to go one step further and create a physics-based problem-adapted solution 
methodology. 
         We carry out computation for eigenfunctions of canonical and the associated perturbed 
quantum systems and utilize them as co-ordinate functions for solving more complex 
problems. We have profoundly worked with the infinite quantum potential-well problem, 
since they have closed-form solutions and therefore are analytically known eigenfunctions. 
Perturbation of the infinite quantum potential-well was done through a single box function, 
multiple box functions, and with a triangular function. The proposed solution concept utilizes 
the notion of “Universal Functions” previously introduced for solving complex engineering 
boundary value problems. Upon formulating our methodology we were able to generate 
numerical solutions of eigenvalues and eigenfunctions for our one and two dimensional 
perturbed problems. We were also able to tune the added potential and this illuminates the 
fact that, by creating arbitrary potentials, we succeeded in controlling the distribution of 
eigenvalue to a definite level and thus achieved a certain degree of localization. 
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Chapter 1     Introduction 
 
1.1 Motivation  
        The limits of the current micro-scale electronics technology have been approaching 
rapidly. In anticipation of this development the nano-scale electronics has become the 
focus of many researchers and engineers in academia and the industry since early 1990s 
[1]-[6]. Basic building blocks of modern integrated circuits have been diodes and 
transistors with their I-V characteristics being of prime significance for the design of 
complex signal processing and shaping devices and systems. Concept of Universal 
Function has been introduced for modeling signal processing design and extended to 
include the electromagnetic field interaction with micro-scale devices [7]-[9]. Universal 
Function is the knowledge of a single function from which the diagonal element as well 
as the off diagonal element can be calculated. Therefore, there is at present times, much 
interest in molecular electronics due to the recent success in measuring the I-V 
characteristics of individual or small group of molecules [10]-[17]. Hence, the study of 
electron energy level becomes a necessity. Energy levels, permissible for the electrons 
are of utmost importance, and examination of these types of problems shows that the 
available energies fall into bands and between these bands are regions of energy which 
no electron can possess. However, if the band is not full then the electrons can be 
induced to move under the influence of small perturbation [18]. Performing precise 
calculation in non-relativistic quantum mechanics utilizing the familiar Rayleigh-
Schrödinger perturbation expansion is made difficult by the existence of summation 
over all transitional unperturbed eigenstates. Alternative perturbation procedures have 
been proposed to avoid this difficulty to some extent. This procedure includes the 
logarithmic perturbation theory (LPT) [19]-[22], and the Dalgarno-Lewis technique 
[23]-[26]. For applications of this method to the n
th
 excited state, essential knowledge of 
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the unperturbed eigenfunction at the ground state is necessary but no knowledge of 
other eigenvalue or eigenfunction is required. Results are simple for n=0, i.e. the ground 
state, however negligible success have been acquired in computation for excited states, 
i.e. for the case n>0, where n indicates to a quantum state. 
        Quantum mechanics is the absolute basic for understanding physical phenomena at 
atomic scale. It provides a theoretical framework within which it is feasible to illustrate, 
correlate, and predict behavior of an immense range of physical systems [27]. At 
present times, it has numerous applications in engineering, including, lasers, 
semiconductor transistors and quantum optics. As technology advances an increasing 
amount of new electronic and opto-electronic devices will operate in ways that can only 
be understood using quantum mechanics [44]. Time and again we realize the important 
of concepts for quantum mechanics on providing a valuable insight to creating and 
understanding nanosystems. The fact that useful devices can be built on the basis of 
individual molecules have been already demonstrated by recent researcher [28]-[37]. 
Concept of molecular electronic has taken a significant step forward in terms of 
techniques on manipulating individual molecules [38-43]. It shows the importance of 
the theoretical concept of energy levels, wavefunctions, and probability density of 
electrons, band gaps, electron localization and other such quantities in a bound state. For 
example, the concept of wavefunction informs us that it is a solution for its Schrödinger 
equation and is such a function which contains all the information of a system.  
     In classical mechanics, transmission of a particle of certain mass m is made possible 
if it experiences energy greater than the potential step, and similarly reflection occurs 
for energy that is less than the potential step. The velocity of a classical particle having 
energy greater than the potential step alters as it passes the steps. However, in quantum 
mechanics, the situation is different, and the particle with energy greater than the 
potential step is not necessarily transmitted. For quantum mechanics, the wavy nature of 
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the particle makes sure that it feels the existence of changes in potential. Particles 
therefore can also penetrate through the potential [44]. Potential function introduced in a 
quantum potential-well perturbs the system and thus causes the system to be in a 
different eigenstate. Therefore, calculation of the perturbed eigenvalue and 
eigensolution becomes a necessity, for finding out other quantities, like probability of 
electron density, band gaps and current that is carried by a particular energy state. In 
doing so problems relating to one and two dimensional quantum potential-well needs to 
be investigated. 
         Modern technology permits to bind individual quantum particles in dissimilar 
traps for long intervals. Manipulations with nanostructure involve a fine tuned 
command of quantum wells shape and depths, which in turn have vital influence on 
jamming or enabling of various tunneling phenomenon. In all these type of cases, a 
fairly practical usage of traditional quantum mechanical formalism shows an adequate 
illustrative influence. Articles published on various aspects of the infinite potential well 
[45-51] have ignited new awareness in the realm of reconciling the canonical 
quantization problem for the Hamiltonian operator, with Dirichlet or Neumann 
boundary data. 
         Infinite potential-well is the most basic of all cases in which to study the 
phenomenon of quantized energy levels in bound states, and is also referred to as one of 
the “smoking guns” of wave mechanics [52]. Schrödinger equation can be solved 
analytically for such a simple potential. In spite of this, infinite potential well attributes 
a lot to great technical value for the insights it allows, and therefore is of outmost 
physical importance. Depending on the boundary conditions, it is possible to use its 
solution in describing very essential systems. By utilizing its real valued solution, 
heterostructures called quantum wells can be defined. A heterojunction is a 
semiconductor junction which constitutes of layers of dissimilar semiconductor 
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material, where these materials possess non-equal band gaps [53]. On the other hand, a 
quantum well is a potential-well that encloses particles, which were originally free to 
move in three dimensions, to two dimensions, restricting them to occupy a planar region 
[54]. The property of quantum confinement is such that it leads to energy levels called 
"energy sub-bands". In order to understand the effect on the motion of charge carriers 
caused due to the formation of local modification of band structure, it is essential to 
understand the energy bands of bulk semiconductors [55]. Another important 
phenomenon in a quantum well is known as the quantum confined stark effect, where 
quantum well created between different semiconductors leads to a decline in electric 
field and the energy gap for the formation of electron-hole pair. 
         Problems regarding one dimensional system are of interest because they illustrate 
some non-classical effects, and because many physical situations are effectively one-
dimensional even though we live in a three dimensional world [56]. It is also useful to 
study two dimensional systems. Study of the two dimensional quantum potential-well 
problems, gives an insight on localization of the electron wavefunction on the surface 
and this aid in the construction of quantum dots [57] or artificial atoms [58]. 
         System having two spatial degrees of freedom provides ample of opening for 
studying multivariable probability concepts, separation of co-ordinate techniques and 
novel mathematical methods. They provide a peek at the crucial connection between 
symmetries and the degeneracy of eigenvalues. Two dimensional systems of particles 
are rapidly becoming of more importance as their realization in surface physics becomes 
increasingly easy. Usages of modern crystal growth techniques to artificially create 
patterns of atoms whose atomic composition and sizes are controllable at nanoscale 
have been made possible at recent times. At such length scale, quantum effect becomes 
increasingly important [52]. Recent progress in nanotechnology allows creating 
semiconductors, nanostructures-quantum dots, wells or wires [59]-[61], where electrons 
 5
are confined in one, two or all three directions. Contribution to the development of 
small-scale devices and materials will significantly shape our society and the way we 
think.  
         All these mentioned facts and reasoning, along with the continuing importance of 
theoretical findings and probable suggestion of a unique methodology for robust 
tackling of perturbed one and two dimensional systems had a profound impact on my 
taking up of this research.   
 
1.2 Objective and Approach 
          The main objective of this research is to carry out theoretical and numerical 
computational work on one and two dimensional canonical and perturbed quantum 
potential-well problems. We target on formulating a methodology that provides robust 
calculation of perturbed eigenpairs and eliminates the cumbersome load of traditional 
computation. 
    We pose our original problem as a complicated Boundary Value Problem (BVP), 
which in our case is a perturbed infinite quantum potential-well. Perturbations were 
caused by various added potentials in forms of a single box function, multiple box 
function, and triangular function. But solutions to these problems are not trivial since 
these perturbations change the state of the original system and take it to a different 
eigenstate, thereby creating a change in the distribution of eigenvalues.  
         Our methods consist of constructing an auxiliary problem, which is much simpler 
in structure but at the same time resembles the original problem. To solve such a 
perturbed system, we started off by representing the original problem first with a 
canonical system. A canonical system can be termed as a system that is reduced to the 
simplest and most significant form without the loss of generality [62]. Therefore, our 
canonical problem is simply the infinite potential-well. In simpler words, we commence 
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with the infinite quantum potential-well problem because of the availability of the 
corresponding complete set of eigensolutions in closed-form. Closed-form solutions are 
termed as equations which are utilized to solve given problems in terms of mathematical 
operators and functions from a given generally accepted set. 
         Consecutively, we consider perturbed systems defined by various added potentials 
in forms of box and triangular functions, and set up the wavefunction equation of the 
perturbed system as a linear combination of the original eigensolutions, introducing an 
infinite number of a priori unknown coefficients. Our technique consist of calculating 
the “action” of the original problem on the auxiliary problem and the “action” of the 
auxiliary problem on the original problem and subtraction of the two “actions” and 
minimizing the resulting residual “action” in some suitable form.  
         In our formulation, we have utilized the notion of “Universal Function” [9]. 
Universal Functions are computable functions which have the potential to compute 
other functions.  On creation of our unique “Universal Function” approach and utilizing 
its methodology, we were successfully able to compute the eigenpairs of canonical and 
associated perturbed quantum systems and created a way for utilizing the eigenfunctions 
as co-ordinate functions for solving more complex problems.  
    We commenced by perturbing the 1D quantum potential well, where the motion of 
the electron is considered only in a single dimension - the direction of the quantum 
confinement. Perturbations caused by various added potentials in forms of a single box 
function, multiple box function, and triangular function were represented as )(xV  and 
defined on an interval of ],0[
x
L . Afterwards, we extend our discussion to the 2D cases, 
where electrons are bounded by a rectangular surface enclosed by 
x
L in the x-direction 
and by 
y
L  in the y-direction. As a potential we utilized a rectangular function 
represented by ),( yxV  and defined on an interval of ],0[],0[ yx LL × . 
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       Theoretical computation and numerical examples illuminate our findings for both 
one and two dimensional canonical and perturbed quantum potential-well problem in 
Chapters 3, 4, 5 and 6.  
 
1.3 Summary of Chapters 
         To document the details of this research, this thesis has been organized in the 
following fashion: 
        In this chapter (Chapter 1) we talk about the motivation factors on taking up this 
research. It also focuses on the objective of our research and provides information about 
the approach taken towards the aim of final outcome of this particular research. 
       Chapter 2 lays focus on the literature reviews and essential conceptual 
understanding of quantum systems and infinite potential well. We provide a classical 
and a quantum mechanical understanding along with detailed solutions for both one and 
two dimensional unperturbed infinite potential–well. An example of graphical 
understanding for perturbed system is followed up by traditional ways of dealing with 
problems relating to perturbed infinite potential-well.     
       Chapter 3 deals with one dimensional canonical and perturbed quantum potential- 
well problems and is primarily based on the formulation and methodology presented in 
[63]. Perturbation is caused by a potential function )(xV defined on the x-axis at various 
intervals from [0,1]. The functions )(xV  used in these problems are in the form of box 
function(s). The problem is posed as a Boundary Value Problem (BVP) and is in the 
form of an ordinary differential equation (ODE) [63]. From perturbing the system with a 
single potential, we build up by adding more potentials, thereby creating a transition 
from a basic problem to that of a complicated one. In each stage we provide numerical 
information of our perturbed eigenvalues in the form of E
~~
 and provide plots for 
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perturbed eigenfunctions ).(
~
xψ  Comparisons of energy values are made by assigning 
various values to the potential function ).(xV We systematically build up our   
“Universal Function” approach and show ways in which this methodology could be 
used in solving these one dimensional perturbed problems.      
        Chapter 4 also deals with the one dimensional canonical and perturbed quantum 
potential-well problems. However, instead of a box function we have utilized a 
triangular function as the perturbed potential. This triangular function )(xV  is defined in 
an interval from ].,0[ l To start off with, we had to divide the entire triangle into two 
regions and set up separate equations for )(xV . This chapter provides detailed work out 
of our formulation leading up to the “Universal Function” approach, utilized in solving 
perturbed problems relating to triangular perturbation. We also attended to some special 
cases in details that were essential for formulating our methodology.   
         In Chapter 5 we deal with two dimensional canonical and perturbed quantum 
potential well problems, which are principally based on the formulation and 
methodology presented in [64]. The problem is posed as a Boundary Value Problem 
(BVP) and is in the form of a partial differential equation (PDE) [64]. Potential function 
used for perturbation was in the form of ),( yxV and defined in an interval of 
],0[],0[ yx LL × . This is a two dimensional structure, therefore potential function was 
valid for both x-axis and y-axis. We presented a few characteristics cases in which 
perturbation was induced at both same and different intervals on both the axes. Here as 
well, we introduced our “Universal Function” approach in solving problems relating to 
two dimensional canonical and perturbed quantum potential-wells. In doing so, we have 
utilized a special kind of tensor product known as kronecker product. We have also 
addressed the case of degenerate state and discussed about their energy values. Plots of 
perturbed eigenfunctions ),(~ yxψ  presented illuminates understanding of these two 
dimensional perturbed problems.  
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         In Chapter 6 we produce some numerical data and examples from our research for 
the proof of orthongonality and orthonormality. Numerical examples were based on 
both our one and two dimensional canonical and perturbed problem in quantum 
potential- well. This chapter is rounded off by providing a detailed example of matrix 
decoupling. This numerical example was for a 44 ×  matrix. However, characteristics of 
our matrices are such that even for larger square matrix, decoupling becomes possible. 
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Chapter 2    Literature Reviews and Conceptual Background                      
                     Understanding 
 
2.1 Introduction  
         Particles in an infinite potential-well are also referred to as being particles in a 
square well. In case of an infinite quantum potential-well, wave functions are simple 
sine functions of different wavelength and hence acquire different kinetic energy. The 
energy levels drift apart as the walls become more confining. With the movement of 
these confining walls, the energy separation diminishes, and in the limit of infinite 
separation the levels form a continuum, and thereby turn into an unquantized system. 
Increasing mass has an outcome that is similar to the effect of increasing the size of the 
domain. A particle of large mass behaves more classically compared with one of low 
mass for a box of given size [18]. 
         The infinite potential-well, though a highly idealized model, is of significant 
interest for the advance of molecular-based equations of states since it contains the 
important description of more realistic models [65]. Therefore, it describes both 
repulsive and attractive force between molecules. In addition, computer simulations, 
[66]-[68] and computation of perturbation theory [69] are available for this model. 
Infinite potential well also plays significant role in several thermodynamic models [70]-
[71]. Much research has been devoted to the development of accurate models of infinite 
potential well. However, other than the mixture perturbation theory by [72] little has 
been done. Perturbation theory was originally proposed in [73]-[75], where some works 
regarding perturbation expansion on the canonical partition function of the system and 
on configuration integral in particular were carried out. Perturbations were induced by 
single-valued potential function inside the well. It is implicit in the fundamental 
postulates of quantum mechanics that the wave function corresponding to a particle 
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without spin must absolutely bear a definite value at every point in space [76]. A single-
valued function is function, which for each point in its definition domain it has a unique 
value in its range. 
         In quantum mechanics, a perturbation usually refers to a slight alteration in the 
potential function V(x). Through the perturbation theory, the effects of perturbation can 
be predicted with prior knowledge of the states of the unperturbed potential. First-order 
perturbation theory states that for lower orders, the shift in energy due to a perturbation 
is just the average additional potential energy experienced by the states of the original 
potential. This idea was also tested in the framework of an infinite square well potential; 
where perturbation was at its center in the form of a Dirac’s delta function.  
         In 1932, Wigner quasi-probability distribution was introduced for studying 
quantum corrections to classical statistical mechanics. The main concept was removing 
the wavefunction concerned with Schrödinger equation with a probability distribution in 
phase space. The problem relating to particles in a one-dimensional infinite square-well 
potential with one wall moving at constant velocity is tackled by ways of a complete set 
of functions which are also exact solutions of the time-dependent Schrödinger equation 
(TDSE). 
         Models have been created for studying energy eigenstates and have been also been 
introduced in [77]-[78].  Some recent Java program also explores on wave packets 
concerning an infinite square well. Contemporary developments in quantum well nano-
structure can be gathered from [79]. Some experiments regarding these have already 
been performed [80]-[81]. The subject of quantal time development in the infinite 
square well has been treated theoretically by Kostelecky, Bluhm, and Porter [82], and 
by Aronstein and Stroud [83]. In doing so the Wentzel-Kramers-Brillouin (WKB) 
approximation [84] or a Taylor’s series expansion of eigenenergies was utilized. 
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         Quantum-mechanical wave packet revivals have of late received significant 
theoretical and experimental attention [85]. Work has also been done on the fractional 
wavefunction revivals in the infinite square well [83]. Most often the theoretical 
research has concentrated on initially localized wave packets in the infinite square well 
for the reason of its known scales, namely the classical and revival time scale. 
        A revival of a wave function occurs when a wavefunction develops in time to a 
state closely reproducing its original form. James-Cumming model, were first utilized in 
studying this observable facts. Revivals were also predicted [86] and observed [87] in 
Rydberg electron wave packets. 
         The three dimensional infinite potentials are often referred to as the “spherical 
square well” and include the sphere and the cube. The outline for spherical square well 
can be acquired form [88] and their applications and properties can be learned from [89] 
and [90]. Ample of works have also been done for cases regarding barriers which are 
not infinite causing particles to leak through the walls of the well. This type of problem 
also holds appealing solutions and can be studied from [91] and [92]-[95].  
          Our research focuses on one and two dimensional canonical and perturbed 
quantum potential-well problems. We have utilized an infinite potential-well as our 
canonical system and then perturbed it using different potential functions in order to 
gain an insight into quantum systems. Therefore, it is essential that we start with some 
basic conceptual knowledge on both one and two dimensional infinite potential-well 
and hence the following sections are very important from an understanding point of 
view.   
 
2.2  Infinite Potential-Well: A Classical Approach 
         Classical mechanics hold a trivial solution for a quantum infinite potential well, 
also referred to as the particle in a box. The structure comprises of a single particle 
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bounded inside a box, where at the walls of the box, the potential rises to infinity, 
forming an impenetrable wall. Particle colliding with the walls does not loose any 
energy. Particles are localized bundles of energy and momentum [96]. Classical solution 
states that this particle always moves in a straight line, at the same speed until it gets 
reflected form wall. Upon reflection, it bounces back at an opposite angle to its angle of 
approach and thereby has no change in its speed. Therefore, particle experiences no 
force whatsoever and is at a state called the zero potential energy. 
 
2.3 Infinite Potential-Well: A Quantum Mechanical Approach 
          Unlike in classical approach, problem arises when trying to assign a quantum 
mechanical solution to this quantum infinite potential well. This is because many 
fundamental quantum mechanical concepts have to be introduced in solving this 
problem. For both one and two dimensional quantum infinite potential-well, the energy 
of the particle arises entirely from its kinetic energy. This is for the fact that, particles 
cannot penetrate the region where the potential energy differs from zero. In bound state 
problem, we are concerned with finding the allowable eigenfunctions and energies [97]. 
Therefore, a time-independent Schrödinger equation (TISE) needs to be utilized in 
solving these particular kinds of problems in quantum mechanics. In this case, particles 
are only allowed to have certain specific energy levels excluding the zero energy level. 
This phenomenon is called energy quantization. Due to some energy level possessing 
nodes also called the spatial nodes; it becomes certain that particles can never be found 
in that position. These are in reality the zero crossings of eigenfunctions corresponding 
to those energy levels [98].  
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2.4  One Dimensional Unperturbed Infinite Potential-Well Problems  
         An unperturbed infinite quantum potential-well simply implies that it is in its 
original or standard form as can be seen in Figure (2.1). The problem is set up as the 
case of a particle located in a one-dimensional (1D) infinite potential-well and having 
the momentum only in the x-axis, i.e. in the direction of quantum confinement. This 
infinite potential-well lies at an interval of ],0[
x
L . Inside the box we have a potential of 
zero and at the walls of the well the potential is infinity. As mentioned earlier, an 
infinite potential-well can be solved by using Schrödinger equation as shown in (2.1)  
    
                                   
                   Figure 2.1 An infinite potential- well V(x) defined on [0, Lx] 
 
                                                ψψ EH =ˆ ,                                                                   (2.1) 
where Hˆ  is known as the Hamiltonian operator and corresponds to the total energy of 
the system. Therefore, it is also written as the sum of Kinetic and Potential Energy, in 
the following manner: 
Function ),(
2
2
xV
M
p
H +=  where by the canonical substitution 











→
dx
d
i
p
η
 the 
expression changes to operator )(
2
ˆ
2
22
xV
dx
d
M
H +−=
η
and is utilized in obtaining the 
following: 
0 L x
∞ ∞ 
 
 
 
V(x) 
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                                )()()(
)(
2 2
22
xExxV
dx
xd
M
ψψψ =+− η                                              (2.2) 
It is necessary to define the constants and dependent and independent variables in (2.2), 
since they will be used through out the thesis. These are the following: 
Js
34
106260693.6
−
×=η , referred to as Planck Constant.  
KgM
31
1011.9
−
×= , referred as mass of the particle, in this case an electron.  
)(xψ = unperturbed eigenfunction or the wavefunction, also referred to as the    
            eigensolutions of a system.  
E  = unperturbed eigenvalue or energyvalue corresponding to ).(xψ  
)(xV = potential function used for perturbing the infinite potential well 
 
        )(xψ  is the solution to our time-independent Schrödinger equation (TISE). We 
know that for an infinite potential-well, no particle exists outside the interval ],0[ L . 
Therefore, it is obvious that the expression for )(xψ at those boundary points is given 
by: 
                                                0)()0( == Lψψ                                                            (2.3) 
Inside the unperturbed infinite potential well, there is no potential. Therefore, 0)( =xV  
in our time-independent Schrödinger equation (TISE). This allows us to rewrite (2.2) in 
the following way: 
                                          )(
)(
2 2
22
xE
dx
xd
M
ψψ =− η                                                      (2.4)  
The solution to (2.4) is plainly the free particle solution and is given below: 
                                 
ikxikx
BeAex
−
+=)(ψ , where    
η
ME
k
2
=                                  (2.5) 
Applying the boundary conditions given in (2.3) to (2.5) gives the following: 
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                               )sin()( kxAAeAex
ikxikx
=−=
−ψ                                                    (2.6) 
                               )sin()( kLAL =ψ                                                                            (2.7) 
In (2.7), 
                                  
L
n
k
pi
=  for =n 0, 1, 2, 3,… 
Therefore, we have 
                                 ,sin)( 





= x
L
n
Ax
nn
piψ  where =n 0, 1, 2, 3,… 
Since  0=n  has a trivial solution, we can write: 
                                ,sin)( 





= x
L
n
Ax
nn
piψ  where =n 1, 2, 3,… 
However, for a normalized solution we need to take the following steps: 
                          ∫ ∫
∞
∞−
=





=
L
nn
x
L
n
Adxxdx
0
222
1sin)(
piψ                                            (2.8) 
 1
2
2
=
L
A
n
, hence  
βi
n
e
L
AA
2
==  where β  is an arbitrary phase and thus have no 
effect and is thus taken to be zero. Therefore, the normalized solution to our 
wavefunction is in the following form: 
                                         





= x
L
n
L
x
n
piψ sin2)(                                                        (2.9) 
In (2.9), =n 1, 2, 3,… and is utilized to find the unperturbed energyvalue 
n
E  as shown 
below: 
                                           
2
222
2ML
n
E
n
piη
=                                                                   (2.10) 
Equation (2.10) has been derived in details in Chapter 3. One of the most important 
facts about (2.9) is that it forms a complete set: That is any function )(xg can be written 
in terms of a linear combination these functions: 
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                            ∑ ∑
∞
=
∞
=






==
1 1
sin
2
)()(
n n
nnn
x
L
n
c
L
xcxg
piψ                                        (2.11) 
Equations (2.9), (2.10) and (2.11) will be used later in our chapters concerning one 
dimensional canonical and perturbed potential well problem.  
 
2.5 Eigensolutions to One Dimensional Unperturbed Infinite Potential-Well:  
       Eigensolutions are also referred to as the wavefunction for a system and can be 
readily found. Figures 2.2 through 2.5 represent the unperturbed wavefunction )(xψ  for 
quantum states n=1 through n=4, i.e. the first four quantum states.        
                                      
                                   Figure 2.2 ψ  for x ∈[0, 1] when n=1 
                                      
                                   Figure 2.3 ψ  for x ∈[0, 1] when n=2 
 
ψ
ψ
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                                    Figure 2.4 ψ  for x ∈[0, 1] when n=3 
 
                                     
                                     Figure 2.5 ψ  for x ∈[0, 1] when n=4 
 
2.6    Two Dimensional Unperturbed Infinite Potential-Well Problems: 
         This problem is set up as the case of a particle located in a rectangular surface 
bounded by 
x
L in the x -direction and 
y
L  in the y-direction and in our case be written to 
lie in the interval of ].,0[],0[
yx
LL ×  Here as well, for the unperturbed case, potential is 
zero inside the rectangular surface, i.e. V(x, y) = 0, and infinite at the walls.  This 
unperturbed quantum infinite potential well is solved using the 2D version of TISE as 
shown in (2.12) and is in the form of partial differential equation (PDE). 
ψ
ψ
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                      ),(),(),(),(
2 2
2
2
22
yxEyxyxVyx
yxM
ψψψ =+








∂
∂
+
∂
∂
−
η
                 (2.12) 
Here ),( yxV is the potential and ),( yxψ denotes the wavefunction. In assuming that ψ  
can be expressed as a product of two independent functions, the method of separation of 
variables has to be utilized. This assumption allows the following expression:  
                                         )()(),( yYxXyx =ψ                                                           (2.13) 
Utilizing (2.13) and substituting into (2.12) and on evaluation of the partial derivatives 
results in: 
                                       E
Y
Y
X
X
M
=




 ′′
+
′′
−
2
2η
                                                        (2.14) 
Equation (2.14) can be separated into two parts as shown in (2.15) 
                                 xE
X
X
M
=
′′
−
2
2η
   and   yE
Y
Y
M
=
′′
−
2
2η
                                    (2.15) 
Where,  EEE
yx
=+   and expansion of X ′′  and Y ′′  leads to:  
                               XE
x
X
M x
=
∂
∂
−
2
22
2
η
   and   YE
y
Y
M y
=
∂
∂
−
2
22
2
η
                              (2.16) 
Eq. (2.16) bears the form of a 1D Schrödinger equation and thus can be solved to obtain 
the following expression: 
                        





=
xx
mm
L
xm
L
AX
pi
sin
2
   and   








=
yy
nn
L
yn
L
BY
pi
sin
2
                  (2.17) 
In (2.17), mA  and nB  are the coefficients and since XY=ψ  we obtain the following: 
                               ,sinsin
4














=
yxyx
mnmn
L
yn
L
xm
LL
C
pipiψ                                      (2.18) 
where nmmn BAC = .  
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With detailed derivation as shown in Chapter 5, we can get the following expression for 
the unperturbed energy value:   
                                      
















+








=
22
22
2
yx
mn L
n
L
m
M
E
piη
                                              (2.19) 
 
2.7   Eigensolutions to Two Dimensional Unperturbed Infinite Potential-Well 
Problems: 
         Figures 2.6 through 2.9 represents the unperturbed wavefunction ),( yxψ  for 
quantum states (m, n) = (1, 1) through (m, n) = (4, 4), i.e. the first four quantum states.      
 
        
                    Figure 2.6 ψ  for ),( yx ∈[0, 1]×[0, 1]  when (m, n)=(1, 1) 
         
                   Figure 2.7 ψ  for ),( yx ∈[0, 1]×[0, 1]  when (m, n)=(2, 2) 
ψ
ψ
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                   Figure 2.8 ψ  for ),( yx ∈[0, 1]×[0, 1]  when (m, n)=(3, 3) 
        
                   Figure 2.9 ψ  for ),( yx ∈[0, 1]×[0, 1]  when (m, n)=(4, 4) 
 
2.8     Perturbed Infinite Potential-Well:  
          Figure 2.10 gives us a graphical interpretation of a “perturbed” situation for an 
infinite quantum potential-well. The perturbed potential function here is V(x) and its 
support is from [0, 1/3]. Possibility of two important situations is shown as E<V(x) and 
E>V(x). This means that introduction of perturbation will create a change in the original 
energy level E of the infinite potential-well. Individually shifted energy levels will 
either be greater or less than the perturbed potential V(x). For E<V(X) we should 
observe decaying properties on the barrier interval, that is on [0, 1/3] for this particular 
ψ
ψ
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case. For E>V(x) we should observe an oscillating pattern and no decaying at the 
potential barrier.   
                            
Figure 2.10 Graphical interpretation of perturbation through an arbitrary potential    
                                                  function V(x) 
 
2.9     Traditional Way of Tackling Perturbed Infinite Potential –Well Problems:  
          Similar to the Figure 2.10, Figure 2.11 shows a perturbed infinite potential-well 
problem. This time however, the perturbed interval is [1/3, 2/3]. Traditionally, this type 
of problems would be tackled by first subdividing the infinite potential-well into Region 
1, Region 2 and Region 3, as indicated in Figure 2.11. Then for each individual regions, 
Schrödinger equation has to be set up, taking into account the boundary conditions, that 
has already been discussed earlier. The governing equations for these three regions are 
provided below:  
              
                  Figure 2.11 Potential-well perturbed on an interval [1/3, 2/3]  
 
V0 
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Schrödinger Equation for Region 1: 
                                                   ψψ E
M
=∇− 2
2
η
,                                                   (2.20) 
where 
2∇  stands for Laplace operator and equals 
2
2
2
2
2
2
zyx ∂
∂
+
∂
∂
+
∂
∂
 in the Cartesian co-
ordinate system (x, y, z). 
Schrödinger Equation for Region 2: 
                                                 ψψ EV
M
=+∇−
0
2
2
η
                                               (2.21) 
(2.21) can also be written as:    
                                                 ψψ )(
2 0
2
VE
M
−=∇− η                                              (2.22) 
Schrödinger Equation for Region 3: 
                                                ψψ E
M
=∇− 2
2
η
                                                       (2.23) 
 
In fact V0 is given as can be seen in Figure 2.11 and therefore E can be E > V0 or E < V0.     
         To represent single valued potential function, box functions can be juxtaposed to 
represent them. Traditional ways is ill-equipped to handle cases of such magnitude. 
However our proposed “Universal Function” [63] approach can deal with these 
problems at ease. Much will be explained in Chapter 3. Perturbation for two 
dimensional cases are caused in a rectangular surface, where an electron is confined in 
both x and y direction. We have extensively worked with two dimensional perturbed 
problems in infinite quantum potential-well problems [64] and were successfully able to 
propose a “Universal Function” approach in dealing with problems of such complexity. 
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Chapter 3    One-Dimensional Canonical and Perturbed 
Quantum Potential-Well Problems Utilizing Box Functions: A 
Universal Function Approach 
 
3.1 Introduction  
         A Boundary Value Problem (BVP) consists of a differential equation defined in a 
domain Ω  and the initial and/or boundary conditions on the boundary Γ of the domain 
Ω  necessary to uniquely solve problems. The solution to the differential equation will 
not only satisfy the differential equation in Ω  but also satisfy the boundary condition on 
.Γ  Boundary value problems may be posed for ordinary differential equations or partial 
differential equations. In our one-dimensional case, the BVP is in the form of an 
ordinary differential equation (ODE) [63]. 
         Given a complex one-dimensional BVP, which will be referred to as the original 
problem, our method consists of constructing an auxiliary BVP, which resembles the 
original problem but is much simpler. The simplicity assumption allows us to construct 
BVPs which are numerically more tractable or, alternatively, have closed-form 
solutions. An equation is assumed to be a closed-form solution if it solves a specified 
problem in terms of functions and mathematical operations from a given, generally 
accepted set of functions. We also build up our Universal Function and use it in solving 
our canonical and perturbed potential-well problem. We shall illuminate details of our 
technique by examples.  
               In Section 3.2 we work on constructing our auxiliary problem. The detailed 
calculations and steps involved in our methodology are clearly presented. This is 
followed up by Section 3.3 where we construct our “Universal Function” and set up 
equations which have been utilised for plotting figures of perturbed eigenfunction )(~ xψ  
and calculating the perturbed energy value .
~~
E  Section 3.4 comprises numerical data 
and plots a few characteristics cases. Perturbed solutions are shown along with their 
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wavefunction; comparison with the original energy value E  are made.  In Section 3.5 
we validate our formulation by introducing perturbation in the infinite potential-well 
with the equal potential values in three equal intervals on the x-direction. Section 3.6 
shows the flexibility of our methodology in solving arbitrary potential functions in the 
potential-well. In Section 3.7 we give examples of a couple of complex problems and 
provide their first eigensolution .~ψ  Section 3.8 concludes Chapter 3.  
 
3.2 On the Construction of the Auxiliary Problems 
          Consider the following ODE for the function )(
~
xψ : 
 
                                  )(~
~
)(~)()(~
2 2
22
xExxVx
dx
d
M
ψψψ =+− η                                      (3.1) 
          The positive real-valued function )(xV is defined in the interval ],0[ xL , with η  
and M being given positive real-valued constants. The fact that the 
operator )(
2
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2
22
xV
dx
d
M
+−=ℑ η is positive definite (PD) can be seen immediately:              
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Restricting ourselves to the class of functions which vanish at the boundary points x=0 
and x=Lx, we obtain:   
                        )(),(
~
xfxfℑ = 0)()()(
2
2
0
2
0
2
>+





∫∫ xfxVdxdx
xdf
dx
M
xx LLη
⁯                 (3.3) 
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          Having shown the PD property of ℑ~  we next construct an auxiliary problem 
related to our original problem by simplifying the operator ℑ~ . We set, for example, 
0)( ≡xV for :],0[ xLx ∈                                 
                                           )()(
2 2
22
xEx
dx
d
M
ψψ =− η                                                 (3.4) 
          Since
2
22
2 dx
d
M
η
−
, is positive definite, the eigenvalues and the corresponding 
eigenfunctions of (3.2) are strictly positive. By detailed substitution we have: 
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 Therefore, it is verified that the solutions of the type )(xnψ )( Nn ∈                          
                                 





=
L
xn
L
xn
piψ sin2)( ⇔ 22
22
2
n
LM
En
piη
=                                          (3.5) 
satisfy (3.4). The infinite set of the solution functions )}({ xnψ constitutes a complete set 
of co-ordinate functions in )(2 RL  which can be utilized for expanding any arbitrary 
function in their span. Functions in )(2 RL  play a vital role in many areas of analysis. 
Their usage in quantum mechanics becomes prominent where probabilities are known 
as the integrals of the absolute square of a wavefunction ψ .Therefore, stated more 
precisely, we have the orthonormality condition
nmmn δψψ =  where the identity 
operator I , has the resolution of identity: 
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                                                  ∑
∞
=
=
1n
nn
I ψψ                                                           (3.6) 
          In (3.6) we made use of the Dirac’s “bra” and “ket” notation. To see the latter 
relationship we apply (3.6) to the function ∈)(xf span }{ nψ : 
                                 )()( xfxIf = ∑
∞
=
=
1n
f
nn
n
f
434 21
ψψ                                        (3.7) 
where the “generalized Fourier coefficients”
n
f are defined in (3.7) in obvious fashion. 
Thus we arrive at  
                                                   .)(
1
n
n
nfxf ψ∑
∞
=
=                                                      (3.8) 
          This result shows that any function in the span of }{ nψ  can be expressed in terms 
of a linear combination of }.{ nψ  In particular the solution for our original problem can 
be expressed as: 
                                                    ∑
∞
=
=
1
)()(~
n
nn xx ψαψ                                               (3.9) 
          Next we determine the “action” of )(~ xψ on the auxiliary system and the “action” 
of )(xψ on the original system and subtract the two “actions.” Minimization of the 
weighted residual “action” leads to an algebraic system of equations for the 
determination of the unknown expansion coefficients nα in (3.9). The above mentioned 
computational recipe consists of the following steps: 
Step I: Multiply (3.4) and (3.1) by )(~ xψ  and )(xψ  respectively, and subtract the two 
“actions” to obtain (3.10). Steps are shown below: 
                              )()(~)()(~
2 2
22
xxEx
dx
d
x
M
ψψψψ =− η                            
                          )(~)(
~
)(~)()()(~)(
2 2
22
xxExxVxx
dx
d
x
M
ψψψψψψ =+− η  
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Step II: Let )()()()(
0
xgxfdxxgxf
xL
∫=  denote the inner-product of the two real-
valued functions )(xf  and ).(xg  Integrate (3.10) over the interval [0, Lx]. Integrating 
by parts shows that the first term on LHS vanishes. This is because the contributions of 
I and J, as stated below, cancel out and thus result in (3.11): 
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                           )(~)()
~
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          Here we have chosen the particular solution-pair }),({ mm Exψ for }.),({ Exψ  
Using the expansion formula for ),(~ xψ into (3.11), and exchanging the order of 
integration and summation we obtain: 
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n
n
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mnmn EEV ψψαψψα ∑∑
∞
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(                                     (3.12) 
                           nmmn VA ψψ= )()()(
0
xxVxdx n
L
m
x
ψψ∫=                                     (3.13)  
Using the orthonormality relationship, we obtain (3.14), with mnδ  denoting the 
Kronecker delta symbol. 
                                     ∑
∞
=
=+
1
~~
)(
n
mnmmnmn EA ααεδ                                                   (3.14) 
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Varying m from 1 to N, a suitably-chosen upper limit, we obtain an N×N algebraic 
eigenvalue problem. In (3.14) E
~~
 stands for E
~
 normalized by 
2
22
2 LM
piη . 
Furthermore, .2mm =ε     
 
3.3     On the Construction of  “Universal Functions” 
          Next we construct the “Universal Function” associated with the class of 
problems characterized in (3.15) by )(xV  leading to the “mutual” inter-action 
terms mnA , (3.16).     
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                       nmmn VA ψψ= = )()(0 xxdxV nm
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Rewriting the integral at the right-hand side we obtain:                                                                             
                      )()()()(
00
00 xxdxVxxdxVA n
a
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b
nmmn ψψψψ ∫∫ −=                           (3.17) 
Using the definition of )(xmψ and )(xnψ as given in (3.5) leads to: 
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This can be written as: 
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At this point it is instructive to introduce the notion of Universal Functions [9]:  
                                      )(xU = sinc )(x                                                             (3.19) 
Therefore, for the “inter-action” terms )( nmAmn ≠ we obtain: 
x ∈  [a, b] ⊂ [0, Lx]  
elsewhere, 
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Based on the fact that U(0)=1 for the “self-action” terms mmA we obtain:  
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3.4     Numerical Results 
          We discuss some characteristic cases where we perturb our original canonical 
system, Figure 3.1, with V )(x which support extends from a to b in the interval [0, Lx]. 
We have obtained all our numerical results by assigning values to a and b in (3.20) and 
(3.21), and thereby utilizing our “Universal Function” approach. In addition, we have 
utilized (3.14) for calculating the perturbed energy .
~~
E   
 
                             
               Figure 3.1 Original canonical system defined on an interval [0, 1] 
 
3.4.1 Case 1 
           We consider 100)(
0
==VxV  defined on [a, b] = [0, 1/3] as shown in Figure 3.2.  
Table 3.1 shows the first eight perturbed energy values nE
~~
 where the value 
corresponding to the eighth quantum state is found to be greater than V(x).   
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                                 Figure 3.2 Perturbation function for Case 1 
 
                                  Table 3.1 Perturbed eigenvalues for Case 1 
Quantum Level 
n 
Perturbed Energy Value 
nE
~~
 
1 2.049115509 
2 8.188458215 
3 18.39163959 
4 32.60478895 
5 50.72073367 
6 72.48803145 
7 96.82622133 
8 109.1793820 
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1
~ψ                                                                   2~ψ  
      
Figure 3.3 )(~1 xψ for 1
~~
E =2.049115509 
< 0V   Figure 3.4 )(
~
2 xψ for 2
~~
E = 8.188458215< 0V     
 
3
~ψ                                                                     4~ψ  
          
Figure 3.5 )(~3 xψ for 3
~~
E =18.39163959< 0V    Figure 3.6 )(
~
4 xψ for 4
~~
E =32.60478895< 0V      
 
5
~ψ                                                                     6~ψ  
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Figure 3.7 )(~5 xψ for 5
~~
E =50.72073367< 0V    Figure 3.8 )(
~
6 xψ for 6
~~
E =72.48803145< 0V      
 
 
7
~ψ                                                                      8~ψ  
           
Figure3.9 )(~7 xψ for 7
~~
E =96.82622133< 0V   Figure 3.10 )(
~
8 xψ for 8
~~
E =109.1793820> 0V      
          Figure 3.3 through Figure 3.10 shows the perturbed wave functions )(~ xψ  for the 
perturbed energy values corresponding to Table 3.1. As nE
~~
 increases, )(~ xnψ penetrates 
more through the barrier and attains the value zero. This is seen straight away from the 
figures as the wave functions show decaying property for cases when nE
~~
< V0 and 
oscillates when nE
~~
>V0.  
 
3.4.2     Case 2 
           We consider 1)(
0
==VxV  defined on [a, b] = [1/3, 2/3] as shown in Figure 3.11.  
Table 3.2 shows a comparison between the first four perturbed energy values nE
~~
 against 
the corresponding matrix dimension. 
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                             Figure 3.11 Perturbation function for Case 2 
 
           Table 3.2 First four perturbed eigenvalues nE
~~
 for different matrix dimension 
Matrix 
Dimension 
Eigen Value  
(1) 
Eigen Value 
(2) 
Eigen Value 
(3) 
Eigen Value  
(4) 
1 1.608997781    
2 1.608997781 4.195501109   
3 1.586925679 4.195501109 9.355405435  
4 1.586925679 4.189278963 9.355405435 16.40847159 
5 1.586248843 4.189278963 9.352535534 16.40847159 
6 1.586248843 4.188043809 9.352535534 16.40282896 
7 1.586132102 4.188043809 9.35239415 16.40282896 
8 1.586132102 4.18800127 9.35239415 16.40244825 
9 1.585938235 4.18800127 9.352392885 16.40244825 
10 1.585938235 4.187951925 9.352392885 16.4024258 
11 1.585914712 4.187951925 9.352383095 16.4024258 
12 1.585914712 4.1878914 9.352383095 16.40233838 
13 1.585904668 4.1878914 9.352381185 16.40233838 
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14 1.585904668 4.18788583 9.352381185 16.40232158 
15 1.585880174 4.18788583 9.352381056 16.40232158 
16 1.585880174 4.187879764 9.352381056 16.40231801 
17 1.58587624 4.187879764 9.352380348 16.40231801 
18 1.58587624 4.187868313 9.352380348 16.40230387 
19 1.585874004 4.187868313 9.352380197 16.40230387 
20 1.585874004 4.187866854 9.352380197 16.40230075 
21 1.585867673 4.187866854 9.352380165 16.40230075 
22 1.585867673 4.187865304 9.352380165 16.40229969 
23 1.585866523 4.187865304 9.352380041 16.40229969 
24 1.585866523 4.187861735 9.352380041 16.40229551 
25 1.585865769 4.187861735 9.352380018 16.40229551 
26 1.585865769 4.187861199 9.352380018 16.40229454 
27 1.585863459 4.187861199 9.352380007 16.40229454 
28 1.585863459 4.187860637 9.352380007 16.40229412 
29 1.585863009 4.187860637 9.352379973 16.40229412 
30 1.585863009 4.187859185 9.352379973 16.40229245 
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                     Figure 3.12 First four nE
~~
 for V0 = 1 against matrix dimension 
 
3.4.3     Case 3 
           In this case we consider 100)( 0 == VxV  defined on [a, b] = [1/3, 2/3]. Figure 
3.13 shows the perturbed wave functions )(~ xψ  where E
~~
< V(x) and Figure 3.14 shows 
the perturbed wave functions )(~ xψ  when E
~~
>V(x).                  
 
   ψ~                                                                  ψ~  
                
Figure 3.13 )(~ xψ for E
~~
=98.95719841 < 0V   Figure 3.14 )(
~ xψ for E
~~
=137.2751778 > 0V  
 
3.4.4     Case 4 
           We consider 100)( 0 == VxV defined on [a, b] = [2/3, 1] as shown in Figure 3.15.  
Perturbed energy values nE
~~
found for this case were the same as in Case 1. Figures 3.16 
through 3.23 show the perturbed wave functions )(~ xnψ  for perturbed energy values. As 
nE
~~
 increases, )(~ xnψ penetrates more through the barrier and attains the value one, 
unlike in Case 1 where it tends to reach the value zero in the x axis. This is seen straight 
away from the figures as the wave functions show decaying property for cases when 
nE
~~
< V0 and oscillates when nE
~~
> V0. 
 
 
 
 
 37
                                        
                               Figure 3.15 Perturbation function for Case 4 
   
 
 1
~ψ                                                                     2~ψ  
              
Figure3.16 )(~1 xψ for 1
~~
E =2.049115509 < 0V  Figure 3.17 )(
~
2 xψ for 2
~~
E =8.188458215< 0V    
  3
~ψ                                                                     4~ψ  
             
Figure3.18 )(~3 xψ for 3
~~
E =18.39163959< 0V  Figure 3.19 )(
~
4 xψ for 4
~~
E =32.60478895< 0V      
    5
~ψ                                                                   6~ψ  
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Figure3.20 )(~5 xψ for 5
~~
E =50.72073367< 0V   Figure3.21 )(
~
6 xψ for 6
~~
E =72.48803145< 0V      
 
 
 
    7
~ψ                                                                  8~ψ  
      
Figure3.22 )(~7 xψ for 7
~~
E =96.82622133< 0V Figure 3.23 )(
~
8 xψ for 8
~~
E =109.1793820> 0V      
          Table 3.3 shows the comparison between the energy values E
~~
 for the first fifteen, 
20
th
, 25
th
 ,30
th
 ,40
th
 and the 50
th
  quantum levels in the case when 1)( =xV  and 
100)( =xV are defined on [a, b] = [2/3,1]. Results are based on a fifty by fifty matrix 
created in solving our eigenvalue problem.  
 Table 3.3 Energy values nE
~~
 comparison for different 0V  defined on [a, b] = [2/3, 1] 
Quantum 
Level 
nE
~~
 for  
10 =V  
nE
~~
 for 
1000 =V  
 39
10 =V  1000 =V  
1 1.167465626 2.049115509 
2 4.399326763 8.188458215 
3 9.352289980 18.39163959 
4 16.29905052 32.60478895 
5 25.36074132 50.72073367 
6 36.33799185 72.48803145 
7 49.31368238 96.82622133 
8 64.35052630 109.1793820 
9 81.33539696 124.3132265 
10 100.3195646 138.9119964 
11 121.3458506 160.4102971 
12 144.3344924 181.5911081 
13 169.3227376 205.4568268 
14 196.3431725 233.5017061 
15 225.3340750 259.8727095 
20 400.3402242 434.2945192 
25 625.3278209 659.6916276 
30 900.3335207 934.3552630 
40 1600.329886 1633.563261 
50 2500.336974 2543.054391 
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3.5     Validation 
             To validate the result of our formulation, we have perturbed the system as 
in Figure 3.24. The entire interval was divided into three equal parts and each 
parts had V (x) = 1 assigned to them.  
                                   
                  Figure 3.24 Perturbation by 1)( =xV  on three equal intervals 
         Therefore, it is equal to a constant potential value of 1 ( as shown in Figure 
3.25) being added to the Energy E of the original system (unperturbed system). 
The perturbed eigen values nE
~~
should be (n
2 
+1), where n is the quantum level. A 
comparison between our results of nE
~~
using “Universal Function” and E validates 
this fact. We have provided Figure 3.26, which shows the first four perturbed 
energy values, where Eigenvalue_(1) is for the first energy value and 
Eigenvalue_(4) is for the fourth one. Table 3.4 compares these values with the 
original eigenvalue.                                         
 
                                        
            Figure 3.25 Equivalent Perturbation by 1)( =xV  in Figure 3.24 
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                             Figure 3.26 First four perturbed eigenvalues, nE
~~
 
 
 
                                  Table 3.4 Comparison of nE with nE
~~
for V0 =1 
 
 
 
 
 
 
 
 
3.6     Eigenvalue Distribution Using Arbitrary Potentials 
             Our “Universal Function” formulation allows assuming arbitrary potential 
functions )(xV and thus attaining control over the distribution of eigenvalues. For these 
cases, the upper limit b would be sx NiL / , where i refers to the number of added 
potentials, Lx stands for the length of the infinite potential well and Ns is the number of 
Quantum 
Level 
nE  
nE
~~
 
1 1 2 
2 4 5 
3 9 10 
4 16 17 
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equal sectors in the interval [0,Lx]. The lower limit a is equivalent to 
./)1( sx NLi − Therefore,  
                                        ∫∑
−
=
=
Sx
Sx
S
NiL
NLi
nm
N
i
imn xxdxVA
/
/)1(1
)()( ψψ                                          (3.22) 
          Figure 3.27 is an example where five arbitrary potentials in the form of V1 to V5 
are taken equally in the interval [0, Lx]. The values used for V1 to V5 are, respectively, 
1000, 1500, 2750, 3500 and 1250.                                               
                                    
                           Figure 3.27 Arbitrary potential functions in [0, Lx] 
                                       50
~ψ  
  
     
 
 
                                           
                                 
                                 Figure 3.28 50
th
 eigensolution )(~50 xψ  
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        A fifty by fifty matrix was implemented and the highest number of solution i.e. 
the 50
th
 solution for perturbed wave function )(~50 xψ is shown in Figure 3.28. The 
energy eigenvalue nE
~~
 was measured at 5484.814105. Figure 3.28 shows full oscillation 
for energy values greater than the largest potential. It is also important to note that for 
higher-order eigensolutions, the region with the highest potential always has the 
maximum amplitude and contains minimum wave numbers. 
 
3.7      More Complex Problems 
           Our methodology solves problems with even greater complexity caused by 
perturbation of the original system. Two such complex perturbed systems denoted by 
Case 1 and 2 are shown in Figure 3.29 and Figure 3.30, respectively. For both cases 
original systems were perturbed with twelve potentials in terms of V1 through V12. 
Therefore, the entire interval [0, 1] in the x-axis was divided into twelve equal portions. 
We also realize that approximation of piecewise constant functions smooth is possible 
by juxtaposing multiple box potentials.  
 
           
     Figure 3.29 Perturbed system                Figure 3.30 Perturbed system  
                          for Case 1                                               for Case2      
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         Figures 3.31 and 3.32 show the eigensolution ψ~  i.e. the perturbed 
wavefunction of the first quantum level for the cases 1 and 2, respectively. It is to 
be noted from Figure 3.31 that the interval with larger potentials allows less 
electron to tunnel through and therefore proceeds to zero value on the x-axis, but 
intervals with lower potentials is accountable for some electron tunnelling and 
therefore accounts for a positive value on the x-axis. Same reasoning can be 
implied to Figure 3.32. With our methodology and usage of the concept of 
“Universal Functions” we can easily solve a complex perturbed system and as a 
result obtain their eigenvalues and eigenvectors.    
 
 
 
    1
~ψ                                                                     1~ψ  
                        
       Figure 3.31 1
~ψ  for Case 1                               Figure 3.32 1~ψ  for Case 2 
 
 
3.8      Conclusion 
          We have extensively worked with perturbing our quantum potential-well with 
different potentials defined on various different intervals. With our methodology and the 
usage of our Universal Functions approach we have successfully calculated   perturbed 
eigenvalue nE
~~
 and obtained the corresponding perturbed eigenfunction i.e. the 
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wavefunction )(~ xψ  for all cases. It is clear that the Universal Functions allow us to deal 
with perturbed problem without going through complex calculations and setting up 
Schrödinger’s equation individually in each case. We were also able to attain greater 
energy eigenvalues for our perturbed systems. It was observed that perturbation of our 
canonical system with greater potential values yielded in greater energy values.  We 
also succeeded in tuning the arbitrary potential function )(xV  for controlling the 
distribution of eigenvalues and thus achieving a certain degree of localization.    
 
 
 
 
 
Chapter 4     One-Dimensional Canonical and Perturbed   
Quantum Potential-Well Problems Utilizing Triangular 
Function: A Universal Function Approach 
 
4.1    Introduction  
          At first we start by introducing our original system. Then we represent the 
perturbed wavefunction as a linear combination of the canonical eigenfunction. Some 
special functions are introduced to facilitate calculations and a systematic build up to 
our “Universal Function” is presented. 
      Section 4.2 deals with our canonical system. In Section 4.3 we graphically show our 
perturbed triangular potential function and set up equations for both perturbed and 
unperturbed system. We also introduce some special functions and show characteristic 
special cases involving these functions. Extensive calculations are carried out in this 
section regarding “interaction” matrix elements. In Section 4.4 we derive our “Universal 
Function.” Section 4.5 is equipped with numerical results for different values of our 
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perturbed potential values. We compare energy values and present some plots of 
perturbed wavefunctions. Section 4.6 concludes Chapter 4. 
 
4.2     Canonical System 
          Our original system is an infinite quantum potential well perturbed by a triangular 
function. To solve this problem, we create a canonical system. Our canonical system is 
the infinite potential well as shown in Figure 4.1. This well is bounded from 0 to l  on 
the x-axis. As is known from Chapter 3, the unperturbed wavefunction and energy value 
expression for our canonical system is presented in Section 4.3.      
 
 
 
                                                                         
                     Figure 4.1 Canonical system on an interval [0, l ] 
 
4.3    Perturbed Canonical System Utilizing Triangular Function as the Perturbed     
         Potential Function  
          We perturb our canonical system with a triangular function as can be seen in 
Figure 4.2. In Figure 4.3 we divide the interval [0, l ] into two  regions, namely Region 
1 and Region 2. The potential 0V  lies at the centre of the interval at 
2
l
. To deal with 
0 l x
∞ ∞ 
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both regions, we introduce )(xV  on both the regions equidistantly at the midpoint of 
2
l
. 
This fact has been graphically shown in Figure 4.4.  
                      
 
 
 
                                
                 Figure 4.2 Triangular function for perturbing our canonical system 
 
                                
                   Figure 4.3 Division of perturbed system into two regions 
 
0 l x
∞ ∞ 
 
2
l
   
0 l x
∞ ∞ 
 
2
l
0
V
 Region 1  Region 2 
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                      Figure 4.4 Defining potentials to separate regions 
 
 
At this point we define potential )(xV  for both the regions. Therefore,   
the potential function involving Region 1 is 
2
)(
0
l
x
V
xV
=    
                                                   x
l
V
xV **2)( 0=                                                         (4.1)   
and the potential function in Region 2 is
2
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                                                       )(**2)( 0 xl
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00 l
x
VVxV −=                                            (4.2)              
Now we set up the Schrödinger equation for our original problem: 
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There is no ).(xV Next we set up our Schrödinger equation for the perturbed case: 
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Then we multiply (4.3) and (4.4) by )(~ xψ  and ),(xψ  respectively, and subtract the two 
“actions” to obtain (4.5) 
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Next we integrate both sides with respect to x over the entire range, i.e. ],0[ lx∈  
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We carry out the calculation of P and Q using integration by parts method. It turns out 
that P and Q cancels out and (4.5) results in the following equation                                   
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Further cancellation by 
M2
η
 leads to: 
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~
()(~)()( xxEExxxV ψψψψ −=                                          (4.7) 
Therefore, we have the above equation being integrated over the range ],0[ lx ∈  and 
thus leading to:  
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At this point we say that the perturbed wavefunction ψ~  can be formed as a linear 
combination of the original wavefunctions )(xnψ . This gives rise to the following 
equation with a priori unknown
n
α  and 
n
ψ  being our complete set of solution:  
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1
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n
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=
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ψψ =  we have: 
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The elements
mn
A  in (4.10) involve the potential function ).(xV  However; our original 
problem was divided into two regions. This gave rise to two different )(xV , one for each 
region. This very fact implies that the integral in (4.10), representing
mn
A  can be 
partitioned as follows:  
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2
2
0
xxxVdxxxxVdxA
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ψψψψ ∫∫ +=                           (4.11) 
I and II in the equation denote the potential function )(xV  in Regions 1 and 2, 
respectively. Replacing the expression for )(xV  in (4.10) with (4.1) and (4.2) results in 
the following expression for
mn
A : 
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  Putting in the expression for )(x
m
ψ  and )(x
n
ψ  we have: 
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Further simplification leads to the following: 
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By denoting the expression 
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expression of )cos(
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expression: 
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To simplify equations, it is a convenience to introduce some special terms. We 
introduce the following expressions to facilitate our calculation: 
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Here the sub indices e and b refer to the upper and lower limits respectively (begin-and-
end-point coordinates). Two new parameters in the following form are defined at this 
point  
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At this stage we can write the following expressions: 
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Therefore,  
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In (4.20), sinc ( )ξ  = 1 when ξ  = 0 and equals ( )ξ
ξsin
 when ≠ξ 0. In the same fashion,  
                                           
x
x
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 53
At this point it is instructive to sum up by introduce the notion of Universal Functions 
[9]: 
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         With these expressions in (4.20) and (4.21); a couple of special cases come into 
existence. These cases are shown below: 
     Case 1: For ),0( xF  we have the following expression.  
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     Case 2: For ),0( xH we have the following expression. 
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Utilizing (4.20), (4.21) and where applicable their special cases, we can write 
mn
A  in 
(4.15) as the following: 
 
 










+−










+−= 0,)(
2
,)(
2
0
l
nmH
l
l
nmH
l
V
A
mn
pipi
 










+−










+−










−−










−+
2
,)(,)(20,)(
2
,)(
2
0
0 l
l
nmFl
l
nmFV
l
nmH
l
l
nmH
l
V pipipipi










−−










−+
2
,)(,)(2
0
l
l
nmFl
l
nmFV
pipi










−−










−−










+−










++
2
,)(,)(
2
2
,)(,)(
2
00 l
l
nmHl
l
nmH
l
Vl
l
nmHl
l
nmH
l
V pipipipi
                                                                                                                                    (4.24) 
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Based on the fact that when m=n, for the “self-action” terms mmA we obtain:  
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To simplify 
mm
A  we utilize (4.22) and (4.23) from the special cases. Simplification 
leads to the following expression: 
                                





−−+=
8
1
8
4
*
2
2
*2
8
*
2 2
0
2
0 l
l
Vl
V
l
l
V
A
mm
  
                                lVA
mm 02
1
=      and hence     
2
2
0
l
A
V
l
mm
=                                   (4.26) 
         Equation (4.3) helps to make the following deduction: 
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Following the same procedural steps as shown in Chapter 3, we can derive the 
expression for our unperturbed energy value
n
E , where n is the quantum number. In 
doing so we get: .
2
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n
LM
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n
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=  Coming back to the RHS of (4.8) we have the following 
expression:  
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By rearranging this equation (4.27) and putting in the expressions of  )(xψ  and )(~ xψ  
we have: 
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Using the expression of )cos()cos(sinsin2 βαβαβα +−−=  (5.28) can be written in 
the following way, 
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For the case when m=n we have 
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Therefore the entire equation is in the form of  
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Dividing by l  on both sides and putting the expression for LHS we have the following: 
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Next we multiply (4.32) by 2l  and divide by 
0
V  to get the following: 
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From (4.33) it can be implied that the diagonal terms equal ½ and the off-diagonal term 
are in the form of 
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V
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=  and .21
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V
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=  Therefore, (4.23) can be written in 
the following way: 
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Replacing values in (4.24) by 
n
E   we derive the following expression: 
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where we have 
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With these abbreviation, (4.35) simplifies greatly and we obtain: 
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4.4    Construction of “Universal Function”  
          From (4.36) we can see that the part denoted with  Z  shows that for the original 
problem, the associated eigenvalue problem is diagonal. Therefore, the entire problem 
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simplifies to (4.37) where we have to only solve for the matrix
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B . With the 
expressions of 
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=  as shown earlier, we can write the 
following: 
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         Then we simplify 
mn
B  using our special functions )(sinc),( xxxF λλ =  and  
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can be written in the form 
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After detailed calculation of (4.38), the entire expression stands out as the following: 
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At this point it is instructive to introduce the notion of Universal Function [9]: 
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For completeness we have: 
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and 
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mn
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4.5   Numerical Results 
We have “perturbed” the chosen canonical system with different potential value 
)(xV   for the triangular function. We discussed some characteristics cases with 
)(xV = 0V =1, )(xV = 0V =100 and )(xV = 0V =1000. Eigenvalue comparison is done 
and eigenfunctions for various potentials have been plotted. 
 
4.5.1   Case 1 
           Assume )(xV = 0V =1 as our potential. Table 4.1 shows the first four perturbed 
eigenvalues nE
~~
 against matrix dimension. It turns out that for higher dimensions of 
matrix, the energy value converges, i.e. for more accurate result; a higher rank matrix is 
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suggested. Figure 4.5 shows a plot of these mentioned eigenvalues in Table 4.1 against 
the first thirty matrix dimension. We can clearly view the difference between the energy 
values for the first four consecutive quantum levels. Table 4.2 shows the comparison of 
perturbed energy with that of the original energy value nE  calculated as n
2
, where n 
represents the quantum level. We can clearly see the enhancement of energy value due 
to perturbation by )(xV = 0V =1. 
                    Table 4.1 First four Perturbed eigenvalues nE
~~
 for 0V =1 
Matrix 
Dimension 
Eigenvalue_(1) Eigenvalue_(2) Eigenvalue_(3) Eigenvalue_(4) 
1 1.5    
2 1.5 4.5   
3 1.494870298 4.5 9.505129702  
4 1.494870298 4.497296811 9.505129702 16.50270319 
5 1.494857711 4.497296811 9.502549996 16.50270319 
6 1.494857711 4.497296545 9.502549996 16.50081131 
7 1.494847484 4.497296545 9.502549066 16.50081131 
8 1.494847484 4.497293076 9.502549066 16.50081125 
9 1.494846793 4.497293076 9.502541954 16.50081125 
10 1.494846793 4.497293075 9.502541954 16.50080723 
11 1.494846265 4.497293075 9.502541812 16.50080723 
12 1.494846265 4.497292962 9.502541812 16.50080723 
13 1.494846174 4.497292962 9.502541396 16.50080723 
14 1.494846174 4.497292962 9.502541396 16.50080705 
15 1.494846101 4.497292962 9.502541367 16.50080705 
16 1.494846101 4.497292952 9.502541367 16.50080705 
17 1.494846081 4.497292952 9.502541305 16.50080705 
18 1.494846081 4.497292952 9.502541305 16.50080703 
19 1.494846064 4.497292952 9.502541297 16.50080703 
20 1.494846064 4.49729295 9.502541297 16.50080703 
21 1.494846058 4.49729295 9.502541282 16.50080703 
22 1.494846058 4.49729295 9.502541282 16.50080703 
23 1.494846053 4.49729295 9.50254128 16.50080703 
24 1.494846053 4.49729295 9.50254128 16.50080703 
25 1.494846051 4.49729295 9.502541275 16.50080703 
26 1.494846051 4.49729295 9.502541275 16.50080703 
27 1.494846049 4.49729295 9.502541274 16.50080703 
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28 1.494846049 4.497292949 9.502541274 16.50080703 
29 1.494846048 4.497292949 9.502541272 16.50080703 
30 1.494846048 4.497292949 9.502541272 16.50080703 
 
          
Matrix Dimension Vs Perturbed Eigenvalues for 
V0=1
0
5
10
15
20
0 10 20 30 40
Matrix Dimension
E
ig
en
va
lu
e Eigenvalue_(1)
Eigenvalue_(2)
Eigenvalue_(3)
Eigenvalue_(4)
 
                    Figure 4.5 First four nE
~~
 for V0 = 1 against matrix dimension 
                               
                                 Table 4.2 Comparison of nE with nE
~~
for V0 =1 
 
 
 
 
 
 
 
4.5.2 Case 2  
Next assume )(xV = 0V =10 as the potential for perturbing our canonical system. In 
analogy to the Case1, Table 4.3 shows the convergence of the first four perturbed 
eigenvalues for this particular potential against corresponding matrix dimension. As 
expected all the four eigenvalues are greater for 0V =10 compared with 0V =1. Therefore, 
with a large perturbation we can achieve greater energy value. Figure 4.6 shows the plot 
Quantum 
Level (n) 
nE  nE
~
 
1 1 1.4948 
2 4 4.4973 
3 9 9.5025 
4 16 16.501 
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corresponding to Table 4.3 for easy visualization between energy values at different 
quantum levels. 
                  Table 4.3 First four perturbed eigenvalues nE
~~
 for 0V =10 
Matrix 
Dimension 
Eigenvalue_(1) Eigenvalue_(2) Eigenvalue_(3) Eigenvalue_(4) 
1 6    
2 6 9   
3 5.515984735 9 14.48401527  
4 5.515984735 8.73545234 14.48401527 21.26454766 
5 5.513346794 8.73545234 14.22463549 21.26454766 
6 5.513346794 8.732953 14.22463549 21.07864958 
7 5.512335321 8.732953 14.22422837 21.07864958 
8 5.512335321 8.7325269 14.22422837 21.07804635 
9 5.512331667 8.7325269 14.22344329 21.07804635 
10 5.512331667 8.73251606 14.22344329 21.07762452 
11 5.512289829 8.73251606 14.22343835 21.07762452 
12 5.512289829 8.73250363 14.22343835 21.07762199 
13 5.512287634 8.73250363 14.22339324 21.07762199 
14 5.512287634 8.73250317 14.22339324 21.07760443 
15 5.512282223 8.73250317 14.22339106 21.07760443 
16 5.512282223 8.73250204 14.22339106 21.07760432 
17 5.512281546 8.73250204 14.22338427 21.07760432 
18 5.512281546 8.73250199 14.22338427 21.07760237 
19 5.512280365 8.73250199 14.22338354 21.07760237 
20 5.512280365 8.73250181 14.22338354 21.07760236 
21 5.512280131 8.73250181 14.22338192 21.07760236 
22 5.512280131 8.7325018 14.22338192 21.077602 
23 5.51227978 8.7325018 14.22338164 21.077602 
24 5.51227978 8.73250176 14.22338164 21.077602 
25 5.512279687 8.73250176 14.22338113 21.077602 
26 5.512279687 8.73250176 14.22338113 21.07760191 
27 5.51227956 8.73250176 14.22338101 21.07760191 
28 5.51227956 8.73250174 14.22338101 21.07760191 
29 5.512279518 8.73250174 14.22338082 21.07760191 
30 5.512279518 8.73250174 14.22338082 21.07760188 
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                    Figure 4.6 First four nE
~~
 for V0 = 10 against matrix dimension 
 
4.5.3   Case 3 
            Table 4.4 shows the energy value comparison nE
~~
 between )(xV = 0V =100 and 
)(xV = 0V =1000. We can see a significant change in the eigenvalues for each and every 
quantum level. For )(xV = 0V =100 we have nE
~~
> )(xV  for the seventh quantum level, 
i.e. for n=7 where as for )(xV = 0V =1000, the same thing is true for a higher level, i.e. 
for n=25. These values are based on the calculation for a fifty by fifty matrix. Therefore, 
the numerical values obtained for the 50
th
 solution is our highest values for perturbed 
eigenvalue. Figure 4.7 through 4.13 shows the first seven solution for the perturbed 
wavefunctions  )(~ xnψ  for )(xV = 0V =100. From quantum level 1 through 6, perturbed 
wavefunctions )(~ xnψ  shows decaying properties since for those states nE
~~
< )(xV . 
However the moment nE
~~
 becomes greater than the perturbed potential, we see oscillation for 
)(~ xnψ . Figure 4.14 gives our highest solution, i.e. the perturbed wavefunction for 
quantum level n=50.  
 
                       Table 4.4 Energy values nE
~~
 comparison for different )(xV  
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Quantum 
Level (n) n
E
~~
 for  
100)( =xV  
nE
~~
 for 
1000)( =xV  
1 30.17436236 157.5944951 
2 37.27803425 173.0287309 
3 56.38269428 276.8809683 
4 65.22657685 302.5235426 
5 80.38526406 379.7020703 
6 89.39128622 408.5420460 
7 103.7178431 472.7153995 
8 116.8434776 502.2417369 
9 133.8098266 559.3476538 
10 151.9596783 587.8955477 
11 172.8024825 640.7255276 
12 195.3913885 667.7099019 
13 220.2646849 717.9847121 
14 247.0332175 743.0124476 
15 275.9405473 791.6909370 
20 450.5134562 953.8754809 
25 675.3344388 1161.155413 
30 950.2300001 1423.566715 
40 1650.129902 2113.282768 
50 2552.093293 3159.265719 
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  1
~ψ                                                                   2~ψ  
                       
Figure 4.7 )(~1 xψ for 1
~~
E = 30.17436236< 0V   Figure 4.8 )(
~
2 xψ for 2
~~
E = 37.27803425< 0V  
 
 
 
  3
~ψ                                                                   4~ψ  
                         
Figure4.9 )(~3 xψ for 3
~~
E = 56.38269428< 0V  Figure 4.10 )(
~
4 xψ for 4
~~
E = 65.22657685< 0V  
  5
~ψ                                                                   6~ψ  
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Figure4.11 )(~5 xψ for 5
~~
E =80.38526406< 0V Figure 4.12 )(
~
6 xψ for 6
~~
E = 89.39128622< 0V  
 7
~ψ                                                                      50~ψ  
                 
 Figure 4.13 )(~7 xψ for 7
~~
E = 103.7178431 > 0V    Figure 4.14 50
th
 eigensolution )(~50 xψ  
4.5.4   Case 4  
          Finally we perturb our system with )(xV = 0V =1000. The perturbed solution for 
wavefunctions are given below. Figures 4.15 to 4.20 show our eigensolutions for the 
first six quantum states. Similar to the Case 3 we also see the decaying property. 
However, in Figure 4.21 we see oscillation. This figure corresponds to the 25
th
 quantum 
state. This is an instant where nE
~~
> )(xV . Figure 4.22 gives our highest solution for 
perturbed wavefunction. The amplitude is highest at the middle because our perturbed 
potential function in the form of a triangular function had the maximum potential at the 
middle. This is supported by Figure 4.3. As we have seen in Chapter 3 and as we shall 
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also observe in Chapter 4, that for higher solutions of perturbed wavefunctions; the 
region with the highest potential results in the maximum amplitude and the least number 
of wavefunction.   
 
  1
~ψ                                                                 2~ψ  
              
Figure4.15 )(~1 xψ for 1
~~
E =157.5944951< 0V  Figure 4.16 )(
~
2 xψ for 2
~~
E = 173.0287309< 0V  
 
 
 
 
   3
~ψ                                                                4~ψ  
              
Figure4.17 )(~3 xψ for 3
~~
E =276.8809683< 0V Figure 4.18 )(
~
4 xψ for 4
~~
E = 302.5235426< 0V  
    5
~ψ                                                             6~ψ  
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Figure4.19 )(~5 xψ for 5
~~
E =379.7020703< 0V Figure 4.20 )(
~
6 xψ for 6
~~
E = 408.5420460< 0V  
  25
~ψ                                                               50~ψ  
                                                                 
Figure 4.21 )(~25 xψ for 25
~~
E = 1161.155413> 0V  Figure 4.22 50
th
 eigensolution )(~50 xψ  
4.6 Conclusion 
        In this chapter we have extensively investigated the triangular function as the 
potential function for perturbing our quantum potential- well. Detailed calculations were 
carried out and some special functions along with their special cases were introduced. 
The notion of “Universal Function” was introduced and utilized. Perturbed energy 
values were calculated and perturbed wavefunction were plotted. We tested with various 
potential values for )(xV  and the results were compared with each other. Plots obtained 
for perturbed eigensolutions were consistent in behavior and facilitated the 
understanding for cases when perturbed energy values were greater or less than our 
potential value )(xV . From these plots we can have a visual recognition of what happens 
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to a wavefunction in the perturbed interval, i.e. at the point where it hits the potential 
barrier.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 5     Canonical and Perturbed Quantum Potential-
Well Problem in Two Dimensions: A Universal Function 
Approach 
 
 
5.1      Introduction 
          This work is built upon the theory and methodology presented in Chapter 3 and 
follows the same logical and procedural steps. To begin with, we have assumed a 
Boundary Value Problem (BVP), which here will be referred to as the original problem. 
BVP in our two dimensional case is in the form of a partial differential equation (PDE). 
Our method consists of constructing an auxiliary problem, which resembles the original 
problem but is much simpler. Similar to the discussion in Chapter 3 and 4, we suggest 
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the construction of a “Universal Function” approach towards solving two-dimensional 
canonical and perturbed quantum potential-well problems.  Numerical examples will 
help to facilitate the understanding of our technique.   
      Section 5.2 starts off with the original problem at hand and introduces the 
differential operator ℑ~ . In Section 5.3 we simplify this differential operator and work on 
creating an auxiliary problem relating to the original one.  We introduce the perturbed 
wavefunction ),(~ yxψ  as a linear combination of our original wavefunction. We then 
study the action of our perturbed and unperturbed wavefunction with each other and 
carry out calculation regarding this aspect. Section 5.4 sets up our “Universal Function” 
approach for the two-dimensional canonical and perturbed quantum potential-well 
problems. This section also involves the introduction of Kronecker product a special 
case of Tensor product. Section 5.5 comprises some characteristic numerical results. 
Three illustrative cases are defined and their corresponding eigenfunctions are plotted 
for various quantum states. In Section 5.6 we carry out an eigenvalue comparison for 
these cases and reflect on the important values. Section 5.7 carries out a validation test 
by comparing energy values of perturbed and unperturbed infinite potential-well for the 
case when the potential function 1),(
0
==VyxV .  Section 5.8 draws a conclusion for the 
entire of Chapter 5.  
 
5.2      Original Problem 
           We start with the following partial differential equation (PDE) for the 
eigenfunction ),(~ yxψ with the corresponding eigenvalue E~ : 
                                   ),(~
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time-independent Schrödinger equation for a particle with mass M subject to the 
potential function ),( yxV should not be relevant to our discussion. However, the positive 
definiteness property is a crucial assumption. 
 
5.3      Auxiliary Problem 
           Next we construct an auxiliary problem related to our original problem by 
simplifying ℑ~ . In particular by setting 0),( ≡yxV  on ],0[],0[ yx LL ×  we 
obtain 
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     Since ℑ  and ℑ~ are both positive definite, the eigenvalues and the corresponding 
eigenfunctions are all real-valued and the eigenvalues strictly positive. By detailed 
substitution we have:  
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Therefore it can be verified that the solutions of the type ( )NNnm ×∈),(   
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with their corresponding eigenvalues mnE satisfies (5.2). It is worth mentioning that the 
infinite set of the solution function )},({ yxmnψ constitutes a complete set of co-ordinate 
functions which can be utilized in expanding any arbitrary function in their span.  Stated 
more precisely, any solution ),(~ yxψ of (5.1) can be expressed as a linear combination 
of )},({ yxmnψ  
                                               .),(),(~
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m
yxyx ψαψ                                     (5.4) 
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     Next we determine the “action” of ),(~ yxψ on the auxiliary problem and the “action” 
of ),( yxψ on the original problem and subtract the two “actions.” Minimizing the 
weighted residual “action” leads to an algebraic system of equations for the 
determination of a priori unknown expansion coefficients mnα in (5.4). The above 
mentioned computational recipe consists of the following steps.   
 
Step I:  Multiply the original equation by ),(~ yxψ and the perturbed one by ),( yxψ to 
obtain:                                                                                
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 Subtract (5.5-b) from (5.5-a) to arrive at: 
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Step II: Define the inner product of two real-valued functions f(x, y) and g(x, y) by:  
                        ),(),(),(),(
00
yxgyxdyfdxyxgyxf
yx
LL
∫∫= .                                        (5.7) 
Integrate (5.6) over the interval ],0[],0[ yx LL × . Integration by parts of the first term on 
LHS leads to zero. This is on the grounds that the contributions I and J on the one hand 
and K and L on the other hand cancel out (I-J=0, K-L=0). I, J, K and L are, respectively, 
defined by: 
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Therefore, it can be written in the following manner: 
    I= 





∂
∂
∂
∂
xx
ψψ~ , J= 





∂
∂
∂
∂
xx
ψψ
~
, K= 





∂
∂
∂
∂
yy
ψψ~   and L= 





∂
∂
∂
∂
yy
ψψ
~
                  
With these results we obtain 
                                      ψψψψ ~)(~ mnmnmn EEV −=−                                       (5.8-a) 
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     In (5.8-c) I stands for the identity operator. Identity operators are identified by 
leaving unchanged the element on which they operates. Furthermore, we have chosen 
),( yxmnψ  and the associated mnE for ),( yxψ  and ,E respectively. Substituting (5.4) for 
),(~ yxψ into (5.8-a) and using the linearity property of the inner-product and exchanging 
the order of integration and summation we obtain:                                                                                             
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With the definitions nmmnnnmm yxVA ˆˆˆˆ ),( ψψ= and nnmmnmmn ˆˆˆˆ δψψ =  we can write: 
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5.4     On the Construction of “Universal Functions” 
          At this point, we start on building up to the construction of our “Universal 
Function” associated with the class of problems characterized by ),( yxV  as is shown in 
the following manner: 
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0V
yxV                                                                 
 
with 0V being a constant confined in a rectangular surface of length xL in the x -
direction and 
y
L  in the y-direction. With this choice of definition for ),( yxV we obtain 
the following expression:                                                                                                                                                 
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 Using (5.3) leads to:         
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Or, equivalently,  
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where A⊗ B is a special case of tensor product known as the Kronecker product of the 
matrices A and B as defined in (5.12) and results in a block matrix. Kronecker product 
is not an ordinary matrix multiplication.  By simple definition, if A is a nm ×  matrix 
and B is a qp ×  matrix then the Kronecker product A⊗ B is the nqmp × block matrix. 
],0[],0[],[],[),( yx LLdcbayx ×⊂×∈   
elsewhere, 
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      To get approximate solutions, the infinite series are truncated keeping a finite 
number of terms only ),..,1ˆ,,..,1ˆ( NnNm == . Then (5.13) leads to an equation in which 
m and n are free indices. A new equation is generated for each choice 
of ).,..,1(),..,1(),( NNnm ×∈  This procedure results in a finite algebraic system of 
equations for .mnα Using definitions of ),( yxmnψ and ),(ˆˆ yxnmψ leads to: 
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     It should be pointed out that the “inter-action” and “self-action” matrix 
elements nnmmA ˆˆ  and mmnnA , respectively, can be constructed using the notion of 
Universal Functions [9]:  
                                              U (ξ ) = sinc(ξ )                                                          (5.16) 
Using (5.16), (5.14) and (5.15) can be written in the form: 
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and       
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Based on the fact that U(0) = 1 we obtain the following: 
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5.5     Numerical Results 
          We solve our original system by considering a box function ),( yxV defined 
on ],0[],0[],[],[),( yx LLdcbayx ×⊂×∈ . For different cases, the only modification that we 
have to carry out, is just change the values of ],[ ba  and ],[ dc  in equations (5.17) through 
(5.20), which were obtained through our “Universal Function” approach. The perturbed 
wave functions ),(~ yxψ  are plotted in figures below. Perturbed eigensolutions for 
quantum states (m, n)=(1, 1), (m, n)=(2, 2), (m, n)=(3, 3), (m, n)=(4, 4) and  (m, n)=(5, 
5) are shown for some characteristics cases. A close inspection of the figures in Cases 1, 
2 and 3 reveals that perturbed wavefunction ),(~ yxψ  has decaying on the support of 
),( yxV , i.e. at the perturbed interval for cases when the perturbed energy value mnE
~
  is 
less than the .0V  It is also clear that for the highest quantum state i.e. for (m, n)=(5, 5), 
the region with the highest potential always has the maximum amplitude and contains 
minimum wave numbers.       
 
5.5.1     Case 1 
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           We consider .100),(
0
==VyxV defined on ),( yx ∈[1/3,2/3]×[1/3,2/3]. Figure 5.1 
through Figure 5.5 shows perturbed wave functions ),(~ yxmnψ  for this case.  
 
                               
                 Figure5.1: 1,1
~ψ ),( yx for ),( yx ∈[1/3, 2/3]×[1/3, 2/3]  
                              
                 Figure5.2 2,2
~ψ ),( yx for ),( yx ∈[1/3, 2/3]×[1/3, 2/3]  
                              
ψ~
ψ~
ψ~
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                  Figure5.3  3,3
~ψ ),( yx for ),( yx ∈[1/3, 2/3]×[1/3, 2/3]  
                                
                   Figure 5.4 4,4
~ψ ),( yx for ),( yx ∈[1/3, 2/3]×[1/3, 2/3]   
 
                            
                   Figure 5.5 5,5
~ψ ),( yx for ),( yx ∈  [1/3, 2/3]×[1/3, 2/3]  
 
5.5.2     Case 2 
           We consider 100),( 0 == VyxV  defined on ),( yx  ∈  [0,1/3]×[0,1/3]. Figures 5.6 
through 5.10 shows   perturbed wave functions ),(~ yxmnψ  for this case.   
 
ψ~
ψ~
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                      Figure 5.6 1,1
~ψ ),( yx  for ),( yx ∈  [0, 1/3]×[0, 1/3]   
                               
                     Figure 5.7 2,2
~ψ ),( yx for ),( yx  ∈  [0, 1/3]×[0, 1/3]   
                               
                     Figure 5.8 3,3
~ψ ),( yx for ),( yx  ∈ [0, 1/3]×[0, 1/3]   
ψ~
ψ~
ψ~  
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                      Figure 5.9: 4,4
~ψ ),( yx for ),( yx  ∈  [0, 1/3]×[0, 1/3]   
                                
                      Figure 5.10 5,5
~ψ ),( yx for ),( yx  ∈  [0, 1/3]×[0, 1/3]  
 
5.5.3     Case 3 
           We consider 100),( 0 == VyxV  defined on the domain ),( yx  ∈  [2/3, 1]×[0, 1].  
Figures 5.11 through 5.15 show perturbed wave functions ),(~ yxmnψ  for this case. The 
perturbed length on x- and y-axis is slightly different compared with Cases 1 and 2. 
Previously we had the same perturbed interval for both the axes but now we have 
perturbation at [2/3,1] on the x –axis and [0,1] at the y-axis. This accounts for some 
interesting data in Table 5.3 produced at a later stage.    
 
ψ~
ψ~
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                     Figure 5.11 1,1
~ψ ),( yx  for ),( yx  ∈  [2/3, 1]×[0, 1]  
 
                                   
                    Figure 5.12 2,2
~ψ ),( yx for ),( yx  ∈  [2/3, 1]×[0, 1]  
                           
                     Figure 5.13 3,3
~ψ ),( yx for ),( yx  ∈  [2/3, 1]×[0, 1] 
ψ~
ψ~
ψ~
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                    Figure 5.14 4,4
~ψ ),( yx  for ),( yx  ∈  [2/3, 1]×[0, 1]  
                               
                      Figure 5.15 ),( yx 5,5
~ψ  for ),( yx  ∈  [2/3, 1]×[0, 1]  
 
5.6     Eigenvalue Comparison 
          The perturbed energy eigenvalue mnE
~
was also compared with the corresponding 
unperturbed value. Tables 5.1, 5.2 and 5.3 show this comparison for quantum states  
(m, n)=(1, 1), (m, n)=(2, 2), (m, n)=(3, 3), (m, n)=(4, 4) and (m, n)=(5, 5), respectively. 
In Table 5.1 we see that 100
0
=V  resembles the highest energy value for the five 
quantum states mentioned. 10
0
=V  accounts for  a moderate rise of the energy value 
and for instances when 1
0
=V  we have the least increase in our eigenvalue as opposed 
to the corresponding values obtained for higher potentials used for perturbing our 
ψ~
ψ~
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system. Similar trend is seen to be repeated for Table 5.2 and 5.3. However Table 5.3 
gives the highest energyvalue for 1
0
=V , 10
0
=V  and 100
0
=V  in the case when  
(m, n)=(2, 2), (m, n)=(3 ,3), (m, n)=(4, 4) and (m, n)=(5, 5). In all Case for 1
0
=V , 
10
0
=V  and 100
0
=V , the perturbed energy value mnE
~
 is greater than that of the 
unperturbed energyvalue.  
 
 
                   
                 Table 5.1 mnE and mnE
~
for ),( yx ∈ [1/3, 2/3]×[1/3, 2/3] 
                          
0
50
100
150
Energy Values 
against 
Quantum Level
Energy Value Comparison
Unperturbed 2 8 18 32 50
Perturbed (V=1) 2.3527 8.0375 18.115 32.164 50.078
Perturbed(V=10) 4.2904 8.3204 19.729 33.847 50.853
Perturbed (V=100) 6.9396 9.2908 23.339 50.369 110.81
1 2 3 4 5
 
                    Table 5.2 mnE and mnE
~
for ),( yx  ∈  [0, 1/3]×[0, 1/3] 
                        
0
50
10 0
150
Energy 
V alue 
against  
Quant um 
Level
Energy Value Comparison
Unperturbed 2 8 18 32 50
Perturbed (V=1) 2.0345 8.1528 18.115 32.08 50.133
Perturbed(V=10) 2.1874 8.8529 19.131 32.673 51.637
Perturbed (V=100) 2.39 9.455 20.952 40.703 117.5
1 2 3 4 5
 
                    Table 5.3: mnE and mnE
~
for ),( yx  ∈  [2/3, 1]× [0, 1] 
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0
50
100
150
Energy Values 
against Quantm 
Level
Energy Value Comparison
Unperturbed 2 8 18 32 50
Perturbed (V=1) 2.168 8.4 18.35 32.3 50.37
Perturbed(V=10) 2.696 10.59 22.49 35.63 52.5
Perturbed (V=100) 3.103 11.1 27.1 100.6 133.7
1 2 3 4 5
 
 
5.7     Validation  
          Similar to the discussion in Chapter 3 with the one-dimensional quantum 
potential-well problem, we have also validated our results for the two- 
dimensional case but in this Case by perturbing our system with a box 
function ),( yxV as the potential defined on ),( yx ∈[0, 1]×[0, 1]. The value we 
chose for our potential was 1
0
=V . The perturbed eigenvalues mnE
~
 should 
be )1(
22
++ nm , where (m, n) specifies the quantum level and the unperturbed 
energy value mnE  being simply of value )(
22
nm + .  A comparison between mnE  
and our results of mnE
~
 utilizing “Universal Function” approach validates this fact 
in Table 5.4.   
 
                               Table 5.4 Comparison of mnE with mnE
~
for V0 =1 
 
Quantum Level 
(m, n) 
Unperturbed Energy value 
mnE  
Perturbed Energy value 
mnE
~
 
(1,1) 2 3 
(1,2) 5 6 
(1,3) 10 11 
(1,4) 17 18 
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(1,5) 26 27 
(2,1) 5 6 
(2,2) 8 9 
(2,3) 13 14 
(2,4) 20 21 
(2,5) 29 30 
(3,1) 10 11 
(3,2) 13 14 
(3,3) 18 19 
(3,4) 25 26 
(3,5) 34 35 
(4,1) 17 18 
(4,2) 20 21 
(4,3) 25 26 
(4,4) 32 33 
(4,5) 41 42 
(5,1) 26 27 
(5,2) 29 30 
(5,3) 34 35 
(5,4) 41 42 
(5,5) 50 51 
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     From this Table 5.3 we realize the existence of degenerate states: states which have 
two or more quantum state sharing the same quantum number, also have the same 
eigenvalue. Therefore, for degenerate states we have different eigenvectors 
corresponding to the same eigenvalue. For example, (m, n)=(1, 2) and (m, n)=(2, 1) are 
degenerate states having the same perturbed eigenvalue of  
mn
E
~
=6 and unperturbed 
eigenvalue of 
mn
E =5. Some other examples are (m, n)=(2, 3) and (m, n)= (3, 2) having 
the same perturbed eigenvalue of  
mn
E
~
=14 and unperturbed eigenvalue of 
mn
E =13, also 
(m, n)=(4, 5) and (m, n)= (5, 4) having the same perturbed eigenvalue of  
mn
E
~
=42 and 
unperturbed eigenvalue of 
mn
E =41. We also see that highest quantum state, i.e.  
(m, n)=(5, 5) accounts for maximum energy value.   
 
 
5.8     Conclusion 
         The proof of orthogonality of the eigenfunctions ),(~ yxmnψ  was conducted 
theoretically, and verified numerically. One set of numerical data is presented in 
Chapter 6, Table 6.2. The eigenvalues obtained were all positive, numerically 
confirming the fact that the operator ℑ~  is indeed positive definite. As expected, keeping 
the same potential but altering the support of ),( yxV  gives different values for .
~
mnE . In 
fact, different perturbed length for x and y axis have yielded in greater energyvalue as 
shown in Table 5.3. Increasing the potential value V0 also results in a greater increase of 
the perturbed eigenenergy level.  We also numerically validated the fact that for a set of 
degenerate states we get the same eigenvalue. All calculations were carried out utilizing 
our “Universal Function” approach for two-dimensional canonical and perturbed 
quantum potential-well problems. Plots show clearly the effect of perturbation at the 
different perturbed intervals caused due to the assumed potential on the x- and y-axes. 
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Chapter 6     Numerical Validation for the Orthonormality   
                      Condition of the Wavefunctions  
 
6.1      Introduction 
          In this chapter we discuss some important features which were taken into account 
along with other aspects of our research. In Section 6.2 we carry out the proof for 
orthogonality concerning our eigenfunctions for both one- and two-dimensional 
canonical and perturbed quantum potential-well problem. In Section 6.3 we work with 
the same set of vectors presented in Section 6.2 and numerically show that these 
eigenvectors are orthonormal. Section 6.4 concerns numerical verification of matrix 
decoupling. Section 6.5 concludes Chapter 6. 
 
6.2     Proof for Orthogonality 
          If the inner-product of two vectors is zero, the vectors are said to be orthogonal 
[99]. In order to prove that our perturbed eigenfunctions )(~ xnψ  is orthogonal, we work 
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with any pair of different perturbed eigenvectors and show that their inner-product is 
zero. Therefore, theoretically, we have to prove that 0)(,)(
)()(
=
ji
xx ψψ . In order to do 
this in our situation, we need to be able to prove that the value obtained 
from 0,)(~)(~
)()()()(
==
∗+∞
∞−
∫
jiji
xxdx ααψψ ϖρ . Thereby, the components of  )(iαρ  are the 
expansion coefficients of )()(~ ixψ with respect to the eigenfunctions { })(xnψ  of the 
underlying canonical problem. Therefore, as a next step, we start off by simplifying the 
following expression: 
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We write the expressions for  
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∫  can be written in the following way: 
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444 3444 21
δ
ψψαα )()()()(                                              (6.4) 
where 
mn
δ  is called Kronecker delta and is defined in the following manner [100].  
 
                              


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
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δ                                                                                             (6.5)              
In (6.4) we used the orthogonality of the eigenfunctions { }.)(xnψ  
Therefore,     
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i
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if  m ≠ n, 
 
if m = n. 
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         This expression will serve to the proof of orthogonality in our perturbed system 
and for our perturbed wavefunction. Therefore, what we have are two different sets of 
eigenvectors corresponding to two different eigenvalues. To be noted is the fact that we 
have all real values, therefore there is no need to assign * to )(x
n
ψ .We have previously 
seen that all our eigenvalues are positive. Therefore, our perturbed energy values are 
also real and positive. This makes it a measurable quantity for which we can calculate 
its expectation value. The expectation values of physical observables are real numbers. 
Now to prove that the eigenvectors are orthogonal, we have to numerically show that 
their inner product is zero (sufficiently close to zero). That is the following expression 
should be verified at this moment.  
                            0..
)()()(
3
)(
3
)(
2
)(
2
)(
1
)(
1
=++++ j
N
i
N
jijiji αααααααα                         (6.8) 
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         Table 6.1 shows the numerical verification of the proof of orthogonality of the 
eigenfunctions )(~ xnψ . These sets of data are one from a series of calculation which 
were carried out for orthogonality proof of our one-dimensional canonical and perturbed 
potential-well problem. Stated more precisely, the data we have shown in Table 6.1 is 
for the case 100)(
0
==VxV  defined on [a, b] = [0, 1/3]. We have utilized a 5050 ×  
matrix for calculation. For this reason there are fifty components for each vector.  
 
       Table 6.1 Numerical proof of orthogonality for the eigenfunctions )(~ xnψ  
)(i
nα  
n=1,…,50 
)( j
nα  
n=1,…,50 
)()( j
n
i
n αα ⋅  
n=1,…,50 
 
-9.67E-04 2.76E-05 -2.67E-08 
-1.98E-03 5.64E-05 -1.12E-07 
3.10E-03 -8.78E-05 -2.72E-07 
4.37E-03 -1.23E-04 -5.39E-07 
5.89E-03 -1.65E-04 -9.72E-07 
7.73E-03 -2.16E-04 -1.67E-06 
-9.48E-03 2.76E-04 -2.62E-06 
-4.67E-04 -3.53E-05 1.65E-08 
-9.51E-03 2.86E-04 -2.72E-06 
-3.69E-03 9.85E-06 -3.64E-08 
1.22E-02 -3.04E-04 -3.70E-06 
6.17E-04 1.09E-04 6.76E-08 
-1.66E-02 2.68E-04 -4.44E-06 
-1.07E-02 2.89E-04 -3.09E-06 
-1.79E-02 9.06E-05 -1.62E-06 
-3.40E-02 3.69E-04 -1.25E-05 
1.21E-03 -2.13E-04 -2.58E-07 
8.17E-02 -2.29E-04 -1.87E-05 
0.158028305 -4.33E-04 -6.84E-05 
-0.590214174 -1.40E-04 8.24E-05 
0.587803837 3.49E-04 2.05E-04 
0.430503198 4.94E-04 2.13E-04 
0.269845955 7.43E-05 2.00E-05 
0.113079461 -4.80E-04 -5.43E-05 
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1.89E-02 -5.74E-04 -1.09E-05 
-2.01E-02 -1.04E-05 2.09E-07 
1.80E-02 -6.46E-04 -1.16E-05 
2.75E-03 -6.90E-04 -1.90E-06 
7.18E-03 -6.25E-05 -4.49E-07 
-6.37E-03 8.80E-04 -5.61E-06 
-4.76E-04 8.71E-04 -4.14E-07 
3.54E-03 -1.60E-04 -5.68E-07 
2.95E-03 -1.25E-03 -3.68E-06 
3.93E-05 1.17E-03 4.61E-08 
2.03E-03 -3.14E-04 -6.37E-07 
1.58E-03 -1.88E-03 -2.97E-06 
1.63E-04 1.73E-03 2.81E-07 
1.27E-03 -5.98E-04 -7.61E-07 
-9.28E-04 3.14E-03 -2.91E-06 
1.79E-04 2.90E-03 5.18E-07 
8.48E-04 -1.25E-03 -1.06E-06 
-5.80E-04 6.28E-03 -3.65E-06 
1.64E-04 6.16E-03 1.01E-06 
-5.91E-04 3.37E-03 -1.99E-06 
3.80E-04 -1.86E-02 -7.06E-06 
-1.44E-04 -2.29E-02 3.30E-06 
4.26E-04 -2.14E-02 -9.11E-06 
-2.54E-04 0.291896753 -7.40E-05 
1.30E-04 -0.916496707 -1.19E-04 
-3.39E-04 0.270885692 -9.19E-05 
Inner-product  -6.47E-11 
 
         Therefore, from Table 6.1 we see that the inner-product 
)()(
,
ji
αα
ϖρ
 obtained from 
the calculation is found to be zero to a (controllable) sufficient-degree of accuracy. This 
completes the proof of orthogonality as stated above 
          Similarly, in Table 6.2 we present the numerical verification of the proof of 
orthogonality of the eigenfunctions ).,(~ , yxnmψ  Therefore, in this case we present one 
from many sets of data which we calculated for orthogonality proof for our two- 
dimensional perturbed potential-well problem. Data shown in this table are for the case 
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when 100),(
0
==VyxV is defined on ),( yx  ∈  [0, 1/3]×[0, 1/3].  Here as well, we have 
utilized a 5050 ×  matrix for the calculation.   
   Table 6.2 Numerical proof of orthogonality for the eigenfunction  ),(~ yxψ  
)(i
nα  
n=1,…,50 
)( j
nα  
n=1,…,50 
)()( j
n
i
n αα ⋅  
n=1,…,50 
 
-0.741735347 1.42E-11 -1.05E-11 
6.27E-11 3.17E-09 1.99E-19 
-7.39E-11 4.57E-09 -3.38E-19 
1.02E-10 0.976721087 9.94E-11 
1.45E-09 1.33E-08 1.93E-17 
-9.37E-11 2.65E-10 -2.48E-20 
2.36E-10 5.06E-11 1.19E-20 
0.199073721 5.23E-10 1.04E-10 
-1.05E-10 1.04E-09 -1.09E-19 
1.51E-10 1.14E-09 1.73E-19 
-2.53E-11 3.05E-10 -7.70E-21 
1.96E-10 0.123349688 2.42E-11 
-0.209300107 9.78E-11 -2.05E-11 
-4.43E-10 -4.26E-10 1.89E-19 
-2.77E-11 -2.60E-10 7.21E-21 
4.37E-10 -7.61E-11 -3.33E-20 
1.11E-10 6.16E-11 6.85E-21 
2.14E-10 -8.27E-11 -1.77E-20 
-0.199682031 3.37E-10 -6.73E-11 
-3.45E-11 7.06E-02 -2.43E-12 
1.26E-09 -1.87E-09 -2.35E-18 
-5.34E-11 3.09E-10 -1.65E-20 
-8.35E-11 8.99E-10 -7.51E-20 
1.06E-11 5.05E-10 5.35E-21 
-7.47E-12 2.74E-09 -2.05E-20 
-1.06E-10 1.86E-09 -1.97E-19 
4.51E-11 -7.22E-02 -3.26E-12 
-7.24E-02 -2.95E-10 2.13E-11 
1.67E-11 -1.70E-10 -2.84E-21 
-1.02E-09 -2.08E-10 2.13E-19 
-2.58E-11 -3.97E-11 1.03E-21 
8.82E-10 -2.34E-10 -2.06E-19 
3.90E-02 1.69E-10 6.61E-12 
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4.02E-10 9.28E-10 3.73E-19 
1.01E-10 7.14E-10 7.19E-20 
4.19E-10 -6.24E-02 -2.62E-11 
9.60E-10 1.61E-10 1.54E-19 
-6.77E-10 1.30E-10 -8.80E-20 
1.29E-10 -5.70E-10 -7.35E-20 
0.175260474 2.28E-11 4.00E-12 
-0.44394512 3.80E-10 -1.69E-10 
-1.94E-10 5.20E-10 -1.01E-19 
3.52E-10 -3.59E-10 -1.26E-19 
5.60E-11 1.28E-10 7.17E-21 
-0.265049251 6.58E-11 -1.74E-11 
-1.27E-09 -0.129271358 1.64E-10 
6.67E-10 2.34E-09 1.56E-18 
1.40E-10 -4.06E-10 -5.68E-20 
0.147301811 -1.04E-13 -1.54E-14 
Inner-product 
)()(
,
ji
αα
ϖρ
 
 1.07E-10 
 
     Therefore, numerically it is validated that our eigenfuctions are orthogonal since 
there inner-product is with sufficient accuracy close to zero. 
 
6.3      Proof for Orthonormality 
            A set of vectors is said to be orthonormal if the vectors are pair-wise orthogonal 
and each of the vector has unit norm [99]. In other words, not only the inner-product of 
the pairs of the vectors should be zero but also the inner-product of every vector with 
itself should be one. We have already demonstrated the numerical verification of 
orthogonality in Section 6.1. In this section we will work with the same set of data in a 
bid to prove numerically that these vectors are also orthonormal. In doing so we need to 
prove the following expressions: 
                                             1,
)()(
=
ii
αα
ϖρ
             (6.9) 
                                                  and 
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                                             1,
)()(
=
jj
αα
ϖρ
               (6.10) 
         To prove the above expressions, we need to do the following: 
 At first we have to square each elements of 
)(i
α
ρ
 and add them up together. To be 
remembered that the components of 
)(i
α
ρ
 are real-valued. Then we should do the same 
for
)( j
α
ρ
. Individual results after squaring and adding up should yield one. That is to say,                       
                                   { } 1]..[][][][ 2)(2)(
3
2)(
2
2)(
1
=+++ i
N
iii αααα                               (6.11) 
and 
                                  { } 1]..[][][][ 2)(2)(
3
2)(
2
2)(
1
=+++ j
N
jjj αααα                              (6.12) 
      In Table 6.3 we worked with the same data for  
)(i
α
ρ
 and 
)( j
α
ρ
 as shown in Table 6.1.  
            Table 6.3 Numerical proof of orthonormality for eigenfunctions  )(~ xnψ  
)(i
nα  
n=1,…,50 
)()( i
n
i
n αα ⋅  
n=1,…,50 
 
)( j
nα  
n=1,…,50 
)()( j
n
j
n αα ⋅  
n=1,…,50 
 
-9.67E-04 9.35E-07 2.76E-05 7.63E-10 
-1.98E-03 3.93E-06 5.64E-05 3.19E-09 
3.10E-03 9.59E-06 -8.78E-05 7.71E-09 
4.37E-03 1.91E-05 -1.23E-04 1.52E-08 
5.89E-03 3.47E-05 -1.65E-04 2.72E-08 
7.73E-03 5.97E-05 -2.16E-04 4.67E-08 
-9.48E-03 8.99E-05 2.76E-04 7.63E-08 
-4.67E-04 2.18E-07 -3.53E-05 1.25E-09 
-9.51E-03 9.05E-05 2.86E-04 8.17E-08 
-3.69E-03 1.36E-05 9.85E-06 9.70E-11 
1.22E-02 1.48E-04 -3.04E-04 9.25E-08 
6.17E-04 3.81E-07 1.09E-04 1.20E-08 
-1.66E-02 2.76E-04 2.68E-04 7.16E-08 
-1.07E-02 1.14E-04 2.89E-04 8.36E-08 
-1.79E-02 3.20E-04 9.06E-05 8.20E-09 
-3.40E-02 1.16E-03 3.69E-04 1.36E-07 
1.21E-03 1.46E-06 -2.13E-04 4.56E-08 
8.17E-02 6.67E-03 -2.29E-04 5.25E-08 
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0.158028305 2.50E-02 -4.33E-04 1.87E-07 
-0.590214174 3.48E-01 -1.40E-04 1.95E-08 
0.587803837 3.46E-01 3.49E-04 1.22E-07 
0.430503198 1.85E-01 4.94E-04 2.44E-07 
0.269845955 7.28E-02 7.43E-05 5.52E-09 
0.113079461 1.28E-02 -4.80E-04 2.30E-07 
1.89E-02 3.58E-04 -5.74E-04 3.29E-07 
-2.01E-02 4.02E-04 -1.04E-05 1.09E-10 
1.80E-02 3.25E-04 -6.46E-04 4.17E-07 
2.75E-03 7.55E-06 -6.90E-04 4.76E-07 
7.18E-03 5.15E-05 -6.25E-05 3.91E-09 
-6.37E-03 4.06E-05 8.80E-04 7.75E-07 
-4.76E-04 2.26E-07 8.71E-04 7.59E-07 
3.54E-03 1.25E-05 -1.60E-04 2.57E-08 
2.95E-03 8.72E-06 -1.25E-03 1.55E-06 
3.93E-05 1.55E-09 1.17E-03 1.38E-06 
2.03E-03 4.11E-06 -3.14E-04 9.86E-08 
1.58E-03 2.50E-06 -1.88E-03 3.52E-06 
1.63E-04 2.65E-08 1.73E-03 2.98E-06 
1.27E-03 1.62E-06 -5.98E-04 3.58E-07 
-9.28E-04 8.62E-07 3.14E-03 9.84E-06 
1.79E-04 3.19E-08 2.90E-03 8.41E-06 
8.48E-04 7.18E-07 -1.25E-03 1.56E-06 
-5.80E-04 3.37E-07 6.28E-03 3.94E-05 
1.64E-04 2.70E-08 6.16E-03 3.80E-05 
-5.91E-04 3.49E-07 3.37E-03 1.14E-05 
3.80E-04 1.44E-07 -1.86E-02 3.46E-04 
-1.44E-04 2.08E-08 -2.29E-02 5.25E-04 
4.26E-04 1.82E-07 -2.14E-02 4.57E-04 
-2.54E-04 6.43E-08 0.291896753 8.52E-02 
1.30E-04 1.68E-08 -0.916496707 8.40E-01 
-3.39E-04 1.15E-07 0.270885692 7.34E-02 
)()(
,
ii
αα
ϖρ
: 1.00E+00 
)()(
,
jj
αα
ϖρ
: 1.00E+00 
 
         From Table 6.3, we can clearly see that the expressions (6.9) and (6.10) are 
numerically verified. Therefore, this result along with the one obtained form Table 6.1 
show that the eigenvetors, obtained for our one dimensional perturbed potential-well are 
indeed to a sufficient degree of accuracy orthonormal.   
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          In Table 6.4 we worked with the same data for  
)(i
α
ρ
 and 
)( j
α
ρ
 as given in Table 
6.2. 
       
 
 
         Table 6.4 Numerical proof of orthogonality for eigenfunctions  ),(
~
yxψ  
)(i
nα  
n=1,…,50 
)()( i
n
i
n αα ⋅  
n=1,…,50 
 
)( j
nα  
n=1,…,50 
)()( j
n
j
n αα ⋅  
n=1,…,50 
 
-0.741735347 0.550171325 1.42E-11 2.02E-22 
6.27E-11 3.93631E-21 3.17E-09 1.00E-17 
-7.39E-11 5.46362E-21 4.57E-09 2.09E-17 
1.02E-10 1.03523E-20 0.976721087 9.54E-01 
1.45E-09 2.11304E-18 1.33E-08 1.76E-16 
-9.37E-11 8.7722E-21 2.65E-10 7.01E-20 
2.36E-10 5.57919E-20 5.06E-11 2.56E-21 
0.199073721 0.039630346 5.23E-10 2.73E-19 
-1.05E-10 1.10271E-20 1.04E-09 1.08E-18 
1.51E-10 2.27987E-20 1.14E-09 1.31E-18 
-2.53E-11 6.39484E-22 3.05E-10 9.28E-20 
1.96E-10 3.84004E-20 0.123349688 1.52E-02 
-0.209300107 0.043806535 9.78E-11 9.57E-21 
-4.43E-10 1.96674E-19 -4.26E-10 1.82E-19 
-2.77E-11 7.6999E-22 -2.60E-10 6.74E-20 
4.37E-10 1.91371E-19 -7.61E-11 5.80E-21 
1.11E-10 1.2351E-20 6.16E-11 3.80E-21 
2.14E-10 4.57183E-20 -8.27E-11 6.83E-21 
-0.199682031 0.039872913 3.37E-10 1.14E-19 
-3.45E-11 1.18947E-21 7.06E-02 4.98E-03 
1.26E-09 1.5782E-18 -1.87E-09 3.49E-18 
-5.34E-11 2.85282E-21 3.09E-10 9.55E-20 
-8.35E-11 6.97733E-21 8.99E-10 8.08E-19 
1.06E-11 1.12252E-22 5.05E-10 2.55E-19 
-7.47E-12 5.57451E-23 2.74E-09 7.53E-18 
-1.06E-10 1.1239E-20 1.86E-09 3.47E-18 
4.51E-11 2.03607E-21 -7.22E-02 5.21E-03 
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-7.24E-02 0.005242909 -2.95E-10 8.69E-20 
1.67E-11 2.79789E-22 -1.70E-10 2.87E-20 
-1.02E-09 1.04425E-18 -2.08E-10 4.34E-20 
-2.58E-11 6.67314E-22 -3.97E-11 1.58E-21 
8.82E-10 7.77609E-19 -2.34E-10 5.46E-20 
3.90E-02 0.001523539 1.69E-10 2.87E-20 
4.02E-10 1.61648E-19 9.28E-10 8.60E-19 
1.01E-10 1.01565E-20 7.14E-10 5.09E-19 
4.19E-10 1.7551E-19 -6.24E-02 3.90E-03 
9.60E-10 9.216E-19 1.61E-10 2.58E-20 
-6.77E-10 4.58122E-19 1.30E-10 1.69E-20 
1.29E-10 1.66185E-20 -5.70E-10 3.25E-19 
0.175260474 0.030716234 2.28E-11 5.21E-22 
-0.44394512 0.19708727 3.80E-10 1.44E-19 
-1.94E-10 3.76298E-20 5.20E-10 2.70E-19 
3.52E-10 1.23623E-19 -3.59E-10 1.29E-19 
5.60E-11 3.136E-21 1.28E-10 1.64E-20 
-0.265049251 0.070251105 6.58E-11 4.33E-21 
-1.27E-09 1.6129E-18 -0.129271358 1.67E-02 
6.67E-10 4.44597E-19 2.34E-09 5.47E-18 
1.40E-10 1.96171E-20 -4.06E-10 1.65E-19 
0.147301811 0.021697823 -1.04E-13 1.09E-26 
)()(
,
ii
αα
ϖρ
: 0.999999999 
)()(
,
jj
αα
ϖρ
: 1.00E+00 
 
     Here again in Table 6.4 we numerically validate the expressions (6.9) and (6.10). 
Together with the results obtained from Table 6.2 this completes the proof that our 
perturbed eigenvectors are orthonormal for a two-dimensional perturbed quantum 
potential-well.           
 
6.4    Matrix Decoupling 
In this section we will provide a specific example where we have decoupled a 
matrix. The distribution of zero elements in our matrix is such that it allows us to 
decouple it and thereby establish the fact that a huge matrix can in fact be calculated in 
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two parts. This provides an opening for reducing the computational cost of our matrix 
calculations and thus allows operating with larger matrix dimension.  
         We have chosen a 44 ×  matrix to demonstrate the underlying idea. However, the 
trend of zeros is the same for larger matrix dimensions. From the matrix A given below, 
we find our eigenvalues and corresponding eigenvectors. Eigenvectors for the matrix A 
are given as the column vectors in R in (6.15).   
 
     A












−
−
−
−
=
73558278.1602756644478.0
0666666667.904134966716.
2756644478.0528834443.40
04134966716.0942331115.1
          (6.14) 
 
     R












−
−
−
=
9997453619.02756644478.0
09985783703.0020533032666.0
40225657020.009997453619.00
04134966716.09985783703.0
    (6.15) 
 
         From A, we can clearly see the distribution of zeros in the matrix. This trend of 
zeros is important, since it helps to decouple our matrix. The eigenvalues obtained from 
matrix A has eigenvalues 1.920259013, 4.522612297, 9.688738768 and 16.74180494 
corresponding to
1
λ ,
2
λ , 
3
λ and 
4
λ  respectively. However, judging from the sequence of 
zeros, matrix A can also be written in a symbolic form and the entire eigenvalue 
equation can be set up as in (6.16) where R has also been symbolized.  
    














=


























∧∧
××
∧∧
××
=
44434241
34333231
24232221
14131211
44434241
34333231
24232221
14131211
00
00
00
00
αααα
αααα
αααα
αααα
λ
αααα
αααα
αααα
αααα
A               (6.16) 
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         In (6.16), the first line [ ]020533032666.009985783703.  refers to 
1
α , the 
second to 
2
α , the third to
3
α  and the fourth to 
4
α . If matrix A can be decoupled then 
the following two expressions must be numerically verified.  
                                       





=











××
××
3
1
3
1
α
αλ
α
α
321
E
                                                          (6.17)                   
                                       





=











∧∧
∧∧
4
2
4
2
α
α
λ
α
α
434 21
F
                                                         (6.18)                    
         Distribution of zeros allows in this form of writing for (6.17) and (6.18), where the 
expressions for λ and
1
α  through
4
α are already given above. To prove (6.17) we have 
to show (6.19) and (6.20) which are given in the following manner: 
                                       





=











××
××
13
11
1
13
11
α
α
λ
α
α
321
E
                                                        (6.19)                     
                                       





=











××
××
33
31
3
33
31
α
α
λ
α
α
321
E
                                                       (6.20)                   
For the proof of (6.18) we have to validate (6.21) and (6.22)  
                                      





=











∧∧
∧∧
24
22
2
24
22
α
α
λ
α
α
434 21
F
                                                      (6.21)                                          
                                       





=











∧∧
∧∧
44
42
4
44
42
α
α
λ
α
α
434 21
F
                                                     (6.22)    
 Looking at A in (6.14) we can see that E in (6.17) and F in (6.18) can be written as 
follows: 
                           E 





−
−
=
666666667.94134966716.
4134966716.94233115.1
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                            F 





−
−
=
73558278.162756644478.
2756644478.528834443.4
 
We put values at the LHS of (6.19) and calculate it numerically to obtain: 
          





=











−
−
1023560782.
917529116.1
20533032666.0
9985783703.
666666667.94134966716.
4134966716.94233115.1
 
The RHS of (6.19) yields:  
                      1.920259013 





=





1023560782.
917529116.1
20533032666.
9985783703.
 
Therefore, LHS=RHS for (6.19). Next we put values in the LHS of (6.20) and calculate 
it numerically to obtain: 
           




−
=




−






−
−
674964970.9
5164414258.
9985783703.0
20533032666.
666666667.94134966716.
4134966716.94233115.1
 
RHS of (6.20) is calculated to be: 
                  9.688738768  




−
=




−
674964970.9
5164414258.
9985783703.0
20533032666.
 
Therefore for (6.20) LHS=RHS. We now put values in the LHS of (6.21) and calculate 
it numerically to obtain  
           





−
−
73558278.162756644478.
2756644478.528834443.4






=





1020559214.
521460667.4
40225657020.0
9997453619.
 
The RHS of (6.21) is calculated to be: 
                         4.522612297 





=





1020559214.
521460667.4
40225657020.0
9997453619.
 
Therefore, we have been able to validate the expression (6.21). Finally we go on to put 
values on the LHS of (6.22)  
          





−
−
73558278.162756644478.
2756644478.528834443.4





−
=




−
73754184.16
3777905819.
9997453619.
40225657020.
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RHS of (6.22) is calculated to be  
                       16.74180494 




−
=




−
73754184.16
3777905819.
9997453619.
40225657020.
 
         We have now shown the proof for (6.22) since in this case we have also proved 
that LHS=RHS. Therefore, we have successfully shown the numerical proof for (6.19), 
(6.20), (6.21) and (6.22). This was necessary for the proof of decoupling matrix.  
6.5    Conclusion 
         We have shown that the eigenfunctions we have worked with for both the one- 
and two-dimensional perturbed quantum potential-wells are both orthogonal and normal 
(orthonormal). Numerical examples from both cases were presented in greater details. 
However, for a two-dimensional case we have faced degeneracy. As expected, we had 
two different eigenvectors corresponding to the same eigenvalue. At the end, we 
rounded off by showing a characteristic case from our research, where we numerically 
proved that the structure of our matrix is such that it allows for matrix decoupling.  
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Chapter 7      Concluding Remarks 
 
7.1      Introduction 
         This chapter is the round off the preceding chapters and describes the conclusion 
that we have reached by performing our research on one and two dimensional 
(canonical and) perturbed quantum potential-well. In Section 7.2, a conclusion is drawn 
from the objective we set forth in Chapter 1 and also discuss the areas where our 
research has made potential contribution. Section 7.3 deals with the scope of future 
work related to our current research. Section 7.4 completes the thesis with a reflective 
point of view with respect to our research methodology and numerical results.  
 
7.2     Summary of Research Contribution 
        We have successfully accomplished our objective set forth in Chapter 1. 
Theoretically, we were able to propose a “Universal Function” approach for robust 
calculation of perturbed eigenvalues and eigenvectors for both one and two- 
dimensional (canonical and) perturbed infinite quantum potential-well problems. 
Utilizing the eigenfunctions as co-ordinate functions, it is possible to solve problems of 
much greater complexity. We were successful in controlling the added potential and this 
illuminates the fact that, by creating arbitrary potentials, we were able to control the 
distribution of eigenvalue to a degree and thus achieve a certain degree of localization. 
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This is of great importance since by applying out methodology we can create non-equal 
band gaps and, furthermore, by utilizing arbitrary potential functions, we have, to an 
extent, a hold over the distributions of these band gaps. Thus, it will also have a great 
significance in the realm of research for quantum-wells and their applications. Through 
the research carried for two-dimensional perturbed infinite quantum potential-wells, we 
have been able to provide valuable visualization regarding localization of the electron 
wavefunction on a rectangular plane or surface. As a tool our methodology will provide 
valuable insight on the construction of quantum dots and artificial atoms.   
 
7.3     Probable Future Works 
         Through our research we developed the basis for a series of potential studies and 
research. A probable research includes added work with triangular potential functions. 
We can go on to perturb the infinite quantum potential-well with several of these 
identical triangular function at the middle and keep two identical half triangular function 
with greater potential value at the walls to guarantee expansion function of unity norm. 
This will allow for representation of parabolic potential functions and hence more and 
more smooth potential barrier can be dealt with by using higher-order spline functions. 
Work on two-dimensional quantum potential-wells could also be performed by utilizing 
multiple potentials at various intervals. Significant amount of research can be done on 
problems pertaining to three-dimensional perturbed quantum cavities. Finally, a huge 
array of work lies in the integration of our theoretical work and numerical solutions with 
practical problems in the domain of nanotechnology by creating nano-structures where 
the captivity of electrons are in related to one two- and three-dimensions.           
 
7.4     Summary  
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        Through our research, we have established a systematic formulation for our 
“Universal Function” approach in solving problems related to one- and two- 
dimensional (canonical and) perturbed quantum potential-well. Based on carefully 
carried out numerical examples, we have established the validity and straightforward 
applicability nature of our theory. We have tested our approach under different 
conditions by utilizing arbitrary potential functions and were extremely satisfied with 
the ease at which numerical results were obtained for perturbed eigenpairs. The fact that 
localization of perturbed eigenvalue were made possible is very encouraging as well. 
Therefore, this research has successfully made a major contribution towards a physics-
based problem-adapted methodology. The next step is to develop powerful numerical 
schemes, similar to these completed and tested formulations and incorporate it into the 
molecular systems as a part of modeling nanowire transistors.                        
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APPENDIX 
 
 
Overview 
 
          This appendix presents some terms utilized in Chapters 3 and 5.  
 
 Bra-ket notation or Dirac notation:  
 
     In the context of quantum mechanics, Dirac’s “Bra-ket” notation is utilized to 
describe a quantum state. It is so called because the inner-product in a Hilbert space of 
two states is denoted by a bracket. For simpler understanding, wavefunction )(rψ can be 
represented as a vector as can be shown as:  
                                                      ∑
=
=
n
i
ii
1
ψαψ                                                       (A.1) 
     In (A.1), ψ  is referred to as the state vector, and 
i
α   are the expansion coefficients 
that can have a complex value and  
i
ψ  are fixed basis vectors. Set of coefficients { }
i
α  
can be written as a column vector as seen in:  
 
                                                       




















=
n
α
α
α
α
ψ
.
.
3
2
1
                                                            (A.2) 
 
     In Dirac’s Bra-ket notation, ψ is referred to as the ket vector and can be commonly 
written as shown below. 
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T
n
),..,,,(
321
ααααψ =                                            (A.3) 
 
     Every ket has a dual bra vector that can be expressed as ψ . Therefore, the bra 
corresponding to the ket in (A.3) would be the row as can be shown as:  
 
                                                 ),..,,,(
**
3
*
2
*
1 n
ααααψ =                                             (A.4) 
 
Here, the subscript ∗  denotes complex conjugation.        
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