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Abstract
This paper studies a distributionally robust chance constrained program (DRCCP) with Wasserstein
ambiguity set, where the uncertain constraints should be satisfied with a probability at least a given thresh-
old for all the probability distributions of the uncertain parameters within a chosen Wasserstein distance
from an empirical distribution. In this work, we investigate equivalent reformulations and approxima-
tions of such problems. We first show that a DRCCP can be reformulated as a conditional value-at-risk
constrained optimization problem, and thus admits tight inner and outer approximations. We also show
that a DRCCP of bounded feasible region is mixed integer representable by introducing big-M coefficients
and additional binary variables. For a DRCCP with pure binary decision variables, by exploring the sub-
modular structure, we show that it admits a big-M free formulation and can be solved by a branch and cut
algorithm. Finally, we present a numerical study to illustrate the effectiveness of the proposed formula-
tions.
∗Email: wxie@vt.edu.
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1 Introduction
1.1 Setting
A distributionally robust chance constrained program (DRCCP) is of the form:
min c>x, (1a)
s.t. x ∈ S, (1b)
inf
P∈P
P
{
ξ˜ : a(x)>ξ˜i ≤ bi(x),∀i ∈ [I]
}
≥ 1− . (1c)
In (1), the vector x ∈ Rn denotes the decision variables; the vector c ∈ Rn denotes the objective function
coefficients; the set S ⊆ Rn denotes deterministic constraints on x; and the constraint (1c) is a chance
constraint involving I uncertain constraints specified by the random vectors ξ˜i supported on set Ξi ⊆ Rn+1
for each i ∈ [I] with a joint probability distribution P from a family P , termed “ambiguity set”. We let
[R] := {1, 2, . . . , R} for any positive integer R, and for each uncertain constraint i ∈ [I], a(x) ∈ Rn+1 and
bi(x) ∈ R denote affine mappings of x such that a(x) =
(
η1x
η2
)
and bi(x) = B>i x + b
i with parameters
η1, η2 ∈ {0, 1}, η1 + η2 ≥ 1, Bi ∈ Rn, and bi ∈ R, respectively. For notational convenience, we let Ξ ⊆∏
i∈[I] Ξi and ξ˜ = (ξ˜1, . . . , ξ˜I). Note that (i) for any i, j ∈ [I] and i 6= j, the random vectors ξ˜i and ξ˜j
can be correlated; and (ii) we use η1, η2 to differentiate whether (1c) involves left-hand uncertainty (i.e.,
η1 = 1, η2 = 0), right-hand uncertainty (i.e., η1 = 0, η2 = 1) or both-side uncertainty (i.e., η1 = 1, η2 = 1).
The distributionally robust chance constraint (DRCC) (1c) requires that all I uncertain constraints are
simultaneously satisfied for all the probability distributions from ambiguity set P with a probability at least
(1− ), where  ∈ (0, 1) is a specified risk tolerance. We call (1) a single DRCCP if I = 1 and a joint DRCCP if
I ≥ 2. Also, (1) is termed a DRCCP with right-hand uncertainty if η1 = 0, η2 = 1 and a DRCCP with left-hand
uncertainty if η1 = 1, η2 = 0. For a joint DRCCP, if I = 2, ξ˜1 = −ξ˜2, we call (1) as a two-sided DRCCP.
We denote the feasible region induced by DRCC (1c) as
Z :=
{
x ∈ Rn : inf
P∈P
P
{
ξ˜ : a(x)>ξ˜i ≤ bi(x),∀i ∈ [I]
}
≥ 1− 
}
. (2)
1.2 Remark about the Setting
We remark that the form of DRCC (1c) is quite general, for example, it covers the setting studied in [20],
which is:
inf
P∈P
P
{
ξ̂ : ai(x)
>ξ̂ ≤ bi(x),∀i ∈ [I]
}
≥ 1− .
Above, ai(x) = Aix + ai denotes an affine mapping with Ai ∈ Rm̂×n and ai ∈ Rm̂ for each i ∈ [I], and
the random vector ξ̂ is supported on Ξ̂ ⊆ Rm̂. Note that for each i ∈ [I], we have ai(x)>ξ̂ = x>
(
Â>i ξ̂
)
+(
âi
)>
ξ̂. Thus, in DRCC (1c), we let a(x) =
(
η1x
η2
)
, where η1 ∈ {0, 1} indicates whether there exists
i ∈ [I] such that Âi 6= 0 or not, and η2 ∈ {0, 1} indicates whether there exists i ∈ [I] such that âi 6=
0 or not. We also define the random vector ξ˜i =
(
Â>i ξ̂(
âi
)>
ξ̂
)
for each i ∈ [I], and their support Ξ ={
ξ : ∃ξ¯ ∈ Ξ̂, ξi =
(
Â>i ξ¯(
âi
)>
ξ¯
)
,∀i ∈ [I]
}
. Thus, we arrive at the DRCC studied in [20].
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1.3 Assumptions
In this paper, we consider Wasserstein ambiguity set P , i.e., we make the following assumption on the
ambiguity set P .
(A1) The Wasserstein ambiguity set P is defined as
PW =
{
P : P
{
ξ˜ ∈ Ξ
}
= 1,W
(
P,Pζ˜
)
≤ δ
}
, (3)
where Wasserstein distance is defined as
W (P1,P2) = inf
{∫
Ξ×Ξ
‖ξ1 − ξ2‖Q(dξ1, dξ2) : Q is a joint distribution of ξ̂1 and ξ̂2with marginals P1 and P2, respectively
}
,
and Pζ˜ denotes a discrete empirical distribution of ζ˜ generated by i.i.d. samples Z = {ζj}j∈[N ] ⊆ Ξ
from the true distribution P∞, i.e., its point mass function is Pζ˜
{
ζ˜ = ζj
}
= 1N , and δ > 0 denotes the
Wasserstein radius. We assume that (Ξ, ‖ · ‖) is a totally bounded Polish (separable complete metric)
space with distance metric ‖ · ‖, i.e., for every ̂ > 0, there exists a finite covering of Ξ by balls with
radius at most ̂.
Note that the Wasserstein metric measures the distance between true distribution and empirical distri-
bution and is able to recover the true distribution when the number of sampled data goes to infinity [16].
The fact that the convergence result is not affected by the support motivates us to consider relaxing the
support Ξ = RI×(n+1), which provides us better reformulation power. That is, we make the following
assumption about the support Ξ.
(A2) The support Ξ = RI×(n+1), i.e., Ξ =
∏
i∈[I] Ξi and Ξi = Rn+1.
We remark that this assumption is indeed mild for Wasserstein Ambiguity set (3) since the interdependence
between different random vectors ξi can be inherited implicitly from the empirical distribution. For exam-
ple, suppose that in the true distribution P∞, we have P∞ {ξi1 = ξi2} = 1 for some i1, i2 ∈ [I] and i1 6= i2,
then for any empirical sample j ∈ [N ], we must have ζji1 = ζji2 with probability one. Since the empirical
distribution will converge to the true distribution P∞ according to Lemma 3.7 [15] (i.e., when N → ∞,
δ → 0), thus Wasserstein Ambiguity set (3) will eventually pick up the fact that P∞ {ξi1 = ξi2} = 1. In
practice, one needs to choose a proper Wasserstein radius δ through cross validation [15] to overcome the
conservatism caused by Assumption (A2), which will also be illustrated in Section 5. Finally, we suppose
that Assumptions (A1) and (A2) hold throughout the paper.
1.4 Related Literature
There are significant work on reformulation, convexity and approximations of set Z under various ambi-
guity sets [8, 20, 21, 23, 39, 42]). For a single DRCCP, when P consists of all probability distributions with
given first and second moments, the set Z is second-order conic representable [8, 14]. Similar convexity
results hold for single DRCCP when P also incorporates other distributional information such as the sup-
port of ξ˜ [11], the unimodality of P [20, 26], or arbitrary convex mapping of ξ˜ [39]. For a joint DRCCP, [21]
provided the first convex reformulation of Z in the absence of coefficient uncertainty, i.e., η1 = 0, when P is
characterized by the mean, a positively homogeneous dispersion measure, and conic support of ξ˜. For the
more general coefficient uncertainty setting, [39] identified several sufficient conditions for Z to be convex
(e.g., when P is specified by only one moment constraint), and [38] showed that Z is convex for two-sided
DRCCP when P is characterized by the first two moments.
When DRCC set Z is not convex, many inner convex approximations have been proposed. In [10],
the authors proposed to aggregate the multiple uncertain constraints with positive scalars in to a single
constraint, and then use conditional value-at-risk (CVaR) approximation scheme [30] to develop an inner
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approximation of Z. This approximation is shown to be exact for single DRCCP when P is specified by
first and second moments in [46] or, more generally, by convex moment constraints in [39]. In [41], the
authors provided several sufficient conditions under which the well-known Bonferroni approximation of
joint DRCCP is exact and yields a convex reformulation.
Recently, there are many successful developments on data-driven distributionally robust programs with
Wasserstein ambiguity set (3) [18, 15, 44]. For instance, [18, 15] studied its reformulation under different
settings. Later on, [4, 17, 25, 34] applied it to the optimization problems related with machine learning.
Other relevant works can be found [3, 19, 24, 29]. However, there is very limited literature on DRCCP
with Wasserstein ambiguity set. In [40], the authors proved that it is strongly NP-hard to optimize over the
DRCC set Z with Wasserstein ambiguity set and proposed a bicriteria approximation for a class of DRCCP
with covering uncertain constraints (i.e., S is a closed convex cone and Ξi ∈ Rn−,Bi ∈ Rn+, bi ∈ R− for
each i ∈ [I]). In [12], the authors considered two-sided DRCCP with right-hand uncertainty and proposed
its tractable reformulation, while in [22], the authors studied CVaR approximation of DRCCP. As far as
the author is concerned, there is no work on developing tight approximations and exact reformulations of
general DRCCP with Wasserstein ambiguity set.
1.5 Contributions
In this paper, we study approximations and exact reformulations of DRCCP under Wasserstein ambiguity
set. In particular, our main contributions are summarized as below.
1. We derive a deterministic equivalent reformulation for set Z and show that this reformulation admits
a conditional value-at-risk (CVaR) interpretation, i.e.,
Z =
{
x ∈ Rn : δ

+CVaR1−
[
−f(x, ζ˜)
]
≤ 0
}
,
where f(·, ·) is defined in Theorem 1.
2. We show that set Z, once bounded, is mixed integer representable with big-M coefficients and N
additional binary variables.
3. We derive inner and outer approximations based upon CVaR interpretation. We develop compact
formulations for these approximations and compare their strengths.
4. When the decision variables are pure binary (i.e., S ⊆ {0, 1}n), we first show that the nonlinear con-
straints in the reformulation can be recast as submodular knapsack constraints. Then, by exploiting
the polyhedral properties of submodular functions, we propose a new big-M free mixed integer linear
reformulation and can be effectively solved by a branch and cut algorithm.
The remainder of the paper is organized as follows. Section 2 presents exact reformulations of DRCC set
Z as well as its inner and outer approximations under a general setting. Section 3 provides inner and outer
approximations of set Z and compares their strengths. Section 4 studies binary DRCCP (i.e., S ⊆ {0, 1}n),
develops a big-M free formulation. Section 5 numerically illustrates the proposed methods. Section 6 con-
cludes the paper.
Notation: The following notation is used throughout the paper. We use bold-letters (e.g., x,A) to denote
vectors or matrices, and use corresponding non-bold letters to denote their components. We let e be the
all-ones vector, and let ei be the ith standard basis vector. Given an integer n, we let [n] := {1, 2, . . . , n},
and use Rn+ := {x ∈ Rn : xl ≥ 0,∀l ∈ [n]} and Rn− := {x ∈ Rn : xl ≤ 0,∀l ∈ [n]}. Given a real number
t, we let (t)+ := max{t, 0}. Given a finite set I , we let |I| denote its cardinality. We let ξ˜ denote a random
vector with support Ξ and denote one of its realization by ξ. Given a set R, the characteristic function
χR(x) = 0 if x ∈ R, and∞, otherwise, while the indicator function I(x ∈ R) =1 if x ∈ R, and 0, otherwise.
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For a matrix A, we let Ai• denote ith row of A and A•j denote jth column of A. Additional notation
will be introduced as needed. Given a subset T ⊆ [n], we define an n-dimensional binary vector eT as
(eT )τ =
{
1, if τ ∈ T
0, if τ ∈ [n] \ T .
2 Exact Reformulations
In this section, we will show that DRCC set Z admits a conditional-value-at-risk (CVaR) interpretation
and is mixed integer representable. This reformulation also allows us to derive tight inner and outer ap-
proximations in next section.
2.1 CVaR Reformulation
In this subsection, we will reformulate the set Z into its deterministic counterpart with respect to empirical
distribution. The main idea of this reformulation is that we first use the strong duality result from [5, 18] to
formulate the worst-case chance constraint into its dual form, and then break down the indicator function
according to its definition.
Theorem 1. Set Z is equivalent to
Z =
x ∈ Rn :
δ − γ ≤ 1
N
∑
j∈[N ]
min
{
f(x, ζj)− γ, 0} ,
γ ≥ 0,

(4a)
(4b)
where
f(x, ζ) = min
{
min
i∈[I]\I(x)
max
{
bi(x)− a(x)>ζi, 0
}
‖a(x)‖∗ , mini∈I(x)χ{x:bi(x)<0}(x)
}
, (5)
I(x) = ∅ if a(x) 6= 0 and I(x) = [I], otherwise, and characteristic function χR(x) =∞ if x /∈ R and 0, otherwise.
Proof. We separate the proof into three steps, where the first step is to apply strong duality result for distri-
butionally robust optimization, the second step is to break down the indicator function and the third step
is to replace the dual variable with its reciprocal.
(i) Note that
inf
P∈P
P
{
ξ˜ : a(x)>ξ˜i ≤ bi(x),∀i ∈ [I]
}
≥ 1− 
is equivalent to
sup
P∈P
P
{
ξ˜ : a(x)>ξ˜i > bi(x),∃i ∈ [I]
}
≤ .
Since
P
{
ξ˜ : a(x)>ξ˜i > bi(x),∃i ∈ [I]
}
= EP
[
I
(
a(x)>ξ˜i > bi(x),∃i ∈ [I]
)]
and the indicator function is always bounded and upper semi-continuous, therefore, according to
Theorem 1 in [18] or Theorem 1 in [5], supP∈P P
{
ξ˜ : a(x)>ξ˜i > bi(x),∃i ∈ [I]
}
is equivalent to
min
λ≥0
λδ − 1N ∑
j∈[N ]
inf
ξ
[
λ‖ξ − ζj‖ − I (a(x)>ξi > bi(x),∃i ∈ [I])]
 . (6a)
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Thus, set Z becomes
Z :=
x ∈ Rn : λδ − 1N ∑
j∈[N ]
inf
ξ
[
λ‖ξ − ζj‖ − I (a(x)>ξi > bi(x),∃i ∈ [I])] ≤ ,∃λ ≥ 0
 . (6b)
(ii) Next, we break down the indicator function in the infimum of (6b) and reformulate it as below.
Claim 1. for given λ ≥ 0 and ζ ∈ Z , we have
inf
ξ
[
λ‖ξ − ζ‖ − I (a(x)>ξi > bi(x),∃i ∈ [I])] = min{min
i∈[I]
inf
a(x)>ξi>bi(x)
[λ‖ξ − ζ‖ − 1] , 0
}
. (6c)
Proof. We first note that I
(
a(x)>ξi > bi(x),∃i ∈ [I]
)
= maxi∈[I] I
(
a(x)>ξi > bi(x)
)
. Thus,
inf
ξ
[
λ‖ξ − ζ‖ − I (a(x)>ξi > bi(x),∃i ∈ [I])] = min
i∈[I]
inf
ξ
[
λ‖ξ − ζ‖ − I (a(x)>ξi > bi(x))] .
Therefore, we only need to show that for any i ∈ [I],
inf
ξ
[
λ‖ξ − ζ‖ − I (a(x)>ξi > bi(x))] = min{ inf
a(x)>ξi>bi(x)
[λ‖ξ − ζ‖ − 1] , 0
}
. (6d)
There are two cases:
Case 1. If a(x)>ζi > bi(x), then in the left-hand side of (6d), the infimum is equal to −1 by letting
ξ := ζ, which equals the right-hand side since the infimum is also achieved by ξ := ζ.
Case 2. If a(x)>ζi ≤ bi(x), then for any ξ ∈ Ξ, we either have a(x)>ξi > bi(x) or a(x)>ξi ≤ bi(x).
Hence, the left-hand side of (6d) is equivalent to
inf
ξ
[
λ‖ξ − ζ‖ − I (a(x)>ξi > bi(x))]
= min
{
inf
a(x)>ξi>bi(x)
[λ‖ξ − ζ‖ − 1] , inf
a(x)>ξi≤bi(x)
[λ‖ξ − ζ‖]
}
= min
{
inf
a(x)>ξi>bi(x)
[λ‖ξ − ζ‖ − 1] , 0
}
,
where infa(x)>ξi≤bi(x) [‖ξ − ζ‖] = 0 by letting ξ := ζ.
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According to Claim 1 and the fact that
inf
a(x)>ξi>bi(x)
‖ξ − ζ‖ =
{
max{bi(x)−a(x)>ζi,0}
‖a(x)‖∗ if a(x) 6= 0
χ{x:bi(x)<0}(x) otherwise
,
set Z becomes
Z =
x ∈ Rn : λδ −  ≤ 1N ∑
j∈[N ]
min
{
λf(x, ζj)− 1, 0} , λ ≥ 0
 . (6e)
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(iii) Finally, let Z ′ denote the set in the right-hand side of (4) , we only need to show that Z = Z ′.
(Z ⊆ Z ′) Given x ∈ Z, there exists λ ≥ 0 such that (x, λ) satisfies (4). If λ > 0, then let γ = 1λ . Then it
is easy to see that (x, γ) satisfies (4) . Hence, x ∈ Z ′.
Now suppose that λ = 0, then in (4), we have
− ≤ −1
a contradiction that  ∈ (0, 1).
(Z ⊇ Z ′) Similarly, given x ∈ Z ′, there exists γ ≥ 0 such that (x, γ) satisfies (4) . If γ > 0, then let
λ = 1γ . Then it is easy to see that (x, λ) satisfies (4). Hence, x ∈ Z.
Now suppose that γ = 0, then in (4) , we have
min
{
f(x, ζj)− γ, 0} := 0
for each j ∈ [N ]. Thus, (4) reduces to δ ≤ 0 contradicting that δ > 0.
Please note that in the proof, we use the fact that δ > 0 from Assumption (A1), and the formulation (4)
does not hold if δ = 0.
An interesting corollary of Theorem 1 is that set Z can be reformulated as a conditional-value-at-risk
(CVaR) constrained set. Before showing this interpretation, let us first introduce the following two defini-
tions. Given a random variable X˜ , let P andFX˜(·) be its probability distribution and cumulative distribution
function, respectively. Then (1− )-value at risk (VaR) of X˜ is
VaR1−(X˜) := min {s : FX˜(s) ≥ 1− } ,
while its (1− )-conditional value-at-risk (CVaR) [33] is defined as
CVaR1−(X˜) := min
β
{
β +
1

EP
[
X˜ − β
]
+
}
.
With the definitions above, we observe that set Z in (4) has a CVaR interpretation.
Corollary 1. Set Z is equivalent to
Z =
{
x ∈ Rn : δ

+CVaR1−
[
−f(x, ζ˜)
]
≤ 0
}
, (7)
where f(·, ·) is defined in (5), and CVaR1−
[
−f(x, ζ˜)
]
= minγ
{
γ + 1EPζ˜
[
−f(x, ζ˜)− γ
]
+
}
.
Proof. First, we observe that the constraint in (4) directly implies γ ≥ 0, thus the nonnegativity constraint
of γ can be dropped, i.e., equivalently, we have
Z =
x ∈ Rn : δ − γ + 1N ∑
j∈[N ]
max
{−f(x, ζj) + γ, 0} ≤ 0
 .
Next, in the above formulation, letting γ := −γ and replacing the existence of γ by finding the best γ such
that the constraint still holds, we arrive at
Z =
x ∈ Rn : δ + minγ
γ + 1N ∑
j∈[N ]
max
{−f(x, ζj)− γ, 0}
 ≤ 0
 ,
which is equivalent to (7).
In the following sections, we will derive the inner and outer approximations mainly based upon CVaR
formulation in Corollary 1.
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2.2 Exact Mixed Integer Program Reformulation
In this subsection, we show that set Z is mixed integer representable. To do so, we first observe that the
reformulation of set Z in Theorem 1 can be further simplified as a disjunction of a nonconvex set and a
convex set.
Proposition 1. Set Z = Z1 ∪ Z2, where
Z1 =

x ∈ Rn :
δν − γ ≤ 1
N
∑
j∈[N ]
zj ,
zj + γ ≤ max
{
bi(x)− a(x)>ζji , 0
}
,∀i ∈ [I], j ∈ [N ],
zj ≤ 0,∀j ∈ [N ],
‖a(x)‖∗ ≤ ν,
ν > 0, γ ≥ 0,

(8a)
(8b)
(8c)
(8d)
(8e)
and
Z2 = {x ∈ Rn :a(x) = 0, bi(x) ≥ 0,∀i ∈ [I]} . (9)
Proof. We need to show that Z1 ∪ Z2 ⊆ Z and Z ⊆ Z1 ∪ Z2.
Z1 ∪ Z2 ⊆ Z. Given x ∈ Z2, we have I(x) = [I], thus f(x, ζ) (defined in (5)) is∞. Thus, let γ = δ . Clearly,
(γ,x) satisfies all the constraints in (4), i.e., x ∈ Z. Hence, Z2 ⊆ Z.
Given x ∈ Z1, there exists (γ, ν, z,x) which satisfies constraints in (8). Suppose that I(x) = [I], then
we have a(x) = 0. Hence, for each i ∈ I(x), we have (8a) and (8b) imply that
δν − γ ≤ 1
N
∑
j∈[N ]
zj ≤ 1
N
∑
j∈[N ]
(max {bi(x), 0} − γ),
which is equivalent to
max {bi(x), 0} ≥ δν + (1− )γ > 0.
That is, bi(x) > 0. Thus, x ∈ Z2 ⊆ Z.
Now we suppose that I(x) = ∅. For each i ∈ [I], (8a) and (8b) along with ν > 0 imply that
zj
ν
≤ min
{
1
ν
min
i∈[I]
max
{
bi(x)− a(x)>ζji , 0
}
− γ
ν
, 0
}
≤ min
mini∈[I] max
{
bi(x)− a(x)>ζji , 0
}
‖a(x)‖∗ −
γ
ν
, 0

= min
{
f(x, ζj)− γ
ν
, 0
}
where the second inequality due to (8d). Then according to (8a), we have
δ − γ
ν
≤ 1
N
∑
j∈[N ]
zj
ν
≤ 1
N
∑
j∈[N ]
min
{
f(x, ζj)− γ
ν
, 0
}
i.e., (γ/ν,x) satisfies the constraints in (4), i.e., x ∈ Z. Thus, Z1 ⊆ Z.
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Z ⊆ Z1 ∪ Z2 Similarly, given x ∈ Z, there exists (γ,x) which satisfies constraints in (4). Suppose that
a(x) = 0, then we must have bi(x) ≥ 0 for all i ∈ [I], otherwise, we have f(x, ζj) = 0 for all j ∈ [I].
Then (4a) is equivalent to
0 < δ ≤ (− 1)γ
a contradiction that γ ≥ 0,  ∈ (0, 1). Hence, we must x ∈ Z2.
From now on, we assume that a(x) 6= 0. Let us define γ̂ = γ‖a(x)‖∗, ν = ‖a(x)‖∗, and zj =
mini∈[I](max{bi(x) − a(x)>ζji , 0} − γ̂, 0) for each j ∈ [N ]. Clearly, (γ̂, ν, z,x) satisfies constraints
in (8), i.e., x ∈ Z1.
We make the following remarks about the disjunctive formulation of set Z.
Remark 1. (i) Set Z2 is trivial:
• For DRCCP with left-hand uncertainty (i.e., η1 = 1, η2 = 0), we have
Z2 = {x ∈ Rn : x = 0, bi ≥ 0,∀i ∈ [I]} ;
• For DRCCP with right-hand uncertainty or two-side uncertainty (i.e., η1 ∈ {0, 1}, η2 = 1), we
have Z2 = ∅.
(ii) According to Lemma 2 [39], the feasible region induced by a chance constraint is closed, so is set Z.
However, set Z1 might not be closed due to ν > 0 in (8e). In practice, one can find a lower bound
0 < ν such that
ν ≤ inf
x∈Z1
{‖a(x)‖∗ : ‖a(x)‖∗ 6= 0} ;
or let ν be a sufficiently small number. Then replace the constraint ν > 0 in (8e) by ν ≥ ν.
We observe that set Z1 can be formulated as a mixed integer set when it is bounded, i.e., we can use
binary variables to represent the nonlinear constraints (8b) as mixed integer linear ones.
Theorem 2. Suppose there exists anM ∈ RN+ such that
max
i∈[I]
max
x∈Z1
{∣∣bi(x)− a(x)>ζji ∣∣} ≤Mj
for all j ∈ [N ]. Then Z1 is mixed integer representable, i.e.,
Z1 =

x ∈ Rn :
δν − γ ≤ 1
N
∑
j∈[N ]
zj ,
zj + γ ≤ sj ,∀j ∈ [N ],
sj ≤ bi(x)− a(x)>ζji +Mj(1− yj),∀i ∈ [I], j ∈ [N ],
sj ≤Mjyj ,∀j ∈ [N ],
‖a(x)‖∗ ≤ ν,
ν > 0, γ ≥ 0, sj ≥ 0, zj ≤ 0, yj ∈ {0, 1},∀j ∈ [N ].

(10a)
(10b)
(10c)
(10d)
(10e)
(10f)
Proof. We first observe that the constraints (8b) are equivalent to
zj + γ ≤ max
{
min
i∈[I]
bi(x)− a(x)>ζji , 0
}
,∀j ∈ [N ].
Above, the outer maximum in the right-hand side can be linearized by using a binary variable yj , a contin-
uous variable sj , and big-M coefficient Mj for each j ∈ [N ]. By doing so, we arrive at (10).
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Note that there are various methods introduced by literature [32, 36] to obtain big-M coefficients and in
some cases, we can also derive the big-M coefficients by inspection.
Formulation (10) involves N binary variables and big-M coefficients. In Section 4, we will show that
for binary DRCCP, set Z1 can be reformulated as a big-M free formulation without introducing additional
binary variables.
2.3 A Special Case: DRCCP with Right-hand Uncertainty
In this subsection, we consider DRCCP with right-hand uncertainty, i.e., η1 = 0, η2 = 1,a(x) = en+1. We
first observe that when a(x) = en+1 6= 0, in Theorem 1, set Z of DRCCP with right-hand uncertainty has a
more compact representation.
Corollary 2. For DRCCP with Right-hand Uncertainty (i.e., η1 = 0, η2 = 1,a(x) = en+1), set Z is equivalent to
the following mathematical program:
Z =

x ∈ Rn :
δ‖en+1‖∗ − γ ≤ 1
N
∑
j∈[N ]
zj ,
zj + γ ≤ max
{
bi(x)− e>n+1ζji , 0
}
,∀j ∈ [N ], i ∈ [I],
zj ≤ 0,∀j ∈ [N ], γ ≥ 0.

(11a)
(11b)
(11c)
Proof. The result directly follows from Theorem 1.
The differences between this result and the one in Proposition 1 are: (i) for DRCCP with right-hand
uncertainty, we do not need to reformulate set Z as a disjunction of two sets, and (ii) compared to set Z1 in
(8), there is no need to introduce additional positive variable ν in the formulation (11).
Following the similar derivation in Theorem 2, we can also reformulate the set Z in (11) as a mixed
integer program as below.
Corollary 3. For DRCCP with Right-hand Uncertainty (i.e., η1 = 0, η2 = 1,a(x) = en+1), suppose that there
exists anM ∈ RN+ such that
max
i∈[I]
max
x∈Z
{
|bi(x)− e>n+1ζji |
}
≤Mj
for all j ∈ [N ], i ∈ [I]. Then set Z is mixed integer representable, i.e.,
Z =

x ∈ Rn :
δ‖en+1‖∗ − γ ≤ 1
N
∑
j∈[N ]
zj ,
zj + γ ≤ sj ,∀j ∈ [N ],
sj ≤ bi(x)− e>n+1ζji +Mj(1− yj),∀j ∈ [N ],
sj ≤Mjyj ,∀j ∈ [N ],
γ ≥ 0, zj ≤ 0, sj ≥ 0, yj ∈ {0, 1},∀j ∈ [N ].

(12a)
(12b)
(12c)
(12d)
(12e)
Proof. The proof is similar as that of Theorem 2, thus is omitted.
3 Outer and Inner Approximations
In this section, we will introduce one outer approximation and three different inner approximations by
exploiting the exact reformulations in the previous section.
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3.1 VaR Outer Approximation
Note from [33] that for any random variable X˜ , we have
CVaR1−
(
X˜
)
= VaR1−
(
X˜
)
+
1

E
[
X˜ −VaR1−
(
X˜
)]
+
≥ VaR1−
(
X˜
)
.
Therefore, in Corollary 1, if we replace CVaR1− (·) by VaR1− (·), then we have the following outer ap-
proximation of set Z.
Theorem 3. Set Z can be outer approximated by
ZVaR =
{
x ∈ Rn : Pζ˜
{
δ

‖a(x)‖∗ + a(x)>ζ˜i ≤ bi(x), i ∈ [I]
}
≥ 1− 
}
. (13)
Proof. According to Corollary 1 and the well-known result in [33] that
CVaR1−
[
−f(x, ζ˜)
]
≥ VaR1−
[
−f(x, ζ˜)
]
,
set Z can be outer approximated by
ZVaR =
{
x ∈ Rn : δ

+VaR1−
[
−f(x, ζ˜)
]
≤ 0
}
.
Note that
f(x, ζ) = min
{
min
i∈[I]\I(x)
max
{
bi(x)− a(x)>ζ, 0
}
‖a(x)‖∗ , mini∈I(x)χbi(x)<0(x)
}
,
and I(x) = ∅ if a(x) 6= 0, otherwise, I(x) = [I]. Thus we further have
ZVaR =
{
x ∈ Rn : Pζ˜
{
max{bi(x)−a(x)>ζ,0}
‖a(x)‖∗ ≥ δ ,∀i ∈ [I] \ I(x),
χbi(x)<0(x) ≥ δ ,∀i ∈ I(x)
}
≥ 1− 
}
.
Using the fact that δ > 0, we arrive at (13).
We make the following remarks about outer approximation ZVaR.
(i) In (13), we arrive at a regular chance constrained program with discrete random vector ζ˜, which can
be reformulated as mixed integer program with big-M coefficients (cf., [1, 28]);
(ii) A particular interpretation of formulation (13) is that in order to enforce the robustness, we further
penalize the left-hand side of uncertain constraints by the dual norm ‖a(x)‖∗; and
(iii) Suppose that the empirical distribution will converge to the true distribution P∞ (cf., Lemma 3.7 [15]),
i.e., δ → 0 as N →∞. Then ZVaR → Z as N →∞.
This final remark is summarized below.
Proposition 2. Suppose that the empirical distribution Pζ˜ will converge to the true distribution P
∞. Then with
probability one, we have ZVaR → Z as N →∞.
For the completeness of this paper, we present the mixed integer program formulation of outer approx-
imation set ZVaR. The proof is omitted as it directly follows the proof of Theorem 2.
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Corollary 4. Suppose that there exists anM ∈ RN such that
max
i∈[I]
max
x∈ZVaR
{
a(x)>ζji +
δ

‖a(x)‖∗ − bi(x)
}
≤Mj
for all j ∈ [N ]. Then ZVaR is mixed integer representable, i.e.,
ZVaR =

x ∈ Rn :
1
N
∑
j∈[N ]
yj ≥ 1− ,
δ

‖a(x)‖∗ ≤ bi(x)− a(x)>ζji +Mj(1− yj),∀i ∈ [I], j ∈ [N ],
yj ∈ {0, 1},∀j ∈ [N ].

(14a)
(14b)
(14c)
3.2 Inner Approximation I- Robust Scenario Approximation
We also observe that for any random variable X˜ , we have
CVaR1−
(
X˜
)
≤ CVaR1
(
X˜
)
:= ess. sup(X˜).
Thus, in Corollary 1, if we replace CVaR1− (·) by ess. sup(·), then we have the following inner approxima-
tion of set Z.
Theorem 4. Set Z can be inner approximated by
ZR =
{
x ∈ Rn :δ

‖a(x)‖∗ + a(x)>ζj ≤ bi(x),∀j ∈ [N ], i ∈ [I]
}
. (15)
Proof. Since CVaR1−
[
−f(x, ζ˜)
]
≤ ess. sup
[
−f(x, ζ˜)
]
, and ζ˜ is a discrete random vector, therefore, set Z
can be inner approximated by
ZR =
{
x ∈ Rn : Pζ˜
{
f(x, ζ˜) ≥ δ

}
= 1
}
.
Using the definition of f(x, ζ) and the fact that δ > 0, we arrive at (15).
We remark that set ZR in (15) is very similar to scenario approach to regular chance constrained pro-
gram [7, 9, 31]. That is, we generate N i.i.d. samples {ζj}j∈[N ] and enforce all the sampled constraints to
hold. It has been shown in [7, 9, 31] that if N is larger than a threshold, it guarantees with high probability
that the solution of scenario approach is feasible to the regular chance constrained program. Different from
scenario approach, in formulation (15), we add a penalty δ‖a(x)‖∗ to the sampled constraints, which can
be viewed as a “robust” scenario approach to the regular chance constrained problem. That is, if the sample
size N is not sufficiently large (i.e., N is smaller than the threshold given by [7, 9, 31]), one might want to
add a penalty δ‖a(x)‖∗ to enforce that set ZR is indeed a subset of the feasible region induced by a regular
chance constraint.
3.3 Inner Approximation II- An Inner Chance Constrained Programming Approxima-
tion
Next we propose an inner chance constrained programming approximation of set Z by constructing a
feasible γ in (4).
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Theorem 5. Set Z is inner approximated by
ZI =
{
x ∈ Rn : Pζ˜
{
δ
− α‖a(x)‖∗ + a(x)
>ζ˜i ≤ bi(x), i ∈ [I]
}
≥ 1− α, 0 ≤ α < 
}
. (16)
Proof. According to the definition of f(x, ζ) in (5) and the fact δ > 0, set ZI is equivalent to
ZI =
{
x ∈ Rn : Pζ˜
{
f(x, ζ˜) ≥ δ
− α
}
≥ 1− α, 0 ≤ α < 
}
. (17)
For any x ∈ ZI , we need to show that x ∈ Z. Since x ∈ ZI , there exists an α such that (x, α) satisfies
constraints in (17). Now let us define γ = δ−α . It remains to show that (γ,x) satisfies the constraints (4).
Let us define a set
C = {j ∈ [N ] : f(x, ζj) < γ} .
Since γ = δ−α and Pζ˜
{
ζ˜ = ζj
}
= 1N for all j ∈ [N ], thus according to (17), we have
|C| ≤
∑
j∈[N ]
I
(
f(x, ζj) <
δ
− α
)
≤ Nα,
where the first inequality is due to γ = δ−α and the second inequality is due to (17). Hence,
1
N
∑
j∈[N ]
min
{
f(x, ζj)− γ, 0} = 1
N
∑
j∈C
(
f(x, ζj)− γ) ≥ −|C|
N
γ ≥ −αγ = δ − γ,
where the first inequality is due to f(x, ζj) ≥ 0 according to its definition in (5) and the second inequality
is due to |C| ≤ Nα.
We remark that this result together with set ZVaR shows that the DRCC set Z can be inner and outer
approximated by sets induced by regular chance constraints with empirical distribution Pζ˜ .
We also observe that (i) set ZR is a special case of set ZI by letting α = 0, thus, we must have ZR ⊆ ZI ;
(ii) there are dNe disjoint intervals that α belong to, that is,
α ∈ ∪i∈[dNe]
[
i− 1
N
,
i
N
)
.
Suppose that α ∈ ( i−1N , iN ) for some i ∈ [dNe]. Since Pζ˜
{
ζ˜ = ζj
}
= 1N for all j ∈ [N ], thus the chance
constraint in (17) is equivalent to
Pζ˜
{
f(x, ζ˜) ≥ δ
− α
}
≥ 1− i− 1
N
.
The feasible region induced by the above chance constraint increases if we decrease the value of α to i−1N .
Therefore, to optimize over set S ∩ ZI , we only need to enumerate these dNe different values of α and
choose the one which yields the smallest objective value; (iii) for each given α, the chance constraint in (16)
is mixed integer program representable. These three results are summarized below.
Corollary 5. Let set ZI be defined in (17), then
(i) ZR ⊆ ZI ⊆ Z;
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(ii) set ZI = ∪α∈{0, 1N ,..., dNe−1N }Z
α
I , where set Z
α
I is defined as
ZαI =
{
x ∈ Rn : Pζ˜
{
δ
− α‖a(x)‖∗ + a(x)
>ζ˜i ≤ bi(x), i ∈ [I]
}
≥ 1− α
}
; (18)
for each α ∈
{
0, 1N , . . . ,
dNe−1
N
}
; and
(iii) suppose that there exists anMα ∈ RN such that
max
i∈[I]
max
x∈ZαI
{
a(x)>ζji +
δ
− α‖a(x)‖∗ − bi(x)
}
≤Mαj
for all j ∈ [N ], then set ZαI is mixed integer representable, i.e.,
ZαI =

x ∈ Rn :
1
N
∑
j∈[N ]
yj ≥ 1− α,
δ
− α‖a(x)‖∗ ≤ bi(x)− a(x)
>ζji +M
α
j (1− yj),∀i ∈ [I], j ∈ [N ],
yj ∈ {0, 1},∀j ∈ [N ].

(19a)
(19b)
(19c)
According to Corollary 5, to solve the inner approximation of DRCCP (i.e., minx∈S∩ZI ), we can solve
minx∈S∩ZαI for each α ∈
{
0, 1N , . . . ,
dNe−1
N
}
and choose the smallest value.
Finally, we remark that suppose that the empirical distribution Pζ˜ will converge to the true distribution
P∞ with an exponential rate (cf., Theorem 3.4 [15]), i.e., if N → ∞, then δ → 0 with rate δ = c1Nc2 , where
c1 > 0, c2 > 0 are positive constant. Then with probability one, ZI → Z as N → ∞. Indeed, suppose that
N is sufficiently large such that c1
N
c2
2
< 1. In (18), let α = dNe−dc1N
1− c2
2 e−1
N . Clearly, as N → ∞, we have
α→  and
δ
− α =
c1N
1−c2
N+ 1− dNe+ dc1N1−
c2
2 e ≤ N
− c22 → 0
where the inequality is due to N+ 1 ≥ dNe and dc1N1−
c2
2 e ≥ c1N1−
c2
2 . This observation is summarized
below.
Proposition 3. Suppose that the empirical distribution Pζ˜ will converge to the true distribution P
∞ with an expo-
nential rate. Then with probability one, we have ZI → Z as N →∞.
Hence, sets ZVaR and ZI together build up a hierarchy of regular chance constrained programs, which
converges to DRCC setZ asN →∞ and preserves the outer and inner approximations, i.e., ZI ⊆ Z ⊆ ZVaR
for all N and ZI → Z and ZVaR → Z as N →∞.
3.4 Inner Approximation III- CVaR Approximation
In this subsection, we will study a well-known convex approximation of a chance constraint, which is to
replace the nonconvex chance constraint by a convex constraint defined by CVaR (cf., [30]). For DRCC set
Z, the resulting approximation is
ZCVaR =
{
x ∈ Rn : sup
P∈P
inf
β
[
−β + EP
[(
max
i∈[I]
(
a(x)>ξi − bi(x)
)
+ β
)
+
]]
≤ 0
}
. (20)
SetZCVaR (20) is convex and is an inner approximation of setZ. The following results show a reformulation
of set ZCVaR. We would like to acknowledge that this result has been independently observed by a recent
work in [22]. For the completeness of this paper, we present a proof with our notation as below.
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Theorem 6. Set ZCVaR ⊆ Z is equivalent to
ZCVaR =

x ∈ Rn :
δν − γ ≤ 1
N
∑
j∈[N ]
zj ,
zj + γ ≤ bi(x)− a(x)>ζji ,∀j ∈ [N ], i ∈ [I],
zj ≤ 0,∀j ∈ [N ],
‖a(x)‖∗ ≤ ν,
ν ≥ 0, γ ≥ 0.

(21a)
(21b)
(21c)
(21d)
(21e)
Proof. Note that Wasserstein ambiguity set P is weakly compact [6], thus according to Theorem 2.1 in [35],
set ZCVaR is equivalent to
ZCVaR =
{
x ∈ Rn : inf
β
[
−β + sup
P∈P
EP
(
max
i∈[I]
(
a(x)>ξi − bi(x)
)
+ β
)
+
]
≤ 0.
}
(22)
Note that in the (22), the infimum must be achieved. Indeed, we first note that for any β < 0, the inequality
in (22) will not be satisfied. Thus, we must have β ≥ 0. On the other hand, we note that
− β + sup
P∈P
EP
[(
max
i∈[I]
(
a(x)>ξi − bi(x)
)
+ β
)
+
]
≥ −β + EPζ˜
[(
max
i∈[I]
(
a(x)>ζ˜i − bi(x)
)
+ β
)
+
]
where the inequality is due to Pζ˜ ∈ P . The right-hand side of the above inequality will be strictly greater
than 0 for any β > 11− max
(
maxi∈[I],j∈[N ]
(
bi(x)− a(x)>ζji
)
, 0
)
. Thus, the best β in (22) is bounded, i.e.,
ZCVaR is equivalent to
ZCVaR =
{
x ∈ Rn :− β + sup
P∈P
EP
[(
max
i∈[I]
(
a(x)>ξi − bi(x)
)
+ β
)
+
]
≤ 0, β ≥ 0.
}
(23)
Note that function f(ξ) =
(
maxi∈[I]
(
a(x)>ξi − bi(x)
)
+ β
)
+
is Lipschitz continuous with Lipschitz
coefficient ‖a(x)‖∗. Thus, the growth function defined in (10) in [18] is upper bounded by
f(ξ)− f(ξ̂)
‖ξ − ξ̂‖
≤ ‖a(x)‖∗
which is finite for any ξ̂ and x. Hence, according to the strong duality result (i.e., Theorem 1 in [18]), the
above formulation is further equivalent to
ZCVaR =
x ∈ R
n :
min
λ≥0
−β + λδ − 1
N
∑
j∈[N ]
inf
ξ
[
λ‖ξ − ζj‖ −
(
max
i∈[I]
(
a(x)>ξi − bi(x)
)
+ β
)
+
] ≤ 0,
β ≥ 0.

Above, in the first constraint, replacing the outer minimum by the existence operator and moving the minus
sign into the inner maximization operator yields
ZCVaR =
x ∈ Rn :
− β + λδ − 1
N
∑
j∈[N ]
inf
ξ
min
[
min
i∈[I]
(
λ‖ξ − ζj‖ − (a(x)>ξi − bi(x))− β) , 0] ≤ 0,
λ, β ≥ 0.

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Swap the two minimization operators with infimum one and we have
ZCVaR =
x ∈ Rn :
− β + λδ − 1
N
∑
j∈[N ]
min
[
min
i∈[I]
[
inf
ξ
(
λ‖ξ − ζj‖ − a(x)>ξi
)
+ bi(x)− β
]
, 0
]
≤ 0,
λ, β ≥ 0.

Note that for each i ∈ [I], j ∈ [N ], the inner infimum is equivalent to
inf
ξ
(
λ‖ξ − ζj‖ − a(x)>ξi
)
=
{
−a(x)>ζji , if ‖a(x)‖∗ ≤ λ,
+∞, otherwise.
Thus, we finally arrive at
ZCVaR =
x ∈ R
n :
− β + λδ − 1
N
∑
j∈[N ]
min
[
min
i∈[I]
(
bi(x)− a(x)>ζji
)
− β, 0
]
≤ 0,
‖a(x)‖∗ ≤ λ,∀i ∈ [I],
λ, β ≥ 0.

In the above formulation, let ν = λ, γ = β and also let zj = min
[
mini∈[I]
(
bi(x)− a(x)>ζji
)
− β, 0
]
and
linearize it for each j ∈ [N ]. Thus, we arrive at (21).
We remark that one can directly derive the equivalent form (21) of set ZCVaR based upon formulation
(4).
Remark 2. Since max{bi(x) − a(x)>ζi, 0} ≥ bi(x) − a(x)>ζi, by replacing max{bi(x) − a(x)>ζi, 0} with
bi(x)− a(x)>ζi, then function f(x, ζ) is lower bounded by
f(x, ζ) ≥ f(x, ζ) = min
{
min
i∈[I]\I(x)
bi(x)− a(x)>ζi
‖a(x)‖∗ , mini∈I(x)χbi(x)<0(x)
}
.
Thus, set Z can be inner approximated by the following setx ∈ Rn :
δ − γ ≤ 1
N
∑
j∈[N ]
min
{
f(x, ζj)− γ, 0} ,
γ ≥ 0.

By introducing additional variables z to linearize the nonlinear function min
{
f(x, ζ)− γ, 0}, we arrive at
x ∈ Rn :
δ − γ ≤ 1
N
∑
j∈[N ]
zj ,
zj + γ ≤ min
i∈[I]\I(x)
bi(x)− a(x)>ζi
‖a(x)‖∗ ,∀j ∈ [I],
zj + γ ≤ min
i∈I(x)
χbi(x)<0(x),∀j ∈ [I],
γ ≥ 0, zj ≤ 0,∀j ∈ [n].

This set can be proven to be exactly equal to set ZCVaR by discussing whether ‖a(x)‖∗ > 0 or not:
(i) if ‖a(x)‖∗ > 0, then replace δ, {zj}j∈[N ] and γ by δ‖a(x)‖∗, {zj‖a(x)‖∗}j∈[N ] and γ‖a(x)‖∗;
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(ii) if ‖a(x)‖∗ = 0, since δ ≤ γ + 1N
∑
j∈[N ] zj and δ > 0,  > 0, according to the pigeonhole principle, we
must have zj0 + γ > 0 for some j0 ∈ [N ], which implies that bi(x) ≥ 0 for all i ∈ [I].
This observation inspires us that ZCVaR = Z if N ≤ 1. In fact, if N ≤ 1, then we must have f(x, ζj) =
f(x, ζj) for all j ∈ [N ], which implies that ZCVaR = Z.
Proposition 4. Suppose that  ∈ (0, 1/N ], then Z = ZCVaR.
Proof. We note that ZCVaR ⊆ Z = Z1 ∪ Z2, where Z1 and Z2 are defined in (8) and (9), respectively. We
note that set Z2 ⊆ ZCVaR. Indeed, suppose that x ∈ Z2, i.e., a(x) = 0, bi(x) ≥ 0 for each i ∈ [I], then
let ν = 0, γ = 0 and zj = 0 for each j ∈ [N ]. Clearly, (ν, γ, z,x) satisfies the constraints in (21). Hence,
x ∈ ZCVaR.
Thus, it is sufficient to show that Z1 ⊆ ZCVaR. Indeed, given x ∈ Z1, there exists (ν, γ, z) such that
(ν, γ, z,x) satisfies the constraints in (8). We only need to show that zj + γ > 0 for each j ∈ [N ]. Suppose
that there exists a j0 ∈ [N ] such that zj0 + γ ≤ 0. Then according to (8a), we have
δν ≤ 1
N
∑
j∈[N ]\{j0}
zj +
1
N
(Nγ + zj0) ≤ 0
where the second inequality is due to N ≤ 1 and zj0 + γ ≤ 0, a contradiction that δ > 0. Therefore, in (8b),
we must have
max
{
bi(x)− a(x)>ζji , 0
}
= bi(x)− a(x)>ζji
for each i ∈ [I], j ∈ [N ]. Hence, (ν, γ, z,x) satisfies the constraints in (21), i.e., x ∈ ZCVaR.
The result in Proposition 4 shows that if the risk parameter  is small enough (i.e., less than or equal to
1
N ), then set Z is convex and is equivalent to its CVaR approximation.
3.5 Formulation Comparisons
First, we would like to compare sets ZR, ZCVaR. Indeed, we can show that ZR ⊆ ZCVaR, i.e., set ZR is at
least as conservative as CVaR approximation ZCVaR.
Proposition 5. Let ZR, ZCVaR be defined in (15), (21) , respectively. Then ZR ⊆ ZCVaR.
Proof. Given x ∈ ZR, we only need to show that x ∈ ZCVaR. Indeed, let us consider ν = ‖a(x)‖∗, γ =
δ
‖a(x)‖∗, zj = 0 for all j ∈ [N ], then we see that (ν, γ, z,x) satisfies the constraints in (21), i.e., x ∈
ZCVaR.
The following example illustrates sets Z,ZVaR, ZCVaR, ZR, ZI and their inclusive relationships.
Example 1. Suppose N = 3, n = 2, I = 2, δ = 1/6,  = 2/3 and ζ11 = (0, 0,
√
2)>, ζ12 = (0, 0, 3
√
2)>, ζ21 =
(0, 0, 3
√
2)>, ζ22 = (0, 0,
√
2)>, ζ31 = (0, 0, 3
√
2)>, ζ32 = (0, 0, 2
√
2)>,a(x) = e3 =
(
0, 0, 1
)>
, b1(x) = x1, b2(x) =
x2. Then, (2) becomes:
Z :=
{
(x1, x2) : infP∈P
P
{
(ξ˜1, ξ˜2) : ξ˜13 ≤ x1, ξ˜23 ≤ x2
}
≥ 1
3
}
. (24)
By straightforward calculation, we have
Z =
{
(x1, x2) : 2 +
√
2
2
≤ x1, 3 +
√
2
2
≤ x2
}
∪
{
(x1, x2) : 3 +
√
2
2
≤ x1, 2 +
√
2
2
≤ x2
}
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∪
{
(x1, x2) : 3 ≤ x1, 3 ≤ x2, 6 +
√
2
2
≤ x1 + x2
}
ZVaR =
{
(x1, x2) : 2 +
√
2
4
≤ x1, 3 +
√
2
4
≤ x2
}
∪
{
(x1, x2) : 3 +
√
2
4
≤ x1, 2 +
√
2
4
≤ x2
}
ZCVaR =
{
(x1, x2) : 3 ≤ x1, 3 ≤ x2, 6 +
√
2
2
≤ x1 + x2
}
ZR =
{
(x1, x2) : 3 +
√
2
4
≤ x1, 3 +
√
2
4
≤ x2
}
ZI =
{
(x1, x2) : 2 +
√
2
2
≤ x1, 3 +
√
2
2
≤ x2
}
∪
{
(x1, x2) : 3 +
√
2
2
≤ x1, 2 +
√
2
2
≤ x2
}
∪
{
(x1, x2) : 3 +
√
2
4
≤ x1, 3 +
√
2
4
≤ x2
}
.
Clearly, we have ZR (
{
ZCVaR6⊆
ZI
}
( Z ( ZVaR (see Figure 1 for an illustration).
x1
x2
(2, 2) (3, 2)
(2, 3)
ZVaR Z
ZI
ZCVaR ZR
Figure 1: Illustration of Example 1
Finally, the theoretical inclusive relationships of sets Z,ZVaR, ZR, ZI , ZCVaR are shown in Figure 2 and
their reformulations are summarized in Table 1.
Table 1: Summary of exact formulation and inner and outer approximations from Sections 2 and 3
Set Z Set ZVaR Set ZR Set ZI Set ZCVaR
Mixed-integer Mixed-integer Convex Mixed-integer Convex
Theorem 2 Corollary 4 Theorem 4 Corollary 5 Theorem 6
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Figure 2: Summary of formulation comparisons
4 DRCCP with Pure Binary Decision Variables
In this section, we will study DRCCP with pure binary decision variables x ∈ {0, 1}n, i.e., we assume that
S ⊆ {0, 1}n. If S is a bounded integer set, we can use binary expansion to reformulate S an equivalent
binary set (c.f., [45]). For binary DRCCP, we will show that the reformulations in the previous section can
be improved.
4.1 Polyhedral Results of Submodular Functions: A Review
Our main derivation of stronger formulations is based upon some polyhedral results of submodular func-
tions, which will be briefly reviewed in this subsection.
We first briefly introduce the definition of submodularity and interested readers are referred to [13, 27]
for more details.
Definition 1. (Submodularity) Let 2[n] be a power set of [n]. Then a set function g : 2[n] → R is “submodular”
if and only if it satisfies the following condition:
• for every T1, T2 ⊆ [n] with T1 ⊆ T2 and every t ∈ [n] \ T2, we must have g(T1 ∪ {t}) − g(T1) ≥
g(T2 ∪ {t})− g(T2).
We first begin with the following lemmas on submodular functions.
Lemma 1. Given d1 ∈ Rn+, d2, d3 ∈ R, function f(x) = −max
(
d>1 x+ d2, d3
)
is submodular over the binary
hypercube.
Proof. Since d>1 x+d2 is a nondecreasing submodular function and−max (t, d3) is ae nonincreasing concave
function, the submodularity of their composition follows by Table 1 in [37].
Lemma 2. Given q ≥ 1, function f(x) = ‖x‖q with q ≥ 1 is submodular over the binary hypercube.
Proof. This is because f(x) = ‖x‖q = q
√∑
l∈[n] xl, and g(e
>x) is a submodular function if g(·) is a concave
function (cf., [43]).
Next, we will introduce polyhedral properties of submodular functions. For any given submodular
function f(x) with x ∈ {0, 1}n, let us denote Πf to be its epigraph, i.e.,
Πf = {(x, φ) : φ ≥ f(x),x ∈ {0, 1}n} .
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Then the convex hull of Πf is characterized by the system of “extended polymatroid inequalities” (EPI) [2, 43],
i.e.,
conv (Πf ) =
(x, φ) : f(0) + ∑
l∈[n]
ρσlxσl ≤ φ, ∀σ ∈ Ω,x ∈ [0, 1]n
 , (25)
where Ω denotes a collection of all permutations of set [n] and ρσl = f(eAσl )− f(eAσl−1) for each l ∈ [n] with
Aσ0 = ∅, Aσl = {σ1, . . . , σl} and (eT )τ =
{
1, if τ ∈ T
0, if τ ∈ [n] \ T .
In addition, although there are n! number of inequalities in (25), these inequalities can be easily sepa-
rated by a greedy procedure.
Lemma 3. ([2, 43]) Suppose (x˜, φ˜) /∈ conv (Πf ), and σ ∈ Ω be a permutation of [n] such that x˜σ1 ≥ . . . ≥ x˜σn .
Then (x˜, φ˜) must violate the constraint f(0) +
∑
l∈[n] ρσlxσl ≤ φ.
From Lemma 3, we see that to separate a point (x˜, φ˜) from conv (Πf ), we only need to sort the coordi-
nates of x˜ in a descending order, i.e., x˜σ1 ≥ . . . ≥ x˜σn . Then (x˜, φ˜) can be the separated by the constraint
f(0) +
∑
l∈[n] ρσlxσl ≤ φ from conv (Πf ). The time complexity of this separating procedure is O(n log n).
4.2 Reformulating a Binary DRCCP by Submodular Knapsack Constraints: Big-M
free
In this section, we will replace the nonlinear constraints defining the feasible region of a binary DRCCP
(i.e., set S ∩ Z) by submodular knapsack constraints. These constraints can be equivalently described by
the system of EPI in (25). Therefore we obtain a big-M free mixed integer representation of set S ∩ Z.
First, we introduce n auxiliary variables complementing binary variables x, denoted byw, i.e., wl+xl =
1 for each l ∈ [n]. With these n additional variables, we can reformulate function bi(x)− a(x)>ζji as
bi(x)− a(x)>ζji = r>ijx+ t>ijw + uij (26)
for each i ∈ [I], j ∈ [N ] such that rij ∈ Rn+, tij ∈ Rn+. Indeed, since a(x) =
(
η1x
η2
)
and bi(x) = B>i x+ b
i, in
(26), we can choose
rijl = BilI(Bil > 0)− η1ζjilI(ζjil < 0),
tijl = −BilI(Bil < 0) + η1ζjilI(ζjil > 0),
uij = b
i − η2ζji(n+1) +
∑
τ∈[n]
(
Biτ I(Biτ < 0)− η1ζjiτ I(ζjiτ > 0)
)
,
for each l ∈ [n], i ∈ [I], j ∈ [N ].
Thus, from above discussion, we can formulate S ∩ Z (recall that set Z = Z1 ∪ Z2 according to Proposi-
tion 1) as the following mixed integer set with submodular knapsack constraints.
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Theorem 7. Suppose that S ⊆ {0, 1}n. Then S ∩ Z = (S ∩ Ẑ1) ∪ (S ∩ Z2), where
S ∩ Ẑ1 =

x ∈ S :
δν − γ ≤ 1
N
∑
j∈[N ]
zj ,
−max{r>ijx+ t>ijw + uij , 0} ≤ −zj − γ,∀i ∈ [I], j ∈ [N ],
zj ≤ 0,∀j ∈ [N ],∥∥∥∥(η1xη2
)∥∥∥∥
∗
≤ ν,
wl + xl = 1,∀l ∈ [n],
ν ≥ 1,
γ ≥ 0,w ∈ {0, 1}n

(27a)
(27b)
(27c)
(27d)
(27e)
(27f)
(27g)
and
S ∩ Z2 = {x ∈ S :a(x) = 0, bi(x) ≥ 0,∀i ∈ [I]} (28)
Proof. According to Proposition 1, equalities (26) and the fact that a(x) =
(
η1x
η2
)
with constant η1, η2 ∈
{0, 1}, constraints (8b) and (8d) are equivalent to (27b) and (27d). Thus, we only need to show that S ∩Z1 ⊆
(S ∩ Ẑ1) ∪ (S ∩ Z2). There are two cases.
Case 1. If η2 = 1, then we must have ‖a(x)‖∗ =
∥∥∥∥(η1xη2
)∥∥∥∥
∗
≥ 1, then S ∩ Z1 = S ∩ Ẑ1. We are done.
Case 2. If η2 = 0, then we must have η1 = 1. For any x ∈ S∩Z1, we need to show that x ∈ (S∩Ẑ1)∪(S∩Z2).
If x = 0, then the constraints (8) become
δν ≤ 1
N
∑
j∈[N ]
zj + γ,
zj + γ ≤ max {bi(x), 0} ,∀i ∈ [I], j ∈ [N ],
zj ≤ 0,∀j ∈ [N ],
ν > 0, γ ≥ 0.
Since ν > 0, δ > 0, 1 >  > 0, thus by the pigeonhole principle, we must have zj0 + γ > 0 for
some j0 ∈ [N ]. This implies that bi(x) > 0 for each i ∈ [I]. Together with a(x) = 0, we must have
x = 0 ∈ S ∩ Z2.
Now suppose that x 6= 0. Note that S ∩ Z1 ⊆ {0, 1}n, therefore, x 6= 0 implies that ‖x‖∗ ≥ 1, thus,
v ≥
∥∥∥∥(η1xη2
)∥∥∥∥
∗
= ‖x‖∗ ≥ 1. Thus, x ∈ S ∩ Ẑ1.
From the proof of Theorem 7, we note that if bi ≥ δ for each i ∈ [I], then we have S ∩Z2 ⊆ S ∩ Ẑ1. Thus,
S ∩ Z = S ∩ Ẑ1.
Corollary 6. Suppose that S ⊆ {0, 1}n and bi ≥ δ for each i ∈ [I]. Then S ∩ Z = S ∩ Ẑ1.
Proof. From the proof of Theorem 7, we only need to show that x = 0 ∈ S ∩ Ẑ1. In this case, we have
w = e − x = e. Then according to (26), we have r>ijx + t>ijw + uij = bi(x) − a(x)>ζji = bi. Let us
set ν = 1, γ = δ , z = 0. Then it is easy to see that (x,w, z, γ, ν) satisfies the constraints in (27), i.e.,
0 ∈ S ∩ Ẑ1.
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We note that the left-hand sides of constraints (27b) and (27d) are submodular functions according to
Lemma 1 and Lemma 2. Therefore, equivalently, we can replace these constraints with the convex hulls of
epigraphs of their associated submodular functions. Thus,
Corollary 7. Suppose that S ⊆ {0, 1}n and ‖ · ‖ is Lp norm with p ≥ 1. Then
S ∩ Ẑ1 =

x ∈ S :
δν − γ ≤ 1
N
∑
j∈[N ]
zj ,
(x,w,−zj − γ) ∈ conv(Πij),∀i ∈ [I], j ∈ [N ],
zj ≤ 0,∀j ∈ [N ],
(x, ν) ∈ conv(Π0),
wl + xl = 1,∀l ∈ [n],
ν ≥ 1, γ ≥ 0,w ∈ [0, 1]n,

(29a)
(29b)
(29c)
(29d)
(29e)
(29f)
where
Πij =
{
(x,w, φ) : −max{r>ijx+ t>ijw + uij , 0} ≤ φ,x,w ∈ {0, 1}n} ,∀i ∈ [I], j ∈ [N ], (30a)
Π0=
{
(x, φ) :
∥∥∥∥(η1xη2
)∥∥∥∥
∗
≤ φ,x ∈ {0, 1}n
}
(30b)
and {conv(Πij)}i∈[I],j∈[N ] , conv(Π0) can be described by the system of EPI in (25).
Note that the optimization problem minx∈S∩Z1 c>x can be solved by a branch and cut algorithm. In
particular, at each branch and bound node, denoted as (x̂, ŵ, ẑ, γ̂, ν̂), there might be too many (i.e.,N×I+1)
valid inequalities to add, since in (29b) and (29d), there are N × I + 1 convex hulls of epigraphs (i.e.,
{conv(Πij)}i∈[I],j∈[N ] , conv(Π0)) to be separated from. Therefore, instead, we can first check and find the
epigraphs of κ (e.g., κ = 10 in our numerical study) most violated constraints in (27b) and (27d), i.e., find
the epigraphs corresponding to the κ largest values in the following set
{−max{r>ijx̂+ t>ijŵ + uij , 0}+ ẑj + γ̂}i∈[I],j∈[N ]⋃{
∥∥∥∥(η1x̂η2
)∥∥∥∥
∗
− ν̂
}
.
Finally, we can generate and add valid inequalities by separating (x̂, ŵ, ẑ, γ̂, ν̂) from the convex hulls of
these κ epigraphs according to Lemma 3.
5 Numerical Demonstration
In this section, we present a series of numerical studies to demonstrate the effectiveness of the proposed
formulations and also show how to use cross validation to choose a proper Wasserstein radius δ.
For the demonstration purpose, we will study distributionally robust multidimensional knapsack prob-
lem (DRMKP) [11, 36, 39] with continuous decision variables (i.e., continuous DRMKP) or binary decision
variables (i.e., binary DRMKP). In a DRMKP, there are n items and I knapsacks. Additionally, cj represents
the value of item j for all j ∈ [n], ξ˜i := (ξ˜i1, . . . , ξ˜in)> represents the vector of random item weights in knap-
sack i, and bi > 0 represents the capacity limit of knapsack i, for all i ∈ [I]. The decision variable xj ∈ [0, 1]
represents the proportion of jth item to be picked. In a continuous DRMKP, we let x ∈ S := [0, 1]n, and for
a binary DRMKP, we let x ∈ S := {0, 1}n. We use the Wasserstein ambiguity set under Assumptions (A1)
and (A2) with L2- norm as distance metric. With the notation above, DRMKP is formulated as
v∗ = max
x∈S
c>x,
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s.t. inf
P∈P
P
{
ξ˜>i x ≤ bi,∀i ∈ [I]
}
≥ 1− , (31)
where the chance constraint here is to guarantee that the worst-case probability that each knapsack’s capac-
ity should be satisfied is at least 1− .
In the following subsections, we generated different random instances to test the proposed formulations.
All the instances were executed on a MacBook Pro with a 2.80 GHz processor and 16GB RAM with a call of
the commercial solver Gurobi (version 7.5, with default settings).
5.1 Continuous DRMKP: Numerical Demonstration of Exact Formulation, Outer and
Inner Approximations
In this subsection, we use continuous DRMKP (i.e., S = [0, 1]n in (31)) to numerically demonstrate the exact
formulation in Theorem 2, outer approximation in Corollary 4, CVaR approximation in Theorem 6 and
inner chance constrained programming approximation in Corollary 5. To test the proposed formulations,
we generated 10 random instances with n = 20 and I = 10, indexed by {1, 2, . . . , 10}. For each instance, we
generate N = 100 empirical samples {ζj}j∈[N ] ∈ RI×n+ from a uniform distribution over a box [1, 10]I×n.
For each l ∈ [n], we independently generated cl from the uniform distribution on the interval [1, 10], while
for each i ∈ [I], we set bi := 50. We tested these 10 random instances with risk parameter  ∈ {0.05, 0.10}
and Wasserstein radius δ ∈ {0.01, 0.02}.
The numerical results are displayed in Table 2, where we use BigM Model, VaR Model, CVaR Model
and ICCP Model denote exact formulation in Theorem 2, outer approximation in Corollary 4, CVaR ap-
proximation in Theorem 6 and inner chance constrained programming approximation in Corollary 5, re-
spectively. We also use “Opt.Val” to denote the optimal value v∗, “Value” to denote the best objective value
output from an approximation model and “Time” to denote the computational time in seconds. Addition-
ally, since we can solve exact BigM Model to the optimality, we use GAP denote the optimality gap of an
approximation model, which is computed as
GAP =
|Value−Opt.Val|
Opt.Val
.
We also let α∗ denote the best α found in ICCP Model. In BigM Model (10), we chose
Mj = max
i∈[I]
max
bi,∑
l∈[n]
ζjil − bi
 ,∀j ∈ [N ],
and a lower bound of ν as ν = 1.
From Table 2, we see that all the models can be solved to the optimality within 2 minutes, where BigM
Model and ICCP Model often take the longest time to solve, and for each instance, CVaR Model can be
solved within a second. This might be because (i) CVaR Model is a second order conic program and does
not involve any binary variables; (ii) on the contrary, the BigM Model not only has binary variables but
also involves the most number of auxiliary variables, while to solve ICCP Model, one needs to solve dNe
regular chance constrained programs. In terms of approximation accuracy, we see that VaR Model is usually
2-3% away from the true optimality,CVaRModel is 1-2% away from the true optimality, while ICCP Model
nearly finds the true optimal solution. This demonstrates that all of the proposed approximation models
can find near-optimal solutions. In practice, it is worthy of trying all the BigM Model, ICCP Model, and
CVaR Model first, then choose the best solution from three models and use the outer approximation- VaR
Model to provide a numerical optimality guarantee on how good the solution quality is.
5.2 Choosing a Wasserstein Radius using Cross Validation
In this subsection, we use continuous DRMKP (i.e., S = [0, 1]n in (31)) to numerically demonstrate how to
use cross validation to choose a proper Wasserstein radius δ and also test the effects of the correlation of the
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Table 2: Numerical results of the exact formulation in Theorem 2, outer approximation in Corollary 4,
CVaR approximation in Theorem 6 and inner chance constrained programming approximation in Corol-
lary 5 on solving continuous DRMKP
 δ
Insta-
nces
BigM Model VaRModel CVaRModel ICCP Model
Opt.Val Time Value GAP Time Value GAP Time Value α∗ GAP Time
0.05 0.01
1 54.93 6.11 56.37 2.62% 3.37 54.30 1.14% 0.06 54.93 0.03 0.00% 9.43
2 47.69 5.24 48.79 2.29% 2.04 47.16 1.11% 0.05 47.69 0.03 0.00% 7.90
3 50.73 4.44 51.43 1.38% 4.43 50.38 0.70% 0.05 50.73 0.02 0.00% 8.64
4 53.97 3.61 54.98 1.87% 4.75 52.72 2.32% 0.06 53.97 0.03 0.00% 8.16
5 54.96 6.99 56.44 2.68% 4.20 52.88 3.79% 0.05 54.96 0.03 0.00% 7.42
6 56.03 6.46 57.40 2.44% 2.64 54.97 1.89% 0.05 56.03 0.03 0.00% 6.35
7 54.17 6.69 55.04 1.62% 3.68 53.26 1.67% 0.05 54.12 0.02 0.08% 7.92
8 55.40 5.81 56.55 2.09% 3.19 54.15 2.26% 0.05 55.40 0.03 0.00% 6.86
9 57.63 4.91 58.95 2.29% 4.20 57.07 0.96% 0.05 57.62 0.02 0.02% 10.80
10 56.31 4.34 57.15 1.50% 4.71 55.95 0.63% 0.06 56.31 0.02 0.00% 8.62
Average 5.46 2.08% 3.72 1.65% 0.05 0.01% 8.21
0.05 0.02
1 53.97 3.94 55.92 3.63% 3.27 53.83 0.24% 0.05 53.94 0.02 0.05% 9.95
2 47.05 3.63 48.42 2.92% 3.20 46.79 0.53% 0.04 47.04 0.02 0.01% 8.64
3 50.12 5.26 51.02 1.79% 4.48 49.96 0.33% 0.05 50.11 0.01 0.03% 8.88
4 52.98 5.14 54.49 2.84% 4.83 52.28 1.33% 0.06 52.98 0.02 0.00% 9.41
5 54.10 3.76 55.95 3.41% 3.67 52.44 3.07% 0.05 54.05 0.02 0.09% 9.55
6 55.16 6.02 56.90 3.16% 3.33 54.52 1.17% 0.05 55.14 0.02 0.04% 7.58
7 53.41 3.91 54.55 2.13% 3.81 52.83 1.08% 0.05 53.38 0.02 0.06% 7.59
8 54.47 2.77 56.09 2.98% 3.34 53.71 1.39% 0.06 54.43 0.02 0.07% 6.63
9 56.85 3.40 58.44 2.79% 4.00 56.59 0.46% 0.05 56.84 0.01 0.02% 9.39
10 55.65 5.47 56.71 1.90% 4.90 55.53 0.22% 0.06 55.65 0.01 0.00% 9.29
Average 4.33 2.76% 3.88 0.98% 0.05 0.04% 8.69
0.1 0.01
1 56.47 25.78 57.71 2.19% 10.01 55.14 2.36% 0.05 56.47 0.06 0.00% 35.61
2 48.82 66.63 49.87 2.16% 6.51 48.00 1.68% 0.06 48.79 0.06 0.06% 25.94
3 51.58 102.52 52.56 1.89% 10.35 50.93 1.26% 0.06 51.58 0.07 0.00% 54.93
4 55.28 15.06 56.20 1.66% 8.26 53.97 2.37% 0.05 55.28 0.06 0.00% 35.40
5 56.94 22.07 58.51 2.75% 4.82 54.28 4.68% 0.06 56.94 0.07 0.00% 31.10
6 57.50 23.31 58.94 2.51% 9.04 55.92 2.74% 0.07 57.50 0.06 0.00% 29.69
7 55.21 24.96 56.51 2.35% 5.15 54.24 1.77% 0.06 55.19 0.06 0.04% 27.51
8 56.64 15.43 57.96 2.33% 3.80 55.42 2.15% 0.06 56.60 0.06 0.08% 29.52
9 59.18 23.14 60.47 2.19% 8.79 58.01 1.98% 0.08 59.14 0.07 0.07% 46.42
10 57.20 29.34 58.02 1.44% 10.08 56.50 1.21% 0.07 57.19 0.07 0.00% 48.08
Average 34.83 2.15% 7.68 2.22% 0.06 0.03% 36.42
0.1 0.02
1 55.93 77.63 57.45 2.72% 9.50 54.89 1.85% 0.05 55.92 0.05 0.01% 36.73
2 48.47 20.09 49.66 2.47% 2.77 47.82 1.34% 0.06 48.42 0.05 0.09% 27.42
3 51.14 110.17 52.34 2.35% 14.61 50.72 0.81% 0.07 51.06 0.04 0.14% 54.71
4 54.68 73.17 55.96 2.35% 12.99 53.74 1.71% 0.06 54.67 0.06 0.01% 43.06
5 56.11 16.04 58.25 3.81% 3.98 54.05 3.67% 0.06 56.11 0.07 0.00% 34.82
6 56.93 18.81 58.66 3.05% 3.61 55.68 2.19% 0.06 56.90 0.05 0.05% 33.87
7 54.67 37.46 56.26 2.90% 6.57 54.00 1.22% 0.05 54.61 0.06 0.12% 33.40
8 56.15 15.48 57.71 2.77% 4.54 55.20 1.70% 0.05 56.09 0.05 0.11% 26.77
9 58.51 18.82 60.21 2.91% 10.79 57.76 1.28% 0.06 58.48 0.04 0.05% 47.85
10 56.76 33.72 57.80 1.84% 12.03 56.29 0.83% 0.07 56.71 0.05 0.08% 44.74
Average 42.14 2.72% 8.14 1.66% 0.06 0.07% 38.34
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random vectors (ξ˜1, . . . , ξ˜I). We suppose that  = 0.05, n = 20 and I = 10, and ξ˜i = ρξ¯ + (1− ρ)ξ̂i for each
i ∈ [I], where ξ¯, ξ̂1, . . . , ξ̂I are independent uniform random vectors over the box [1, 10]I×n, and ρ ∈ [0, 1].
Clearly, as ρ grows, the correlation among random vectors (ξ˜1, . . . , ξ˜I) increases. Our numerical instances
were generated as follows. We first generated N = 100 i.i.d. samples {(ζ̂j1 , . . . , ζ̂jI )}j∈[N ] ∈ RI×n+ from a
uniform distribution over a box [1, 10]I×n, and N = 100 i.i.d. samples {ζ¯j}j∈[N ] ∈ Rn+ from a uniform
distribution over a box [1, 10]n, where n = 20 and I = 10. Next, we constructed 11 instances with N = 100
empirical samples as
ζji = ρζ¯
j + (1− ρ)ζ̂ji
for each i ∈ [I] and j ∈ [N ], and ρ ∈ {0, 0.1, . . . , 1}. For each l ∈ [n], we independently generated cl from
the uniform distribution on the interval [1, 10], while for each i ∈ [I], we set bi := 50. We also suppose that
the possible Wasserstein radii are from δ ∈ {0.01, 0.02, . . . , 0.1}.
The cross validation procedure was done in the following manner: (i) for each δ ∈ {0.01, 0.02, . . . , 0.1},
we solved continuous DRMKP to the optimality using exact formulation in Proposition 1; (ii) we generated
104 samples of the random vectors (ξ˜1, . . . , ξ˜I) and used these samples to estimate the violation probability
of uncertain constraints with respect to the optimal solution found at step (i). We repeated this procedure
10 times and output the 90-percentile of these estimated violation probabilities, denoted as 90-percentile
violation; and (iii) we chose the best Wasserstein radius δ∗ as the smallest δ ∈ {0.01, 0.02, . . . , 0.1} such that
its 90-percentile violation is below the target violation, i.e., less than or equal to  = 0.05.
For the comparison purpose, we also solve a regular chance constrained programming counterpart of
DRMKP (31) with respect to the empirical samples {ζj}j∈[N ] and used the same procedure to compute
its 90-percentile violation. The numerical results are displayed in Table 3, where we use “CCP Model” to
denote the chance constrained programming counterpart of DRMKP, and “Opt.Val” to denote the optimal
value of a corresponding model.
From Table 2, we see that for the optimal solutions from CCP Model often have much higher proba-
bility of violating the uncertain constraints than the target risk parameter  = 0.05. On the other hand,
for DRMKP Model, by choosing Wasserstein radius properly, its probability of violating the uncertain con-
straints is often smaller than the target risk parameter, and its optimal value is often very close to that of
CCP Model. This demonstrates the robustness and accuracy of the proposed DRMKP Model. We also
note that when ρ grows, i.e., the correlation between among random vectors (ξ˜1, . . . , ξ˜I) increases, the best
Wasserstein radius δ∗ does not tend to decrease or increase. This result demonstrates that Assumption (A2)
does not cause too much over-conservatism of the proposed DRCCP models. In fact, we note that the best
Wasserstein radius δ∗ is positively correlated with the 90-percentile violation of CCP Model, i.e., δ∗ tends
to be bigger if CCP Model has a larger 90-percentile violation value. In practice, we suggest solving regular
CCP Model first and then choose a proper range of δ for the cross validation. Finally, if the cross validation
takes too much time due to the difficulty of solving MILPs, then we can reduce the running time via warm
start. That is, we suggest solving the cross validation instances in the descending order of possible δ values,
and when solving a cross validation instance, since the optimal solution from previous instance is feasible
to the current one, thus, we can input this solution to the solver as a starting point.
5.3 Binary DRMKP: Strength of Big-M Free Formulation
In this subsection, we present a numerical study to compare the big-M formulation in Theorem 2 with big-
M free formulation in Corollary 7 on solving binary DRMKP (i.e., S = {0, 1}n in (31)). To test the proposed
formulations, we generated 10 random instances with n = 20 and I = 10, indexed by {1, 2, . . . , 10}. For
each instance, we generated N = 1000 empirical samples {ζj}j∈[N ] ∈ RI×n+ from a uniform distribution
over a box [1, 10]I×n. For each l ∈ [n], we independently generated cl from the uniform distribution on
the interval [1, 10], while for each i ∈ [I], we set bi := 100. We tested these 10 random instances with risk
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Table 3: Illustration of choosing a Wasserstein radius using cross validation
ρ
DRMKP Model CCP Model Target
Violation
()δ
∗ Opt.Val 90-PercentileViolation Opt.Val
90-Percentile
Violation
0 0.03 53.76 0.04154 56.99 0.13461
0.05
0.1 0.02 50.06 0.04431 52.67 0.08698
0.2 0.03 52.37 0.03133 55.11 0.15273
0.3 0.01 56.94 0.03905 58.33 0.09624
0.4 0.02 53.38 0.02801 55.89 0.12054
0.5 0.02 50.25 0.03249 52.13 0.09629
0.6 0.01 59.38 0.04671 60.98 0.08015
0.7 0.03 54.60 0.04742 57.77 0.12871
0.8 0.03 62.51 0.04678 66.39 0.11837
0.9 0.03 52.82 0.0364 56.90 0.13221
1 0.02 59.51 0.03998 62.09 0.09496
parameter  ∈ {0.05, 0.10} and Wasserstein radius δ ∈ {0.1, 0.2}. Also, in BigM Model (10), we chose
Mj = max
i∈[I]
max
bi,∑
l∈[n]
ζjil − bi
 ,∀j ∈ [N ],
and a lower bound of ν as ν = 1.
We set the time limit of solving each instance to be 3600 seconds. The results are displayed in Table 4.
We use BigM Model and BigM-free Model to denote the big-M formulation in Theorem 2 and big-M free
formulation in Corollary 7, respectively. In addition, we use UB, LB, GAP, Opt.Val and Time to denote the
best upper bound, the best lower bound, optimality gap, the optimal objective value and the total running
time in seconds, respectively.
From Table 4, we observe that the overall running time of BigM-free Model significantly outperforms
that of BigM Model, i.e., almost all of the instances of BigM-free Model can be solved within 10 minutes,
while the majority of the instances of BigM Model reach the time limit. The main reasons are two-fold:
(i) BigM Model involves O(N + n) binary variables and O(N × I) continuous variables, while BigM-free
Model only involves O(n) binary variables and O(N) continuous variables; and (ii) BigM Model contains
big-M coefficients, while BigM-free Model does not. We also observe that, as the risk parameter  increases
or Wasserstein radius δ decreases, both formulations take longer time to solve but BigM-free Model still
significantly outperforms BigM Model. These results demonstrate the effectiveness of our proposed BigM-
free Model.
6 Conclusion
In this paper, we studied a distributionally robust chance constrained problem (DRCCP) with Wasserstein
ambiguity set. We showed that a DRCCP could be formulated as a conditional value-at-risk constrained
optimization, thus admits tight inner and outer approximations. Once the feasible region is bounded, we
showed that a DRCCP could be mixed integer representable with big-M coefficients and additional binary
variables, i.e., a DRCCP can be formulated as a mixed integer conic program. We also compared various
inner and outer approximations and proved their corresponding inclusive relations. We further proposed
a big-M free formulation for a binary DRCCP and a branch and cut solution algorithm. The numerical
studies demonstrated that the proposed formulations are quite promising.
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Table 4: Numerical comparison of big-M formulation in Theorem 2 and big-M free formulation in Corol-
lary 7 on solving binary DRMKP
 δ Instances n I BigM Model BigM-free ModelUB LB Time GAP Opt.Val Time
0.05 0.1
1 20 10 93 86 3600.0 7.5% 89 49.3
2 20 10 97 90 3600.0 7.2% 95 30.6
3 20 10 95 84 3600.0 11.6% 90 387.0
4 20 10 84 74 3600.0 11.9% 78 275.7
5 20 10 87 81 3600.0 6.9% 82 140.4
6 20 10 97 85 3600.0 12.4% 88 972.5
7 20 10 89 75 3600.0 15.7% 84 169.6
8 20 10 100 88 3600.0 12.0% 96 80.5
9 20 10 96 78 3600.0 18.8% 92 59.3
10 20 10 93 93 3542.7 0.0% 93 18.2
Average 3594.3 10.4% 218.3
0.1 0.1
1 20 10 100 NA 3600.0 NA 92 172.9
2 20 10 106 NA 3600.0 NA 99 164.0
3 20 10 105 87 3600.0 17.1% 93 569.1
4 20 10 92 67 3600.0 27.2% 82 600.5
5 20 10 95 NA 3600.0 NA 86 332.0
6 20 10 109 NA 3600.0 NA 94 1852.4
7 20 10 96 NA 3600.0 NA 88 279.8
8 20 10 108 82 3600.0 24.1% 100 133.2
9 20 10 102 NA 3600.0 NA 94 389.3
10 20 10 103 96 3600.0 6.8% 96 149.7
Average 3600.0 18.8% 464.3
0.05 0.2
1 20 10 87 87 665.8 0.0% 87 8.5
2 20 10 88 88 2473.2 0.0% 88 19.3
3 20 10 86 86 1391.3 0.0% 86 70.4
4 20 10 74 74 2881.7 0.0% 74 102.5
5 20 10 78 78 1553.5 0.0% 78 26.9
6 20 10 86 86 2776.2 0.0% 86 442.7
7 20 10 83 83 1413.9 0.0% 83 17.1
8 20 10 92 92 297.7 0.0% 92 21.0
9 20 10 90 90 148.5 0.0% 90 14.6
10 20 10 90 90 1074.2 0.0% 90 8.9
Average 1467.6 0.0% 73.2
0.1 0.2
1 20 10 96 85 3600.0 11.5% 92 34.3
2 20 10 103 88 3600.0 14.6% 99 16.5
3 20 10 98 93 3600.0 5.1% 93 175.4
4 20 10 86 82 3600.0 4.7% 82 243.5
5 20 10 90 NA 3600.0 NA 86 84.7
6 20 10 101 81 3600.0 19.8% 94 524.6
7 20 10 90 88 3600.0 2.2% 88 93.1
8 20 10 103 NA 3600.0 NA 100 53.4
9 20 10 97 94 3600.0 3.1% 94 75.5
10 20 10 99 89 3600.0 10.1% 96 14.1
Average 3600.0 8.9% 131.5
∗ The NA represents that no feasible solution has been found within the time limit
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