The streaming model describes the mapping between real and redshift space for 2-point clustering statistics. Its key element is the probability density function (PDF) of line-of-sight pairwise peculiar velocities. Following a kinetic-theory approach, we derive the fundamental equations of the streaming model for ordered and unordered pairs. In the first case, we recover the classic equation while we demonstrate that modifications are necessary for unordered pairs. The difference originates from pairs that reverse their line-of-sight ordering between real and redshift space with respect to the observer. Our non-perturbative results are exact in the distant-observer approximation and hold true also in the presence of multi streaming. We clarify some ambiguity in the literature by showing that different pairwise-velocity PDFs should be employed for ordered and unordered pairs. We then discuss several statistical properties of the pairwise velocities also using a high-resolution N-body simulation. Finally, we introduce a mixture of Gaussians which is known in statistics as the generalised hyperbolic distribution and show that it provides an accurate fit to the PDF of pairwise velocities. Once inserted in the streaming equation, the fit yields an excellent description of redshift-space correlations at all scales that vastly outperforms the commonly used Gaussian and exponential approximations. Using a principal-component analysis, we reduce the complexity of our model for large redshift-space separations. Our results are useful for extending studies of anisotropic galaxy clustering towards smaller scales in order to test theories of gravity and interacting dark-energy models.
INTRODUCTION
Galaxy redshift surveys provide us with three-dimensional maps of the Universe. However, the resulting charts are twisted by the fact that we convert redshifts into distances by assuming a homogeneous model of cosmic expansion. It is well known that the measured redshift is not a perfect distance indicator in the presence of density perturbations. Peculiar galaxy motions along the line of sight (los) generate the leading corrections and give rise to the so-called 'redshift-space distortions' (RSD) between the reconstructed configuration (in 'redshift space') and the actual galaxy distribution (in 'real' space).
The clustering pattern in redshift space predominantly showcases two spurious features. Collapsed structures appear highly elongated along the los due to the velocity dis-E-mail: joseph@astro.uni-bonn.de † Member of the International Max Planck Research School (IM-PRS) for Astronomy and Astrophysics at the Universities of Bonn and Cologne ‡ E-mail: porciani@astro.uni-bonn.de persion of their constituent galaxies, a phenomenon known as the 'Finger-of-God' (FoG) effect (Jackson 1972; Sargent & Turner 1977) . At the same time, large-scale flows towards overdense regions (or away from underdense regions) coherently deform the inferred galaxy distribution (Kaiser 1987) . Overall, RSD break the rotational invariance of galaxy Npoint statistics which are anisotropic functions of the galaxy separations (in redshift space) along the los and in the plane of the sky. On large scales, the degree of anisotropy reflects the growth rate of cosmic structure and can thus be used to probe dark energy and gravity theories (see Hamilton 1998 , for a comprehensive review). RSD are clearly detected in measurements of galaxy clustering (e.g. Davis & Peebles 1983; Fisher et al. 1994; Peacock et al. 2001; Guzzo et al. 2008 ) and forthcoming surveys have the potential to extract valuable cosmological information from them (White et al. 2009; Giannantonio et al. 2012; Borzyszkowski et al. 2017) . The main limiting factor is modeling galaxy statistics in redshift space to the required accuracy for the widest possible range of scales. This is a formidable problem involving four non-linear quantities: the density and the velocity fields, galaxy biasing and the map-ping from real to redshift space. Several lines of research have been pursued over the last decades with the aim of improving our understanding of RSD, including perturbative approaches for the largest scales (e.g Matsubara 2008; Taruya et al. 2009 Taruya et al. , 2013 Senatore & Zaldarriaga 2014 ) and phenomenological models (e.g. Peacock & Dodds 1994; Reid & White 2011) .
In this paper, we focus on the phenomenological approach introduced by Peebles (1980) to model the galaxy two-point correlation function in redshift space and subsequently generalised by Fisher (1995, who dubbed it the 'streaming model'). In this framework, the mapping from real to redshift space is discussed in terms of the pairwise velocity distribution function. Basically, (one plus) the anisotropic correlation function in redshift space is written as an integral of (one plus) the spherically-symmetric function in real space times the probability density of the relative los peculiar velocity. This model is exact in the distantobserver limit. Its properties in Fourier space have been thoroughly investigated by Scoccimarro (2004) .
The history of the streaming model is rich and varied. In its early applications, it was used to model the smallscale clustering of galaxies from the CfA survey (Davis & Peebles 1983) . The pairwise velocity distribution was assumed to be exponential 1 . The (scale-dependent) mean pairwise (or streaming) velocity along the los was determined by requiring the conservation of galaxy pairs under the stableclustering hypothesis while the corresponding velocity dispersion (assumed to be scale independent to first approximation) was treated as a free parameter and measured from the suppression of the redshift-space correlations along the los at fixed transverse separation (e.g. Davis & Peebles 1983; Bean et al. 1983; Li et al. 2006) . Later on, Fisher (1995 , see also Fisher et al. 1994 demonstrated that the streaming model with a Gaussian velocity distribution and a scale-dependent velocity dispersion is compatible with linear (Eulerian) perturbation theory on large scales. Therefore, it became clear that the character of the velocity PDF must change substantially with the galaxy separation, which makes the development of accurate theoretical models difficult. For this reason, hybrid models that combine linear perturbative predictions in redshift space with a (scale-independent) streaming term for the incoherent small-scale motions were introduced in order to describe galaxy clustering on a wider range of separations (Peacock & West 1992; Park et al. 1994; Peacock & Dodds 1994) . These 'dispersion models' continue to be very popular (e.g. Hawkins et al. 2003; Guzzo et al. 2008; Beutler et al. 2012; Chuang & Wang 2013 ) although they correspond to a streaming model with a discontinous velocity PDF (Scoccimarro 2004) and may lead to biased estimates of the cosmological parameters (Kwan et al. 2012) .
Over time, the 'Gaussian streaming model' (GSM) has become the workhorse of RSD studies (Reid et al. 2012; Samushia et al. 2014; Alam et al. 2017; Chuang et al. 2017; Satpathy et al. 2017) . It requires three inputs: the realspace correlation function plus the mean and the dispersion of the los relative velocity distribution both as a function of the spatial separation and the orientation of the pairs.
Several flavours of perturbation theory have been used to model these basic ingredients obtaining satisfactory agreement with N-body simulations at least for certain redshifts, tracers and scales (Reid & White 2011; Reid et al. 2012; Carlson et al. 2013; Wang et al. 2014; White 2014; Vlah et al. 2016; Kopp et al. 2016) .
Analytical considerations and numerical simulations show that the los pairwise velocity distribution is strongly non-Gaussian at all scales, being characterized by a net skewness and approximately exponential tails (Efstathiou et al. 1988; Fisher et al. 1994; Juszkiewicz et al. 1998; Scoccimarro 2004) . Different strategies have been employed to explain this shape ranging from the halo model (Sheth 1996; Sheth & Diaferio 2001; Tinker 2007) to the superposition of environment-dependent Gaussian or quasi-Gaussian distributions (Bianchi et al. 2015 (Bianchi et al. , 2016 . Given the non-Gaussian nature of the velocity PDF, the GSM corresponds to a cumulant expansion truncated at second order (Reid & White 2011 ). An approximate extension to the third cumulant has been presented using the Edgeworth expansion around a Gaussian at first order (Uhlemann et al. 2015) .
Considering skewed velocity distributions increases the fidelity of the models but also introduces new challenges. In this paper, we show that greater attention should be paid when using an asymmetric velocity PDF in the streaming model. In fact, ingenuously inserting it in the classic streaming equation may lead to an error that luckily cancels out for the symmetric case. We present an original derivation of the streaming model which should clear up any confusion. In particular, we distinguish between ordered and unordered galaxy pairs and discuss what happens when RSD flip the order of the elements in a pair along the los. At last, we introduce a new parameterization for the pairwise velocity PDF and show that it accurately reproduces the ouptut of N-body simulations both at the particle level and for the 2-point correlation function in redshift space.
There is a growing interest in extending RSD studies to smaller scales as a test of modified gravity and interacting dark energy models (e.g. Jennings et al. 2012; Marulli et al. 2012; Hellwing et al. 2014; Taruya et al. 2014; Zu et al. 2014; Xu 2015; Barreira et al. 2016; Sabiu et al. 2016; Arnalte-Mur et al. 2017) . These future developments provide the main motivation for our work.
The paper is organized as follows. In Sections 2 and 3, we introduce the N-body simulation used for our study and the basic principles of redshift-space distortions respectively. In Section 4, we derive the streaming model starting from the 2-particle distribution function in phase space. We show that the model is regulated by different equations depending on whether one is considering ordered or unordered pairs. In Section 5, we illustrate how the relative los velocity and its cumulants are connected to the (isotropic) radial and tangential components of the pairwise velocity vector. Further, we use the N-body simulation to decompose the matter pairwise velocity distribution into the contributions generated by dark-matter haloes of different masses. Finally, in Section 6, we introduce the generalized hyperbolic distribution to model the PDF of the los pairwise velocity and show that it vastly improves upon previous approximations. 
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Redshift space 1.6 0.8 0.0 0.8 log 10 (ξ) Figure 1 . Two-point correlation function in real (left) and redshift space (right) for the DM particles in our N -body simulation. The contour levels correspond to values of ξ and ξ s ranging from 0.08 (outermost) to 2.56 (innermost) and differing by a factor of 2 between two consecutive levels. To facilitate comparisons, the same levels are used in all figures showing correlation functions.
N-BODY SIMULATIONS
Our study combines analytical and numerical work. For the latter, we consider the zero-redshift output of a N-body simulation ran using a lean version of gadget-2 (Springel et al. 2001; Springel 2005 ) that was labelled 1.0 in Pillepich et al. (2010) . In brief, the simulation follows the formation of the large-scale structure from Gaussian initial conditions within a periodic cubic box with a side of 1200 h −1 Mpc. It assumes a flat ΛCDM cosmology with the best-fitting parameters determined by the 5-yr analysis of the WMAP mission (Komatsu et al. 2009 ) and considers 1024 3 particles with a mass of 1.246×10 11 h −1 M (see Pillepich et al. 2010 for further details). We identify dark-matter haloes using the rockstar halo finder (Behroozi et al. 2013) in the default configuration and only consider bound objects containing at least 100 particles within the virial radius.
REDSHIFT-SPACE DISTORTIONS
We generally use redshift as a distance indicator assuming a homogeneous model of cosmic expansion with instantaneous scale factor a and Hubble parameter H. However, in the presence of peculiar velocities, we need to distinguish between the redshift-inferred distance of a galaxy x s and its true comoving distance x. In the distant-observer (or planeparallel) approximation (Hamilton 1998) ,
where denotes the peculiar velocity divided by the factor aH andẑ denotes the los direction. The spurious displacement along the los distorts the clustering pattern of galaxies in redshift space from its actual configuration in real space. Let us consider two galaxies with real-space separation r = x 2 − x 1 . The los component of their separation in redshift space is then
where r = r ·ẑ and w = ( 2 − 1 ) ·ẑ, while the transverse separation remains unchanged, i.e.
If the galaxy distribution is statistically homogeneous in real space and its two-point correlation function ξ(r) is invariant under rotations of the separation vector r, it follows that the correlation function in redshift space ξ s (s ⊥ , s ) is anisotropic between the parallel and trasverse components and does not depend on s = (s 2 + s 2 ⊥ ) 1/2 . An illustrative example is shown in Fig. 1 where we compare ξ and ξ s for the dark-matter particles in our N-body simulation (we have used one of the box axes as the los direction). Note that the iso-correlation contours for ξ s are elongated along s at small transverse separations as a manifestation of the FoG effect and are squashed towards the bottom at large s ⊥ because of coherent infall motions as described in Kaiser (1987) .
THE STREAMING MODEL
The streaming model has been introduced to map ξ(r) on to ξ s (s) (Peebles 1980; Fisher 1995; Scoccimarro 2004) . Its basic equation is generally written as
where r 2 = s 2 ⊥ + r 2 and P w denotes the distribution function of the pairwise los velocity at fixed real-space separation vector r = (s ⊥ , r ) (i.e. a PDF which is differential in w ). In the remainder of this section, we will show that this classic result is exact provided that ordered pairs are used to define the correlation function and the correct definition of the velocity PDF is employed. For these reasons, care must be taken when using equation (4) for practical applications.
Ordered and unordered pairs
Two-point correlation functions are statistics of galaxy pairs. A pair is a set composed of two elements. Still, we can define two kinds of pairs. If the order in which the elements appear in the pair is important (i.e. it makes sense to define a first element and a second element), we speak of an ordered pair (or 2-tuple). On the other hand, if the order does not matter, we speak of an unordered pair (or pair set). Ordered pairs can be represented by directed graphs (and vice versa), e.g. A → B B → A, and unordered pairs by undirected graphs, e.g. A -B = B -A. From a set of N discrete objects, we can form N (N − 1) ordered pairs and N (N − 1)/2 unordered pairs.
If the two-point correlation function is built out of ordered pairs, the spatial separations r and s must be signed numbers (while s ⊥ = r ⊥ ≥ 0 as they give the magnitude of the two-dimensional vector s ⊥ = r ⊥ ). On the other hand, for unordered pairs, r and s are unsigned numbers.
The streaming model for ordered pairs
Let us consider a system of N particles with instantaneous comoving positions x i and rescaled peculiar velocities i (where the subscript i identifies the different particles). Following a standard procedure in classical statistical mechanics, we introduce the one-and two-particle phase-space densities (Yvon 1935) 
where the brackets denote averaging over an ensemble of realisations and δ
is the Dirac delta distribution in R n . Note that f 1 is normalised to the total number of particles, i.e. ∫ f 1 d 3 x d 3 = N and f 2 to the total number of ordered pairs, i.e.
. By definition, the spatial two-point correlation function of the particles is
Assuming statistical isotropy (i.e. the invariance under rotations of the expectations over the ensemble) implies that f 1 can only depend on x 2 , 2 and x · . Requiring that ensemble averages are also invariant under translations (statistical homogeneity) fixes the dependence of the oneparticle distribution function to f 1 =n F( 2 ) where the constantn = ∫ f 1 d 3 gives the mean particle number density per unit volume and F is an arbitrary function such that 4π ∫ F( 2 ) 2 d = 1. Under the same assumptions and for
Our goal is to introduce a new set of distribution functions which are defined in 'redshift phase space'. This can be easily achieved by performing the change of coordinates given in equations (1), (2) and (3):
The spatial two-point correlation function in redshift-space is then
We now rewrite the rhs of equation (9) as
and we substitute it in equation (10). After multiplying the rhs of the resulting equation by the ratiō
(which is identically equal to one), we re-arrange the terms to define the relative line-of-sight velocity PDF for ordered pairs with real-space separation r = (s ⊥ , s − w ) as
and finally obtain
which coincides with equation (4). The moment-generating function of the random variable w is
Let us recap what we have done and achieved so far. Following a particle-based description and making use of the reduced distribution functions in phase-space, we have demonstrated that the streaming model is exact in the distantobserver approximation (and under the assumption of statistical homogeneity and isotropy in real space) provided that equation (13) is used to define P w or, equivalently, equation (15) is used to calculate the moment-generating function. It is worth stressing that our particle-based approach is completely rigorous also in multi-stream regions and fully accounts for density-velocity correlations. 10 -1
-30 -20 -10 0 10 20 30 Figure 2 . PDF of the relative los velocity for ordered pairs with fixed real-space separation (as indicated by the labels). The left-and right-hand side panels correspond to a particle exchange and show the symmetry
Alternative derivations of the streaming equation have been presented by other authors adopting more restrictive assumptions. Scoccimarro (2004) used the language of statistical field theory and characterized the matter content of the universe (in the single-stream regime) in terms of two continuous fields describing the density contrast δ(x) and the peculiar velocity u(x). In our notation, this is equivalent to assuming that {f 1 (x, )
wheref 1 is the discrete one-particle phase-space density introduced in equation (5) and the curly brackets {. . . } cg indicate a coarse graining operator that has been applied either in time or in space to make it continuous. Further smoothing in phase space is adopted by Uhlemann et al. (2015) to mitigate the effects of multi-stream regions. While we were completing this paper, a preprint by Agrawal et al. (2017) appeared in the arXiv where a derivation of the streaming equation is presented in the framework of the phase-space approach introduced by Seljak & McDonald (2011) . Their approach is the closest to ours, although they adopt a field description while we follow a particle-based one. In brief, their continuous phase-space density f (x, ) corresponds to a coarse-grained version of our discretef 1 (x, ). Apart from the coarse graining procedure and the inclusion of self pairs at zero lag intrinsic to their approach, the two derivations are essentially equivalent.
Symmetry under particle exchange
By construction, the velocity PDF in equation (13) is symmetric under particle exchange (A↔B) or parity transformations, i.e.
In fact, the ordered pairs that can be formed with two particles equally contribute to (w , r) and (−w , −r). In order to visualise the velocity PDF for the DM particles of our N-body simulation, we build an estimator for P w by replacing the ensemble average in the definition of f 2 with an average over the simulation box (accounting for periodic boundary conditions). To speed the calculation up, we randomly sample 256 3 particles and consider all the ordered pairs between them. Each pair is classified in 1 × 1 (h −1 Mpc) 2 bins based on the values for r and r ⊥ . Finally, we build an histogram for w in each bin. An example is shown in Fig. 2 where we examine real-space separations of ±r ∈ [7, 8) h −1 Mpc and r ⊥ ∈ [0, 1) h −1 Mpc. In each branch, the distribution clearly shows strongly asymmetric exponential tails. For r > 0, it has a negative skew meaning that the particles in the pairs tend to approach each other. The mean and rms values are −2.4 h −1 Mpc and 5.2 h −1 Mpc, respectively, while the mode is very close to zero.
The streaming model for unordered pairs
The literature on the streaming model has an ambiguous habit of formulating the theory using ordered pairs -which leads to our equation (4) containing P w -while discussing the velocity PDF in terms of the pairwise los velocity for unordered pairs,
Confusingly enough, the same symbol is invariably used to indicate w and w los . It must be clear, however, that the PDF of w los can not be inserted into equation (4) without first making some changes. In this section, we clarify the issue and derive the basic equation of the streaming model for unordered pairs. The sign of the pairwise los velocity for unordered pairs encodes physical information about the relative projected motion. If the elements of a pair approach (recede from) each other along the los, then w los is negative (positive). By construction, w los does not depend on the order of the galaxy/particle pairs and P w los (w los |r) = P w los (w los | − r) = P w los (w los |r ⊥ , |r |) .
(18) For a generic x,
i.e. P w los coincides with the positive r branch of P w . Substituting in equation (4) and breaking the integral into two parts running over the positive and negative values of r respectively, we obtain
This is the correct equation of the streaming model for unordered pairs. It can be re-written in compact form using the signed r ,
which allows a direct comparison with equation (14) for the ordered pairs. As we illustrate in Fig. 3 , the first term on the right-hand side of equation (21) and the region with r < 0 in equation (22) refer to pairs that reverse their order between real and redshift space (i.e. having separation s > 0 in redshift space and −|r | < 0 in real space). On the other hand, the remaining terms are connected with pairs that preserve their ordering (i.e. both s and r are positive). Pair reversal takes place more frequently at smaller realspace separations. The reason is twofold: i) smaller pairwise velocities are needed to swap the order of a pair when r is small; ii) the distribution of w los shows a larger mean infall velocity and is more negatively skewed at small r. In Fig. 4 , we quantify the importance of pair reversals for the twopoint correlation function in redshift space. After measuring ξ(r) and P w los in our simulation, we apply equation ( Mpc] Figure 4 . Impact of the reversed pairs on ξ s . The solid lines show the contour levels obtained using equation (22) which is exact for ordered pairs. In this case, the correlation function nicely matches the measurements presented in Fig. 1 . This result is compared with two approximations that do not properly account for the reversed pairs. The dashed lines only considers the region with r > 0 in equation (22) and thus completely disregards the swapped pairs. The dotted lines, on the other hand, are obtained by replacing P w with P w los in equation (14) which improperly weighs the reversed pairs.
and obtain the solid contour levels for ξ s that nicely match those shown in the right-hand panel of Fig. 1 . The dashed contours, instead, are computed integrating over the positive values of r only, which corresponds to neglecting the reversed pairs. Not only this incomplete model underestimates ξ s by a factor of two in the FoG regime (s ⊥ < 2 h −1 Mpc and s s ⊥ where reversed pairs are as many as the preserved ones), but also severely suppresses the redshiftspace correlation whenever s s ⊥ . The reversed pairs thus give an important contribution on a vast range of redshiftspace separations that extend well beyond the typical size of DM haloes.
It is also interesting to explore what would happen if one would naively replace P w with P w los in equation (14) or, equivalently, drop the sgn function in equation (22). The corresponding result for ξ s is shown with dotted lines in Fig. 4 and it underestimates the actual correlation function on many scales although less severely than in the previous case. To further investigate the origin of the differences, in the top panel of Fig. 5 , we consider a narrow range of redshift-space separations (s ∈ (5, 6) h −1 Mpc and s ⊥ ∈ (2, 3) h −1 Mpc) and plot the integrand of equation (22) as a function of r (solid line). For comparison, we also indicate with a dashed line the integrand obtained neglecting the sgn function in the argument of P w los for r < 0. Although the reversed pairs are taken into account in the latter case, they are miscounted which leads to the underestimation of ξ s .
Note that the correct function dξ s /dr is discontinous at r = 0. This feature originates from the function P w los [(s − (22) -for a narrow range of redshiftspace separations indicated above the plot. The dashed line for r < 0 shows the effect of removing the sgn function from the argument of the velocity PDF in equation (22). Note that this severely miscounts the reversed pairs ultimately leading to an underestimate of ξ s . Middle: The contribution to the integrand due to the pairwise-velocity PDF, P w los [(s − r ) sgn(r ) | r], is plotted as a function of r . Bottom: The contribution to the integrand due to real-space clustering, 1 + ξ(r), is shown as a function of r . r ) sgn(r ) | r] which is plotted in the middle panel of Fig. 5 : the factor sgn(r ) makes sure that the (continuous but asymmetric) velocity PDF is sampled at w los = s −r for r → 0 + and at w los = r −s for r → 0 − . Also note that P w los presents a prominent peak around r s corresponding to pairs with relatively small relative los velocity. The enhancement of the region around r ∼ 0 in the full integrand is due to the term 1 + ξ(r) which is plotted in the bottom panel of the figure. In simple words, real-space clustering boosts the contribution from close pairs with large pairwise los velocity.
It is worth mentioning that, for much larger redshiftspace separations (e.g. s 20 h −1 Mpc and s ⊥ 20 h −1 Mpc), the peak around r ≈ 0 is suppressed and the impact of the reversed pairs becomes much less important. In this case, neglecting the sgn function in equation (22) or using P w los in equation (14) generates only small errors.
STATISTICS OF PAIRWISE VELOCITIES
The streaming model is formulated in terms of w or w los while analytical calculations (perturbative or not) generally deal with the radial and transverse components of the pairwise velocities. In this section, we derive the relation between the cumulants of these different components. In order to provide some illustrative examples, we compute several velocity statistics for the DM particles in our N-body simulation.
Cumulants
In Fig. 6 , we investigate how the first four normalised cumulants of P w , depend on the real-space separation vector r. Specifically, we consider the mean µ = w c , the variance σ 2 = w 2 c , the skewness γ = w 3 c /σ 3 and the kurtosis k = w 4 c /σ 4 . As expected, the odd cumulants undergo parity inversion as the sign of r changes while the even cumulants are parity invariant. Note that the cumulants of P w los can also be read from Fig. 6 by looking at the region with r > 0. In this case, the mean velocity and the skewness are always negative meaning that P w los is asymmetric as it is more likely to find infalling pairs at the scales we consider (see also Scoccimarro 2004) . The velocity PDF is leptokurtic (i.e. k > 3) meaning that it has a sharper peak and heavier tails compared to a Gaussian distribution. Although both |γ| and k decrease with increasing r and r ⊥ , P w los always differs substantially from a Gaussian probability density.
Radial, transverse and los pairwise velocities
The peculiar shape of the contour levels in Fig. 6 is mainly regulated by the angle that the pair separation forms with the los. This can be shown as follows. The pairwise velocity of an ordered pair, 2 − 1 , can be decomposed into radial (i.e. along the pair-separation vector) and transverse components:
In a homogenous and isotropic universe, the statistical properties of w r and w t only depend on r. Introducing a preferential los direction, however, breaks the rotational invariance so that P w depends on both r and r ⊥ . Let us consider the normal vector to the plane defined by the pair separation and the los,
and form a right-handed orthonormal basis usingr,n and the additional unit vectorê. Only the component of w t perpendicular to n (and thus parallel toê),
contributes to w . By defining the angle θ so that cos θ =r · z = r /r, it follows thatê·ẑ = ± sin θ depending on the relative orientation of the pair separation and the los. Eventually, we can write
with
The cumulants of w at fixed r and θ can then be expressed in terms of the cumulants and cross-cumulants of w r and w p at fixed r. It follows from equation (27) that
where w 1 ≡ w r cos θ and w 2 ≡ w p sin θ. Terms involving odd powers of w p vanish due to statistical isotropy (i.e. the probability distribution of w p is symmetric with respect to zero, (30) -(33). All quantities have been measured from the particle velocities in our N -body simulation. One-loop (and linear, for µ r ) CLPT predictions are also shown in the two leftmost panels. A constant has been added to the CLPT results for σ 2 r and σ 2 p in order to match the simulation output at r = 100 h −1 Mpc.
reflecting the fact that all orientations ofr with respect toẑ are equally likely). For the normalised cumulants shown in Fig. 6 , we obtain: 
In Fig. 7 , we show the radial dependence of the different isotropic terms appearing in the equations above. In the lefthand-side panel, we compare µ r measured in our simulation with the predictions of linear and one-loop Convolution Lagrangian Perturbation Theory (Carlson et al. 2013; Wang et al. 2014, CLPT) . In the middle-left panel, we plot σ 2 r and σ 2 p for the N-body particles and contrast them with the corresponding CLPT results at one loop (after shifting them vertically in order to match the simulation output at r = 100 h −1 Mpc). The figures indicate that state-of-the-art perturbative approaches qualitatively reproduce the scale dependence of the lowest-order cumulants for r > 20 − 30 h −1 Mpc. However, they provide accurate predictions only on much larger scales. Finally, the two rightmost panels present the various contributions to the skewness and kurtosis of w . Note that the cross-cumulants of the correlated random variables w r and w p are sub-dominant but non-negligible.
Dissecting the pairwise-velocity distribution
The pairwise-velocity distribution is shaped by the highly non-linear physics of gravitational instability and, for this reason, is very difficult to model analytically starting from first principles. A simplified approach relies on a phenomenological description that exploits the internal dynamics of DM haloes (e.g Sheth 1996; Sheth & Diaferio 2001; Tinker 2007) . To provide further insight into the importance of virialised structures, we investigate the halo contribution to P w los . We first classify the DM particles in our simulation according to whether they belong to haloes or to the field. We then partition P w los into the contributions of halo-halo, halo-field and field-field pairs. Note that the concept of 'field particle' is not absolute as it depends on the mass resolution of the simulation and the minimum halo mass which is considered. In our simulation, we classify 69.3 per cent of the particles as belonging to the field at z = 0. If we were resolving haloes with a mass M < 1.2 × 10 13 h −1 M , then the fraction of field particles would decrease. Basically, our 'halo particles' account for the matter content of galaxy groups and clusters of galaxies. We show a few examples in the upper panels of Fig. 8 . For real-space separations that are smaller than the typical halo size, r < 1 h −1 Mpc, halo-halo pairs give the dominant contribution to P w los (w los |r) for all w los whereas the field-field pairs only matter at very low w los . For r > 1 h −1 Mpc, instead, the wings of P w los are regulated by the halo-halo pairs while the core of the PDF is determined by the field-field pairs. Halo-field pairs are always subdominant. The field-field term peaks at w los 0, is negatively skewed (although it becomes practically symmetric for r < 1 h −1 Mpc) and shows rapidly decaying exponential wings. Halo-halo pairs are characterized by larger mean infall velocities and velocity dispersions with respect to their field-field counterparts. The exponential tails of their negatively skewed distribution are also much fatter. In ξ s , halohalo pairs produce the FoG enhancement at small s ⊥ , while field-field pairs completely dominate the signal at large s.
In the lower panels of Fig. 8 , we further partition the halo-halo pairs into subsamples based on the halo mass (for simplicity, cross pairs formed by particles in different halomass bins are not considered here). This procedure reveals that haloes of different masses 2 are characterized by very different pairwise-velocity distributions. Not only the velocity dispersion increases with the halo mass but also the mean infall velocity grows in magnitude. The skewness can even reverse sign for cluster-sized haloes. All this shows the complexity behind the overall distribution of w los and clarifies why the PDF is so difficult to model accurately.
A NEW FITTING FUNCTION
It has been proposed that P w los (w los |r) can be more easily described as a superposition of simpler elementary functions. The pairwise peculiar velocity dispersion depends on the (suitably defined) local density of the pairs (Kepner et al. 1997 ) and its PDF can be modelled as a weighted sum of basic Gaussian terms evaluated at fixed halo masses and environment densities (Sheth 1996; Sheth & Diaferio 2001; Tinker et al. 2006; Tinker 2007) . Integrating out the degrees of freedom due to the haloes, P w los (w los |r) can be approximated as the superposition of univariate Gaussian (Bianchi et al. 2015) or quasi-Gaussian (Bianchi et al. 2016 ) distributions whose cumulants are drawn from a multivariate Gaussian distribution.
Although relatively new in the field of cosmology, similar techniques have actually been in use for over a century in statistics, finance and the theory of turbulence. The basic idea is to suitably combine uncountably many elements of a parametric family of PDFs to model heavy tailed and skewed distributions. In statistics, an (uncountable) 'mixture' or 'compound' probability distribution is defined by the relation
where x denotes the random variable of interest (subject to the condition τ) and f is a n-dimensional array containing the factors (or latent variables) that influence the distribution of x. The function P x (x|f) gives the conditional probability density of x in a subpopulation with given f while the 'mixing distribution' P f is the joint probability density (or the statistical measure) of the factors. If P x (x|f) is a Gaussian distribution, N x (x; µ, σ 2 ), then the variable x is called a mixture of Gaussians (or normals). Scale mixtures of normals (where mixing only involves σ 2 ) are widely used to model symmetric distributions with heavy tails. Location mixtures of normals (where mixing only involves µ) are commonly used to model skewed 3 distributions. Joint location and scale mixing gives rise to skewed distributions with heavy tails. The above-mentioned models for P w los (w los |r) can be phrased in this language. For instance, Bianchi et al. (2015) assume that w los is a joint location and scale mixture of Gaussians with a bivariate Gaussian mixing distribution. In this case, the scatter in µ and σ is meant to represent physical variability due to some latent (but not-so-well-specified) environmental density. This method compresses the information contained in P w los (w los |r) into five parameters (the mean values for µ and σ and the three elements of their covariance matrix) that change smoothly with r. Although the model matches well the outcome of numerical simulations on large scales, it has two drawbacks: i) by definition, σ is non negative and thus cannot follow a Gaussian distribution 4 ; ii) the resulting P w los (w los |r) cannot reproduce the large skewness measured at small separations (r < 5 − 10 h −1 10 -5 10 -4 10 -3 10 -2 Halo-Halo Figure 8 . The los pairwise-velocity distribution of the particles in our N -body simulation is decomposed into simpler elements. The top row shows the contributions of halo-halo, field-halo and field-field pairs for three different real-space separation vectors. In the bottom row, the halo-halo term is further partitioned into the contributions of various halo log-mass bins (the bin boundaries in log 10 [M vir /(h −1 M )] are indicated in the labels). For simplicity, only 'diagonal' terms in which both particles reside in haloes of the same bin are shown.
Mpc depending on the redshift) for particles and haloes in N-body simulations (Bianchi et al. 2016) . For this reason, Bianchi et al. (2016) replace the mixture of Gaussians with a mixture of skewed quasi-Gaussians obtained by applying the Edgeworth expansion to first order. However, in order to limit the number of degrees of freedom of the model, the skewness of P x (x|f) is not used as a third factor over which the mixing is performed but is deterministically linked to the variances of σ and µ by means of an Ansatz that introduces an additional free parameter.
While these recent efforts have led to the development of tools that can closely approximate P w los (w los |r) on a wide range of scales, they are based on to a phenomenological description that provides little insight into the underlying physics. At the current stage of development, the models do not have predictive power. They essentially offer a languange and a convenient class of fitting functions that can be used to describe the output of simulations with different gravity models and retrieve information on the cosmological parameters and the law of gravity from the observed ξ s (assuming a functional form for the scale dependence of the model parameters). Their complexity, however, is growing rapidly and, as we discussed above, ad hoc assumptions are required to limit their degrees of freedom while extending their range of validity. Given this premise, we follow here a pragmatic and complementary approach by proposing a fitting function for P w los (w los |r) that closely reproduces the features seen in N-body simulations and provides an excellent fit to them at all scales. For this purpose, we search the statistics literature for a family of analytic PDFs with the following characteristics: i) unimodality; ii) presence of quasi-exponential tails; iii) highly tunable low-order cumulants (in particular skewness); iv) possibility of reducing to the Gaussian distribution in some limit. We end up selecting the generalised hyperbolic distribution (GHD) which will be precisely defined in the next section. We do not give any physical motivation in support of our choice but we note that, interestingly enough, the GHD describes a particular mixture of normals.
The generalised hyperbolic distribution

The inverse Gaussian distribution
Let us consider a one-dimensional standard Wiener process with drift ν ∈ R >0 and diffusion coefficient σ ∈ R >0 . At time t, the position x of a Brownian particle follows the distribution N (x; νt, σ 2 t). The first-passage time of the level > 0 by a Brownian walker is distributed as 5 (Schrödinger 1915) f t (t; , ν, σ) = √ 2πσ
When expressed in terms of the parameters µ = /ν and γ = 2 /σ 2 , this equation defines the 'inverse Gaussian distribution' (see e.g. Chhikara & Folks 1989; Seshadri 1999, for a comprehensive review of its properties),
This PDF provides a classic model for non-negative, unimodal and positively skewed data and is widely employed to perform lifetime and survival studies in ecology, engineering, finance, law and medicine. The mean of the distribution coincides with the location parameter µ, while the variance (µ 3 /γ), skewness (3 µ/γ) and kurtosis (15µ/γ) also depend on the scale parameter γ. The name inverse Gaussian was coined by Tweedie (1956) and only refers to the fact that, while the Gaussian distribution describes the distribution of x at fixed t, I gives the PDF of the time at which the particles first cross a fixed position.
Generalised inverse Gaussian distribution
In the 1940s and 1950s, a larger family of unimodal PDFs with positive support was introduced. Since this class includes the inverse Gaussian distribution as a special case, it now goes under the name of the 'generalised inverse Gaussian distribution' (Jørgensen 1982). The corresponding PDF for the random variable t > 0 is
where λ ∈ R, χ ∈ R >0 , ψ ∈ R >0 and K λ is the modified Bessel function of the second kind with order λ (Abramowitz & Stegun 1972) . For λ = −1/2, ψ = γ/µ 2 and χ = γ, equation (37) reduces to the inverse Gaussian distribution given in equation (36). The generalised inverse Gaussian distribution can be interpreted as the distribution of the first passage time or, depending on the sign of λ, the last exit time of more complicated diffusion processes than Brownian motion (Vallois 1991) . Note that, for large values of t, G has a thin tail ∝ t λ−1 exp(−ψt/2). Another interesting property is that, if t follows G(t; λ, χ, ψ), then t −1 follows G(t −1 ; −λ, ψ, χ). In analogy with I, the generalised inverse Gaussian distribution finds many direct applications in risk assessment and queue modelling. Moreover, it is commonly used as a mixing distribution whenever there is the need for skewed weighting. This practice was initiated by Sichel (1974) who used mixtures of Poisson distributions to model the distribution of sentence lengths and word frequencies.
Normal variance-mean mixtures
Let us return to the Wiener process with drift we introduced in Section 6.1.1. This time, however, we assume that the Brownian particles start from x = α ∈ R at t = 0. At a given time t > 0, the position of a random Brownian walker is then x = α + νt + σ √ t g where g is a Gaussian random variable with zero mean and unit variance. Let us now introduce a second random variable p > 0 which is independent of g and follows a generic distribution P p . We use p to pick random times at which we sample the positions of the Brownian particles. This leads us to consider the random variable x = α + βp + σ √ p g which is a non-linear combination of g and p. Its PDF,
is called a normal variance-mean mixture (Barndorff-Nielsen et al. 1982) . A theorem shows that if p is unimodal then so is x (Yu 2011).
The generalised hyperbolic distribution
A Gaussian PDF plotted on a semi-logarithmic graph describes a parabola. Although the frequency distribution of many empirical phenomena shows this property, there exist cases in which an hyperbola provides a much better description than a parabola due to the presence of exponential tails. A classic example is the log-size distribution of sand grains in natural aeolian deposits (Bagnold 1941 ) and many others arise particularly in finance. The name 'hyperbolic distributions' has been coined to designate this class of probability densities. The very first analytical example of such a PDF was derived in physics by calculating the distribution of particle velocities in an ideal relativistic gas (Jüttner 1911) . The GHD is a larger family of PDFs that includes the hyperbolic distributions as a particular case. It was introduced by Barndorff-Nielsen (1977) in order to model the log-size distribution of sand grains and is defined as a normal variance-mean mixture in which σ = 1 and P p (p) = G(p; λ, δ 2 , α 2 − β 2 ). Its PDF takes the form (Prause 1999 )
with normalisation constant
The domain of variation of the parameters is
It is not easy to isolate the impact of each of them and several alternative parameterizations of the GHD have been introduced to alleviate this problem. Broadly speaking, λ defines various subclasses and influences the tails, α modifies the shape (i.e. variance and kurtosis), β the skewness, δ the scale and µ shifts the mean value. A convenient property of the GHD is that it reduces to several named distributions in the appropriate limit. For example, it gives the hyperbolic distribution for λ = 1 and becomes a Gaussian distribution with variance δ/α when both α and δ tend to infinity (Hammerstein 2011). The GHD shows semi-heavy tails (Barndorff-Nielsen & Blaesild 1981),
and all its moments exist. The moment generating function is with β + x < α which follows from equation (41). Explicit expressions for the first four moments and cumulants are given in Barndorff-Nielsen & Blaesild (1981) .
Application to pairwise velocities
In Fig. 9 , we show that the GHD (dashed line) provides a very good fit to the histogram of w los extracted from our N-body simulation (solid line). The optimal values for the parameters have been determined assuming (symmetrised) Poisson errors (Gehrels 1986 ) and using least-squares fitting with a Markov Chain Monte Carlo sampler (we have checked for a few separations that this method gives consistent results with a maximum-likelihood analysis which is time consuming given the huge number of particle pairs). Our results show that the GHD accurately describes P w los around the mode and in the negative tail while it slightly underestimates the PDF in the positive tail. The improvement with respect to Gaussian fits (dotted lines) is dramatic as the normal distribution cannot match the exponential tails seen in the simulation. For very small spatial separations, the expo-
also provides a very good fit (dot-dashed lines). However, the agreement with the simulation data rapidly decreases with increasing r as the model has the wrong shape around the mode of the distribution. A more quantitative analysis is performed in Fig. 10 where we compare the information loss associated with the GHD, exponential and Gaussian approximations. Shown is the Kullback-Leibler (KL) divergence between the actual PDF measured in the simulations and the three approximations as a function of the real-space separation of the pairs. When r ⊥ and r are both smaller than 40 h −1 Mpc, the information loss associated with the Gaussian approximation is always at least one order of magnitude larger than for the GHD. Similar conclusions can be drawn comparing the exponential and the GHD approximations, although, in this case, the fits are of similar quality at very small separations (r < 1 h −1 Mpc and r ⊥ < 15 h −1 Mpc). Note that the GHD compression is nearly lossless at all scales. Finally, in Fig. 11 we show the redshift-space correlation function obtained with the streaming model by inserting the best-fitting GHD in equation (22) 
Mpc]
N-body GHD Gaussian Exponential Figure 11 . The redshift-space correlation function ξ s for the particles in our N -body simulations (solid) is compared with the outcome of the streaming model obtained by fitting either a GHD (dashed), a Gaussian distribution (dotted) or an exponential (dash-dotted) to P w los (w los |r).
scription of the redshift-space correlation measured in the simulation (solid lines). For s > 5 h −1 Mpc, deviations are comparable with the Poisson error for ξ s which is always between one and a few per cent. On smaller scales, where the Poisson error becomes substantially sub per cent, one starts noticing statistically significant deviations at a few per cent level (not visible in the plot). For comparison, we also show the results obtained using the Gaussian and exponential fits for P w los . The Gaussian model (dotted lines) shows large systematic deviations on small scales and matches the simulations (at the level of the Poisson errors) only for s > 20 h −1 Mpc and s ⊥ > 5 h −1 Mpc. The exponential model 6 (dotdashed lines), on the other hand, is accurate only at small s ⊥ .
The high fidelity of the GHD fit comes at the price of using five free parameters. Their marked scale dependence (see Fig. 12 ) represents a severe limitation for future practical applications that aim to interpret observational data. We note, however, that the best-fitting parameters at different r tightly cluster along a flattened sequence in five-dimensional space. By applying a principal component analysis to the standardised variables, we find that the first three components account for 99.8 per cent of the variance. We thus fit again the distribution of w los in the simulation using only three free parameters that denote the position of α, β, δ, λ and µ within the plane spanned by the first three principal com-6 The features that are noticeable in the contour map of ξ s at s s ⊥ are caused by discontinuities in µ and σ as a function of r and r ⊥ . In fact, the posterior probability density of these parameters is bimodal for a range of real-space separations and we selected the peak with the highest integrated probability to draw the dot-dashed lines in Fig. 11. ponents. In Fig. 13 , we show the quality of the best-fitting functions as well as the corresponding ξ s obtained by inserting them into equation (22) . The three-parameter GHD still outperforms the Gaussian approximation at all scales. This requirement can be relaxed at larger scales where P w los assumes a simpler shape. Fig. 14 shows that a two-parameter GHD obtained through PCA for larger scales provides an excellent fit that better describes the tails of the distribution with respect to the Gaussian approximation.
Discussion
Comparison with previous work
The GHD is a mixture of Gaussians analogous to that introduced in Bianchi et al. (2015) , although with a very different mixing distribution. It is thus interesting to highlight similarities and differences between the two approaches. In both cases, skewness is generated by the correlation between the mean and the variance of the constituent Gaussian distributions. However, the two models achieve this differently. In Bianchi et al. (2015) , µ and σ are Gaussian random variables and their correlation is a free parameter. The GHD instead originates from the deterministic relation µ = α + βσ 2 . Additional skewness appears in the GHD because the mixing distribution G is itself skewed. This illustrates why the GHD can accommodate the large skewness measured in N-body simulations at small r while the model by Bianchi et al. (2015) cannot (see Bianchi et al. 2016) .
Another difference between the two approaches lies in the support of the mixing distribution. Although the rms value σ is by definition non-negative, Bianchi et al. (2015) use a mixing function with support on R 2 for µ and σ. The mixing integral therefore extends over unphysical regions where σ < 0. A convenient fix is to truncate the Gaussian mixing distribution at σ = 0 (and renormalise it) as proposed in Bianchi et al. (2016) . On the other hand, the GHD is based on a non-Gaussian mixing distribution with positive support for σ 2 . In brief, while Bianchi et al. (2016) use a mixture of (slightly) non-Gaussian distributions with (truncated) Gaussian mixing, we use a mixture of normals with a strongly non-Gaussian mixing distribution.
Our approach offers multiple benefits: i) the GHD has long been studied and its mathematical properties are well known; ii) it has an analytical expression with several different parameterisations; iii) its moment generating function is analytical and expressions are available for its first four cumulants; iv) it reduces to the Gaussian distribution in some limit; v) optimised techniques have been developed for estimating its parameters given a set of data; vi) packages in the most popular computer languages are available for its efficient evaluation and also for the estimation of its parameters.
Dark-matter vs galaxies
The ultimate application of the streaming model is the interpretation of the clustering signal extracted for galaxy redshift surveys. However, our study (like many others before) focusses on the analysis of simulated DM particles. Another popular choice is to consider dark-matter haloes. The advantage of using the simulation particles is that they offer a huge statistical sample. On the other hand, the PDF of their pairwise velocities shows stronger exponential tails with respect to haloes due to the broadening generated by virial motions and spikier peaks due to diffuse matter (see Fig. 8 ).
In a sense, a galaxy sample is expected to show intermediate properties between halo and particle datasets. A pure sample of central galaxies will closely look like a halo sample while adding more and more satellites will progressively drive the PDF towards the results for simulation particles. It is long known that galaxy clustering in redshift space is well described by the streaming model assuming an exponential P w los on very small scales and a Gaussian one on very large scales. Since the GHD is of very general form and reduces to these limits for particular combinations of its parameters, we are confident that our analysis can be straightforwardly generalised to galaxies. We will investigate this issue in our future work.
SUMMARY
The galaxy 2-point correlation function in redshift space depends on the orientation of the pair-separation vector with respect to the los. This anisotropy encodes information about the velocities arising from gravitational instability. On large scales, where linear perturbation theory applies, RSD allow for a measurement of the growth rate of structure. Combining estimates at different redshifts help differentiate dark energy models based on General Relativity from modified gravity as the cause of the accelerating Universe.
Modifications to the theory of gravity generally introduce extra degrees of freedom whose effect (the so-called fifth force) must be suppressed by some screening mechanism on scales where General Relativity is well tested. Such constraint implies that characteristic signatures will be imprinted on intermediate cosmological scales. In fact, the screening mechanism is expected to affect the non-linear clustering and the velocities of tracers of the large-scale structure. Testing these predictions provides a strong motivation to extend the analysis of galaxy clustering to smaller scales than currently done in cosmological studies.
Realising this program in practice requires, however, a number of tools. Among them, robust theoretical predictions for the modified theories of gravity together with an accurate (and, possibly, non-perturbative) description of RSD. In this paper, we focussed on the latter issue. In particular, we discussed the classical streaming model for RSD and how its implementation can be improved to get accurate predictions at non-linear scales. Our main results can be summarised as follows.
In Section 4, starting from the one-and two-particle phase-space densities, we derived the governing equations of the model. For ordered pairs, we obtained equation (14) which coincides with the standard equation discussed in the literature. Our result is exact and holds true also in the case of multi streaming thanks to our particle-based approach. Figure 14 . As in Fig. 9 but for larger pair separations. In this case, we reduced the number of free parameters in the GHD to 2 through PCA.
We showed that careful attention must be paid to properly define the PDF of the los pairwise velocities appearing in equation (14) . It is common practice to discuss the velocity PDF in terms of the pairwise velocities for unordered pairs. However, this function cannot be inserted directly in equation (14) . Naively doing this would severely alter ξ s for separations of a few tens of Mpc and smaller (see Fig. 4 ), although the discrepancy would decrease for larger values of s. For instance, a systematic difference of 1.5 per cent would be generated even at s ⊥ = s = 30 h −1 Mpc. The correct solution for unordered pairs has been given in equation (22) . The modifications with respect to equation (14) account for the pairs that reverse their los ordering between real and redshift space. These swaps occur more frequently for pairs with small spatial separations.
In Section 5, we used a high-resolution N-body simulation to investigate the spatial dependence of P w and P los . Their first four cumulants show a complex pattern that can be understood in terms of a few isotropic components and the angle that the pair separation forms with the los. We derived a general relation between the cumulants of w and those of the radial and transverse pairwise velocities, equation (29). Additionally, we showed that the tails of P los are generated by particles in massive haloes while the region around the mode is dominated by field particles.
Finally, in Section 6, we proposed an analytical fitting function for the pairwise-velocity distribution and demostrated that it provides an excellent description of numerical data. We first introduced the mathematical background of mixtures and then described the properties of the GHD, a unimodal PDF with exponential tails. Comparing with N-body simulations, we showed that the GHD is able to approximate P los at all scales with minimal information loss compared to the common exponential and Gaussian fits. The main drawback to using the GHD in future practical applications is that it depends on 5 tunable parameters. In fact, fixing their values to best fit the N-body data gives rise to non-trivial scale dependencies (Fig. 12) . However, the best-fitting values are strongly correlated and tend to populate a lower-dimensional sequence in 5-dimensional parameter space. Using principal-component analysis to exploit the correlations, we managed to reduce the complexity of the model while still providing a remarkable fit to ξ s . We found that 2 parameters are enough on large scales (s > 70 h −1 Mpc) while at least 3 are needed on smaller scales. We will investigate the applicability of these findings to forthcoming data in our future work.
