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Abstract. This paper summarizes prtivious results obtained by the authors on methods of solving 
extreme point mathematical programming problems with linear constraints. It is also shown how 
these results can be extended to yield an algorithrn for solving extreme point m;iihematical pro- 
gramming problems with nonlinear constraints Numerical examples to illustrate the algorithms 
are included. 
1. Introduction 
This paper developes methods for solving programmin problems with 
a linear objective function in which a feasible solution x must be an ele- 
ment of a given set S and also an extreme point of a given convex poly- 
hedron. Thus the problem to be analysed in this paper can be for- 
mulated as follows: 
Problem (I’) maximize cx 
subject o x E S 
and x is an extreme point o:f’Dx = d, x 2 0, 
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wherecis 1 Xn,xisnX l,~is~X~,~i~~X 1,OisthenX 1 nullvec- 
tor and S is a given subset of n dimensional Euclidean space. The ele 
ments of G D, d are assumed given. x is the vector of variables. 
The pr~~blem tvhere S is also a convex polyhedrons that is, 
Problem (1) maxin ize cx 
subject o Ax = b 
and x is an extreme point of Dx = d, x 2 0, 
where A is m x n and b is art X I _ was Pit posed by Charnes. In 171, the 
authors c&led Problem (1) an extreme point ma thema tied program- 
ming probl’em and presented acutting plane algorithm (Algorithm I) for 
its s~tlutio~~~ This algo~thm will be sun~ma~zed below. 
A number of problems of practical interest can be expressed in the 
form of Problems (I) and (I’). For example, any zero-one integer linear 
pro~amming problem can be converted into the form of ~r~~blem (I) by 
replacing the requkment that each of the variables be either zero or 
one by the condition that an optimal solution be an extreme point of 
lx ,< e, x 2 0, w h ere e is the n X 1 vector all of whose components are 
+ I. That is, the O-l condition can be replaced by the condition that an 
oytirnal sotution must be an extreme point of the a-dimensional unit 
cube, This same transformation can be used to transform the O-l pro& 
km. 
maximize cx 
subject o x E S, q = 0 or 1 
j= I,.,., n, 
to a problem of the form of’ Problem (I”), no matter what the set S hap 
pens to be. Thus Froblem (I’) includes, as a special case, the O-l problem 
in which the objective function is linear but the feasible region. is some 
arbitr~ subset of’ ~~-dimension~~l space. 
Anssthte!r xample of Problem (I) is the model of a simple machine 
scheduling problem involving changeover and inventory costs for- 
m~lated by Kirby and Scobey in f 91. This problem can be easily trans- 
formed into an extreme point mathematical programming problem of 
the form of Problem (I). 
2. Theoretical development of Algotithm I 347 
The purpose of this paper is thre&old. First, we give a summary of 
the algorithms presented in [ 7, S] f;os solving Problem (I). Second, we 
extend the algorithm of [ 83 to the I;::tse where nonlinear constraints are 
present, i.e. to Problem (I’). Third, we introduce a new theorem with 
important computational implications for both algorithms. We conclude 
with numerical examples of each of the algorithms. 
2. Theoretical development of Algorrithm I!
As proved by Theorem 1, below, Problem (I) is equivalent to the 
problem: 
maximize cx 
XESI 
subject o x 
and x an extreme point of DX = d, x 2 0, 
where S, is the finite set defined by 
S, = {xl x is an extreme point of .Fx = f. x 2 91 
and where Fis the (m +p)X y1 matrix ($1 andfis the (m -+p)x 1 vector (sl. 
Since ,Y, contains a finite number of elements, the function cx as- 
sumes a kite number of values over the set S, . Let these values be uk, 
k = 1, . . . . N, where vk > uk+ 1, k = 1, . . . . N- 1. Then the subset of S, con 
taining all points of s, for which cx = uk will be called the set of kfh 
best extreme point solutions of the linear programming i>roblem: 
maximize 
XES1 
CX. 
Usin.g this concept of a k th best extreme point solution, it follows 
that any iterative procedure which does the following three things will 
constitur:e an algorithm for solving P’roblem (I): 
Step (1): At the kth iteration, the set of k tI1 best extreme point solu- 
tions of waximizeXEs, cx is found. 
Step (2): At the kth iteration, thle points found in s?tlp (1) are tested 
to see if any one of them is an extreme point of Dx = &‘, x 2 0. 
Step (3): If the test in step (2) indicates that a point found in step ( 1) 
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is an extreme point of DJC = d, x L 0, then such a point is optimal for 
Problem (I) and the algorithm terminates. If no such point is found, the 
next iteration generates the set A (k + l)st best extreme point solutions 
of maximize, E s1 cx and the algorithm returns to step (2). 
Since S, ia a finite set, the steps (l), (2), (3) guarantee convergence 
in a finite number of steps as long as the extreme points found in step 
( 1) are never epeated. 
2.1. Notation 
J = (4 I (Ji + 0, where ni is the ph column of 01. 
J(x)= {d”~JIxp 0, wherex=(x1.x2,...,.?Q). 
sz = (xi ,4x = b and x is an extreme point of Dx = d, x 2 0). 
s, = S$S,. 
s4 = {:dFx=f,x_>O). 
“k, where vk > Uk+19 k = 1, . . . . N- 1, are the kfh best values of the 
functions cx over the set S, . 
Theoram 1. S, E S, . 
Proof. If S, = 0, then tire proof is com:plete. So let s E S,. Then by de- 
flnition of F andf, s Is an element of the convex polyhedron S4. Hence, 
proving s E S, is equivalent o proving that s is an extreme point of S,. 
Suppose s is not an extreme point of S4. This implies there exist t? w E S4 
and A, 0 < A < 1, such that s = Xt + ( 1-4)~. But t, w E S,, means that 
t ?Z 0, w ,> 0, LM = & and Dw = d contradicting the fact that s is an ex- 
treme point of Dw = d, A: 2 0. Thus .T is an extreme point of S,. Hence 
s E S, and S, !G S,. This completes the proof. 
The set S, can also be described as the set of all feasible extreme 
points of the linear programming problem: 
Problem (II. 1) maximize cx 
subject o Fx =P 
x20. 
Since Theorem 1 ~arantees that ever?’ extreme point of Dx = d, x 2 0, 
whkh is feasible for Ax = b is also an e&treme point of Fx = f+ x 2 0, it 
follows that an optimal solution of Problem (I) is also an extreme point 
of the convex set of feasible solutions of l~roblem (II. 1). 
In a simplex tableau with basis B for Problem (II. 1) the following 
notation will be used: 
xg = 8-lf” is the vector of b&sic variables; 
xBi is the ifh component of the vector :vB, i = 1, 2, . . . . m + n; 
yii is the ith component of the vectored = B-lrfi; 
CB is the vector of 4) corresponding to the basic variables, 
andZj =CByiJ= 1, 2, . . . . n. 
Definition. An element of Xk is called a kth best extreme point sob tiwt 
of Problem (II. 1). 
Suppose it is feasible to generate: the sets & as needed. Then based 
on the three steps outlined above, frhe following procedure cpuJd be used 
to solve Problem (I). 
Begin by finding the set X, . If X, = Q), then we have a case of incon- 
sistancy, Problem (I) has no soiutio*n and the solution procedure is ter- 
minated. if X, # 0, then the ekments of X, must be tested lo see if any 
of them is an extreme point of Dx == d,x ,> 0. That Is, we d&ermine 
whether or not X, n S, # 9. If X, !? S, st 0, then any elerzent of 
X1 n S, is optimal for Problem (I), uI isthe optimal value df the objec- 
tive function, and the procedure is termillatcd. If X1 I’? S, = 0, then the 
set X2 is generated and the procedure is :>epeated using X, in place of X1. 
The kth iteration can now bc describefll as follows. Suppose that 
X,+Q)andX,,fCQ = 0, for 1 <= 7 < k-i 1. Suppose the set Xk has been 
generated. If Xk = Q1, then Problem (I) has no solution and the procedure 
is terminated. If Xk # 0, then the elements of Xk must be tested to see 
i.f any of them are extreme points of Dx = d, x 2 0. That is, we terst o 
see whether or not Xk n S, # (4. U’X, I~ S, # 0, then any element of 
Xk f? s, is optimal for Problem (I), ok is the optimal value of the objec- 
tive function and the procedure is termir~ated. If Xk n sz = $j, then the 
set Xk+l is generated and the process is repeated. 
From this description of the k.til iteradion, it is dear that the difficult 
areas of the algo~thm are in gen~~r~~ting the sets Xk and in dete~ining 
ifXknS,+@ 
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The determination of whether or not ark n S, # 0 can be accom- 
plished as follows. Let us assume that the rank of D is p. Then any xES, 
can have at most p nonzero components. That is, x CE S, implies that 
J(x) can have at most p elements. Hence if any element x of Xk is such 
that I g(x) I > p, where U(x) I is the cardinality of the set J(x), then x is 
not an element of S,. There remains the question of whether or not 
Y E Xk is also an element of §, when IS(x) I ,< p. To answer this ques- 
tion, one must test to determine whether or not the vectors in J(x) are 
linearly independent, since the linear independence of the elements of 
/(x) is a necessary and sufficient condition for x to be an element of&. 
Further comments on the computational problems involved in this 
linear independence t st are given in Section 4. 
We no*w show how to generate the sets X’. For the present, we will 
-esume that Problem (II. 1) is bound’ed. Under this assumption the set 
X, = {xt1, +& l *., JQrl ) = Y, is found by using the simplex algorithm 
to generate all optimal extreme point solutions of Problem (II. 1). Then, 
having determ.ined X1, the set X2 = (x21, xz2, . . . . x272) of all second 
best extreme point solutions of Problem (II. 1) is found using the pro- 
cedure given in Hadley [ 5 1. The details of this procedure are contained 
iin !Step 5 of the algorithm of [ 71. 
Fork ii? 2, ihe set XR+I is the set of all second best extreme point 
!ddions of the problem: 
Problem (Ii.& maximize cx 
subject o Fx = f 
The simpllex algorithm is used to generate Yk, the set of all optimal ex- 
treme pomt solutions of Problem (II.@, and then Xk+.1 is generated us- 
ing the simplex algorithm and Yk in the same way that X2 was gener- 
ated using the simplex algorithm and X, . 
When Problem (IL 1) is unbounded, the set X, is more difficult to 
generate. To develope a method for doing this we begin by noting that 
the adrdition of the constraint cx 5 A4 to Problem (II. l), where A4 is a 
suitably Barge but finite positive number, makes Problem (II. 1) a 
bounded problem. Moreover for M sufficiently large, none of the ex- 
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treme points of Problem (I) are excluded frfjm this new form of Problem 
(II. 1). In fact, iI can be chosen sufficiently large so that cx < M for all 
x E S,. Then we let 
S, = {x I x i.s an extreme pain- of Fx = f, cx I M, x 2 O}, 
and let u. > u1 > u2 > . . . > un be th;? values th:: function cx assumes 
over the set S,. Then 
x0= {XES~ICJC=U(-J, 
and, as before, 
xk= (x~S~Icx=u~), k- 1,2 ,..., N. 
The set X0 is generated by using the simplex metho: to find all the 
optimal extreme point solutions to the problem: 
Problem (II. 0) maximize i::3: 
su’bject to .Fx =f 
CX<M 
X20. 
Since Problem (II. 1) was assumed unbounded, then X, # 0 dnd 
X0 n S, == 0 since cx < M for all x E S: . The set X, is now the set of all 
second best extregne point solutions of Problem (11.0). The remaining 
X k+r, k =: 1, 2, . . . . N- 1, are found, as before, by finding the second best 
extreme Ipoint solutions of Problem (1I.k). Thus we have indicated how 
to find the sets Xk, k = 1, . . . . A! 
It is interesting to note that the algcrithm outlined above is a dual 
method type of algorithm in that the feasibility for Problem (I) is never 
achieved until an optimal solution is ft.cund. Also, geometrically, the 
cuttingplanes cx = Uk, k = 0, 1,2, . . . . 11’ are all parallel to each other. 
Moreover, since uk > uk + l for k = 0, 1: 2, . . . , N - 1, the constraint c3c 2 uk 
makes all the constraints cx ,< uy, P = 0, 1, . . . . (k- 1) redundant. Hence 
only one cutting-plane constraint is used in each iteration. This property 
holds both for this algorithm and its extension described in the next 
section. This should be compared to the cutting-plane methods of 
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Gom,ory [31, where a new cut does not automatically render previous 
cuts rreclundant. 
This cqmpIetes the development of the cutting-plane algorithm fo1 
Problem (I) which was first presaslted in [7] . A detailed statement of 
tine aiigcdthm, along wLth further theoretical properties of the cuts 
cx < uk and numerical exampleal can be found in [ 7 1. We turn now to 
the dev&pment of a second algorithm for Problem (I) and methods of 
extending this algorithm to Problem (1’). 
3. Theowtical development of Algorithm II and its extensions 
A second algorithm (Algorithm II) can now be developed for Problem 
(I) by beginning with the observation That Problem (I) is equivalent o 
the problem: 
maximize c3r, 
IICES6 
subject o AX = b, 
w,here S’6 is the finite set defined by 
Ss = {xl x is an extreme point of D;r = d, 2c 20). 
An algorithm for this problem which is theoretically similar to the 
algorithm outlined in the previous ection can now be developed as fol- 
lows. First, we redefine $ by xk = (x E s, 1 cx = 2.~3, where Uk, k = 
1 :, ..ei P tare the values assumed by the function cx over the set S,, and 
ZQ > ++I, k = 1, .a., P-- 1. Since x E & is now an extreme point of 
Dx = d, x 2 0, the ksting for the linear independence of the elements 
of.&& :is no longer necessary. To determine whether or not & f? s2 = 0, 
we note that x E X1, is feasible for Problem (I) if and only if Ax = b. 
‘Thus the linear independence t st is replaced by a feasibility test on the 
constraints Ax = 1k 
Also, in this aigojrithm; the sets &, k = 1, . . . . p, zre generated using 
the: problems: 
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Problem (II. 1) and Problem (II& 
maximize cx 
subject o Dx = d 
x20 
maximize cx 
subject to Dx = d 
cx = Uk 
x20. 
When Problem (II. 1) is unbounded,, the set X9 is generated by using 
the simplex method to find all the optimal extreme point solutions of 
the problem: 
Problem (11.0) maximize. c x 
subject toDx = d 
cx<M 
x 2 0, 
where M > 0 and arbitrarily large. 
Using these definitions and notations it is a straightforward task to 
develop an algorithm using steps simdar to those of Algorithm I. A de- 
tailed statement of such an algorithm, Algorithm II, can be found in [ 81 a 
An important feature of Algorithm II which was not mentioned in 
[ 81 is the fact that the theoretical d.zvelopment given above d:rses not 
explicitly use the linearity of the constraints Ax = b. Thus the part of 
the algorithm which requires that we test x E & to see if /lx := b can be 
replaced by a test to see if x E S. Thus Algorithm II can be used to solve 
Problem (I’) as well as Problem (I).. T.his means that wle can scive the 
nonlinear programming problem 
maximize cx 
subject o fi(X) = his r’ = 1,2, . . . . m 
and x is an extreme point of Dx = d, x 2 0. 
In particular, we can solve the nonlinear O-l problem 
maximize cx 
subject of;:(x) = b,, i = 1, 2, . . . . m 
xj=Oor 1, j= lJ...,n. 
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hbrewer, no convexity assumptiolns on the funct:ions& i =: I, 2, . . . . ypz 
are need:?d. 
We turn now to a discussion and comparison of the two algorithms 
w%h par&&r emphasis on the class of problems which one algorithm 
will solve but the other will not. 
4. Comparison of the a@kthms 
From the description of the two algorithms one might conjecture that 
Algorithm I will require feiwer iterations than Algorithm II, but that an 
iteration using Algorithm I will t:a.ke longer time than an iteration using 
Ugorithm II. To see the motivation for these conjectures note that 
Mgorithm II has the advantage that, for a general matrix D, it will be 
;nuch faster to test x E Xk for fe:asibility in Ax = h than it will be to test 
x E & to see P F it is an extreme point of Dx = d, x 2 0. Thus each itera- 
tion of Algorithm II should take less time than an iteration of Algorithm 
I. However? the O-l integer programming problem provides an impor- 
tant exception to this rule since for the O-l problem the extreme point 
test is simply a test to see if all the variables are, in fact, 0- 1. Thus, in 
this case, an iteration of Aigorithm I might in fact be faster than an itera- 
tEo:n of Algorithm Il. 
Also, because the constraints Ax zz b are included in Problem (II. 1) of 
Algorithm (I) but not in Problem (II. 1) of Algorithr:l (I), it is reasonable 
tt:J expect hat u1 will ble closer to the optimal value of the objective 
function for Problem (I) than ul. Thus since the cws used in both algo- 
rithms consist of parallel shifts of the objective function, one would ex- 
,pecg that fewer cuts, hence fewer iterations, would be required to solve 
.a problem using Algorithm I rather than Algorithm II. 
When solving Problem (I) it is important o note the nature of the 
(coiumns of D. If d” = 0 for any legitimate variable xi, then we can set 
5i = 0 throughout and solve the reduced problem using either algorithm. 
The variable xi must be zero because of the extreme point restriction. 
Geometrically, we are then in the subspace of En in which xi = 0 for 
legitimate variable X~ such that d” = 0. 
‘Khere is, however, one variation of Problem (I) which can be solved 
using Algorithm I but not with Algorithm II. Consider 
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maximize cx 
subject o Ax = ii, x 2 8 
and jiE an extreme point of Dx” = kil, x” 2 d, 
where x” is a new vector created by deleting some components correspond- 
ing to legitimate variables from x. If x4 is a legitimate variable removed 
from x to form %, then xq is never basic in any of the problems of Algo- 
rithm II. However, it is easy to construct examples in which xq should 
be nonzero is an optimal solution which is readily found using Algo- 
rithm I. For example, see the third example in Section 5. 
It may be best to combine the bztter features of the two algorithms. 
One way of doing this is to use the simplex algorithm to find an optimal 
solution x* of the problem: 
maximize cx ’ 
subject o I;x = f 
x2 0. 
That is, we begin as we would using Algorithm I. Then we find the set, 
which we will call X, , of all optimal extreme point solutions of the 
problem: 
Problem (II. 1) maximize cx 
subject o Dx = d 
cx :j CX” 
x 2 0. 
If we assume the ranks of D and (f ) are p and (p + l), respectively, then 
an element of X1 which is also an extreme point of Dx = d, x 2 0, can 
have at most p nonzero components; that is, it is a degenerate basic fe- 
asible solution for Problem (II. 1). Henc> those degenerate elements 
x E X, are tested to see if they are extreme points of Dx = d, x 2 0; 
this means that we test the elements of J(x) for linear independence. If 
there is a degenerate element of X, which is an extreme point of ,Dx = d, 
x 2 0, and is also feasible for Ax = 6, then it is optimal fol- Problem (I). 
If no such x E X, exists, then the set X2 of all second best extreme 
point solutions of the above problem must be genesated, ‘The points of 
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x, will be extreme points of Dx = d, x 3 0. The procedure of Algorithm 
II is now used ‘beginning with the testing of the elements of X2 for feasi- 
Sility on the constraints Ax = b. 
The above procedure is motivated by the fact that we expect ~1 to be 
closer than u1 to the optimal value of the objective function of Problem 
(I). Thus cx* = uI will. give a better upper bound on cx than will u1 = W+Z 
are thus attempting to reduce the number of iterations required to solve 
Problem (I) by beginning with the bound cx = ul rather than cx = ul. 
A few words about the computational aspects of the algorithms are in 
order. If an optimal solution to Problem (I), is not obtained in the first 
iteration, both algorithms require that, at e~h *subsequent iteration, we 
calculate the set of second best extreme por nt solutions of a linear pro 
gramming problem. Each second best extrelne point solution is an ad- 
jacent extreme point to some optimal extreme point solution. In using 
the method of Hadley [ 5 1 to find the set of ail second best extreme 
point solutions, it is necessary to first find a11 the optimal extreme point 
solutions. In fact, in general it is necessary tli consider every representa- 
tion of each optimal extreme point solution, so that degeneracy signifi- 
cantly increases thz computational difficulties involved in the two algo- 
rithms. 
However, for Problem (II&, k 2 2, it is possible to effect some eifi- 
ciencies in the processes of finding all the optimal and all the second best 
extreme point solutions. We observe that any second best extreme point 
solution of Problem (1I.k) is also an optimal extreme point solution of 
Problem (I!.@ + 1)) for k = 1 , . . ., N- 1. In geometric terms, since an op- 
timal extreme point solution of Problem (II. k) is located on the hyper- 
plane cx = uk, to get to a second best extreme point solution of Problem 
(II& we must move along an edge of the convex polyhedron 11x = d, 
x 2 0, from ai? optimal extreme point of Problem (II& to an adjacent 
extreme point on the hyperplane cx = rlk+l. Since the hyperplanes cx L= 
“k andcx=uRrl are parallel, the edge along which we move does not 
lie on the hyperplane cx = uk. Also since the edge along which we move 
is an edge of the convex polyhedron Dx = H, x 2 0, we can ignore any 
representation of the optimal extreme solutions which have the slack 
variable x, + l for cx ,< uk in the basis. However, in a simplex tableau for 
a second best extreme point solution x,,+~ must be in the basis since 
x ta+a = !+ - &&.f > 0. Thus the column to enter any optimal basis con- 
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sidered in finding a second best extreme point solution of Problem (ii.k), 
k 2 2, is uniquely determined to be the column fbr the s ;ack variable 
Xn+1* 
In terms of actual computation, then, if the set Xk+l, k 2 2, is needed, 
any element of XFt is an optimal extreme point solution for PiC3hl 
(1I.k) and so we do not have to solve Problem (1i.k) from the beginning. 
In addition, only those representations of optimal solutions of Problem 
(Ii. k) which do not have x,+~ in the basis are eligible to be used to ob 
tain a second best extreme point solution of the problem. A second best 
solution is obtained when the’ bringing of the column x,, I into the basis 
for any such representation produces the minimum positive decrease in 
the value of the objective function. 
There is another saving in computational effort which should be noted. 
Some of the bases for elements of Yk are also bases for elements of Yk+,  
k ,> 2. if Yn+l de:notes the column for x,+] in a simpiex tableau for 
Problem (ii.k), k 2 2, then we have the following theorem: 
‘T’heorem 2. If uk - V: < nlhj IXBj/Yj, n+ 1, Yj, n+ 1 > 0) f(J’r a basis 18 of 
ali element of Yk, then-B is also a basis for an element of yk + 3 . 
Roof. We write the proof in the notation of Algorithm I but it also holds 
for Algorithm ii with the appropriate changes in notation. 
Let & be the (m +n + 1) X 1 vector (b, 8, uk)T and r be the 
(172 +n + 1) x 1 vector (y ). if B is an optimal basis for Problem (II. k), 
then B will also be an optimal basis for Problem (ii. k+l) as long as 
B-lgk+l is nonnegative. 1But 
B-‘g,,, = B-‘(gk -bk -uk+l)r) 
= B-l& 
XB -(vk - vk+l)Yn+l - 
So B-lgk,l 2 0 if and ody if Xgj - (uk - uk+i)&+] 2 0, for i z 1, 
2 ,...,(m+n+ 1). Ifyin+, < 0, thenXgi-(Uk-Uk+I)Yj,~+I 2 0. Jffor 
some i, Yj,n+ 1 > 0, then we must have uk -&+I 5 minj {XBj/.Yj,n+ 1 , 
Y,~,~+~ > 0). This completes the proof. 
Ttis theotim tells us v&at ‘bases are repqatedjn going, from rk to 
Yk+l . There will dways l,e one basis repeated; namely any basis whkh 
gkes rise to a second besi: solution. 1.~ addition, any basis 8 for an eEe- 
ment of yR such that uk --u 
be $a basis for an elemetlt ofk;’ 
S rn@ {xBjyi,n+l, yi,nd.l > 0) will al30 
. 
4 * k* 
5. Examples 
Example 1. 
w 
:‘2) 
(3) 
maximize x 1 + 3x2 
subject o x1 + 3x1x2 ,<8 
_I:; +.x2 -  12x, 5 -11 
r-35 +x; - l&, I -27 
and (xl, x2 ‘F is an extreme point of 
Algorithm II must be used to solve this problem because of the non- 
linear constraints. We began by considering the following Problem (II. 1): 
msximize x1 Q 8r, 
subject o -3~~ +x2 +x3 = 6 
--Xl .t- 2x, +x4 = :6 
4X, ‘t-3X2 +x5 = 68 
4X, +x* +x6 = $2 
Xl, l * Y X6 2 0. 
5. Lihnples 359 
Xl , the set of optimal extreme point solutions for the pzublem consists 
of the single point xl1 = (8, 1 Y, 2, 0, 0, 8). This point violates ( “n), so we 
must compute X;. , the set of si:cond best extreme point solutions. X2 = 
{xi1 = (4, 10, 0, ‘3, 22, 26)). 1 his point also violates (1). We then find 
x3 = 1X3& = (11, 8, 9, 11, 0, 0.4) and test for feasibility in (l), (2) and 
(3). x31 fails to satisfy ( 1). FinI lily X4 = (Q E= (0, 6, 0,4, 50, 46)) is 
computed and WC find that x41 satisfies ( l), (2) and (3). Hence xql is 
the optimal solut:Lon. 
The extreme pa)ints of Dx = d, x ,> 0 which were tested for feasibility 
in Ax = b are indcated in Fig. ! by the 5bels xIJ, . . . . xB1. The! feasible 
region for Example 1 is shown ‘my the shaded area in Fig. 1. The dotted 
lines show the cuts cx ,< Uk, k =: 1, . . . . 4, which were used. 
x,x2+x2 -8=O 
Fig. 1. 
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Example 2. T’o demonstrate the computational aspects of the two algo- 
rithms and to show what can happen when the best features of each are 
combined in the manner described in the previous ection. We consider 
the following example : 
maximize 6x1 + 13x2 
(1) subject o 3x, - x2 > 27 
4 L) -X1 + 3X, 2 7 
(3) ’ 8x, + 7x2 5 192 
and (x,, x2) is an extreme point of 
(4) -2x,+ x2< 6 
(5) ---2X, + 5x, 5 54 
(6) 4X, I- 3x2 ,< 100 
(71 4x, + x2 ,c ‘76. 
Sol’ution using AZgorittm I. We begin with the Probkm (II. 1) 
(8) 
(9) 
(10) 
(11) 
(12) 
(132 
(141 
maximize 6x1 + 1 3x2 
subject o 3x, - x2 -x3 = 27 
-x1 + 3x2 +x4 = 7 
8x1 +‘7X, +X5 = 192 
-2x, + x2 
+x6 
= 6 
-2x, + 5x2 +X7 = 54 
4X, +3X2 +x8 = 100 
4x1 + x2 +xg = 76 
x1 9 ***!I xg 2 0. 
For this problem, the s.implex algorithm will indicate that the con- 
straints (3), (4), (5) and (6) are redundant. Hence we consider the re- 
duced problem 
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(1% 
(16) 
(17) 
maximize 6y + 1 1 3y2 
subject o 3y, - ,y? - y3 = 27 
-yr + ::iyz +y4 = 7 
4v1+ Y2 +YS = 76, 
whereyr =x1, y2 =~2,~3 =:x3, y4 =x4, ys =x9. Herep = 1, andJ= 
{ 1, 2, 5). X1, the set of optimal extreme point solutions for this prob- 
lem consists of the single point xl1 = (17, 8, 16, 0, 0). Since IJ(Q I = 2, 
xl1 is not an extreme point ;Ind so we must find X2, the set of all second 
best extreme point solutions. X, = {xZ1 = (11, 6, 0, 0, 26)) and 
I.&Q) I = 3 which means x21 is not an extreme point. We then find X3 = 
(x31 = ( I 9, 0, 30, 26, 0)} . Since IJ(x~~) I = 1, we have an optimal solu- 
tion;+ = 19,X2 = 0 and the value of the objective function is P 14. 
Solution using Algorithm II. We begin this solution by considering the 
Problem (II. 1) given by 
(18) 
(19) 
cw 
W) 
maximize i5x 1 + 1 3x2 
subject o -2.q + x2 +x3 = 6 
-2A:, + 5x, +x4 = 54 
4X1 +3X2 fXg = 100 
4x, + x2 +x6 = 76 
Xl , . ..) xg 2 0. 
The set .Y, of optimal extreme point sclutions coiltains the single point 
xtl = ( 13, 16, 16, 0, 0, 8). This point violates (1) and so we comnute L 
the set X2 of second best extreme point solutions. X2 = {xZ1 = ( 16, 12, 
26, 26, 0, 0)) and x2l violates (2). We then find the set X3 = {x31 = (3. 
12, 0, 0, 52, 52)) and discover that xsl violates ( 1). Thus we must find 
the set X4 = {x4r = ( 19, 0, 44, 92, 24, 0)). We find that C~41 satisfies ( l), 
(2) and (3) and hence x41 is optimal. The optimal value of the objective 
function is 114. 
Solufio~~ using Algorithm I and II combined. We beI& with the op 
timal solution to the initial linear programming prob1ei.D used in AlgO- 
rithm I. That is, we began with the point (17, 8) for which the value of 
the objective function is :206. We then consdder the problem 
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maximize: 6x1 -k 1 3x2 
(I@ 
(19) 
(2&j 
(21) 
(22) 
subject o -2x, + x2 + x3 ZZ ,6 
-2x, + 5x, +xq = 54 
4X, + 3X2 +x5 = 100 
4x, + x2 +x6 = 76 
6x, + 13x, -t x, = 206 
x1 , . . . . x7 r 0. 
The set X, of optimal extreme point solutions of this problem contains 
two elements xl1 = (17, 8, 32, 48, 8, 0, 0) and xl2 = (7 ‘. ?& y, 0, *F, 
y, 0). For this problem, p = 4 and J = (1, 2, . ..!. 7). Since IJ(xll)l = 
lJ(xr3 j I = 5, we conclude that neither xl1 nor xl2 is an extreme point 
We then proceed to find X2 =: {x2l = (3, 12, 0, 0, 52, 52, 32)) and test 
the elements of X2 for feasibility in ( l), (2) and (3). The point x21 vio- 
lates ( 1) and so we must find X, = {x3l = ( 13, 0,44, 92, 24,0, 92)). 
Since x31 is feasible for ( I), (2) and <3), this point is optimal, and the 
valGe of the objective function is 114. 
Gro,nhical solution and comments on Example 2. Fig. 2 contains a 
graphical solution of Example 2 showing all the cuts and points con- 
sidered in the above three solution procedures. The feasible region is 
shaded. In Algorithm I we begin with the point (17,8) and the hyper- 
plane 6x1 + 1 3x2 = 206 and move to the second best solution (11, 6) 
and the hyperplane 6x 1 + 13x, = 144. Introduction of the second cut, 
6x1+13x2= 144 leads to the optimal solution ( 19: 0). 
In Algorithm II we begin with the point (13, 16) for which cx = 286 
and Imove to the second best solution ( 16, 12) on the cut 6x1 + 13x2 = 
252. We then go to (3, 12) on the cut 6x, + 13x2 = 174 and finally to 
(19, (3) on the cut 6x, + 1 3x2 = 144. Thus Algorithm II requires one 
Imore cut than Algorithm I in this example. Notice also that vl = 206 is 
closer to the optimal value 114 of the objective function than u1 = 286. 
(*)ne other advantage of Algorithm I should be obvious from this ex- 
ample. Since Problem (II. 1) of .Algorithm I contains both the Ax = b 
and Dx = d constraints whereas Problem (II. 1) contains only the DX = d 
c:onstraints we are more likely to get redundancy of constraints in .Mgo- 
rithm (I). 
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Fig. 2. 
Finally in our comments on Example 2 we observe that the combina- 
tion of the two algorithms offered only the advantage of starting closer 
to the optimal value of objective function than if we used Algorithm II 
alone. However, reference to Fig. 2 will indicate that if the constraints 
(1) and (2) are replaced by a constraint whose defining hyperplane 
passes through the points (0, 6) and ( 13: 16) then the combination of 
the two algorithms would have taken us directly from ( 17, 8) to the op 
Lima1 point ( 19, 0). That is, only one cut would be necessary. 
Example 3. As an example of a problem which cannot be solved by 
Algorithm II we consider the following example: 
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maximixe 2x1 + 5x2 + 4x3 
subject o 6~~ + 7x2 + 3x3 s 42 
--Xl + x2 + x3 5 3 
x1, x2, x3 2 Q 
and (x l p x2 ) is an extreme point of 
x1 + 2x2 5 10 
3x1 + 2x2 5 18 
x1,x2 20. 
Since c3 = 4 + 0 and d3 = 0 we must use Algorithm I. So we begin by 
considering the problem: 
maximize v = 2x, + 5x, + 4x3 
subject o 6x, + 7x2 + 3x3 +xq =42 
--Xl + x2 + x3 +xc = ~ : 3 
x1+&2 +x6 
= 10 
3x, + 2X, +x7 = 18 
q 9 l *a) x7 2 0. 
A listing of the points examined to obtain an optimal solution IS con- 
tained in Table 1. 
--_ 
Value of the 
objec?ive function 
Ul = 34 
381 
02 = ii- 
13 
v3 =- 3 
v4 =u!, 5 
vg = 20 
!Set Ebments of Xi 
-- -- 
Xl x11 = (Y, 0, yil o,o, $7) 
13 ST 11 
x2 x21 = (-yr 14’ 14, 0, 0, 0, y9 
x3 x31 = CT, 413 , 0, y, OS09 y, 3 
l4 x4 x41 = t-g-, !A! 9 0, 0, !A, 0, !$I 
5 
X5 xsf = (6,0,2,0, i’, 4,0) 
- _ --_ 
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For this problem p = 3, and J = { 1, 2, 6, 7). Also iJ(xl,)l =: !.&Q = 
IJ(xj,)l = IJ(x,~)I = 3 zlnd hence none of the points xll, x2l , x31, x41 
posseses the desired ex.treme point property. However, IJ(xS1) I = 2 and 
J(x~~) = { 1,6}. The columns d, and & being linearly independent im- 
plies xsl is optimal. 
Note that if we use Algorithm II then x3 is never basic and we can 
never cause it to be basic and so the algorithrr.. fails on this example- 
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