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El término sincronía significa li-
teralmente "coincidencia en el
tiempo" u "ocurriendo al mismo
tiempo", y se refiere a la coinci-
dencia de fenómenos y eventos en
las ciencias naturales, ingeniería y
en humanidades. La sincroniza-
ción de sistemas implica realizar acciones para
lograr que dos o más sistemas entren y permanez-
can en un comportamiento común o "al mismo
ritmo", lo cual ha sido muy interesante desde sus
primeros hallazgos,1 tanto por su análisis, como
para el desarrollo de tecnologías derivadas de una
adecuada manipulación de este fenómeno. Histó-
ricamente, la sincronización ha sido bien estudia-
da en general en sistemas electrónicos,2 mecáni-
cos,3 acústicos,4 biológicos, como la interacción
entre las neuronas, y la sincronización del corazón
y los pulmones,5 por citar algunos. Sin embargo,
en estos mismos campos existen sistemas particu-
lares llamados caóticos, en los cuales no es eviden-
te alcanzar y mantener un estado de sincronía. Esto
se debe a que los sistemas caóticos son sistemas
dinámicos deterministas en los que la evolución
de sus variables, con determinadas condiciones
iniciales, es muy diferente a la evolución de las
variables del mismo sistema ante a un pequeño
cambio en sus condiciones iniciales. Esto ocurre
en fenómenos como la turbulencia de fluidos, sis-
temas meteorológicos, sistemas mecánicos, eléc-
tricos, procesos biológicos y otros,6-8 Debido a su
alta sensibilidad a las condiciones iniciales, es cla-
ro que dos sistemas caóticos aislados, aun siendo
idénticos, no estarían en sincronía. A pesar de esto,
un  estudio de L.M. Pecora y T.L. Carroll9 reveló
que dos sistemas caóticos idénticos con una señal
común de acoplamiento sí pueden evolucionar en
sincronía (figura 1). Los esquemas y las técnicas de
dicho estudio tienen una desventaja referente a
que sistemas caóticos, aun siendo réplicas idénti-
cas, en la práctica existen inexactitudes e incerti-
dumbres en los parámetros y componentes de
cada sistema, por lo cual, bajo esos esquemas, su
sincronía no se garantiza en forma robusta.
Actualmente, la investigación y desarrollo de
técnicas de sincronización apunta en dirección de
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esquemas de sincronización robusta para sistemas
tanto idénticos como diferentes, con inexactitu-
des, con dinámicas desconocidas, de orden dife-
rente, con información limitada o medición par-
cial de sus variables, entre otros.1 Al respecto, debe
considerarse que la sincronización puede lograrse
en diferentes grados o tipos,10 éstos son clasifica-
dos como sincronización idéntica, de fase, en atraso
y en adelanto, generalizada, completa, parcial y en
orden reducido.
certidumbre y dinámicas no modeladas. Además,
se toma en cuenta que no se tienen disponibles o
no son medibles todas las variables de los siste-
mas. Para ello se proponen esquemas basados en
controladores y observadores de estado mediante
técnicas de modos deslizantes para lograr la
sincronización. Este artículo se organiza como si-
gue: en la siguiente sección se presenta la descrip-
ción del problema de sincronización. Luego se
diseñan dos esquemas de control para
sincronización basados en técnicas de modos
deslizantes. Posteriormente se verifica el desempe-
ño del esquema de sincronización, implemen-
tándolo en algunos casos de estudio. Además, se
presenta una estrategia para la supresión de caos,
el cual es otro problema importante que consiste
en lograr que se elimine la dinámica caótica de un
sistema. Se muestran resultados de la implemen-
tación del esquema de supresión mediante prue-
bas experimentales. Finalmente se exponen algu-
nas conclusiones.
Planteamiento del problema
Una pregunta interesante con respecto a los siste-
mas caóticos es: ¿cómo lograr que alcancen y man-
tengan un régimen de sincronía durante un inter-
valo de tiempo?, aun más: ¿es posible lograr la
sincronización de dos sistemas que son distintos
y de diferente orden? La metodología presentada
en este artículo da una respuesta a estas preguntas
para dos sistemas diferentes maestro-esclavo, para
lo cual considérese lo siguiente:
Sea un sistema maestro:
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,2,1,  es el
vector de estado, Ρ∈
M
u  es una entrada, Ρ∈
M
y
es una variable de salida del sistema maestro, 
M
f
y 
M
g  son campos vectoriales suaves, y (1) tiene
grado relativo 
M
r .
En este trabajo se aborda la sincronización
unidireccional generalizada de orden reducido, la
cual consiste en que todas las variables de un siste-
ma esclavo se sincronicen, a través de un mapeo,
con proyecciones de las variables de un sistema
maestro; donde el esclavo es de menor orden que
el maestro, dicho de otra manera, de menor canti-
dad de variables. Se aborda este tipo de
sincronización porque es el tipo de problema que
se presenta en sistemas o redes de sistemas que no
son idénticos, sino de diferentes modelos y carac-
terísticas, siguiendo a un sistema líder o maestro,
como en tareas de robots múltiples,11 navegación
en formación de grupos de vehículos, sistemas lá-
ser,12 procesos automatizados de manufactura y lo-
gística sincronizados.13
Un objetivo en este trabajo es detectar condi-
ciones suficientes para garantizar la sincronización
generalizada en orden reducido, considerando in-
Fig. 1. Magnitudes máximas esperadas para sismos en la región
central y este de los EE.UU.8
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Ahora, considere un sistema esclavo descrito
por:
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donde s
nT
s
s
nsss
xxxx Ρ∈],...,,[= ,2,1,  es el vector
estado, Ρ∈
s
u  es la entrada de control, 
s
y  es
una variable de salida, 
s
f  y 
s
g  son campos
vectoriales suaves, el sistema (2) tiene grado relati-
vo 
s
r .
Si estrictamente 
Ms
nn < , se llama
sincronización en orden reducido. Sin embargo
se estudiarán los casos 
Ms
nn ≤ .
Objetivo de sincronización generalizada con el mis-
mo orden y en orden reducido: dados dos sistemas caó-
ticos, encontrar un control u
S
 para inducir los es-
tados del sistema esclavo (2) a sincronizarse con
algunas proyecciones, en sistemas de orden dife-
rente, o a todas las componentes, en sistemas del
mismo orden, de un mapeo del vector de estados
del sistema maestro (1).
Con el fin de lograr este objetivo, se define el
error de sincronización )(:=
Ms
xx Φ−ε , donde
s
nΡ→ΩΦ :  es un mapeo con MnΡ⊆Ω . Esto se
llama sincronización generalizada y está definida
como sigue.
Definición 1.14 Un sistema esclavo (2) exhibe
sincronización generalizada con el sistema maes-
tro (1), si existe un mapeo Φ , tal que:
= ( ) = 0lim lim s M
t t
x xε
→∞ →∞
− Φ             (3)
0≥∀t  y cualquier condición inicial
))(()(=)(
000
txtxt
Ms
Φ−ε .
La definición 1 implica )(
Ms
xx Φ→ , para
cualquier diferencia inicial
))(()(=)(
000
txtxt
Ms
Φ−ε , lo cual se entiende
como la sincronización generalizada del sistema
(2) a una proyección del sistema (1).
Metodología de solución propuesta
Ahora se presenta una solución al problema de la
siguiente manera. El error dinámico de sincroniza-
ción puede representarse como:
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donde snΡ∈ε , εy  es una función de salida del
error de sincronización disponible para la retroa-
limentación, εf  y εg  son campos vectoriales sua-
ves y )),(,(
MM
uxq ξε  es un campo vectorial sua-
ve que contiene términos que dependen del error
de sincronización ε , de los estados sx , Mx  y de
la entrada 
M
u  contenidos en una función  ξ , vis-
ta como una perturbación de (4).
El grado relativo15 es un número entero igual
al menor orden de la derivada temporal de la sali-
da εy  para la cual aparece explícitamente el con-
trol 
s
u . El sistema (4) tiene grado relativo 
s
r .
Similiarmente, el índice característico de pertur-
bación15 es el número ν  de diferenciaciones de la
salida 
s
y  que se requieren para que aparezca ex-
plícitamente el término ξ .
Con base en un análisis15 acerca de la relación
entre el grado relativo y el índice de perturbación,
se llega a la siguiente conclusión:
Nota 1. El caso 
s
r<ν  no se considerará, ya
que no puede diseñarse un control que garantice
el rechazo a la función ξ , a lo más se puede ate-
nuar y, por tanto, no se garantiza que el error de
sincronización ε  tienda a cero. El caso sr>ν  es
trivial puesto que la función ),( ξεq  no afecta el
objetivo de control, de esta forma se puede lograr
la sincronización. Entonces, el caso interesante es
cuando 
s
r=ν .
Suposición 1. El sistema (4) es de fase mínima.
Suposición 2. Para el sistema de error de
sincronización (4), el índice característico de per-
turbación se supone 
s
r=ν .
Suposición 3. El sistema esclavo tiene grado re-
lativo completo 
ss
nr = .
Luego, el sistema de error de sincronización
(4) se puede transformar en un sistema, en nuevas
coordenadas en la forma canónica de Brunovsky:
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donde )(:=
Ms
xx Φ−ε , snTeee Ρ∈⊥ )(=],[= εφ  es
el vector de error de sincronización en coordena-
das transformadas, Ρ∈
s
u  es la entrada de con-
trol y Ρ∈εy  es la salida tanto del sistema de
error (4) como del sistema (5). Bajo la suposición
1, εεεβ hLLe s
r
fg
1
=)(
−
 y la función
εεεεξ hLLhLue s
r
fq
s
r
fM
1
=),(
−+  se considera como un
término de perturbación. La función ),( ⊥eeη ,
dada por )(1  ssjqjf rnjeLeL −≤≤+ ⊥⊥ε , representa la
dinámica interna que se supone asintóticamente
estable, esto es, el sistema es de fase mínima.15
Para obtener el cambio de coordenadas de (5)
es necesario mantener las siguientes relaciones:
El nuevo error de sincronización está dado por
)(= Mprojs zze φ− , donde ( )s s sz xφ= , y
( )
M M M
z xφ=  son transformaciones de coorde-
nadas originales a la forma Brunovsky basadas en
geometría diferencial,15 tanto del esclavo como del
maestro, respectivamente; projφ  es el mapeo de
proyección de la dimensión del maestro MrΡ  en
la dimensión del esclavo srΡ . Este error de
sincronización puede escribirse en función de las
coordenadas originales 
s
x  y 
M
x  como sigue:
)()(= MMprojss xxe φφφ o− . Entonces de la defi-
nición 1 se obtiene lo lo siguiente:
Nota 2. La sincronización generalizada mediante
Φ  de (2) con (1) puede resolverse estabilizando
el error de sincronización e(t) del sistema (5) en
el origen, equivalente a ε  en el origen.
A partir de lo anterior y bajo la suposición 2 y
que ν≤
s
r , se ha obtenido un método para cal-
cular el mapeo )(⋅Φ . Este método se resume de
la siguiente manera:
1. Para el sistema maestro (1) se calcula el
difeomorfismo
T
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M
r
M
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M
fMMM xhLxhLxh )](),...,(),([=
1−φ .
2. Para el sistema esclavo (2), se calcula el
difeomorfismo
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3. Se elige un mapeo de proyección lineal
s
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M
r
proj ΡΡ →:φ , dado por:
M
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para relacionar una a una, tanto a las salidas 
M
y  y
s
y  como a sus derivadas, puesto que 0] ... 0 [1=
M
C
y 0] ... 0 [1=
s
C .
4. Finalmente se calcula el mapeo dado por
)(=)( 1 ⋅⋅Φ − Mprojs φφφ oo .
Es claro que algunos grados o tipos de sincro-
nía de los ya mencionados están contenidos en
este análisis, por tanto, se pueden abordar con
esta misma metodología con mayor generalidad.
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Esto es, la sincronía completa y exacta (idénti-
ca) ocurre si  
Ms
nn = , )(⋅Φ es el mapeo identidad
y el vector de error completo es nulo 0=ε , esto
es, 
Ms
xx = . Si los sistemas son del mismo orden
Ms
nn = , si el mapeo )(⋅Φ  es el mapeo identidad
y el vector de error completo ε  converge a una
vecindad alrededor del origen, esto es, 
Ms
xx ≈ ,
entonces se logra sincronía completa y práctica.
La sincronía parcial ocurre si 
Ms
nn = , )(⋅Φ  es el
mapeo identidad, si al menos una componente
del vector de error ε  es nula, y al menos una com-
ponente no es nula. La sincronía proyectiva ocu-
rre si 
Ms
nn = , el vector de error completo ε  es
nulo y )(⋅Φ  es un mapeo de escalamiento, esto
es, 
Ms
xx α= , donde α  es un factor de escala-
miento. La sincronía generalizada del mismo or-
den ocurre si 
Ms
nn = , si )(⋅Φ  es invertible y ε
es nulo, i.e., )(=
Ms
xx Φ . La sincronía generaliza-
da de orden reducido ocurre si el sistema esclavo
es de menor orden que el maestro 
Ms
nn <  ( )(⋅Φ
no es invertible) y el vector de error completo ε
es nulo, esto es, )(=
Ms
xx Φ .
Esquemas de control para
sincronización
Puesto que la sincronización entre los sistemas caó-
ticos (1) y (2) puede interpretarse como un pro-
blema de estabilización del sistema de error (5) en
el origen. En esta sección se introducen algunos
resultados conocidos para sistemas dinámicos con
este objetivo.
En esta sección se consideran dos estrategias
robustas de estabilización del sistema (5) en el
orgien, constituidas por: (i) Un controlador
linealizante por retroalimentación de estado y un
observador por modos deslizantes de alto orden
que además identifica la función ξ  para que sea
cancelada por el controlador. (ii) Un controlador
por modos deslizantes de alto orden cuasicontinuo
y un diferenciador exacto robusto, esta técnica no
identifica a la función ξ  y el controlador
cuasicontinuo no la requiere. Ambos casos pue-
den representarse en forma general por el esque-
ma de la figura 2.
Fig. 2. Esquema para sincronización.
(i) Controlador linealizante por retroalimentación
de estado y observador por modos deslizantes de
alto orden
La técnica de linealización por retroalimentación
de estado puede aplicarse con el propósito de es-
tabilizar globalmente al sistema dinámico no li-
neal, mediante el control:
                  =1
( , )
=
( )
n
s
M i i
i
s
s
e u k e
u
e
ξ
β
− +∑
                     (7)
donde los valores de las ganancias 
i
k , 
s
ni 1,2,...,= ,
son tales que 0=... 12
1
ksksks s
n
s
n
s
n ++++ −  sea un
polino-mio Hurwitz.
Con el fin de estimar todas las componentes
de ξ  e identificar la entrada desconocida ξ , se
presenta el diseño de un observador por modos
deslizantes de alto orden17 para reconstruir los es-
tados no medibles e identificar las entradas desco-
nocidas  con convergencia exacta en tiempo fini-
to16,17, el cual está dado por:
    (8)
CIENCIA UANL / VOL. XII, No. 4, OCTUBRE - DICIEMBRE 2009468
ESQUEMAS DE SINCRONIZACIÓN PARA SISTEMAS CAÓTICOS
donde ˆ
i
e  es la estimación de e
i
, ˆξ  es el valor iden-
tificado de ξ , el parámetro M se elige como una
constante suficientemente grande, particularmen-
te 
1
M ξ +>  y las constantes 
i
λ  se escogen
recursivamente suficientemente grandes.16,18 Enton-
ces puede establecerse el siguiente resultado:
Lema 1.  Considere el sistema (5) que satisface
las suposiciones de que tiene grado relativo r
s
 con
respecto a la función )(tξ , la cual está acotada por
+≤ ξξ |)(| t . Entonces el sistema (8) es un observa-
dor para el sistema (5), donde el error de estima-
ción TTT eee )ˆ,ˆ(),(=)
~
,~( ξξξ −  converge a cero
en tiempo finito, esto es, los estados estimados
i
eˆ  convergen a los estados 
i
e  y )(ˆ tξ  a la función
desconocida )(tξ .
Prueba. Ver detalles en A. Rodríguez, J. De León,
and L. Fridman.19
El siguiente resultado permite asegurar que se
preserva la estabilidad del sistema en lazo cerrado
cuando se reemplazan los estados en la ley de con-
trol (7) por sus valores estimados por el observa-
dor (8).
Lema 2. Considere el sistema (5) para el cual se
diseña el control linealizante por retroalimenta-
ción (7). Suponga que se diseña el observador (8)
con convergencia en tiempo finito. Entonces, el
sistema aumentado en lazo cerrado es asintótica-
mente estable.
Prueba. Ver detalles en A. Rodríguez,4 J. De
León, and L. Fridman.19
(ii) Controlador por modos deslizantes de alto
orden cuasicontinuo y diferenciador exacto ro-
busto
Considérese la dinámica controlable del sistema
(5) reescrita en la siguiente forma:
            
= ( , ) ( , )
= ( , )
e e s
e a t e b t e u
t eσ σ
+⎧
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⎩
&
               (9)
donde sr
e Ρ∈ ; srsree ba ΡΡΡ →×:, , y
ΡΡΡ →×sr:σ  son funciones desconocidas
suaves, además σ  es la variable de salida y Ρ∈su
es la variable de entrada. Al compararlo con el
sistema (5) se tiene que , )(=),( eBetb
ee
β  y
eCet
e
=),(σ .
El objetivo es lograr que 0≡σ  en tiempo fi-
nito y mantenerlo exactamente ahí mediante al-
guna retroalimentación. Dado que la derivadas
temporales 
1)(
,...,,
−
s
rσσσ
&
 son funciones conti-
nuas de la salida del sistema en lazo cerrado y la
superficie de deslizamiento definida por:
           0==...==
1)( −
s
rσσσ
&
      (10)
es no vacía y consiste localmente de trayectorias
de Filippov, el movimiento sobre (10) se llama
modo 
s
r -deslizante (o deslizante de 
s
r -ésimo or-
den).18 El control aparece explícitamente en la 
s
r -
ésima derivada temporal de σ , la cual está dada
por:
            
s
s
r
uetgeth ),(),(=
)( +σ                 (11)
donde 0=
)(
|=),(
s
u
s
r
eth σ , 0)/(=),( )( ≠∂∂ sr
s
uetg σ . Se
supone que, para algún 
m
K , 
m
K , 0>C , se pre-
serva la siguiente desigualdad:
  
( ) ( )
=00 < , | |
r r
s s
m M u
s
s
K K C
u
σ σ∂≤ ≤ ≤∂   (12)
A partir de (11) y (12), la inclusión diferencial
de Filippov
             .],[],[
)(
sMm
s
r
uKKCC +−∈σ        (13)
significa que el conjunto vectorial del lado derecho
se extiende dentro de las cotas C , mK , MK , en
lugar de satisfacer un único punto o solución.20 Así,
la estabilización en tiempo finito de (13) en el ori-
gen resuelve el problema planteado simultáneamen-
te para todos los sistemas (9) que satisfacen (12). Un
controlador que permite estabilizar a (13) en tiem-
po finito corresponde al siguiente resultado:
Teorema 1. 21   El controlador:
        ),...,,(=
1)(
1,
−
−Ψ− sr
s
r
s
rs
ku σσσ
&         (14)
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es homogéneo 
s
r -deslizante y, con los parámetros
11
,..., −
s
r
ββ , 0>k  elegidos suficientemente gran-
des, provee estabilidad en tiempo finito de (13) y
(14). El modo 
s
r -deslizante estable en tiempo fi-
nito 0≡σ  se establece en el sistema (9) y (14).
El controlador (14) es una función continua,
excepto en la superficie (10) y requiere el cálculo
en tiempo real de 
1)(
,...,,
−
s
rσσσ
&
. Como se ha
supuesto que no todos los estados están disponi-
bles, se presenta un diferenciador, el cual es un
sistema capaz de calcular las derivadas a partir del
conocimiento de la variable σ . Un diferenciador
de r
s
 -ésimo orden está dado por:
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ˆ ˆ ˆ ˆ( )
ˆ ˆ ˆ ˆ( )
ˆ ˆ ˆ ˆ( )
ˆ ˆ( )
s s
s
s s
s
s s s s s s s
s s s
r r
r
r r
r
r r r r r r r
r r r
e e e sign e e e v
e e v sign e v e v
e e v sign e v e v
e Msign e v
λ
λ
λ
λ
+
+
−
− − +
+ +
⎧ = − − − + =
⎪
⎪ = − − − + =
⎪⎪
⎨
⎪ = − − − + =⎪
⎪ = − −⎪⎩
&
&
M
&
&
(15)
donde los parámetros del diferenciador (15) se eli-
gen de acuerdo a la condición Ms
r ≤|| )(σ , tal
que 
M
kKCM +≥ . La convergencia del
diferenciador en tiempo finito se establce toman-
do 
i
λ  como en A. Levant. 18
Teorema 2.18 Siendo los parámetros 
i
λ  apropiada-
mente elegidos, son ciertas las igualdades 
11
=ˆ ee
y )(
11 ==ˆ
i
ii
eve +  para sri 1,2,3,...,= , en ausencia
de ruido de entrada, después de un transitorio de
tiempo finito.
Entonces, una solución al problema de
sincronización para dos sistemas con diferente gra-
do relativo se establece en el siguiente teorema:
Teorema 3. Considere el sistema incierto (9) que
satisface la desigualdad (12) y las suposiciones 1,
2, 3. El sistema incierto (9) en lazo cerrado con el
control (14) y utilizando el diferenciador exacto
robusto (15) es tal que el error de sincronización
e , equivalente a ε , tiende a cero en tiempo fini-
to.
Prueba. Ver detalles en A. Rodríguez, J. De León,
L. Fridman.22
Casos de estudio e implementación
de los esquemas de sincronización
Ahora, con el fin de ilustrar la implementación
de los esquemas presentados, se consideran los
siguientes casos de estudio:
Transductor electrostático no lineal – Eq. Duffing
El sistema maestro corresponde a un modelo de
transductores electrostáticos no lineal de cuarto
orden
1, 2,
2
2, 2, 1, 3, 1, 3,
3, 4,
3 2
4, 4, 3, 3, 1, 1,
( )
( /2) ( )
M M
M M M M M M
M M
M M M M M M e
x x
x cx d x x x x
x x
x ax x x b x x u t
=⎧
⎪ =− − − −⎪
⎨ =
⎪ =− − − + + +⎪⎩
&
&
&
&
  16)
donde x
i,M
 son las variables de estado, a,b,c,d,f son
parámetros del sistema, y u
e
(t) es una excitación
de entrada, y=x
1,M
 es la variable de salida medible.
El sistema esclavo corresponde a la conocida
ecuación Duffing con dos entradas de excitación
dada por:
      
1 2
3
2 2 0 1 1
1 1 2 2
cos( ) cos( )
s s
s s m s
s
x x
x x x x
K t K t u
ρ ω γω ω
=⎧⎪ = − + −⎨ + + +⎪⎩
&
&   (17)
Donde x
i,s
 son las variables de estado, u
s
 es la
entrada de control y=x
1,s
 es la variable de salida
medible,  ρ, ω0, γ son parámetros constantes del
sistema, K
i
 y ω
i
 son las amplitudes y frecuencias
de las entradas de excitación, respectivamente.
Siguiendo el procedimiento presentado en este
trabajo se calcula el mapeo 4 2:Φ →    :
1
1 2
1,
2,
( ) = ( ) =[ ( ), ( )]
1 0
( ) =
0 1
T
M s proj M M M M
M
M
M
x x x x
x
x
x
φ φ φ−Φ Φ Φ
⎡ ⎤⎡ ⎤Φ ⎢ ⎥⎢ ⎥
⎣ ⎦ ⎣ ⎦
o o
Entonces se implementa el esquema
sincronización para el sistema (11) con un
subsistema de (10).
La ley de control u
S
 está dada por:
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1 1 2 2S
u k e k eξ= − − −      (18)
Un observador que estima las variables e
1
, e
2
 y
la función ξ  queda expresado por:
2
2/31/3
1 3 1 1 1 1 2 1
1/21/2
2 2 2 1 2 1
1 2
ˆ ˆ ˆ ˆ( )
ˆˆ ˆ ˆ( )
ˆ ˆ( )
s
v
e M e e sign e e e v
e M e v sign e v u
Msign v
λ
λ ξ
ξ λ ξ
⎧
⎪ = − − − + =
⎪
⎪ = − − − + +⎨
⎪
⎪
⎪ = − −⎩
&
&
144444424444443
&
    (19)
El desempeño del esquema formado por el
controlador (18) y observador (19) en lazo cerra-
do con los sistemas (16) y (17) está ilustrado en
simulación con los siguientes parámetros:
Lorenz generalizado - Rössler
En este caso se sincronizan los siguientes sistemas
caóticos. El sistema maestro está representado por
el sistema generalizado de Lorenz:
    
1, 1, 2, 4,
2, 1, 2, 1, 3,
3, 3, 1, 2,
4, 1, 4,
=
=
=
=
M M M M M M M
M M M M M M
M M M M M
M M M M
x a x a x c x
x h x x x x
x b x x x
x x a x
− + +⎧
⎪ − −⎪
⎨ − +⎪
⎪ − −⎩
&
&
&
&
     (20)
donde 
M
x  es el vector de estado, 1,M My x=  es la
salida medible, 
M
a , 
M
b , 
M
c , y 
M
h  son coeficien-
tes constantes.
El sistema esclavo está dado por el sistema
Rössler:
         
1, 2, 3,
2, 1, 2,
3, 3, 1,
=
=
= ( )
s s s
s s s s
s s s s s s
x x x
x x a x
x x x c b u
⎧ − −
⎪ +⎨
⎪ − + +⎩
&
&
&
        (21)
donde 
s
x  es el vector de estado, 2,s sy x=  es la
salida medible,
s
u  es la entrada de control; 
s
a , 
s
b
y 
s
c  son coeficientes constantes. Se calcula el
mapeo 34: ΡΡ →Φ , el cual es ( )MxΦ =
1,
2,
3,
1,
4,
( ) 0
1 0 0 0
( ( ) 1) (1 ) (2 )
M
M s M M
M
M
M M s M M M M s M M M M s
M
x
a a a c
x
x
c a a a h a a a a x c a a
x
⎡ ⎤
⎡ ⎤− + ⎢
⎢ ⎥⎢
⎢ ⎥⎢
⎢ ⎥− + + − + + + ⎢⎣ ⎦
⎣ ⎦
El controlador cuasicontinuo estabilizante (14)
calculado para el ejemplo es dado por:
  
])|ˆ||ˆ2(||ˆ[|
))]ˆ(|ˆ|ˆ()|ˆ||ˆ2(|ˆ[
=
1/22/3
123
1
2/3
12
1/22/3
123
eee
esigneeeee
ku
s ++
+++−
−
 (22)
Para estimar las funciones e
i
 en tiempo real, se
diseña el diferenciador (15):
0.03=a , 0.1=b , 0.3=c , 0.985=d , 1=ρ , 
10=
0
ω , 100=γ , 1==
21
KK , 2=
1
ω , 4=
2
ω , 
1950=M , 3.0=
3
λ , 1.5=
2
λ , 1.1=
1
λ . La entrada
de excitación fue )(cos0.35=)( ttu
e
. Las condiciones
iniciales fueron (0) = [0 0]T
M
x  y (0) = [0.1 0]
T
s
x , 
4=(0)
1ˆ
e , 2=(0)ˆ2 −e  y 1=(0)ξˆ .  
Los resultados de sincronización se muestran
en la figura 3, al sincronizar el estado x
s
 con el
mapeo ( )
M
xΦ  a partir de t=30 segundos.
Fig. 3. Sincronización del sistema (16) y (17).
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3
3/ 4
1 4 1 1 1 1 2 1
2/3
2 3 2 1 2 1 3 2
1/2
3 2 3 2 3 2 4
4 1 4 3
ˆ ˆ ˆ ˆ( )
ˆ ˆ ˆ ˆ( )
ˆ ˆ ˆ ˆ( )
ˆ ˆ( )
s
v
e e e sign e e e v
e e v sign e v e v
e e v sign e v e u
e sign e v
λ
λ
λ
λ
⎧ = − − − + =
⎪
⎪ = − − − + =
⎪
⎨ = − − − + +
⎪
⎪
⎪ = − −⎩
&
&
&
1444442444443
&
     (23)
Se tomaron los siguientes parámetros para mos-
trar el desempeño en simulación:
y reportó seis sistemas que satisfacen una ecua-
ción jerk , con soluciones caóticas. Estos sistemas
se agrupan en la llamada clase P, la cual se reporta
como la clase de sistemas caóticos más simples.
Éstos son seis sistemas de tercer orden cuya ecua-
ción diferencial contiene una no linealidad cua-
drática:
1.0=
M
a , 0.7=
M
b , 1.5=
M
c , 26=
M
h , 
0.2=
s
a , 0.2=
s
b , y 5.7=
s
c , M1.1=
1
λ , 
1/2
2
1.5= Mλ , 1/3
3
2.0= Mλ , 1/4
4
3.0= Mλ , 
12000=M , 30=k . Las condiciones iniciales se 
ubicaron en T
M
x 1,1)(1,0,=(0) − , T
s
x 1,2,2)(=(0) − , 
T
e [0,0,0,0]=(0)ˆ . 
En la figura 4 se muestra la sincronización en
tiempo finito del estado x
s
 con el mapeo ( )
M
xΦ ,
accionado a partir de t=15 segundos.
Con estos casos se muestra el buen desempe-
ño de los esquemas para sincronización generali-
zada undireccional en orden reducido.
Supresión de dinámicas caóticas
Ahora se presentan algunos resultados relaciona-
dos con otro problema de control de caos: la su-
presión de caos. Por la cual se muestra que las
trayectorias de un sistema caótico se estabilizan
alrededor de algún punto de equilibrio, y es im-
portante debido a que las oscilaciones erráticas
de un sistema caótico son impredecibles y pue-
den causar daños. Actualmente es importante la
supresión de caos para ayudar en tratamientos de
desórdenes cardíacos23 y epilepsia,7 en sistemas de
láser,24 en mecatrónica,25 entre otros.
Sistemas caóticos de clase P
Malasoma26 consideró los trabajos de J. Sprott,27
Fig. 4. Sincronización de los sistemas (20) y (21).
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Todos los sistemas clase P son caóticos para el
intervalo26 2.0577<<2.0168 α .
Ley de control para supresión en sistemas clase P
A partir de resultados para estabilización de siste-
mas mediante métodos geométricos se obtiene lo
siguiente: considere los sistemas caóticos clase P
en la forma:
                                 (24)
donde , u, y y son los vectores de estado,
entrada y salida a controlar del sistema, respecti-
vamente. Si el sistema tiene puntos de equilibrio
en su dominio, y es de grado relativo pleno r=n,
puede estabilizarse mediante un control por re-
troalimentación de estado descrito por:
      
(1) ( 1)
1 2
1
( ) ...
( )
r r
f r
r
g f
L h x k y k y k y
u
L L h x
−
−
− − − − −=    (25)
donde k
i
 (i=1,2,…,r) deben ser tales que
1
2 1
...
r r
r
s k s k s k
−+ + + +  es un polinomio Hurwitz.
Esta ley de control requiere todas las variables
de estado, así como el parámetro incierto α . Sin
embargo, se hace la suposición de que sólo se dis-
pone de una salida medible y
m
(t). Entonces se pre-
senta un observador adaptable para superar esta
limitación, este observador estima tanto el estado
como el parámetro desconocido.
              (26)
donde las componentes de , ( , )
m
u yϕ  y
( , )
m
u yΦ son funciones continuas uniformemen-
te acotadas dependientes de u, y
m,
 y θ  es un vector
de parámetros constantes desconocidos. Ahora se
introducen algunas suposiciones requeridas.
Suposición 4.28 Existe una matriz variante en el
tiempo acotada K(t) tal que el sistema
 es exponencialmente es-
table.
Suposición 5.28 La solución  de
( ) [ ( ) ( ) ( )] ( ) ( )t A t K t C t t tΛ = − Λ + Φ&  es un término
persistentemente excitado en el sentido que exis-
ten 
1
α , 
1
β , T
1
, tales que:
1
t+T
T T
1 1
t
I ( ) C ( ) ( ) IC dα τ τ τ τ β≤ Λ Σ Λ ≤∫               (27)
para alguna matriz definida positiva acotada Σ.
Suposición 6.29 La entrada u es persistentemente
excitada en el sentido de que existen
2
α , 
2
β , T2>0 y 0 0t ≥  tales que:
2
t+T
T T
2 2
t
I ( , ) C ( ) ( , ) I
u u
t C t dα τ τ τ τ β≤ Ψ Σ Ψ ≤∫     (28)
0
t t∀ ≥ , donde 
u
Ψ  denota la matriz de transi-
ción para el sistema z Az=& , ym = Cz y Σ alguna
matriz definida positiva acotada.
A partir de las condiciones de excitación (27) y
(28) con K=S -1CT, donde S es solución de
( , ) ( , )T T
m m
S S A u y S SA u y C Cρ= − − − + Σ& . Enton-
ces, un observador adaptable para (24) está dado
por:
1 1
1
1
ˆˆ ˆ( , ) ( , ) ( , )
ˆ{ } ( )
ˆ ˆ( )
{ ( , ) } ( , )
( , ) ( , )
m m m
T T T
z m
T T
m
T
m z m
T T
z z z m z z m
T T
z A u y z u y u y
S C S C y Cz
S C y Cz
A u y S C C u y
S S A u y S S A u y C C
S S C C
θ
θ
θ θ θ
ϕ θ
θ
ρ
ρ
− −
−
−
⎧ = + +Φ
⎪ + Λ Λ + Σ −⎪
⎪
⎪ = Λ Σ −
⎨ Λ = − Σ Λ+Φ⎪
⎪ = − − − + Σ⎪
⎪ = − +Λ Σ Λ⎩
&
&
&
&
&
 (29)
donde S
z
(0)>0 y S
è
(0)>0, ñ
z
 y ñ
è
 son constantes
positivas suficientemente grandes y Σ una matriz
definida positiva.
Teorema 4.30 Si se satisfacen las suposiciones 4,
5 y 6, entonces el sistema (29) es un observador
adaptable para el sistema (26). Además, el vector
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Fig. 6. Foto del equipo experimental.
Fig. 7. Señales caóticas del circuito en osciloscopio.
Fig. 5. Esquema control y observador para supresión de caos.
de error de estimación ( ˆ:
z
e z z= − , ˆ:θε θ θ= − ) 
converge exponencialmente a cero con una razón
dada por min( , )
z θρ ρ ρ= .
Por otro lado, note que un sistema clase P en
la forma (24) puede transformarse en un sistema
afín en el estado (26) mediante la transformación
z=Q(x), la cual existe y es invertible en la clase P.26
El esquema completo en lazo cerrado contro-
lador, observador y planta se muestra en la figura
5. El análisis de estabilidad se resume en el siguien-
te resultado.
Teorema 5.  Si el estado extendido [ ]TZ z θ=
de lazo cerrado permanece para tiempo positivo
en un conjunto compacto Ω  (el cual contiene el
punto de equilibrio del controlador nominal)
Ω∈∀ (0)Z , el sistema completo en lazo cerrado
es globalmente asintóticamente estable en
+××Ω
n
n
SΡ , nZZ Ρ∈∀Ω∈∀ (0)ˆ,(0) , 0>(0)S∀ ..
Prueba. Ver detalles en Ángel Rodríguez, Jesús
de León, Ricardo Femat, Crescencio Hernández-
Rosales.31
La implementación se realiza considerando el
siguiente sistema caótico clase P:
1 2
2 3
3 3 1 1 2
x x
x x
x x x x x uα
=⎧⎪ =⎨ = − − + +⎪⎩
&
&
&
          (30)
donde sólo se mide y
m
=x
2
, el parámetro α es cons-
tante y desconocido. La variable y
c
=x
1
 es estabiliza-
da en el origen.
El sistema (30) se implementó electrónicamen-
te con amplificadores operacionales y otros com-
ponentes. Se diseñó la ley de control (25) y el ob-
servador (26), y se implementaron mediante un
sistema de adquisición de datos DSpace 1104. Las
figuras 6 y 7 muestran, respectivamente, una foto
del equipo experimental e imágenes del
osciloscopio con las series de tiempo y con pro-
yecciones del atractor caótico en dos planos du-
rante los experimentos.
La supresión de las oscilaciones caóticas se
muestra en la figura 8, éstas se suprimen durante
un intervalo predefinido en el que se aplica la se-
ñal de control. Al desactivar la señal de control, la
dinámica caótica vuelve a aparecer.
Conclusiones
En este trabajo se presentó y propuso una solu-
ción al problema de sincronización unidireccional
generalizada de mismo orden y en orden reducido
para una clase de sistemas. La sincronización pue-
de lograrse si el índice característico de perturba-
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ción es mayor o igual al grado relativo en el siste-
ma de error de sincronización. Se ofreció un pro-
cedimiento para el cálculo sistemático de los
mapeos requeridos en sincronización generaliza-
da. Se ofrecieron dos esquemas de técnicas de con-
trol para sincronización y estimación de variables
no medibles, para los cuales se obtuvieron condi-
ciones suficientes de convergencia y estabilidad de
lazo cerrado en tiempo finito. Se verificó el fun-
cionamiento de los esquemas de sincronización
implementándolos en algunos casos de estudio.
Por otra parte, se presentó un esquema para su-
presión de oscilaciones caóticas, basado en un
control retroalimentado y un observador adapta-
ble, para el cual se ofrecieron condiciones suficien-
tes de estabilidad en lazo cerrado. Los resultados
de este esquema de supresión se verificaron
exitosamente de forma experimental mediante
osciladores electrónicos.
den; ofrecen, por tanto, convergencia en tiempo
finito. Se presenta también un esquema para su-
presión de oscilaciones caóticas, basado en un
controlador retroalimentado y un observador
adaptable. Los resultados de estos esquemas se
verifican al implementarlos experimentalmente
mediante casos de estudio.
Palabras clave: Sincronización, Sistemas caóticos,
Supresión de caos, Observadores por modos
deslizantes, Control por retroalimentación.
Abstract
A methodology and schemes are presented in or-
der to achieve unidirectional generalized synchro-
nization in reduced order. This scheme is useful
to synchronize distinct systems with different or-
der. Sufficient conditions are given to guarantee
synchronization. The presented schemes are based
on high order sliding-mode techniques, offering
finite-time convergence. Moreover, a scheme, based
on a feedback controller and an adaptive observer,
is presented for chaos suppression. The results
from these schemes are verified by implementing
some cases experimentally.
Keywords: Synchronization, Chaotic systems,
Chaos suppression, Sliding-modes observers, Feed-
back control.
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