Ship detection plays an important role in synthetic aperture radar (SAR) image interpretation. However, there are still some difficulties in SAR ship detection. First, ships often have a large aspect ratio and arbitrary directionality in SAR images. Traditional detection algorithms can cause the detection area to be redundant, which makes it difficult to accurately locate the target in complex scenes. Second, ships in ports are often densely arranged, and the effective identification of densely arranged ships is complicated. Finally, ships in SAR images exist at a variety of scales due to the multiresolution imaging modes used and ship shape variations, which pose a considerable challenge for ship detection. To solve the above problems, we propose a multiscale adaptive recalibration network (MSARN) to detect multiscale and arbitrarily oriented ships in complex scenarios. The recalibration of the extracted multiscale features through global information increases the sensitivity of the network to the target angle, thereby increasing the accuracy of positioning. In particular, we designed a pyramid anchor and a loss function to match the rotated target. In addition, we modified the rotation non-maximum suppression (RNMS) method to solve the problem of the large overlap ratio of the detection box. The proposed model combines the positioning advantage of rotation detection with the speed advantage of a single-stage framework. Experiments show that based on the SAR rotation ship detection (SRSD) data set, the proposed algorithm has a faster detection speed and higher accuracy than some state-of-the-art methods.
I. INTRODUCTION
Synthetic aperture radar (SAR) has been widely used in civil remote sensing surveying and military reconnaissance due to its independence from solar illumination and ability to provide images in all-weather operating conditions [1] - [4] . In recent years, SARs such as TerraSAR-X, RADARSAT-2, and Sentinel-1 have rapidly developed, which has greatly promoted research on SAR image ship detection methods [5] - [7] . The constant false alarm rate (CFAR) and its various derivative algorithms are widely used in SAR image
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ship detection [8] - [10] . This type of algorithm is based on a statistical model of the contrast information, which can automatically adjust thresholds to suit different ocean backgrounds while maintaining the required performance. However, the algorithm modelling process is complicated, and ship detection in complex backgrounds cannot achieve the desired effect.
A deep convolutional neural network (DCNN) can automatically learn the structural features of a target and have been rapidly developed in the field of computer vision. A series of object detection algorithms based on DCNN was proposed. The detection algorithms based on DCNN mainly include two types: two-stage detection algorithms, such as the Faster R-CNN [11] , and single-stage detection algorithms, such as SSD [12] , YOLO [13] - [15] , and RFBNet [16] . The two-stage detection algorithms have high accuracy, and the single-stage detection algorithms have notable speed advantages. These methods have achieved good results for general detection data sets such as Pascal VOC [17] and COCO [18] . Researchers have made improvements to these detection methods and proposed some algorithms for SAR object detection. Kang et al. proposed a contextual region-based CNN with multilayer fusion for SAR ship detection, which is composed of a region proposal network (RPN) with high network resolution and an object detection network with contextual features. The network achieves an excellent performance on the Sentinel-1 data set [19] . Jiao et al. proposed a densely connected multiscale neural network based on the Faster R-CNN framework. The method utilizes a densely connected network as its framework to detect ship targets [20] . Li et al. established the SAR Ship Detection Data set (SSDD) and improved Faster R-CNN for SAR ship detection [21] . Kang et al. combined the traditional CAFR algorithm with Faster R-CNN [22] . Deng et al. proposed an effective approach to learn deep ship detector from scratch that can effectively solve the existing problems in ship detection. At the same time, the backbone network could be freely designed and effectively trained from scratch without using a large number of annotated samples [23] . Lin et al. innovatively integrated the squeeze-and-excitation mechanism into Faster_R-CNN and established a new network structure, which achieved a better performance than state-of-the-art methods at a SAR ship detection task [24] . Wang et al. proposed a spatial-spectral squeeze-and-excitation (SSSE) model that adaptively learns the weights of different spectral bands and different adjacent pixels. The advantage of the algorithm is that it can compress or activate features arbitrarily. In this manner, the noise is suppressed, and the performance for hyperspectral image classification is improved [25] . Zhang et al. applied a CNN to the task of highresolution remote sensing image detection and proposed a ship detection method based on an improved version of Faster R-CNN. The proposed method has good positioning effects for small targets and ships with dense arrangements [26] . Chen et al. proposed an SAR ship detection network that integrates an attention mechanism, and this approach achieved satisfactory accuracy and speed performance [27] . However, there are still some obstacles in SAR ship detection. First, the above detection algorithms use a horizontal bounding box to locate the target. However, SAR uses a high-altitude overhead imaging mode in which the ship target has a large length-width ratio and arbitrary orientation. The traditional horizontal bounding box cannot reflect the true shape of the target. In addition, the horizontal bounding box introduces a large amount of background interference, which is not conducive to precise positioning of the target. Second, ships in ports are generally densely arranged, and the traditional detection algorithms cannot effectively distinguish among the densely arranged ship targets. When the horizontal bounding box is applied to densely arranged targets, the bounding boxes of different targets will have a large overlapping ratio, resulting in target misdetection. Third, SAR ship targets exhibit a broad diversity of scales due to the multiresolution imaging modes and the variety of ship shapes, making them difficult for existing algorithms to effectively detect and locate, especially small-scale ship targets. Finally, the above algorithms are based on a two-stage detection framework, and the resulting image processing efficiency is low.
Applications of object detection algorithms with arbitrary orientations begin with scene text detection. Similar to ship targets, scene text has a large aspect ratio and an arbitrary direction. The traditional horizontal detection algorithm is not applicable in these cases, so some detection algorithms for rotated targets have been proposed. Ma et al. proposed the rotation region proposal network (RRPN), which generates a candidate region with angle information text through the RRPN; then, through the rotation region-of-interest (RRoI) pooling layer, the proposal box is mapped to the feature map to obtain the final detection results [28] . Jiang et al. proposed the rotational region CNN (R 2 CNN) to detect inclined text [29] . Unlike the RRPN, the R 2 CNN uses multiscale RRoI pooling to accommodate large aspect ratios and retains a horizontal prediction box for effective detection. Inspired by scene text detection methods, researchers transferred these methods to remote sensing ship detection tasks. Liu et al. introduced the R 2 CNN to high-resolution remote sensing image ship detection and achieved good results [30] . Li et al. proposed a full CNN based on rotated regions and applied it to high-resolution optical remote sensing images [31] . Yang et al. combined the rotation characteristics of targets with the dense feature pyramid networks (DFPNs) and proposed the rotational DFPN (R-DFPN), which achieved stateof-the-art performance in ship detection for remote sensing images from Google Earth [32] .
The above method achieved good results in optical remote sensing images detection tasks, but SAR image detection does not yield the same effect, largely due to the essential difference between SAR images and optical remotely sensed images. First, an SAR image reflects the characteristics of the scattering of electromagnetic waves from the object. The optical image contains abundant visual scene information, whereas the SAR images are of low resolution, have a low signal-to-noise ratio and contain relatively monotonous information. Second, since SAR images are obtained in the forward direction from a lateral view, they are easily affected by the terrain, resulting in inverted top-bottom image distortion. Finally, there are a significant variety of scales for ships in SAR images due to the diversity of multiresolution imaging modes and ship shapes. In addition, the SAR images have strong speckled noise, which causes interference for object recognition and detection. In terms of the image processing efficiency, the above method is based on Faster R-CNN [11] and the two-stage detection framework with rotational region proposal and RRoI pooling for detecting rotated targets. However, the region proposal method additionally increases the computational burden, resulting in a long algorithm run time, and the real-time detection of targets cannot be performed.
In the construction of CNN-based SAR image ship detection networks, it is necessary to fully consider the difference between optical and SAR images and design the CNN model in a targeted manner [33] . However, there are still few studies regarding efficient detection models for rotated SAR ship targets. In view of the existing problems related to current SAR ship detection tasks, this paper combines the precise positioning advantage of the rotated detection method with the speed advantage of the single-stage network and proposes a new network, the multiscale adaptive recalibration network (MSARN), for multiscale and arbitrarily oriented ship detection in complex scenarios. The network provides an accurate positioning capability for SAR ship detection and greatly reduces the time overhead. The main contributions of this paper are as follows.
1) A detection model for multiscale and arbitrarily oriented ship targets in SAR images is established. Unlike previous detection models, the newly proposed model combines the precise positioning advantages of rotation detection with the speed advantage of a single-stage framework. Compared with the models in reference [11] , [15] , [16] , and [27] , the proposed model improves the detection performance in different complex scenes, can effectively distinguish among densely arranged targets, and reduces redundant detection areas. 2) A multiscale adaptive recalibration module is proposed to calibrate the features extracted by the CNN through global information to improve the sensitivity of the network to changes in angles. At the same time, the module is lightweight and can serve as the basic unit of the established MSARN. In the established MSARN, the features of different levels are merged, which makes the merged network layer have both a robust feature representation capability and an accurate positioning capability. 3) Rotated anchor boxes and a loss function are designed to match targets of different scales. The rotation nonmaximum suppression (RNMS) algorithm is modified, which improves the detection of densely arranged ship targets. A modified labelling method is introduced to replace the method of labelling four consecutive points used in our previous paper, which reduces the error rate of manual labelling. 4) The model is based on a single-stage object detection framework, and near real-time detection can be achieved at a sufficient speed with satisfactory detection results. Compared with the rotation detection models in reference [28] , [29] , and [32] , the proposed model has an absolute speed advantage. The remainder of this paper is organized as follows. Section II illustrates the method and network structure proposed. Section III introduces the data sets used in the experiments and describes the experimental details and results.
Section IV discusses the possibilities for future work. Section V presents the conclusions.
II. METHODS
This paper proposes an SAR image ship detection model based on an adaptive recalibration mechanism. The main flow of the model is as follows. First, after the original image is pre-processed, it is used as the input to the MSARN. Second, multilevel target mapping features are obtained by the network. Third, the mapping features are recalibrated with global information; then, the features expressed at different depths are fused via a feature fusion method. Based on the fused feature maps, the locations and confidence scores of the targets are predicted. Finally, the redundant predicted boxes are filtered via the modified RNMS, and the final detection results are obtained.
A. MULTISCALE ADAPTIVE RECALIBRATION MODULE
In computer vision, long-range dependencies can be captured to extract global information from visual scenes, and this approach can improve a wide range of recognition tasks, such as image classification, object detection and segmentation [34] - [36] . However, a CNN can establish pixel relationships only in local neighbourhoods [35] . Therefore, in a CNN, a large receptive field is usually formed by stacking a number of convolution modules to capture long-range dependencies. However, this approach is inefficient for capturing the dependencies, and as the network deepens, the transfer of information becomes difficult [37] . Inspired by the classical non-local means algorithm in computer vision, reference [35] proposed non-local neural networks (NNNs) to capture long-range dependencies. Compared to convolutional stacking, NNNs can more effectively capture the dependencies between pixels over a long distance to obtain rich global information. The core concept of NNNs is that when calculating the response for a certain position in an image, not only the neighbourhood information but rather all the location information in the image is aggregated to enhance the feature response for the current location. Inspired by the structure of the receptive fields (RFs) of the human visual system, reference [14] simulated the RFs by constructing dilated convolutions, thereby improving the ability of the network to recognize targets. Based on the structure of the visual RF, combined with the global concept of NNNs [35] , a multiscale adaptive recalibration module is designed. The core concept of the module is that based on the fusion of the multiscale features extracted by the convolutional network, the features are recalibrated with the global information; thus, the network layer has both a robust feature representation ability and an accurate positioning capability.
The multiscale adaptive calibration module proposed mainly composed of three parts: multibranch convolution, global modelling, and bottleneck transform. The multibranch convolution structure allows ship features at different scales to be activated on different branches. The multibranch convolution structure is similar to that of Inception-ResNet [38] , but a dilated convolution [16] is added in the convolution of each branch to obtain a larger RF. Large RFs can include a wide range of information that is conducive to the separation of ship targets and complex backgrounds. In the multibranch convolution structure, 1 * 1 convolution is first used to reduce the number of channels of the input features, thereby reducing the number of parameters included in the module; for the scale diversity of the ships, 3 * 3 convolution, 3 * 3 convolution combined with 3 * 3 dilated convolution (ratio = 3), and 3 * 3 convolution combined with 5 * 5 dilated convolution (ratio = 3) are adopted for different convolution branches to achieve feature information extraction for three different scales (3 * 3, 9 * 9 and 15 * 15, respectively). Then, the outputs of different branches are concatenated, and the features of different scales are fused. Finally, the number of output channels is adjusted via linear convolution. Setting X ∈ R W ×H ×C as the input to the network, the multibranch convolution module can be represented by the following formula:
where f conv1×1 is the convolution function with a convolution kernel of 1 * 1 and f br1 , f br2 and f br3 represent different branch convolutions. Additionally, f CL represents a linear convolution. Batch normalization (BN) [39] layers and a rectified linear unit (ReLU) layer [40] are applied to the network to accelerate network convergence and avoid overfitting. Fig. 1 shows the multiple convolution structures with dilated convolution and their corresponding RFs. In Fig. 1(a) , the first part of the module is the ''previous layer'', which represents the feature information extracted by the previous network. The last part of the module is ''ReLU activation'', which is used to increase the nonlinearity of the neural network and reduce the occurrence of overfitting problems. The data are transferred in the same direction as the arrow. The dilated convolution layer is behind the normal convolution layer. Notably, in Fig. 1(b) , the RFs are significantly expanded after the adoption of dilated convolution. For image data, traditional CNNs capture only the dependencies between pixels in their small spatial neighbourhood, and it is difficult to capture the dependence between long distance pixels. Although the multibranch convolution structure uses dilated convolution to obtain a large range of information, it still cannot obtain a global understanding of the scene information. Therefore, this paper introduces a nonlocal means algorithm [28] to model global context scenarios. We use feature mapX = x 1 , x 2 , · · · x i , · · · , x N p extracted by the multibranch convolution as the input of the non-local block, where N p = W ×H . H and W represent the height and width of the input features, respectively. The representation of the non-local mean of the input features is as follows: where x i ∈ R 1×1×C is the input signal and y i ∈ R 1×1×C is the output signal. Additionally, i is the index of the output position in the space, and j is the index that enumerates all possible positions correlated with i. g x j is a mapping function used to calculate the eigenvalue of the input signal at position j. g x j can be represented by a linear function:
where W g is the weight matrix. f x i , x j is the correlation coefficient between the positions of i and j, which can be expressed by an Embedded Gaussian function [35] . The correlation coefficient between two points in the embedded space can be presented as follows:
The embedded terms θ (x i ) and φ x j can be expressed as follows:
where W θ and W φ are the weight matrices. C (x) is the normalization coefficient, which can be represented by N p j=1 f x i , x j . Therefore, output signal y i can be expressed as follows:
Then, we can obtain the following formula: To match the input dimension, we construct a linear function W v to adjust the dimension, as shown in Eq. (10).
In the embedding space, the weight matrix can be learned through a CNN. Then, the non-local block with a convolutional form is shown in Fig. 2(a) . However, the disadvantage of this block is that the number of parameters is large and not conducive to deployment in deep networks. Reference [37] found that after the network is trained, the global contextual features learned by the nonlocal network are almost the same at different locations, which indicates that the network learns global information without location dependence. However, the non-local block actually learns an independent attention map for each query location, which is a waste of computational resources for establishing pixel-level pairwise relationships. Therefore, the global features can be modelled directly as a weighted average of all locational features and then aggregated for the current query location. The non-local block is simplified by computing a global attention map and sharing it for all locations. Through the above analysis, the non-local block can be simplified to the following form:
Through the distributive property of multiplication, we can further obtain the following equation.
It can be inferred that unlike the traditional non-local block, x j is independent of the query position i, which suggests that the global information is shared between all query positions after simplification. The network structure of the simplified non-local block is shown in Fig. 2 (b). Although this method can effectively model the global information, the 1 * 1 convolution represented by W g still has C * C parameters. In a deep network, the feature map contains many channels, and the number of parameters associated with 1 * 1 convolution is enormous (for example, when the number of network channels is C = 1024). Therefore, the bottleneck structure proposed in [41] was introduced to optimize the network parameters. We used a bottleneck approach instead of the original 1 * 1 convolution, as shown in Fig. 2(b) . In the bottleneck structure, r represents the reduction ratio of the bottleneck. The advantages of this bottleneck are that the number of parameters is reduced (C * C is reduced to 2C * C/r) and that different proportions of convolutional layers increase the nonlinearity of the acquired information features. Introducing an additional two-layer convolution step increases the difficulty of optimization, so group normalization (Group-Norm) [42] is added to the bottleneck process (before the ReLU step), which simplifies the optimization process and provides regularization. Additionally, the impact of the batch size on network performance is reduced. The resulting output of the global information module can be expressed as follows:
The extracted feature map can be globally recalibrated through the global information learned by the network itself, which enhances target information and suppresses non-target information. Therefore, the output of the adaptive recalibration module combined with global information can be expressed as follows: In (14), we use the sigmoid function to normalize the global information into [0,1], and use it as the weight factor to recalibrate the acquired features; we then construct a residual structure to obtain the final output of the module. This residual structure can enhance the feature information of the target through the global information on the basis of ensuring the original features. Finally, the network structure of the multiscale adaptive recalibration module can be defined as follows:
where z is the output of the module and the corresponding network structure is shown in Fig. 3 . The multiscale features obtained by convolution are adaptively calibrated by the obtained global information. Similar to a self-attention mechanism, the target information is enhanced to suppress non-target information. Compared with the attention module proposed in reference [27] , the MSAR module proposed in this paper has the following advantages:
First, the MSAR module is more concise. The modules in these two papers have different implementations. In previous work, we constructed the attention model by superimposing convolution and deconvolution layers to obtain saliency feature maps, and we fused these saliency feature maps to make the network have a strong feature expression ability. In this paper, we calibrate the target features extracted by the convolution network through global information, and the acquisition of global information can be achieved by simply changing the network structure, without a need for superimposing convolutional layers to obtain a larger receptive field or establish a dependency between pixels, as shown in Fig. 3 .
Second, the utilization of the convolution layer is higher. The attention model in previous papers adopted a parallel structure, which acquires masks via the convolution layer and deconvolution layer. However, the mask branch is independent of the convolution branch, and the utilization of the convolution layer is insufficient. The MSAR module proposed in this paper uses a serial structure to calibrate the target information on the basis of extracting features from the convolution layer, which improves the utilization efficiency of the convolution network.
Third, the module is more lightweight. The proposed MSAR block reduces the number of parameters and makes the network lighter by optimizing the network structure and using a bottleneck structure. For rotation detection, more target information must be predicted, so the lightweight module is necessary. In the model proposed in the previous paper, the horizontal detection algorithm needs only 9 anchor boxes to match the target, while in rotation detection, the number of anchor boxes increases to 108 because of the need to predict additional information of scale and angle, which makes the computation increase exponentially. Therefore, if the attention model proposed in the previous article is used for rotated target detection, the detection time will be greatly increased. The model proposed in this paper has the advantage of being lightweight, which can make the network maintain a faster detection speed. In the experimental part, we present an experimental comparison with the previous attention model to illustrate the advantages of our algorithm more specifically.
Fourth, fast detection of rotated SAR ship targets is realized. More importantly, the proposed detection algorithm is very effective for ship targets that are densely arranged. In previous work, a horizontal detection algorithm was used to detect ship targets in various scenarios. In this paper, the proposed algorithm combines the precise positioning advantages of rotation detection and the speed advantage of a single-stage detection framework, effectively overcoming issues related to the complexity of application scenarios, the difficulty of dense target detection, the redundancy of detection areas and the diversity of target scales in SAR ship detection. In addition, the proposed algorithm can estimate the movement trend of a sea surface target through the predicted angle, and it is not necessary to design the relevant algorithm separately. In particular, we propose a multiscale adaptive calibration network, MSARN, to calibrate the multiscale features extracted from the network through global information, such that the network has both a robust expression ability and an accurate positioning ability. Furthermore, the proposed MSARN is lightweight, which enables the algorithm to achieve near-real-time detection. In addition, we design many new methods for the model, including a pyramid anchor box, a loss function and the Soft-RNMS algorithm for rotation detection, and these methods further improve the efficiency of detecting rotated SAR ship targets.
B. ROTATED BOUNDING BOX REPRESENTATION
Traditional detection methods use a horizontal rectangular box to mark the detected object and determine the position of the object based on the coordinates of the upper-left corner (xmin, ymin) and lower-right corner (xmax, ymax) of the rectangular box [11] , [13] , [115] , as shown in Fig. 4(a) . However, a ship target is different from a conventional object, usually with a large aspect ratio and a certain angle of rotation. It is inappropriate to represent a ship target with a traditional horizontal bounding box. Additionally, the bounding box contains a large amount of non-target information, which causes some interference associated with the precise positioning of the target. Moreover, the width and height of the horizontal bounding box have a large variation from the true width and height of the target and cannot express the true size information of the target. Therefore, we have introduced a rotated bounding box to improve the positioning effect of the detector, as shown in Fig. 4(b) . Different from the rectangular bounding box, the rotated bounding box is mainly represented by five parameters (x, y, w, h, θ), where (x, y) are the coordinates of the centre point of the bounding box and w and h represent the width and height of the bounding box, respectively. The rotation angle θ represents the angle at which the horizontal axis (x-axis) is rotated counterclockwise to the first edge of the encountered rectangle, and we define this edge as the width and the other edge as the height [28] . The range of the rotation angle is [−90, 0]. Rotating the bounding box can not only effectively reduce the non-target information in the detection area but also display the true aspect ratio of the object. In addition, the rotated bounding box can estimate the movement trend of a sea surface target through the predicted angle, and it is not necessary to design the relevant algorithm separately.
C. PYRAMID ANCHOR BOX
The anchor box is based on a priori knowledge obtained by statistical analysis of training samples. In the detection task, prediction boxes of different sizes are usually generated with reference to the anchor box [11] , [15] . A reasonable selection of the size of the anchor box can effectively improve the ability of the model to detect objects of unknown size and shape. In an SAR image, a ship target has a large aspect ratio and an arbitrary direction. In the conventional detection method, the horizontal anchor box is not well matched with the target. In addition, for densely arranged ship targets, when using non-maximum suppression (NMS) to filter the prediction, the horizontal anchor box is likely to cause the missed detection of targets. Therefore, we have redesigned the rotated pyramid anchor box based on the characteristics ship targets. A rotated pyramid anchor box consists of three parameters, including the scale of the target, the aspect ratio, and the angle. To design a reasonable anchor box, we first analyse the prior information of the data set, as shown in Fig. 5 .
It can be inferred that the distribution of the length-width ratio of ship targets is relatively uneven and requires an elaborate anchor box design. According to observations, the aspect ratio of targets has a certain relationship with the target scale. The ships in SAR images exhibit significant scale diversity due to the different imaging resolutions of the images and the scales of the target ships. When the resolution of an SAR image is low, the scale of a ship target is small, and the aspect ratio is not obvious. Therefore, a small target does not produce a large aspect ratio. Conversely, when the resolution of an SAR image is high, the scale of the ship target is large, and the corresponding aspect ratio is also large. Therefore, in the allocation of anchor box scales, we adopt a pyramid structure. In this approach, the feature map of the shallow network output has a high resolution, and the smaller the RF is, the more sensitive the detection will be to small targets; therefore, an anchor box with a small size and aspect ratio is preferred. In a deep network, the resolution of the feature map is low, the RF is large, and the layer is sensitive to large targets, so a large anchor box and a large ratio are preferred. For the selection of the best angle, through Fig. 5(b) , a ship target is most inclined at −15∼0 degrees, and the distributions in other directions are unconcentrated. Considering the cost of calculations, we choose six angles to include as many ship directions as possible.
In this paper, all parameters of the anchors are selected according to statistics of the data set and a large number of experiments. The statistical information of the data set provides a reference for the setting of the initial values of anchor frame parameters, but a large number of experiments are needed to optimize the initial value in order to set the parameters more accurately. On the basis of statistical information, this paper determines the parameters through a large number of experiments. Similarly, the angle of the anchor is determined via quantitative experiments. Since the distribution of the rotation angle of the target is not concentrated, selecting the angle parameters via experiment is an effective method. The scope of the rotation angle defined in this paper is [−90, 0], and we choose six angles separated by equal intervals to cover all ship directions as much as possible. For different scales, we assign different angle parameters to them through a large number of experiments. On one hand, using different angles for different scales does not increase the amount of computation (the number of anchors per point is still 36); on the other hand, this setting increases the diversity of angles, which can yield a positive detection effect. Based on the above analysis, we design three anchor boxes of different scales to match the different network outputs. The corresponding scale, angle and ratio of the anchor boxes are set as reported in Table 1 . Each point on the feature map will generate 36 anchors boxes of different angles and sizes.
D. LOSS FUNCTION
For the detection task, if the width and height of the bounding box are directly predicted through the network, the stability of the gradient will be affected [14] . Therefore, the output of the network defined in this paper is the positional offset between the predicted bounding box and the anchor box, as represented by t x , t y , t w , t h and t θ . The network output has the following mapping relationship with the predicted bounding box:
where S (·) represents the sigmoid function; (x, y) are the centre point coordinates of the predicted bounding box; c x , c y are the upper-left coordinates of the grid where (x, y) is located; P w and P h represent the width and height of the anchor box, respectively; and w and h are the width and height of the predicted bounding box, respectively. The position relationship between the anchor box and the predicted bounding box is shown in Fig. 6 . For angle prediction, this paper defines the network prediction as the angle deviation between the prediction box and the anchor box, rather than directly predicting the value of θ, as shown in Eq. (18):
where θ and θ * are the angle of the predicted bounding box and the actual angle, respectively, and θ a is the angle of the anchor box. The parameter k ∈ Z keeps θ in the range of [−90 • , 0). For the bounding box to be in the same position, when k is odd, w and h must be swapped. After introducing the angle information, the rotated bounding box can accurately locate the target. According to the network output, this paper designs a multitask loss function based on a regression method to optimize the detection model. The loss function consists of three components: positioning loss, confidence score loss, and angle loss, as shown in Eq. (19) .
where S denotes the number of grids that feature maps are divided into, B is the number of anchor boxes contained in each grid, l obj ij represents the predicted bounding box containing targets, and l noobj ij represents the predicted bounding box without targets. λ pos is the weight of positioning loss, which is set to 5. λ 1 and λ 2 are the weight of the confidence score and penalty term, respectively, and are set to 1 and 0.5. λ reg is the weight of the angle and is set to 2. Moreover, x, y, w, and h are the position parameters of the prediction bounding box, C is the confidence score, and θ is the bounding box angle. The corresponding label information is represented by x * , y * , w * , h * , C * and θ * . To increase the weight of a small target in the loss function, we introduce the balance factor µ related to the position loss, which is defined as follows:
where w in and h in are the width and height of the network input, respectively. In the loss function, the cross-entropy function, shown in Eq. (21) , is adopted to calculate the loss of the centre point coordinates, confidence score and angle.
where x is the predicted value and x * is the true label.
E. MODIFIED ROTATION NON-MAXIMUM SUPPRESSION
NMS is a result processing module in the object detection framework that can effectively remove highly redundant bounding boxes and obtain the final detection result. An important step in NMS is the calculation of the IoU (intersection over union). As noted in Section II.D, the direction of the rotated bounding box is arbitrary. However, the traditional IoU is designed for a horizontal bounding box and is not applicable to a rotated bounding box. Therefore, we introduced the skew IoU [28] to calculate the IoU of the rotated bounding box, as shown in Fig. 7 . The internal vertices A and G and the intersections I, J, K, L of two rotated bounding boxes may constitute a convex polygon AIJGKL. Then, the intersection area S I of the two rotated bounding boxes can be calculated via triangular decomposition [46] , as shown in Eq. (22) .
Next, the skew IoU of two arbitrary rotated bounding boxes A and B can be defined as
where S 1 and S 2 are the areas of rectangles a and b, respectively. The standard NMS algorithm needs to consider only the influence of the IoU, but this is insufficient for the rotated bounding box, and an angle constraint must be added. On one hand, the angle constraint can make the retained prediction box better match the ground truth data. On the other hand, pre-screening can be performed based on the angle constraint to reduce the number of calculations. We set the angle constraint to 15 • (the minimum change in the angle of the anchor box); that is, the IoU is calculated only when the absolute value of the angle difference between the detection box with the highest score and the candidate box is less than 15 • ; otherwise, the IoU is set to zero.
In NMS and RNMS [28] , it is determined whether the bounding box is retained by comparing the score of the bounding box with a threshold. However, when the overlap ratio of the detection box is large, such a hard threshold setting will result in missed detection. This paper introduces a soft mechanism that uses a re-scoring method to optimize this suppression mode and preserve the detection box with a large overlap rate, as shown in Eq. (24):
where
is the penalty function and σ is a hyperparameter that is selected through experiment. The core concept of the soft mechanism is to attenuate the scores of detection boxes with large overlap rates with a penalty function rather than setting the scores of these detection boxes to zero. Unlike the punishment method proposed by [47] , we define the penalty factor as follows:
where θ M is the angle of the detection box with the highest score, θ i is the angle of the candidate box, and θ max = max (|θ M | , |θ i |). When the IoU is the same, the angle can effectively reflect the degree of coincidence of the two rotated bounding boxes. Soft-RNMS can make the remaining detection boxes largely match the ground truth data, effectively removing the redundant detection boxes. When the ships are densely arranged, the detection boxes that may contain targets can be preserved by reducing the scores, which avoids the missed detection of ships that are densely arranged. The algorithm flow is shown in Fig. 8 . The subsequent experiments demonstrate the effectiveness of this approach.
F. OBJECT DETECTION NETWORK BASED ON AN ADAPTIVE RECALIBRATION MECHANISM
Ships in SAR images have complex backgrounds and large scale variations, which are represented in feature maps at different depths. Therefore, global contextual modelling of features at different depths can effectively distinguish between targets and the background. The traditional non-local block can obtain global information, but it is not suitable for applications in deep networks. In these networks, global modelling using a non-local block will increase the number of parameters exponentially, which will consume extensive computational resources. However, if global modelling is performed only in a shallow network, a single global model can calibrate a feature only once. Once the calibration of the feature is inaccurate, it is difficult to correct this issue in a deep network, which contradicts the idea of using global information to calibrate the target features. The multiscale adaptive recalibration module proposed in this paper has the advantages of being lightweight and easily embedded in the framework of a network of any depth. Therefore, the module can be constructed as a basic unit to form an MSARN, and the MSARN can model features of any depth with only a small increase in the number of parameters. In addition, the MSARN combines a feature pyramid network (FPN) structure [43] to fuse the position information of the shallow features with the semantic information of the deep features. This approach not only retains sufficient semantic information but also ensures the accuracy of the location information. The overall structure of the network is shown in Fig. 9 .
In the network, the dimensions of the input image are first adjusted with a 7 * 7 convolutional layer and then downsampled with the maxpooling layer. The feature extraction network consists of four stages, each of which uses the multiscale adaptive recalibration module as a basic unit to construct a feature pyramid. A residual block [44] with a step size of 2 is used for downsampling between different stages, and the convolutional layer in the residual block can change the dimension and connect the features of different stages. In each stage, by connecting several MSAR modules in series, a series of feature maps with decreasing spatial resolution and increasing RF is obtained. We fuse these feature maps that express different meanings, highlighting features that are advantageous for positioning. The entire network does not adopt MSAR modules with the same structure because the module includes dilated convolution, and continuous dilated convolution will disrupt the continuity of spatial information. Therefore, we use MSAR module-1 in the backbone structure. The main difference between MSAR module-1 and the original MSAR module is that dilated convolution in the former is replaced by standard convolution, and MSAR module-1 retains only one convolutional branch considering the complexity of the network. The MSAR module is used as an independent branch to aggregate multiscale features. In addition, since the original image is downsampled 32 times, the output feature map has a small size. We adjust the MSAR module structure accordingly, leaving only 3 * 3 convolution and 3 * 3 convolution combined with 3 * 3 dilated convolution for these two branches as MSAR module-2. This module is applied after Stage 4.
The outputs of the network are three different scale feature map tensors, each of which was divided into multiple grids. Each grid contains the position attributes, angles, and confidence scores of the predicted targets. The network output is filtered by a confidence threshold and a Soft-RNMS algorithm to obtain a final result.
To illustrate the advantages of the multiscale adaptive recalibration module, feature maps at different stages of the network are compared, as shown in Fig. 10 . It can be observed that when the network structure is the same, compared with the standard convolution block, adopting the MSAR module as the basic unit of the network can generate a stronger response to the feature information of the target. Notably, the proposed module can adaptively capture target features and is more sensitive to the direction of the rotated target.
III. EXPERIMENTS
In this section, we describe the experiments conducted in this study, including the network training process, experimental details, and analysis of the experimental results.
A. THE EXPERIMENTAL PLATFORM AND DATA SET
The network proposed adopts TensorFlow [48] as the basic framework. Network training and testing were performed on a workstation with an Intel(R) Xeon Silver 4114@2.20 Hz×40 CPU, an NVIDIA GTX TITAN-XP GPU and 128 GB memory. The input image was rescaled to a size of 448 * 448 pixels. Different data augmentation strategies, such as random flipping, adding noise, and random cropping, are used in the network training process to make the trained model more robust [49] , [50] . Stochastic gradient descent (SGD) is used as the optimization algorithm of the network. The weight attenuation coefficient is 0.0005, and the momentum parameter is 0.9. An early stopping mechanism was adopted in the training process [40] . The learning rate is attenuated as the network loss decreases, and the initial learning rate is set to 0.01. To avoid gradient explosion, a warm-up step [49] was introduced in the initial training stage, and the corresponding number of epochs was 3.
We validated the proposed model based on the SAR rotation ship detection (SRSD) data set. The SRSD data set is based on SSDD [21] . These SAR images were collected from RadarSat-2, Sentinel-1 and TerraSAR-X. They include ship targets at different resolutions (1 m to 15 m) and different sizes of ships for different scenarios (nearshore and offshore). The diversity of sample scenarios ensures that the trained model has strong generalization ability. In addition, since the ships are too small to be detected in low-resolution images, only targets with more than three pixels are marked. In summary, the data set contains 1,160 ship target images of different scenes. Different from SSDD, in SRSD, we introduce a modified labelling method and label the actual length and width of the target and the angle of rotation of the target relative to the horizontal axis to replace the original horizontal bounding box. The method was implemented in the LabelImg software package, as shown in Fig. 11 . Compared with the method of labelling four consecutive points used in [28] , [32] , and [45] , the method adopted in this paper reduces the error rate of manual labelling. In addition, to improve the generalization ability of the trained model, we extend the data set according to the above labelling method. Specifically, 14 SAR images containing the rotated ship targets were cut into small slices and labelled in the PASCAL VOC format [17] . Finally, the number of images contained in the data set was increased to 1,442. We divided the data set into a training set, a validation set, and a test set at a ratio of 7:1:2.
The ships in SAR images exist at a variety of scales due to multiresolution imaging modes and the variety of ship shapes. In the established SRSD, original SAR images were cut into small slices which containing the rotated ship targets. These small SAR images are labelled and fed into the neural network for training and testing. Therefore, whether the resolution is different or the actual size of the ship target is different, the target in SAR image will exhibit different scales. In SAR images, different target scales can be defined as different numbers of pixels.
B. EVALUATION METRICS
In this paper, the average precision (AP) and precisionrecall curve (PRC) are used to as the evaluation metrics, which reflect the comprehensive performance of the algorithm [15] [16] , [27] , as shown in Eq. (26):
where n is the total number of images in the data set, precision (k) is the precision at a cutoff point of k images, and recall (k) is the difference in recall between cutoff point k −1 and cutoff point k. Precision and recall can be calculated as follows: precision = N tp N tp + N fp (27) recall = N tp N tp + N fn (28) where N tp is the number of correctly detected samples, N fp is the number of falsely detected samples, and N fn is the number of missed samples [51] . Unlike those used in the horizontal bounding box method, this paper uses rotating evaluation metrics to determine whether the target is detected correctly. Ships generally have a large length-width ratio and a certain rotation angle, which makes them sensitive to changes in the IoU. In one extreme case, when the lengthwidth ratio of the ship target is 1:7 and the angle offset is 15 • , the IoU of the predicted bounding box and the ground truth is only 0.38, but in this case, the target can be defined as correctly detected [28] , [45] . If the IoU threshold is set to 0.5, the bounding box will be deleted, even though the object actually exists. To avoid this situation, this paper sets the IoU threshold to 0.35, which is defined as correct detection when the IoU between the predicted bounding box and the actual target is greater than 0.35.
C. EXPERIMENTAL DETAILS
To evaluate the proposed network, we conducted an in-depth study of the design details of the algorithm through experimental methods. All experiments were performed on the test set of the SRSD. Differing from the conventional evaluation criteria, this paper adds a rotation evaluation criterion to comprehensively evaluate the performance of the algorithm. Therefore, the evaluation index of the algorithm includes four parts: the rotation metric AP 0.35 , PASCAL VOC metric AP 0.50 , strictness metric AP 0.75 , and inference time.
1) EXPERIMENTS ON THE VERIFICATION SET
In order to clearly illustrate that the proposed model does not have an overfitting problem, we conducted the experimental analysis on the validation set, including the loss variation curve and the AP variation curve, as shown in Fig. 12 and 13 . As can be observed from Fig. 12 , the loss of the verification set is convergent, and its change trend is consistent with the change trend of the loss of the training set, indicating that there is no overfitting problem in the model. At the same time, we adopted the callback to test the verification set, as shown in Fig. 13 . It can be observed that with the increase of training steps, the AP increases, and the final AP is 75.64%.
2) EFFECT OF THE MSAR MODULE ON THE DETECTION PERFORMANCE
The MSARN is mainly composed of four stages, each of which contains a given number of MSAR modules (3, 4, 6, and 4) . Table 3 presents the results of integrating the MSAR modules into different stages. We use ResNet-50 [44] as the baseline. The reduction ratio of the bottleneck in the MSAR module is set to 8 by default. Compared with the results for the baseline model using standard residual blocks, all the stages benefit from integrating the new module. Embedding MSAR modules in Stage 3 and Stage 4 can achieve better performance than embedding in Stage 2, indicating that the most obvious semantic features can enable MSAR modules to effectively calibrate the target information. In addition, integrating MSAR modules into all stages can achieve higher AP than embedding in a certain stage alone, indicating that the gains of the MSAR modules in different stages are complementary and can be effectively combined to further improve network performance. The PRCs of the MSAR modules embedded in different stages are shown in Fig. 14. It is apparent that the MSAR modules can be embedded in all stages to achieve the maximum performance improvement. 
3) BOTTLENECK SETTING
A bottleneck was introduced into the MSAR modules to reduce redundant network parameters. By adjusting the reduction ratio r of the bottleneck, the network can achieve a trade-off between performance and the inference time [37] , [41] . Table 4 reports the results for different reduction ratios. As ratio r decreases, AP continues to increase. When r = 4, AP achieves the maximum increase, and the inference time increases only a small amount. When r = 32, the performance of the model is still greatly improved compared to that of the baseline, indicating that the performance of the network is robust for various reduction ratios. The PRCs corresponding to different ratios r are shown in Fig. 15 . The best results are obtained when r = 4. Considering the AP and inference time, this paper sets the reduction ratio to 4. It should be noted that all MSARN modules in the network adopt the same reduction ratio. However, there are differences among networks at different levels, and the use of the same ratio may cause the network to be non-optimal. Therefore, on the basis of a given structure, fine tuning r can further improve the performance of the network.
4) COMPARISON OF RNMS AND SOFT-RNMS
The AP at different evaluation thresholds can reflect the best performance of the detector [40] . To verify the effectiveness of Soft-RNMS for ship detection, we compared the detection performance of the original RNMS method and Soft-RNMS at different thresholds, as reported in Table 5 . The left and right sides of the table correspond to the multiple evaluation thresholds O t (0.35-0.75) and the AP values of RNMS and Soft-RNMS at multiple NMS thresholds N t (0.3-0.8). A horizontal comparison indicates that when N t is the same, the APs of Soft-RNMS at multiple O t values have a certain degree of improvement compared with those of RNMS. Notably, Soft-RNMS attenuates the scores of detection boxes that have large overlap with the detection box with the highest score based on a penalty function instead of directly deleting these boxes, as in RNMS. In this manner, the detection boxes with high overlap rates are preserved, which improves the detection rate of ship targets that are densely arranged. Through vertical comparison, it can be found that with the continuous increase of N t , the AP decline is more obvious for RNMS than for Soft-RNMS because the excessive threshold reduces the filtering effect for the repeated detection boxes. However, for Soft-RNMS, the effect of the improvement becomes increasingly obvious because when the IoU between the highest-scored detection box and the candidate box is large, the candidate box has a high probability of repeated detection, and the greater the penalty weight is. When the score of a candidate box after being punished is lower than the set threshold, it will still be deleted, which guarantees the effective filtering of the repeated detection box. Therefore, when the NMS threshold is large, compared with RNMS, Soft-RNMS delays the decline in AP and exhibits strong robustness. Through this set of experiments, we can clearly compare the difference between RNMS and Soft-RNMS based on the detection VOLUME 7, 2019 TABLE 5. AP comparison across multiple NMS thresholds N t and values of the parameter σ for RNMS and Soft-RNMS. The best performance for each evaluation threshold O t is marked in bold for each method. results and the influence of the parameter σ in Soft-RNMS to achieve a reasonable selection of σ under different conditions. Fig. 16 is a comparison of RNMS and Soft-RNMS under different evaluation thresholds. Notably, Soft-RNMS provides a certain improvement over RNMS under all threshold conditions.
D. EXPERIMENTAL RESULTS UNDER DIFFERENT SCENARIOS
The complex scenarios in this paper mainly include three aspects: ship targets in the port, ship targets in dense arrangements and ship targets with different scales. These scenarios are common and indeed existing problems in current SAR ship detection. Therefore, to verify the validity of the network model, the ship detection results under different scenarios in the extended SRSD are analysed, as shown in Fig. 17 . The first line is the result for ships in a port. This type of ship is characterized by arbitrary directionality and a diversity of scales. In addition, the complex background of the buildings on the shore interferes with the detection process. The proposed algorithm achieves good performance for ships with arbitrary directions and multiple scales. Additionally, the use of global information allows the target to be better distinguished from the complex onshore background. The second line shows the detection result for densely arranged ships. Since the algorithm predicts the angle information of the target, it has the ability to distinguish among densely arranged targets. At the same time, rotating detection solves the problem of missed detection due to the large overlap rates of different detection boxes. The third line is the detection result for inland river ships. The problem in this scenario is that the reef is the same size and shape as the ship target, which results in the false detection of targets. In contrast with the ships, the reefs have no rotation feature. The proposed algorithm learns the rotation feature of the target through a CNN, which can distinguish the ship and the reef. Therefore, the algorithm exhibits good performance in this scenario. The fourth line is the detection result for small objects characterized by a sparse distribution. Since the algorithm integrates shallow location information with deep semantic information and aggregates multiscale features by MSAR modules, the algorithm exhibits satisfactory detection performance for sparse small targets.
E. COMPARISON OF HORIZONTAL DETECTION ALGORITHM AND ROTATION DETECTION ALGORITHM
To intuitively illustrate the advantages of the rotation detection algorithm over the horizontal detection algorithm, we selected the single-stage detection algorithm YOLO v3 [15] as a representative horizontal detection algorithm and compared it with the proposed algorithm. Both algorithms have similar detection frameworks and detection times. respectively. The bounding box predicted by the proposed rotation detection algorithm best matches the real target, and the redundant information is greatly reduced. Moreover, the proposed algorithm can express the actual size of the target more clearly than the traditional algorithm.
2) DENSELY ARRANGED TARGETS
The ships near the port are densely arranged. When the horizontal bounding box predicted by the traditional algorithm is applied to the densely arranged targets, it will be suppressed due to the high overlap ratio between different detection boxes, thus causing targets to be missed. Fig. 19 compares the detection effects of the three algorithms for densely arranged targets. The first line presents the ground truth, and the second line reports the detection results of the horizontal YOLO v3 detection algorithm. The third and fourth lines show the detection results of the rotation YOLO v3 detection algorithm and proposed detection algorithm, respectively. The horizontal detection algorithm cannot effectively distinguish among the densely arranged ships, resulting in the missed detection of targets (multiple densely arranged targets are detected as one target). Conversely, the proposed rotated detection algorithm can effectively distinguish among the densely arranged targets by assigning a well-designed a priori box and modelling the global information. At the same time, the use of Soft-RNMS reduces the suppression effect on the detection box with a high overlap rate. Therefore, the detection effect of the proposed algorithm is obviously improved for ship targets in a dense array. It can be observed that compared with the proposed algorithm, the rotating YOLO v3 algorithm can detect the target, but the positioning accuracy of the densely arranged is poor. 
3) SMALL TARGETS
The high rate of missed detection of small targets is always one of the main factors that affects the performance of the detector. Since a neural network loses position information during continuous downsampling, it causes the missed detection of small targets. In low-resolution images, the size of ship targets on the sea surface is small, and their distribution is sparse. The missed detection rate of traditional algorithms for this type of target is high. This paper introduces the MSAR module and optimizes the loss function to improve the detection of small-sized ship targets. A comparison between the horizontal detection algorithm and the proposed algorithm for small-sized ship targets is shown in Fig. 20, where (a) is the ground truth and (b), (c) and (d) represent the detection effect of the horizontal YOLO v3 detection algorithm, the rotation YOLO v3 detection algorithm and the proposed detection algorithm, respectively. The number indicates the number of correctly detected ships in the image. The proposed algorithm improves the detection rate of small-sized ships, and the positioning accuracy of ships is significantly improved. In addition, the angle information predicted by the algorithm provides a reference for assessing the trend of the ship targets.
F. QUANTITATIVE COMPARISON
To verify the effectiveness of the proposed method in SAR ship target detection tasks, we compared a variety of influential detection algorithms and detection frameworks, including the Faster R-CNN [11] , YOLO v3 [15] , RFB Net [16] , Attention-ResNet [27] , RRPN [28] , R2CNN [29] , and R-DFPN [32] , as reported in Table 6 . Compared with that for the horizontal bounding box, the performance of the detection model using the rotated bounding box is generally higher, which proves the effectiveness of the rotating method at ship detection tasks. However, the rotation detection models RRPN, R2CNN, and R-DFPN are based on the two-stage detection framework Faster R-CNN. The detection takes a long time, and the processing efficiency is low. In this paper, the proposed algorithm combines the positioning advantage of the rotating method with the speed advantage of the singlestage framework. Compared with some single stage detection algorithms, such as YOLOv3 with horizontal bounding box and YOLOv3 with rotated bounding box, the average precision is effectively improved and the inference time only increases slightly for the proposed method. Compared with the two-stage algorithm, the proposed algorithm has an absolute speed advantage. The inference time of a single image is 35.4 ms, which is only 1/6 that of R2CNN and 1/11 that of R-DFPN, and it is superior to RRPN based on the AP and inference time. At the same time, we compare the performance of the proposed algorithm with that of the previous Attention-ResNet. The two have similar average accuracy on SRSD, but the algorithm proposed in this paper has a faster detection speed. In addition, we note that under the same network structure, Faster R-CNN combined with FPN has a large difference in terms of AP compared to that of the original Faster R-CNN because the size of most SAR ships in the data set is small. The original Faster R-CNN did not fuse shallow location information with deep semantic information, resulting in the missed detection of small-sized targets. This result verifies the importance of the FPN network structure for SAR ship detection.
G. ABLATION STUDY
To analyse the impact of each of the basic roles in the algorithm on the detection performance, we conducted a step-by-step experiment for the extended public SRSD data set. The experimental results are reported in Table 7 .
The basic model uses ResNet-50 as the backbone network. Data augmentation strategies such as random scaling, cropping, and adding noise are applied during the training process. By constructing the rotation anchor and designing the corresponding loss function to detect ship targets, the AP is increased to 72.46 (up 1.66%), which suggests that the rotation detection is effective for the SAR ship detection tasks. Adding the MSAR module separately in the algorithm can increase the accuracy to 73.66 (up 2.86%). However, combining the MSAR modules with rotation anchors yields a better improvement effect of 75.78 (up 4.98%). This finding indicates that the MSAR module has better adaptability to rotation features than do standard convolution blocks. Using Soft-RNMS in the algorithm improved only the AP of the model by 0.46%. The reason for the low AP improvement effect is that there are few ship samples with dense arrangements in the data set, and Soft-RNMS yields a significant improvement in the detection of ship targets with high overlap rates, so the improvement for these data is small. If the number of densely arranged ship targets in the data set increases, the algorithm can achieve better results. By merging the methods mentioned above, the final AP of the model is increased to 76.24%.
IV. DISCUSSION
The performance at detecting SAR ship targets is affected by many factors, including the image resolution, polarimetry, sea surface conditions, wind speed, ship size and ship direction [52] . In this paper, the ship size, complex background and ship direction are mainly considered. However, high wind speeds and poor ocean conditions can create turbulent water and produce volumetric scatter, which complicate the environment around ship targets [53] . In future work, we will try to combine the target information with complex environmental information to achieve ship target detection in some special scenarios. In addition, by combining continuous multi-frame images, the motion state of the target as the reference information for identification will also be considered in future research. This paper has conducted some research on training from scratch. Reference [54] noted that although pretraining can accelerate convergence, the same effect can be achieved by adopting a proper normalization method and a sufficient number of iterations. Therefore, this paper performed training under the condition that the network parameters are randomly initialized. Batch normalization and Leak ReLU are added after each convolutional layer to accelerate network convergence and prevent overfitting. We compared the training effects of the ImageNet pretraining weights and random initialization weights and found that using the ImageNet pretraining weights could not achieve the same performance as ordinary optical image detection in SAR image object detection tasks. This limitation may be due to the sensitivity of SAR ship targets to spatial location information. In addition, training from scratch has application potential in cross-domain scenarios, such as medical and multispectral imaging [55] , [56] . Similarly, for SAR images, after carefully designing the network, training from scratch may achieve better results.
V. CONCLUSION
This paper proposes a detection model for multiscale and arbitrary-oriented SAR ship in complex scenarios. The model combines the precise positioning advantages of rotation detection and the speed advantage of a single-stage detection framework, effectively overcoming issues related to the complexity of application scenarios, the difficulty of dense target detection, the redundancy of detection areas and the diversity of target scales in SAR ship detection. In particular, we propose a multiscale adaptive calibration network, MSARN, to calibrate the multiscale features extracted from the network through global information, such that the net-work has both robust expression ability and accurate positioning ability. In addition, we design many new methods for the model, including a pyramid anchor box, loss function for rotation detection, and Soft-RNMS algorithm, and verify the effectiveness of these methods at SAR ship detection. Compared with other rotation detection models, the proposed detection method has an absolute speed advantage, and the inference time of a single image is only 35 ms, which is close to real-time detection. The continuous development of SAR technology will enable us to obtain more high-quality data, which will strongly promote the application of deep learning algorithms in the field of SAR image processing.
