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Abstract
Let G = (V ,E) be a undirected graph containing n vertices, and let MG be the set of all
Hermitian n× n matrices M = (mi,j ) with mi,j /= 0 if i and j are connected by one edge of
G, with mi,j ∈ C if i and j are connected by at least two edges, with mi,j = 0 if i /= j , and i
and j are not connected by an edge of G, and with mi,i for i = 1, . . . , n a real number. What
is the largest nullity attained by any positive semi-definite matrix M ∈MG?
In this paper we characterize, for t = 1 and 2, those graphs G for which the maximum
nullity is not greater than t .
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Suppose M is a positive semi-definite Hermitian matrix of which some of the
off-diagonal entries are prescribed to be zero, some of them are prescribed to be
nonzero, and some of them have no prescribed restrictions, and on the diagonal the
entries are prescribed to be real. What can we say about the nullity of this matrix
without exactly knowing the entries?
Let us reformulate the problem as follows. Let G = (V ,E) be an undirected
graph with V = {1, . . . , n} and which is allowed to have multiple edges but which
does not have loops. LetMG be the set of all n× n Hermitian matrices M = (mi,j )
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with mi,j /= 0 if i and j are connected by one edge, mi,j ∈ C if i and j are con-
nected by at least two edges, mi,j = 0 if i /= j and i and j are not adjacent in G,
and mi,i ∈ R for i = 1, . . . , n. So, if i and j are connected by at least two edges,
then we allow mi,j = 0. What is the largest nullity attained by any positive semi-
definite matrix M ∈MG? (Notice that mi,i  0 for any such matrix M .) Conversely,
if we are given that number k such that the largest nullity attained by any positive
semi-definite M ∈MG is k, can we infer the structure of the graph G?
In this paper we describe, for k = 1 and 2, the graphs G for which the largest
nullity attained by any positive semi-definite matrix M ∈MG is k.
The outline of the paper is as follows. In Section 2 we give preliminaries. In Section
3 we recall in short the graph invariant ν(G), introduced by Colin de Verdière in [4],
and some theorems about it. Then we give a kind of Courant nodal theorem for Hermi-
tian matrices, and we see that this gives a way to show upper bounds for the nullity of
matrices. In the final section we characterize, for k = 1 and 2, the graphsG for which
the largest nullity of any positive semi-definite matrix M ∈MG is at most k.
2. Preliminaries
2.1. Graph theory
For graph theory we refer to [2,6]. In this paper all graphs are undirected and
are allowed to have multiple edges but no loops. Let G = (V ,E) be a graph and let
X ⊆ V (sometimes we use the notation VG for V andEG forE). Then the subgraph
of G induced by the vertices of X is denoted by G[X]. A set of edges of G forms
a parallel class if every two edges form a cycle and if the subset is maximal with
respect to this property. Two edges are in parallel if they belong to the same parallel
class. The degree of a vertex v of G is the number of incident edges.
If v is a vertex of G, then G− v is the graph obtained from G by deleting v and
the edges incident with it. By contracting edge e = vw in G we mean the operation
of deleting e and identifying v with w. A graph H that can be obtained from G by a
series of edge deletions, edge contractions and deletions of isolated vertices is called
a minor of G. We say that G has an H -minor if G has a minor isomorphic to H .
The graph Kn (n ∈ N) denotes the complete (simple) graph on n vertices. The
graph Kn,m (n,m ∈ N) denotes the simple graph in which the vertex set is parti-
tioned into two classes, one of size n and one of size m, such that an edge connects
two distinct vertices if and only if these vertices belong to different classes. The
graph C23 denotes the graph obtained from K3 by replacing each edge by two edges
in parallel. The graph T3 denotes the graph obtained from K3 by replacing each edge
by a triangle. So C23 is obtained from T3 by contracting one edge incident to each
vertex of degree two.
A graph is called planar if it can be embedded in the plane. It is called outerplanar
if it can be embedded in the plane such that all vertices are incident to the infinite
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face. A graph is planar if and only if it has no K5- or K3,3-minor, and it is outerplanar
if and only if it has no K4- or K2,3-minor.
A vertex v of a component C of a graph is a cutvertex if C − v is disconnected. A
block of a graph is a maximal connected subgraph of it without a cutvertex. A block of a
graph that has at least three vertices is 2-connected. A block of a graph that has at most
two vertices is either an isolated vertex or a parallel class with the ends of the edges.
Two graphsG = (VG,EG) andH = (VH,EH) are called 2-isomorphic if there
is a bijection φ : EG −→ EH such that for each circuit C of G, φ(EC) forms the
edge set of a circuit of H . (So the cycle matroid of G is isomorphic to the cycle
matroid of H , see [12,14].)
A graph G is called a suspended forest if it is obtained from a forest T by adding a
new vertex v and edges (allowing multiple edges) from this vertex v to some of the ver-
tices of the forest. In the case that the forest T is a tree, we call G a suspended tree. If
it is 2-connected, then the vertex v is adjacent to all vertices of degree one of the tree.
Any minor of a suspended forest is again a suspended forest. Hence, if G is 2-
isomorphic to a suspended forest and G′ is a minor of it, then also G′ is 2-isomorphic
to a suspended forest (if G has an isolated vertex then it is 2-isomorphic to the graph
without that isolated vertex).
For any forest embedded in the plane, we have that each vertex of the forest be-
longs to the infinite face, and hence a suspended forest can be embedded in the plane.
So we can talk about the dual of an embedding of the suspended forest in the plane
(see [6, Chapter 4]).
Theorem 2.1. A graph G is 2-isomorphic to a suspended forest if and only if the
dual of an embedding of G is outerplanar; that is, if and only if G contains no K4-
or C23 -minor.
Proof. It is clear that K4 and C23 are not 2-isomorphic to a suspended forest. So a
graph 2-isomorphic to a suspended forest has no K4- or C23 -minor.
Conversely, suppose G has no K4- or C23 -minor. Then G is embeddable in the
plane sinceK4 is a minor ofK3,3 and ofK5. Since deletions and contractions of edges
correspond to contractions and deletions, respectively, of edges in the dual of an em-
bedding, the dualH of an embedding ofG in the plane has noK4- orK2,3-minor, which
means that H is outerplanar. Embed H in the plane such that all vertices of H are in-
cident with the infinite face. Then the dual ofH is 2-isomorphic toG. Disregarding the
infinite face, the dual of H is a forest. Hence the dual of the embedding is a sus-
pended forest. Hence G is 2-isomorphic to a suspended forest. 
For simple graphs we have:
Theorem 2.2. A simple graph G is 2-isomorphic to a suspended forest if and only
if it contains no K4- or T3-minor.
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2.2. Matrix theory
For matrix theory we refer to [11,13]. If M = (mi,j ) is a matrix, then we denote
the conjugate transpose of M by M∗. A matrix M is Hermitian if M∗ = M . The
null-space of a matrix M is denoted by ker(M). The nullity of a matrix M is the
dimension of ker(M); we denote this by null(M).
Let M be a Hermitian matrix. Sylvester’s Law of Inertia tells us that A∗MA has
the same number of negative, the same number of zero, and the same number of
positive eigenvalues as M whenever A is a nonsingular matrix.
Let n > 0 be any integer. By In we denote the n× n identity matrix, and by 0n
we denote the n× n zero matrix. If M1 is an n1 × n1 matrix and M2 is an n2 × n2
matrix, then M1 ⊕M2 denotes the (n1 + n2)× (n1 + n2) matrix whose upper left
n1 × n1 submatrix is M1, whose lower right n2 × n2 submatrix is M1, and whose
upper right n1 × n2 and lower left n2 × n1 matrices are equal to zero.
LetG = (V ,E) be a graph with V = {1, . . . , n}. LetM = (mi,j ) be an Hermitian
n× nmatrix. If V1 and V2 are subsets of V , then byMV1×V2 we denote the submatrix
of M consisting of all entries mi,j with i ∈ V1 and j ∈ V2.
3. Discrete magnetic Schrödinger operators
Let G = (V ,E) be a graph with V = {1, . . . , n}. Recall that MG is the set of all
Hermitian n× n matrices M = (mi,j ) with
• mi,j /= 0 if i and j are connected by exactly one edge,
• mi,j ∈ C if i and j are connected by at least two edges,
• mi,j = 0 if i /= j and i and j are not adjacent in G,
• mi,i ∈ R.
These matrices were called discrete Schrödinger operators with a magnetic field
in [4] for the case that G has no multiple edges and that G is connected, because
they can be viewed as discrete analogues of the continuous version of Schrödinger
operators with a magnetic field added. Discrete Schrödinger operators with magnetic
fields are obtained if one makes the continuous version discrete using the methods
of finite elements.
In the definition of MG we have put the condition mi,j ∈ C if i and j are con-
nected by at least two edges. We shall see in Lemma 3.7 that, by subdividing all but
one of the edges in every parallel class, we can reduce the case in which the graphs
can have parallel edges to the case in which the graphs are simple.
For any graph G = (V ,E), let τ(G) be the largest nullity attained by any positive
semi-definite matrix M ∈MG. It is possible that τ(G′) > τ(G) if G′ is a minor of
G. An example is formed by the graph G′ which consists of two isolated vertices.
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Then G′ is a minor of the graph G which consists of one edge. But τ(G′) = 2 >
τ(G) = 1 (see Theorems 4.1 and 4.3).
In [4], Colin de Verdière introduced the graph parameter ν(G), which looks like
the invariant τ(G). For any connected simple graph the parameter ν(G) is defined
as the largest nullity attained by any positive semi-definite matrix M ∈MG fulfilling
the Strong Arnol’d Property. A matrix M ∈MG of nullity k is said to fulfill the
Strong Arnol’d Property if the linear span of the tangent space of MG at M and
the tangent of the manifold of all Hermitian n× n matrices of nullity k is equal
to the linear space of all Hermitian n× n matrices. This can be translated to the
following criterion: a matrix M ∈MG fulfills the Strong Arnol’d Property if and
only if for every Hermitian n× n matrix A there exists a Hermitian n× n matrix
B = (bi,j ) with bi,j = 0 if i and j are nonadjacent in G, such that for every x ∈
ker(M), x∗Ax = x∗Bx.
It turns out that with the Strong Arnol’d Property, the graph parameter is mono-
tone under taking minors, that is:
Theorem 3.1 [4]. Let G be a connected simple graph and let G′ be a connected
minor of G which is simple. Then ν(G′)  ν(G).
The invariant ν(G) can be defined for graphs that have multiple edges and that are
disconnected, for which we refer to [9]. For more information onν(G)we refer to [4,10].
Clearly, τ(G)  ν(G) for every graph G. The following proposition shows that
for any connected simple graph G which is not a tree, there is a positive semi-defi-
nite matrix M ∈MG with null(M)  2, and that for any connected simple graph
G which is not 2-isomorphic to a suspended tree, there is a positive semi-definite
matrix M ∈MG with null(M)  3.
Proposition 3.2 [4]. ν(K3) = 2, ν(K4) = 3, and ν(T3) = 3.
Let M ∈MG be a Hermitian matrix and let x ∈ ker(M). Then the support of x
is defined as {i | xi /= 0}; the notation for the support of x is supp(x). The vector x
has minimal support if there is no nonzero y ∈ ker(M) with supp(y) a proper subset
of supp(x).
The next theorem allows us to prove some upper bounds for the nullity of any pos-
itive semi-definite matrix M ∈MG. It can be seen as a discrete version of the Cou-
rant nodal theorem; see [1,3,5] for the continuous version and see [7–9] for graphical
versions.
Theorem 3.3. Let M ∈MG be positive semi-definite. If x ∈ ker(M) has minimal
support, then G[supp(x)] is connected.
Proof. Suppose that G[supp(x)] is disconnected. Let C1, . . . , Ct be the compo-
nents of G[supp(x)]. Let x(Cl), for l = 1, . . . , t , be the vector with x(Cl)j = xj
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if j ∈ Cl and x(Cl)j = 0 otherwise. Since the support of Mx(Cl) is a subset of
V \ supp(x(Cl)), x(Cl)∗Mx(Cl) = 0, which implies that x(Cl) ∈ ker(M) because
M is positive semi-definite. This gives a contradiction, as supp(x(Cl)) is a proper
subset of supp(x). 
The following theorem is also proved in [4]. Here we give a different proof.
Theorem 3.4. If G is a tree then null(M)  1 for every positive semi-definite M ∈
MG.
Proof. Let G be a tree, and suppose to the contrary that there exists a positive
semi-definite matrix M ∈MG with null(M) > 1. Let x ∈ ker(M) be nonzero, with
xv = 0 for some vertex v of G, which exists because null(M) > 1. We assume that x
has minimal support; so G[supp(x)] is connected. Then supp(x) is not the whole set
of vertices of G, and since G is connected, supp(x) must be adjacent to a vertex w
with xw = 0. But if w is adjacent to at least one vertex u1 with xu1 /= 0 then it must
adjacent to another vertex u2 with xu2 /= 0, since Mx = 0. Since supp(x) induces a
connected subgraph of G, it follows that G has a circuit––a contradiction. 
Theorem 3.5. Let G = (V ,E) be a 2-connected graph which is 2-isomorphic to a
suspended tree. Then null(M)  2 for every positive semi-definite matrix M ∈MG.
Proof. Let H be a suspended tree such that G is 2-isomorphic to H . Since H is
a suspended tree, there is a vertex v such that H − v is a tree; let t be a vertex of
degree one of this tree. Let e be an edge connecting t and v.
Since G is 2-isomorphic to H = (W, F ), there is a bijection φ : F −→ E such
that for each circuit C of G, φ−1(E(C)) forms the edge set of a circuit of H . Let G′
be obtained from G by adding an edge parallel to φ(e). Then G′ is 2-isomorphic to
a suspended tree and M ∈MG′ . Let u and w be the ends of φ(e).
Suppose to the contrary that null(M) > 2. Then there is a nonzero x ∈ ker(M)
with xu = xw = 0; we assume that x has minimal support. LetZ be the set of vertices
of VG′ \ supp(x) which are connected to supp(x). Then, since Mx = 0, each vertex
z ∈ Z is connected by at least two edges to supp(x).
Since G′ is 2-connected, there are two paths Q1,Q2 from u,w to supp(x) which
are, except possibly for their ends in supp(x), vertex-disjoint. Let q1 and q2 be the
ends of Q1 and Q2 in supp(x), respectively (so possibly q1 = q2). We may assume
that the paths Q1,Q2 have, except for q1, q2, no other vertices in common with
supp(x). For i = 1, 2, let pi be the vertex of Qi adjacent to qi ; then p1, p2 ∈ Z and
p1 /= p2. Since G′[supp(x)] is connected, there is a spanning tree T for G′[supp(x)].
The vertices p1 and p2 are connected each by at least two edges to this tree. Delete
each edge of G′[supp(x)] not in this tree, and contract each edge in this tree. Since
p1 and p2 were connected each by at least two edges to supp(x), we have that p1
and p2 are connected each by at least two edges to the new vertex that results from
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contracting T . Now contract each edge in the subpaths of Q1 and Q2 between u
and p1, and between w and p2. Since there is an edge parallel to e, we get that the
resulting graph has a subgraph isomorphic to C23 , and hence G
′ has a minor isomor-
phic to C23 . But a graph 2-isomorphic to a suspended tree cannot have a C
2
3 -minor,
a contradiction, and hence null(M)  2. 
The following two lemmata will be needed in the next section.
Lemma 3.6. Let G = (V ,E) be a graph and let M = (mi,j ) ∈MG be a positive
semi-definite matrix. Let v be a vertex of G of degree one. Let G′ = (V ′, E′) be the
graph obtained from G by deleting v. Then there is a positive semi-definite matrix
M ′ ∈MG′ with null(M ′) = null(M).
Proof. We first show that mv,v > 0. Suppose to the contrary that mv,v = 0. Then
the vector x with xi = 0 for i /= v and with xv = 1, belongs to ker(M) as x∗Mx = 0
and M is positive semi-definite. Let w be the vertex of G to which v is adjacent.
Then w is connected to supp(x) by one edge, as v has degree one, which gives a
contradiction. Hence mv,v > 0.
Let L = VG \ {v,w} and let n2 be the number of vertices in L. We may write
M =

mv,v mv,w 0mw,v mw,w M{w}×L
0 ML×{w} ML×L

 .
Let
A =

1 −m
−1
v,vmv,w 0
0 1 0
0 0 In2

 .
By Sylvester’s Law of Inertia,
A∗MA =

mv,v 0 00 mw,w −mw,vm−1v,vmv,w M{w}×L
0 ML×{w} ML×L


is positive semi-definite and has the same nullity as the matrix M . As mv,v > 0, the
matrix
M ′ :=
(
mw,w −mw,vm−1v,vmv,w M{w}×L
ML×{w} ML×L
)
is positive semi-definite and has the same nullity as M . It is clear that M ′ ∈MG′ .

Lemma 3.7. Let G be a connected graph and let v be a vertex of degree two with
two distinct neighbors in G which are connected by an edge. Let G′ be obtained from
G by deleting v (and its incident edges) and by connecting the neighbors of v by
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an additional edge. Then for each positive semi-definite matrix M = (mi,j ) ∈MG
there exists a positive semi-definite matrix M ′ ∈MG′ with null(M ′) = null(M).
Proof. Since v is a vertex of degree two with two neighbors, mv,v > 0, for the same
reason as at the beginning of the proof of previous lemma. Let the two neighbors of
v be s1 and s2. Let L := VG \ {v, s1, s2} and let n2 denote the number of vertices in
L. Write
M =


mv,v mv,s1 mv,s2 0
ms1,v ms1,s1 ms1,s2 M{s1}×L
ms2,v ms2,s1 ms2,s2 M{s2}×L
0 ML×{s1} ML×{s2} ML×L

 ,
and let
A =


1 −m−1v,vmv,s1 −m−1v,vmv,s2 0
0 1 0 0
0 0 1 0
0 0 0 In2

 .
Let
M ′ :=

ms1,s1 −ms1,vm
−1
v,vmv,s1 ms1,s2 −ms1,vm−1v,vmv,s2 M{s1}×L
ms2,s1 −ms2,vm−1v,vmv,s1 ms2,s2 −ms2,vm−1v,vmv,s2 M{s2}×L
ML×{s1} ML×{s2} ML×L

 .
Then M ′ ∈MG′ . Since
A∗MA =
(
mv,v 0
0 M ′
)
,
we have, by Sylvester’s Law of Inertia, that M ′ is positive semi-definite and that
null(M ′) = null(M). 
4. Matrices with nullity bounded by t for t = 1, 2
In this section we characterize, for t = 1, 2, the graphs G with null(M)  t for
each positive semi-definite matrix M ∈MG.
Theorem 4.1. null(M)  1 for every positive semi-definite matrix M ∈MG if and
only if G is a tree.
Proof. If G is a tree, then, by Theorem 3.4, null(M)  1 for every positive semi-
definite matrix M ∈MG.
If G is not a tree, then either G is disconnected, or G is connected and G has a
circuit. Let us first assume that G is disconnected. Let Ci , i = 1, . . . , k be the com-
ponents of G. Let MV(Ci)×V (Ci) ∈MCi , for i = 1, . . . , k, be positive semi-definite,
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with null(MV (Ci)×V (Ci))  1, which exists because by choosing the right diagonal
entries, we may assume that the smallest eigenvalue ofMV(Ci)×V (Ci) is equal to zero.
Let M := MV(C1)×V (C1) ⊕MV(C2)×V (C2) ⊕ · · · ⊕MV(Ck)×V (Ck). Then null(M) 
2. Hence we may assume that G is connected and that G has a circuit. Let G′ be the
graph obtained from G by subdividing for every parallel class all but one edge. Then
G′ is a simple graph. Since it has a circuit, it has a K3-minor. By Proposition 3.2,
ν(K3) = 2, and hence ν(G′)  2, which implies that there exists a positive semi-
definite matrix M ′ ∈M′G with null(M ′)  2. By Lemma 3.7 there exists a positive
semi-definite matrix M ∈MG with null(M)  2. 
In the proof of the characterization of the graphs G with null(M)  2 for each
positive semi-definite matrix M ∈MG, we need the following lemma:
Lemma 4.2. Let G1 and G2 be graphs, and let G be a graph obtained from G1 and
G2 by identifying a vertex G1 with a vertex of G2. If there are positive semi-definite
matrices N ∈MG1 and L ∈MG2 with null(N)  2 and null(L)  2, then there is
a positive semi-definite matrix M ∈MG with null(M)  3.
Proof. Let N ′ := N ⊕ 0|VG2|−1, let L′ := 0|VG1|−1 ⊕ L, and let M := N ′ + L′.
Then rank(M) rank(N ′)+ rank(L′) |VG1| + |VG2| − 4, and hence null(M)=
|VG1| + |VG2| − 1 − rank(M)  3. 
Theorem 4.3. Let G be a graph. Then null(M)  2 for every positive semi-definite
matrix M ∈MG if and only if G is 2-isomorphic to a suspended forest and one of
the following holds:
(1) G has two components, each of which is a tree, or
(2) G is connected and there is at most one block containing a circuit
Proof. Let G be a graph such that null(M)  2 for every positive semi-definite
M ∈MG. Then G is 2-isomorphic to a suspended forest. For if not, let G′ be the
graph obtained from G by subdividing for every parallel class all but one edge. Then
G′ is a simple graph. Since it is not 2-isomorphic to a suspended forest, it has a
T3- or K4-minor. By Proposition 3.2, ν(K4) = 3 and ν(T3) = 3, and hence ν(G′) 
3, which implies that there exists a positive semi-definite matrix M ′ ∈M′G with
null(M ′)  3. By Lemma 3.7 there exists a positive semi-definite matrix M ∈MG
with null(M)  3.
First suppose that G is disconnected with components C1, . . . , Cl . Then taking
for each component Ci a positive semi-definite matrix MCi ∈MCi with maximal
nullity, shows that there are at most two components and that each component is a
tree. We can therefore assume that G is connected.
Suppose to the contrary that there are at least two blocks containing a circuit.
Choose in G two of these blocks C1 and C2 such that the distance d between C1 and
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C2 is as short as possible. Let P be a path connecting C1 to C2 of length d (so we
allow P to have only one vertex). Let s be any vertex on P . Then s is a cutvertex, and
there are distinct components D1 and D2 among the components of G− s, such that
Ci is a subgraph ofHi := G[V (Di) ∪ {s}], for i = 1, 2. By Theorem 4.1, we can find
for i = 1, 2 positive semi-definite matricesNi ∈MHi with null(Ni)  2. By Lemma
4.2, there exists a positive semi-definite matrix M ∈MG with null(M)  3. This is
a contradiction, and hence G is connected and has at most one block containing
a circuit.
Conversely, suppose that G is 2-isomorphic to a suspended forest and that one of
the following holds:
(1) G has two components, each of which is a tree, or
(2) G is connected and there is at most one block containing a circuit.
Let us first assume that G has two components and that each component is a
tree. Since null(M)  1 for each positive semi-definite matrix M ∈MT if T a tree,
null(M)  2 for each positive semi-definite matrix M ∈MG.
So we may assume thatG is connected and that it has at most one block containing
a circuit. If G has no block containing a circuit then G is a tree. By Theorem 3.4,
null(M)  1. Hence, we can assume that G has a block containing a circuit; let
this block be C. We can view G as C with several trees attached to it; that is, G
is obtained from C and a collection of trees by identifying a vertex of each tree in
this collection with a vertex of C. Hence we can always find a vertex of degree one,
unless C = G. By repeatedly applying Lemma 3.6, null(M) is at most the largest
nullity of any positive semi-definite N ∈MC . If C has two vertices, then, clearly,
the largest nullity attained by any positive semi-definite N ∈MC is two. Hence we
can assume that C has at least three vertices, so C is 2-connected. By Theorem
3.5, the largest nullity attained by any positive semi-definite N ∈MC is two. Hence
null(M)  2. 
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