Abstract. We introduce more properties of forcing notions which imply that their λ-support iterations are λ-proper, where λ is an inaccessible cardinal. This paper is a direct continuation of Ros lanowski and Shelah [6, §A.2]. As an application of our iteration result we show that it is consistent that dominating numbers associated with two normal filters on λ are distinct.
Introduction
There are serious ZFC obstacles to easy generalizations of properness to the case of iterations with uncountable supports (see, e.g., Shelah [8, Appendix 3.6(2)]). This paper belongs to the series of works aiming at localizing "good properness conditions" for such iterations and including Shelah [9] , [10] , Ros lanowski and Shelah [7] , [6] and Eisworth [2] . Our results continue Ros lanowski and Shelah [6, §A.2] , but no familiarity with the previous paper is assumed and the current work is fully self-contained.
In Section 2 we introduce 3 bounding-type properties (A, B, C) and we essentially show that the first two are almost preserved in λ-support iterations (Theorems 2.5, 2.8). "Almost" as the limit of the iteration occurs to have a somewhat weaker property, but equally applicable. In the following section we show that reasonably A-bounding forcing notions are exactly the ones introduced in [6, §A.2], thus showing that Theorem 2.8 improves [6, Thm A.2.4] . In the fourth section of the paper, we give an example of an interesting reasonably B-bounding forcing notion and we use it to show that it is consistent that dominating numbers associated with two normal filters on λ are distinct (Corollary 4.13). Finally, in the last section we present two forcing notions that are not yet covered by existing iteration theorems. We hope that the further development of the theory will include also them.
Like in [6] , we assume here that our cardinal λ is inaccessible. We do not know at the moment if any parallel work can be done for a successor cardinal, though some progress will be presented in a subsequent paper [4] .
(1) Ordinal numbers will be denoted by the lower case initial letters of the Greek alphabet (α, β, γ, δ . . .) and also by i, j (with possible sub-and superscripts). Cardinal numbers will be called κ, λ, µ; λ will be always assumed to be inaccessible (we may forget to mention it).
By χ we will denote a sufficiently large regular cardinal; H(χ) is the family of all sets hereditarily of size less than χ. Moreover, we fix a well ordering < * χ of H(χ).
(2) For two sequences η, ν we write ν η whenever ν is a proper initial segment of η, and ν η when either ν η or ν = η. The length of a sequence η is denoted by lh(η). (3) We will consider several games of two players. One player will be called Generic or Complete or just COM , and we will refer to this player as "she". Her opponent will be called Antigeneric or Incomplete or just INC and will be referred to as "he". (4) For a forcing notion P, Γ P stands for the canonical P-name for the generic filter in P. With this one exception, all P-names for objects in the extension via P will be denoted with a tilde below (e.g., τ, X ). The weakest element of P will be denoted by ∅ P (and we will always assume that there is one, and that there is no other condition equivalent to it). We will also assume that all forcing notions under consideration are atomless. By "λ-support iterations" we mean iterations in which domains of conditions are of size ≤ λ. However, we will pretend that conditions in a λ-support iterationQ = P ζ , Q ζ : ζ < ζ * are total functions on ζ * and for a condition p in the limit lim(Q) of the iterationQ and α ∈ ζ * \ Dom(p) we will let p(α) = ∅ Q α . In this paper we assume the following.
Context 0.1.
(a) λ is a strongly inaccessible cardinal, (b)μ = µ α : α < λ , each µ α is a regular cardinal satisfying (for α < λ) ℵ 0 ≤ µ α ≤ λ and ∀f ∈ α µ α ξ<α f (ξ) < µ α , (c) U is a normal filter on λ.
Preliminaries on λ-support iterations
Definition 1.1. Let P be a forcing notion.
(1) For a condition r ∈ P let λ 0 (P, r) be the following game of two players, Complete and Incomplete:
the game lasts at most λ moves and during a play the players construct a sequence (p i , q i ) : i < λ of pairs of conditions from P in such a way that (∀j < i < λ)(r ≤ p j ≤ q j ≤ p i ) and at the stage i < λ of the game, first Incomplete chooses p i and then Complete chooses q i . Complete wins if and only if for every i < λ there are legal moves for both players.
(2) We say that the forcing notion P is strategically (<λ)-complete if Complete has a winning strategy in the game λ 0 (P, r) for each condition r ∈ P. (3) Let N ≺ (H(χ), ∈, < * χ ) be a model such that <λ N ⊆ N , |N | = λ and P ∈ N . We say that a condition p ∈ P is (N, P)-generic in the standard sense (or just: (N, P)-generic) if for every P-name τ ∈ N for an ordinal we have p " τ ∈ N ". (4) P is λ-proper in the standard sense (or just: λ-proper ) if there is x ∈ H(χ)
such that for every model N ≺ (H(χ), ∈, < * χ ) satisfying <λ N ⊆ N, |N | = λ and P, x ∈ N, and every condition q ∈ N ∩ P there is an (N, P)-generic condition p ∈ P stronger than q. 
]).
Suppose that P is a (<λ)-strategically complete (atomless) forcing notion, α * < λ and p α ∈ P (for α < α * ). Then there are conditions q α ∈ P (for α < α * ) such that p α ≤ q α and for distinct α, α < α * the conditions q α , q α are incompatible.
Pi " Q i is strategically (<λ)-complete ". Then, for each ε ≤ γ and r ∈ P ε , there is a winning strategy st(ε, r) of Complete in the game λ 0 (P ε , r) such that, whenever ε 0 < ε 1 ≤ γ and r ∈ P ε1 , we have:
(ii) if (p i , q i ) : i < λ is a play of λ 0 (P ε1 , r) in which Complete plays according to the strategy st(ε 1 , r), then (p i ε 0 , q i ε 0 ) : i < λ is a play of λ 0 (P ε0 , r ε 0 ) in which Complete uses st(ε 0 , r ε 0 ); (iii) if ε 1 is limit and a sequence (p i , q i ) : i < λ ⊆ P ε1 is such that for each ξ < ε 1 , (p i ξ, q i ξ) : i < λ is a play of λ 0 (P ξ , r ξ) in which Complete uses the strategy st(ξ, r ξ), then (p i , q i ) : i < λ is a play of λ 0 (P ε1 , r) in which Complete plays according to st(ε 1 , r);
* is a partial play of λ 0 (P ε1 , r) in which Complete uses st(ε 1 , r) and p ∈ P ε0 is stronger than all p i ε 0 (for i < i * ), then there is p * ∈ P ε1 such that p = p * ε 0 and p * ≥ p i for i < i * .
γ -tree is a pair T = (T, rk) such that
• rk : T −→ w ∪ {γ}, • if t ∈ T and rk(t) = ε, then t is a sequence (t) ζ : ζ ∈ w ∩ ε , • (T, ) is a tree with root and such that every chain in T has a -upper bound it T , • if t ∈ T , then there is t ∈ T such that t t and rk(t ) = γ. We will keep the convention that T (2) LetQ = P i , Q i : i < γ be a λ-support iteration. A standard tree of conditions inQ is a systemp = p t : t ∈ T such that • (T, rk) is a standard (w, 1) γ -tree for some w ⊆ γ,
• p t ∈ P rk(t) for t ∈ T , and
We writē p 0 ≤p 1 whenever for each t ∈ T we have p 0 t ≤ p 1 t . Note that our standard trees and trees of conditions are a special case of (w, α)
γ -trees introduced in [6, Def. A.1.7] (for α = 1). Our notation preserves the redundant "1" to keep the compatibility with the established terminology. For the same reason we use (t) ζ instead of t(ζ). Proposition 1.5. Assume thatQ = P i , Q i : i < γ is a λ-support iteration such that for all i < γ we have
Pi " Q i is strategically (<λ)-complete ".
(1) [6, Prop. A.1.9] Suppose thatp = p t : t ∈ T is a standard tree of conditions inQ, |T | < λ, and I ⊆ P γ is open dense. Then there is a standard tree of conditionsq = q t : t ∈ T such thatp ≤q and (∀t ∈ T )(rk(t) = γ ⇒ q t ∈ I). (2) Ifp = p t : t ∈ T is a standard tree of conditions inQ and |T | < λ, then there is a standard tree of conditionsq = q t : t ∈ T such thatp ≤q and
γ -tree), •p = p t : t ∈ T is a standard tree of conditions inQ, • for ξ ∈ w, ε ξ is a P ξ -name for a non-zero ordinal below µ * ξ . Then there are a standard (w, 1)
γ -tree T = (T , rk ) and a tree of conditionsq = q t : t ∈ T such that
• T ⊆ T , rk = rk T , and for every t ∈ T such that rk (t) = ξ ∈ w, the condition q t decides the value of ε ξ , say q t ε ξ = ε t ξ , and • p t ≤ q t for t ∈ T , and
(3) Note that we cannot apply the first part directly, as the tree T may be of size λ. So we will proceed inductively constructing initial levels of T of size < λ and applying (1) to them.
For ε ≤ γ and r ∈ P ε let st(ε, r) be the winning strategy of Complete in λ 0 (P ε , r) given by 1.3 (so these strategies have the coherence properties listed there). Let ξ β : β ≤ β * be the increasing enumeration of w ∪ {γ}, β * < λ. By induction on β ≤ β * we will pick T β ,q β ,r β andε β such that (a) T β = (T β , rk β ) is a standard (w ∩ ξ β , 1) γ -tree, T β ⊆ T , |T β | < λ, and q β = q β t : t ∈ T β ,r β = r β t : t ∈ T β are trees of conditions,q β ≤r β and r β t ∈ P rk(t) for t ∈ T β (note: rk(t), not rk β (t)); modified:2006-09-13
is a partial play of λ 0 (P ξ β , p t ) in which Complete uses her winning strategy
(e) if β < β * , t ∈ T β and rk β (t) = γ (so rk(t) = ξ β ), then p t ≤ q β t ∈ P ξ β and q
We let T 0 = { } and we choose q 0 ∈ P ξ0 and ε 0 so that p ≤ q 0 and q
Then we let r 0 be the answer given by st(ξ 0 , p ) in λ 0 (P ξ0 , p ) to q 0 . Now suppose that we have defined T α ,q α ,r α andε α for α < β ≤ β * . If β is a limit ordinal then the demands (a) and (b) uniquely define the standard tree T β . Note that |T β | < λ as λ is inaccessible; remember also clause (f). It follows from the choice of st(ε, r) (see clause 1.3(iii)) and demand (c) at previous stages that (⊕) β if t ∈ T β , rk β (t) = γ (so rk(t) = ξ β ), then the sequence
in which Complete uses her winning strategy st(ξ β , p t ). For t ∈ T β we define a condition q t ∈ P ξ β as follows:
, then q t (ζ) is the < * χ -first P ζ -name for an element of Q ζ such that q t ζ P ζ " if the set {r α t ξα (ζ) : ζ < ξ α & α < β} ∪ {p t (ζ)} has an upper bound, then q t (ζ) is such an upper bound ".
It follows from (⊕) β (and 1.3(iv)) that p t ≤ q t and r α t ξα ≤ q t ξ α+1 for α < β. Now, by "the < * χ -first", clearlyq = q t : t ∈ T β is a tree of conditions. Applying 1.5(1) we may choose a tree of conditionsq β = q β t : t ∈ T β such thatq ≤q β and
• if β < β * , t ∈ T β and rk β (t) = γ, then the condition q β t decides the value of ε ξ β (and let q β t ε ξ β = ε β t ) and q β t ∈ P ξ β . Then, for t ∈ T β , we let r β t be the answer given to Complete by st(rk(t), p t ) in the appropriate partial play of λ 0 (P rk(t) , p t ), where at stage β Incomplete put q β t (see (c), (⊕) β ). It follows from 1.3(ii) thatr β = r β t : t ∈ T β is a tree of conditions. Plainly, T β ,q β ,r β andε β satisfy all relevant (restrictions of the) demands (a)-(f). Now suppose that β is a successor ordinal, say β = β 0 + 1. Let
and for t ∈ T β define q t as follows:
Thenq = q t : t ∈ T β is a tree of conditions, r β0 t ≤ q t for t ∈ T β0 . It follows from 1.5(1) that we may choose a tree of conditionsq β = q β t : t ∈ T β such thatq ≤q β and • if β < β * , t ∈ T β and rk β (t) = γ, then the condition q β t decides ε ξ β and, say, q β t ε ξ β = ε β t . Next, like in the limit case,r β = r β t : t ∈ T β is obtained by applying the strategies st(rk(t), p t ) suitably. Easily, T β ,q β ,r β andε β satisfy the demands (a)-(f). After the inductive construction is carried out look at T β * ,q β * and ε β : β < β * .
ABC of reasonable completeness
Remark 2.1. Note that if a forcing notion Q is strategically (<λ)-complete and U is a normal filter on λ, then the normal filter generated by U in V Q is proper. Abusing notation, we may denote the normal filter generated by U in V Q also by U or by U Q . Thus if Ã is a Q-name for a subset of λ, then p Q Ã ∈ U Q if and only if for some Q-names Ã α for elements of
(where denotes the operation of diagonal intersection). Let us note that many of the arguments in this section would be much simpler if we restricted ourselves to (< λ)-complete forcing notions. Unfortunately, the forcing notions that we would like to cover tend to be only strategically (<λ)-complete, see [6, §B.6].
Definition 2.2. Let Q be a strategically (<λ)-complete forcing notion.
(1) For a condition p ∈ Q we define a game 1 rcĀ µ (p, Q) between two players, Generic and Antigeneric, as follows. A play of rcĀ µ (p, Q) lasts λ steps and during a play a sequence I α , p α t , q α t : t ∈ I α : α < λ is constructed. Suppose that the players have arrived to a stage α < λ of the game. Now, (ℵ) α first Generic chooses a non-empty set I α of cardinality < µ α and a system p α t : t ∈ I α of conditions from Q, ( ) α then Antigeneric answers by picking a system q
At the end, Generic wins the play
A there is a condition p * ∈ Q stronger than p and such that A is replaced by 1 rc stands for reasonable completeness 2 equivalently, for every α < λ the set˘q α t : t ∈ Iα¯is pre-dense above p * ( ) rc B there is a condition p * ∈ Q stronger than p and such that
there is a condition p * ∈ Q stronger than p and such that
respectively. (3) For a condition p ∈ Q we define a game 
are defined similarly except that the winning criterion ( ) rc b is changed so that "∈ U Q " is replaced by "= λ" or "∈ U Q + ", respectively. (5) We say that a forcing notion Q is reasonably A-bounding overμ if (a) Q is strategically (<λ)-complete, and (b) for any p ∈ Q, Generic has a winning strategy in the game rcĀ µ (p, Q). In an analogous manner we define when the forcing notion Q is reasonably X-bounding over U,μ (for X ∈ {B, C, a, b, c}) -just using the game
If µ α = λ for each α < λ, then we may omitμ and say reasonably Bbounding over U etc. If U is the filter generated by club subsets of λ, we may omit it as well. (6) Let st be a strategy for Generic in the game rcB U ,μ (p, Q). We will say that a sequence I α , p α t , q α t : t ∈ I α : δ < α < λ is a δ-delayed play according to st if it has an extension I α , p α t , q α t : t ∈ I α : α < λ which is a play agreeing with st and such that p
If st is a winning strategy for Generic in the game rcB U ,μ (p, Q), and σ = I α , p α t , q α t : t ∈ I α : δ ≤ α < λ is a δ-delayed play according to st, thenσ satisfies the condition ( ) rc B . Observation 2.4. For U,μ as in 0.1, X ∈ {A, B, C, a, b, c} and a forcing notion Q, let Φ(Q, X, U,μ) be the statement "Q is reasonably X-bounding over U,μ".
Then the following implications hold
Theorem 2.5. Assume that λ, U,μ are as in 0.1 andQ = P ξ , Q ξ : ξ < γ is a λ-support iteration such that for every ξ < γ, P ξ " Q ξ is reasonably B-bounding over U,μ ".
Then P γ = lim(Q) is reasonably b-bounding over U,μ (and so also λ-proper).
Proof. For each ξ < γ pick a P ξ -name st 0 ξ such that Also, for ξ ≤ γ and r ∈ P ξ , let st(ξ, r) be a winning strategy of Complete in λ 0 (P ξ , r) with the coherence properties given in 1.3. We are going to describe a strategy st for Generic in the game rcb U ,μ (p, P γ ). In the course of the play, at a stage δ < λ, Generic will be instructed to construct aside
ξ ∈ w δ , and st ξ for ξ ∈ w δ+1 \ w δ . These objects will be chosen so that if
is a play of rcb U ,μ (p, P γ ) in which Generic follows st, and the side objects constructed at stage δ < λ are listed in (⊗) δ , then the following conditions are satisfied (for each δ < λ).
and if ξ ∈ w δ+1 \w δ , then st ξ is a P ξ -name for a winning strategy of Generic in
t ∈ I α is given by that strategy to Generic at stage α, then I α is an ordinal below µ α . (And st 0 is a suitable winning strategy of Generic in
for each ξ ∈ Dom(p δ * ,t ) \ w δ : p δ * ,t ξ P ξ " if the set {r α (ξ) : α < δ} ∪ {p(ξ)} has an upper bound in Q ξ , then p δ * ,t (ξ) is such an upper bound ". ( * ) 7 ζ δ = |{t ∈ T δ : rk δ (t) = γ}| and for some enumeration {t ∈ T δ : rk δ (t) = γ} = {t ζ : ζ < ζ δ }, for each ζ < ζ δ we have
( * ) 8 If ξ ∈ w δ , then ε δ,ξ is a P ξ -name for an ordinal below µ δ ,p δ,ξ ,q δ,ξ are P ξ -names for sequences of conditions in Q ξ of length ε δ,ξ . ( * ) 9 If ξ ∈ w β+1 \ w β , β < λ, then
( * ) 10 If t ∈ T δ , rk δ (t) = ξ < γ, then the condition p δ * ,t decides the value of ε δ,ξ , say p δ * ,t "ε δ,ξ = ε t δ,ξ ", and {(s) ξ : t s ∈ T δ } = ε t δ,ξ and q
and q δ * ,t ξ ≤ q ∈ P ξ , r δ ξ ≤ q, then q P ξ " if the set {r α (ξ) : α < δ} ∪ {q δ * ,t (ξ), p(ξ)} has an upper bound in Q ξ , then r δ (ξ) is such an upper bound ".
To describe the instructions given by st at stage δ < λ of a play of rcb U ,μ (p, P γ ) let us assume that ζ α , p α ζ , q α ζ : ζ < ζ α : α < δ is the result of the play so far and that Generic constructed objects listed in (⊗) α (for α < δ) with properties ( * ) 1 -( * ) 12 .
First, Generic uses her favourite bookkeeping device to determine w δ such that the demands in ( * ) 1 are satisfied (and that at the end we will have α<λ Dom(r α ) = α<λ w α ). Now Generic lets T δ be a standard (w δ , 1)
γ -tree such that for each ξ ∈ w δ ∪ {γ} we have {t ∈ T δ : rk δ (t) = ξ} = ε∈w δ ∩ξ µ δ . Then for ξ ∈ w δ she chooses P ξ -names ε δ,ξ ,p δ,ξ such that ε δ,ξ is a name for an ordinal below µ δ andp δ,ξ is a name for a sequence of conditions in Q ξ of length ε δ,ξ and P ξ " ε δ,ξ ,p δ,ξ is the answer to the delayed play ε α,ξ ,p α,ξ ,q α,ξ : ξ ∈ w α & α < δ given to Generic by st ξ ".
She letsp
δ,0 * = p δ,0 * ,t : t ∈ T δ be a tree of conditions defined so that Dom(p
" if the set {r α (ξ) : α < δ} ∪ {p(ξ)} has an upper bound in Q ξ , then p δ,0 * ,t (ξ) is such an upper bound ". Now Generic uses 1.5(3) and then 1.5(2) to choose a standard tree (w δ , 1)
γ -tree T δ = (T δ , rk δ ) and a tree of conditionsp δ * = p δ * ,t : t ∈ T δ such that ( * ) a 14 T δ ⊆ T δ and for every t ∈ T δ such that rk δ (t) = ξ ∈ w δ the condition p δ * ,t decides the value of ε δ,ξ , say p δ * ,t ε δ,ξ = ε t δ,ξ , and ( * )
Thus Generic has written aside T δ ,p δ * , w δ and ε δ,ξ ,p δ,ξ : ξ ∈ w δ . (It should be clear that they satisfy the relevant demands in ( * ) 1 , ( * ) 4 -( * ) 6 , ( * ) 8 and ( * ) 9 , ( * ) 10 .) Now she turns to the play of rcb U ,μ (p, P γ ) and she puts ζ δ = |{t ∈ T δ : rk δ (t) = γ}| and she also picks an enumeration t ζ : ζ < ζ δ of {t ∈ T δ : rk δ (t) = γ}. The two players start playing the subgame of level δ of length ζ δ . During the subgame Generic constructs partial plays (r 
and r 
is an upper bound of {r α (ξ) : α < δ} ∪ {p(ξ)} and if t ∈ T δ , rk δ (t) > ξ, and q δ * ,t ξ ∈ Γ P ξ and the set {r α (ξ) : α < δ} ∪ {q δ * ,t (ξ), p(ξ)} has an upper bound in Q ξ , then r − δ (ξ) is such an upper bound ", and r δ (ξ) is the < * χ -first P ξ -name for an element of Q ξ such that r δ ξ P ξ " r δ (ξ) is given to Complete by st Finally, for each ξ ∈ w δ , Generic chooses a P ξ -nameq δ,ξ for a sequence of conditions in Q ξ of length ε δ,ξ such that P ξ " (∀ε < ε δ,ξ )(p δ,ξ (ε) ≤q δ,ξ (ε)) and if t ∈ T δ , rk δ (t) > ξ, and q δ * ,t ξ ∈ Γ P ξ thenq δ,ξ (t) ξ = q δ * ,t (ξ) ". Generic also picks w δ+1 by the bookkeeping device mentioned at the beginning and for ξ ∈ w δ+1 \ w δ she fixes st ξ as in ( * ) 3 .
This completes the description of the side objects constructed by Generic at stage δ. Verification that they satisfy our demands ( * ) 1 -( * ) 12 is straightforward, and thus the description of the strategy st is complete.
We are going to argue now that st is a winning strategy for Generic. To this end suppose that ζ δ , p δ ζ , q δ ζ : ζ < ζ δ : δ < λ is the result of a play of rcb U ,μ (p, P γ ) in which Generic followed st and constructed aside objects listed in (⊗) δ (for δ < λ) so that ( * ) 1 -( * ) 12 hold.
We define a condition r ∈ P γ as follows. Let Dom(r) = δ<λ Dom(r δ ) and for ξ ∈ Dom(r) let r(ξ) be a P ξ -name for a condition in Q ξ such that if ξ ∈ w α+1 \ w α , α < λ (or ξ = 0 = α), then
Clearly r is well defined (remember ( * ) 9 ) and (∀δ < λ)(r δ ≤ r) and r ≥ p. For each ξ ∈ Dom(r) choose a sequence Ã ξ i : i < λ of P ξ+1 -names for elements of U ∩ V such that ( * )
Claim 2.5.1. For each limit ordinal δ < λ,
Proof of the Claim. Suppose that r ≥ r and a limit ordinal δ < λ are such that
We are going to show that there is t ∈ T δ such that rk δ (t) = γ and the conditions q δ * ,t and r are compatible (and then the claim will readily follow). To this end let ε α : α ≤ α * = w δ ∪ {γ} be the increasing enumeration. By induction on α ≤ α * we will choose conditions r * α , r * * α ∈ P εα and t = (t) εα : α < α * ∈ T δ such that letting Suppose that α ≤ α * is a limit ordinal and we have already defined t α • = (t) ε β : β < α and r * β , r * * β : β < α . Let ξ = sup(ε β : β < α). It follows from ( * ) β 20 (for β < α) that we may find a condition s ∈ P ξ stronger than all r * * β (for β < α). Let r * α ∈ P εα be such that r * α ξ = s and r * α [ξ, ε α ) = r [ξ, ε α ). It follows from ( * )
. Now by induction on ζ ≤ ε α we show that q δ * ,t α • ζ ≤ r * α ζ and r ζ ≤ r * α ζ. For ζ ≤ ξ we are already done, so assume that ζ ∈ [ξ, ε α ) and we have shown q δ * ,t α • ζ ≤ r * α ζ and r ζ ≤ r * α ζ. It follows from ( * ) 6 + ( * ) 3 
) and therefore we may use ( * ) 12 to conclude that
The limit stages are trivial and we see that ( * ) α 19 and (a part of) ( * ) α 20 hold. Finally we let r * * α ∈ P εα be the condition given to Complete by st(γ, r ) as the response to r * β r [ε β , γ), r * * β r [ε β , γ) : β < α r * α . Now suppose that α = β + 1 ≤ α * and we have already defined r * β , r * * β ∈ P ε β and t β • ∈ T δ . It follows from ( * ) 
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Therefore we may choose ε = (t) ε β < ε
We let r * α ∈ P εα be such that r * α (ε β + 1) = s and r * α (ε β , ε α ) = r (ε β , ε α ). Exactly like in the limit case we argue that ( * ) α 19 and (a part of) ( * ) α 20 hold and then in the same manner as there we define r * * α . Finally note that t ∈ T δ , rk δ (t) = γ, and the condition r * α * witnesses that r and q δ * ,t are compatible. Now note that
and hence by 2.5.1 we have
Therefore, by ( * ) 7 ,
and the proof of the theorem is complete.
Remark 2.6. The reason for the weaker "b-bounding" in the conclusion of 2.5 (and not "B-bounding") is that in our description of the strategy st, we would have to make sure that the conditions played by Antigeneric form a tree of conditions. Playing a subgame and keeping the demands of ( * ) 15 are a convenient way to deal with this issue. Similar work and arguments may be carried out for A/a -bounding. However, in a subsequent paper [5] we find out that getting reasonably a-bounding for the limit of the iteration is not sufficient for the applications there. With these applications in mind we introduce a stronger property which more precisely captures what can be claimed on iterations of reasonably A-bounding forcing notions. Definition 2.7. LetQ = P ξ , Q ξ : ξ < γ be a λ-support iteration.
(1) For a condition p ∈ P γ = lim(Q) we define a game treeĀ µ (p,Q) between two players, Generic and Antigeneric, as follows. A play of treeĀ µ (p,Q) lasts λ steps and in the course of the play a sequence T α ,p α ,q α : α < λ is constructed. Suppose that the players have arrived to a stage α < λ of the game. Now, (ℵ) α first Generic chooses a standard (w, 1) γ -tree T α such that |T α | < µ α and a tree of conditionsp α = p α t : t ∈ T α ⊆ P γ , ( ) α then Antigeneric answers by picking a tree of conditionsq α = q α t : t ∈ T α ⊆ P γ such thatp α ≤q α . At the end, Generic wins the play T α ,p α ,q α : α < λ of there is a condition p * ∈ P γ stronger than p and such that
We say that P γ = lim(Q) is reasonably * A(Q)-bounding overμ if Generic has a winning strategy in the game treeĀ µ (p,Q) for every p ∈ P γ . Theorem 2.8. Assume that λ,μ are as in 0.1 andQ = P ξ , Q ξ : ξ < γ is a λ-support iteration such that for every ξ < γ, P ξ " Q ξ is reasonably A-bounding overμ ". Then P γ = lim(Q) is reasonably * A(Q)-bounding overμ.
Proof. This is a variation on the proof of Theorem 2.5, but let us sketch the proof of our present version. For each ξ < γ pick a P ξ -name st 0 ξ such that Let p ∈ P γ . We are going to describe a strategy st for Generic in the game treeĀ µ (p,Q). In the course of the play, at a stage δ < λ, Generic is instructed to construct aside (⊗) δ r − δ , r δ , w δ , ε δ,ξ ,p δ,ξ ,q δ,ξ : ξ ∈ w δ , and st ξ for ξ ∈ w δ+1 \ w δ . These objects are to be chosen so that if T δ ,p δ ,q δ : δ < λ is a play of treeĀ µ (p,Q) in which Generic follows st, and the additional objects constructed at stage δ < λ are listed in (⊗) δ , then the following conditions are satisfied (for each δ < λ).
(
( * ) 2 For each α < δ < λ we have (∀ξ ∈ w α+1 )(r α (ξ) = r δ (ξ)) and p ≤ r ξ " and if ξ ∈ w δ+1 \w δ , then st ξ is a P ξ -name for a winning strategy of Generic in rcĀ µ (r δ (ξ), Q ξ ) such that if p α t : t ∈ I α is given by that strategy to Generic at stage α, then I α is an ordinal below µ α . Also st 0 is a suitable winning strategy of Generic in 7 If ξ ∈ w δ , then ε δ,ξ is a P ξ -name for an ordinal below µ δ ,p δ,ξ ,q δ,ξ are P ξ -names for ε δ,ξ -sequences of conditions in Q ξ . ( * ) 8 If ξ ∈ w β+1 \ w β , β < λ, then P ξ " ε α,ξ ,p α,ξ ,q α,ξ : β < α < λ is a delayed play of rcĀ µ (r β (ξ), Q ξ ) in which Generic uses st ξ ".
( * ) 9 If t ∈ T δ , rk δ (t) = ξ < γ, then the condition p δ t decides the value of ε δ,ξ , say p δ t "ε δ,ξ = ε t δ,ξ ", and {(s) ξ : t s ∈ T δ } = ε t δ,ξ and q
and q δ t ξ ≤ q ∈ P ξ , r δ ξ ≤ q, then q P ξ " if the set {r α (ξ) : α < δ} ∪ {q δ t (ξ), p(ξ)} has an upper bound in Q ξ , then r − δ (ξ) is such an upper bound ". The detailed description of the strategy st closely follows the description of the strategy st in the proof of 2.5 (after the formulation of ( * ) 1 -( * ) 12 there). To argue that st is a winning strategy for Generic, suppose that T δ ,p δ ,q δ : δ < λ is the result of a play of treeĀ µ (p,Q) in which Generic followed st and constructed objects listed in (⊗) δ (for δ < λ) so that ( * ) 1 -( * ) 11 hold. Define a condition r ∈ P γ as follows. Let Dom(r) = δ<λ Dom(r δ ) and for ξ ∈ Dom(r) let r(ξ) be a P ξ -name for a condition in Q ξ such that if ξ ∈ w α+1 \ w α , α < λ (or ξ = 0 = α), then
Clearly r is well defined (remember ( * ) 8 ) and (∀δ < λ)(r δ ≤ r) and r ≥ p. An argument following the lines of the proof of Claim 2.5.1 shows that for each δ < λ the family {q δ t : t ∈ T δ & rk δ (t) = γ} is pre-dense above r. We do not know if iterations of reasonably x-bounding forcing notions are reasonably x-bounding or even λ-proper (for x ∈ {a, b}). In a subsequent paper [5] we introduce a property called nice double x-bounding and we show that it is preserved in λ-support iterations (see [5, 2.9, 2.10] ). This property is in some cases stronger than being reasonably x-bounding, but it puts some restrictions onμ. In this context the following problem is very natural. Problem 2.9.
(1) Do we have a result parallel to 2.5 for reasonably C-bounding forcings? (2) Let x ∈ {a, b}. Are λ-support iterations of reasonably x-bounding forcing notions still reasonably x-bounding? At least λ-proper?
Consequences of reasonable ABC
Let us note that Theorem 2.8 improves [6, Theorem A.2.4]. Before we explain why, we should recall the following definition. (1) A complete λ-tree of height α < λ is a set of sequences s ⊆ ≤α λ such that • s has the -smallest element denoted root(s), • s is closed under initial segments longer than lh(root(s)), and • the union of any -increasing sequence of members of s is in s, and • ∀η ∈ s ∃ν ∈ s η ν & lh(ν) = α . (2) For a condition p ∈ P and an ordinal i 0 < λ we define a game Sacks µ (i 0 , p, P) of two players, Generic and Antigeneric . A play lasts at most λ moves indexed by ordinals from the interval [i 0 , λ), and during it the players construct a sequence (s i ,p i ,q i ) : i 0 ≤ i < λ as follows. At stage i of the play (where i 0 ≤ i < λ), first Generic chooses s i ⊆ ≤i+1 λ and a system
We say that P has the strongμ-Sacks property whenever (a) P is strategically (< λ)-complete, and (b) Generic has a winning strategy in the game Sacks µ (i 0 , p, P) for any i 0 < λ and p ∈ P.
The following proposition explains why 2.8 is stronger than [6, Theorem A.2.4].
Proposition 3.2. Assume that λ,μ are as in Context 0.1 and that additionally (∀i < j < λ)(µ i ≤ µ j ). Let Q be a forcing notion. Then Q is reasonably A-bounding overμ if and only if Q has the strongμ-Sacks property.
Proof. Suppose that Q is reasonably A-bounding overμ. Since the sequenceμ is non-decreasing, it is enough to show that Generic has a winning strategy in Sacks µ (0, p, Q) for each p ∈ Q (as then almost the same strategy will be good in Sacks µ (i, p, Q) for any i < λ). Let p ∈ Q. We are going to define a strategy st for Generic in the game : t ∈ I δ and r
Sacks µ (0, p, Q) in which Generic follows st, then the following conditions ( ) 1 -( ) 4 are satisfied (for each δ < λ).
So suppose that the two players arrived to a stage δ < λ of the game Sacks µ (0, p, Q) and the objects listed in ( ) α (for α < δ) as well as (s α ,p α ,q α ) : α < δ have been constructed. First Generic uses st 1 to pick the answer I δ , r : t ∈ I α : α < δ in rcĀ µ (p, Q). Then she uses the strategic completeness of Q and 1.2 to choose a system r * t : t ∈ I δ of conditions in Q such that ( ) 5 if t ∈ I δ , then r 0,δ t ≤ r * t and for every α < δ and ν ∈ s α ∩ α+1 λ, either r α ν , r * t are incompatible or r α ν ≤ r * t , and also either p, r * t are incompatible or p ≤ r * t , ( ) 6 if t 0 , t 1 ∈ I δ , t 0 = t 1 , then the conditions r * t0 , r * t1 are incompatible in Q. Now she lets s * = {η ∈ δ λ : (∀α < δ)(η (α + 1) ∈ s α )} and
t )}, and for each η ∈ s − she fixes an enumeration t η ξ : ξ < ξ η of the set t ∈ I δ : ∀α < δ r
and she lets s δ be a λ-tree of height δ + 1 such that
.
And now, in the play of : t ∈ I δ and r δ η : η ∈ s δ ∩ δ+1 λ (for δ < λ) are the objects constructed by Generic aside, so they satisfy ( ) 1 -( ) 4 . It follows from ( ) 1 and the choice of st 1 that there is a condition p * ≥ p such that ( ) 7 for every δ < λ the set r 1,δ t : t ∈ I δ is pre-dense above p * .
We claim that then also ( ) 8 for every δ < λ the set r δ η : η ∈ s δ ∩ δ+1 λ is pre-dense above p * (and this clearly implies that Generic won the play, remember ( ) 4 ). Assume towards contradiction that ( ) 8 fails and let δ < λ be the smallest ordinal for which we may find a condition q ≥ p * such that q is incompatible with every r δ η for η ∈ s δ ∩ δ+1 λ. It follows from ( ) 7 that we may pick t ∈ I δ such that the conditions r 1,δ t , q are compatible. By the previous sentence and by the definition of r 1,δ t we get that t = t η ξ for all ξ < ξ η , η ∈ s − and thus r 1,δ t = r * t . Look at the condition r * t (satisfying ( ) 5 + ( ) 6 ) -it must be stronger than p and by the minimality of δ we have that ∀α < δ ∃ν ∈ s α ∩ α+1 λ r α ν ≤ r * t . It follows from ( ) 4 from stages α < δ that there is η ∈ s * such that ∀α < δ r α η (α+1) ≤ r * t . Then t ∈ s − and hence t = t η ξ for some ξ < ξ η , contradicting what we already got. The converse implication should be clear.
The following easy proposition explains why the names of the properties defined in 2.2 include the adjective "bounding". Proposition 3.3. Let λ, U andμ be as in 0.1. Assume that Q is a forcing notion, p ∈ Q and τ is a Q-name for an element of λ λ.
(1) If Q is reasonably a-bounding overμ, then there are a condition q ≥ p and a sequenceā = a α : α < λ such that
If Q is reasonably b-bounding over U,μ, then there are a condition q ≥ p and a sequenceā = a α : α < λ such that
If Q is reasonably c-bounding over U,μ, then there are a condition q ≥ p and a sequenceā = a α : α < λ such that
A model
In this section, in addition to the assumptions stated in 0.1 we will also assume that Context 4.1.
(d) S ⊆ λ is stationary and co-stationary, S ∈ U, (e) V is a normal filter on λ, λ \ S ∈ V. Definition 4.2.
(1) Let α < β < λ. An (α, β)-extending function is a mapping c : P(α) −→ P(β) \ P(α) such that c(u) ∩ α = u for all u ∈ P(α). (2) Let C be an unbounded subset of λ. A C-extending sequence is a sequence c = c α : α ∈ C such that each c α is an (α, min(C \ (α + 1)))-extending function. (3) Let C ⊆ λ, |C| = λ, β ∈ C, w ⊆ β and let c = c α : α ∈ C be a Cextending sequence. We define pos + (w, c, β) as the family of all subsets u of β such that (i) if α 0 = min {α ∈ C : (∀ξ ∈ w)(ξ < α)} , then u ∩ α 0 = w (so if α 0 = β, then u = w), and
For α 0 ∈ β ∩ C such that w ⊆ α 0 , the family pos(w, c, α 0 , β) consists of all elements u of pos + (w, c, β) which satisfy also the following condition:
(4) A C-extending sequence c = c α : α ∈ C is S-closed provided that (i) C is a club of λ, and
(ii) if α ∈ C and u ⊆ α, then α ∈ c α (u), and
S -name such that p "τ ∈ V". Then there is a condition q ∈ Q 1 S stronger than p and such that (a) w q = w p , α ∈ C q and C q ∩ α = C p ∩ α, and (b) if u ∈ pos + S (w q , c q , α) and γ = min(C q \ (α + 1)), then the condition q γ c q α (u) forces a value to τ. Proof.
(1) It should be clear that Q 1 S is a forcing notion of size 2 λ . To show that it is (<λ)-complete suppose that γ < λ is a limit ordinal andp = p ξ :
Finally we put c q = c q δ : δ ∈ C q and q = (w q , C q , c q ). One easily checks that q ∈ Q 1 S is a condition stronger than all p ξ 's. (2) Straightforward (remember 4.3(2)). (
-increasing sequence of conditions from Q 1 S such that (a) w p ξ = w p0 for all ξ < λ, and (b) if γ < λ is limit, then p γ is the natural limit ofp γ, and
and for every α ∈ C p ξ+1 ∩ δ we have c
Then the sequencep has an upper bound in Q (c) ). Now, we put w q = w p0 and C q = {δ ∈ ξ<λ C p ξ : δ is limit }, and for δ ∈ C q we let c " η, ν ∈ λ λ and if δ ξ : ξ < λ is the increasing enumeration of cl(W ), and δ ξ ≤ α < δ ξ+1 , ξ < λ, then η(α) = ξ and ν(α) = δ ξ+4 ". (1) Q 1 S " W is an unbounded S-closed subset of λ ". Con- Definition 4.12. Let F be a filter on λ including all co-bounded subsets of λ, ∅ / ∈ F.
(1) We say that a family F ⊆ λ λ is F-dominating whenever ∀g ∈ λ λ ∃f ∈ F {α < λ : g(α) < f (α)} ∈ F .
(2) The F-dominating number d F is the minimal size of an F-dominating family in λ λ. (3) If F is the filter of co-bounded subsets of λ, then the corresponding dominating number is also denoted by d λ . If F is the filter generated by club subsets of λ, then the corresponding dominating number is called d cl .
It was shown in Cummings and Shelah [1] that d λ = d cl (whenever λ > ω is regular). The following corollary is an interesting addition to that result. Corollary 4.13. It is consistent that λ is an inaccessible cardinal and there are two normal filters U , U on λ such that d U = d U .
Proof. Start with the universe where λ, U, V, S are as in 0.1 + 4.1 and 2 λ = λ + . LetQ = P ξ , Q ξ : ξ < λ ++ be a λ-support iteration such that for every ξ < λ ++ ,
S ". It follows from 2.5 that P λ ++ is reasonably b-bounding over U, and hence also λ-proper. Therefore using 4.6(1) and [6, Theorem A.1.10] (see also Eisworth [2, §3]) one can easily argue that the limit P λ ++ of the iteration satisfies the λ ++ -cc, P λ ++ 2 λ = λ ++ , P λ ++ is strategically (<λ)-complete and λ-proper. Thus, the forcing with P λ ++ does not collapse cardinals and it follows from 3.3 that
and it follows from 4.10(3) that for each ξ < λ
Therefore we may easily conclude that
Two bad examples of forcing notions
In this section we give two more examples of forcing notions that have some of the properties studied in the paper -but not strong enough to allow us to quote results obtained earlier. They are test cases for our future research.
Definition 5.1. We define a forcing notion Pμ as follows. A condition in Pμ is a pair p = (f p , C p ) such that C p ⊆ λ is a club of λ and f p ∈ {µ ι : ι ∈ λ \ C p }.
Proof. Fully parallel to 4.11.
The following problem is a particular case of 2.9(1).
Problem 5.10. Are λ-support iterations of Q 2 U λ-proper?
