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Preface 
This thesis deals with the numerical solution of ordinary and implicit differ-
ential equations. In several important areas of industrial research and design, 
such as circuit analysis and control engineering, one encounters equations of 
this type. Typically, these problems have a large dimension and require good 
stability properties of the integrator. This makes the integration quite expen-
sive. To reduce the computational effort, a parallel approach was developed 
at CWI in 1991-1993. This approach was sufficiently promising to start a 
project "Parallel codes for circuit analysis and control engineering", funded by 
the Dutch Technology Foundation (STW). The Ph.D-students in this project 
are J.J.B. de Swart and the author of this thesis. This thesis consists of an 
introduction followed by the seven papers: 
l. Parallel Iteration Across the Steps of High-Order Runge-Kutta Methods 
for Nonstiff Initial Value Problems, 
P.J. van der Houwen, B.P. Sommeijer and W.A. van der Veen, 
published in JCAM 60 (1995), 309-329. 
2. Parallelism Across the Steps in Iterated Runge- Kutta Methods for Stiff 
Initial Value Problems, 
P.J. van der Houwen, B .P . Sommeijer and W .A. van der Veen, 
published in Numerical Algorithms 8 (1994), 293-312. 
3. Convergence Aspects of Step-Parallel Iteration of Runge-Kutta Methods, 
W.A. van der Veen , J.J.B . de Swart and P.J . van der Houwen, 
published in JCAM 18 (1995), 397-411. 
4. Step-Parallel Algorithms for Stiff Initial Value Problems, 
W.A. van der Veen, 
published in Computers & Mathematics with Applications 30(1995) ,11:9-
23. 
5. Parallel Iterative Linear Solvers for Multistep Runge-Kutta methods, 
E. Messina, J .J.B. de Swart and W .A. van der Veen, 
to be published in JCAM. 
6. The Solution of Implicit Differential Equations on Parallel Computers, 
P.J . van der Houwen and W.A. van der Veen, 
s·ubmitted for publication. 
7. Waveform Relaxation Methods for Implicit Differential Equations, 
P .J . van der Houwen and W.A. van der Veen, 
published in Advances in Computational Mathematics 1997. 
Apart from these papers, the project resulted in: 
• The CWI Test set for IVP solvers 
• The code PSIDE (Parallel Software for Implicit Differential Equations) 
Both were developed by W.M. Lioen , J .J.B. de Swart and the author of this 
thesis . The testset is available from internet via 
http://www.cwi.nl/cwi/projects/IVPtestset .shtml. 
For information on PSIDE we refer to the forthcoming thesis of J .J .B . de Swart 
entitled "Parallel Software for Implicit Differential Equations" or the user's 
guide and specification of PSIDE, which will appear as CWI report . 
I want to thank all the people who contributed somehow to the realization 
of this thesis . First of all, I would like to express my gratitude to Prof.cir. P .J . 
van der Houwen en Dr. B.P. Sommeijer for their inspiring guidance. I want to 
thank Prof.cir. P.J. van der Houwen for his many contributions to the thesis 
and for all his help in the past four years. I want to thank Dr.B.P. Sommeijer 
for contributing to the thesis and for the many inspiring discussions . 
Many thanks are expressed to J .J .B. de Swart for writing two papers to-
gether and for all his suggestions and advice in the past four years. I also want 
to thank him and W.M. Lioen for their cooperation in realizing the Testset and 
PSIDE 
I 
I am grateful to E . Messina from the university of Naples for writing a paper 
together , during her stay at CWI. Further, I want to thank Dr. W. Hoffmann 
for his interest in the subject and his constructive critiscim. 
Finally, I want to thank CWI, STW and NWO for giving me the opportunity 
to prepare the thesis . I also want to thank the printshop of CWI for printing 
the thesis. 
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Chapter 1 
Introduction 
1 Initial value problems for stiff equations 
In industry, engineers often use simulations to study the behaviour of technical 
processes. For example, before actually manufacturing a computer chip, its 
behaviour is first simulated to see whether it functions properly. Many math-
ematical problems occurring in industrial simulations are partial differential 
equations, but in important areas, such as circuit analysis, chemical engineer-
ing and control systems design, engineers often encounter ordinary differential 
equations (ODE) and differential-algebraic equations (DAE). These equations 
are usually stiff, that is, they impose severe stability demands on the numerical 
integrator. 
Well-known methods for integrating stiff equations are the backward differen-
tiation formulas (BDF) and the implicit Runge-Kutta methods (IRK). Most 
software in use for these problems by engineers in industry is based on BDF 
methods. Although they are the cheapest methods for many problems, their 
stability properties are not that good. BDF methods combine high order with 
bad stability properties, which complicates the development of robust codes. 
On the other hand, implicit Runge-Kutta methods combine good stability prop-
erties with high order, which makes development of software more straightfor-
ward . In addition , the codes are more robust and can handle more difficult 
problems. In spite of this, they are rarely used in industry, because they are 
often much more expensive than BDFs, when implemented on sequential com-
puters. 
On parallel computers the situation is quite different. The BDF methods do 
not allow for problem-independent parallelism, while the IRKs possess intrinsi-
cally problem-independent parallelism. Therefore, it seems worthwhile to look 
for parallel methods based on IRK schemes , that inherit their good stability 
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properties and that allow for even more parallelism than already present . In 
this way, it turned out to be possible to develop parallel methods, that are on 
parallel computers more efficient than BDFs. 
In the thesis of Sommeijer [12] (see also [4, 5]) the so-called PDIRK method 
was introduced. This method has the good stability properties of IRKs and 
achieves on the Alliant FX-4 a speed-up of about a factor 2 with respect to 
the well-known BDF code LSODE. This speed-up factor was the motivation 
for a research project entitled" Parallel Codes for Circuit Analysis and Control 
Engineering " which is funded by the Dutch Technology Foundation (STW). 
The PhD students in this group are J .J.B. de Swart and myself. An important 
spin-off of the research carried out by the group is the development of a test 
set consisting of real-life problems [9] . This test set is meant for testing ODE 
and DAE solvers and has already been used by many researchers in the field. 
The research presented in this thesis concentrates on two main topics: (i) the 
introduction of parallelism across the steps in the PDIRK method and (ii) the 
improvement of PDIRK and its extension to the numerical integration of im-
plicit differential equations and to waveform relaxation. 
In the following, we give an outline of our investigations. In Section 2 and 3, we 
briefly review implicit Runge-Kutta methods and the solution of the nonlinear 
systems that are encountered in their application. In Section 4 we give the 
essentials of the PD IRK method. In Section 5 we review step-parallel methods 
that are based on PDIRK. As background for the second topic we discuss in 
Section 6 an improvement of PDIRK [3] and in Section 7 we consider multi-
step Runge-Kutta methods. The extension of PDIRK to implicit differential 
equations and waveform relaxation is reviewed in Section 8 and 9, respectively. 
2 IRK methods 
Consider the initial value problem 
y'(t) = f(y(t)), y(to) =Yo, YE Rd, to~ t ~tend· 
For obtaining an approximation Yn to the solution at a step point tn, the 
application of an implicit Runge-Kutta method consists of two phases. First, 
an approximation to the solution at a number of points in the interval ( tn_ 1, tn] 
is computed. The number of these points is called the number of stages and 
is denoted by s. The points themselves are given by tn-l + cih, i = 1, ... s, 
with h = tn - tn_ 1 , and the approximations at these points are denoted by 
Yn,i· These stage values Yn,i , i = 1, ... s, are determined as the solution of the 
3 
s equations of dimension d, which are of the form 
s 
Yn,i = Yn-1 + h L a;jf(Yn,j), i = 1, ... 's. 
j=l 
Note, that these equations are coupled. Given the stage values, the approxi-
mation at the step point tn is given by 
Yn = Yn - 1 + h L bd(Yn,i)· 
i=l 
The matrix A = ( a;j), the vector b = ( b;) and the vector c = ( ci), all of 
dimension s, determine the Runge-Kutta method . 
For a compact notation, we introduce the stage vector Y = (Yn,i), consisting of 
the s stage values. In terms of this stage vector the Runge-Kutta scheme reads 
Y e ® Yn-1 + h(A ® I)F(Y) , 
Yn Yn-1 + h(bT ® l)F(Y). 
Here, F(Y) is defined by F(Y) := (!(Yi)), the matrix I is the identity matrix 
of order d, e is the vector of length s that has all its components equal to one, 
and ® denotes the Kronecker product defined by (A ® B) = (aijB). In the 
following, I denotes the identity matrix of either order d or order sd. 
For the integration of stiff problems, the method should have good stability 
properties, such as A-stability or L-stability [2]. Well-known IRK methods, 
that satisfy these demands are the L-stable Radau IIA methods of order 2s - 1 
and the A-stable Gauss-Legendre methods of order 2s. The Radau IIA method 
has the step point tn as one of its stage points. This is of special importance 
for differential-algebraic equations, because if all the algebraic equations are 
satisfied in all stage points, then they are automatically satisfied in the step 
point. 
In the experiments reported in this thesis, we focus on the four-stage Radau IIA 
method . This has historical reasons . The PDIRK method was implemented on 
the Alliant FX-4, having four processors. To use all these processors effectively, 
the PDIRK method based on the four stage Radau IIA method was used. 
In the following, we consider general IRK methods for which the A matrix is 
full and has complex eigenvalues (like the Radau IIA methods and the Gauss-
Legendre methods, for s ~ 2). 
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3 Solving the corrector equation 
We have seen that, in the application of an IRK method in a step point, one 
has to solve the system 
R(Y) := Y - e ® Yn - 1 - h(A ® I)F(Y) = 0. 
Usually, this is accomplished by modified Newton iteration 
(I - hA ® J)(Yi - yi-1) = -R(Yi- 1 ) , 
where J is the Jacobian matrix of f evaluated at (tn-1, Yn-1 ) . Since A is a 
full matrix, all the stage values are coupled. Assuming that direct solution 
methods are used, the LU-decomposition is the most expensive part, requiring 
~s3 d3 operations. This can become quite expensive for values of s that are 
used in practice (3 :S s :S 6). 
There is a trick for making the LU-decomposition cheaper and in addition, it 
allows for parallelism. In the following we assume that s is even. Instead of 
computing directly an LU-decomposition, the system is first transformed by a 
similarity transformation to a block-diagonal matrix having blocks of order 2d, 
see [2]. Essentially, this similarity transformation puts the matrix A into 2 x 2 
block-diagonal form. Then the s/2 blocks, each of order 2d, can be decomposed 
in parallel. Therefore, the costs of making an LU-decomposition on a parallel 
computer is only 13
6 d3 operations, while the costs on a sequential computer 
is £sd3 . Here, we see that there is already a substantial amount of problem-
independent parallelism in the IRK method. 
There is a possibility for reducing the computational effort even further by 
using complex arithmetic. By employing the eigenvalue decomposition of the 
matrix A, the system is transformed to a complex block-diagonal system with 
blocks of size d. The LU-decomposition of this block-diagonal matrix is formed 
by decomposing the s subsystems of order d. This can be done in parallel on s 
processors, yielding a computational effort of £d3 operations. Nevertheless, the 
computational effort is still much higher than the computational effort required 
for solving the systems of order d that are encountered in the application of 
BDF methods. These are of the form 
(I - h1J)(Yi - yi-1) = b, 
with b given and / a scalar. The LU-decomposition of this matrix requires 
only ~d3 operations. On the other hand, IRKs have much better stability 
properties. Therefore, it seems worthwhile to look for methods based on IRK 
schemes, which are more efficient on parallel computers than BDF methods by 
introducing additional parallelism. 
5 
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If the matrix A would have been a diagonal matrix, then the matrix I - hA 0 J 
occurring in the Newton iteration process is block-diagonal and we can solve 
the system by handling the s diagonal blocks in parallel. However, since A is a 
full matrix, the system under consideration is too expensive to treat directly. In 
order to reduce the computational effort we shall use relaxation . Suppose, we 
want to solve Sx = b, but an LU-decomposition of S is too expensive. Hence, 
we split S into S = M + N, and generate iterates given by Mxk+ 1 + Nxk =b. 
In our case we split I - hA 0 J into I - hD 0 J and h(D - A) 0 J, with D a 
suitably chosen diagonal matrix. This leads to the iterative process given by 
yj,O 
(I - hD 0 J)(Yi,v - yi-1) 
yi 
yi-1 
' 
(1) 
h((A - D) 0 J)(Yi ,v- l - yi - l) - R(Yi- 1 ) , 
yi,r. 
Here, v runs from 1 to r. If this iteration process converges, then the iterate 
yi,v converges to yi. This iteration scheme is called the inner iteration process 
and can be interpreted as an iterative linear system solver. 
Depending on the quality of D, one iteration often already suffices, yielding 
the scheme 
(I - hD 0 J)(Yi - yi-l) = -R(Yi-1 ) . 
This last scheme can also be considered as a nonlinear system solver or as 
modified Newton, in which the matrix A occurring in the Jacobian of R(Y) 
has been replaced by the diagonal matrix D . It was introduced and analyzed 
in [4, 5] and was called the PDIRK method, which is the acronym for Parallel 
Diagonally Iterated Runge-Kutta method. 
In each iteration, a system of the form (I - hD 0 J)x = b has to be solved . 
Since this system is block-diagonal, it decouples into s systems of dimension d. 
The matrices in these subsystems are the same in each iteration and, moreover, 
can be decomposed in parallel. Another expensive operation is the evaluation 
of the right hand side R(Yi-l ). This amounts to performing the /-evaluations 
of the s stage values and can again be done in parallel. Hence, for performing 
one PDIRK iteration the computational effort required consists of (i) the s 
LU-decompositions, requiring ~d3 operations (only for the first iteration) , (ii) 
s function evaluations, effectively requiring only one function evaluation and 
(iii) one forward-backward substitution, effectively requiring 2d2 operations. In 
listing these costs, we assumed that s processors are used. 
Important for the performance of PDIRK is its convergence. If the process 
converges too slowly, then the method can still be quite expensive. In Section 
6 we shall describe an improvement of the PDIRK scheme. 
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To study the convergence, we apply the PDIRK method to the test problem 
y' = >.y. We shall consider the convergence for stable problems only, that is, h>. 
is in the left half plane. Define the iteration error by cj = Yj - Y . One easily 
derives the error recursion cj = Z(z)cj-l, with Z(z) = z(I-zD)- 1(A-D) and 
z = h>. . In [4, 5], D was chosen such that the very stiff components in the iter-
ation error are strongly damped. That is, D was chosen such that D minimizes 
p(Z(-oo)) = p(I - n - 1 A) . In [4] diagonal matrices with p(l - n-1 A) ~ 0 
were given for the two, three and four stage Radau IIA method. In [8] matri-
ces D satisfying p(I - n-1 A) = 0 were determined for the s-stage Radau IIA 
methods with 2:::; s :::; 8. For these D matrices it was shown that p(Z(z)) :::; 1 
for Re(z) :::; 0. Therefore, for all stable test problems the PDIRK methods 
converge. 
Experiments with the four stage PDIRK method show a satisfactory conver-
gence for nonlinear problems. The speed-up in comparison with LSODE has 
been measured for a large class of test problems on a four processor Alliant 
FX-4 shared-memory computer and was about a factor 2. 
5 Step-parallel methods 
In general, PDIRK requires relatively many iterations (the number roughly 
equals the order of the underlying IRK). This motivated us to apply the idea 
of step-parallelism introduced by Bellen et al. [1] to PDIRK (see Chapter 3) . 
The usual way of solving ODEs is to iterate in a step point until a satisfac-
tory approximation to the solution has been found . Only after finishing the 
iteration process in a step point, the iteration process in the next step point 
is started. In step-parallelism, one starts the iteration in the next step point, 
while the iteration in the preceding step point is still proceeding. That is, the 
iteration process in the next interval is already started as soon as the iterate in 
the preceding interval is sufficiently reliable. However, when the computations 
in this next step point are started, the iteration processes in all preceding in-
tervals, that have not yet converged, still continue. In this way, iterations in 
several intervals are carried out simultaneously on the available processors. Of 
course, it may happen, that the iteration can be started in the next step point, 
but that there are no processors idle at the time. Hence, in step-parallelism a 
relatively large amount of parallelism can be exploited. 
For step-parallel methods based on PDIRK, we prove in Chapter 3 and 4 a few 
theoretical results. Here, we state only the most general result. We apply the 
method to the test equation y' = >.y and we make the following assumption 
on the step-parallel method. Whenever say j* iterations have been performed 
in a step point, we start the iteration process in the next step point, but we 
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also proceed with the iterations in the preceding step points t hat have not yet 
converged. In Chapter 4 we prove for this model situation the following con-
vergence theorem. 
Theorem. If PD IRK converges for the test problem, then the step-parallel 
version also converges for the test problem. 
Hence, theoretically it converges, but if too many intervals are treated simul-
taneously, then the convergence speed may become too low. How severe this 
problem is , depends on the convergence properties of the PDIRK iteration 
process. Especially the initial convergence is important , which appears to be 
rather slow for PDIRK. Consequently, in the implementation of a step-parallel 
method based on PDIRK it is important that the iteration in the next step 
point is not started too early. 
In an actual implementation one has to come up with a strategy that deter-
mines when it is save to start iterating in the next point using the current 
iterate in the present point (that might be of doubtful quality). This is the 
subject of Chapter 5. It was possible to develop a robust strategy, that gives 
speed-up with respect to PD IRK of a factor two. The number of intervals that 
can be treated simultaneously in an effective way is limited to four . 
Until now we considered only stiff ODEs. In Chapter 2, we apply the idea of 
step-parallelism to the integration of nonstiff ODEs. Experiments show that 
the method gives a speed-up with respect to DOPRI8, that varies from three 
to eight. The number of intervals that can be treated simultaneously in an 
effective way, is limited to ten. 
6 Improving PDIRK 
The PDIRK method performs quite well in practice and its asymptotic conver-
gence properties are rather good, but its initial convergence behaviour might 
be less satisfactory. More specific, the minimal number of iterations for which 
the PDIRK method becomes L-stable is relatively large (particular for large 
values of s). This motivated the search for more sophisticated methods which 
is reported in the thesis of De Swart (see also [3]). 
In the PDIRK method , the matrix I-hA0 J is split into the block-diagonal ma-
trix I-hD rg; J and the matrix h(D-A) 0 J. In [3) lower triangular matrices are 
considered instead of diagonal matrices D. Thus, the matrix I - hA 0 J is split 
into the lower block-triangular matrix I - hT 0 J and the matrix h(T-A) 0 J . 
This splitting yields a relaxation method that is similar to (1). Performing only 
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one iteration of this linear system solver, yields the PTIRK method 
(I - hT 0 J)(Yi - yi-l) = -R(Yi-l ). 
If the lower triangular matrix T has distinct eigenvalues then it is similar to 
a diagonal matrix and the lower block-triangular matrix I - hT 0 J can be 
transformed to a block-diagonal matrix. Since similarity transformations are 
cheap on parallel computers, the costs of the PTIRK method are comparable 
to the costs of the PDIRK method . 
The triangular matrix T is chosen such that the stiff components in the itera-
tion errors are strongly damped and are removed afters iterations. In addition , 
the eigenvalues must be distinct. In the thesis of De Swart, it is proved that 
for every collocation method such a matrix T does exist. 
The PTIRK method with four stages has been tested on a large number of 
test problems. It proves to be a more robust and a more stable method than 
PDIRK. Furthermore, the PDIRK approach does not work for six and eight 
stages, whereas PTIRK does work. Using PTIRK in step-parallel mode made 
strategy issues less critical and gives for several problems a speed-up relative 
to PDIRK across the steps of about 30 %, but for other problems there is no 
speed-up. However, for waveform relaxation methods discussed in Section 9, 
PTIRK works well, whereas PDIRK does not work at all . 
7 Multistep Runge-Kutta methods 
The basic idea of multistep RK methods is to make IRKs cheaper by adding 
a few back values. In this way, the high order can be maintained, while the 
number of stages is reduced and the method becomes less expensive. Such 
methods are called multistep Runge-Kutta methods. For a nice introduction 
to these methods we refer to [2] and the thesis of Schneider [11]. 
A well-known class of multistep Runge-Kutta methods that are suitable for the 
integration of stiff ODES are the multistep Radau methods. In applying these 
methods we again encounter systems of the form I - hA 0 J and we can use 
once more PTIRK-like methods. Two such methods are discussed in Chapter 
6. The speed-ups of these methods are still to be determined; this is subject of 
future research. 
8 Parallel methods for implicit differential 
equations 
9 
Next, we consider the initial value problem for implicit differential equations: 
f/>(y',y) = 0, y(to) =Yo, y'(to) = Y~ · 
It will be assumed that this equation has a unique solution y(t). Furthermore, 
the Jacobian~ may be singular. One way of applying Runge-Kutta methods, 
is to consider the formulation 
y' z, 
0 f/>(z, y), 
which is analytically equivalent. Applying a Runge-Kutta method ls now 
straightforward and yields 
Y e 0 Yn-1 + h(A 0 I)Z, 
0 cp(Z, Y). 
Here, the function cp is defined by cp(Z, Y) = (4>(Z;, Y;)) and Z is the stage 
vector that approximates the derivatives in the stage points. This system of 
dimension 2sd can be reduced to the sd-dimensional system 
or equivalently, to 
R(Y) := h(A 0 J)cp(h- 1 (A- 1 0 J)(Y - e 0 Yn-1), Y) = 0. 
In every step point, we have to solve the nonlinear system R(Y) = 0. Applying 
the modified Newton method gives 
(I 0 K + hA 0 J)(Yi - yi-1 ) = -R(Yi- 1 ), (2) 
where K = ~ and J = U· This modified Newton process has a similar form 
as the one in the ODE case. 
In order to solve the linear system, we first transform it into either a suitable 
block-diagonal matrix or a lower block-triangular matrix with blocks of dimen-
sion 2d. In the first case we solve the system in a block-Jacobi way and solve 
each of the subsystems by PTIRK-like methods. For details we refer to the 
thesis of De Swart and for its extension to ID Es see Chapter 7. In the case of a 
lower block-triangular matrix, the system is solved in a block Gauss-Seidel way. 
As in the block-Jacobi case the subsystems are solved by PTIRK-like methods. 
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This Gauss-Seidel method is developed and extended to IDEs in Chapter 7. 
The iteration process used to solve the subsystems is again called the inner 
iteration process. 
Experiments have shown that, in the case of IDEs, only one inner iteration is 
often insufficient and that it is appropriate to determine the number of inner it-
erations dynamically. Furthermore, it turned out that the Jacobi method is the 
most efficient method. Based on this method we developed a code for the inte-
gration of implicit differential equations on shared-memory computers, called 
PSIDE, see [10]. For testing strategies and for testing the final performance 
the test set [9] was used . The speed-up of PSIDE is still to be determined and 
we refer to the forthcoming thesis of De Swart . 
9 Waveform relaxation 
As we have seen, the application of modified Newton gives rise to linear sys-
tems. In IDEs occurring in circuit analysis the system matrices are often close 
to lower block-triangular matrices or block-diagonal matrices, which allow for 
parallel solution methods. For such structured IDEs the waveform relaxation 
approach has been introduced by Lelarasmee et al. [6, 7]. 
The idea of waveform relaxation is as follows. Instead of solving the original 
IDE, we solve a sequence of IDEs whose numerical integration leads to systems 
that have the aforementioned structure. This is achieved by using relaxation . 
The original IDE is split into two parts. One part will be close to the original 
IDE but is required to lead to cheap linear systems in its numerical integration. 
Therefore, it is not expensive to treat this part in an implicit way. The other 
part will be treated explicitly, because it is rather small . 
In waveform relaxation, we first substitute a predictive waveform in the explicit 
part, resulting in an IDE, that can be integrated much cheaper. Here a wave-
form is a function, that approximates the solution on a subinterval. We solve 
this IDE and we get a new waveform. This waveform is probably better than 
the predictive waveform, that we have put into the explicit part. Therefore, we 
repeatedly substitute this waveform in the explicit part to obtain a new IDE. 
This can be done as many times as is necessary. 
Although the solution of the linear systems is considerably cheaper than the 
solution of the original system, they still contains the A matrix, so that we 
can make the solution method even cheaper by applying the PTIRK approach. 
However, this introduces another iteration process in the waveform relaxation 
method and the question arises how severely the convergence of waveform re-
laxation is affected by the approximate solution of these linear systems. 
In waveform relaxation, the idea of step-parallelism is also applicable. Wave-
11 
form relaxation naturally allows the use of step-parallelism, without any algo-
rithmic change. In this way, the method uses three types of parallelism: across 
the problem, across the steps and across the stage values. 
As shown in the last Chapter (using several test problems from the literature), 
convergence is only mildly affected, when using the PTIRK method, but be-
comes quite dramatic for PDIRK methods. In fact so bad, that we refrained 
from using the PDIRK method in waveform relaxation . 
12 Introduction 
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Chapter 2 
Parallel iteration across the steps of high-order Runge-Kutta 
methods for nonstiff initial value problems* 
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P.J. van der Houwen*, B.P. Sommeijer, W.A. van der Veen 
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For the parallel integration of nonstiff initial value problems (IVPs), three main approaches can be distinguished: 
approaches based on ··parallelism across the problem"", on ""parallelism across the method" and on ""parallelism across the 
steps". The first type of parallelism does not require special integration methods and can be exploited within any 
available IVP solver. The method-parallelism approach received much attention, particularly within the class of explicit 
Runge- Kutta methods originating from fixed point iteration of implicit Runge- Kutta methods of Gaussian type. The 
construction and implementation on a parallel machine of such methods is extremely simple. Since the computational 
work per processor is modest with respect to the number of data to be exchanged between the various processors, this 
type of parallelism is most suitable for shared memory systems. The required number of processors is roughly half the 
order of the generating Runge- Kutta method and the speed-up with respect to a good sequential IVP solver is about 
a factor 2. The third type of parallelism (step-parallelism) can be achieved in any IVP solver based on predictor- corrector 
iteration and requires the processors to communicate after each full iteration. If the iterations have sufficient computa-
tional volume. then the step-parallel approach may be suitable for implementation on distributed memory systems. Most 
step-parallel methods proposed so far employ a large number of processors, but lack the property of robustness, due to 
a poor convergence behaviour in the iteration process. Hence, the effective speed-up is rather poor. The dynamic 
step-parallel iteration process proposed in the present paper is less massively parallel, but turns out to be sufficiently 
robust to achieve speed-up factors up to 15. 
Keywords: Numerical analysis; Runge- Kutta methods; Parallelism 
I. Introduction 
The last five years have shown an increased interest in solving the initial value problem (IVP) 
y ' (t) = /(y(t)), y(t0 ) = y 0 , y,fe 'R. 4 (J.l) 
~ The research reported in this paper was partly supported by STW (Netherlands Foundation for the Technical 
Sciences). 
•Corresponding author. 
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on parallel computers. One of the classes of parallel IVP solvers for nonstiff problems that received 
relatively much attention is the class of predictor- corrector (PC) methods based on Runge- Kutta 
(RK) correctors (see, e.g., [2- 4, 19, 20, 10- 14, 17)). As was observed in [11), PC iteration (and in 
fact , all functional iteration methods), when applied to RK correctors, possess automatically 
parallelism across the components of the stage vector iterates, because these components can be 
iterated in parallel. Therefore, we shall henceforth refer to these methods as PI RK methods (parallel 
iterated Runge- Kutta methods [19)). 
Highly accurate correctors are provided by the classical, collocation-based RK methods such as 
the Gauss methods (sometimes called the Kuntzmann- Butcher methods [9) or the 
Butcher- Kuntzmann methods [20), and in this paper referred to as BK methods). Moreover, 
automatic stepsize variation and predictor formulas can be easily obtained by means of the 
collocation polynomial. In [19) numerical results obtained by the PIRK method using the 5-point 
BK corrector were reported. This PIRK method, equipped with the last-step value (LSV) predictor 
and a simple stepsize strategy, already halves the sequential costs when compared with the highly 
efficient, sequential DOPRl8 code [9]. 
However, the number of iterations needed to achieve the corrector accuracy is still high (about 
the order of the corrector). In order to reduce the number of iterations, we introduced in [20) 
preconditioning in the PI RK method and found that the number of iterations reduces substantially 
(cf. [20)). For example, for the often used Arenstorf test problem (cf. [9, p. 127)), preconditioned 
PIRK based on the PC pair consisting of the extrapolation (EXP) predictor and the 4-point BK 
corrector showed an averaged speed-up factor of 4.4 with respect to DOPRl8 in the accuracy range 
of 3 to 8 correct digits. An interesting feature of the iterated RK methods is the highly efficient 
performance of the high-order correctors, also in the low accuracy range. As an illustration, we 
applied the preconditioned {EXP, 13-point BK } PC pair to the Arenstorf problem, and found an 
averaged speed-up factor of 6.7 with respect to DOPRl8, again in the accuracy range of 3 to 
8 correct digits. 
In this paper, we try to reduce the sequential costs by applying "parallelism across the steps" to 
the PIRK methods. In some sense, our approach shows similarities with that of Miranker and 
Liniger [ 15) and of Nievergelt [ 16), but is most closely related to the approach of the Trieste group 
(see [!]). The main difference with the Trieste approach is a more robust iteration process 
(Gauss- Seidel type instead of Steffenson), however, at the cost of less massive parallelism. Never-
theless, our numerical experiments show that the particular type of PIRK methods Across the 
Steps (PIRKAS methods) developed in this paper often require not more than two sequential 
function calls per step for solving the corrector and give rise to speed-up factors up to 15 when 
compared with the best sequential codes available (i.e., DOPRl8). We shall confine our consider-
ations to PIRKAS methods without preconditioning. Introducing preconditioning and extension 
to stiff initial value problems will be subject of future research. 
2. Parallelism across the steps 
We consider implicit, s-stage RK methods written in the form of an (s + I)-stage General Linear 
Method (GLM), introduced in [5) (see also [6, p. 340)): 
Y. = (£ ® /)Y. - 1 + h(B ® ld)F(Y.), n =I , .. . , N . (2.la) 
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Here h denotes the stepsize, the matrix B contains the RK parameters, and F(Y.) contains the 
derivative values (/( Y •. ;) ). where Y.,; denote the d-dimensional components of the (extended) stage 
vector Y. (because of the G LM representation (2. la). the RK solution at the step points is lumped 
into Y.). It will be assumed that (2.1 a) possesses s implicit stages and one explicit stage. The 
component of Y. corresponding to the explicit stage approximates the exact solution at the step 
point t. = t. _ 1 + h. The other stage vector components Y •. ; represent numerical approximations at 
the intermediate points t. - 1 + c;h, where c = (C;) = Be, e being the vector with unit entries. In the 
sequel we assume that the last stage is the explicit one, so that the matrices E and B take the form 
·= (~ .. 0 '.) 
E. . , 
0 0 1 
B := (~ ~). (2. lb) 
where A and b present the familiar arrays appearing in the Butcher tableau representation of RK 
methods. Furthermore, the matrix I is the d-by-d identity matrix, ® denotes the Kronecker 
product, and we define Y0 = e ® y 0 . In the following, the dimension of I and e may change, but will 
always be clear from the context. 
Eq. (2.1), henceforth referred to as the corrector, can be solved by the conventional PC iteration 
method which in a programming-like language reads 
FOR n:= I TON 
FOR j:= 1 TO m 
Y~ 1 = (£ ® f)Y~m_! 1 + h(B ® I)F(Y~j - II), 
(2.2) 
where m is the number of iterations, ybm' = e ® y0 , and Y~01 is to be provided by a predictor 
formula. Evidently, if (2.2) converges, then it converges to the corrector solution Y •. 
As mentioned in Section 1, the PC method (2.2) has been extensively analysed in a number of 
papers and was called a parallel iterated RK method (PI RK method) in [19] (see also [9, p. 259]). It 
possesses parallelism within the iterations (that is, for each n and j, the components of y~il can be 
evaluated in parallel), but, apart from parallelism across the problem, it does not have any further 
parallelism. Hence, the total computational effort consists of Nm evaluations of a full derivative 
vector F(Y~i - 11 ), but on a computer possessing s processors, the sequential costs of one full 
derivative vector evaluation consists of evaluating just one right-hand side function /of dimension 
d. We shall measure the sequential costs of an explicit method by the total number of sequential 
right-hand side evaluations, where we tacitly assume that sufficiently many processors are available. 
Thus. the sequential computational complexity of the PC method (2.2) is given by N,.q = Nm. 
In order to increase the degree of parallelism in PIRK methods, we have to modify the recursion 
(2.2). The most obvious approach to achieve a high degree of parallelism in !VP methods writes the 
corrector (2.1) in the form G(Y) = 0, where Y represents the vector containing all numerical 
approximations in the whole integration interval, and solves this system for Y by some iteration type 
process. This type of parallelism has been considered by several authors (e.g., see [16, I]). In the 
case of the RK solver (2.1), Y represents the N stage vectors Y., n = 1, ... , N. 
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The most simple iteration process for solving G(Y) = 0 can be obtained from (2.2) by interchang-
ing the loops for n and j in (2.2): 
FOR j:= I TO m 
FOR n := I TON 
y~i• = (E ® /) y~i_:- i 1 + h(B ® l)F(Y~i - 11 ). 
(2.3) 
Here, we have Y~ 1 = e ® y 0 for j = 0, .... m - I. In view of load balancing of the processors, we 
want the sequential computational effort involved with the computation of a single iterate y~n to 
be equal for all iterates. Therefore, here and in the following, the costs of computing the prediction 
Y~01 are assumed to be negligible. Thus, given the initial guesses r~0 >, n = I, ... , N, first all stage 
vectors Y~11 are computed concurrently, then all Y~2 >, and so on. Hence, having sN processors 
available, the sequential computational complexity of the method (2.3) is given by N,.. = m. 
Method (2.3) resembles Jacobi-type iteration and may be considered as a PIRK method employing 
iteration Across the Steps of Jacobi-type (PIRKAS J method). A drawback of this seemingly 
"cheap" method is its slow convergence or even divergence, due to a poor first iterate Y~''. 
a situation that can easily occur in the case of large integration intervals. This is caused by the fact 
that the prediction r~01 is either based on mere extrapolation of the initial value y 0 or just an initial 
guess to be provided by the user (note that predictions based on derivative information on 
preceding step points would increase the sequential costs by an amount of O(N)). As a conse-
quence, Jacobi-type iteration is only feasible when applied on subintervals (windows). Of course, 
for w windows, the sequential costs will increase to N,.. = wm. 
An alternative to Jacobi-type iteration is a more powerful iteration process. When applied using 
the window-strategy just mentioned, we may hope to reduce the number of iterations m to such an 
extent that the sequential costs N,.. = wm are acceptable. In the literature, Steffenson iteration and 
Newton-type iteration have been considered. Full details of the Steffenson process applied to 
a general class of IVP solvers may be found in the papers of Bellen and his coworkers [!]. For 
a discussion of Newton-type iteration, we refer to the thesis of Chartier [7]. 
In the present paper, we shall study Gauss- Seidel type iteration processes for solving the 
corrector Eq. (2.1). Gauss- Seidel iteration possesses a lower degree of intrinsic parallelism than 
Jacobi and Steffenson iteration, but it allows us to compute a much more accurate first iterate Y~1 1 . 
2.1 . The PIRKAS GS method 
Consider the recursion 
y~i• = (E®l)Y~i!., + h(B®l)F(Y:/ - 11 ), j = 1,2, . .. , m; n = 1,2, . .. , N. (2.4) 
The only difference with the recursion in the PIRKAS J method (2.3) is the superscript in the first 
term of the right-hand side. By this modification we introduce a dependency in the time direction 
and therefore (2.4) may be considered as a Gauss- Seidel-type iteration process for solving (2.1 ). The 
iterates defined by (2.4) can be computed according to various orderings. Representing the iterates 
y~n by points in the (n , })-plane, we may compute them row-wise (j constant) or column-wise (n 
constant) or diagonal-wise (n + j constant). We emphasize that the solutions resulting from these 
orderings are algebraically equivalent. However, from an implementational point of view, of all 
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Fig. I. Grid of r ;;i iterates in the (n. j)-plane. 
orderings of computation allowed by (2.4), the diagonal-wise ordering possesses maximal 
parallelism, because all iterates Y~;> with 11 + j constant can be computed concurrently (see Fig. I). 
Thus, in the diagonal-wise ordering we first compute the iterates labeled by i, next the iterates 
labeled i + 1, etc. Notice that an iterate can be computed as soon as its left and lower neighbours 
are available. In comparison with Jacobi iteration, the intrinsic parallelism is reduced consider-
ably, but this is compensated by a much faster convergence. 
In the following, we shall analyse and evaluate the performance of the Gauss- Seidel type 
PIRKAS method (2.4) (brieHy PIRKAS GS method). In accuracy and stability considerations, it 
will sometimes be convenient to assume that the iterates are computed by the row-wise ordering. 
However, in actual computation, we of course employ the diagonal-wise ordering. 
Fig. 1 suggests introducing the step index i = 11 + j, where 11 and j are the time index and 
iteration index, respectively, and writing the correction formula (2.4) as 
y~ - n) = (£ ® /) y~.::- 1 1 + h(B ® /)F(Y~i - n - 1)). (2.5) 
The corresponding computational scheme can be implemented according to 
FOR i := 1 TO m + 1 
FOR 11 :=0TO i 
CALL correction (i, 11) 
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FOR i := m + 2 TO N + m 
FOR n := i - m TO min {i,N } 
CALL correction (i, n) 
where the subroutine correction (i, n) is defined by 
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(2.6a) 
IF i = n THEN 
ELSE 
Compute Y~' - • 1 = Y~0 1 by means of the predictor formula (see Section 2.2) 
IF n = 0 THEN y~ - · 1 = e ® Yo (2.6b) 
ELSE Compute y~ - ·1 by means of the correction formula 
The method {(2.5), (2.6) } will be referred to as the PIRKAS GS method. The sequential costs are 
N,.q = N + m right-hand side evaluations on sm processors (see Table I). We remark that the 
parallelism within the correction formula is fine grain compared with the parallelism across the 
steps. Hence, the correction formula (2.6b) is most suitably implemented on a shared memory unit , 
whereas the scheme (2.6a) seems to be more efficient for implementation on distributed memory 
systems. For example, the appropriate architecture would be a network of m workstations, each 
having s shared memory processors. 
2.2. Regions of stability and convergence 
In discussing convergence and stability, it is convenient to assume that the iterates are computed 
according to the row-wise ordering (cf. the discussion at the beginning of the previous section). 
Thus, we assume that first all iterates Y~1 '. n = I, . .. , N are computed, next Y~2 1, n = I , . .. , N, etc. 
In order to get insight into the (linear) stability region and the convergence region of the PIRKAS 
GS method, we consider the test equation y'(t) = i.y (t), where i. is assumed to run through the 
spectrum of cf /cy. With respect to this test equation, the linear stability properties of the PIRKAS 
GS method are determined by the convergence properties of the iteration process, the stability of 
the corrector and the stability of the first iterates Y~1 '. n = I, 2 , ... , N . Assuming that the underlying 
corrector is A-stable, the stability region of the PIRKAS GS method is the intersection of the 
stability region of the formula defining the first iterate Y~11 and the region of convergence of the 
correction formula (2.4). 
Table I 
Computational scheme for the PIRKAS GS method (2.6) 
1, 1, 13 
Y (,1 1 
Y\21 Y'z" 
m + I f1, ... 1 f 'z"' - 11 Yi"' -2' 
m + 2 Yi"' 1 Y ~"' - I I Yll l M + I 
N + I 
N + m y~ ... , 
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2.2.1. Stabilitv region of" the first iterate 
We restrict our considerations to one-step predictors based on information from the preceding 
interval (r. _2, t. _ 1]. that is, Y~11 is computed by means of information coming from the iterate 
Y~'! 1 • As already observed. we want all iterations of comparable sequential computational 
complexity. so that we are led to the predictor formula Y~01 = (£: ® !) Y~1! " to obtain 
Y ~11 =(E@l) Y ~ 1! 1 + h(B @ f)F((E: @ l)Y~'! i), n = l , 2 .. .. ,N, (2.7) 
where E: is a still free. (s + I )-by-(s + 1) extrapolation matrix. Obviously, this formula should be 
a sufficiently stable step-by-step method by itself. Thus, the situation is different from that in 
conventional PC methods where only accuracy plays a role. because in that case the corrector is 
(numerically) solved before advancing to the next step point. 
The most simple choice for the free matrix E: in (2.7) sets E: = E for all n (LSV predictor). The 
resulting method (2.7) reduces to the explicit Euler method for the successive components of Y~1 >, 
the stability region of which is well known. 
An alternative to the "trivial" choice E: = Eis to exploit the fact that the underlying corrector is 
based on the collocation principle. This means that the components Y •.• are approximations to the 
exact so lution at t. - 1 + c,h of (at least) order s. Hence, extrapolating the collocation polynomial 
through the values Y~'! 1.• yields predictions Y~0! of the same (local) order. The corresponding 
predictor will be referred to as the EXP predictor. The order conditions for the EXP predictor are 
given by 
h. 
r,.:= ·Ci, h,.:=tn - tn - 1' k=O,l , ... ,s, 
which uniquely define the matrix £*. It can explicitly be expressed in the form 
U := (e, (c - e), . .. , (c - e)' ), V := (e,r.c, .. . ,(r.c)' ). 
The stability region of (2.7) is obtained by applying it to the test equation with constant stepsize 
h, to obtain 
r~11 = EY~1! 1 + zBE* Y~'! " z := i.h. 
Hence. the stability region of (2.7) consists of the points z where the eigenvalues of the matrix 
E + zBE* are within the unit circle. In Table 2, we have listed the first two decimal digits of the real 
and imaginary stability boundaries of the stability region of (2.7) with £* = Vu - 1 for the BK and 
Radau IIA correctors. 
2.2.2. Region of convergence 
We shall derive the region of convergence for the method (2.6) for fixed stepsizes. Let us define 
the stage vector iteration error 
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Table 1 
Stability boundaries ({J". 1• /l;m,,J fo r { (2. 7). £* = VU - '~ 
R K corrector s = 2 
Butcher- Kuntzmann 10.61. 0.62) 
Radau llA (0.92.0.00) 
s=3 
(0.49. 0.00) 
(0.59.0.61) 
s= 4 
(0.44. 0.00) 
(0.49. 0.00) 
s=5 
(0.42. 0.00) 
Subtracting (2.1) and (2.4), we find that e~i> satisfies the linear homogeneous recursion 
f,~j) - fa~j~ I = 2 8c,~j - I)' Z := i.h. 
Hence, given the initial iteration error e10> and observing that £~> vanishes, we obtain 
£1i +t> =:Meli>, M := L - 1K. 
where Land K are the N(s + 1)-by-N (s + I) matrices 
0 
0 
-E 
: ) , K ~ ( : : . . :) 
These formulas suggest defining the region of convergence C 
C := {z: l;i(z)I < I }. :x(z) := lzlp(L _ , K) , 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
where p( ·)denotes the spectral radius function . Furthermore, we observe that for any two matrices 
P and Q, the relation 
0 0 
0 
0 0 
0 
0 
- P 
:) ' (: : 0) ( Q PQ Q  = p1Q PQ ~ p3Q plQ 0 0 0 0 0 Q 0 PQ Q .. . .. . ) 
(2.12) 
holds. Applying this relation to the amplification matrix M = L - 1 K and observing that £ 1 = E, we 
obtain 
M=( : ! 
H H 
0 
0 
B (2.13) 
H 
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Ta ble 3 
Spect ra l rad ius 1>I AI Fo r RK correcto rs 
R K co rrector s = I s = 2 s = 3 S = 4 s = 5 
Butcher Kuntzmann 0.50 0. 29 0.22 0. 17 0. 14 
Radau llA 1.00 0.41 0.28 0.20 0. 16 
Notice that the matrix M is singular because the (s + l)st, (2s + 2)nd. etc. columns have zero 
entries. This singula rity can easily be removed if we redefine the error recursion (2.9) by omitting 
the (s + I )st . (2s + 2)nd, etc. rows and columns of M , and the (s + l)st, (2s + 2)nd, etc. entries of elil. 
Let us denote this .. reduced" matrix by M. Then, it is easily verified that M can still be represented 
by (2.13), provided that the matrices B and H are replaced by A and C := ebr. respectively. 
Evidently, the matrices M and A have an equal spectral radius, which leads to the following 
theorem. 
Theorem 2.1. With respect to the test equation y' (t) = i,y(t) , the region of convergence of the 
PIRKAS GS method (2.6) is given by C := {z: p(zA) < 1 }. 
Recalling that i. is assumed to run through the spectrum of of / oy , this theorem leads us to the 
convergence condition 
1 h ~ -----
p(cf /i'y)p(A) (2.14) 
In Table 3, we have listed the values of p(A) for the BK methods and Radau llA methods with 
s = 1, . . . , 5 (we remark that the region of convergence of the PIRKAS GS method, and therefore 
the condition of convergence, is the same as those of the PIRK method). Because of the relatively 
small values of p(A), the stepsize restriction is not severe. A comparison with Table 2 reveals that 
the stability condition imposed by the predictor is considerably more severe than the convergence 
condition of the corrector. 
The preceding considerations are "asymptotic" considerations, that is, the convergence condi-
tion is only relevant for sufficiently many iterations. In order to get insight into the convergence in 
the initial phase of the iteration process, we now consider the convergence factor. This will be the 
subject of the next section. 
2.3. The convergence factor 
The preceding considerations suggest defining the (averaged) convergence factor by the quantity 
-;.(N, j) := lzl.jliM!ii"" = li~T .jliMiii., ' (2.15) 
where T denotes the length of the integration interval. First , we derive the convergence factor for 
j -+ x and for N -+ x. 
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Theorem 2.2. For any corrector (2.1 ), the convergence factor 2(N, j) satisfies the relations 
2(N. j) =Ii.IT p(A) +OU- 1) as j--+ x. 
N 
2(N,j) =Ii.IT i ll bT,llx + O(N - 1 ) as N--+ oc. 
l· 
(2.16a) 
(2.16b) 
Proof. Relation (2.16a) is immediate from the asymptotic formula ll Mi ll 1li = p(M) + O(F 1) = 
p(A) + O(j - 1 ) as j -+ oc. Relation (2.16b) can be proved by an analysis of the structure of the 
matrices Mi. In order to get some idea of this structure, we consider the case j = 2. By observing 
that the matrix c in the lower triangle or M is idempotent, we find 
A2 0 ) ( CA+ AC A2 0 M1 = CA+AC+C CA+ AC Al 0 CA+AC+2C CA+ AC+ C CA +AC A1 0 
Evidently, the maximum norm of M1 is determined by its last row of submatrices. Hence, for any 
matrix A. the maximum norm of this row is given by II ((N - 2)C, (N - 3)C, ... , 2C, C) II"' + O(N) 
as N--+ oc. From the definition C = ebT it follows that 
ll M 1 11 x = J N 1 ll bTll x + O(N) as N--+ oc. 
Since the limiting value of the norm does not depend on the matrix A, we conclude that 
ll M 1 11"" = ll M5 11 x + O(N), where M0 is obtained from M by replacing A with 0 . More generally, it 
can be shown that 
ll M;ll .. = ll Mb ll" + O(Ni - 1 ) as N--+ oc 
and using the relation 
f n•=-1-N• +l +O(N•) asN--+ cx::, 
n = 1 q +I 
it can be shown by induction that 
ll Mb ll, = ~ Ni ll bT ll, + O(Ni - 1 ) as N--+ x . 
J. 
The result (2. l 6b) is now readily proved. D 
It turns out that the asymptotic value for N --+ x is already reached for relatively small values 
of N. whereas the asymptotic value for j--+ x. takes a considerable number or iterations (see 
Table 4 where values of '.1.(N.j) / ( Ii.IT) are listed for the four-stage BK and Radau IIA correctors). 
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Table 4 
Values of >(N.j l l//./ T) fo r the BK and Rada u llA co rrectors with s = 4 
R K co rrector N = I N = 2 N = 4 N = 8 N = 16 N- x 
Butcher Kunt zmann 0.93 0.97 0.98 0.99 LOO LOO 
0.66 0.68 0.70 0.70 0.70 0.71 
4 0.42 0.44 0.44 0.45 0.45 0.45 
8 0.25 0.26 0.26 0.26 0.26 0.26 
16 0.21 0.14 0. 14 0.15 0.15 0.15 
32 0.18 0.12 0.08 0.08 0.08 0.08 
j- x. 0.17 0.09 0.05 O.oJ 0.0 1 0.00 
Radau llA LOO LOO LOO LOO LOO LOO 
0.71 0.71 0.71 0.7 1 0.71 0.7 1 
4 0.45 0.45 0.45 0.45 0.45 0.45 
8 0.28 0.27 0.27 0.25 0.25 0.25 
16 0.24 0.16 0.15 0.15 0.15 0.15 
32 0.22 0.13 0.09 0.08 0.08 0.08 
J - x 0.20 0.11 0.06 0.04 0.02 0.00 
Finally, we consider the condition of the correction formula (2.4). Since these correction formulas 
couple the iterates at all step points t. , n = 0. 1 , ... , N, their condition may play a role in actual 
computation. We shall derive the condition of (2.4) in the case of the model equation y' = l.y. For 
this equation, (2.4) reduces to 
(2.4 ' ) 
Following the approach o f Section 2.2 for the iteration errors e~11, we drop the last component of 
the iterate y~JI. for n = 1, .... N , a nd we combine the "reduced" iterates Y~1 1 in one vector y<JI_ In an 
analogous way as we derived (2.9), we are led to the recursion yu + 11 = zMY(}), where we assumed 
the initial values of the IVP to be zero. Suppose that Mis perturbed by the matrix oPM and yui by 
the vector bQ yui, where P and Qare perturbation matrices with Q diagonal, and where o is a small 
positive parameter. Then, instead of y u + 11, we obtain the perturbed iterate Y(o) = z(M + oPM) 
(I + bQ) y•n Hence, defining the condition number K(M) := II M 1111 M- ' II, 
ll Y(b) - y u + 1 1 11 = bll:( PM + MQ)Y u111 + O(zo2 ) = oll (P + MQM - 1)ru + 11 11 + O(zo2) 
~ O( llP ll + r:(M) ll Q ll ) 11 y u + 11 11 + 0(zo 2 ). (2.17) 
Thus, the magnitude of r:(M) estimates the effect of perturbations of y (}) on y~J + ti_ With respect to 
the maximum norm II · II x , the following result can be derived. 
Theorem 2.3. For the BK corrector the condition number K.,_ (M) := ll M ll .,, ll M - 1 11,, is given by 
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Table 5 
Condition number.- , (M) fo r RK correctors 
RK corrector N = I N = 2 N = 4 N = 8 N = 16 N~ x 
Butcher- Kuntzmann 38 172 728 299 1 12 N' 
22 99 421 1738 7059 28 N' 
4 45 198 827 3377 13647 55 N 2 
80 343 1416 5753 23 192 93 N' 
Radau llA 7 18 36 72 144 29 N 
18 42 84 169 337 II N 
4 34 76 153 306 6 11 38 N 
If the corrector is L-stable, then 
(2.18b) 
Proof. Since A is nonsingular, it can be verified that tJ - 1 is of the form 
a - •~( A - ' 0 } - F A - ' 0 FG - F A - t 0 F := A - 'edT, G := edT - I, dT := bTA - 1 • - FG 2 FG - F A - ' 0 
(2 .19) 
Using the relation FGi = yiF, where y := dTe - I, we conclude from (2.13) and (2.19) that 
Kx(M) = ( ll All x + N - I) ll Qll,,, Q := ("/N - 2F, )' N - 3F, [N - 4F , ... , yFJ, A- 1). 
Hence, 
i.: x(M) = ( ll All, + N - 1) 11(1~~/I~'~ 1 F,A- ')II., · 
From the stability function R(z) at infinity, that is from 
R(z) := I + zbT(I - zA)- 1e = I - bT A - 'e + O(z- 1 ) as z --+ oo, 
we see that "/ = bT A - 1e - I = - R( oo). Hence, for BK methods we have "/= ( - I)' + 1 , and for all 
L-stable methods we have "/ = 0. This leads us straightforwardly to the assertion of the 
theorem. O 
This theorem shows that for large N. BK correctors possess less well-conditioned amplification 
matrices than Radau IIA correctors (see also Table 5), which may result in a larger total number of 
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function calls as N increases. However. from a practical point of view, it is the number of sequential 
function calls N,.. = N + m that is important. Hence. for large N, the conditioning of the 
amplification matrix will not influence the sequential costs. 
3. Implementation considerations 
In an actual implementation, we a re faced with aspects as the stability of the predictor 
formula , the number of iterations needed to reach the corrector solution, stepsize control, adapting 
the algorithm to a given number of processors, etc. In this section, we shall briefly discuss these 
issues. 
3. I . The predic/or 
In Section 2.2, we considered the accuracy and stability of formula (2.7) for the first iterate Y~1 1 . 
For larger stepsizes, this formula may lack both accuracy and stability. To circumvent this 
situation, we need some control on its quality. If necessary, we continue the iteration until y~i~ 1 has 
the required properties to serve as a starting point to move to the next step point for computing 
Y~11 . This can be achieved by using in (2.7) the predictor formula 
y~o1 = (E: ® /) Y:/~1, , 
to obtain 
y~n = (E ® /) y~i~', + h(B ® l)F((E: ® /) y~i~', ), n = 1, 2,. . ., N, 
(3.1) 
(3.2) 
where j* is such that Y:/~1 1 is of sufficient quality for increasing the time index n. Thus, j • is 
dynamically determined during the integration process, and, in general, j* will depend on i •. For 
the extrapolation matrix E: we may choose E: = E (LSV predictor) or E: = Vu - 1 (EXP 
predictor, see Section 2.2.1 ). 
3.2. Dynamic determinalion of j* and m on a given number of processors 
If j* and mare dynamically determined during the integration process, then these quantities will 
become functions of i •. The functions j*(t.) and m(t.) depend on the number of processors 
available. In this subsection we will describe the strategy by which these functions will be 
determined. For clarity reasons, this description will be given for the "regular" part of the 
integration interval and needs slight adaptation at the start and at the end of the interval, since then 
fewer points (in time) are involved. 
For simplicity, iterates will be indicated by y~i>, in spite of the fact that the iteration index} has 
different actual values at different time points, that is, the notation ignores that j depends on n. 
Suppose that we have at our disposal a network of P processor. units where each unit contains 
s processors (see the discussion of the computational scheme (2.6)). Then, instead of iterating on all 
N iterates Y:/1• n = 1 , .... N. simultaneously, we shall iterate on the last P iterates r :n, 
v = n - P .... , n - 1, that do not yet have the corrector accuracy. In fact, we only proceed to the 
next step point if y~i~ P has the corrector accuracy and if y~i~ 1 is a safe starting point for computing 
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Y~0 ,. Given a value of P, we need a criterion that signals when the time level can be increased. For 
that purpose, we control the correction 
tJ) l/ (eTE ® I)(Y~J_- t' , - y~J~ 1II 1 (3.3) 
'1. - i = ll (eTE @ l)Y~- t', 11 1 . 
Thus, first, we require that at 1. _ P the corrector is approximately solved by the iterate Y~1~ Pleading 
to the condition 
(3.4a) 
As soon as this condition is fulfilled, we set m(t. - p) = j . Next, we require that the step point value at 
1. _ 1 is sufficiently accurate to serve as the basis for a prediction at the next time level, resulting in 
(3.4b) 
for v = n - I. Since we observed that the corrections .d~.11 are not always a monotonically 
increasing function of v, we imposed- as an extra safety factor- the condition that the iterates y~n. 
v = n - P + I , ... , n - I should also satisfy (3.4b). Together, these conditions determine the value 
of j*(l. _ 1). Notice that the dynamic PIRKAS GS method will perform like the PIRK method if 
TOL 0,.d -+ 0. 
Since the computational costs of the predictor formulas (3 .1 ) can be ignored, the sequential costs 
N,.. of the dynamic PIRKAS GS method satisfy 
N- 1 
N, •• ,;;; max m(I.) + L J*(t.) . 
l ~ n ~ N n = I 
Thus, the sequential costs are completely determined by the m(t.) and j*(t.) values. Usually, 
N will be large with respect to max. m(I.), so that I..J*(I.) is the essential quantity determining the 
sequential costs. 
3.3. Convergence of the dynamic PIRKAS GS method 
In the dynamic PIRKAS GS method, the correction formula (2.4) should be adapted according 
to 
y~il = (£ ® /) y~·~·,- l . jll + h(B ® l)F(Y~j - I)) , 
}= l , ... ,m(t.) ; n= 1,2 , . .. , N, (3.5) 
q(n. j) := j + j*(t.) - I. 
where y~il = y~m 11• 11 for j > m(I.) . Notice that by setting j*(t.) = I and m(t.) = m for all n, we retain 
the recursion (2.4). The iteration error analysis of(3.5) requires the redefinition of the iteration error 
vectors i;(j) . We shall illustrate this for the case where the function j*(n) is constant for all n. So, 
suppose that the application of the dynamic PIRKAS GS method has led to J*(t.) = j*, j* being 
a constant integer greater than I. Then, in the (n, j) plane, the set of iterates corresponding to the 
points 
( l.i + (n - l)j* + I). (2, i + (n - 2)}* + I) , . . . , (n - 2, i + 2j* + l),(n - 1, i + j* +I), (n, i +I) 
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j = 8 4 6 
j = 7 3 
j = 6 4 6 
j = 5 
j = 4 4 
j = 3 
j = 1 
j = I 
n - 4 n - 3 n - 2 n - I n 
Fig. 2. Iteration index i in the case j* = 2. 
can be computed from the set of iterates corresponding to the points 
(I , i + (n - l)j*),(2, i + (n - 2)j*), .. . ,(n - 2, i + 2j*), (n - 1, i + j*),(n, i). 
Here, i is a new iteration index assuming values i = 1, 2, .... In Fig. 2, these sets of points are 
indicated by their index i for the case j* = 2. 
Let the iteration errors corresponding to the sets of iterates be denoted by 111' 1 and IJli + 11, 
respectively. Then, it is easily verified that 111' 1 satisfies (2.9) with j and N replaced by i and n. Hence, 
with a few obvious changes, all results of Section 2 apply to (3.5), so that the convergence behaviour 
of the iteration errors i;lil can be derived from that of the iteration errors 111' 1. We shall refrain from 
a more detailed analysis, because, as already observed in Section 3.2, the sequential costs are 
essentially determined by L j*(l.), rather than by the number of iterations m(t.) . 
3.4. Stepsize control 
In order to compare the PIRKAS GS method with results reported in the literature, we provide 
the method with a simple stepsize control strategy (without step rejection). A future paper will be 
devoted to more sophisticated stepsize control mechanisms. 
An initial guess for the integration step h.:= i. - i. - 1 can be computed by means of the 
standard formula (see, e.g .. [9]) 
IF n = I THEN h, = ll;~~ll i ELSE h.= h. _, min{2,maxu.0.9 G~~ )"1'+ 11 }}, (3.6a) 
where 
(3.6b) 
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is used as an estimate for the local truncation error Tn - 1. Since the predictor result is of order s, this 
estimate is of orders, as well. In order to achieve a smooth variation of the stepsizes as a function of 
n, we compute a second approximation to the new integration step by applying the averaging 
formula 
IF n = 2 THEN h2 = ! (h, + h2) ELSE IF n ;?: 3 THEN hn = 1(hn - i + hn - • + hnl· (3.6c) 
Finally, the step hn is rounded to hn such that the remaining integration interval is an integer 
multiple of hn. 
Notice that this stepsize strategy is rather conservative; this is due to the fact that the local 
truncation error is based on the difference between the prediction Y~0~ 1 (obtained by extrapolation 
from Y~j~ 12 ) and Y~1~ 1> the result after just one correction. This conservative error estimation is 
a direct consequence of the "across the steps" approach where the algorithm tries to proceed to the 
next step without waiting for convergence of the preceding iterate. Usually, conservative error 
estimates grossly overestimate the real local truncation error, resulting in rather small steps in 
relation to the value of TOL. As a result, this strategy tends to yield global errors that are several 
orders of magnitude smaller than the value of TOL. However, this is only a matter of scaling and of 
less practical importance. TOL still plays the role of a control parameter with the property that 
decreasing TOL yields a more accurate result. 
4. Numerical experiments 
The PI RKAS GS method { (3.1 ), (3 .5) } described above contains as input parameters the number 
P of iterates that are concurrently corrected, the tolerance parameters TOL,°" (for the correction at 
ln - Pl and TOLp,.d (for the corrections at the remaining P - I points), and the tolerance parameter 
TOL for the stepsize. With respect to the parameter TOL,0 ,, we remark that it has been 
given a small value to ascertain that the corrector was more or less solved. In most experiments, 
the value 10 - 10 is sufficiently small; in a few situations (i.e., when the corrector is able to 
produce a global error less than 10 - 10 , we change to TOL, 0 ,, = 10 - 12 in order not to be hampered 
by a too crude convergence tolerance). It may happen that the most left iterate of the 
block of iterates that are concurrently corrected, already satisfies the condition (3.4a) while (3 .4b) 
is not yet satisfied. In such a situation, we do not need the corresponding processor anymore. 
Thus, the number of processors that is actually needed may change during the integration 
process. However, for the performance of the method it is not relevant whether we continue 
iterating or not. 
In this section, we present a few examples illustrating the effect of the parameters P, TOLp,.d and 
TOL on the efficiency of the PIRKAS GS method. The calculations are performed using 15-digits 
arithmetic. The accuracy is given by the number of correct digits L'i, obtained by writing the 
maximum norm of the absolute error at the endpoint in the form 10 - a. We recall that the 
sequential computational complexity can be measured by N,.", the total number of sequential 
right-hand side evaluations performed in the integration process. Furthermore, we define the 
average number of iterations and the average number of sequential iterations per step by 
m* := N - 1In m(ln) and m:,q := N - I Nsoq· 
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4.1. Test problems 
Widely used problems for testing nonstiff solvers are the Euler problem JACB from [9, p. 236] 
)'1(0) = 0 , 
y 2 (0) = I, 
the Fehl berg problem (cf. [9, p. 174]) 
0 ,;;:; I ,;;:; 60 , 
y'1 =2ty 1log(max {y2,10 - 3 } ), y i(O)= I, 
y'.i= - 2ty2 log(max {yi. I0 - 3 }), y 2 (0) = e . 
and the Lagrange problem LAGR (cf. [9, p. 237]) 
yj= )'j + I O• } = 1, 2 , .. , 10, 
}' 11 = -)' 1 + Y2. 
0 ,;;:; I ,;;:; 5, 
Y}+ 10 = (} - l)J'j- 1 - (2) - l)yj + }Yj+ b j = 2, 3, ... , 9; 
Y'.io = 9y9 - I 9y ,o, 
y1{0) = 0 for j-# 8, y8 (0) = I . 
4.2. Convergence behaviour 
(4.1) 
(4.2) 
0 :;;:; t :;;:; 10, (4.3) 
Since the major aim of the PIRKAS GS approach is to reduce the number of sequential 
iterations needed to solve the corrector, we will first present some results to illustrate the 
convergence behaviour. For that purpose we use the Euler problem (4.1) and we will consider the 
influence on the convergence when the input parameters are varied. The parameter TOL, which 
controls the local truncation error, is the familiar tolerance parameter occurring in any ODE code 
by which the accuracy of the numerical solution is controlled (see Section 3.4). Results for several 
values of TOL will be given in Table 7. However, choosing suitable values for the tolerance 
parameter TOLp«d and the number of processor units P is less evident. For the 4-point BK 
corrector, their influence is shown in Table 6. From this table we conclude that the role 
ofTOLP"• is not very critical as long as P :;;:; 8. This behaviour can be explained by the fact that for 
small P, (3.4a) will usually be a more severe condition than (3.4b). Hence (3.4a) will force the 
algorithm to make several corrections to let the left point from the block that is concurrently 
iterated satisfy the corrector. As a consequence, the quality of all other points involved (in 
particular the right one which will be used to create a prediction) will be improved as well. Hence 
(3.4b) is then easily satisfied, even for smaller values of TOLp .. d· For large P-values however, 
an iterate corresponding to a particular time level has been part of many blocks and hence 
many corrections have been performed at this time point. Therefore, the test (3.4a) is easily passed. 
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Table 6 
; EXP. 4-poinl BK ; and ; EXP. 4-poinl Radau llA ! PC pair applied to the Euler problem (4.1) with TOL = 10 - 2 
: EXP. 4-point BK! PC pair (EX P. 4-point Radau llA } PC pair 
p TOL,,." LI N N,., m!<1 m• LI N N,~q m~q m• 
10 - • 7.4 152 1080 7.1 7.1 6.0 187 1326 7.1 7.1 
10 - 2 7.4 152 1080 7.1 7. 1 6.0 187 1326 7.1 7.1 
IO - I 7.4 152 551 3.6 6.2 6.0 187 672 3.6 6.1 
10 - 2 7.4 152 551 3.6 6.2 6.0 187 672 3.6 6.1 
4 10 - • 7.4 153 365 2.4 8.2 6.1 189 422 2.2 7.7 
IO - ' 7.4 153 365 2.4 8.2 6.1 189 422 2.2 7.7 
10 - I 7.5 155 302 1.9 13.5 6.1 190 340 1.8 12.5 
IO - 2 7.5 155 302 1.9 13.5 6.1 190 340 1.8 12.5 
16 10 - • 8.3 233 381 1.6 22.2 6.6 266 414 1.6 21.6 
10 - 2 8.0 179 327 1.8 21.2 6.4 207 356 1.7 20.9 
IO - ' 7.4 152 301 2.0 15.7 6.0 185 367 2.0 9.2 
10 - • 7.4 152 414 2.7 6.6 6.0 187 537 2.9 6.1 
32 IO - I 8.2 198 347 1.8 24.6 6.5 223 373 1.7 24.2 
IO - 2 8.0 180 329 1.8 21.4 6.3 203 354 1.7 21.8 
10 - J 7.4 152 301 2.0 15.7 6.0 185 367 2.0 9.2 
10 - • 7.4 152 414 2.7 6.6 6.0 187 537 2.9 6.1 
To guarantee that the "front" of the block is also of sufficient quality, we need a more stringent 
value for TOLp,.d· From the table it is clear that crude values for this parameter result in larger 
truncation errors and hence an increased number of time steps. In general, we conclude that 
increasing P leads to an enhanced performance. 
In order to see the effect of the corrector formula (2.1) on the averaged number of iterations m*, 
we also listed results for the {EXP, 4-point Radau IIA} PC pair. Evidently, the BK corrector 
produces higher accuracies and requires less sequential function calls. Furthermore, the averaged 
number of iterations per step point is comparable, except for the case where a larger number of 
processor units is combined with a smaller value ofTOLP"d (in the limit, the averaged number of 
iterations m* approaches that of the PIRK method corresponding to P = I). This difference can be 
explained by the particular step advance strategy used causing j*(t.) to change discontinuously. 
Confining our considerations to BK correctors, we will now test the influence of the number of 
stages sand the parameter TOL. Table 7 shows results for s = 2 and s = 4. In these tests we set 
P = 4 and TOLP"d = 10 - 1. This table gives rise to the conclusion that the number of sequential 
calls per step is quite modest (much lower than for the PIRK method), and moreover decreases 
when we move to the high accuracy range. This tendency was also observed for the other problems. 
4.3. Comparison with DOPRIB 
Next, we will make a comparison with the code DOPRJ8 (given in [9]); this code is based on the 
embedded RK method in [18] of order 8(7). DOPRI8 is nowadays considered as the state of the art 
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Table 7 
:EXP. s-poinl BK : PC pairs with P = 4 applied to the Euler 
problem (4. 1) with TOL,,.. = I0 - 1 
TOL d N N,tq m:eq m• 
!0 - l 2.4 121 370 3.1 10.8 
10 · ' 3.6 263 539 2.0 7.1 
!0 - ' 4.8 566 910 1.6 5.3 
10 · • 6.0 1234 1633 1.3 4.2 
4 4.4 58 234 4.0 13.6 
10 · I 5.9 95 290 3.1 10.7 
!0 - ' 7.4 153 365 2.4 8.2 
!0 - ' 9.6 245 462 1.9 6.3 
Table 8 
Values of N,., for DOPRI8 and speed-up factors for PIRKAS GS methods (with va rious numbers of processor units) 
for the Euler problem (4.1) 
Code Order p d = 4 d=5 d=6 d = 7 d = 8 d=9 d = 10 
DOPRl8 1083 . 1361 1864 2366 3038 3600 4526 
PIRKAS GS 4 5.0 5.3 6.3 6.9 7.8 8.3 9.4 
8 5.0 5.9 7.4 8.3 8.9 8.6 8.9 
16 4.8 5.7 7.3 8.3 8.4 8.8 ID.I 
PIRKAS GS 10 4 6.7 8.2 9.3 10.4 10.7 11.4 
6.3 8.5 10.2 11.9 12.9 14.9 
16 8.1 !0.0 11.8 12.5 14.2 
for integrating nonstiff problems on a sequential computer. For a wide range of TOL-values, 
we applied DOPRI8 to the three test problems. In Tables 8- 10 we present, for a number 
of integer .1.-values, the corresponding N,..-values, obtained by interpolation. For the same 
.1.-values, we calculate the values of N,.. needed by the PIRKAS GS method and we list 
the speed-up factors with respect to DOPRl8 (defined as the quotient of the respective values 
of N, •• ). 
From these tables we see that the speed~up factors increase if we enter the high-accuracy region 
(for the PIRKAS GS method of order 10 this is of course also caused by the higher order). 
Furthermore, with respect to the number P, we conclude that its optimal value seems to be in the 
range [8, 16]. Of course, the optimal value may differ with the problem solved and also depends on 
the parameter TOLp,.d· If TOLp«d is chosen too large for the problem at hand, then the optimal 
value of P should be sufficiently small in order to prevent that condition (3.4a) is satisfied prior to 
(3.4b). 
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Table 9 
Values of N,., for DOPRl8 and speed-up factors for PIRKAS GS methods (with various numbers of processor units) for 
the Fehlberg problem (4.2) 
Code Order p LI= 5 LI = 6 LI= 7 LI= 8 LI= 9 LI= 10 LI = II 
DOPRl8 658 824 1025 1291 1650 2033 2570 
PIRKAS GS 4 5.6 5.7 6.0 6.5 7.0 6.9 7.3 
8 6.0 6.5 7.3 8.1 9.0 8.7 9.0 
16 5.6 6.1 6.8 7.9 7.8 8.1 9.1 
PIRKAS GS 10 4 5.9 7.0 7.7 8.4 9.4 I0.4 11.8 
8 6.0 7.2 8.7 10.2 12.2 13.0 14.6 
16 5.5 6.8 8.1 9.2 I0.6 11.7 13.0 
Table 10 
Values of N, •• for DOPRl8 and speed-up factors for PIRKAS GS methods (with various numbers of 
processor units) for the Lagrange problem (4.3) 
Code Order p LI= 5 LI= 6 LI = 7 LI= 8 LI =9 LI= 10 
DOPRI8 8 668 841 1161 1498 1812 2319 
PIRKAS GS 4 3.3 3.7 4.7 5.2 5.2 5.4 
8 3.3 3.8 4.7 5.4 5.8 6.4 
16 4.5 4.9 5.2 4.9 5.0 
PIRKAS GS JO 4 5.8 6.7 7.4 8.6 
8 5.6 6.9 7.6 9.1 
16 6.7 7.3 8.6 
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Parallelism across the steps in iterated Runge-Kutta 
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For the parallel integration of stiff initial value problems (IVPs), three main approaches can 
be distinguished: approaches based on "parallelism across the problem" , on " parallelism across 
the method" and on "parallelism across the steps" . The first type of parallelism does not require 
special integration methods and can be exploited within any available IVP solver. The method-
parallel approach received some attention in the case of Runge- Kutta based methods. For 
these methods, the required number of processors is roughly half the order of the generating 
Runge- Kutta method and the speed-up with respect to a good sequential IVP solver is 
about a factor 2. The third type of parallelism (step-parallelism) can be achieved in any IVP 
solver based on predictor- corrector iteration. Most step-parallel methods proposed so far 
employ a large number of processors, but lack the property of robustness, due to a poor con-
vergence behaviour in the iteration process. Hence, the effective speed-up is rather poor. The 
step-parallel iteration process proposed in the present paper is less massively parallel, but 
turns out to be sufficiently robust to solve the four-stage Radau IIA corrector used in our 
experiments within a few effective iterations per step and to achieve speed-up factors up to 
10 with respect to the best sequential codes. 
Keywords: Numerical analysis, Runge- Kutta methods, parallelism. 
Subject classification: G. I. 7. 
1. Introduction 
Recently, various attempts have been made to solve stiff initial value problems 
(IVPs) 
y'(t) =f(y(t)) , y(t0 ) =y0 , y , /E lRd , (I.I) 
on parallel computers. Using the familiar terminology of parallelism "across the 
problem", "across the steps" and "across the method" , we mention the problem-
paral/el methods based on wave form relaxation (cf. the survey paper of Burrage 
• The research reported in this paper was partly supported by the Technology Foundation (STW) in 
the Netherlands. 
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[3]), the step-parallel methods of Bellen and coworkers [1,2] and Chartier [6], and 
the method-parallel solvers proposed in [10] based on parallel iteration of 
Runge- Kutta (RK) methods. To some extent, these three types of parallelism 
are orthogonal in the sense that they can often be combined. In this paper, we 
shall be concerned with step-parallelism. 
Our starting point is a stiff IVP method that is both highly accurate and highly 
stable. This method is used as a corrector that is solved to convergence using 
parallel iteration techniques. In the selection of a suitable corrector, we are auto-
matically led to the classical implicit Runge- Kutta methods such as the Radau 
IIA methods. These methods fulfil the requirements of accuracy and stability 
and belong to the best correctors for stiff problems. For the iteration method we 
choose the PDIRK (Parallel Diagonally Implicit RK) approach developed in [10] 
that solves the RK corrector by diagonally implicit iteration using s processors, s 
being the number of stages of the corrector. In [10], we advocated alternative 
correctors (called Lagrange correctors) which possessed stage orders+ 1, whereas 
s-stage Radau methods have only stage orders. Since the stage order is important 
for the accuracy in many stiff problems and because the number of processors 
equals s, the Lagrange correctors may have advantages ifthe number of processors 
is small. However, recent developments indicate that the number of processors is no 
longer an important issue. Therefore, we adopt the Radau IIA methods as the 
correctors to be used in this paper. Using a predictor based on extrapolation of 
preceding stage values and the four-stage Radau IIA corrector, we obtained for 
the PD IRK approach a speed-up factor of about 2 with respect to the best sequen-
tial codes for stiff problems, viz. the variable order LSODE code and the fifth-order 
RADAU5 code [9] . An interesting feature of the PDIRK-based code (called 
PSODE in [16]) is the highly efficient performance of high-order correctors in the 
low accuracy range. Hence, assuming that sufficiently many processors are avail-
able, we may equally well use a Radau corrector with more than four stages with-
out increasing the sequential costs, while the high order is effective both in the low 
and high accuracy range. 
A drawback of the PD IRK methods is that the number of iterations needed to 
achieve corrector accuracy is still high (about the order of the corrector). To reduce 
the number of iterations, we introduced preconditioning into the PD IRK methods 
by which the number of iterations reduces substantially (cf. [11]). In this paper, we 
apply step-parallelism to the PDIRK methods. The analysis given here partly 
parallels the derivations in [ 13] for nonstiff problems. 
2. Parallelism across the steps 
Following [13] , we write the RK method in the General Linear Method (GLM) 
form introduced by Butcher [4] (see also [5 , p. 340]): 
Y,,=(E <i9ld) Y,,_1 +h,,(A <i9ld) F(Y,, ), n = 1, . . . , N . (2.la) 
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Here, h" denotes the stepsize tn - tn- 1> the matrix A contains the RK parameters, 
and F( Yn) contains the derivative values ( f ( Yn,;)) , where Yn ,i• i = 1, 2, .. . ,s, 
denote the d-dimensional components of the stage vector Y". In this paper we 
will assume that (2.1 a) possesses s implicit stages and that the last stage corre-
sponds to the step point tn (e.g. Radau IIA type methods). The first s - l stage 
vector components Yn ,; represent numerical approximations at the intermediate 
points tn- l + c; hn , i = 1, 2, ... , s - I, where c = (c;) = Ae, e being the vector with 
unit entries. In (2 .1 a), the matrix Eis of the form 
0 0 
E ·- (2.l b) 
0 0 
the matrix Id is the d-by-d identity matrix, ® denotes the Kronecker product, and 
we define Y0 = e ® y 0 . In the following , the dimension of I and e may change, but 
will always be clear from the context. 
We approximate the solution Y" of (2, l) by successive iterates Y~ 1 l satisfying the 
iteration scheme 
Y~ ' l defined by a predictor formula , 
y~J ) - hn(D ® Id ) F( y~J ) ) = (E ® Id) y~~(~- l , J )) + hn ((A - D) ® Id) F( y~ J- l ) ) , 
j = 2, ... ,m(tn), (2.2) 
where n = I, 2, . .. , N and YJ1) = e ® Yo for all j . The predictor formula and 
the integer-valued function q(n , j ) will be discussed below. The number of itera-
tions m(tn ) performed at t" is defined by the condition that for j = m(tn) the iterates 
y~J ) numerically satisfy the corrector equation (2.1) (evidently, if the iterates y~J ) 
satisfying (2.2) converge to fixed vectors Vn as} --> oo, then Vn = Yn) . The matrix D 
will be assumed to be diagonal with s positive diagonal entries. In the case of the 
s-stage Radau IIA correctors (s = 2, 3, 4), suitable matrices D = D, have been 
derived in [10). For future reference, these matrices are here reproduced: 
D = _.!._ ( 20 - 5\1'6 
2 30 0 12 +
0
3v'6) ' 
4365 
0 0 
13624 
D3= 0 
1032 
0 (2.3) 
7373 
0 0 
1887 
5077 
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3055 0 0 0 
9532 
0 
531 0 0 
D4 = 5956 1471 
0 0 8094 0 
0 0 0 
1848 
7919 
Irrespective of the definition of the function q(n, j ) , the correction formula (2.2) 
possesses parallelism across the method, because the diagonal structure of the 
matrix D enables us to compute the components of Y~j) in parallel. In addition, 
a suitable definition of the function q(n, j ) may determine an ordering by which 
the iterates y~J ) are computed that facilitates parallelism across the steps. We 
shall discuss various options. 
2.1. Order of computation of the iterates 
The conventional PC approach is defined by 
q(n, j ) = m(tn ), 
for all n and j. By this definition, the only possibility is to compute first the iterates 
Y,Ul ,j = I, 2, . . . , m ( t 1 ) , next the iterates YJ1l,J = I, 2, . .. , m (t2) , etc. This ordering 
generates the PDIRK method of [12] and [JO]. Thus, representing the iterates by 
points in the (n , j )-plane, the PD IRK method computes the iterates column-wise. 
Obviously, this method does not allow for parallelism across the steps. If the pre-
dictor formula defining Y~ ' l requires the same sequential costs as the correction 
formula in (2.2), then the sequential computational complexity of the PDIRK 
method is given by Nseq = I:n m(tn), N,cq denoting the number of implicit systems 
to be solved. 
A second option defines 
q(n, j ) =j - 1, j > I. (2.4) 
In this case, there are various possibilities in the ordering by which the iterates can 
be computed, leading to the same set of iterates. For example, it can again be done 
column-wise, but also row-wise. In the latter case, the iteration scheme {(2.2), (2.4)} 
may be considered as Jacobi-type iteration possessing a large degree of parallelism 
across the steps, because for fixed j , all iterates y~n , n = I, 2, ... , N , can be com-
puted concurrently. Therefore, it will be called the PDIRKAS J method (PDIRK 
Across the Steps using Jacobi iteration). The sequential computational complexity 
of the PDIRKAS J method is reduced to the sequential costs of computing all 
initial iterates y~ll and the sequential costs of solving maxn{m(tn)} - I implicit sys-
tems. In actual application, one wants to limit the sequential costs of the predictor 
formula . In the extreme case, one sets Y~' l = e 181 y 0 for all n, so that Nseq = 
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maxn{m(tn)} - I. The PDIRKAS J method using this strategy has similarities with 
the step-parallel methods studied by Bellen and co-workers [1,2] . However, such a 
PDIRKAS J method is expected to exhibit poor convergence due to the inaccuracy 
of Y~ 1 > as n increases and can only be applied on small subintervals (windows). A 
more robust approach computes Y~ 1 ) by a predictor formula of at least order one 
that is sufficiently stable (see section 2.2). Assuming that this predictor formula 
requires the same sequential costs as the correction formula in (2.2), the total 
sequential computational costs are given by Nseq = N - 1 + maxn{m(tn)}. Initi-
ally, the number of processors needed in this strategy is sN. However, in an 
actual implementation, iteration at a particular point ln will be stopped as soon 
as the corrector solution is obtained within some given tolerance (see section 4), 
so that the number of processors needed will gradually decrease. 
Convergence will often be improved substantially by defining 
q(n , j)=j. (2.5) 
Again, many algebraic equivalent orderings are possible (i.e., orderings that 
generate the same set of iterates). But now, neither the column-wise, nor the 
row-wise ordering does allow for step-parallelism. The only ordering by which a 
certain amount of step-parallelism is achieved, computes the iterates along the 
diagonals n + j = constant, that is, all iterates Y~ j) with n + j constant are com-
puted concurrently. If we again restrict our considerations to predictor formulas 
that are equally expensive as the correction formula and if we assume that the itera-
tion process at the end point of the integration interval is stopped only if iteration at 
all preceding step points has converged, then the total sequential computational 
costs are now given by Nseq = N- l +m(tN), where again the number of proces-
sors is at most sN (but usually less than sN as we saw in our previous discussion 
of the Jacobi iteration strategy). The iteration scheme defined by (2.5) may be con-
sidered as Gauss- Seidel-type iteration and the corresponding integration method 
will therefore be called the PDIRKAS GS method. We remark that the PDIRKAS 
GS method { (2.2), (2. 5)} is the stiff version of the PIRKAS GS method developed 
in [13] . 
In the remainder of this paper, we analyse the PDIRKAS J and PDIRKAS GS 
methods. 
2.2. The predictor formula 
There are several possibilities in defining a predictor formula for the PDIRKAS 
method. An implementationally convenient choice defines Y~ 1 ) by applying a 
backward differentiation formula (BDF) to the preceding iterate Y~~' to obtain 
the implicit stage vector predictor formula 
y <1l -h (D' '°' / )F(Y<1l ) = (E' '°' /) y(l l n n '<Y d n '<Y d n- 1 ' (2.6) 
where D' is assumed to be diagonal. If we choose D' = D, then we can achieve 
predictor order q = s - 1, while the predictor formula and the correction formula 
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share the same LU decomposition. If both D' and E' are defined by order condi-
tions, then we have order q = s. However, we need an additional set of s processors 
in order to compute the LU-decompositions for the predictor formula concurrently 
with those for the correction formula . 
An alternative to (2 .6) defines Y~ 1 ) by applying a BDF to preceding step values 
(E@ Id) Y~~1 , (E@ Id) Y~~2 , ... . For example, we may define the step point pre-
dictor formula 
Y~ 1 ) - hn(D' @ Id) F( Y~ 1 )) = (E1 @Id) Y~~1 + (E2@ Id) Y~~2, (2.7) 
where D' is again diagonal, and where the first s - 1 columns of £ 1 and £ 2 vanish. 
Locally, this formula is at most third-order accurate. If D' = D, then only second-
order local accuracy can be achieved. 
3. Stability and convergence 
The stability region and the convergence region of the PDIRKAS methods 
will be discussed for the familiar basic test equation y'(t) = .\y(t), where ,\ is 
assumed to run through the spectrum of 8f/8y. With respect to this test 
equation, the stability properties of the PDIRKAS method are determined by 
the stability of the predictor- corrector pair and the convergence properties of 
the iteration process. Unlike the situation in conventional PC methods, step-
parallel methods as considered here, require the predictor to be stable for inte-
gration over the whole interval (row-wise ordering of the iterates). Assuming 
that the underlying corrector is unconditionally stable (with respect to the basic 
test equation), the stability region of the PDIRKAS method is the intersection of 
the region of convergence of the correction formula and the stability region of 
the predictor formula . At first sight, the stage value predictor formula (2.6) is 
more attractive, because of its higher order (we recall that the predictor order q 
equals s or s - I), whereas the step point predictor formula (2.7) is at most 
second-order accurate. However, (2.6) is less stable than (2.7). To see this, we 
consider the case where all coefficients are determined by order conditions. Further-
more, let the stepsizes be constant, i.e. hn = h. Then, each of the s components 
of Y~ 1 l defined by (2.6) may be considered as the result of applying ans-step BDF 
with the s + 1 abscissas {tn-I + c;h, i = 1, ... ,s; tn-I + h + ck h} where k =I , ... ,s. 
In the case (2.7), each component of Y~ 1 ) is defined by a two-step BDF with 
abscissas { tn_2, tn_2 + h, tn_2 + h + ckh} where k = 1, ... , s. BDFs with non-
uniformly distributed abscissas have been investigated in [8] and were shown to 
lead to poor stability regions if the spacing of the abscissas is increasing. Since in 
general the spacing of the last two abscissas in formula (2.6) is relatively large 
fork > 1, we cannot expect that (2.6) is sufficiently stable, whereas (2. 7) is expected 
to be L-stable, because its stepsizes are nonincreasing. We also considered the case 
of (2.6) with D ' = D and we did prove the existence of a family of first-order 
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predictors which are L(o)-stable for the two-, three- and four-stage Radau IIA 
correctors using the matrices D as given in (2 .3). For example, for the four-stage 
Radau IIA corrector we computed the angle o and found o ~ 70°. Because the 
stability of the predictor formula is crucial in step-parallel methods, we decided 
to use the second-order, L-stable step point predictor formula (2. 7) with D ·, £ 1 
and £ 2 defined by order conditions. 
3.1. Region of convergence of the correction formula 
In this section, we shall derive the region of convergence for the recursion 
(2.2) when applied to the test equation. Let us define the stage vector iteration 
errors 
£~il := y~il - Yn . 
Subtracting (2.1) and (2.2), we find the linear recursion 
£ U) = K £ (q(n- l ,J)l + z £ (}- 1) 
n n n- l n n ' 
Kn := (! - znDf 1 E , 
Zn := ZnD(J - ZnD f 1(D- 1A - I) , 
(3.1) 
(3.2) 
where n = 1, ... , N . We shall study the convergence of the iteration error 
vectors 
(3.3a) 
In particular, we are interested in the rate of convergence of the error vectors as 
function of n. The recursion (3 .2) can be represented in the form 
(3.3b) 
where in the case of the PDIRKAS J and PDIRKAS GS methods the n-by-n block 
iteration matrix Q(z) is respectively given by 
Z1 0 0 0 
K2 Z2 0 0 
Q1(z) := 0 K3 Z3 0 
0 0 K4 Z4 
42 
0 
0 
0 
Chapter 3 
(3.4) 
If all matrices Z; in (3.4) are nondefective, then the spectrum of the matrix Q(z) 
consists of the eigenvalues of the n matrices Z ;. This observation leads us to the 
condition of convergence 
p(z;D(I - z;Dt'(D- 1A - /)) < 1, i = 1, ... , n, 
where p( ·) denotes the spectral radius function. This condition is identical to that 
of the PDIRK method. Constant stepsize plots of the convergence region C := 
{z :p(zD(I - zDt'(D- 'A - I ))< l} for the Radau IIA correctors of orders 
p = 3, 5 and 7 reveal that the whole left halfplane is contained in C. Hence, the 
Radau IIA based PDIRKAS J and PDIRKAS GS methods may be considered 
as "A-convergent". Thus, we may conclude that using these Radau IIA correctors 
leads to PDIRKAS methods whose stability region is completely determined by the 
stability region of the predictor. 
3.2. Rate of convergence 
Although the regions of convergence of the PDIRKAS and PD IRK methods are 
identical, the rate of convergence of the PDIRKAS method may be much worse 
because of ill-conditioning (or even defectiveness) of the eigensystem of the 
iteration matrix Q(z). For example, if we integrate with fixed stepsizes, then Q(z) 
possesses s eigenvalues of geometric multiplicity n leading to rather poor conver-
gence as n increases. The condition of the eigensystem may improve if all stepsizes 
are distinct, but convergence can still be slow. 
In order to get insight into the convergence properties as a function of} and n, we 
need an estimate for the rate of convergence of the iteration process. In this paper, 
we shall adopt a definition as given in [17, p. 88], where the averaged rate of conver-
gence of the recursion (3.3) is given by 
R(n , J, z) := - log ( J 11Q(z)j11). (3.5) 
Let the iteration error associated with Y/jl, i = 1, ... , n, be of magnitude 10- t.Ul 
(that is, the iterates Y/jl and the corrector solutions Y; , i ~ n, differ by f),,(j) 
decimal digits). Then, taking logarithms to base 10, the number of iterations j 
needed to achieve this is at most 
. l),,(j )- 1),,(1 ) } ~ 1 + . . R(n, J - l , z ) (3.6) 
We shall separately discuss the rate of convergence at the origin (nonstiff rate of 
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convergence), at infinity (stiff rate of convergence), and the rate of convergence at 
intermediate points in the whole left halfplane. At the origin, the matrices Q1 and 
Q0 s can be approximated by 
K· -
M·-.
0 
E 
0 
0 
0 
0 
E 
0 
A-D 
H 
H 
H 
Q, (z) = K + diag (z)L + O(z 2), 
0 
0 
0 
E 
L·-
A-D 0 
DE 
0 
0 
A-D 
DE 
0 
Qos (z) = M diag (z) + O(z2), 
0 0 0 
A - D 0 0 
H A - D 0 
H H A-D 
0 
0 
A-D 
DE 
0 
0 
0 
A-D 
H := E(A -D), 
and at infinity, we obtain 
Q,(z) = Qos(z) 
I -D- 1A 0 0 0 
0 I - D- 1A 0 0 
(3.7a) 
(3.7b) 
0 0 I - D- 1A 0 + O(z-1) . (3.8) 
0 0 0 I -D- 1A 
In the following subsections, the maximum norm is used in the definition of 
R(n, }, z), and in the tables of computed convergence rates, the underlying 
corrector is the four-stage Radau IIA method iterated by means of the matrix 
D = D4 as defined in (2.3) . 
3 .2.1. Convergence of nonstiff error components 
From (3 . 7a) it follows that 
[Q,(z)V = [K + diag (z)L + O(z 2W = K1 + O(z) . 
Since 11 K 1 11 00 equals l for j < n and vanishes as j ~ n, we have that 
R1 (n, }, z) = O(z) for j < n, 
R1(n ,j,z) = o(y 1 log II z 111) for j ~ n, 
(3.9) 
(3.IOa) 
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whereas (3.7b) immediately reveals that 
Ras(n , j , z) = 0( I log II z 111) for all j . (3.lOb) 
These formulas indicate that with respect to the nonstiff error components the 
convergence of Jacobi iteration is unacceptably slow. Therefore, in the remainder 
of this paper, we confine our discussions to the PDIRKAS GS method. 
Let us consider convergence in more detail for fixed stepsizes, i.e. z; = z for all i. 
From (3.7b) it follows that 
R0 s(n , j ,z) = - log I z I - log (\/II Mjll 00 + O(z)). (3.11) 
The following theorem provides explicit formulas for the asymptotic behaviour 
of the nonstiff rate of convergence for large values of j and n, respectively. 
Theorem 3.2 
For fixed values of n, the nonstiff rate of convergence of the PDIRKAS GS method 
satisfies the asymptotic relation 
Ras(n , j, z) = - log (p(A - D) I z I) - au- I log (j )) as j ---> 00 and z---> 0. 
(3.12) 
If the matrices A and D satisfy the conditions a,, < d, < 1 and a,k > 0 
(k = 1, ... , s) , then for fixed} 
. [ ) 
1 
1 - 2a,, + d, ( _1)] R0 s(n, J ,z)=-log(nlzl)-log (1-d, j!(l - d,) +On 
as n ---> oo and z ---> 0. (3 .13) 
Proof 
The formula (3.12) immediately follows from the asymptotic formula for the norm 
of powers of matrices (see e.g. [17]) . Assertion (3.13) can be proved along the lines 
of a similar theorem given in [13]. According to this proof, it is first shown that 
11Mj ll oo =llM6ll oo +O(n j- I) asn---> oo, (3 .14) 
where 
0 0 0 0 
H 0 0 0 
Mo := H H 0 0 H := E(A - D) . 
H H H 0 
Next, it is shown that 
II M/i 11"" = ~nj II H j 11'.X) + O(n j- I) as n ---> oo. 
J . 
(3.15) 
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By observing that H satisfies the recursion H j = (I - d,) j - I H, and using the 
assumptions ask > 0, a_.5 < ds < I, we find 
If H jfloc =(I - d5 )j- l(I - 2a55 + d5 ). 
On substitution into (3 .15) and into (3.14) formula (3.13) is immediate. 
(3.16) 
D 
If we consider the error over the whole integration interval, i.e. n = N , then this 
theorem shows that the nonstiff rate of convergence Ras rapidly converges to a con-
stant value as N increases and} is kept fixed. In this connection, we remark that the 
nonstiff rate of convergence of the PD IRK method is given by 
RPD1RK(J,z) =-log ( \(llZJll) = -logfzf-log (\/if (A-D)jlloo + O(z)), 
(3.17) 
showing that the nonstiff rate of convergence RPDIRK behaves as O(log (N)) as N 
increases. 
3.2.2. Convergence of stiff error components 
If z --+ oo, then (3 .8) immediately yields the following theorem: 
Theorem 3.3 
If z --+ oo and if n is finite, then for any corrector (2.1 ), the rate of convergence of 
the PDIRKAS GS method is given by 
Ras(n , j ,oo)=- !logfl(I-D- 1A) jfl00 • (3 .18) D 
J 
We remark that the stiff rate of convergence of the PDIRKAS GS method is 
identical to that of the PDIRK method and does not depend on n. Table I lists 
the values for a few values of}. 
3.2.3. Convergence at intermediate values of z 
The preceding subsections indicate that the stiff and nonstiff rates of convergence 
of the PDIRKAS GS method are quite satisfactory, even for larger values of n. 
However, as soon as we move away from the origin or from infinity, then the 
rate of convergence deteriorates . Tables 2a and 2b respectively list values of 
Min {Ros(n,j,z):z::::;O} and Min {R0 s(n, j ,z): Re(z)::::;O} for the four-stage 
Radau IIA corrector for a few values of n. In the latter case, the minimal rate of 
Table I 
Stiff RGs(n , j, oo) values for the four-stage Radau IIA corrector. 
J=I j =2 J=4 } =8 j = 16 j = 32 j = 00 
-0.67 - 0.52 0.15 0.82 1.22 1.40 1.60 
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Table 2a 
Values of Min {RGs(n, j ,z):z.::; O} andj6 for the four-stage Radau IIA corrector. 
j n = l n = 2 n = 4 n=8 
- 0.67 - 0.67 - 0.67 - 0.67 
2 - 0.52 - 0.52 - 0.52 - 0.54 
4 - 0.01 - 0.25 - 0.36 - 0.43 
8 0.33 0.09 - 0.16 - 0.33 
16 0.52 0.35 0.12 - 0.12 
32 0.60 0.51 0.35 0.14 
j6(n) 19 23 31 42 
S (n) 1.6 2.2 3.1 
Table 2b 
Values of Min {RGs(n, j, z): Re (z) .::; O} andj6 for the four-stage Radau IIA corrector. 
n = l n = 2 n=4 n=8 
I - 0.67 - 0.81 - 0.94 - 1.05 
2 - 0.52 - 0.60 - 0.75 - 0.90 
4 - 0.14 - 0.38 - 0.57 - 0.75 
8 0.09 - 0.12 - 0.35 - 0.45 
16 0.18 0.02 - 0.13 - 0.29 
32 0.23 0.15 0.03 - 0.11 
64 0.25 0.21 0.14 0.02 
j6(n) 42 52 69 102 
S (n) 1.6 2.3 3.1 
convergence was always found on the imaginary axis. Tables 2 show that for larger 
values of n, the rate of convergence only becomes positive if the number of 
iterations is relatively large, particularly in the case of table 2b. The effect on the 
corresponding iteration error components is disastrous (even for relatively low 
values of n), because these components start to grow exponentially and will only 
be damped if j is relatively large. In order to illustrate this, tables 2a and 2b also 
list the values of j = j 6 (n) given by (3 .6) with .6. - .6.1 = 10 and z = ze. The 
rather large values of j 6 (n) as n increases indicate that the iterates may easily 
become so bad that we have overflow before the iteration process starts to 
converge. Therefore, some strategy should be employed that controls when it is 
safe to advance to the next step point (see section 4.3). Finally, we remark that 
by means of the values of }6 we can compute an estimate of the speed-up factor 
of PDIRKAS GS with respect to PDIRK. Setting n = N, the number of sequential 
iterations of these methods are respectively given by N + j 6 (N ) - 1 and Nj6 (1 ), 
resulting in the speed-up factor S(N ) = Nj6 (1)[N + j 6 (N ) - Jt 1 (notice that 
the speed-up factors along the negative and imaginary axis are roughly equal) . 
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4. Numerical experiments 
The PDIRKAS GS method {(2.2), (2.5)} described above was applied using the 
four-stage Radau IIA corrector equation and the predictor formula (2.7). Since the 
number m (tn) of outer iterations needed to solve the corrector equation will 
strongly depend on n, we applied a dynamic iteration strategy with stopping 
criterium ( cf. [ 13]) 
. ll(eTE @/ )( Y(J-l l _yUl)ll b. ( 1) = s n n I ~ TO L 
n ll(eJE @ /)Y~J-1 ) 111 "' cow 
In all our experiments, we set TOLcorr = 10- 12 • The number of necessary processors 
is determined by the number of step points at which this stopping criterion is not yet 
satisfied. The maximal number of processors needed during the integration equals 
sKm.., where Kmax denotes the maximal number of step points where the stopping 
criterion is not yet satisfied. For the inner iteration process for solving the 
correction formula in (2.2) we used a modified Newton method which was solved 
to convergence. 
In addition to the PDIRKAS GS method, we shall also apply the PDIRK 
method that may be considered as the PDIRKAS GS method in one-processor 
mode. In this paper, we want to compare characteristic properties of the methods 
like the rate of convergence and sequential costs, rather than strategy aspects such 
as stepsize and error control. Therefore, we restrict the experiments to problems 
that can be integrated with fixed stepsizes h = N - 1 T . In a sequel to this paper, 
we will develop a stepsize and error control strategy [ 18). 
The calculations were performed using 15-digits arithmetic. The accuracy is 
given by the number of correct digits b., obtained by writing the maximum norm 
of the absolute error at the endpoint in the form 10- t.. 
4.1. Test problems 
Our first problem is the well known stability test problem of Prothero and 
Robinson 
d; = - e- 1 (y - g(t )) + g'(t) , y(O) = g(O), 0 ~ t ~ T , (4.Ja) 
where the exact solution equals g(t) and e is a small parameter. Prothero and 
Robinson used this problem to show the order reduction of RK methods when e 
is small . In our experiments we set 
g(t ) = cos(t) , e = 10- 3 . ( 4.1 b) 
The second test problem is the "nonlinearization" of problem ( 4.1 ): 
dy I 3 3 1 dt = -e- (y - g(t) ) + g (t), y(O) = g(O), O ~ t ~ T , (4.2a) 
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with exact solution y(1) = g(1) for all values of the parameter€. As in the preceding 
problem, we set 
g(I) =cos (1), € = 10- 3 . 
The third test problem is that of Kaps [14): 
dyi ( -i) -i( )2 dt = - 2 + € Yi + € Y2 , 
dy2 dt =Yi - Y2(1 + Y2), 
Yi (0) = Y2(0) = 1, 0 ~ t ~ T , 
(4.2b) 
(4.3) 
with the smooth exact solution Yi =exp (-21) and y 2 =exp (-1) for all values of 
the parameter €. This problem belongs to the class of problems for which stiffly 
accurate RK methods do not suffer order reduction whatever small€ is (cf. [9]). 
The test set of Enright et al. [7] contains the following system of OD Es describing 
a chemical reaction: 
(
0.013 + IOOOy3 0 dy 
- = - 0 2500y3 di 
0.013 0 
0 ) 0 y , 
lOOOyi + 2500y2 
( 4.4a) 
with y(O) = (1, 1, 0) T. Since we want to use fixed step sizes in our experiments, we 
avoided the initial phase by choosing the starting point at t0 = 1. The correspond-
ing initial and end point values at I = T = 51 are given by 
( 
0.990731920827 ) 
y( l) :::::: 1.009264413846 , 
-0.366532612659 x 10- 5 ( 
0.591045966680 ) 
y( 51) :::::: l.408952165382 . 
-0.186793736719 X 10-5 
( 4.4b) 
The final test example is taken from Lambert [15, p. 228): 
( 
42.2 50. l -42.1 ) 
;; = -66.1 -58.0 58.l y , 
26.l 42. l -34.0 
(4.5a) 
with y(O) = ( l , 0, 2) T. As soon as the fast transient e- 501 has died out, the exact 
solution is sinusoidal with a slowly increasing amplitude: 
( 
e'1io sin (81) + e- 501 ) 
y(I)= e1f i0cos(8t)-e- 501 . 
e1110 (sin (8t) +cos (8t)) + e- 501 
(4.5b) 
The eigenvalues of this system are given by -50 and l / l 0 ± 8i, hence we are faced 
with a stiff problem, the nonstiff solution components of which are nondissipative. 
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As pointed out in Lambert's discussion of the system (4.5), such problems are a 
difficult test for L-stable methods like our Radau IIA based PDIRKAS GS 
method. As in the preceding example, the initial phase is avoided by starting the 
integration at t0 > 0. In fact, we integrated the interval (0.5, 1.5). 
4.2. Comparison of the PDIRKAS GS and the PD IRK method 
In our first tests, we compare results obtained by the PDIRKAS GS and the 
PDIRK method. We apply the PDIRKAS GS in unlimited-number-of-processors 
mode and in one-processor mode (by which we generate the PD IRK method). The 
sequential computational complexity is measured by the total number Nseq = 
N - I + m(tN) of sequential implicit systems to be solved during the integration 
process. Furthermore, we define the average number of iterations per step and 
the average number of sequential iterations per step by m· := N - 1r,n m(tn) and 
Table 3 
Results for the linear Prothero- Robinson problem (4.1) with T = I. 
N t,. Kmax m Nseq m:Cq S (N) 
1 6.3 1 10.0 10 10.0 1.0 
2 7.4 2 10.5 13 6.5 1.5 
4 8.6 4 12.8 19 4.8 2.2 
8 9.8 8 17.3 32 4.0 2.8 
16 11.0 13 26.9 59 3.7 3.1 
Table 4 
Results for the nonlinear Prothero- Robinson problem (4.2) with T = I. 
N t,. Kmax m Nseq m~ S(N) 
1 6.3 10.0 10 10.0 1.0 
2 7.3 2 9.5 12 6.0 1.6 
4 8.5 4 11.3 18 4.5 2.1 
8 9.7 7 15.4 28 3.5 2.9 
16 11.0 13 22 .7 53 3.3 3.2 
Table 5a 
Results for the Kaps problem (4.3) with t = 10- 3 and T = I. 
N t,. Kmu m Nseq m:Cq S(N) 
1 5.0 1 12.0 12 12.0 1.0 
2 6.4 2 13.0 15 7.5 1.7 
4 7.8 4 15.3 22 5.5 2.3 
8 9.1 8 20.9 36 4.5 2.8 
16 10.3 14 31.4 64 4.0 3.4 
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Table 5b 
Results for the Kaps problem (4.3) with l = 10-s and T = I. 
N b. Kmax m Nseq m:Cq S(N) 
6.6 12.0 12 12.0 1.0 
2 8.7 2 10.5 13 6.5 1.6 
4 10.8 4 9.3 14 3.5 2.6 
Table 6 
Results for the chemical reaction problem (4.4) . 
N b. Kmax m Nseq m:..i S(N) 
I 7.9 I 9.0 9 9.0 1.0 
2 9.8 2 7.5 10 5.0 1.5 
4 11.8 4 7.0 II 2.8 2.5 
Table 7 
Results for the nondissipative problem (4.5) with T = 1.5. 
N b. Kmax m N""' m:..i S(N) 
10 5.9 10 18.5 33 3.3 4.7 
20 8.1 14 20.7 53 2.6 4.6 
40 10.2 21 25. l 85 2.1 4.6 
80 12.3 33 30.4 138 1.7 4.8 
m;cq := N -' Nseq • respectively. For the PDIRK method, we obviously have 
Nseq ="En m(tn) and m· = m:Cq = N - 1 Nseq· The ratio of the values of m:Cq for the 
PDIRKAS GS and PD IRK methods determines the speed-up factor S(N ). 
Tables 3 to 7 present multi-processor results for the PDIRKAS GS method and 
the speed-up factors S(N ). From these results, we conclude that the PDIRKAS GS 
method becomes more efficient as the number of step points N increases and that 
the speed-up factors S(N) are in good agreement with the theoretical speed-up 
factors listed in tables 2a and 2b. 
In order to see the effect of larger intervals of integration, we repeated the experi-
ments for the linear Prothero- Robinson problem ( 4.1) and the Kaps problem (4.3), 
but now on the interval [O, 1 O] . The results in tables 8 and 9 reveal that the speed-up 
factor is much larger than in tables 3 and 5 (for the same stepsize) with a maximal 
speed-up factor of about 5, but we also see that the convergence behaviour in the 
Prothero- Robinson problem and the mildly stiff Kaps problem now becomes 
worse as N becomes too large. This is due to the deterioration of the rate of con-
vergence as discussed in subsection 3.2.3. For the Kaps problem with E = 10- 8, 
table 9b shows that this deterioration does not occur and hence the limiting 
value m:Cq = 1 is almost obtained. 
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Table 8 
Results for the linear Prothero- Robinson problem ( 4.1) with T = 10. 
N Ll Kmax m N""l m:..i S(N ) 
10 6.9 9 17.2 31 3.1 3.6 
20 7.7 16 22.4 46 2.3 4.7 
40 8.7 29 32.6 77 1.9 5.7 
80 10.0 55 69.2 172 2.1 5.2 
160 divergence 
Table 9a 
Results for the Kaps problem (4.3) with f = 10- 3 and T = 10. 
N Ll Kmax m N""l m:..i S(N) 
10 9.5 10 22.0 39 3.9 4.1 
20 11.6 17 30.6 65 3.3 3.9 
40 13 .7 30 47.5 110 2.8 4.3 
80 15.8 57 92.6 245 3.1 3.8 
160 divergence 
Table 9b 
Results for the Kaps problem (4.3) with f = 10- s and T = 10. 
N Ll Kmax m N""'- m:..i S(N) 
10 9.5 10 20.3 36 3.6 4.5 
20 11.6 15 20.1 49 2.5 5.1 
40 13 .7 21 22.7 75 1.9 5.6 
80 16.0 28 24.3 117 1.5 5.9 
160 17.5 33 24.8 198 1.2 6.4 
4.3. Dynamic PDIRKAS GS method 
The preceding experiments indicate that the performance of the PDIRKAS GS 
method strongly depends on the problem to be solved. Therefore, we should apply 
a strategy that controls when it is safe to move to the next time point tn . One 
strategy is to take the local truncation error of the last component of the iterate 
Y~~ ~ as a measure for safety (in fact, such a strategy was used in [13] for nonstiff 
problems). However, in the present case of stiff problems, the BDF predictor 
formula (2. 7) often computes highly accurate first iterates Y~ 1 l for all n, so that 
control of its local truncation error will not be effective. The cause of a potential 
bad performance is a strong initial grow of the iteration error. Hence, an 
alternative strategy might be a check on the behaviour of the iteration error, 
e.g. by means of the residue of the corrector equation (2. la). If this residue 
does not grow anymore, then it should be safe to advance to the next step point. 
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Let us define the residual function 
R Ul ·= yU l - (E '°' I) y• - h (A '°' I) F( yU l ) 
n · n VY d n- 1 n VY d n ' (4.6) 
where Y;_, denotes the most recent iterate available at t._, (this iterate will depend 
on} too). One option is to require that for some iteration index i 
II T (i) II II T ( I ) II e, Rn-k oo < a e, Rn-k ""' i ;;:::,: 2, k ;;:::,: 1, a ~ I, (4.7) 
before advancing tot •. Here, a is some safety parameter and k determines the point 
where the iteration errors are checked. Since the first few iterations at tn- k may 
have an erratic behaviour, we should choose k greater than I. Setting}*(t._1) equal 
to the current iteration index j at t"_" as soon as the residue at tn-k is suffi-
ciently small, we can compute the iterate y~n according to the formula 
y~n - h.(D ® Id) F( Y~ 1 l) = (E ® Id) Y~~ti' - I ) + h.((A - D) ® Id) F( y~J - 'l), 
j = 2, . . . ,m(t.). (4.8) 
The sequential costs are now proportional to the number 
N-l 
Nseq = L:)F(t.)) + m(tN) · 
n=l 
Tables 10, 11and12 are the analogues of tables 8, 9 and 7, respectively. By virtue 
of the strategy ( 4. 7), using a = 10-2 and k = 3, divergence of the iteration process is 
avoided at the costs of a modest increase of the sequential costs. However, Kmax is 
also much lower, which decreases the number of processors substantially. 
Table 10 
Results for the linear Prothero- Robinson problem ( 4.1) with T = I 0. 
N Cl Kmax m Nseq m:..i S(N) 
10 6.9 7 14.3 31 3.1 3.6 
20 7.6 8 16.0 55 2.8 3.9 
40 8.8 8 17.5 108 2.7 3.9 
80 10.0 8 19.3 230 2.9 3.8 
160 11.3 8 19.8 513 3.2 3.6 
Table I la 
Results for the Kaps problem (4.3) with£= 10- 3 and T = 10. 
N Cl Kmax m Nseq m:..i S(N) 
10 9.5 7 18.4 39 3.9 4.1 
20 11.6 10 20.7 65 3.3 3.9 
40 13.7 14 23.2 116 2.9 4.2 
80 15.8 17 25.4 248 3.1 3.8 
160 17 .7 9 23.8 532 3.3 3.6 
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Table lib 
Results for the Kaps problem (4.3) with t = 10- 8 and T = 10. 
N ~ Kmax m N"" m~q S(N ) 
10 9.5 8 17.8 36 3.6 4.5 
20 11.6 7 13 .8 49 2.5 5.1 
40 13 .7 9 13.0 76 1.9 5.3 
80 15.8 9 10.5 127 1.6 5.0 
160 16.9 10 8.9 233 1.5 5.1 
Table 12 
Results for the nondissipative problem (4.5) with T = 1.5. 
N ~ Kmu m N"" m~ S(N) 
10 5.9 8 16.9 34 3.4 4.5 
20 8.1 10 16.9 54 2.7 4.5 
40 10.2 15 19.0 85 2.1 4.6 
80 12.3 20 20.6 138 1.7 4.8 
Summarizing, we may conclude that the PDIRKAS GS method using the 
strategy defined by (4.7) is rather robust. As to the sequential costs, it follows 
from the tables of results, that the effective number of iterations per step for solv-
ing the four-stage Radau IIA RK corrector varies from 1.5 to at most 4 iterations 
per step. With respect to the PDIRK method, the speed-up factors are in the range 
3.5 until 5. Taking into account that the variable step version of the PDIRK 
method (viz. the PSODE code described in (16]) is about twice as fast as the best 
sequential codes such as LSODE, we may expect that the variable step version of 
the PDIRKAS GS method will give rise to speed-up factors in the range 7 until 
10 with respect to LSODE. This variable step version will be discussed in a 
future paper (18] . 
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Chapter 4 
Convergence Aspects of Step-Parallel Iteration of 
Runge-Kutta Methods 
W.A. van der Veen, J.J.B. de Swart, P.J. van der Houwen 
Abstract 
One of the most powerful methods for solving initial value problems 
for ordinary differential equations is an implicit Runge-Kutta method 
such as the Radau IIA methods. These methods are both highly accu-
rate and highly stable. However , the iterative scheme needed for solving 
the implicit RK equations requires a lot of computational effort. The ar-
rival of parallel computer systems has changed the situation in the sense 
that the effective computational effort can be reduced to a large extent. 
One option is the application of the iteration scheme concurrently at a 
number of step points on the t-axis . In this paper , we shall analyse the 
convergence of a special class of such step-parallel iteration methods. 
CR Subject Classification {1991}: G.1.7 
Keywords 8 Phrases: numerical analysis, Runge-Kutta methods, parallelism, 
convergence factors . 
Note : The research reported in this paper was partly supported by the Tech-
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1 Introduction 
We consider parallel methods for solving d-dimensional initial value problems 
(IVPs): 
y'(t) = f(y(t)), y(to) =Yo, y, f E Rd. (1) 
One of the most powerful methods for solving this IVP is an implicit Runge-
K utta (RK) method such as the Radau IIA methods. These methods are 
L-stable and have order p = 2s -1, s being the number of stages. However, the 
iterative scheme needed for solving the implicit RK equations requires a lot of 
computational effort. Because of this, implicit RK methods have never been 
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popular on sequential computers. Parallel computer systems have changed the 
situation, and various attempts have been made to develop parallel iteration 
schemes for solving the implicit RK equations. We mention the work of Jackson 
and N!Zlrsett [9], Lie [10], Bellen et al. [1], [2] and Chartier [4]. Also at CWI, 
parallel iteration schemes have been investigated. For stiff problems, we applied 
Newton-type iteration in which the sd x sd Jacobian matrix of the implicit 
equations was approximated by a block diagonal matrix with d x d blocks ( cf. 
[6]). The sequential (or effective) costs per iteration of the resulting 'simplified' 
Newton iteration method are reduced to solving s linear systems of dimension 
d in parallel. This iteration method was called the PDIRK iteration method 
(Parallel Diagonal-implicit Iterated RK method). Following the ideas of Bellen 
and co-workers, a further level of parallelism was introduced in [8], [7] and 
[12] by applying the PD IRK iteration scheme concurrently at a number of step 
points on the t-axis. In this paper, we shall analyse the convergence of these 
step-parallel PDIRK methods. 
2 The iteration scheme 
Our starting point is the same corrector formula as in [7]. Using the General 
Linear Method notation of Butcher, the corrector formula reads ( cf. [3] or [5]) 
Yn = (E ® I)Yn- 1 + hn(A ® I)F(Yn), n = 1, ... , N. (2) 
Here, hn denotes the stepsize tn - tn-l, the s x s matrices A and E contain the 
method parameters, and F(Yn) contains the derivative values (f(Yn,i)), where 
Yn,i, i = 1, 2, ... , s, denote the d-dimensional components of the stage vector 
Yn. In this paper we will assume that (2) possesses s implicit stages and that 
the last stage corresponds to the step point tn (e.g. Radau IIA type methods). 
The s components Yn,i represent numerical approximations at the intermediate 
points tn-1 + cihn, i = 1, ... , s, where c = (ci) = Ae, e being the vector with 
unit entries. Furthermore, the matrix I is the d x d identity matrix, ® denotes 
the Kronecker product, and we define Yo = e ® y0 . The dimensions of I and e 
may change, but will always be clear from the context. 
Confining our considerations to RK methods, the matrix E in (2) is of the 
form 
0 
(3) 
0 
However, most of our analysis applies to the case of a General Linear Method 
where E is more general. 
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We approximate the solution Yn of {(2),(3)} by successive iterates yJil 
satisfying the iteration scheme 
YJ 1> to be defined by the predictor formula, 
YJil - hn(B ® I)F(YJil) = (E ® J)Y~~ij'-l) (4) 
+hn((A - B) ® I)F(Y~i- 1 >), j = 2, ... , m, 
y(j) = y(m) ]. > m 
n n ' ' 
where n = 1, 2, ... , N, Bis ans x s matrix, Y0(j) = e ® y0 for all j, and j* is an 
integer greater than or equal to 1. It will be assumed that the sequential costs 
of applying the predictor formula and the correction formula are comparable. 
Irrespective the choice of the matrix B, the iteration scheme (4) possesses 
parallelism across the steps. For instance, if j* is constant , then ( 4) shows 
that for a given j 2: 1, the iterates {YJil, Y~~ij'), Y~~~2j'), .. . , y 1U+nr-n} 
can be computed concurrently. The sequential (or effective) costs consists of 
Nseq := m + (N - l)j* applications of the correction formula (if m depends 
on the step number n, then m is understood to be the number of iterations at 
the endpoint). Notice that for j* = m, the iteration method (4) reduces to the 
conventional iteration strategy without step parallelism. 
The matrix B defines the iteration method within a single step and there-
fore plays a crucial role in the degree of parallelism within the steps. There 
are several options for choosing the matrix B. For example, the case B = 0 
(fixed point iteration) was studied in [8] and the resulting method was called 
the PIRKAS method (Parallel Iterated RK Across the Steps). In addition to 
parallelism across the steps, PIRKAS methods also have parallelism across the 
components of the iterates, because all components of F(YJi - l)) can also be 
evaluated in parallel. Methods where B is a diagonal matrix D with positive 
diagonal entries minimizing the spectral radius of the matrix I - n - 1 A (such 
matrices can be found in [6]) were applied in [7] and were called PDIRKAS 
methods (Parallel Diagonal-implicitly Iterated RK Across the Steps). These 
methods are implicit because we have to solve nonlinear relations in each iter-
ation . But the diagonal structure of B enables us to solve the components of 
yJil in parallel. Hence, we again have both parallelism across the steps and 
across the components of the iterates. 
In an actual implementation, the number of iterations m performed at tn 
and the parameter j* are defined dynamically. The value of m is determined by 
the condition that for j = m the iterates yJil satisfy the corrector equation (2) 
within a given tolerance. The value of j* turns out to be decisive for the overall 
performance of the iteration process. It should be sufficiently large in order to 
have satisfactory convergence at tn. Hence, both m and j* may depend on tn· 
In a theoretical analysis , however, it seems not feasible to allow the parameters 
58 Chapter 4 
m and j* to be arbitrary functions of n , so that in deriving convergence results , 
m and j* are assumed to be constant. In our first investigations of step-parallel 
iterations schemes in [8], [7], we hoped that sufficient robustness could already 
be obtained for j* = l. We therefore analysed convergence only for j* = l. 
However, our numerical experiments have shown that j* is at best 2 or 3. In 
this paper, we extend our earlier analysis to the case where j* is allowed to be 
greater than 1. 
3 Stability and convergence 
Assuming that the corrector equation (2) is unconditionally stable and that the 
corrector equation is solved within a given tolerance, the method ( 4) will be 
stable whenever it is convergent. We shall discuss convergence for the familiar 
basic test equation y'(t) = >..y(t), where ).. is assumed to run through the 
spectrum of of /8y. Furthermore, we assume h, m and j* independent of n. 
When applied to the test equation, the iteration scheme assumes the form 
to be defined by the predictor formula, j = 1, 
KYU+i"-l) + zy;(i-ll 
n-1 n ' j =2, . .. ,m, (5) 
j > m, 
where 
K :=(I - zB)- 1 E, Z := z(I - zB)- 1 (A - B), z :=>..h. 
In [8], [7] we discussed convergence of (5) for the case j* = l. In this paper, 
we shall allow j* to be greater than l. As already observed in [8], the conver-
gence analysis of ( 4) cannot be restricted to a local analysis of the iteration 
errors at a fixed point tn , but should be a global analysis where iteration errors 
at all preceding step points are involved. We shall distinguish two situations: 
(i) the predictor is based on iterates generated by the iteration scheme (5), 
and (ii) the iterates Y2l are generated independently, that is, the predictor 
is completely independent of the iteration scheme. In the first situation, it 
is required that the predictor formula is explicitly given (to be referred to as 
the given-predictor case). In the second case, the predictor formula itself is 
not used in deriving the convergence conditions and may therefore have any 
form (the independent-predictor case). However, in the case of large integration 
intervals where n becomes large, the predictor formula should be sufficiently 
stable in order to generate useful first iterates. In fact, for large n , the region 
of convergence of (5) will be limited by the stability region of the predictor. In 
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the given-predictor case, we confine our considerations to predictor formulas of 
the form 
(6) 
For the test equation, the predictor formula (6) takes the form Y~ 1 ) = PY~~·{ , 
where P = P(z) is an s x s matrix, to be called the predictor matrix. Thus, 
the step-parallel iteration method can be characterized by the matrices K, Z 
and P (if the predictor formula is explicitly specified) . 
In order to analyse convergence, we derive a relation between the vectors 
of iterates at tn and tn- l · Repeated application of the recursion (5) yields 
{ 
"'1- 1 zk-1 KYU+J"-k) + zi- 1 y;<1) 
. L..Jk=l n-1 n ' 
y(1) = 
n "V"(m) 
.In ' 
j = 2, ... ,m, 
(7) 
j >m . 
Let () = 0 and () = 1 respectively refer to the independent-predictor and 
given-predictor cases introduced above. Then the recursion (7) can be written 
in the compact form 
Vn = SVn-1 + (1 - B)CYJ1l' Vn := 
Bzi"-1 P zi"-2K zi"-3K 
()Zi" p zi"-IK zi"-2K 
S·-. Bzm- zp zm-3K zm-4K 
Bzm-1 p zm-2K zm-3K 
Bzm-I p zm-2K zm-3K 
y~i") 
y~i"+l) 
y~r+2) 
K 0 
K 
C·-
0 
K 
zi"-I 
zr 
zm-1 
zm-1 
0 
0 
0 
K 
K 
(8) 
S and C are an m x m and an m x 1 block matrix, respectively. In both 
matrices, the last j* block rows are identical. If j* = 1, then the first block 
row of S reduces to (BP 0 ... 0), so that S becomes a lower triangular block 
matrix. 
If() = 0, then the predictor matrix P is ignored in (8). Instead, the predictor 
values yJ1l, n = 1, 2, ... , are involved . These values may be any sequence 
of initial iterates. If () = 1, then the special form of the predictor formula 
Y~ 1 ) =PY~~·{ is taken into account. 
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3.1 The iteration error 
In the conventional iteration process where j* = m, we can derive a relation 
between the iteration error ,dfl := y~i) - Yn and c:~-l). However, if j* < m, 
then this is no longer possible. In [8], [7] it was shown that if, and only if, 
j* = 1, then there exists a relation between the set of iteration errors c;Ul := 
(c:~i), c:~i), ... , c:~)) and c:{j-l) . For j* > 1, (8) allows us to express c:~) in terms 
of the predictor errors introduced at the points t 1 , t 2 , ... , tn . Thus, given the 
predictor errors, we can get insight into the effect of the parameters j*, m and 
n on the iteration errors. 
Let us introduce the ms-dimensional vector Un:= e®Yn, where Yn denotes 
the solution of (2). Then, we may define the stage vector iteration errors 
En := Vn - Un, c:~) := y~i) - Yn, j = j*' ... 'm + j* - 1, (9) 
and the predictor error vector Lin 
·- ( 8~:1 J Lin. . ,
81 
() = 0, 1. (10) 
Theorem 1 Let the block rows of the matrix SkC be denoted by [SkC]Ul, 
j = j* ,j* + 1, ... , m + j* -1. Then, for any vector of predictor errors Lin, the 
"t t . (j) . .• . b i era ion errors En , J = J , ... , m, are given y 
If () = 1, then the error equation can be written as 
i:(fry; 1 o, (12) 
n-1 
L[SkC]Ul(P - (I - zA)-1 E)((I - zA)-1 Et-k-1. 
k=O 
Proof. On substitution of y~i) = Yn + c:~) into (8), we obtain 
c:~> [S]U> c:n-1 + [S]U>un-1 + (1 - 6)zi-ly~l) - Yn 
j-1 
(SJ(j)C:n-1 + [()zi-l p + L zk-l K]Yn-1 + (1 - ())zi-ly~l) - Yn 
k=l 
(S]U> c:n-1 + ()zi -l PYn-1 +(I - zi-l )(I - z)-1 KYn-1 
+(1 - 6)zi-ly~ 1 > - Yn 
[S]Ulc:n-1 + zi-1[6PYn-1 + (1- 6)Y~ 1 > - Yn] 
[S]U>c:n-1 + zi- 1 8n , 
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where j = j* , ... , m + j* - 1. Hence, en = S cn-1 + C8n, and repeated appli-
cation yields 
n-1 n -1 
€n= LSkC8n-ki €~)= L[SkCJ(j)8n-k, j=j* , . .. , m+j*-1. (13) 
k=O k= O 
This leads to the representation (11). If(} = 1, then it follows from (10) and 
(2) that 
and substitution into (13) yields the result (12). D 
The s x s matrix [SkCJ(j) in (11) determines the amplification of the pre-
dictor error 8n-k at the point tn- k, and the accumulated amplification is de-
termined by the matrix I:~j) . This amplification matrix , and therefore also 
c~), depends not only on j, n and on the variable z, but also on the pa-
rameters j* and m . In general , c~) will decrease in magnitude as j* and m 
increase. However, if for given j , n and j* , the value of m becomes greater 
than j + (n - l)(j* - 1), then c~) does not depend on m anymore. The result 
(12) takes the predictor formula into account, but again the matrix [SkCJ(j) 
plays a crucial role in the amplification matrix ~~j). 
Let us assume that the predictor error vector .6.n is bounded . Then, with 
respect to a norm II· II and for given values of j* and n, the region of convergence 
associated with ( 11) is defined by the set 
Co(n ,j*) := {z : llI:~j)ll ___. 0 as m = j ___. oo} . (15) 
Similarly, the region of convergence associated with (12) is defined by 
(16) 
Furthermore, adapting a definition given in ([13], p . 88), we define for (11) and 
(12) the averaged speed (or rate) of convergence by 
R ( .• . ) ·- 1 1 ll"'(j)ll o n,J ,J,m,z .- --:- og L.Jo , 
J 
- 1 -ul Ri(n , j* , j,m,z) := --:-logllI:1 11- (17) 
J 
3.2 A convergence theorem for () = 0 
In order to determine the region of convergence and to get insight into the speed 
of convergence, we first derive an upper bound for ll[SkCJ(j)ll · We confine our 
considerations to the case of arbitrary predictor formulas (i.e. (} = 0). In 
deriving the upper bound for ll[SkC]Ulll , an important tool is provided by the 
€-pseudo-spectra of matrices which are defined as follows (see e.g. Reichel and 
Trefethen [11]) : 
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Definition 1 Let 11·11 2 denote the 2-norm and let c: > 0. Then, (i) µ is an c: -
pseudo-eigenvalue of the matrix M if II(µ/ - M)-1 112 ~ C 1 , (ii) Ac(M) is the 
c:-pseudo-spectrum of M if it contains all €-pseudo-eigenvalues of M, and {iii) 
Pc(M) is the c:-pseudo-spectral radius of M if it equals the maximal modulus of 
the points in Ac ( M). 
Obviously, for any positive c:, all eigenvalues of M are included in the €-
pseudo-spectrum of M . Furthermore, for a given matrix M and parameter c:, 
and sufficiently large values of lµI, we have that II(µ/ - M)-1 112 = lµ- 1 l(l + 
0(µ- 1 )) < c:- 1 . Hence, the c:-pseudo-spectrum of M constitutes a finite set in 
the complex plane. 
Theorem 2 Let Ac(Z) and Pc(Z) respectively denote the €-pseudo-spectrum 
and the €-pseudo-spectral radius of Z, let Lc(Z) denote the length of the bound-
ary 8Ac(Z) of Ac(Z) , and define 
€ 
1 ·• 
I'c(Z) := ( (Z)) .. +l max II((/ - z)- v 112, Pc 1 8A.(Z) 
If j ~ j* + 1, m---+ oo and p(Z) < 1, then for any c: > 0 we have that 
ll[SkC]Ulll2 < 
llI:~j)ll2 < 
(18) 
(19) 
Proof. The result (18) can be proved by means of convolution properties of 
the Fourier transform. Because the proof is rather lengthy, it is given in the 
Appendix to this paper. The estimate (19) directly follows from (18) by writing 
D 
The €-pseudo-spectral radius Pc(Z) is continuous in c: and monotonically 
decreasing to p(Z) as c: ---+ 0. Since Lc(Z)/(27rc:) is bounded for all c: and 
because there is always an c: with Pc ( Z) < 1 (provided that p( Z) < 1), we 
conclude that, for fixed n, II I:~j) 112 converges to 0 as j increases. Thus, as a 
first corollary of Theorem 2 we have: 
Corollary 1 If the conditions of Theorem 2 are satisfied, if () = 0 and n is 
finite, then for all j* the convergence region of the PDIRKAS method is given 
by Co(n , j*) := {z: p(Z(z)) < l} . 
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Table 1: Values of p,(Z), f ,(Z) and -y,(Z) for four-stage Radau IIA at z = lOi. 
j* £ = 1.00 £ = 0.25 £ = 0.1 £ = 0.05 £ = 0.001 
p,(Z) 2.478 1.451 1.080 0.903 0.542 
r,(Z) 2 0.177 0.503 0.823 1.063 1.910 
r,(Z) 3 0.053 0.268 0.558 0.807 1.899 
r,(Z) 4 0.014 0.114 0.305 0.516 1.852 
"Y<(Z) 2 6.04 8.28 11.47 16.04 289.0 
"Y<(Z) 3 14 .97 12.02 12.39 14.49 156.60 
"Y<(Z) 4 37.09 17.44 13.39 13.08 84 .89 
Furthermore, it follows from Theorem 2 that, given the values of j* and n, 
the speed of convergence is bounded below according to an inequality of the 
form 
R ( .• . ) l (Z( )) a,(n,j* ,z) o n,J ,J,m,z ~ - ogp, z - . , 
J 
(20) 
where a, ( n, j* , z) does not depend on j. This estimate illustrates the crucial 
role played by the <:-pseudo-spectral radius of the matrix Z(z). 
In order to see the effect of the quantities p, ( Z) , f , ( Z) and -y, ( Z) on the 
convergence, we have listed their values in Table 1 for the the four-stage Radau 
IIA corrector with matrix B = D as defined in [6] with Z evaluated at the 
point z = lOi (this point is in the neighbourhood where experimentally the 
convergence speed is minimal). These figures together with the estimate (19) 
indicate that for larger values of j and n, the convergence behaviour is largely 
determined by the factor (p,(Z))i("Y,(Z))n- 1 . Hence, given the value of j* , 
roughly the same reduction factor is obtained if jn- 1 is constant. 
3.3 Stiff and nonstiff convergence for () = 0 
In this section, we consider the convergence in the neighbourhood of the ori-
gin ( nonstiff convergence) and at infinity (stiff convergence). For the nonstiff 
convergence, it is convenient to have an alternative representation for the in-
equality (19). As a second corollary of Theorem 2 we have: 
Corollary 2 Let the conditions of Theorem 2 be satisfied and define the matrix 
Zo := z- 1 Z =(I - zB)- 1(A - B). 
Then (19} can be represented in the form 
ll ~(J)JJ < L,(Zo) J Ji-lr (Z )( (Z ))J 1 - JzJ<1· - 1)n("Y,(Zo))n o 2 - 27rt: z ' o p, o 1 - JzJi*-1-y,(Zo) (21) 
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Let j and j* be fixed with j* > 1. Then, the nonstiff convergence factor is 
uniformly bounded for all n. 
Proof. From the definition of the c-pseudo-spectral radius it is easily seen that 
for any matrix Mand any constant o, the relation p0 (0M) = lolpo(M), where 
8 = lol- 1c. Since Z = zZ0 , we have 
where 8 := lzl-1t: . Hence, 
Because this inequality holds for any positive 8, we may replace 8 with t: to 
obtain (21) . 
For j* > 1, (21) implies 
Thus, this bound on the nonstiff convergence factor does not anymore depend 
on n. D 
We remark that for j* = 1, / 0 (Zo) = c 1 llKll2P0 (Zo). Hence, unless we can 
find ant: such that 1 0 (Zo) < 1, the bound on 111:~;) 112 will increase exponentially 
with n. Since llKll 2 -+ 1 and Z0 -+ A - B as z -+ 0, we obtain the condition 
p0 (A - B) < t: which is usually not fulfilled. 
For the stiff convergence we have: 
Corollary 3 Let the conditions of Theorem 2 be satisfied, and let j and j* be 
fixed. Then, the stiff convergence factor is uniformly bounded for all n. 
Proof. It follows from Theorem 2 and the observation IJK(z)JJ2 = O(z- 1 ) as 
z -+ oo, that for all j* 
z-+ oo, 
so that the stiff convergence factor is uniformly bounded in n. 0 
3.4 Minimal speed of convergence for f) = 0 
In order to see the effect of the value of n, j*, m and j on the true speed 
of convergence as defined by (11) and (17), we have computed the minimal 
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Table 2: Minimal convergence speeds for j = m = 32 and (} = 0. 
n j* = 1 j* = 2 j* = 3 j* = 4 j* = 32 
2 0 .144 0 .153 0.163 0.172 0.222 
4 0.025 0 .047 0.069 0.091 0.222 
8 -0.144 -0.113 -0.075 -0.031 0.222 
Table 3: Minimal convergence speeds for n = 8 and (} = 0. 
j =m j* = 1 j* = 2 j* = 3 j* = 4 j* = m 
8 -0.605 -0.675 -0.600 -0.463 0.050 
32 0.025 0.047 0.069 0.091 0.222 
64 0.017 0.041 0.066 0.091 0.250 
value of R0 (n,j*,j,m,z) in the lefthand z-plane. This value will be denoted 
by R0(n,j*,j,m). Of course, R0(n,j*,j,m) refers to a 'worst-case' situation, 
and restricting z to special subregions (e .g . the negative axis) would lead to 
larger speeds of convergence. However, the qualitative behaviour would not be 
changed . 
In particular, we consider the PC pair consisting of an unconditionally stable 
predictor and the four-stage Radau IIA corrector with matrix B = D as in 
Table 1. Using the infinity norm, Table 2 lists R0(n,j*,j,m) for a few values 
of n and j* with j = m = 32. (We recall that for j* = m, ( 4) reduces to the 
conventional iteration strategy without step parallelism.) These figures show 
the dramatic effect of n on the amplification factors. It is also clear that the 
n-effect is less as j* is larger. 
Table 4: Minimal convergence speeds and efficiency for j = m, n = 8, Nseq = 96 
and(}= 0. 
j* = 1 j* = 2 j* = 3 j* = 7 
j = m = 96- 7j* 89 82 75 47 
R0(n,j* ,j, m) 0.075 0.082 0.091 0.149 
jR*(n,j*,j,m) 6.7 6.7 6.8 7.0 
j* = 8 j* = 9 j* = 10 j* = 11 j* = 12 
j = m = 96 - 7j* 40 33 26 19 12 
R0(n,j*,j,m) 0.175 0.200 0 .200 0.168 0.125 
jR0_(n,j*,j,m) 7.0 6.6 5.2 3.2 1.5 
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Next, we computed R0 ( n, j*, j, m) as a function of m and j* for n fixed 
with j = m . Table 3 lists results for n = 8. As expected, the performance 
improves as m increases. 
From a practical point of view, we have to take into account the sequential 
costs when discussing the performance of the iteration process . Recalling that 
the sequential costs of iteration across n steps are measured by the value of 
Nseq = ( n - 1 )j* + m, we see that large values of m are less alarming than 
they would be in conventional iteration processes with j* = m, where the 
sequential costs after n steps are given by Nseq = nm. As long as j* is less 
than the number of iterations required by conventional iteration, across-the-
steps iteration will be more efficient. We illustrate this for the case where 
n = 8 and Nseq is constant for all j* . Table 4 lists values of R0 ( n, j*, j, m) 
for Nseq = 96. After a rapid increase until j* = 9, the convergence speed 
starts to decrease because m becomes too small. We also listed the value of 
jR0(n,j*,j,m) that may be considered as a measure of the efficiency of the 
iteration process after j iterations. Surprisingly, for j* :S 9, the efficiency 
hardly depends on j* . Apparently, the decrease of the number of iterations m 
per step is fully compensated by the increase of j*, until m becomes too small 
at j* = 10. 
3.5 Minimal speed of convergence for () = 1 
Finally, we study the effect of including the predictor formula into the conver-
gence analysis (the given-predictor case with () = 1). Two special predictor 
formulas are considered, viz. the modified correction formula 
Y~ 1 ) - hn(B l8l I)F(Y~ 1 )) = (E l8l I)Y~~·{ (22) 
E* = wx- 1 , 
1 . 
W := (-:-c'), 
i 
and the backward Euler formula 
+hn((A - B) l8l I)F((E* l8l I)Y~~·{), 
X := ((c-e)i-1 ), i = l, .. .,s, 
Y~ 1 ) - h(D* ® I)F(Y~ 1 )) = (E l8l I)Y~~·{, D* := diag(c). (23) 
For (22) and (23), the matrix P occurring in the error formula (12) is defined 
by P = (I - zB)-1(E + z(A - B)E*) and P = (I - zD*)- 1 E, respectively. 
Again using the infinity norm, Table 5 lists the minimal convergence speed 
Ri(n , j*,j,m) in the lefthand z-plane. This table shows that, in spite of its 
low order, the backward Euler predictor is more effective than the high-order 
modified correction predictor. This indicates that the stiff iteration error com-
ponents play a crucial role in the iteration process. Note that both cases show 
roughly the same increase of the convergence speed as j* increases. 
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Table 5: Minimal convergence speeds for j = m = 32 and n = 4. 
Predictor Error formula j* = 1 j* = 2 j* = 3 
(22) Rj(n,j* ,j, m ,z) 0.016 0.034 0.056 
(23) Rj(n,j*,j,m, z) 0.041 0 .063 0 .084 
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Appendix: Proof of Theorem 2 
The proof of Theorem 2 in this paper was given by the first author. 
First , we show that in Theorem 2, m -+ oo can be replaced by m = 
oo, without sacrificing any generality. For m = oo the iteration process (7) 
is well defined . Furthermore, all the theory developed in the paper is still 
valid. Only the expression for the sequential costs should be reformulated. 
It is apparent from (7) that if m = oo and () = 0, Y~i> depends only on 
Y U"+l) yU" -i+j) A 1 . h. dl h y <i> d d n-l , ... , n-l . pp ymg t is repeate y, we see t at n epen s 
only on Y1(j*+i) , . . . , Y1((n-l)(j* -l)+j) . Therefore Y~n is independent of m , pro-
vided that m ~ (n-l)(j*-l)+j. Hence, [Skcf> with m = oo equals [SkC] cn 
with m ~ (k - l)(j* - 1) + j . 
The proof consists of two parts. First, [SkC] Cil will be written as a line 
integral along the unit circle (see Lemma 1). Thereafter , we obtain an upper 
bound for this integral (see Lemma 2). In the proofs of these lemmas we shall 
use matrix Fourier analysis and more specifically the convolution property and 
the inverse Fourier transform. 
Lemma 1 Jf (J = 0, m = oo and p(Z) < 1 then, for j ~ j* + 1 
with R(Z, () = ((J - z) - 1 . 
Proof. In the case() = 0 the iterates Y~j*+l) , y~J*+2 l , ... , do not depend on 
Y~~·{ , see equation (7). Therefore we redefine the block vectors Vn and C and 
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block matrix S as follows 
and 
y~1· +2) 
( 
y~1·+1) ) 
zi° - 2K 
zi" - 1K 
zi°K 
' 
C= 
K 
ZK 
Z 2 K 
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( v· ). z1·+i (24) 
0 ) K 0 ZK K 0 
With these changes Vn = SVn-l + CY~ 1 > still holds . It can easily be seen 
that also equation (11) is still valid . The new matrix Sis a so-called Toeplitz 
matrix. This is a matrix that represents a convolution. For showing that S is 
a convolution operator and for doing Fourier analysis we shall use as general 
argument for the operator S any V of the form 
where VU), j = j* + 1, j* + 2, ... , are matrices of order s. For simplifying the 
Fourier analysis, we introduce the notation: V(j) = vU-+i+J), j = 0, 1, .... 
In particular, this notation will be applied to C, SC, S 2C , . . . . Furthermore, 
these block vectors are considered as being sequences of s x s matrices, that is 
with the block vector V corresponds the sequence {V(j)}~0 . 
The new matrix S is of the form 
In our case A1 = zi"-l-j Kif j :::; j* - 1 and A1 = O..a if j > j* - l. Though 
s is a double infinite matrix, skv is well defined for any sequence v of s x s 
matrices. This is because for any k and r, the rth row of Sk contains a finite 
number of nonzero entries. In terms of the sequence { A1 }~-oo the product 
SV can be written as 
00 00 
[SV](l) = L A-1+1 V(j) = L A-(1-j) V(j), l = 0, 1, . . . . (25) 
j=O j=O 
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Equation (25) shows that S is a convolution operator: SV = {A - t} * V. To 
obtain a formula for [SkCJUl we shall employ Fourier transforms along with 
their convolution property. The Fourier transform of an infinite sequence of 
matrices { At}~-oo is defined by 
00 
F({At})(w) = L A1e- iwl, 
l=-oo 
and the convolution property gives 
F(SV) = F({A-1} * V) = F({A_t}) F(V). 
Let H(w) be defined by 
00 
H(w) F( {A-1} )(w) = L A_pe-iwp 
p= -oo 
00 j*-1 
L Apeiwp = L zr-1-pKeiwp 
p=-oo p=-oo 
00 
L ZPKe-iwpeiw(j"-1) = (I-e-iwz)-1Keiw(j"-1). 
p=O 
(26) 
The series :L;o ZPe-iwp is convergent because p(e-iw Z) = p(Z) < l. Using 
the convolution property (26) repeatedly, we can calculate F(SkC) as follows 
F( { A_t} * ... * { A_t} * C) 
Hk(w)F(C)(w). 
For the block vector C (see (24)), we have that C(j) = zr+i,j = 0, 1 .. .. 
The Fourier transform of C is 
00 
F(C)(w) = L ZPe-iwpzj* = zr (I - e-iw z)-1 . 
p=O 
Finally the Fourier transform of SkC is 
Since we have been able to obtain an explicit expression for the Fourier trans-
form of SkC, the inverse Fourier transform can be used to calculate [SkCJul 
as follows 
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= ___!_ 1,,. [(I_ e-iw z)-1 K]k(I _ e-iw z)-1eiw[k(J"-1)+i-r-1Jdw zi". (27) 
211" _,,. 
In this formula and in all formulas below, it is assumed that j 2:: j* + 1. 
Substituting ( = eiw, (27) can be written as 
~ J [(I_ c1 z)-1 KJk(I _ c1 z)-1<:(k-1)r+j-k-2d( zr 
211"1 Ji(J=l 
~ 1 [((I - z)-1 K]k((I - z)-1((k-1W+i- 1d( zr, (28) 
211"1 Ji(J=l 
which proves Lemma 1. 0 
Remark. The integral in (28) can be calculated by using the calculus of 
residues. This gives 
[SkC]uJ = 
i1 + ... +ik+l =(k-l)j• +j-k-1 
where the indices i 1 , ... , ik+l assume all positive values as long as 
i1 + ... + ik+l = (k - l)j* + j - k - 1 
is satisfied. It is difficult to find a sharp upper bound based on (29). 
(29) 
A suitable bound based on the previous lemma can be obtained by using the 
concept of the €-pseudo-spectrum of a matrix, which was defined in Section 3.2. 
We shall prove: 
Lemma 2 Let A 0 (Z), p0 (Z),I' 0 (Z) and / 0 (Z) be defined as in Theorem 2. If 
() = 0, m = oo and p(Z) < 1, then for any j 2:: j* + 1 and c > 0 
II [SkCJ(j) 112::::; L
2
°(Z) r<(Z) (P<(Z))i b<(ZW. 
11"€ 
Proof. The integrand of the integral in (28) is analytic outside A0 (Z) for any 
c > 0. Therefore 
[SkC](j) = ~ 1 [((I - z)- 1 K]k((I - z)-l((k-l)j'+j-ld( zr, 
211"1 IaA.(Z) 
with c any positive real number. Now the integral can be bounded in the 
following way 
II (skc]<;J 112 ::::; 2
1 II K II~ J II ((I - z)- 1 zr 112 II ((I - z)- 1 II~ 
11" l'aA,(Z) 
·ICl(k-l)j' +i-1 ldCI 
< L 0
2
(Z) II K II~ (~)k+ir<(Z)[P<(Z)]kr+1 . 
11" € 
This proves Lemma 2. 0 
The assertion (18) in Theorem 2 is identical with the assertion of Lemma 2. 
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Chapter 5 
Step-parallel Algorithms for Stiff Initial Value 
Problems 
W.A. van der Veen 
Abstract 
For the parallel integration of stiff initial value problems, three types of 
parallelism can be employed: "parallelism across the problem", "par-
allelism across the method" and "parallelism across the steps". Re-
cently, methods based on Runge-Kutta schemes that use parallelism 
across the method have been proposed in (5, 6] . These methods solve 
implicit Runge-Kutta schemes by means of the so-called diagonally it-
eration scheme and are called PDIRK methods. The experiments de-
scribed in [5], show that the speedup factor of certain high-order PDIRK 
methods, is about 2 with respect to a good sequential code. However , a 
disadvantage of the high-order PDIRK methods is, that a relatively large 
number of iterations is needed for each step. This disadvantage can be 
compensated by employing step-parallelism. 
Step-parallel methods are methods in which a number of steps are 
treated simultaneously. This form of parallelism can be applied to any 
predictor-corrector method. A common feature of this approach is their 
poor convergence behaviour, unless the various strategies are carefully de-
signed. In the present paper, we describe two strategies for the PDIRK 
across the steps method. Example problems tested in this paper show 
for the best strategy, a speed-up factor ranging from 4 to 7 with respect 
to the best sequential codes. 
CR Subject Classification {1991): Gl.7 
Keywords f3 Phrases : numerical analysis, Runge- Kutta methods, parallelism 
Note: The research reported in this paper was supported by the Tech-
nology Foundation {STW) in The Netherlands. 
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1 Introduction 
In the literature, several step-parallel methods for integrating stiff initial value 
problems of the first-order form 
y'(t) = J(y(t)) , y(to) =Yo, y(t) , f(y(t)) E Rd 
have been proposed. Here, a step-parallel method is understood to be a method 
that computes concurrently solution values at different points on the t-axis . 
Such methods are usually based on the iterative solution of an implicit step-
by-step method. The conventional approach iterates until convergence at a 
particular point on the t-axis before advancing to the next point on the t-
axis . Step-parallel methods, however , already start the iteration process at 
the next point before the iteration at the preceding point has converged. In 
a step-parallel method we distinguish three main components: (i) an implicit 
step-by-step method (the underlying corrector that we want to solve), (ii) an 
iteration process (the underlying iteration scheme) that is applied at each time 
point, and (iii) a strategy that determines when it is save to advance to the 
next point on the t-axis, and at the same time provides an initial guess (the 
advancing strategy) . 
Step-parallel methods go back to Miranker and Liniger [9] in 1967 who 
based their method on predictor-corrector iteration of Adams-Moulton correc-
tors. Since then, several of such methods have been proposed. For example, 
one of the recent step-parallel methods that has been developed is the method 
of Bellen and coworkers [2, 1] which is based on Steffensen iteration (see also 
Chartier [3]) . 
A common feature of step-parallel methods is that they require a carefully 
designed advancing strategy in order to ensure convergence, and if convergent, 
they often require an excessive number of iterations per time point. So the 
challenge is to design an advancing strategy that is both efficient and reliable 
with respect to convergence (robustness). Our purpose is to develop a strat-
egy that is sufficiently robust to integrate large problems arising from control 
engineering and circuit analysis. 
The step-parallel method developed in this paper uses the 4-stage Radau 
IIA method as its corrector. This classical Runge-Kutta (RK) corrector has 
order p = 7 and is L-stable. For the underlying iteration process, we have 
chosen the Parallel Diagonal-implicit Iterated Runge-Kutta scheme (PDIRK 
scheme) proposed in [5] . The PDIRK scheme has a lot of intrinsic parallelism, 
that is, it is a method-parallel scheme. It solves the Radau IIA corrector by 
means of a so-called diagonal iteration process which enables parallelism across 
the stages. In a performance analysis given in [5], it was shown that already 
without step-parallelism, PDIRK based on the 4-stage Radau IIA corrector is 
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a factor two faster than LSODE. The purpose of this paper is to decrease the 
effective number of iterations per point by adding an advancing strategy to ob-
tain a step-parallel method . Consequently, we shall measure the performance 
in terms of these effective iterations. 
In [7] we already described a first version of an advancing strategy. This 
first version did not include a stepsize mechanism and could only be applied 
to simple test problems. For a number of sufficiently simple test problems we 
obtained speed-up factors with respect to LSODE ranging from 4 to 7. Fur-
thermore, in [11] we derived convergence results for the step-parallel iteration 
process and we proved that it has the same stability and order properties as 
the underlying PDIRK scheme. 
In Section 2 of the present paper, we briefly describe the underlying PDIRK 
scheme and in Section 3 we give an exposition of the parallelism-across-the-steps 
mechanism. In Sections 4 and 5, we specify two advancing strategies (including 
stepsize mechanisms), respectively based on extrapolation of previous informa-
tion and on backward differentiation formulas . Finally, in Section 6, we shall 
examine the performance of these advancing strategies for various, relatively 
difficult test problems. It turns out that the extrapolation-based advancing 
strategy is the most robust and efficient one yielding speed-up factors ranging 
from 4 to 7 with respect to LSODE. 
2 A brief introduction to the PDIRK method 
The PDIRK method is a parallel method for solving the implicit Runge-Kutta 
corrector equations, in the case of stiff initial value problems. We shall only 
consider PDIRK methods that are based on the class ofL-stable, stiffly accurate 
implicit Runge-Kutta methods. This class contains methods of arbitrarily high 
order. 
A Runge-Kutta method approximates the solution in s points all in the 
interval (tn, tn+d · Theses point are given by 
tn + c;hn+l, C; E (0, lj, i = 1, . .. , s, hn+l = tn+l - tn, 
and are called stage points. The approximation in the stage point tn + c;hn+l 
is denoted by Yn+l,i and is called stage value. Using the s stage values, an 
approximation to the solution in the step point tn+l is obtained. This step 
point value is denoted by Yn+l · In the case of stiffly accurate methods, the 
step point value Yn+l is the last stage value Yn+l,a (c8 = 1) . For compact 
notation, the s stage values are combined in an sd-dimensional stage vector 
Yn+l = (Yn+1,;). For notational convenience only, we assume d = 1 in the 
formulas below, but in our discussion we will take into account, that we deal 
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with non-scalar equations. In terms of the stage vector Yn+I, the method is 
given by 
n = 0, 1, ... , N - 1, (1) 
where A and E are s by s matrices and F(Yn+I) contains the derivatives 
J(Yn+I,i)- Here A contains the Runge-Kutta parameters and Eis given by 
0 
0 
With respect to the stage vector Yo we remark that only the stage value Yo,. 
is needed. This stage value is given by Yo,s =Yo· 
The nonlinear equation (1) is solved by a Newton-like method, 
Y~+I to be defined by the predictor formula, (2) 
Y~+l Y~+i - (I - hn+IDJn)- 1 (Y~+i - EYn - hn+IAF(Y~+f )), (3) 
Yn+I Yn~l· 
In (3) the iteration index j runs from 1 to m. In practice, m will be determined 
dynamically, so that it depends on n, i.e. m = m(n). The matrix I is the s-
dimensional identity matrix. A reasonable choice for the predictor formula is an 
extrapolation formula of order s. The matrix Jn represents an approximation 
to the Jacobian off at Yn and the matrix D is a fixed diagonal matrix, that is 
chosen such that the iteration errors of the stiff components in the numerical 
solution are strongly damped (see [5, 6], where D is chosen such that p(I -
n-1 A) ~ 0). The iteration scheme (2)-(3) arises by replacing in the modified 
Newton method the matrix (I - hn+IAJn)-1 by (I - hn+IDJn)-1 . In [5], 
this type of iteration scheme was called the diagonal iteration scheme. Finally, 
we describe how m is determined dynamically. First we introduce the defect 
defined by 
1 Ld lu · -v·I ~(u, v) := ( ' ' )2 d max(lu ·I T 10-6 ) ' 
i=l ' ' ' 
uround 
T = 2 Tol · (4) 
Here uround and Tol denote the unit round off and the limit for the local error 
estimate, respectively. The smallest value of j for which the inequality 
A( j j-1) T l 
u Yn+l > Yn+l < 0 corn Y j -yi n+l - n+l,s> (5) 
is satisfied, is denoted by m. The parameter Tolcorr is supplied by the user. 
If d > 1, then D, E, A and Jn are replaced by the block matrices: D ® Id , 
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E 0 Id, A 0 Id and I, 0 Jn. Here, 0 denotes the Kronecker product defined by 
A 0 B = (AiiB). 
Let us consider the computational aspects of the iteration scheme (2)-(3) . 
Since D is a diagonal matrix, the s components Y~+l,i' i = 1, .. . , s, can 
be computed independently from each other, so that they become available 
simultaneously. We shall assume that these s components are computed at the 
same time on s processors. This concurrent treatment of all s stage points is 
an example of parallelism across the method, or more specifically, parallelism 
across the stages. Moreover, we no longer solve a linear system of order sd, but 
we solves linear systems of order d. Obviously, they can be solved simultane-
ously using the s processors. These stage-parallel methods are called parallel 
diagonally iterated Runge-Kutta (PDIRK) methods. 
For PD IRK methods based on Radau IIA with s = 1, 2, 3, 4, it was shown 
in [5, 6] that their application to the test equation y' = >.y (using fixed steps) 
gives an iteration process that is convergent for every >. in the left half plane. 
Therefore, these PDIRK methods and the corresponding Radau IIA correctors 
have the same accuracy and stability properties, provided that Tolcorr is suf-
ficiently small. Moreover, the PDIRK methods turn out to be much cheaper 
than the implicit Runge-Kutta methods. This can be explained by the fact 
that for PDIRK the linear algebra calculations per iteration are much cheaper. 
Experiments reported in [5] show that PDIRK based on Radau IIA (s = 4) is 
two times more efficient than RADAU5 (the same speed-up factor was found 
with respect LSODE). A disadvantage of PDIRK methods is that the number 
of required diagonal iterations per interval is about the order of the method. 
Hence, for a high-order PDIRK-method (such as PDIRK based on Radau IIA 
with 4 stages), a relatively large number of iterations is necessary in each in-
terval. This is where parallelism across the steps can be exploited. 
3 PDIRK across the steps 
We shall obtain a step-parallel scheme by modifying the PDIRK iteration 
scheme. In the PDIRK methods, the iteration process in a point on the t-axis 
must be completed, before iterations are started in the next point. Instead, 
step-parallel methods start iterating at the next point, before the iteration 
process in the preceding point has been completed. An advancing strategy will 
determine for every point when the current iterate is good enough for provid-
ing an initial guess and to start iterating in the next step point. As soon as 
this happens, the iterates in these two subsequent step points are computed 
simultaneously. In this section, we shall describe a step-parallel method based 
on PDIRK. This method is called PDIRK Across the Steps (PDIRKAS). In 
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Section 4 and 5 we shall discuss two advancing strategies. 
In the following, we use the notation In = Ctn- 1, tn]· In the PDIRK iteration 
scheme (2)-(3), step-parallelism cannot be used , because in order to calculate 
the iterates Y!+l , j = 0, 1, ... , the finally accepted iterate Yn = Ynm(n) is 
needed. To enable the simultaneous computation of iterates in the intervals 
In+l and In , the iterations in the interval In+l are started as soon as the iter-
ate in interval In is good enough . Let this iterate be denoted by y[(n). For 
obtaining the corresponding step-parallel iteration scheme, we replace in (3) 
Yn by y[(n)+j- l . The result of these changes is: 
to be defined by the predictor formula, 
Y!+f - (I - hn+1DJn)-l 
·(YJ- l - EYJ*(n)+J- 1 - h AF(YJ- 1)) n+l n n+l n+l · 
(6) 
Here j ranges from 1 tom, where m is the smallest iteration index j for which 
the inequality (5) is satisfied . The iteration index j*(n) determines how many 
iterations must be done in the interval In, before the computation of the iterates 
in In+1 is started. We have shown [11], that if j* is independent of n , then 
the iteration process (6)-(7) applied to the test problem y' = >.y, t E [O, T] 
converges, whenever the PDIRK iteration process (2)-(3) converges. For a 
convergence analysis of PDIRK methods we refer to [6] . For small values of 
j* , the convergence of PDIRKAS can be quite slow or there can be even initial 
divergence. This is partly due to the bad initial convergence behaviour in 
PDIRK. In view of this , j* will be determined dynamically. Consequently, j* 
depends on n. 
For the predictor formula we have considered two cases: in Section 4, we 
discuss a predictor that is based on extrapolation of recent iteration results , 
i.e. , Y,?+1 = Extrapolation(Y[(n». Another option is to generate predictions 
by means of a separate stiff solver; this case will be discussed in Section 5. 
In both cases these predictions are almost for free. This is obvious for the 
extrapolation predictor, whereas the stand alone integrator can calculate its 
predictions on s processors concurrently with the iterations in the interval In . 
Suppose that the iterate y[(n) has just been calculated. In the next period 
the following iterates are computed concurrently: 
yJ'(n)+1 = yJ'(n)_(I-h DJ )-1(yr(n)_Eyr(n-1)+J'(n)_h AF(Yj'(n))) 
n n n n-1 n n - 1 n n 
and 
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Notice that both computations use y{Cn) . Hereafter , for j = 2, . . . , m, the 
iterates 
yr(n)+j 
n 
yi*(n)+i - 1 - (I - h DJ )- 1 
n n n - 1 
·(Yj*(n)+j-1 - EYj*(n - l)+j*(n)+j-1 - h AF(Yj*(n)+j-1)) 
n n-1 n n ' 
Y~+1 Y~~{ - (I - hn+1DJn) - 1 
·(Yi-l - EYi*(n)+i-1 - h AF(Yi-1)) 
n+l n n+l n+l ' 
are calculated concurrently until the iterate in In satisfies (5). Note, that both 
··c J+· 1 ··c J+ · ··c l)+··c J+· calculations use Y~ n J- . Also, the iterates Y~ n 1 and Y~_ 1n- 1 n 1 
are computed concurrently in each period. Applying this several times we see 
that the iterates y{(n)+j, Y~~~n-l)+j*(n)+i, . .. , are also computed simul-
taneously with Y{ Notice that as j*(n), n = 1, 2, . .. , N, is smaller, more 
intervals are treated simultaneously. The average number of intervals that are 
being treated simultaneously depends on the number of iterations needed by 
PDIRK. The number of iterations per interval needed by PDIRKAS is higher 
than that for PDIRK. However , for PDIRKAS many iterations in an interval 
are done simultaneously with iterations in other intervals, resulting in signifi-
cantly lower effective costs. 
In the PDIRKAS iteration process each interval under treatment requires 
the use of s processors, for calculating the s stage values at the same time. If in 
an interval, the current iterate satisfies (5), then the s processors corresponding 
to that interval are assigned to the first interval at the right where the iteration 
process has not been started yet. Note, that PDIRKAS uses both parallelism 
across the stages and parallelism across the steps. 
The choice of the mechanism for determining j*(n) and the predictor for-
mula compose the advancing strategy. Furthermore, these choices determine 
whether PDIRKAS is robust and efficient. For instance, if j*(n) is small, then 
PDIRKAS may become divergent. This can be due to bad initial guesses. 
Moreover , the stepsize mechanism will be bad if it uses the initial guesses. If 
the predictor does not depend on y{Cn) or if the initial guess is good then 
divergence can still occur in PDIRKAS by the amplification of iteration errors 
as was shown in [11]. Nevertheless, a lot of step-parallelism is used. On the 
other hand, if j*(n) is relatively large, then we have a robust method, using 
step-parallelism only modestly. In order to develop efficient step-parallel meth-
ods the underlying strategy must be designed carefully. 
The predictor to be discussed in Section 4 uses Y { ( n) . An appropriate 
advancing strategy has to ensure fast convergence of the PDIRKAS iteration 
process as well as to yield a good, high-order local error estimate (the corrector 
we solve is an high-order method). In this case the iteration index j*(n) will be 
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the smallest j for which the iterate Y~ is sufficiently accurate. The predictor 
to be discussed in Section 5 is given by a stand-alone stiff ODE solver. Here 
the main purpose is to ensure a good convergence of the PDIRKAS iteration 
process. In the last case, the initial guess Y~+l no longer depends on iterates 
in the interval In. So, we have much freedom in choosing a criterion for j*(n). 
For instance, j*(n) can be based on the iteration process in interval In-k, with 
k a small positive integer. 
We have selected the following two predictor formulas: 
• Y~+l is the extrapolation of orders using y[(n) . 
• Y~+I is the result of the application in the stage points of the 2-step 
Backward Differentiation Formula (BDF) using EY~ and EY~-l . The 
computation of Y~+l is done concurrently with the first j*(n) iterations 
in interval In. 
With these two choices for the predictor, along with their definitions of j*(n), 
we have two PDIRKAS strategies. In the next two sections we will give the 
complete description of these two strategies. 
In the present paper, we shall restrict our considerations to the computa-
tional complexity of the method on a parallel computer. Communication issues 
will be subject of a future paper. The computational complexity will be referred 
to as "the effective costs", and will be expressed in terms of d-dimensional di-
agonal iterations (see (3)) . In calculating the effective costs, all d-dimensional 
iterations that can be done simultaneously are counted as one. In particular, 
the effective costs of computing Y~+ 1 ,Y[(n)+i, Y~~\n-l)+i"(n)+i, ... , is just 
one unit of effective costs. For measuring the effective costs we have run an 
implementation of our step-parallel method on a sequential computer while 
keeping track of the computational complexity as if it had been executed on a 
parallel computer. In a forthcoming paper we shall report on the performance 
of an actual implementation of our step-parallel method on a parallel computer, 
including communication effects. 
Having described the step-parallel method, we shall discuss what type of 
parallel computer is most suitable for implementing PDIRKAS. We can ex-
ploit two kinds of parallelism: parallelism across the stages and across the 
steps. For parallelism across the stages, s processors are needed to compute 
in every iteration step Y~+I,i> i = 1, .. . , s. After each iteration, the new 
stage values must be broadcasted to the other s - 1 processors. Because of 
the many communications, a shared memory system is appropriate. For using 
step-parallelism, we can employ a cluster of such shared memory systems. In 
this type of parallelism, each system has to communicate information to only 
one other system. 
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4 PDIRKAS using the extrapolation predictor 
In this section we describe the strategy for the PDIRKAS method, that uses for 
the predictor the extrapolation formula of orders. This strategy will be referred 
to as PDIRKAS(EXT). First, we shall give the predictor formula, followed by 
the mechanism for determining j*(n). 
The initial guess Y~+l is given for n 2: 1 by the extrapolation formula of order 
s: 
0 j"(n) Yn+l = En+l Yn ' 
where En+l satisfies the order conditions 
Here c = (c1 , ... ,c.)T and e is the s-dimensional vector with unit entries. 
This gives 
To calculate Y~+l the steplength hn+l and j*(n) are needed. Having given the 
predictor formula for Y~+l there remains the mechanism for determining j* 
and hn+I· 
First, we shall describe how j*(n) is determined using the iterates in the 
interval In and in the previous intervals. Because the iteration process in 
interval 11 is a PDIRK iteration process, the definition for j*(l) differs from 
the general case. Unless mentioned otherwise, we assume that n 2: 2. Since 
the initial guess Y~+I depends on y{(nl, the iteration index j*(n) will be the 
smallest value of j for which Yj is "sufficiently accurate". More precisely, the 
iteration index j* ( n) is the smallest value of j, for which Yj satisfies a number 
of criteria. The first criterion is that Yj approximately solves equation (1) and 
reads 
res(Yj, n, j) < Pabs Tol, 
with Pabs a positive parameter. Here, res(Yj, n, j) denotes the residue of Yj, 
with respect to (1) at time step n and iteration level j and is given by 
(B ') _ A( TB Tyi+i"(n-l) h TAF(B)) res ,n,J - u e. ,e. n - l + ne. . 
Here, the defect b.("·) is given by ( 4) and B is some approximation for Yn that 
is computed simultaneously with yj+i"(n-l). We need an additional criterion, 
because the first one does not lead to good local error estimates. 
For the choice of the second criterion we make use of the following ob-
servations. It is very well possible that the initial iterates in an interval are 
converging too slowly or that there is a slight initial growth of the iteration 
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error. This last phenomenon already occurs for the test problem y' = ).y for 
certain values of). lying in the left half plane [7, 11]. Therefore, in the be-
ginning of the iteration process in interval In, the information in the interval 
In-I, (e.g. Y~~~n-I)+i) is much more reliable than information in the interval 
In (e.g. Yj). 
In order to decide whether Yj is good enough, we compare it with an alter-
native approximation for Yn. Considering the observation just given, a suitable 
alternative (or reference) approximation to Yn is provided by a very cheap sep-
arate method, that only uses the most recent information in the interval In-1 · 
We have taken as a reference solution the sth order extrapolation of the iterate 
in the interval In- 1, that is calculated simultaneously with Yj. This updated 
initial guess for Yn, will be denoted by G~ and is defined by EnY~~~n-l)+i and 
will be computed for j = 1, . .. ,j*(n). 
As long as Yj yields a larger residue than G~, the iterate Yj is not suffi-
ciently accurate and the iteration process in In+I is not started. So the second 
criterion is given by 
res(Y!,n,j) < Prel res(G~,n,j), 
where Prel E (0, 1) and res(G~, n,j) denotes the residue of G~, given by 
(Gi ') - "( Tei Tyi+i'(n-1) h TAF(Gi )) res n,n,J - il e. n,e. n-1 + ne. n . 
In conclusion, we take j*(n) to be the smallest iteration index j satisfying 
res(Y!,n,j) < / min(Prel res(G~,n,j),Paba Tol), (7) 
with / = 1 and as a precaution we impose in the interval In-l a similar condi-
tion with / = 0.5. 
There are situations where it takes a lot of iterations to satisfy these cri-
teria, while the convergence is good. This happens, for instance if the defect 
~(yi,yi- 1 ) is small and res(Yj,n,j) is large. To deal with these cases, Yj is 
also considered to be sufficiently accurate if the defect ~(y~, y~- 1 ) is less than 
min(10-5 , 10-3Tol). 
The role of the parameters Prel and Paba is discussed below. 
If n = 1, then we take Y,?,i = Yo for i = 1, ... , s, and we define j*(l) to be 
the smallest value of j ~ 2 for which 
"( i i-1 ) T l 0 Y1, Y1 < o 1 
holds. Here Tol1 is a method parameter with default value 10-4 . From now 
on we assume that n ~ 1. 
Let us consider step rejection in PDIRKAS(EXT). Although several inter-
vals are treated simultaneously, we shall only reject steps in that interval, where 
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the iteration index j does not exceed j* . Assume that this is the interval In· 
The step hn is rejected if either the local error estimate is larger than Tol or if 
the convergence is too slow. If the step is accepted then the iteration process in 
interval In+l is started and this is the step that can be rejected. The local error 
estimate is only calculated when the iterate is sufficiently accurate. Therefore, 
step rejection due to a too large local error can only occur for j = j • ( n). On 
the other hand, it may happen that there is slow convergence. To avoid this, 
we shall halve the step in the interval In when at least one of the following 
conditions is violated in the interval In: 
• j*(n) ~ maxj*, 
• res(Y~, n, j) < reslim for j > jconv, 
• t!.(y~, y~-I) < 1 for j 2: 2. 
Here j assumes all values for which Y~ is not sufficiently accurate. Further-
more, maxj*, reslim and jconv are method parameters (see Section 6 for their 
values). In view of the possible initial growth, the integer valued parameter 
jconv should not be too small. 
Finally, we describe how hn+l is obtained. As an indicator for the behaviour 
of the local error in the corrector we take 
if n > 1 
if n = 1, 
which is of order s. If errn < Tol, then the step is accepted and hn+I is given 
by 
. 1 8{-fjTTn hn+I = hn/ max(0.6, mm(3.0, - --;r;-1 )). 0.8 .J.0 (8) 
Conversely, if errn 2: Tol then the step is rejected and (8) is used as the new 
steplength. Having described PDIRKAS(EXT) we discuss the role of Prel and 
Pabs· These parameters determine j*(n) and therefore the stepsize and the 
convergence of the PDIRKAS iteration process. For small values of Prel and 
Pab., j* ( n) will be relatively large. Consequently the local error estimator is of 
good quality resulting in a relatively small number of steps. However, less in-
tervals are treated simultaneously. Hence small values of the parameters leads 
to inefficient strategies. On the other hand, if these two values are large and 
therefore causing j* ( n) to be small, PDIRKAS may become divergent, because 
the initial guesses steadily deteriorate. Furthermore, the local error estimate 
gets worse as the parameters become larger, with the effect that more steps are 
needed to achieve a certain accuracy. However, the amount of step-parallelism 
is relatively high. So there are optimal values of the two parameters, that give 
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the required accuracy at a minimal effective cost . Experiments show that the 
performance is not sensitive to small changes in the two parameters. Moreover, 
the optimal values are more or less problem independent. In our implementa-
tion with the Radau IIA corrector, we have taken Pabs = Prel = 0.5. 
Experiments show that the number of intervals that are treated concurrently 
may become large (up to 30) temporarily. However, most of the time the num-
ber of intervals under concurrent treatment is only a fraction of this. We will 
describe a bound K for this number. As a consequence, the conditions (7) 
may be satisfied while the number of processors in use equals the number K. 
This forces the method to continue the iteration, thus increasing j*(n) . The 
resulting PDIRKAS(EXT) algorithm is denoted by PDIRKAS(EXT,K) . Only 
for small K (say between 1 and 8) this restriction alters the value of j* signif-
icantly. 
Next, consider the effective costs. A straightforward implementation on a 
parallel computer yields an effective cost of j*(n) + 1 units in the interval In: 
Assume that Y~~~n-l ) and Y~ have just been calculated. First , the iterates 
Y,!., j = 1, ... ,j*(n) are computed. When this has been done, the PDIRKAS 
method has to verify that the iterate y[(n) satisfies (7). For this verification 
we need F(Y{(n)) and F(Gf (n)). After these function evaluations, we ad-
vance to the interval In+l and compute Y~+i · Hence, F(Y{(n)) is calculated 
before F(Y~+l) can be calculated. Because F(Y{(n)) is the first part of the 
computations for y[(n)+l , a substantial part of the calculation of y[(n)+l is 
completed, before Y~+l can be computed. 
However, we can reduce the effective costs in In to j*(n) , as follows: As-
sume that the iterations have already been started in interval In, while the 
iterations in interval In+l have not been initiated yet. When an iterate YJ in 
In has just been computed, we act as if this iterate is accurate enough in order 
to advance to the interval ln+l · Therefore we calculate Y~+l = En+l Y,!. and 
F(Y~+ 1 ) simultaneously with F(YJ). Only when YJ. satisfies condition (7), we 
really advance the iteration process to interval In+i, otherwise we just ignore 
F(Y~+ 1 ) and compute a new Y~+l based on Yj+l and repeat the procedure 
just described once more. These additional calculations require s additional 
processors. In this fashion, F(Y{(n)) and F(Y~+l) = F(En+ 1Y{(n)) are cal-
culated simultaneously. Because these function evaluations are the first parts 
of the calculation of y{(n)+l and Y~+l, these iterates are also computed si-
multaneously (En+l is almost for free) . In view of this, the effective costs in 
interval In are j*(n) units. 
The total effective costs are given by L,:;;/ j*(n) +m(N) plus the effective 
costs of all iterations carried out in rejected steps. The number of processors 
needed by PDIRKAS(EXT,K) equals (K + 2)s. Here, 2s processors are used 
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for computing F(Y,?+1 ) = F(En+iYD and F(G~) simultaneously with F(Y,!). 
5 PDIRKAS using the Backward Differentia-
tion Formula 
We have implemented several strategies using BDF, the best of which will 
be presented here. This strategy uses for the initial guess Y,?+ 1 the L-stable, 
two-step BDF and we shall refer to it as the PDIRKAS(BDF) strategy. This 
predictor has to yield an initial guess for Yn+l ,i in every stage point. These ini-
tial guesses are calculated concurrently on s processors. The implicit BDF 
equations are solved using the modified Newton method. This method is 
stopped as soon as the defect ( 4) between two subsequent iterations is less 
than min(10- 5 , 10-3 To0. Here Tol is the upper bound for the local error esti-
mate. If after 5 iterations this criterion is not satisfied, then the step is halved 
and new BDF approximations are calculated. 
The local error, which is only controlled in the step points, is given by the 
defect ( 4), where u and v correspond to the approximations obtained by the 
two-step and three-step BDF and is denoted by errn. This local error estimate 
is of order 3. The three-step BDF approximation is computed concurrently 
with the other s BDF approximations. The step hn is accepted if errn < Toi. 
In that case the initial guess for the steplength is given by 
_ / . 1 3fffjTTn hn+l - hn max(0.66, mm(5.0, - --)). 0.8 Toi 
Otherwise, the step is rejected and the new steplength for hn is given by the 
right hand side of the preceding formula. 
We have taken as definition for j*(n): j*(n) is the smallest iteration index 
j of Yn such that the residue of the iterate in interval In - k, that is computed 
concurrently with Y,1, is a factor ak smaller than res(Y,?_ k, n - k , 0) , i.e. 
res(Y:~2,n - k,q(j)) < ak res(YLk , n - k,O). 
Here Y:~2 denotes the iterate in interval In-ki that is computed simultaneously 
with Y,1 and k is a small positive integer. In addition we require that: 
A( j j-1) 0 1 
u Yn1Yn < · ' 
and 
res(Y,!, n , j) < 0.01 or ~(y~, y~-l) < 0.01. 
These two last criteria prevent the propagation of instabilities. For n ~ k the 
value of j*(n) is the smallest value of j for which 
~(y~,y~- 1 ) < Toi1, 
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with Tol1 = 10-4 . Optimal values of the parameters k and ak have to be deter-
mined experimentally. Experiments show that they are more or less problem-
independent. We use the parameter values k = 3 and ak = 0.01. 
As in the PDIRKAS(EXT) case we shall describe a bound K for the number 
of intervals that are treated concurrently. The resulting method is denoted by 
PDIRKAS(BDF,K). An apparent disadvantage of this approach is that the 
local error estimate is independent of the number of stages of the corrector and 
consequently independent of its order. 
In the PDIRKAS(BDF) process it happens that Y,;+ 1 has to be be calcu-
lated, while the calculations for Y~+l are not completed yet. This situation 
rarely arises because the maximal number of BDF iterations is limited to 5 
(the average number of iterations per point turns out to be between 2 and 3) . 
6 Performance evaluation of PDIRKAS 
6.1 Numerical experiments 
In our experiments we use the four-stage Radau IIA method as the underlying 
corrector. Since we shall iterate this corrector until convergence, PDIRKAS 
has the same order and stability properties, that is, it has step point order 7, 
stage order 4 and it is L-stable. 
We distinguish four types of parameters: (i) problem parameters like ini-
tial values, integration interval, etc., to be specified in Section 6.2, (ii) input 
parameters to monitor the integration process and to be specified by the user, 
(iii) strategy parameters that are part of the code, and (iv) output parameters, 
that will be specified in Section 6.3. 
The input parameters are Tol, Tolcorr, K and ho. Tol is the upper bound 
for the local error estimate, and Tolcorr determines when the iteration process 
in the successive intervals can be terminated ( cf ( 5)). Since a relatively small 
value of Tolcorr only slightly increases the number of intervals treated simul-
taneously, while the effective costs remain approximately the same, we have 
chosen Tolcorr = 10-12 , unless mentioned otherwise. Furthermore, K is the 
maximum number of intervals that the user allows to be treated simultaneously, 
and ho is the initial stepsize. 
PDIRKAS(EXT) contains the strategy parameters maxj*, jcanv, and res-
lim, which are respectively chosen 20, 7 and 0.1. The strategy parameters for 
PDIRKAS(BDF) are given in Section 5. 
For the calculations, 15-digits arithmetic was used. For a number of test 
problems we shall give results obtained by PDIRKAS(EXT) and PDIRKAS-
(BDF). In order to appreciate these results, we compare them with PSODE. 
PSODE (Parallel Software for ODEs) has been developed in [10] and is, like 
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PDIRKAS, based on PDIRK iteration of the four-stage Radau IIA corrector. 
This facilitates an easy mutual comparison in terms of effective numbers of 
diagonal iterations. 
Finally, we remark that in both PDIRKAS strategies we have refrained 
from introducing a mechanism for updating the Jacobian . Since our present 
implementation of PDIRKAS updates the Jacobian in each step, PSODE was 
modified accordingly. 
6.2 Test problems 
The first test problem is the electric ring modulator [4], which contains 15 
differential equations. Some of them are highly nonlinear. This set of equations 
contains a parameter C., by which a DAE or ODE can be realized. We have 
chosen C. = 10- 9 , resulting in a stiff ODE. 
The second test problem is the Robertson kinetics example, which originates 
from chemistry: 
dy1 
dt 
dy2 
dt 
dy3 
dt 
y(O) 
and with t E [O, 108]. 
3 · 107y~ 
(1,0,0f 
We also include two van der Pol equations: 
dy1 
dt 
dy2 
dt 
y(O) 
Y2 
50(1 - Yi)Y2 -y1 
(2,0)T 
on [0,83] as the third test problem and 
dy1 
dt 
dy2 
dt 
y(O) 
Y2 
((1 - Yi)Y2 - Y1)106 
(2, -0.66f 
(9) 
(10) 
(11) 
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on [0,2] as the fourth. These ODEs have changes in their components in an 
almost discontinuous way (especially (11)). 
Our fifth test problem is the linear Prothero-Robertson problem: 
dy1 
dt 
dy2 
dt 
y(O) 
1 
(1,0)T 
on [0,10] and with c; = 10-3 . The exact solution is given by y(t) = cos(t). 
The last one is the electric inverter [8]: 
dyi 
dt 
R 
g(u,v) 
y(O) 
yo(t) ~ { 
on [O, 2.5 · 10-8]. 
5-yi K Re - cg(Yi-1,Yi), i=l, ... ,4, 
5000, C = 0.2 · 10-12 , K = 2 · 10- 4 , 
(max(u - 1, 0)) 2 - (max(u - v, 0)) 2 , 
(5, o.s, s, a.sf, 
0 if 
109 t - 5 if 
t ~ 0.5 · 10-s V t ~ l. 75 · 10-8 
t E [0.5 · 10-s, 1 · 10-8] 
5 if t E [1 · 10-s, 1.5 · 10-8] 
-2. 109t + 35 if t E [l.5 · 10-s, l. 75 · 10- 8] 
6.3 Numerical results 
For the experiments we recorded the following quantities: 
• Tol: the upper bound for the local error estimate. 
• N : the number of accepted steps. 
(12) 
(13) 
• nsd : the relative accuracy in significant digits of the approximation in 
the endpoint, given by the minimum of 
I ez appl ioz Yi - Yi 
- og 
max(lyf"'I, 10- 6 ) ' 
where i runs from 1 to d. Here ye"' and yapp respectively denote the 
exact solution and its approximation in the endpoint. Components with 
absolute values smaller than 10- 6 are treated differently because this is 
also done in the defect ( 4) . 
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• Kmax : the maximal number of intervals that are treated simultaneously. 
• Kav : the average number of intervals that are treated simultaneously. 
• c.11 : effective costs, the number of diagonal iterations (including iter-
ations in rejected steps) . Here all diagonal iterations, that can be done 
concurrently are counted as one unit. 
• j~v : the average value of j*. 
• Nreject : the total number of rejected steps (due to convergence failure 
or local error control). 
• mav : the average number of iterations performed in an interval (including 
iterations done in a step rejection). 
First, we shall consider how the parameter K in the PDIRKAS-(EXT,K) 
method affects the performance. Because the maximal number of intervals 
that are treated concurrently is at most K, unnecessary continuation of the it-
eration process should be avoided for small K-values. Therefore, we have used 
here Tolcorr = 10- 9 . In Table 1 (see appendix), the influence of K is shown 
for the first test problem. For this small value of Tolcorr, PDIRKAS(EXT,2) 
is about two times cheaper than PDIRKAS(EXT,l) . Comparing the aver-
age number of iteration per step, given by mav, we see that in an interval 
the PDIRKAS(EXT,2) iteration process closely resembles the PDIRK-iteration 
process. For larger values of K the performance does not get better any more 
and becomes more or less independent of K. 
In the Tables 2 to 7 (see appendix), we give the results of PDIRKAS(EXT) 
and PDIRKAS-(BDF) when applied to the various test examples; for eval-
uating the performance we give the results obtained with PSODE as well. 
For PDIRKAS(EXT,4) we used Tolcorr = 10-9 instead of Tolcorr = 10-12 . 
As can be seen from these tables, PDIRKAS(EXT,4) is almost as good as 
PDIRKAS(EXT,10). If the parameter Tolcorr used in PDIRKAS(EXT,4) is 
smaller than 10-9 , this is no longer true. Comparing PDIRKAS(EXT,10) and 
PDIRKAS(EXT,30), it turns out that the performance of the stepsize mecha-
nism in PDIRKAS(EXT,10) is slightly better than that of PDIRKAS(EXT,30), 
because of a better convergence behaviour (see mav)· Assuming that there 
are sufficiently many processors, PDIRKAS(EXT,10) is the best of the three 
PDIRKAS(EXT) methods. 
For PDIRKAS(BDF), the experiments show that PDIRKAS(BDF,4) is 
slightly less efficient than PDIRKAS(BDF,10). From the tables it is appar-
ent that PDIRKAS(BDF,30) is better than PDIRKAS(BDF,10), although the 
differences are small. Therefore, taking into account the large number of ex-
tra processors needed, PDIRKAS(BDF,10) is to be preferred. With respect to 
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the van der Pol equations (10)-(11), we remark that PDIRKAS(BDF) can not 
handle this problem, because the order of accuracy of BDF is too low. 
6.4 Comparison of PDIRKAS(EXT) & PDIRKAS(BDF) 
Comparing PDIRKAS(EXT,10) and PDIRKAS(BDF,10), we conclude that 
the first method is more efficient and more reliable than PDIRKAS(BDF,10) . 
Comparing PDIRKAS(EXT,10) with PSODE shows for a broad class of test 
problems that the speed-up factor ranges from 2 to 3.5. Recall that PSODE is 
twice as efficient as LSODE. Consequently, PDIRKAS(EXT,10) is 4 to 7 times 
more efficient than LSODE. 
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Appendix 
Table 1: Results for the Ring modulator using PDIRKAS(EXT,K), with K = 
1, 2, 4, 8, 10 and Tolcorr = 10-9 
K Toi N nsd Kma.:(Kav) C•tl 
.. 
lav Nreject fiav 
1 0.01 3174 5.8 1 27561 6.7 788 8.5 
2 0.01 3166 5.9 2(1. 7) 14287 3.5 760 8.8 
4 0.01 3167 5.9 4(3.4) 10825 2.7 765 12.7 
8 0.01 3190 5.9 8( 4.6) 10278 2.6 741 15.9 
10 0.01 3199 5.8 10( 4.8) 10245 2.5 765 16.2 
Table 2: Results for the Ring modulator 
Method Toi N nsd Kma:i:(Kav) C•tl 
.. 
lav Nreject fiav 
(EXT,4) 1 0.01 3167 5.9 4(3.4) 10825 2.7 765 12.7 
0.002 4647 6.7 4(3.3) 15223 2.8 798 11.9 
(EXT,10) 0.01 3204 5.9 10(6.7) 10443 2.6 738 22.7 
0.002 4707 6.7 10(6.6) 15062 2.7 778 22.0 
(EXT,30) 0.01 3214 5.9 30(7.1) 10275 2.5 749 23.8 
0.002 4750 6.7 23(7.0) 15128 2.7 868 23.3 
(BDF,10) 0.01 3556 2.9 10(8.1) 11092 3.1 1112 26.2 
0.005 4766 3.4 10(8.3) 14762 3.1 1333 26.4 
PSODE 10-4 1978 4.3 12818 453 6.5 
10-s 3017 5.7 18655 675 6.2 
10-6 4671 7.2 28438 974 6.1 
1 (EXT,4) always uses Tolcorr = 10-9 
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Table 3: Results for the Robertson kinetics example (9) 
Method Toi N nsd K,,,.a.,.(Ka.v) C•ll .. la.v Nreject fia.v 
(EXT,4) 0.1 91 7.3 4(2 .0) 374 4.1 0 9.2 
0.01 127 7.3 4(2 .2) 438 3.5 0 8.7 
(EXT,10) 0.1 93 7.3 10(3.3) 381 4.1 1 14.4 
0.01 128 7.3 10(3.2) 446 3.5 0 12.0 
(EXT,30) 0.1 93 7.3 10(3.3) 381 4.1 1 14.4 
0.01 128 7.3 10(3.2) 446 3.5 0 12.0 
(BDF,10) 0.1 85 7.3 10(5.1) 261 3.1 0 16.7 
0.01 132 7.3 10(5.3) 338 2.6 0 14.5 
(BDF,30) 0.01 132 7.3 26(8.0) 305 2.3 0 19.4 
PSODE io- 4 94 5.9 616 0 6.5 
10-s 127 7.4 829 0 6.5 
Table 4: Results for the Van der Pol equation (10) 
Method Toi N nsd K,,,.a.,.(Ka. v) c.ll. .. la.v Nreject fia.v 
(EXT,4) 0.3 101 4.9 4(3.3) 410 2.9 49 14.4 
0.1 119 6.0 4(3.1) 432 2.5 40 12.3 
0.01 190 8.2 4(3.1) 514 2.0 43 9.4 
0.001 322 10.0 4(3.0) 673 1.9 23 7.3 
(EXT,10) 0.3 105 5.1 10(6.3) 431 2.8 49 26.6 
0.1 126 6.3 10(5.6) 407 2.1 50 19.0 
0.01 194 8.1 10(6.0) 484 1.8 42 16.0 
0.001 324 10.0 10(6.7) 652 1.8 27 14.4 
(EXT,30) 0.3 114 5.3 26(9. 7) 425 2.2 60 36.9 
0.1 128 6.2 15(6.0) 415 2.1 53 20.5 
0.01 197 8.3 18(7.6) 476 1.6 48 19.3 
0.001 330 10.0 25(9.0) 650 1.6 38 18.7 
PS ODE 10-4 132 6.3 883 26 6.7 
10-s 184 7.4 1193 32 6.5 
10-1 421 8.1 2670 39 6.3 
lo-8 626 8.7 3738 43 5.9 
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Table 5: Results for the Van der Pol equation (11) 
Method Toi N nsd Km.ax(Kav) c.u .. lav Nrei_ect ma,, 
(EXT,4) 0.1 191 6.3 4(2.6) 834 2.8 83 12.2 
0.01 288 7.9 4(2.3) 945 2.3 72 10.2 
0.001 471 9.8 4(2 .6) 1264 2.4 36 7.9 
(EXT,10) 0.1 181 6.5 10( 4.5) 734 2.6 89 19.2 
0.01 289 7.7 10( 4.8) 929 2.3 69 17.0 
0.001 477 9.7 10(5.3) 1260 2.3 48 15.2 
(EXT,30) 0.1 190 6.5 14( 4. 7) 783 2.6 93 20 .5 
0.01 294 7.8 19(6.0) 912 2.1 78 20.0 
0.001 479 9.7 23(6.9) 1214 2.1 44 18.3 
PS ODE 0.01 112 3.9 852 6 7.6 
10-4 206 5.6 1430 36 6.9 
10-s 281 6.9 1880 52 6.7 
10-6 420 6.0 1 2739 59 6.5 
10- 7 693 7.8 1 4721 50 6.8 
10-8 969 10.7 1 6310 42 6.5 
Table 6: Results for the linear Prothero-Robertson problem (12) 
Method Toi N nsd Kmax(Ka,,) C•tl 
.. 
lav Nr•i•ct ma,, 
(EXT,4) 0.01 40 9.5 4(2.0) 141 2.9 6 7.8 
(EXT,10) 0.01 40 9.5 9(3.6) 141 2.9 6 13.7 
(EXT,30) 0.01 40 9.5 9(3.6) 141 2.9 6 13.7 
(BDF,10) 10-4 69 8.8 10(7.5) 144 2.1 11 16.3 
(BDF,30) 10-4 69 8.8 30(15.8) 125 1.8 11 28.3 
PSODE 10-6 49 8.1 1 411 0 8.4 
10-8 120 9.0 1 1066 0 8.9 
10-9 176 10.2 1 1414 0 8.0 
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Table 7: Results for the electric inverter (13) 
Method Toi N nsd KTnax(Kav) c.u . lav Nreject mav 
(EXT,4) 0.2 37 5.8 4(3.5) 169 3.5 13 17.0 
0.1 44 6.3 4(3.0) 171 3.0 12 13.8 
0.01 76 7.8 4(3.2) 206 2.2 17 9.7 
0.001 125 8.3 4(3.2) 272 1.9 14 7.9 
0.0001 217 9.6 4(3.1) 388 1.6 27 6.6 
(EXT,10) 0.2 40 5.1 10(7.0) 160 2.5 22 28.6 
0.1 47 7.1 10(6.3) 158 2.4 12 22.2 
0.01 78 7.5 10(6.3) 186 2.0 16 16.0 
0.001 130 9.0 10(6.9) 276 1.9 16 15.6 
0.0001 223 9.7 10(7.0) 400 1.6 28 13.8 
(EXT,30) 0.2 40 5.2 17(8. 7) 163 2.5 20 35.0 
0.1 46 5.5 18(7. 7) 154 2.5 12 26.5 
0.01 79 7.9 13(6.3) 196 1.9 16 16.5 
0.001 129 8.6 16(8.2) 269 1.4 24 18.4 
0.0001 224 9.8 20(9.5) 386 1.3 31 17.6 
(BDF,10) 0.01 73 7.5 10(6.6) 172 2.4 16 16.6 
0.001 137 8.6 10(7.8) 270 2.0 15 16.4 
0.0001 287 10.3 10(8.8) 472 1.6 16 15.4 
(BDF,30) 0.01 73 7.5 13(7.4) 169 2.3 16 18.2 
0.001 137 8.6 26(10.4) 268 2.0 15 21.2 
0.0001 287 10.3 25(13.8) 453 1.6 16 22 .8 
PS ODE 10-4 57 6.0 377 14 6.6 
10-6 131 8.8 795 29 6.0 
10-7 186 9.5 1089 32 5.8 
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Abstract 
This paper deals with solving stiff systems of differential equations 
by implicit Multistep Runge--Kutta (MRK) methods. For this type of 
methods, nonlinear systems of dimension sd arise, where s is the number 
of Runge--Kutta stages and d the dimension of the problem. Applying a 
Newton process leads to linear systems of the same dimension , which can 
be very expensive to solve in practice. Like in (13], where the one-step RK 
methods were considered, we approximate these linear systems by s sys-
tems of dimension d , which can be solved in parallel on a computer with s 
processors . In terms of Jacobian evaluations and LU-decompositions, the 
k-step s-stage MRK applied with PILSMRK on s processors is equally 
expensive as the widely used k-step Backward Differentiation Formula 
on 1 processor, whereas the stability properties are better than that of 
BDF. If both methods perform the same number of Newton iterations, 
then the accuracy delivered by the new method is also higher than that 
of BDF. 
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1 Introduction 
For solving the stiff initial value problem (IVP) 
y'(t) = f(t,y(t)), y(to) =Yo, y,f E Rd, to~ t ~ te, (1) 
a widely used class of methods is that of the Backward Differentiation Formulae 
(BDFs) 
Here, 0 denotes the Kronecker product and the vector y(n-l) is defined by 
(Y~-k" . .,y-;:__1)T, where yJ approximates the solution at t = ti and k is the 
number of previous steppoints that are used for the computation of the approx-
imation in the current time interval. The stepsize tn+l - tn is denoted by hn · 
The scalar J3 and the k-dimensional vector K contain the method parameters. 
They depend on Mn), which is the vector with k previous stepsizes defined by 
h(n) := (hn-k+l, .. . , hnf. In the sequel, I stands for the identity matrix and 
ei for unit vector in the ith direction. The dimensions of I and ei may vary, 
but will always be clear from the context. 
For example, the popular codes DASSL [18) and VODE [2) are based on 
BDFs. However, a drawback of BDFs is the loss of stability if the number 
of steppoints k increases. As a consequence of Dahlquist's order barrier, no 
A-stable BDF can exceed order 2. Moreover, BDFs are not zero-stable for 
k > 6. 
A promising class of methods that can overcome these drawbacks of BDFs 
are the Multistep Runge-Kutta (MRK) methods, which are of the form 
(2) 
where Yn is the solution of the equation 
R(Yn) = 0, R(Yn) := Yn - (G 0 I)y(n-l) - hn(A 0 I)F(Yn)· (3) 
Here, Yn is the so-called stage vector of dimension sd, whose components Yni 
represent approximations to the solution at t = tn-l + cihn, where c := 
(c1 , .. . ,ca)T is the vector of abscissae and s is the number of Runge-Kutta 
stages. The vector F(Yn) contains the derivative values f (Yni)· The arrays a, 
x, A and G contain method parameters and are of dimension s x 1, k x 1, s x s 
and s x k, respectively. These parameters and the abscissae Ci depend on h(n). 
We remark that a way of circumventing this dependence on h(n) is interpo-
lating the previous steppoints, so that they are equally spaced. However , this 
strategy adds local errors and does not allow good stepsize flexibility, see [19, 
p.68). 
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Stability has been investigated for fixed stepsizes in the literature. Even for 
large values of k, these methods have "surprisingly" good stability properties 
[9, p.296]. For example, MRKs of Radau type with s = 3 remain stiffly stable 
fork::; 28 and have modest error constants [19, p.13] . 
A drawback of using MRKs is the high cost of solving the non-linear system 
(3) of dimension sd every time step. Normally, one uses a (modified) Newton 
process to solve this non-linear system. This leads to a sequence of iterates 
yJ 0l, yJ 1l, . .. , yJml which are obtained as solutions of the sd-dimensional linear 
systems 
(I - A 0 hnln)(YJil - yJi-l)) = -R(YJi-ll), j = 1, 2, . . . ,m, (4) 
where Jn is the Jacobian of the function f in (1) evaluated in tn, the starting 
vector yJ0l is defined by some predictor formula, and yJml is accepted as ap-
proximation to Yn. If we use Gaussian elimination to solve these linear systems, 
then this would cost ~s3d3 arithmetic operations for the LU-decompositions. 
In order to reduce these costs, one can bring the Newton matrix I -A0 hnln 
to block diagonal form by means of similarity transformations [3] resulting in 
(I - T- 1 AT 0 hnln)(X~i) - x!;-1l) 
yUl 
n 
-(T- 1 0 J)R(YJi- 1l), (5) 
(T 0 I)X~il, j = 1, 2, . . . , m. 
Here, T - 1 AT is of (real) block diagonal form. Every block of T- 1 AT corre-
sponds with an eigenvalue pair of A. If the eigenvalue of A is complex, then 
the block size of the associated block in T-1 AT is 2, if the eigenvalue is real, 
then the block size is 1. The LU-costs are now reduced to ~d3 and 136 d3 for 
the blocks of size 1 and 2, respectively. Hairer & Wanner used this approach in 
their code RADAU5 [10]. The blocks of the linear system (5) are now decou-
pled, so that the use of <J processors reduces the effective costs to 13
6 d3 , where 
<J is the number of blocks in T- 1 AT . Notice that pairs of stage values can be 
computed concurrently, i.e. it is possible to do function evaluations, transfor-
mations and vector updates for pairs of stages in parallel if <J processors are 
available. 
By exploiting the special structure of the 2d-dimensional linear systems 
in (5), it is possible to reduce the costs of solving these systems (see e.g. [1]). Let 
/;,j ± iTJj be an eigenvalue pair and assume that the matrix of the corresponding 
linear system is of the form 
-TJjhnJn 
J - /;,jhnJn )· 
One easily checks that the inverse of (6) is 
(I 0 r-l) ( I - /;,jhnln 
-TJjhnJn 
T/jhnJn 
J -/;,jhnln 
(6) 
(7) 
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r =I - 2~ihnJn + (~J + TJ})h~J~ . 
Using u processors, the O(d3 ) costs of this approach are id3 (2d3 for the 
computation of J~ and ~d3 for the LU-decomposition of r). On u processors, 
an MRK using this implementation strategy is 4 times more expensive in terms 
of O(d3 ) costs than a BDF, for which we only have to solve linear systems with 
a matrix of the form I - hnf3Jn. 
In this paper we reduce the implementational costs of MRKs to a further 
extent by following the approach of (13]. Here, the matrix A is approximated 
by a matrix B with positive distinct eigenvalues and the iterates y~i) in ( 4) 
are computed by means of the inner iteration process 
(I - B '°' h J )(Y(j,v) - yU.v-l)) = -(I - A '°' h J )Y(i,v- l) + cU-l} '<Y nn n n '<Y nnn n ' 
c!!-1l := (I - A 0 hnJn)Y~i-l ) - R(Y~i-1 l) . (8) 
The index v runs from 1 to r and Y~j,r) is accepted as the solution y~i) of 
the Newton process ( 4). Furthermore, Y~j, O) = y~i-l}. Since the matrix B 
in (8) has distinct eigenvalues, applying a similarity transformation Q that 
diagonalizes B, i.e. BQ = QD where D is a diagonal matrix, leads to: 
(I - D 0 hnJn)(X~i,v) - X!!·v-l)) = -(I - Q- 1 AQ 0 hnJn)X!!·v-l) 
+(Q- 1 0 J)C~j- l}' v = 1, ... 'T . (9) 
The system (9) consists of s decoupled systems of dimension d which can be 
solved in parallel. Every processor computes a stage value. The costs for 
the LU-decompositions are now reduced to ~d3 on s processors. Notice that in 
order to ensure the non-singularity of the matrix (I - D ®hnJn) the positiveness 
of the eigenvalues of B is required . In analogy with (13] we will refer to (8) as 
PILSMRK, Parallel Linear System solver for Multistep Runge-Kutta methods. 
The combination of modified Newton and PILSMRK will be called the Newton-
PILSMRK method. 
We will discuss several strategies to choose B such that the inner iterates in 
(8) converge quickly to the Newton iterates in (4) . Experiments show that, if 
we apply more than 2 Newton iterations, then only 1 inner iteration suffices to 
find the Newton iterate. This means that in terms of LU-decompositions and 
Jacobian evaluations a k-step, s-stage Newton-PILSMRK on s processors is as 
expensive as a k-step BDF on 1 processor , whereas the stability properties of 
Newton-PILSMRK are better. If both methods perform the same number of 
function evaluations, then the accuracies delivered by Newton-PILSMRK are 
also higher than that of BDF. It turns out that the convergence behaviour of 
the inner iteration process becomes better if k increases. In particular, the 
inner iteration process for MRKs converges faster than that for the one-step 
RK methods proposed in [13]. 
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The outline of the paper is as follows. § 2 briefly describes how to determine 
the MRK parameters. In § 3 we investigate the convergence of the inner itera-
tion process for several choices of the matrix B, and we consider the stability of 
the overall method in § 4. Numerical experiments in § 5 show the performance 
of the proposed methods on a number of test problems. Finally, we draw some 
conclusions in § 6. 
2 Construction of MRKs 
A large class of multistep Runge-Kutta methods consists of multistep colloca-
tion methods, which were first investigated by Guillou and Soule [7]. Later, 
Lie and N0rsett [15] considered the MRKs of Gauss type and Hairer and Wan-
ner [9] those of Radau type. In the useful thesis of Schneider [19] on MRKs for 
stiff ODEs and DAEs a lot of properties of MRKs and further references can 
be found. 
For convenience of the reader we briefly describe here how one can compute 
c, G and A. Alternative ways of deriving these parameters can be found in [9] 
and [19]. In a multistep collocation method, the solution is approximated 
by a so-called collocation polynomial. Given y(n), h(n) and c, we define the 
collocation polynomial u( t) of degree s + k - 1 by 
u(ti) 
u'(tn + Cihn) 
Yi, 
f(u(tn + Cihn)), 
j = n - k + 1, . . . , n, 
i = 1, ... ,s. 
The stage vector Yn is then given by (u(tn + c1hn)T, ... , u(tn + c6 hn)T)T. In 
order to compute u(t), we expand it in terms of polynomials ef>i and '!/Ji of degree 
s + k - 1, given by 
ef>i( Tj) 8ij1 j = 1, ... ,k, i = 1, ... , k, 
If>~ ( Cj) o, j = 1, ... ,s, i = 1, ... ,k, 
'l/Ji(Tj) 0, j = 1, ... ,k, i = 1, ... ,s, 
'If;~ ( Cj) 8ij, j = 1, ... ,s, i = 1, ... , s. 
Here, 8ij denotes the Kronecker tensor, T is the dimensionless coordinate th~n 
and Tj = tn-kit:-tn, j = 1, ... , k. In terms of these polynomials the expansion 
of u(t) is given by 
k 
u(tn +Th) L !/>j(T)Yn-k+i + hn L 'l/Ji(T)u'(tn + Cihn) 
j=l i=l 
k 6 L ef>1(T)Yn-k+j + hn L 'l/Ji(T)j(u(tn + Cihn)). 
j=l i=l 
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Clearly, the MRK parameters read G;; = </>;(c;), A;; = 1/J;(c;), a; = </>;(l) 
and x = 1/J;(l). Notice that the order of the approximations u(tn + c;hn), the 
so-called stage order of the MRK, is s + k - 1. 
To construct the polynomials </>;(T) and 1/J;(T), we expand them as 
•+k-1 •+k-1 
</>;(T) = L d't,.,;Tm and 1/J;(T) = L d'!,.,;Tm. 
m=O m=O 
Substituting the first expression into the defining conditions yields 
1 71 
(10) 
0 1 2c. 3c; (s + k - l)c;H-2 
The matrix of orders+ kin (10) will be denoted by W. For the polynomials 
1/J; ( T) we derive analogously 
To compute the A and the G, we evaluate </>;(T) and 1/J;(T) m T 
j = 1, .. . , s, yielding 
Introducing 
</>; ( Cj) 
1/J; ( Cj) = 
V= (; 
c. 
•+k-1) w-1 
... ci e;, 
•+k-1) w-1 
... ci ei+k· 
the matrices G and A are respectively given by 
and 
Cj for 
We now construct the abscissae vector c such that we have superconvergence 
in the steppoints. Only stiffly accurate Multistep Runge-Kutta methods will 
be considered, i.e. C8 = l. This means that we can omit steppoint formula 
(2) and obtain Yn+l from Yn+l = (e'!' 181 J)Yn . A well known subclass of stiffly 
Parallel solvers for multistep RK m ethods 103 
accurate MRK methods are the multistep Radau methods, which are A(o)-
stable. Their set of collocation points c1 , ... , Cs-l is given (see [9, p .294]) as 
the roots in the interva l [0,1] of 
2 
--- =0, 
C; - Cj 
i=l , . .. ,s-l. 
We call the order of approximation Yn+l to y(tn+i) the steppoint order or, 
more loosely, the order of the MRK. This choice of c leads to steppoint order 
2s + k - 2. 
The appendix to this paper lists the MRK parameters for s E { 2, 4} and 
k E {2,3} . 
3 Convergence of the inner iteration process 
We now discuss the choice of the matrix B in (8) such that the inner iteration 
process converges rapidly. If we define the inner iteration error by f~,v) := 
y~i,v) - y~i) , then ( 4) and (8) yield the recursion 
f(j ,v) = Z(h J )f(j,v-l) 
n n n n ' 
Applying the method to Dahlquist 's test equation 
y' = >..y , >..EC, (11) 
this recursion reduces to 
f(j,v) = Z(z )f(j,v-l) 
n n n ' (12) 
Let µ( ·) be the logarithmic norm associated with the Euclidean norm , which 
can be expressed as µ(S) := !>..max(S + sr), where >..max( ·) denotes the alge-
braically largest eigenvalue of a matrix (see e.g. [8, p .61]). For dissipative prob-
lems µ(Jn) ~ 0. The following lemma states that the inner iteration process 
converges for dissipative problems at least as fast as for the 'most unfavourable' 
linear test equation. For the proof of this lemma we refer to [17]. 
In § 3.1 and § 3.2 we treat two choices for the matrix B that make Z(zn) 
'small' in some sense. To measure Z( zn) we use the following quantities: 
• pU)( zn), the (averaged) rate of convergence after j iterations in Zn, de-
fined by 
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• /;}), the stiff convergence rate after j iterations, defined by 
p';1,) := 1 llZ~lb Zoo:= Jim Z(zn) =(I - B-1 A). 
Zn --+OO 
Z 00 will be referred to as the stiff amplification matrix. 
• p(j), the maximal convergence rate after j iterations, defined by 
Notice that because of the maximum principle and the fact that pU)(zn) is 
symmetric with respect to the real axis, pUl(zn) takes its maximum at the 
positive imaginary axis: 
Since A depends on h(n), B also depends on Mn). Consequently, the pro-
cedure for constructing B has to be carried out every time h(n) changes and 
should not be too expensive. 
3.1 Constructing B: Crout decomposit ion 
Let L be the lower triangular matrix of the Crout decomposition of A, i.e. L is 
lower triangular such that L - l A is upper triangular with ones on the diagonal. 
As proposed in [14], we choose B = L. The stiff amplification matrix takes the 
form I - L - 1 A, which is strictly upper triangular. Consequently, p';1,l = 0 for 
j 2: s. For reasons that will become clear in § 3.2, we will refer to this inner 
iteration process as PILSMRK(L,J). 
Table 1 lists the values of p(j) for a few PILSMRK(L,J) methods for the 
case with constant stepsizes. As a reference we included the one-step Radau 
IIA methods. From this table we see that, for the worst-case situation, the 
convergence of the MRKs is better than that of the one-step Runge- Kutta 
methods. 
In practice, the rate of convergence in other points of the complex plane 
is also of interest. Figure 1 shows pUl(zn) along the imaginary axis Zn = ixn , 
Xn ER for PILSMRK(L,J) with (k = 3, s = 4) method with constant stepsizes 
for j = 1, 2, 3, 4 and j = oo. From this figure we clearly see that pt[} = 0 for 
j 2: s. 
In order to see the effect of variable stepsizes on the convergence rate, we 
define 
w;=h;/h;-1 for i=n-k+2, ... ,n 
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Table 1: Values of p(j) for several PILSMRK(L,J) methods with constant step-
s1zes. 
s k Order j = 1 j = 2 j=3 j=4 ... j = 00 
2 1 3 0.24 0.21 0.20 0.19 ... 0.18 
2 4 0.19 0.17 0.16 0.16 ... 0.15 
3 5 0.17 0.15 0.15 0 .14 ... 0.14 
4 1 7 0.59 0.54 0.53 0.52 .. . 0.51 
2 8 0.54 0.50 0.49 0.48 ... 0.47 
3 9 0.52 0.48 0.47 0.46 ... 0.44 
8 1 15 1.03 0.94 0.91 0.90 ... 0.86 
2 16 0.98 0.92 0.89 0.88 .. 0.84 
3 17 0.97 0.92 0.89 0.87 ... 0.82 
0.5 
i 
0.1 
-2 8 
Figure 1: pUl(ixn) for PILSMRK(L,J) with k = 3, s = 4. 
and plotted p(j) as function of w; for several PILSMRK methods. Here, w; E 
[0.2, 2], since in an actual implementation, a reasonable factor by which subse-
quent stepsizes are multiplicated lies in this interval. These plots revealed that 
the influence of variable stepsizes on the rate of convergence is modest. E.g., for 
k = 2, s = 4, p(j) E [0.45, 0.58], Vj, and for k = 3, s = 4, p(j) E [0.495, 0.525], 
'Vj. 
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3.2 Constructing B: Schur-Crout decomposition 
Before approximating the matrix A by the lower factor of the Crout decompo-
sition, we first transform A to 'a more triangular form', the real Schur form. 
In the usual eigenvalue problem the eigenvalues and eigenvectors are unknown. 
However, the problem with which we are faced here is computing a real Schur 
form, given the eigenvalues and eigenvectors of A. Below we specify precisely 
how we do this. We remark that this construction is not developed to be cheap, 
but such that we are able to exploit the freedom in the real Schur form . 
Let 'Y be the vector with eigenvalues of A , and ~ and T/ be the real and 
imaginary part of/, respectively, i.e. I = ~ + iry. Order the components of/ 
as follows (we will motivate this choice later): 
(13) 
In addition, if lrd /~;I = ITJf+1 /~;+1 I, then T/i > 0. This sequence is such that real 
eigenvalues have the lowest index in I and complex eigenvalues are ordered in 
conjugated pairs by increasing value of ryJ / ~j, while the eigenvalue with positive 
imaginary part comes first within a pair. The matrices A treated in this paper 
have at most one real eigenvalue, so that we do not have to sort real eigenvalues. 
Let ej + i e~ be the eigenvector belonging to / j, such that ll ej + ie~ 112 = 1 
and e~ 1 = 0. For all matrices A that are of interest here, this scaling turns out 
to exist. Define 
E = ( e~ 
if A has only complex eigenvalues, and 
E = (er er 2 er 4 
e~- 1 e~-1 ) 
e~- 1 e~-1 ) 
if A has one real eigenvalue with eigenvector er. One easily verifies that the 
matrix E - 1 AE is block diagonal with 2 x 2 blocks 
( 
~j T/j ) 
-TJj ~j ' 
and one block equal to 6 if ry1 = 0. We orthonormalize the columns of E by 
a Gram-Schmidt process, i. e. we construct a lower block triangular matrix K 
such that EK is orthogonal. This matrix EK transforms A to a matrix H: 
H := (EK) - 1 A(EK) = K- 1(E- 1 AE)K. (14) 
Since K is lower triangular and E-1 AE is block diagonal, it is clear that H is 
lower block triangular. Notice that H is a real Schur form of A. 
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We now rotate the diagonal blocks of H by means of a matrix 0 such that 
0 - 1 H0 is 'more suitable ' to be approximated by its lower Crout factor. Define 
sin B1 ) 
cosB1 ' 
if T/l = 0, 
and S = e-1H0. Here, j E {2,4, .. . ,s -1} ifTJ1 = 0 and j E {1,3, ... ,s -1} 
if T/l =I= 0. The lower factor of the Crout decomposition of S is again denoted 
by L . Remark that the stiff amplification matrix I - L-1 S is block diagonal 
with 2 x 2 blocks containing only one non-zero entry. One easily verifies that 
this entry is given by 
where 
S · J,J 
- S ·+1/S J,J ],) ' 
~((H1,1-HJ+1,J+1) cos(2B1) - (H1.J+1 + HJ+l,j) sin(2B1) 
+(H1,1 +H1+1,1+1 )), 
~((H1+i,J +HJ,J+l) cos(2B1) + (H1.1 -HH1,H1) sin(2B1) 
+(H1.J+1 +HJ+1,J)), 
and the diagonal blocks of H and S are of the form 
(
H · ),) 
H ·+1 · J ,J 
and ( 
S ·. J,J 
S+1 · J ,) 
(15) 
We choose 01 such that the absolute value of (15) is minimized. By using 
Maple [4] we established that this is done for B1 given by 
H · H +1 · + H ·+1H ·+1 ·+1 + jdet(H)(JJHJJ 2 - 2det(H)) 
arctan 1'1 1 '1 1'1 1 '1 F mod 7r 
H 2+1 . + H 2+1 ·+1 - det(H) ' J ,) J ,) 
where JI · JIF denotes the Frobenius norm. The matrix B with real eigenvalues 
that approximates A is thus given by B = ULUT, where U := EKG is an 
orthogonal matrix. Applying a similarity transformation Q such that BQ = 
QD, we again arrive at scheme (9). The linear system solver resulting from 
this Schur-Crout approach will be referred to as PILSMRK(L,U) , where the U 
indicates that we have transformed A before approximating it by L . 
We now illustrate the idea that moved us to sort the eigenvalues as in (13) . 
For simplicity of notation , we assume here that s = 4. If the first order expan-
sion of Z( zn) for small Zn is given by 
Z(zn) := ZnZo + O(z;), 
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Table 2: Values of pUl for several PILSMRK(L,U) methods with constant 
stepsizes. 
s k Order j = 1 j = 2 j=3 j=4 ... j = 00 
2 1 3 0.24 0.21 0.20 0.19 ... 0.18 
2 4 0.18 0.16 0.16 0.15 ... 0.15 
3 5 0.15 0.14 0.13 0.13 . . . 0.13 
4 1 7 0.55 0.49 0.47 0.47 ... 0.44 
2 8 0.50 0.45 0.43 0.43 ... 0.41 
3 9 0 .47 0.42 0.41 0.40 ... 0.39 
8 1 15 0.91 0.78 0.74 0.72 ... 0.65 
2 16 0.88 0.76 0 .72 0.70 ... 0.62 
3 17 0.86 0.74 0 .70 0.68 ... 0.61 
then Zo = A - B. It can be verified that for the Schur-Crout approach Zo is 
of the form 
( 
0 (12 
Zo = U 0 (22 
0 (32 
0 (42 
0 0) 0 0 UT 
0 (34 , 
0 (44 
where 
1 77f 
v=---. 
S21 6 
In order to keep the lower triangular part of Z0 as small as possible, the best 
we can do is sorting the eigenvalues such that those with the smallest value of 
11U~k come first . 
Table 2 and Figure 2 are the analogues of Table 1 and Figure 1 for PILSMRK-
(L,U). The worst-case pU)_values in Table 2 are smaller than those in Table l. 
The difference between PILSMRK(L,J) and PILSMRK(L,U) becomes larger in 
favour of PILSMRK(L,U) as s increases. This can be understood by realizing 
that for the Crout option, we approximate the matrix A with s2 parameters by 
a matrix B with s(s+l)/2 entries, whereas for the Schur-Crout case, the matrix 
ur AU with s(s + 1)/2 + l nonzero entries, where l is the number of complex 
conjugated eigenvalue pairs , is approximated by ur BU with s(s + 1)/2 param-
eters. In addition, the advantage of PILSMRK(L ,U) over PILSMRK(L,J) is 
that the stiff convergence rate p{j) vanishes for j > 1, which is confirmed by 
Figure 2. The extra price that we have to pay is the construction of the real 
Schur decomposition of A every time Wj changes for some j. Since in practice 
s « d, we do not consider this as a serious drawback. 
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0.5 
T j = 1 
-j=2 
0.1 
-2 0 8 
Figure 2: pUl(ixn) for PILSMRK(L,U) with k = 3, s = 4. 
Remark 1 
There is freedom in the choice of the transformation matrix Q that diagonalizes 
B. If X is a matrix with eigenvectors of B and ~ and P are diagonal and 
permutation matrices, respectively, then for every matrix Q of the form 
Q = X~P, (16) 
we have that BQ = QD. Starting with a fixed matrix X, we determined ~ 
and Pin (16) such that the elements of Q and Q- 1 are not too large. D 
Remark 2 
Another approach for finding a suitable matrix B, based on rotations that 
minimize p(t), can be found in [12] . D 
The matrices D and Q that result from the Crout and Schur-Crout ap-
proaches are given in the appendix to this paper for several values of k and 
s. 
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4 Stability 
In this paragraph we investigate the stability of the corrector formula (3) and 
the PILSMRK method (8) for test equation (11) solved with constant stepsizes 
h. We only consider stiffly accurate methods, i.e . Yn = efYJm,r). 
Following [19] we write (3) in the form 
y(n) = M(z)y(n-1) , 
where the (k - 1) x k matrix N is given by 
N= [: 
1 0 
The stability region is defined by 
1 
0 
S := {z EC I p(M(z)) < 1}, 
z := h).. , 
(17) 
where p(-) denotes the spectral radius function. We use the quantity fj(mr) to 
measure the stability region (see [9, p.268]), where 
f5 := -inf{Re(z) I z fj_ S}. 
In practice, the PILSMRK method will be used to solve the corrector only 
approximately. Therefore we do not attain the stability of the corrector. For 
conducting a stability analysis for the PILSMRK methods we assume that in 
each step m outer and r inner iterations are carried out. In addition we assume 
that the predictor is only based on the stage vector in the previous steppoint, 
y(O,r) = (P IQ, I )Y(m,r) 
n '<Y n -1 ' (18) 
where P is an s x s matrix. From (12) and (3) we derive a recursion in v: 
An elementary manipulation, in which we use yJi,O) = yJi - l,r), leads to a 
recursion in j: 
Substituting (18) yields the following recursion in time: 
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which we write in the form 
- M(mr) Z 
( 
Y(n) ) ( y(n - 1) ) y~m,r) - ( ) Y~:'() ' 
From (19) we see that 
M};'r)(z) 
MJ;'r)(z) )· 
Since we restrict ourselves here to stiffly accurate methods, 
(mr) _ ( N ) Mll - TM(mr) ' 
e. 21 
M(mr) _ ( Ok-1,s 
12 - TM(mr) 
e. 22 
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where 0;1 denotes an ix j zero matrix. Notice that this linear stability analysis 
does not distinguish between outer and inner iterations. In analogy with (17) 
we define the stability region after mr iterations by 
s(mr) := {z E c I p(M(mr)(z)) < 1} 
and the stability measure 
fJ(mr) := -inf {Re(z) I z f/. s(mr)}. 
It is clear that 
lim fJ(mr) =D. 
rnr-+CX> 
Table 3 and 4 list D(?"'r)_values for the k-step s-stage MRK of Radau type for 
k E {1,2,3,4} and s E {2,4,8} with PILSMRK(L,I) and PILSMRK(L,U), 
respectively. For s :S 4, we used the predictor that extrapolates the previous 
stage values, i.e. we determined P in (18) such that y~O,r) has maximal order. 
Since extrapolating 8 stages leads to very large entries in P, the predictor for the 
8-stage methods was chosen to be the last step value predictor. If fJ(mr} > 4, 
then this is indicated by *· 
The fJ(mrLvalues for BDF are independent of mr, because for the linear 
test problem the corrector equation is solved within 1 iteration. For k = 1, 2, 3 
and 4 these values are 0, 0, 0.0833 and 0.6665, respectively. 
From these tables we see that for s :S 4 the stability of PILSMRK(L,J) is 
better than that of PILSMRK(L,U). For s = 8 the D-values are comparable. 
Relatively to its order, the stability of PILSMRK is much better than that 
of BDF. As expected, we see that increasing s and decreasing k improves the 
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Table 3: Values of jj(mr) for PILSMRK(L,J) with k steps and s stages. 
s k mr = 1 mr = 2 mr = 4 mr =6 mr = 8 mr = 10 mr = 20 mr = = 
2 1 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 
3 0 0.0094 0.0823 0.0838 0.0838 0.0838 0.0838 0.0838 
4 0 0.3435 0.4601 0.4610 0.4610 0.4610 0.4610 0.4610 
4 1 
* * 
0 0 0 0 0 0 
2 
* * 
0 0 0 0 0 0 
3 
* * 
0 0 0.0006 0.0021 0.0025 0.0025 
4 
* * 
0 0 0.0120 0.0180 0.0192 0.0192 
8 1 0 0 0.0677 0.0480 0.0239 0.0103 0 0 
2 0 0 0.0624 0.0405 0.0188 0.0076 0 0 
3 0 0 0.0590 0.0363 0.0162 0.0064 0 0 
4 0 0 0.0565 0.0335 0.0145 0.0057 0.0004 0.0003 
Table 4: Values of jj(mr) for PILSMRK(L,U) with k steps and s stages. 
s k mr = 1 mr = 2 mr = 4 mr =6 mr =8 mr = 10 mr = 20 mr = = 
2 1 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 
3 0 0.0216 0.0827 0.0838 0.0838 0.0838 0.0838 0.0838 
4 0 0.3762 0.4605 0.4610 0.4610 0.4610 0.4610 0.4610 
4 1 
* * 
0.2214 0 0 0 0 0 
2 
* * 
0.2239 0 0.0001 0 0 0 
3 
* * 
0.2784 0 0.0031 0.0030 0.0025 0.0025 
4 
* * 
0.3474 0.0001 0.0169 0.0194 0.0192 0.0192 
8 1 0 0.1060 0.0636 0.0254 0.0212 0.0101 0 0 
2 0 0 .1056 0.0557 0.0227 0.0179 0.0080 0 0 
3 0 0.1051 0.0510 0.0210 0.0161 0.0075 0 0 
4 0 0.1046 0.0477 0.0199 0.0152 0.0075 0.0003 0.0003 
stability of MRK. If we solve the corrector equation only approximately, then 
sometimes the stability of the resulting method is even better than that of 
MRK. Fors = 4 and mr ::; 2, the method is not stable, due to the extrapolation 
predictor, which is very unstable as stand-alone method. Notice that the jj(oo)_ 
values are the values for the underlying MRK corrector. 
To get an idea of the shape of 5(mr), Figure 3 shows 5(mr) for PILSMRK-
(L ,U) with 3 steps and 4 stages, where mr E {3, 5, oo}. 
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Figure 3: s<=r) for PILSMRK(L,U) with k = 3, s = 4. 
5 Numerical experiments 
In this paragraph we compare several Newton-PILSMRK methods with EDF. 
We also investigate how many inner iterations PILSMRK needs to find the 
Newton iterate. Although in practice one would use variable stepsizes and 
variable order, for these purposes it is sufficient to conduct experiments with 
fixed stepsize and fixed values of s and k. 
Two problems from the 'Test Set for IVP Solvers' [16] are integrated. Our 
first test example is a problem of Schafer (called the HIRES problem in [9 , 
p .15 7]) and consists of 8 mildly-stiff non-linear equations on the interval [5, 305] . 
(We adapted the initial condition here such that the integration starts outside 
the transient phase.) We used stepsize h = 15. The second test problem 
originates form circuit analysis and describes a ring modulator. We integrate 
this highly stiff system of 15 equations on the interval [O , 10- 3] with stepsize 
h = 2.5 · 10-1 . Horneber [11] provided this problem. 
For s > 1 we implemented the extrapolation predictor as defined before, i.e. 
based on the previous stage vector. For EDF we used the last steppoint value 
as predictor. We tried extrapolation of more steppoints, but this did not give 
satisfactory results for both test problems. The starting values y1 , y2 , ... , Yk-I 
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Table 5: Results of PILSMRK(L,I) for HIRES. 
s k T m= 1 m= 2 m=3 m=4 m = 10 
2 2 1 3.3 3.7 4.2 4.7 4.9 
2 3.2 3.8 4.3 5.0 4.9 
10 3.2 3.8 4.3 5.0 4.9 
3 1 3.3 3.7 4.2 4.6 5.2 
2 3.2 3.8 4.3 4.8 5.2 
10 3.2 3.8 4.3 4.8 5.2 
4 2 1 
* 
4.6 4.8 5.1 7.3 
2 
* 
4.3 4.9 5.3 7.9 
10 3.7 4.4 4.9 5.4 7.9 
3 1 
* 
4.6 4.8 5.1 7.2 
2 
* 
4.3 4.9 5.3 7.8 
10 3.7 4.4 4.9 5.4 7.8 
Table 6: Results of PILSMRK(L,I) for Ring modulator. 
s k T m= 1 m= 2 m=3 m=4 m=lO 
2 2 1 
* 
2.8 3.9 3.8 3.8 
2 
* 
3.6 3.8 3.8 3.8 
10 
* 
3.6 3.8 3.8 3.8 
3 1 
* 
3.0 4.1 4.2 4.3 
2 
* 
3.8 4.2 4.3 4.3 
10 
* 
3.8 4.2 4.3 4.3 
4 2 1 
* * 
6.1 6.5 8.2 
2 
* * 
5.8 6.5 8.2 
10 
* * 
5.8 6.4 8.2 
3 1 
* * 
6.1 6.5 8.1 
2 
* * 
5.8 6.5 8.1 
10 
* * 
5.8 6.4 8.1 
were obtained using the 8-stage Radau IIA method, in order to be sure that the 
integration is not influenced by some starting procedure. In the implementation 
ofBDF we solved the non-linear equation of dimension d with modified Newton , 
using m iterations per time step. 
In the tables we list the minimal number of correct digits cd of the com-
ponents of the numerical solution in the endpoint, i.e. at the endpoint, the 
absolute errors are written as 10-cd. Negative cd-values are indicated with *· 
The numbers of stages, steps, inner and outer iterations are given by s, k, r 
and m, respectively. 
The tables clearly show that the PILSMRK iterates for r = 1 are (almost) 
of the same quality as the Newton iterates, provided that we perform more 
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Table 7: Results of PILSMRK(L,U) for HIRES. 
s k r m = 1 m=2 m=3 m=4 m = 10 
2 2 1 3.3 3.8 4.2 4.8 4.9 
2 3.2 3.8 4.3 5.0 4.9 
10 3 .2 3.8 4.3 5.0 4.9 
3 1 3.3 3.8 4.2 4.7 5.2 
2 3.2 3.8 4.3 4.8 5.2 
10 3.2 3.8 4.3 4.8 5.2 
4 2 1 
* * 
4.9 5. 1 7.2 
2 2.6 4.4 4.9 5.4 7.9 
10 3 .7 4.4 4.9 5.4 7.9 
3 1 
* * 
4.9 5.2 7.2 
2 3.6 4.4 4.9 5.4 7.8 
10 3.7 4.4 4.9 5.4 7.8 
Table 8: Results of PILSMRK(L,U) for Ring modulator. 
s k · T m = 1 m=2 m=3 m=4 m = lO 
2 2 1 
* 
2.8 3.9 3.8 3.8 
2 
* 
3.6 3.8 3.8 3.8 
10 
* 
3.6 3.8 3.8 3.8 
3 1 
* 
3.1 4.1 4.3 4.3 
2 
* 
3.8 4.2 4.3 4.3 
10 
* 
3.8 4.2 4.3 4.3 
4 2 1 
* * 
5.8 6.3 8.2 
2 
* * 
5.8 6.4 8.2 
10 
* * 
5.8 6.4 8.2 
3 1 
* * 
5.8 6.3 8.1 
2 
* * 
5.8 6.4 8.1 
10 
* * 
5.8 6.4 8.1 
than 2 Newton iterations. We also see that Newton-PILSMRK reaches higher 
accuracies than BDF for the same number of Newton iterations. However, if 
we want to solve the corrector equation entirely, one would have to perform 
more Newton iterations for Newton-PILSMRK than for BDF, since the latter 
is of lower order. Solving the ring modulator, BDF suffers from stability prob-
lems for k = 6, whereas the methods with k ::=; 4 give cd-values, that might 
be too low in practice. For the 4-stage Newton-PILSMRK, the k = 3 results 
are not better than the k = 2 results . Performing not more then 10 Newton 
iterations, which is not sufficient to solve the corrector equation , is responsible 
for this. Experiments confirmed that using more than 10 iterations for the 3-
step 4-stage MRK yields higher accuracies than for the 2-step 4-stage method . 
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Table 9: Results of BDF for HIRES. 
s k r m= 1 m=2 m=3 m=4 m = 10 
1 2 1 2.9 3.5 3.1 3.0 3 .0 
3 1 2.8 3.7 3.6 3.4 3.3 
4 1 2.8 3.4 4.4 3.8 3.6 
5 1 2.7 3.3 4.2 4.1 3.8 
6 1 2.8 3.4 4.1 3.9 3.7 
Table 10: Results of BDF for Ring modulator. 
s k r m= 1 m=2 m=3 m=4 m = 10 
1 2 1 1.1 1.1 1.1 1.1 1.1 
3 1 1.6 1.5 1.6 1.6 1.6 
4 1 1.8 1.9 1.9 1.9 1.9 
5 1 2.4 2.9 2.9 2.9 2.9 
6 1 2.4 
* 
2.9 
* 
2.9 
A comparison of Tables 5 and 6 with Tables 7 and 8 shows that the perfor-
mance of PILSMRK(L,U) is comparable to that of PILSMRK(L,I). Although 
PILSMRK(L,U) converges faster than PILSMRK(L,I), the latter has better 
stability properties for s ~ 4. Apparently, these effects neutralize each other 
for these test problems. However, Tables 1-4 indicate that PILSMRK(L,U) 
can become better than PILSMRK(L,I) for s > 4. 
In order to show how the Newton-PILSMRK method performs on an s-
processor computer, we implemented the 3-step 4-stage Newton PILSMRK(L,J) 
on the Cray C-98/4256 at SARA and integrated the ring modulator, using again 
4000 constant integration steps. The Cray C98/4256 is a shared memory com-
puter with four processors. Table 11 lists the speed-up factors of the runs on 
four processors with respect to the runs in one-processor mode. Since we did 
not have the machine in dedicated mode during our experiments (on the aver-
age we used 2.5 processors concurrently), we used a tool called ATExpert [6] 
to predict the actual speed-up factors on four processors. In practice these 
values turn out to be very reliable. Denoting the fraction of the code that can 
be done in parallel by f p, the optimal speed-up on N processors according to 
Amdahl 's law is given by the formula 1/(1- fp + fp/N). ATExpert produces 
these optimal speed-up values, based on estimates of the parallel fraction f p . 
These values are also listed in Table 11. 
We compiled the codes using the flags -dp, -ZP and -Wu"-p". The environ-
ment variables NCPUS and MP _DEDICATED were valued 4 and 1, respectively. We 
refer to the Cray C90 documentation [5] for the specification of these settings. 
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Table 11: Speed-up factor of 3-step 4-stage Newton-PILSMRK(L,I) for ring 
modulator. 
m=3 m=4 m = 10 
Actual speed-up 3.3 3.3 3.2 
Optimal speed-up 3.9 3.9 3.9 
From Table 11 we conclude that the Newton-PILSMRK methods have a 
satisfactory parallel performance. 
6 Summary and conclusions 
In this paper we proposed the Newton-PILSMRK method, which is a combi-
nation of a Newton process applied to a Multistep Runge- Kutta method with 
a Parallel Iterative Linear System solver. The non-linear equations that arise 
in an MRK are usually solved by a modified Newton process, in which we have 
to solve linear systems of dimension sd, where s is the number of Runge- Kut ta 
stages of the MRK and d the dimension of the problem. PILSMRK computes 
the solutions of these linear systems by means of an inner iteration process, in 
which we solves decoupled systems of dimension d. To achieve this decoupling, 
we have to approximate a matrix A with complex eigenvalues by a matrix B 
with positive distinct eigenvalues. It turns out that 
• the most efficient parallel implementation of an MRK with a Newton 
process is 4 times more expensive than Newton-PILSMRK ons processors 
in terms of O(d3 ) costs. 
• if we apply more than 2 Newton iterations, then in practice PILSMRK 
with only 1 inner iteration often suffices to find the Newton iterate, 
• in terms of Jacobian evaluations and LU-decompositions, the k-step s-
stage Newton-PILSMRK on s processors is equally expensive as the k-
step BDF on 1 processor, whereas the order is higher and the stability 
properties are better than that of BDF, 
• for the same number of function evaluations, Newton-PILSMRK delivers 
higher accuracies than BDF, although Newton-PILSMRK did not solve 
the corrector equation entirely, 
• increasing the number of previous steppoints k, leads to a better con-
vergence behaviour of PILSMRK, but worse stability properties of the 
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MRK, 
• in a linear stability analysis, performing more than 3 iterations (inner or 
outer) suffices to attain at least the stability of the MRK corrector, if 
s ::::; 4. 
• of the two options proposed here for choosing the matrix B, Crout and 
Schur-Crout, the latter has a better convergence behaviour, but its sta-
bility properties are worse for s ::::; 4. 
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Appendix 
In this appendix we list the parameters c, G and A in (3) for the k-step s-
stage MRK method of Radau type fork E {2, 3} and s E {2, 4}. Moreover, we 
provide the PILSMRK parameters 8 and Q, where 8 =diag(D) and D, Q are 
the matrices in (9), for both the Crout approach (i.e. PILSMRK(L,I)) and the 
Schur-Crout approach (i.e. PILSMRK(L,U)). 
" = 2, k = 2 : 
G 
A 
Crout : 
Q 
Schur-Crout : 
Q 
" = 2, k = 3 : 
[ 
G [ 
A [ 
Crout : 
[ 
Q [ 
Schur-Crout : 
[ 
Q [ 
[ 0 . 39038820320221 
[ 
-0 . 04671554852736 
-0 . 02010509586877 
[ 0 . 40044075113659 0. 77072385847003 
[ 0 . 40044075113659 
[ 1 . 00000000000000 9. 39806495685529 
[ 0 . 3602858626774 7 
[ 0 .06418485435680 0 . 99793802636797 
0 . 42408624230810 
0 . 01290709720739 
0 . 0035458804 7065 
1 . 00000000000000 ] 
1 . 04671554852736 ] 
1 . 02010509586877 
0 . 20917104566120 ] -0 . 05676809646175 
0 . 31843196932797 ] 
0 ] 1 . 00000000000000 
0.35392212182843 ] 
0 . 0560415238374 7 ] o. 99842843890084 
1 . 00000000000000 
-0 . 10843463813621 1 .09552754092881 
-0 .04623386039657 1 .04268797992593 
0.38745055226697 -0. 04598475368028 
o. 77239469511979 0 . 18846320542493 
0 . 38745055226697 0 . 28013523838816 ] 
1 . 00000000000000 0 ] 7 . 19743219492460 I . 00000000000000 
0 . 33129449207677 0 .32761955124138 ] 
0 . 08083975113162 0 . 07616492879483 ] 0 . 99672711141866 0 . 99709523297510 
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... = 4 , k = 2 : 
CT [ 0.09878664634426 0 . 43388702543882 0 . 80169299888049 1 . 00000000000000 ] 
[ - 0 . 00087353889029 1 . 00087353889029 l G 0 . 00062121019919 0 . 99937878980081 -0 .00032939714868 1 .00032939714868 -0 .00003663563426 1 . 00003663563426 
[ 0 . 11996670457577 - 0 . 03384322082318 0 .01835753398261 -0 . 00656791028123 l A 0 . 26010642038045 0 . 20159324902943 - 0 . 0395652595124 7 0.01237382574059 0 . 23561500946812 0 . 41088455735437 0 . 1 7597260265111 -0 . 02110856774179 o. 24141835002666 0 . 38984924120599 0 . 31101721961059 0 . 05767855352250 
Cro ut : 
6T [ 0 . 10617138884400 o. 27770096849016 o. 27497060030028 0 . 11996670457577 ] 
[ 0 0 0 .01481904140434 l Q 0 0 . 002 20678551539 - 0 .02486729636785 0 . 388968613 70956 -0 . 38581432071631 0.05312025222596 1 . 00000000000000 0 . 92125100681023 -0 . 92257381278026 0 . 99816844890362 
Schur-Cro ut : 
6T [ 0 . 17879165196884 0 . 15567835604316 0. 18725864804630 0 . 18660124038403 ] 
[ -0 .05047735457027 -0 . 05698986733483 0 .04780729735701 0 . 04801402184956 l Q 0 . 17096598389037 0 . 17933373843615 -0 . 16592112501907 -0.16634392504346 - 0 . 15139062605533 -0 .08731023751861 0 . 17251778528806 0 . 17091936180350 -0 . 97226722014607 - 0. 97824766174222 0 . 9 6975370911955 0 . 96995408348419 
" = 4 , k = 3 : 
CT [ 0 . 10504182884419 0 .44825417107884 0 . 80977028814179 1. 00000000000000 ] 
[ 0 . 00007487445528 -0 . 00195646912651 1 . 00188159467123 l G -0 . 00007345206497 0 . 00148038414152 0 . 99859306792346 o. 0000396697 3124 -0 . 00083011136249 1 . 00079044163125 0 . 00000077039880 -0 . 0000866583244 7 1 . 00008588792568 
[ 0 . 12388725564952 -0 .03052720746880 0.01502960651127 -0 . 00515454606376 l A 0 . 27600575210564 0 . 19832624728391 -0 . 03534802573852 0 . 01060367743938 0. 24659262259186 0 . 41336961213203 0 . 16850574024079 -0 .01944845872291 o. 25397302181219 0 . 39037260118042 0 . 30064393200968 0 . 0549253274 7083 
Cro ut: 
6T [ 0 . 09980104557325 0 . 26112476902731 0 . 26633715617793 0 . 12388725564952 ] 
[ 0 0 0 .018853326 5 6568 l Q 0 0 . 004 29974 732457 -0 . 03652952061848 0 0 . 38485479574542 0.39111661588660 0 . 092327179 42550 1 . 00000000000000 0 . 92297713199827 0 . 92033108442036 0.99487981090186 
Schur-Cro ut : 
6T [ 0 . 17281106755693 0 . 15348751145786 0 . 18030166423062 0.17980311756297 ] 
[ -0 . 0374 7602767829 -0 .04253832729434 0 .03538720965186 0 03552524964325 l Q 0 . 15438230915055 0 . 16281308949598 - 0 . 14969201305536 -0 15002487334226 -0 . 16907928673314 -0 . 11582715575719 0 . 18786790085145 0 18664755906307 -0 . 97271467798559 -0 . 97891085323893 0 . 97007509938672 0 97025418458887 
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The Solution of Implicit Differential 
Equations on Parallel Computers 
P J. van der Houwen & W.A. van der Veen 
Abstract 
We construct and analyse parallel iterative solvers for the solution of the linear systems arising in the 
application of Newton's method to s-stage implicit Runge-Kuna (RK) type discretizations of implicit 
differential equations (IDEs) . These linear solvers are panly iterative and partly direct. Each linear system 
iteration again requires the solution of linear subsystems, but now only of IDE dimension , which is s 
times less than the dimension of the linear systems in Newton's method. Thus , the effective costs on a 
parallel computer system are only one LU-decomposition of IDE dimension for each Jacobian update , 
yielding a considerable reduction of the effective LU costs . The method parameters can be chosen such that 
only a few iterations by the linear solver are needed. The algorithmic properties are illustrated by solving 
the transistor problem (index 1) and the car axis problem (index 3) taken from the CW! test set. 
CR Subject Classification ( 1991 ): G.1.7 
Keywords and Phrases: numerical analysis, implicit ODEs, DAEs, Runge-Kutta methods , parallelism. 
Nore : The research reported in this paper was paniallly supported by the Technology Foundation (STW) 
in the Netherlands. 
I. Introduction 
We consider initial value problems (IVPs) for systems of implicit differential equations (IDEs) 
(I. I) <P(y(t),y(t)) = 0, 
It will be assumed that the initial conditions are consistent and that the IVP has a unique solution. 
Furthermore, we define the Jacobian matrices K := <Pu(u,v) and J := - <Pv(u ,v). In the case of explicit 
differential equations <P = y' - f(t,y), J denotes the Jacobian of the righthand side function . 
, In this paper, we construct ~nd analyse parallel iterative solvers for the solution of the sd-dimensional 
linear systems arising in the application of Newton's method to s-stage implicit Runge-Kutta (RK) 
type discretizations of (I. I). These linear solvers may be considered as inner iteration processes (the 
Newton process itself is the outer iteration process) . The inner iteration process is partly an iterative 
method and partly a direct method, that is, each inner iteration again requires the solution of linear 
subsystems, but now only of dimension d. We assume that direct solution methods are used for 
solving these subsystems. Thus, the effective costs on a parallel computer system are only one LU-
decomposition of !VP dimension for each Jacobian update, yielding a considerable reduction of the 
effective LU costs. As to the backward-forward substitutions (briefly FBSs) needed in each inner 
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iteration , we distinguish the Jacobi and the Gauss-Seidel approach. In the Jacobi approach , the s 
FBSs per inner iteration can be executed in parallel, so that both the LU costs and the FBS costs are 
independent of the number of stages used in the RK discretization . For ODEIVPs , this approach was 
used in [9) and [ 11]. We shall show that with appropriate changes, it can also be used in the IDE 
case. In the Gauss-Seidel approach, part of the FBSs per inner iteration have to be done sequentially 
which increases the effective FBS costs. We shall compare the convergence factors of the Jacobi and 
the Gauss-Seidel approach, taking into account the effect of the predictor. 
The algorithmic properties of the inner iteration method are illustrated by solving an IDE of index 1 
and of index 3 taken from the literature. 
2. Runge-Kulla discretiz.ation 
We define the Runge-Kutta type formula (cf. [2) or [4)) 
Here, A denotes the s-by-s RK matrix which is assumed to be nonsingular, Wn is an sd-dimensional 
vector containing information from preceding steps, I is the d-by-d identity matrix, h is the stepsize 
tn+ 1 - tn, and ® denotes the Kronecker product. The s vector components Y n+ I ,i of the sd-
dimensional solution vector Y n+I represent numerical approximations to the exact solution vectors 
y(tn + c;h), c = (c;) being the abscissas vector with Cs= I . Furthermore, es is the sth unit vector, Yn 
is the numerical approximation to y(t0 ), and <l>(U,V) contains the values ( cp(U; ,V;)) for any pair of 
vectors U = (U;) and V = (V;) . In the following , I will denote the identity matrix, the dimension of 
which will be clear from the context. 
The method (2 .1) is completely specified by the matrix pair {A, W 0 }. If W n = (E@l)Y n with 
E := eesT . esT and e representing the sth unit vector and the s-dimensional vector with unit entries , 
then (2.1) represents the one-step RK method {A, b, c} ={A, A Tes, c}. Alternatives are the block 
methods where E is a matrix with eigenvalues on the unit disk , those of magnitude I being simple, 
and the k-step Radau methods where W n is defined by a linear combination of the step point values 
Yn . Yn- J .... , Yn-k+I (see e .g. [4)) . In the following, most of our analysis applies to general back 
information vectors W n. but numerical illustrations will be confined to one-step Radau IIA methods . 
The usual approach for solving the implicit equation Rn(Y) = 0 in (2 .1) is the application of the 
modified Newton method 
(2.2) NA(YU) - YU-ll) = - (hA@l)Rn(YU-ll), NA := I®Kn - A®hJ 0 , j =I , .. . , m, 
where Kn and Jn are the Jacobian matrices Kand J evaluated at the step point tn . Each Newton 
iteration requires the solution of a linear system of dimension sd. However, already for moderate 
values of d, this is quite expensive , because the LU-decomposition of the sd-by-sd matrix NA 
requires as many as ~ s3d3 arithmetic operations . This number of operations can_ be reduced by 
transforming (2 .2) to 'block-diagonal' form (cf. Butcher [3 ]). Let YUl = (Q@l)YUl, then (2.2) 
transforms to 
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(2.2') 
Assuming that A is nondefect, we can choose Q such that A is a a-by-a block-diagonal with either 
one-by-one or two-by-two , real diagonal blocks, where each diagonal block corresponds to an 
eigenvalue (pair) Sk ± il]k of A. In fact, ifl]k = 0, then Akk = Sk. and 
(2.3) 
otherwise (here ak. bk and Ck are real parameters which depend on the matrix Q). In the following it 
will always be assumed that Sk > 0 and that the ordering of the diagonal blocks Akk is such that the 
ratio IYJk I ski increases with k. 
If the RK matrix A has only real eigenvalues, as is the case in the methods designed by Ore! [ 12] and 
Bendtsen[!], then all diagonal blocks of NA are of order d. When solving the linear system in (2.2') 
we need the LU-decompositions of these diagonal blocks, requiring~ d3 operations . Hence, the total 
LU-costs are ~ sd3 operations. However, since the LU-decompositions can be computed 
concurrently, the effective computational LU-costs in the block-diagonalized Newton method (2.2') 
are only~ d3 operations, irrespective the value of s. Similarly, the FBSs can be performed in parallel. 
A drawback of RK matrices with real eigenvalues is the relatively large value of s (and hence large 
numbers of processors) in order to achieve A-stability . More powerful methods with respect to order 
of accuracy and stability can be obtained by allowing A to have complex eigenvalues. For example, in 
the case of RK discretizations based on a Gaussian quadrature formulas , A has atmost one real 
eigenvalue (ifs is odd). Hence, the diagonal blocks of NA are of order either d or 2d, so that the LU-
decompositions require either~ d3 or !.f d3 operations. However , by writing the 2d-dimensional 
systems as d-dimensional systems with complex coefficients, the LU costs can be reduced to ~ d 3 
operations (cf. Hairer and Wanner [4]) . Then, the total LU-costs are ~ (2s - l)d3 operations for s 
odd and ~(2s)d3 operations for s even . Again, the LU-decompositions can be computed 
concurrently , so that the effective computational LU-costs are only~ d3 operations , irrespective the 
value of s. The RADAUP codes of Hairer and Wanner [5] use the block-diagonalized Newton 
method applied to Radau IIA discretizations of (I .I). 
Remarl< 2.1. In practice, it may be recommendable to remove the h-1 factor occurring in the residual 
function R 0 (YU-1 l) by introducing 'derivative' iterates y(j) by the relation y(j) = W n + h(A®l)YU). 
Then, the iteration scheme (2.2) becomes 
(2.4b) 
The sequences {YUl} generated by the schemes (2.2) and (2.4) are algebraically identical , but (2.4) 
can be used as h -+ 0. Furthermore, the structure of the Newton equations in (2.2) and (2.4b) is 
similar and only differs by the righthand side. + 
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3. Parallel linear system solveis 
The two main numerical approaches for solving the linear systems in (2.2) are the fully direct 
approach and a fully iterative approach. In this paper, we propose a combination of an iterative and a 
direct approach. To describe this method, we start with the block-triangularized Newton method, that 
is, in (2.2') the matrix Q is such that A now is a-by-a block-triangular with real diagonal blocks . 
These blocks are again defined as in (2.3) and the ordering of the diagonal blocks Akk is again such 
that lfJk I 1;kl increases with k. Next we split the block-diagonal part of the matrix A occurring in 
-
- -(2.2'). Let C be the strictly lower block-triangular part of A, let B be a nondefective, a-by-a block-
diagonal matrix with positive eigenvalues whose one-by-one blocks equal 1;k. and consider the 
iterative method 
(3. 1) N8 (y(j.v) _ y(j,v-1)) = (C®hJ0 )(Y(i) _ y(j,v-1)) + NA(y(j-l) _ y(j,v-1)) 
- (hQ-IA®l)R0 ((Q®I)YU-ll), v = 1, 2, ... , r, 
where Ns is defined in the same way as NA (see (2.2')). The iteration processes (2.2') and (3.1) may 
be considered as an outer and an inner iteration method, respectively with iteration indices j and v. 
The reason for using a block-triangular matrix A is that well-conditioned transformation matrices Q 
can be chosen such that there is no danger for amplification of the iteration errors y(i ,v) - y(j) by an 
ill-conditioned back transformation. 
The method (3.1) consists of the sequential application of a iteration processes . In each iterative 
subprocess, we have to solve subsystems with matrix of coefficients l®Kn - Bkk®hJ0 , where Bkk is a 
-
-
diagonal block of B and k = 1, ... , a. We remark that only one iteration is required if Bkk is a one-
by-one block, because then Bkk = Akk = 1;k. In fact, the number of inner iterations may differ for each 
subsystem and the quantity r in (3 .1) should be interpreted as the maximal number of iterations 
needed for solving the subsystems. Furthermore, note that in the case of block-triangular matrices A, 
the nonzero term (C®hJ0 )YUl implies that the subsystems should be iterated until convergence, 
otherwise y(i) is not available. In the case of block-diagonal matrices A, i.e. C = 0, there is no need 
to iterate until convergence, and moreover, the a iterative subprocesses can be carried out 
- -simultaneously. The C = 0 and C ,. 0 version of the iteration method (3 .I) may respectively be 
considered as Jacobi and Gauss-Seidel type methods. 
Since B is nondefective , the iterative subprocesses can be diagonalized, so that only linear systems of 
dimension dare to be solved. Assuming that these d-dimensional subsystems are solved by a direct 
method , it follows that only LU-decompositions of matrices of order dare required. Moreover, these 
LU-decompositions can be done in parallel, so that the effective LU-costs are ~ d3 operations 
(irrespective the value of s), yielding a reduction by a factor 4 when compared with the 
~ d3 operations required by the solution of the complex, d-dimensional subsystems in the block-
triangularized Newton method (2.2'). The main sequential part consists of the sequential execution of 
the FBSs to solve the s subsystems of dimension d. If r is the averaged number of iterations needed 
to solve these subsystems, then sr linear system solves are required, i.e. 2srd2 operations . If s is 
even , then effectively srd2 operations are required, whereas block-diagonalized Newton (with block-
diagonal A) effectively requires only 8d2 operations. Hence, if r is large , then the advantage of the 
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reduced LU costs is easily lost. Thus , the linear solver (3.1) is only effective if we can choose B such 
that r is small. 
The linear solver (3.1) will be called a PILSRK method (parallel iterative linear system method for 
RK discretizations) and the process {(2 .2'), (3 .1)} will be called a Newton-PILSRK method. 
Defining the pair {B , C} = {QBQ-1, QCQ-1 }, the back transformation of (3.1) reads 
(3.2) N8 (y(j,v) _y(j,v-1)) = (C@hln)(y(j) _ y(j ,v-1)) + NA(y(j-1) _ y(j ,v-ll) 
- (hA®l)Rn(Y<.i-ll), v = I, 2, ... , r. 
Estimates of the speed of convergence should be based on the iteration errors associated with (3.2), 
rather than on the iteration errors associated with (3.1). 
Remarl<. 3.1. The method (3.2) is a consistent iteration process for solving the linear Newton systems 
in (2.2) for any pair {B, C} for which (i) B, C and A - Care respectively similar to a diagonal matrix 
with positive diagonal entries , a strictly lower triangular matrix and a block-diagonal matrix, under the 
same similarity transformation. and (ii) C and A - C have the same partitioning. Hence, we can define 
a more general family of PILSRK{B,C} methods . The diagonalized version of this generalization 
possesses the same amount of parallelism as (3.1). In this connection, we remark that if C is similar 
to a strictly lower block-triangular matrix (e.g. if C = QCQ-1 ), then a number of the FBSs can be 
done in parallel reducing the costs of the FBS part. In the Jacobi case where C = 0, all FBSs can be 
executed in parallel. 
Remarl<. 3.2. The Jacobi version of (3 .2) can be considered as a conventional iteration method for 
linear systems based on the splitting NA= (!®Kn - B®hln) + (B - A)®hln. + 
Remarl<. 3.3. If only one inner iteration is performed and if we set y(j ,0) = y(j-1) and Y<.il = y(j ,I) , 
then the PILSRK method (3.2) reduces to 
(3.3) (!®Kn - (B + C)®hln)(Y<.il _y(j-ll) = - (hA®l)Rn(Y<.i-ll) . 
This scheme may be considered as an 'approximate' Newton scheme obtained by replacing in (2.2) 
the matrix A by B + C. Since B + C is similar to a lower triangular matrix with positive diagonal 
entries, we can diagonalize (3.3), so that effectively only one FBS is required per outer iteration. The 
method (3.3) is related to the PDIRK and PTIRK methods proposed in [7] and [8] for ODEs . These 
PDIRK and PTIRK methods are obtained by replacing Kn with the identity matrix, by setting C = 0, 
and by choosing for B either a diagonal matrix or a lower triangular matrix. + 
Remarl<. 3.4. Even on sequential computers the diagonalized forms of the PILSRK methods (3.2) 
may be more efficient than the block-diagonalized Newton method . For example, ifs is even, then the 
total LU-costs and FBS costs associated with (3.2) respectively require~ sd3 and 2srd2 operations, 
whereas block-diagonalized Newton requires~ sd3 and 4sd2 operations. Hence, if r s 2, then the 
PILSRK method does not require more FBS costs, while its LU costs are 2 times less expensive. + 
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4. Convergence resuUs 
The convergence can be studied by analysing the (exact) error recursion 
(4.1) y(j.v) _ Y<il = M(y(j ,v-1) _ y(i)), M := (I®Kn - B®hJn)- 1((A- B - C)®Wn) . 
We recall that in the Gauss-Seidel version C ,. 0 it is assumed that we iterate until convergence, 
becaµse (3.2) contains the term (C®hJn)Y<il. Only under this assumption, the recursion (4.1) is valid. 
In the convergence analysis, we shall suppose that 
(i) Kn is nonsingular, 
(ii) {Kn. Jn} has a complete (generalized) eigensystem 
(we will refer to these assumptions as property P). In practice , this is of course an unrealistic 
situation. However, by observing that d-by-d matrix pairs {K, J} having property Pare dense in the 
space of all d-by-d matrix pairs, we can define a one-parameter family of matrix pairs {K(E), J(E)} 
which satisfies property P for E > 0 and which converges to {Kn. Jn} as E-+ 0. Hence, for the matrix 
M(E) corresponding to {K(E), J(E)}we have M(E) -+ Mas E -+ 0. Thus, a convergence analysis 
based on property P is relevant for the case where this property is not satisfied. 
A necessary and sufficient condition for convergence of the PILSRK methods is p(M) < I . In order 
to obtain the eigenvalues of M, we shall list all its eigenvectors . First we look for eigenvectors of the 
form a®w . If the eigenvalues are denoted byµ , then h (A - B - C + µB)a®Jnw = µ a®Knw . This 
shows that Jnw and Knw are related by the eigenvalue equation Jnw = A.Knw, i.e. A. is a 
(generalized) eigenvalue of the matrix pair {Kn, Jn} . On substitution of Jnw = A.Knw and by defining 
z := A.h, we obtain 
z(A - B - C)a®Knw =µ(I - zB)a@K0 w. 
Since Knw,. 0, µ = µ(z) is an eigenvalue of the amplification matrix 
(4.2) Z(z) := z(I - zB)-1(A- B-C) . 
We now impose the condition that Z(hf..) is nondefect for all A. in a(Kn. Jn). This condition and 
condition (ii) of property P implies that M has sd eigenvectors of the form a®w. Hence, all eigen-
vectors of Mare of this form and its eigenvalues are given by those of Z(ht..) with A. E a(K0 , Jn) . 
Let p(z) be the spectral radius of Z(z) . Then, the region of convergence is defined by the region 
:!!" := {z: p(z) < 1, Z(z) is nondefect} . In analogy with the terminilogy used in the linear stability 
theory, we shall call the PILSRK method A-convergent if '.:" contains the left halfplane and L-
convergent if it is A-convergent and if p(z) vanishes at infinity. Matrix pairs {B , C} will be said to lie 
in the set .!B(A) if 
(i) B, C and A - C are similar (under the same similarity transformation) to a diagonal matrix with 
positive diagonal entries , a strictly lower triangular matrix and a block-diagonal matrix, 
(ii) {B, C} generates an A-convergent PILSRK method . 
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The considerations above are summarized in the following convergence result: 
'Theorem 4.1. Let {B, C} E :: (A), let {Kn. Jn} satisfy property P and let its eigenvalues be in the 
nonpositive halfplane. Then, the PILSRK method (3.2) converges for all h > 0. + 
In order to get some insight into the convergence behaviour, we observe that after v iterations the 
eigenvector components of the iteration error are amplified by zv(z), where z = hA. corresponds with 
the (generalized) eigenvectors of {Kn. Jn} . Let us define the averaged amplification factor by 
(4.3) pM(z) := :.;II z v (z) II . 
Evidently, the spectral radius p(z) of Z(z) equals p("')(z) and will therefore be called the asymptotic 
amplification factor. 
4.1. The a>ymptotic amplification factor 
We shall now consider the case {B, C} = {QBQ-1, QCQ-1 }, i.e the process (3.1), in more detail. We 
first derive estimates for the asymptotic amplification factor p(z) = p(00 )(z). Since the matrix 
Z(z) = QZ(z)Q-1 is block-diagonal with either one-by-one or two-by-two diagonal blocks, we may 
confine our considerations to the diagonal blocks of Z(z). Let us define the one-by-one blocks Bkk of 
- -B by Sk and the two-by-two diagonal blocks Bkk by 
(the conditions on the entries of Bkk ensure that its eigenvalues are distinct and positive, so that B is 
diagonalizable). We shall require that {B, C} generates an L-convergent iteration method . This 
requirement is crucial in order to quickly remove stiff components from the iteration error (see [7]). In 
fact, L-convergence implies that zv(oo) vanishes for v"' 2, because the matrix Z(z) is block-diagonal. 
Hence, within two inner iterations, all stiff error components are removed from the iteration error. 
The following result provides a lower bound for p(z) in the left halfplane when we impose the 
condition of L-convergence . The proof parallels the proof of a similar theorem in [9) . 
'Theorem 4.2. Let {B, C} = {QBQ-1, QCQ-1 }, let Bkk be defined by (4.4), and let the generated 
PILSRK method be L-convergent. Then, we have in the left halfplane for all ak and bk the inequality 
p := max p(z) .,, 1 _ So 
Re(z)sO ao 
Proof. The eigenvalues µk(z) of the matrix Z(z) = QZ(z)Q-1 are given by those of the two-by-two 
diagonal blocks 
- ( - ) I (- - ) (4.5) Zkk(z) := z I - zBkk - Akk - Bkk , 11k ,,,_ 0. 
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These eigenvalues satisfy the characteristic equation 
(4.6) ( 
ak - Uk - (z-I - Uk)µk(Z) 
det 
Ck - Vk + Vkµk(Z) 
bk - Xk + Xkµk(Z) ) = O. 
2!;k - ak - Wk - (z-I - Wk)µk(Z) 
It is easily verified that µk(z) vanishes at infinity if 
(4.7) (ak - 2!;k)uk2 + (2ak2 + CkXk)uk - akak2 Vk = akXk - bkUk 
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where Xk and Uk are still free. In addition, we have to satisfy the inequalities in (4.4). Since UkWk = 
ak2 + XkCk, these inequalities are satisfied if Uk+ Wk > 2ak. Equation (4.6) is solved by 
(4.8) 
Since the function µk(Z) is regular in the left half plane, its maximum in the left halfplane is assumed 
on the imaginary axis . It is easily verified that 
(4.9) I i I - 12!;k - Uk - Wkl lyl 
µk( y) - Yfl--a~2).2)2+(~-+-~)2Y2' 
assumes an absolute maximum at y = ±ak-1 which is given by 
(4.10) 
This value is bounded below by 1 - !;kak-1 (we recall that we have assumed !;k > 0). Hence, we see 
that the eigenvalues of A with the smallest ratio !;kak-1, that is, the eigenvalues with the relatively 
largest imaginary part, determine a lower bound for p(z). Recalling that the ordering of the diagonal 
blocks Akk is such that ITJk I !;kl increases with k, we conclude that in the left halfplane the maximal 
value of p(z) is bounded below by I I - !;aa0 -q, proving the assertion of the theorem . + 
From (4.10) it is clear that the best we can do is to choose Uk+ Wk = 28kak, where ek = 1 +Ek with 
Ek a small positive number. By virtue of (4.7) we obtain the relation 
This equation shows that by choosing Xk = 0, we can compute Uk independently of the values ak. bk 
and ck. Hence, we preserve a maximal amount of freedom in selecting the block-triangularizing matrix 
Q. Setting Xk = 0, we obtain 
(4. 11) 
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where ek > I . By virtue of (4.10), we have the result : 
(4.10') - 2yk!;k max p(Zkk(z)) =Pk := I - , Yk" I, Yk > 0. 
Re(z)sO (yk2 + I )ak 
Furthermore , it follows from (4.8) that Z(z) has a complete eigensystem for all finite z (this is also 
true for z = 0, because Z(O) = 0 ), and p(Zkk(z)) < I in the region 
(4 .12) 
Thus, we have proved: 
lbeorem 4.3. For Yk" I , Yk > 0 and all ak and bk, we have 
(i) 
(ii) 
the matrix pair {B,C} = {QBQ-1,QCQ-1} is in :l(A) ifB satisfies (4.11), 
the convergence region ~- is given by the cross section of the regions (4.12), 
(iii) max ( ) _ ._ 1 2yk!;k R ( ) o p z - max Pk. Pk .- - . + 
ezs k (Yk2+J)ak 
A comparison with Theorem 4 .2 shows that values ofyk close to I yield an 'almost' minimal spectral 
radius . In Table 4.1, we have listed for a few Radau IIA methods the values of Pk in the case Yk =7/8. 
Table 4.1. Values of Pk for s-stage Radau IIA methods (Yk =7/8). 
k 
I 
2 
3 
4 
s=2 
0 .19 
s=4 
0 .06 
0.45 
s=6 
0 .03 
0 .21 
0 .57 
s=8 
0.02 
0 .12 
0 .33 
0.64 
These values are worst-case values, because in the greater part of the left halfplane, p(z) is much 
smaller. 
4.2. 1be averaged amplification factor.. 
First we compute the averaged amplification factor for the eigenvector components of the iteration 
error associated with (3.1) after v iterations . These components are amplified by Zkk v(z), where 
z = hi. corresponds with the (generalized) eigenvectors of {Kn . Jn} . Hence, the averaged 
amplification factor associated with (3.1) is defined by 
pM(z) := max Pk(v}(z), PkM(z) := v II zkk \z) II 
k 
Here, p kM(z) may be considered as the averaged amplification factor associated with the kth 
subsystem in (3.1 ). Let us set Yk = akak-1, so that the matrix Zkk v(z) simplifies to (cf. [9]) 
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(4.13) 
With respect to the Euclidean norm, we have 
We majorize this expression in the left halfplane by using the maximum value of lµk(z)I and the 
maximum value of lµk(z)qk(z)I. From Theorem 4.3 it follows that lµk(z)I s Pk and an elementary 
calculation yields lµk(z)l2 + lµk(z)qk(z)l2 s Pk2 + bk2ak-2. Thus, 
(4.14) 
Expressing the upperbound (4.14) in terms of the parameters ak. bk and Ck, we obtain for the 
amplification factors in the transformed and untransformed space the estimates given in the theorem: 
lbeorem 4.4. If Yk = akak-1, then with respect to the Euclidean norm, the averaged amplification 
factors PkM(z) and pM(z) satisfy in the left halfplane the inequalities 
(4.15) 
pM(z) :=;;II Z v (z) II s ~(Q) max PkM(z), K(Q) := llQll llQ-111. + 
k 
4.3. The tramfonnalion malrix 
Theorem 4.4 suggests the use of transformation matrices Q such that ak - ak (to achieve that Pk is 
close to its minimal value) and ck2 >> I . Such transformation matrices can be constructed, however, 
as expected, they are poorly conditioned, so that we have fast convergence in the transformed space, 
but not necessarily fast convergence in the untransformed space. Here, we shall restrict our 
considerations to the Gauss-Seidel case C " 0 with orthogonal transformation matrices (the Jacobi 
case {B, C} = {QBQ-1, 0} with non-orthogonal Q has been analysed in [9]). 
In order to construct an orthogonal matrix Q, let R be an orthogonal transformation matrix such that 
.S. := R-IAR is a real Schur form of A with two-by-two diagonal blocks given by 
The values of l!k and Qk are completely determined by R (for the construction of R we refer to [I I]). 
We now transform these diagonal blocks by a block-diagonal rotation matrix /1 = (11jk) with 
1'1kk = I if T]k = 0, 1'1kk = . if TJk" 0. . ( cos(<Pk) -sin( <!>kl ) . 
sm( <!>kl cos( <!>kl 
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Then, Q =Rt., K(Q) = I and A= t,-IR-1 ARt., where the diagonal blocks of A are given by (2.3) with 
ak = rue cos2( <!>kl - C!l.k + £Ic) cos( <!>kl sin( <!>kl + (2sk - rue) sin2( <!>kl, 
Ck = £k cos2( <!>k) + 2(llk - Sk) cos( <!>kl sin( <!>k) - hk sin2( <!>k). 
The parameter <Pk is chosen such that the spectral radius Pk occurring in the upper bound (4.15) is 
minimized. This means that ak should be close to Uk. In order to avoid defect matrices Bkk. we 
should not allow ak =Uk. Let us impose the constraints ak s 7uk/8 and ak"" 9uk/8 . We now 
determine <Pk such that I ak - akl is minimized subject to these constraints . If more than one values of 
<Pk are found that minimizes I ak - ukl, then we take the value that also minimizes f3k· 
For the s-stage Radau IIA methods with s = 2, 4, 6 and 8, we found that there exists <Pk-values such 
that ak = 7ak/8 (i.e. Yk = 7/8). The corresponding Pk-values are listed in Table 4.1. Fors = 4 and 
s = 8, the corresponding f3k-values are respectively given by {3.3, 2.0} and {2.6, 2.8, 2.4, 2.4}. 
Table 4.2 lists the actual left halfplane upper bounds for p(v)(z) (in brackets, we listed for C ,. 0 the 
theoretical upperbounds of (4.15), which are too pessimistic by only less than 15%). The 
amplification factors for C = 0 are taken from [9] and tum out to be considerably larger. 
Table4.2. Actual upper bounds for p(v)(z) for Radau llA (Yk = 7/8). 
v s=4 s=8 
Jacobi Gauss-Seidel Jacobi Gauss-Seidel 
-----------------------------------------------------------------------------------------------
I 1.95 0.54 (0.63) 3.51 0.84 (0.98) 
2 0.98 0.49 (0.53) 1.88 0.73 (0.80) 
3 0.76 0.48 (0.50) 1.30 0.70 (0.74) 
4 0.66 0.47 (0.49) 1.19 0.68 (0.71) 
00 0.45 0.45 (0.45) 0.64 0.64 (0.64) 
4.4. F1Tect of the predictor 
The averaged amplification factor pM(z) defined in Theorem 4.4 does not take the amplification effect 
of the predictor formula for y(O) needed in (3.2) into account. This effect plays a role in the first outer 
iteration. Let y(l,O) = y(O) with y(O) defined by 
(4.17) either <t>((h-1 [B+C]-l®l)(Y(O) - (Ep®l)Y n). y(O)) = 0 or y(O) = (Er®l)Y n· 
where Y n is the stage vector computed in the preceding step and the matrix Ep can be used to control 
the order of accuracy of y(O). The second predictor formula in (4.17) is an extrapolation formula 
based on the back values contained in the preceding stage vector Y n. The first predictor formula is 
obtained from (2.1) by replacing A with B+C and Wn with a linear combination of back values 
contained in Y 0 , and may be considered as general linear method (GLM). Since B and B+C are 
similar to the same diagonal matrix, the GLM formula can be solved by a diagonalized modified 
Newton process with the same LU decompositions as used in (3.2). Hence, only FBSs are needed. 
To start the Newton process, we used an order s-1 accurate extrapolation formula based on Y n· 
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We consider the predictor effect for linear problems and for back information vectors given by 
Wn = (E®l)Yn. where E := ee5T . Let P be a matrix which equals either B+C or 0 and define 
Np := !®Kn - P®hJn. Then, we may write the residual function (2.1) and the predictors (4.17) as 
From (4.1) and (2.2) it follows that 
(4.18) y(l.v) - y(I) = Mv(y(I ,0) _ y(ll) = Mv(y(O) _ y(ll) = MVNA-l(hA®l)Rn(Y(O)) 
= Mv(y(O) - NA-1(E®Kn)Y n) = Mv(Np-1(Ep®Kn) - NA-l(E®Kn))Yn. 
Taking into account the computational effort involved in applying the predictor formula, we are led to 
the following definition of the averaged amplification factor associated with (4.18): 
(4 .19) p ~~(z) := V 11 z v-S (z)Z*(z) II , Z*(z) := (I - zP)-1 Ep - (I - zA)-1 E, 
where 8 = I if P = B+C and 8 = 0 if P = 0. 
A qth-order accurate predictor is obtained by defining Ep according to 
(4 .20) 
There are various options for choosing Ep. For P = 0 , we have considered the case Ep = ee5T (last 
step value (LSV) predictor) and the case where Ep is defined according to (4.20) with q = s-1 
(maximal order extrapolation (EPL)). For P = B+C, we defined Ep according to (4.20) with q = 2 and 
we used the remaining free parameters to minimize both p~~(z) + p~~(z) in the left half plane (GLM 
predictor). Table 4 .3 lists left halfplane upper bounds for p~~(z) in the case of the 4-stage Radau IIA 
method. In appreciating these values, we should take the effect of the order of accuracy of the 
predictor into account. For example , the LSV predictor together with the Gauss-Seidel version 
C ,,. 0 possesses the smallest left halfplane upper bounds for p~;~iz), but its zero order will be a 
drawback (see Section 5). 
Table4.3. Actual upper bounds for p~~(z) for 4-stage Radau IIA with Yk = 7/8. 
Jacobi Gauss-Seidel 
v LSV (q=O) EPL (q=3) GLM (q=2) LSV (q=O) EPL (q=3) GLM (q=2) 
------------------------------------------------------
------------------------------------------------------
--
I 2.66 6.98 3.48 0.92 39.5 2.93 
2 1.15 2 .27 1.30 0.61 4 .17 0.88 
3 0.84 1.34 0.91 0 .54 1.97 0.67 
4 0.71 1.02 0.76 0.51 1.36 0 .61 
00 0.45 0.45 0.45 0.45 0.45 0.45 
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4.5. Comparison of W and FBS costs 
We conclude this section by summarizing the total and effective LU costs per Jacobian update and the 
total and effective FBS costs per outer iteration . Table 4 .4 lists these costs for the block-diagonalized 
Newton, the Newton-PILSRK method derived above , and Newton-PILSRK methods with 
C = 0 . The cost formulas are given for the cases seven and s odd, assuming that the matrix A has no 
real eigenvalues ifs is even and only one real eigenvalue ifs is odd. In the case of the PILSRK 
{QBQ-1. QcQ-1} method, rand r2 respectively denote the averaged number of inner iterations over 
all subsystems and over subsystems associated with the complex eigenvalue pairs of A. Finally, r 
denotes the maximal number of inner iterations needed for the s subsystems in the PILSRK {B, O} 
method. The figures in Table 4.4 show that the two PILSRK methods require the same number of 
(total and effective) LU operations. Their effective FBS costs are highly dependent on the value of r , 
r2 and r. 
Table4.4. Total and effective LU and FBS costs for even or odd numbers of RK stages . 
Method Total LU I d3 Total FBS I d2 Eff. LU I d3 Eff. FBS I d2 
Block-diagonalized Newton ~ or ~ (2s - I) 4s or 4s - 2 1 8 3 3 
PILSRK: Gauss-Seidel ~ 2sr or 2(sr2 - r2 + I) £ - sr2 - r2 + 2 3 3 sr or 
PILSRK: Jacobi ~ 2sr .£ 2r 3 3 
5. Numerical experiments 
The aim of this section is to compare the algorithmic properties of the Newton-PILSRK method 
{(2 .2) ,(3 .2)} . We compare the Gauss-Seidel version C .. 0 with Q orthogonal as analysed in this 
paper and the Jacobi version C = 0 with Q nonorthogonal analysed in [9]. In both cases, we take 
Yk =7/8 . The comparisons are carried out for a few test problems from the literature. 
The corrector is defined by the 4-stage Radau IIA corrector and the predictor formula is either the 
LSV or the EPL predictor (see Section 4.4)), and is specified in the tables of results. 
Diagonalizing (3 .2) by the transformation YU>= (S@l)XCil and writing A*= s-IAS, B* = S· IBS, .. . , 
yields the method 
(5.1) (l®Kn - B*®hJn)(xU.v) - XU.v-1)) = - (!®Kn - (A* - C*)®hJn)XU.v-1) 
+ (C*®hJn)XUl + (l®Kn - A *®hJn)xG-ll - (hS-IA®l)R(YU-ll), 
where B* is diagonal. In the Jacobi case, we have (cf. [9)) 
( 
0 . I 096 - 0 .04 30 0 .0268 - 0 .0080 ) 
B = 0 .2085 0 .3064 - 0 .0611 0.0211 C = O 
0 .2484 0 .0823 0 .2573 . 0 .0142 ' ' 
0 .2596 . 0 .0515 0 .4219 0 .0780 
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( 
2 .9526 0 .3 159 1.5325 0 .0276 ) ( 0 .1521 0 0 0 ) S- - 7 .2663 - o .8756 - 1.0553 - o .3113 B* _ o 0 .1986 o o 
- 3 .4202 0 .9493 -10 .7997 . 2 . 1349 ' - 0 0 0 .1736 0 . 
34 .8970 4 .3753 -42 .9039 - 5 .8960 0 0 0 0 .2269 
and in the Gauss-Seidel case 
B= 
( 
0 . 1175 - 0 .0207 0 .0255 - 0 .0017 ) ( - 0 .0061 - 0 .0117 0 .0002 - 0 .0019 ) 
0 .2555 0 .2758 - 0 .0535 0 .0037 - 0 .0281- 0.0400 - 0 .0002 - 0 .0059 
- 0 0256 - 0 0076 0 .2030 - 0 .0002 'c = 0 .2492 0 .3955 - 0 .0010 0 .0614 
0 .0206 0 .0528 0 .3488 0 . 1549 0 .2099 0 .3114 0 .0007 0 .0470 
S _ - o .9495 - o .8908 o . 1977 0 .2080 B* _ o 0 .1737 o o 
( 
0 .2030 0 .3803 - 0 .0763 - 0 .0904 ) ( 0.2269 0 0 0 ) 
- 0 .0858 0 . 1003 - 0 .1466 - 0 .0182 ' - 0 0 0 .1986 0 . 
- 0 .2233 - 0 .2275 - 0.9662 - 0 .9738 0 0 0 0 .1521 
Since this paper aims at a comparison of algorithmic properties, we avoided effects of stepsize and 
iteration strategies by performing the experiments with fixed stepsizes h and fixed numbers of outer 
iterations m and inner iterations r. Furthermore, the Jacobian and the LU-decompositions were 
computed in each integration step. 
The tables of results list the minimal number of correct digits at the end point: 
(5 .2) cd := - log 10 II Yend - Y(lend) II -
00 
Here, Yend denotes the numerical solution at the end point lend· Negative cd values will be denoted by 
cd = -. 
5.1. Thetransistoramplifier(index I) 
The first test problem is the transistor amplifier given in [6] on the interval (0, 0.2] (see also [JO]). 
This nonlinear, eight-dimensional problem of index I can be represented in the implicit form 
Ky'= f(t,y) with a constant, singular capacity matrix K. Table 5.1 lists results for the EPL predictor 
and h = 2t0·4 _ In both versions, only two inner iteration are needed to produce the same accuracy as 
the modified Newton process, but taking just one inner iteration seems to be the most efficient 
strategy. Furthermore, in accordance with Table 4 .3, the Jacobi version performs better than the 
Gauss-Seidel version (note that the outer iteration process converges relatively slowly) . 
Table 5.1. Transistor amplifier with EPL predictor and h = 2 t04 
Jacobi version Newton Gauss-Seidel version 
m r= I r = 2 -> r = oo <- r = 2 r= I 
----------------------------------------------------------------------------------------
I 4.6 -> 4 .6 <- 4.6 
2 6.5 6.6 -> 6 .6 <- 6 .6 
3 7 .7 7 .5 -> 7 .5 <- 7.5 7.0 
4 8 .1 8.0 -> 8.0 <- 8.0 7.2 
00 9 .7 9.7 -> 9.7 <- 9.7 9 .7 
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Next, we apply the LSV predictor. According to Table 4.3 , now Gauss-Seidel should be the superior 
one. Table 5.2 shows that Gauss-Seidel does perform slightly better than Jacobi. Furthermore , a 
comparison with Table 5.1 reveals that the EPL predictor is considerably more efficient than the LSV 
predictor because of its higher order. We also tested the GLM predictor, but it could not beat the EPL 
predictor. Apparently, a higher order of accuracy is more important than smaller amplification factors . 
Table 5.2. Transistor amplifier with LSV predictor and h = 210-4 
Jacobi version Newton Gauss-Seidel version 
m r= l r=2 r=3 r = 4 -> r ="' <- r= 4 r = 3 r = 2 r =I 
----------------------------------------------------------------------------------------------------------
------------
l 2.1 2 .9 3.1 -> 3 .2 <- 3 .1 2.8 2.0 I. I 
2 1.4 3.7 4 .7 4.4 -> 4.4 <- 4.4 4.2 3.7 2.0 
3 2.5 4.9 5.9 5.8 -> 5.8 <- 5.8 5 .6 4.9 2.7 
4 3.4 6.0 6 .6 6 .7 -> 6.7 <- 6 .8 6 .9 6 .2 3 .7 
"' 
9 .7 9.7 9 .7 9.7 -> 9 .7 <- 9 .7 9.7 9 .7 9 .7 
5.2. The car axis problem (index 3) 
Table 5.2 presents results for the more complicated index 3 car axis problem consisting of 10 DAEs 
[ l O]. As in Table 5.1, Jacobi is slightly better than Gauss-Seidel and a one-inner-iteration strategy is 
most efficient (note that here the outer iteration process converges relatively fast) . 
Table 5.3. The car axis problem with EPL predictor and h = 310-3 
Jacobi version 
m r= 1 r=2 r=3 r=4 -> 
Newton 
r = oo <-
Gauss-Seidel version 
r=4 r=3 r=2 r=l 
----------------------------------------------------------------------------------------------------------------------
1 0 .8 2.5 -> 2.5 <- 2.5 0.8 
2 l.8 2.0 2.4 5.4 -> 5.4 <- 5.4 2.4 l.9 
3 l.9 5 .3 6.5 6 .5 -> 6 .6 <- 6.6 5.4 4 .3 1.8 
4 2.4 6 .3 6 .6 6 .6 -> 6 .6 <- 6 .6 6.6 6 .0 2.6 
"' 
6.6 6 .6 6 .6 6.6 -> 6.6 <- 6 .6 6 .6 6 .6 6.6 
5.3. Concluding remarks 
From the results in the Tables 5.1 , 5.2 and 5.3 we may draw the following conclusions: 
(i) The PILSRK inner iteration process profits most from high-order predictors . 
(ii) If higher-order predictors like EPL are used, then the Gauss-Seidel version C "' 0 converges 
slightly slower than the Jacobi version C = 0. 
(iii) If the number of outer iterations m increases, then the number of inner iterations r can be 
chosen smaller. 
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(iv) In a (fixed m, fixed r) strategy, the one-inner-iteration strategy together with a high-order 
predictor seems to be most efficient. A dynamic iteration strategy is expected to perform 
several inner iterations in the first few outer iterations and only one inner iteration in the later 
outer iterations . 
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Chapter 8 
Waveform Relaxation Methods for Implicit 
Differential Equations 
P.J. van der Houwen and W.A. van der Veen 
Abstract 
We apply a Runge-Kutta-based waveform relaxation method to initial-
value problems for implicit differential equations. In the implementation 
of such methods, a sequence of nonlinear systems has to be solved itera-
tively in each step of the integration process. The size of these systems 
increases linearly with the number of stages of the underlying Runge-
Kutta method, resulting in high linear algebra costs in the iterative pro-
cess for high-order Runge-Kutta methods. In our earlier investigations of 
iterative solvers for implicit initial-value problems, we designed an itera-
tion method in which the linear algebra costs are almost independent of 
the number of stages when implemented on a parallel computer system. 
In this paper, we use this parallel iteration process in the Runge-Kutta 
waveform relaxation method. In particular, we analyse the convergence 
of the method. The theoretical results are illustrated by a few numerical 
examples. 
CR Subject Classification {1991): Gl.7 
Keywords f3 Phrases: numerical analysis, implicit differential equations, conver-
gence, waveform relaxation, Runge-Kutta methods, parallelism. 
Nate: The research reported in this paper was partly supported by the Technology 
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1 Introduction 
Consider the initial-value problem (IVP) for the implicit differential equation 
(IDE) 
cfJ(t,y',y) = 0, to~ t ~tend, y, c/J E Rd. (1) 
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It will be assumed that the initial conditions for y(t0 ) and y'(t0 ) are consistent 
and that the IVP has a unique solution. Furthermore, defining the Jacobian 
matrices K := </>u(t,u,v) and J := -</>v(t,u,v), it will be assumed that in 
the neighbourhood of the solution, the characteristic equation det(.XK - J) = 
0 associated with the linearization of ( 1) has only zeros in the non positive 
half plane. The pair of matrices { K, J} will be said to be a stable pair if they 
satisfy this requirement. In the convergence analysis of iteration methods for 
solving the numerical discretization of (1) , the property of matrix pairs will 
play a central role. 
A large class of numerical discretizations of (1) is defined by 
Yn = (e; © I)Yn, (2) 
<J>(etn- l +ch,(h-lA-l © I)(Yn -(E @ I)Yn- 1),Yn) = 0. 
Here, Yn is the numerical approximation to the exact solution value y(tn), A 
and E denotes x s matrices, e. is the sth unit vector, his the step size tn -tn-l 
(to be assumed constant in the analysis presented in this paper), © denotes the 
Kronecker product, and I is the d x d identity matrix (in the following , we shall 
use the notation I for any identity matrix; its dimension will always be clear 
from the context) . The s components Yni of the sd-dimensional stage vector 
Yn represent approximations to the exact solution values y(tn-l + cih), where 
the Ci are the components of the abscissa vector c = (ci) and where c. = 1. 
Furthermore, for any pair of vectors Y~ = (Y~;) and Yn = (Yni), we define the 
function 
<J>(et +eh, Y~, Yn) := (</>(t + c;h, Y~i' Yni)). (3) 
The method (2) is completely defined by the triple {A,E,c}. We remark 
that (2) reduces to a (stiffly accurate) RK method for IDEs if A equals the 
Butcher matrix of the RK method, c := Ae, and E := (0 , . .. , 0, e) , e being the 
s-dimensional vector with unit entries (see [4]) . 
In [8], parallel iteration methods for solving the stage vector Yn from the 
nonlinear system (2) have been proposed. In this paper, we want to com-
bine these parallel iteration techniques with the waveform relaxation (WR) ap-
proach. The resulting numerical solution methods have a considerable amount 
of intrinsic parallelism. However, the price to be paid is a decrease of the speed 
of convergence of the iteration methods. This paper studies how the conver-
gence of the WR method is influenced by the number of WR iterations, the 
number of modified Newton iterations, and the number of inner iterations (for 
solving the linear Newton systems) . The theoretical results are illustrated by 
a few numerical examples. 
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2 WR methods 
The derivation of WR methods starts with representing the IDE (1) in the form 
'l/;(t, y', y', y, y) = 0, to ~ t ~tend, y , 'l/; E Rd , (4) 
where 7./;( t, u', v', u, v) is a splitting function satisfying 
'l/;(t, u', u', u, u) = <P(t, u', u). 
This splitting function is chosen such that the Jacobian matrices K* := 87./;/au' 
and 1· := -a'l/;; au have a simple structure, so that, given an approximation 
y(k-l) to the solution y of (1), a next approximation y(k) is more easily solved 
from the system 
than y is solved from (1). Here, k = 1, 2, ... , q, and y(o) denotes an initial 
approximation to the solution of (1). The iteration process (5) is called con-
tinuous WR iteration with WR iterates y(k). Such iteration processes were 
introduced in Lelarasmee [9] and Lelarasmee, Ruehli & Sangiovanni-Vincentelli 
[10]. For linear problems, its convergence has been extensively studied in [12]. 
In the case of explicit differential equations (i.e., K = K* = I), a pop-
ular choice for the splitting function '1j; is such that the matrix J* is a x a 
block-diagonal (block-Jacobi WR method) . Then, each iteration of the WR 
method (5) requires the integration of a uncoupled systems over the interval 
[t0, tend] (note that these integrations can be done in parallel on a processors) . 
In the IDE case (K =f. I), we obtain a block-Jacobi WR method if both J* and 
K* are a x a block-diagonal. As an example, we consider the case where (5) 
is of the form 
• 1• (t u'(k) y'(k -1) u(k) y(k - 1)) = 0 
o/l ' ' ' ' ' 
• 1• (t v'(k) y'(k-1) v(k) y(k-1)) _ 0 
o/2 ' ' ' ' - ' 
Here, d1 +d2 =dandy= (uT, vT)T. Obviously, K* and J* are both 2 x 2 block-
diagonal. More generally, whenever K* and J* are both a x a block-diagonal, 
we find a set of a subsystems with the generic form 
(6) 
where x(k-l) is defined by the a subsystems solutions of the preceding WR 
iteration and y(k) is the new subsystem solution. For further details we refer 
to ([2], p. 276 ff.). 
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The convergence of the continuous WR iteration (5) is faster as the inte-
gration interval [to, tend] is smaller. In fact , for ordinary differential equations 
(ODEs) which arise for K =I, and for sufficiently smooth splitting functions 
'l/J, we have the well-known estimate 
where L is a constant depending on the splitting function (for example, for 
the standard test equation defined by </> = y' - >.y with splitting function 
'l/J = u' - >.v, we have L = l>.I). This estimate indicates that convergence is 
improved if tend - to is small. Therefore, we do not apply the WR method on 
the whole interval [to, tend], but successively on a number of smaller subintervals 
(also called windows) of length wh where w is a usually small integer and h the 
step size. 
2.1 Discrete WR iteration 
Let us integrate the IVP for (5) numerically by the step-by-step method {A, E , 
c} defined in (2). Introducing the residual function 
R(U, V,X) IJ!(etn-1 +ch,(h- 1A-1 0 I)(U-(E &J l)V), 
(h-1 A- 1 0 I)(X - (E 0 I)V), U, X), 
(7) 
and dividing [to, tend] into subintervals (or windows) [t"'w ' t"'w+wJ, we obtain on 
[t"'w' t"'w+w] the scheme 
for k = 1 to q 
y(k) ·= y(q) 
K.W ' K.W 
for n = K-W + 1 to K-W + w (8) 
solve YJk) from R(YJk) , Y~~)1 , YJk-l)) = 0, 
set y~k) = (e; 0 J)YJk). 
Here, y~k), yJk) , and IJ! are the analogues of Yn, Yn and <I> occurring in (2). The 
scheme (7) - (8) will be called the discrete WR iteration process with (discrete) 
WR iterates yJk) and y~k). 
If (7) - (8) converges on all windows as q --+ oo, then yJq) converges to 
the solution Yn of R(Yn, Yn-1, Yn) = 0, that is, to the stage vector Yn defined 
in (2). As a consequence, (e; 0 I)YJq) approximates the solution of (1) at tn 
with order pin h, p being the order of accuracy of the underlying method (2). 
The iteration scheme (7) - (8) has a certain amount of intrinsic parallelism, 
because for a given subinterval [t"'w' ti<w+w] and given k, the w iterates {Yi~~ 1 , 
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YJ~~;), ... , YJ~!:-w)} can be computed in parallel (parallelism across the steps 
within a window, see e.g., [14] and [l]). Hence, effectively, the subinterval 
[t"w ' t"w+w] does not require the computation of qw iterates, but only q + w - l 
iterates, so that the number of effective (or sequentia0 WR iterations per step 
is 1 + w- 1(q -1) . Here, each iterate has dimension sd. Note that this holds for 
any splitting function 'If;. 
There is an additional amount of intrinsic parallelism if the splitting func-
tion 'If; is such that J* and K* are a x a block-diagonal. In such cases, the 
IVP can be decoupled into a set of a subsystems of t he form (6) each of which 
can be integrated by the method {A, E , c} defined in (2) . Since these integra-
tions can be done concurrently, the strategy described above can be applied 
to each subsystem. Thus , the effective costs per step reduce to the computa-
tion of 1 + w- 1 (q - 1) WR iterates of dimension sd* , where d* is the maximal 
dimension of the subsystems. 
2.2 The Newton iteration process 
In an actual application of (7) - (8), each time step requires the solution of 
Y~k) from the (nonlinear) system R(Y~k ), Y~:l1 , Y~k - l)) = 0. Given the WR 
iteration index k and the time step index n, we shall use the following iteration 
process: 
Y (k,O) ·= y(k- 1,m) 
n · n ' 
for j = 1 to m 
solve y(k,i) from 
n 
(9) 
No(Y~k,i) _ yJk,j - 1)) = -h(A © I)R(YJk ,j-1), y~:l1 , yJk-1,ml), 
where N 0 is the (modified) Newton matrix 
No := I © K* - A © hJ* . (10) 
Here, the Jacobian matrices K* and J* of the splitting function 'If; are both 
evaluated at the step point tn- l · The modified Newton process (9), will be 
assumed to be convergent. 
The combination of the WR iteration method (7) - (8) and the modified Newton 
method (9) - (10) is a nested iteration process containing four loops with indices 
"'' k, n and j. The three iteration parameters q, w, and m determine the range 
of the indices k, n and j . The number of effective modified Newton iterations 
(i .e., linear system solves) per step in {(7), (8), (9)} is given by m(l+w- 1 (q-1)). 
R emark 2.1. In practice, it may be an efficient strategy to perform only 
a few Newton iterations , because the WR iterate yJkl may still be far away 
from the solution Yn of (2). Hence, it seems a waist to perform many Newton 
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iterations for computing a close approximation to Y~k), which itself is a poor ap-
proximation to Yn . In the extreme case where m = 1, the method { ( 7) , ( 8) , ( 9)} 
reduces to 
for k = 1 to q 
y(k) ·= y(q) 
KW • KW 
for n = K-W + 1 to K-W + w 
solve y(k) from 
n 
No(Y~k) - y~k-1)) = -h(A 0 I)R(Y~k- 1) ,Y~~l1 , y~k-1)) 
set y~k) = (e; 0 I)Y~k). 
(11) 
A comparison with {(7), (8), (9)} shows that in (11) we have a more frequent 
updating of the righthand side, so that it is expected that (11) shows a better 
overall convergence than { (7), (8), (9)} with m > 1, that is , for constant qm, the 
accuracy is expected to be best form= 1. However, it should also be observed 
that small m implies more frequent communication when implemented on a 
parallel computer system, so that given the number of WR iterations q, the 
effective costs for m = 1 and m = 2 or m = 3 may well be comparable. 
Let us consider the case where the matrices K* and J* are <J x <J lower block-
triangular matrices (Kij) and (Jij). In order to see the amount of parallelism 
inherent to the resulting modified Newton matrix we reorder the rows and 
columns in N0 . Let the partitioning of the vector yin (1) corresponding to the 
blocks ( Kij) and ( Jij) be denoted by y = ( u T, v T, ... ) T , and let us replace the 
sd-dimensional vectors Y in (9) by permuted vectors 
where P is such that U, V , ... are stage vectors associated with u, v , ... in the 
same way as Y is associated with y. Then the permuted version of the linear 
system in (9) becomes 
No(Y~k,j) - y~k,j-1)) = -P(hA 0 I)R(Y~k ,j-1), Y~~)l > y~k-1,m)) , (12) 
- - 1 No:= PNoP . 
It is easily verified that for any matrix C and any <J x <J block matrix M = ( Mij), 
the matrix P( C 0 M)P- 1 becomes a <J x <J block matrix with entries C 0 Mij . 
Hence, 
No (I 0 K~· ) - (A 0 hr.) 1J 1J , (13) ) 
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This expression shows that solving (9) by a direct method requires the LU 
decomposition of the u diagonal blocks I 0 Ki; - A 0 hl;~· Hence, there are 
u LU decompositions to be performed which can all be done in parallel. The 
maximal dimension of the matrices to be decomposed equals sd*, d* denoting 
the dimension of the largest blocks in K* and J*, so that the effective LU costs 
on u processors is O((sd*) 3 ), each time the matrix No in (9) is updated. Apart 
from these LU costs, each modified Newton iteration requires the evaluation of 
the function Rand a forward/backward substitution. The evaluation of R can 
again be distributed over u processors. 
2.3 Iterative solution of the Newton systems 
The LU decompositions needed in the modified Newton process may be costly 
if d* is still large. Therefore, the linear Newton systems in (9) will be solved 
iteratively by an inner iteration process (in this connection, we may interpret 
the Newton process (9) - (10) as an outer iteration process). We shall use the 
iteration method 
u<o) := y~k,j-1) 
c<k,i) ·= N, y(k,j-1) _ h(A '°' I)R(Y(k ,j-1) y(k) y(k - 1,rn)) 
· 0 n '<Y n ' n-1' n (14) 
for 11 = 1 to r 
solve u<v) from N(U(v) - u<v-1)) = -N0u<v-l) + c<k,i) 
where the iteration matrix N is chosen such that the linear system for the 
inner iterate u<v) is easily solved and where r is chosen such that u<r) is an 
"acceptable" approximation to y~k,j). Evidently, if (14) converges as r ---+ oo, 
then u<r) converges to the solution y~k,i) of (9) irrespective the choice for N. 
However, as we will see in the experiments, it is possible to choose "convenient" 
matrices N such that in an actual computation, one or two inner iterations are 
sufficient (see Section 4). In fact, we shall define N by 
N := I 0 K* - T 0 hJ* , (15) 
where T is lower triangular with positive diagonal entries (cf. [6], [8]). In order 
to see the intrinsic parallelism of the inner iteration process , we proceed as in 
the preceding section. Again assuming that K* and J* are both lower block-
triangular, we obtain the (permuted) iteration matrix 
(16) 
) 
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Hence, (14) requires the LU decomposition of the a matrices I @Ki; -T® hJt;· 
But, since T is also lower triangular, the LU decomposition of each of these 
matrices falls apart into the LU decomposition of the s matrices Ki; - T11hJ;*;, 
j = 1, ... , s, which can all be done in parallel. The maximal dimension of the 
matrices to be decomposed equals d*, so that the computational complexity is 
reduced to O((d*) 3 ), provided that sa processors are available (if only p proces-
sors are available, with p < sa, then effectively, the computational complexity 
is about O(sap-i(d*) 3 )). Apart from these LU decompositions, each inner 
iteration again requires a forward/backward substitution. Furthermore, by di-
agonalizing T by a Butcher transformation, the forward/backward substitution 
can be distributed overs processors. If K* and J* are both block-diagonal, then 
even the forward/backward substitution can be distributed over sa processors. 
3 Convergence results 
In this section, we study the convergence of the inner iteration method (14) and, 
for linear IVPs, the convergence of the (discrete) WR iteration method (7) -
(8). We recall that the outer iteration process, that is, the modified Newton 
process (9), is always assumed to be convergent. 
3.1 The inner iteration method 
The convergence of (14) can be studied by deriving the error recursion for 
U(v) - y:(k,j) i e n ' .. , 
u(v) _ y(k,1) = M (U(v-1) _ y(k,1)) 
n 1 n ' (17) 
Mi :=(I ® K* - T ® hJ*)-1 ((A - T) ® hJ*). 
For convergence, the spectral radius p(Mi) of Mi should be less than l. In 
[8], amplification matrices of the type Mi have been analysed and led to the 
following definition and convergence theorem: 
Definition 1 Let 
Z(z) := z(I - zT)-i(A - T). (18) 
Then, B(A) is the set of lower triangular matrices T such that the spectrum of 
Z(z) is within the unit circle for Re(z):::; 0. 
Theorem 1 Let N be defined as in (15) with T E B(A). Then, the inner 
iteration process (14) converges for all h > 0 if, and only if, { K*, J*} is stable. 
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For the construction of lower triangular matrices T that are in B(A), we refer 
to [6]. 
3.2 The discrete WR iteration method 
The convergence of discrete WR methods of RK type of the form (6) has 
extensively been studied, in particular for the ODE case where K = K* = I 
(see e.g. , [5], [2], and the references in [2]) . For linear problems, where second-
order terms in the error recursion can be ignored, the convergence analysis 
is quite straightforward . In this section, we give a brief derivation of a few 
convergence results . 
From (7) - (8) and (2) it follows that for linear problems the WR iteration 
error Y~k) - Yn satisfies the recursion 
y(k) - y = M (Y(k - 1) - y ) + M (Y(k) - y ) 
n n 2 n n 3 n-1 n-1 ' (19) 
M2 := N01(I 0 (K* - K) - A 0 h(J* - J)), 
No := I 0 K* - A 0 hJ*. 
This recursion is of a similar form as the error recursion of the PDIRKAS GS 
method analysed in [7] and can be represented as 
Q ·-.-
M2 
M3M2 
MlM2 
MlM2 
( 
Y~~~l - Y1<w+l l y(k) y 
1<w+2 - 1<w+2 
, 
Y~~~w - Y1<w+w 
(20) 
Hence, we have convergence if the spectral radius p(Q) of Q is less than 1, i.e., if 
p(M2 ) < 1. An estimate for p(M2 ) can be obtained along the lines of a similar 
approach as in [8]. Theorem 2 presents conditions for convergence using the 
logarithmic matrix norm µ[·] associated with the Euclidean norm II · II, i.e., for 
any square matrix S, we have µ[SJ = ~Amax(S+SH), where SH is the complex 
transposed of S and Amax ( ·) denotes the algebraically largest eigenvalue. 
Theorem 2 Let the !VP (1) be linear, let the spectrum cr(A) of A be in the 
positive halfplane, and define (if K* is nonsingular) 
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Then, the WR iteration process (7) - (8) converges if one of the following three 
conditions is satisfied for all a E cr(A) : 
II (K - K*) - ah(J - J*) II < -µ[-K* + ahJ*], (22) 
- -
- Re(o:) -II (K - I) - ah(J - J*) II< Taj - hlo:lµ[J*], K* nonsingular,(23) 
ll(J*) -l J - I II < R~~~)' µ[J*] ::; 0, 
K* = K, K* and J*nonsingular. (24) 
Proof. Let the eigenvectors and eigenvalues of M2 be denoted by a ® w and 
ji, where a is an eigenvector of A with eigenvalue a. Then, 
(K* - ahJ*)- 1 ((K* - K) - ah(J* - J))w = jiw , (25) 
so that 
p(M2) < II (K - K*) - ah(J - J*) 1111 (K* - ahJ*)-1 II . (26) 
By virtue of a property of the logarithmic norm, we have for any nonsingular , 
complex matrix C with µ[-CJ < 0, the estimate II c-1 II < -(µ[-c])- 1 . 
Hence, if µ[-K* + ahJ*] < 0, then II (K* - ahJ*)- 1 II < -(µ[-K* + 
ahJ*]) - 1 . This leads to condition (22). Note that here K* is allowed to be 
singular. 
If K* is nonsingular, then we may write 
p(M2) <II (a- 1 - hi*)-1 1111 a - 1(k - I) - h(J - ]*) II . (27) 
Proceeding as above, we derive (23). 
Finally, we consider the case where K* = K and where both K* and J* 
are nonsingular. From (25) we derive the inequality 
p(M2) <II (I - ah]*)-1 (ah]*) 1111 I ® ((J*)- 1 J - I) II . (28) 
In this case, we use a theorem of Von Neumann . Von Neumann's theorem 
states that, given a matrix X with µ[X] :S 0 and a rational function R of z 
which is bounded in the lefthand halfplane Re(z) :S 0, then with respect to 
the Euclidean norm, the value of II R(X) II is bounded by the maximum of 
{IR(z)J : Re(z) :SO} (see e.g., [4], p . 179) . Thus, assuming that µ 2 [J•] :S 0, 
condition (24) follows from 
II (I - ahf*)-1(ah]*) II :S max lzo:(l - zo:)- 11 =_EL, (29) 
Re(z):'.00 Re( a) 
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Let us compare the convergence conditions of this theorem for the particular 
case where K* = K. Then conditions (22), (23) and (24) simplify to 
II J - J* 11 < - hl~I µ[-K + ahJ*], (30) 
II K - 1(J - J*) II< ~~~~} - µ[K- 1J*], K nonsingular, (31) 
II (J*)- 1 J - I II < Rl~I) , µ[K - 1 J*] ::::; 0, Kand J* regular. (32) 
The conditions (30), (31) and (32) respectively provide an absolute estimate, a 
scaled absolute estimate and a relative estimate for the difference between J and 
J•. Note that condition (32) implies unconditional convergence with respect to 
h. For example, for the four-stage Radau IIA corrector, we have unconditional 
convergence if II (J*)- 1 J - I II< 0.56. If A has its eigenvalues in the positive 
halfplane, then condition (31) shows that unconditional convergence is also 
possible if II K- 1 (J - J*) II< -µ[K- 1J*]. 
4 Numerical experiments 
The crucial aspect of the iteration process {(7), (8), (9)}, is the convergence be-
haviour for splitting functions 1/J for which the matrix No allows a fast solution 
of the associated linear systems. Equally crucial is the effect of the number of 
inner and outer iterations r and m, and the window length wh. In this section, 
we illustrate the performance for a few test problems. 
For the predictor we chose the "last step point" formula Y~o) = e<i9Yn-l, and 
we used the four-stage Radau IIA corrector whose Butcher matrix is (within 
14 digits) given by 
A= .23438399574740 .20689257393536 -.04785712804854 .01604742280652 . 
( 
.11299947932316 -.04030922072352 .02580237742034 -.00990467650730 ) 
. 21668178462325 .40612326386737 .18903651817006 - .02418210489983 
.22046221117677 .38819346884317 .32884431998006 .06250000000000 
Following [6], we choose for the matrix T the lower triangular factor L of 
the Crout decomposition LU of A, i.e., 
T = L (33) 
( .11299947932312 0 0 0 ) .23438399574745 .29050212926461 0 0 .21668178462320 .48341807916606 .30825766001501 0 
.22046221117877 .46683683945825 .44141588145851 .11764705882353 
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This choice implies that the amplification matrix Z(z) defined in (18) be-
comes strictly upper triangular at infinity, i.e., Z( oo) =I - T - 1 A= I - U. As 
a consequence, the stiff iteration error components are strongly damped in the 
iteration process. Moreover , we verified numerically that the matrix T given 
in (33) lies in B(A) . Hence, it follows from Theorem 1 that for each k and j 
the inner iterates U(v) in (14) unconditionally converge as v --> oo whenever 
the pair { K* , J*} is stable. Note that there is no need to give the entries of T 
with extreme accuracy. As long as T lies in B(A) , convergence is ensured (see 
Definition 1) . 
In all experiments, constant step sizes have been used (if needed, we adapted 
the initial condition such that the integration starts outside the transient 
phase), and the matrices K and J were updated in each step. We recall that 
per update, the effective LU costs are O((d*)3 ) , where d* is the maximal di-
mension of the diagonal blocks in the matrices K* and J*. 
For given numbers of WR iterations q, outer iterations m, inner iterations 
r, and given window size w, the tables of results present the minimal num-
ber of correct digits cd of the components of y at the end point t = tend of 
the integration interval (i.e., the absolute errors are written as 10-cd) . We 
recall that the total number of effective inner iterations per step is given by 
Ttotal = mr(l + w- 1 (q - 1)), which may serve as an estimate for the effective 
costs that are additional to the LU-costs . For the small window sizes used in 
practice and the usually large number of WR iterations needed to solve the 
IVP, we may approximately set Ttotal = mrqw - 1 . 
4.1 HIRES problem of Schafer 
Our first test problem is provided by the HIRES problem given m ([4], p. 
157) which originates from Schafer [13] for explaining the "High Irradiance 
Responses" of photomorphogenesis (see also Gottwald [3] and the CWI testset 
[11]) . This problem was integrated over the interval [5, 305]. Writing the system 
as y' = f (y ), we may define the block-Jacobi splitting function 
'l/J(u', v', u, v) = u' - f(u) + 0.035(us - vs)e3 + 0.69(u4 - v4 )e6 , (34) 
with the associated Jacobian splitting K* = K = I and 
0 0 0 
0 0 0 
0.035 0 0 
0 0 0 
J - J* = ( 0 
J21 
J12 ) 0 , 
~ ) ( ~ ~ ~ 0.~9 ) 121 = 0' OOO 0 . 
0 0 0 0 0 
(35) 
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The results in Table 1 show that the outer iteration process converges quite 
fast and that even a single outer iteration already produces a relatively high 
accuracy. The inner iteration process converges equally fast and two inner 
iterations usually suffices to find the modified Newton iterate. However, the 
WR iteration process requires relatively many iterations to reach the corrector 
solution, particularly on larger windows. Furthermore, note that for a constant 
total number of effective inner iterations Ttotal = mrqw- 1 , the accuracy rapidly 
decreases as m increases (cf. Remark 2.1). Thus, the best iteration strategy 
seems to be one outer iteration and one or two inner iterations. 
The performance of the WR iteration can be improved if we apply block-
Gauss-Seidel splitting: 
,,P(u',v',u,v) = u' - f(u) + 0.035(u5 - v5)e3, (36) 
1· = ( lll 0 ) 1 - 1· = ( 0 112 ) h1 122 ' 0 0 . 
Table 2 presents the analogue of Table 1 and clearly shows the increased rate 
of convergence. 
4. 2 The t ransistor amplifier 
Our second test problem is the semi-explicit representation of the transistor 
amplifier given in [11]. It is a nonlinear, eight-dimensional problem of index 1 
on the interval [O, 0.2] given by 
u'(t)=f(u,v), g(u,v)=O, u,fER5, v,gER3, (37) 
so that 
K= ( I 0 ) ' l = ( f u fv ) . 0 0 g., gv (38) 
The structure of K and 1 suggests the use of a block-Gauss-Seidel splitting 
with 
K* = K, 1• = ( ju 0 ) ' 
g., gv 
(39) 
which reduces the effective costs of each LU-update by a factor 83 /53 ~ 4. 
The results in Table 3 show the same trends as in the preceding tables. 
5 Summary and concluding remarks 
The numerical integration method proposed in this paper is based on a Runge-
K utta type integration formula (2) which is solved iteratively by three nested 
iteration processes: the discrete WR process (7) - (8), the modified Newton 
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Table 1: WR method {(7) ,(8),(9) ,(14)} applied to HIRES with block-Jacobi 
spitting (34), h = 15 and r = 1 \2. 
w m q=3 q=5 q=7 q = 9 q = 11 q = 13 q = 15 
1.4 \ 1.9 2.6 \ 3.6 3.7\5.7 4.9 \ 6.2 6.1 \ 7.0 7.8 \ 8.2 7.9 \ 7.9 
2 1.8 \ 1.9 3.6 \ 3.8 5.3 \ 6.1 7.1 \ 7.8 7.8 \ 7.9 7.9 \ 7.9 
3 1.9 \ 1.9 3.8 \ 3.8 5.9 \ 6.1 7.7 \ 7.8 7.9 \ 7.9 
2 1 1.0 \ 1.2 2.0 \ 2.6 3.0 \ 4.1 4.0 \ 6.1 5.1 \ 6.4 6.4 \ 7.9 7.4 \ 8.0 
2 1.2 \ 1.2 2.5 \ 2.6 4.0 \ 4.2 5.5 \ 6.0 7.1 \ 7.6 7.8 \ 7.9 7.9 \ 7.9 
3 1.2 \ 1.2 2.6 \ 2.6 4.2 \ 4.2 5.9 \ 6.0 7.5 \ 7.6 7.8 \ 7.9 
4 0.7 \ 0.8 1.4 \ 1.7 2.2 \ 2.8 3.0 \ 4.0 3.9 \ 5.6 4.9 \ 6.4 6.1 \ 6.9 
2 0.8 \ 0.9 1.7 \ 1.7 2.8 \ 2.8 4.0 \ 4 .1 5.2 \ 5.4 6.6 \ 6.9 7.6 \ 7.8 
3 0 .9 \ 0 .9 1.7 \ 1.7 2.8 \ 2.8 4.1 \ 4.1 5.4 \ 5.4 6.9 \ 6.9 7.8 \ 7.8 
Table 2: WR method {(7),(8) ,(9) ,( 14)} applied to HIRES with block Gauss-
Seidel splitting (36) , h = 15 and r = 1 \2. 
w m q=3 q = 5 q=7 q =9 q = 11 q = 13 q = 15 
3.2 \ 3.8 4.2 \ 4 .7 5.1 \ 5.5 5.8 \ 6.3 6.6 \ 7.2 7.5 \ 8.2 7.9 \ 7.9 
2 4.2 \ 5.1 6.1 \ 6.6 8.0 \ 8.0 7.9 \ 7.9 7.9 \ 7.9 7.9 \ 7.9 
3 5.1 \ 5.9 7.9 \ 8.0 7.9 \ 7.9 
2 1 3.1 \ 3 .6 4.1 \ 4.6 4.9 \ 5.4 5.6 \ 6.2 6.4 \ 7.0 7.2 \ 8.1 7.9 \ 7.9 
2 4.1 \ 5.2 5.8 \ 6.3 7.4 \ 8.2 7.9 \ 7.9 7.9 \ 7.9 7.9 \ 7.9 
3 5.3 \ 4.7 7.1 \ 8.2 7.9 \ 7.9 
4 3.1 \ 3.5 3.7 \ 4 .3 4.6 \ 5.1 5.2 \ 5.8 5.9 \ 6.6 6.6 \ 7.4 7.4 \ 7.9 
2 4.2 \ 4.2 5.2 \ 5.7 6.7 \ 7.2 7.9 \ 7.9 7.9 \ 7.9 7.9 \ 7.9 7.9 \ 7.9 
3 4.1 \ 4.0 6.0 \ 6.5 7.9 \ 7.9 
process or outer iteration process (9), and the linear system solver or inner 
iteration process (14). It aims at the solution of IDEs of which the Jacobian 
matrices K and J are approximated by lower triangular <J x <J block matrices 
K* and J*. On wu s processors, the total effective costs per step approxi-
mately consists of carrying out Ttotal = mrqw-1 inner iterations . Here, w is 
the window length and q, m and r respectively denote the number of WR iter-
ations, outer iterations and inner iterations. Each Jacobian update or change 
of step size requires s concurrent LU-decompositions of matrices of maximal 
dimension d* , where d* is the maximal blocksize occurring in K* and J* , t hat 
is , effectively only O((d*)3 ) operations per update. Furthermore, each inner 
iteration requires a forward/backward substitution of dimension ~ sd* which 
can be distributed overs processors , that is, only O(rtota1(d*)2 ) operations per 
step. 
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Table 3: WR method {(7),(8),(9),(14)} applied to the Transistor amplifier with 
the splitting (39), h = 2 · 10-4 and r = 1 \2. 
w m q = 3 q=5 q=7 q = 9 q = 11 q = 13 q = 15 
1 0.9 \ * 1.0 \ 1.7 1.8 \ 3.3 2.8 \ 4.8 3.8 \ 5.9 4.9 \ 7.3 6.0 \ 8.7 
2 0.8 \ 1.4 2.7 \ 3.0 4.7 \ 5.1 5.7 \ 6.8 7.5 \ 8.3 9.3 \ 9.5 9.6 \ 9.8 
3 1.4 \ 1.2 2.7 \ 2.7 4.7\4.4 6.8 \ 6.8 8.2 \ 8.1 9.6 \ 9.6 9.7\9.7 
2 0.3 \ 0.4 0.2 \ 0.3 0.3 \ 0.6 0.5 \ 1.0 0.7 \ 1.7 0.9 \ 2.3 1.2 \ 2.1 
2 0.6 \ 0.8 2.7 \ 1.8 2.6 \ 2.8 2.7 \ 3.8 3.2 \ 4.9 3.8 \ 5.8 4.3 \ 6.5 
3 0.3 \ 0.3 0.9 \ 1.5 2.0 \ 2.0 2.2 \ 3.1 3.1 \ 4.3 5.1 \ 5.1 4.5 \ 7.6 
4 1 * \ 0.2 0.7 \ 0.4 0.4 \ 0.6 0.5 \ 0.9 0.6 \ 1.2 0.7 \ 1.6 0.9 \ 2.0 
2 0.5 \ 0.7 * \ 0.7 * \ 1.7 * \ 1.8 * \ 2.1 * \ 3.0 * \ 4.1 
3 0.6 \ 0.4 0.7 \ 1.0 2.0 \ 1.8 2.0 \ 2.2 2.4 \ 3.1 3.1 \ 4.3 4.9 \ 4.7 
The numerical experiments with the method {(7), (8), (9), (14)} presented 
in Section 4 clearly show: 
• The better the approximations K* and J*, the faster the convergence of 
the WR iterates. 
• One or two inner iterations are sufficient, i.e., r :S 2. 
• For constant rtotal, the accuracy is best if only one outer iteration is 
performed, i.e., m = 1. 
In an actual implementation, the values of q, m and r should be determined dy-
namically during the integration process. At present , the full method {(7), (8), 
(9), (14)} is tested on a sequential computer system and only the case where 
w = r = 1 and K = K* =I, J* = J (and hence q = 1) has been implemented 
on the four-process.or Cray-C98 / 4256. The results reported in [6] show that 
with respect to the code RADAU5 of Hairer and Wanner [4], to be considered 
as one of the best sequential codes, the speed-ups are in the range [2.4, 3.1]. 
Implementation of the full method {(7), (8), (9), (14)} on the Cray-C98 / 4256 
will be subject of future research . 
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Samenvatting 
Dit proefschrift handelt over methoden voor het numeriek oplossen van 
gewone en impliciete differentiaalvergelijkingen. We zullen vooral stijve diffe-
rentiaalvergelijkingen beschouwen, waarvoor impliciete methoden vereist zijn . 
Uitgaande van al bestaande methoden worden nieuwe methoden ontwikkeld die 
speciaal bedoeld zijn voor gebruik op parallelle computers. 
Voor het numeriek integreren van stijve differentiaalvergelijkingen zijn de 
impliciete Runge-Kutta-methoden (IRKs) en de Backward Differentiation For-
mulas (BDFs) het bekendst. Orn in een aantal punten op de tijdas een benade-
ring voor de oplossing te verkrijgen, moet in elk van deze punten een niet-lineair 
systeem worden opgelost. Voor IRK-methoden is de dimensie van <lit stelsel 
een veelvoud van de probleemdimensie, daar deze methoden ook in een aantal 
tussenpunten benaderingen voor de oplossing bepalen. Voor BDF methoden is 
de dimensie van het niet-lineaire stelsel gelijk aan de probleemdimensie. 
De standaardprocedure voor het oplossen van niet-lineaire systemen is het 
Newton-iteratieproces, waarbij een reeks lineaire systemen moet worden op-
gelost. Vaak zijn de kosten hiervan dominant en zijn voor de gangbare IRK-
methoden aanzienlijk groter clan voor de BDF-methoden. Dit is ook de re-
den dat in de industrie IRKs zelden en BDFs vaak gebruikt worden, ondanks 
de beduidend betere stabiliteitseigenschappen van de IRKs. Dit alles geldt 
voor sequentiele computers, maar niet voor parallelle computers, daar de BDF 
methoden geen intrinsiek parallellisme toestaan terwijl IRKs dat we! doen. Het 
is mogelijk gebleken om een methode te ontwikkelen die alle goede eigenschap-
pen van IRKs bezit en op een parallelle computer zelfs sneller is clan de BDFs. 
De lineaire systemen die bij de toepassing van IRKs in elk van deze Newton-
iteraties opgelost moeten worden zijn zo duur omdat ze niet ontkoppeld kun-
nen worden. Echter, door het idee van relaxatie toe te passen, kan het li-
neaire systeem met een apart iteratieproces worden opgelost waar alleen nog 
maar ontkoppelde lineaire systemen in voorkomen. Wanneer in <lit aparte ite-
ratieproces, maar een iteratie wordt uitgevoerd, clan verkrijgt men de zoge-
naamde PDIRK-methode (Parallel Diagonal implicitly-Iterated RK-method) 
die in 1991 gei:ntroduceerd werd door Van der Houwen en Sommeijer. Door 
deze ontkoppeling kunnen de lineaire systemen parallel over de tussenpunten 
worden opgelost. Voor de PDIRK-methode werd ten opzichte van de beste 
sequentiele code voor de Alliant FX/4 een speedupfactor van ongeveer twee 
gevonden. 
De PDIRK-methode is al efficient, maar het bleek dat het aantal iteraties 
per stap tamelijk hoog is (ongeveer gelijk aan de orde). Orn hier wat aan te 
doen, kan men of het idee van stap-parallellisme toepassen, of men kan de 
PDIRK-methode gaan verfijnen. In de hoofdstukken 2 tot en met 5 bestuderen 
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we stap-parallellisme voor PDIRK. In de hoofdstukken 6 en 7 beschrijven we 
verfijningen van de PDIRK-methode voor multistap RK-methoden en voor im-
pliciete differentiaalvergelijkingen (zie ook het proefschrift van J .J.B. de Swart 
getiteld "Parallel Software for Implicit Differential Equations"). Tenslotte zul-
len we in Hoofdstuk 8 waveformrelaxatie beschouwen . 
Het idee achter stap-parallellisme is toepasbaar voor de meeste methoden 
voor het numeriek oplossen van differentiaalvergelijkingen. Stel dat men in een 
aantal punten op de tijdas een benadering voor de oplossing wil bepalen. De 
meeste methoden leiden dan tot een reeks niet-lineaire systemen, voor ieder 
tijdspunt een. Ook zal de benadering in een tijdspunt afhangen van de benade-
ring in het vorige tijdspunt. Deze systemen worden meestal iteratief opgelost, 
bijvoorbeeld met fixed-point-iteratie in het geval van niet-stijve problemen of 
met PDIRK in het geval van stijve problemen. Gewoonlijk worden deze syste-
men na elkaar opgelost : men start het iteratieproces in een bepaald punt pas 
als het iteratieproces in het vorige tijdspunt is afgesloten. Bij stap-parallellisme 
echter begint men al met het oplossen van het systeem in een bepaald tijdspunt 
als in het vorige tijdspunt het oplossen van het systeem nog in volle gang is. Zo 
kan men in een tijdspunt de iteratie starten zodra de tussentijdse benadering in 
het vorige tijdspunt voldoende betrouwbaar is . Op deze wijze kunnen iteraties 
in verscheidene tijdspunten tegelijkertijd worden uitgevoerd. In de hoofdstuk-
ken 2 en 3 wordt dit idee uitgewerkt voor respectievelijk fixed-point-iteratie en 
de PDIRK-methode. 
De in hoofdstuk 2 beschreven experimenten laten speedupfactoren zien van 
rond de vijf. 
In hoofdstuk 3 passen we stap-parallellisme toe op de PDIRK methode, 
waarbij we ons beperken tot het gebruik van vaste staplengten. Enige experi-
menten met eenvoudige testproblemen laten een speedupfactor zien van circa 
drie. 
De vraag doet zich voor of PDIRKAS (PD IRK with parallelism Across the 
Steps) wel altijd convergeert. In hoofdstuk 4 tonen we aan dat <lit het geval 
is. Hierbij maken we gebruik van Fourieranalyse, complexe analyse en van het 
begrip €-pseudo-spectrum. 
Orn een robuuste en efficiente code voor PDIRKAS te verkrijgen is het be-
langrijk dat het aantal punten dat tegelijkertijd word behandeld goed wordt 
bepaald. In hoofdstuk 5 beschrijven we hiervoor een algoritme, die bepaalt 
wanneer welke punten worden behandeld en die tevens met variabele stap-
lengten werkt . Experimenten met realistische testproblemen laten zien dat de 
algoritme voldoende robuust is en een speedup van tenminste twee oplevert ten 
opzichte van PDIRK. 
Hoofdstuk 6 betreft multistap RK-methoden. Deze methoden lijken veel op 
IRK-methoden en ook hier loont het de lineaire systemen in de Newton-iteraties 
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iteratief op te lossen. 
In hoofdstuk 7 en 8 beschouwen we impliciete differentiaalvergelijkingen. 
Dit kunnen bijvoorbeeld differentiaal-algebra"ische vergelijkingen zijn . Dit zijn 
stelsels vergelijkingen die deels uit differentiaalvergelijkingen en deels uit alge-
bra"ische vergelijkingen bestaan. Bij het oplossen van impliciete differentiaal-
vergelijkingen krijgt men ook weer te maken met niet-lineaire systemen die 
eveneens met een iteratief proces kunnen worden opgelost . We beschrijven 
in hoofdstuk 7 enkele iteratieschema's, die betere convergentie eigenschappen 
hebben dan PDIRK. 
Het laatste hoofdstuk handelt over waveformrelaxatie, dat veel toepassing 
vindt binnen de circuitanalyse. Het idee is dat men in plaats van het originele, 
complexe probleem een reeks van betrekkelijk eenvoudige problemen gaat op-
lossen. Deze reeks is zo ontworpen dat als de reeks van oplossingen convergeert, 
het convergeert naar de oplossing van het oorspronkelijke probleem. Bij het ge-
bruik van IRK-methoden binnen deze waveformrelaxatiemethoden krijgt men 
weer te maken met niet-lineaire stelsels waar de PDIRK-gedachte weer op van 
toepassing is. Helaas blijkt hier de PDIRK-methode niet te werken, maar een 
verfijning die beschreven wordt in het proefschrift van J .J .B. de Swart blijkt 
goed te werken. 

