Abstract
Introduction
Collaborative filtering techniques are becoming increasingly popular with the development of the Internet. E-commerce sites use collaborative filtering techniques that recommend items to users employing similar users' preference data and people also use recommendation methods to cope with information overload [1, 2] . User profile data from the client is necessary to produce recommendation based on collaborative filtering. However, collecting high quality data from users is not an easy work because many users are so concerned about their privacy that they might decide to give false information [3, 4, 5] . Collaborative filtering methods using these data might produce inaccurate recommendations.
Although the collaborative filtering system has no understanding of the project content, easy implementation, and has been widely used, but it has a serious flaw that threatened the safety of the user's privacy. Many users are reluctant to consider the privacy of the personal information leakage [6] . This recommendation system is facing a problem, how to provide users with collaborative filtering systems the necessary information, without threatening the privacy of users do this, people employ privacy protection technology in the collaborative filtering system to solve the problem. In this paper, we presented a collaborative filtering algorithm based on randomized perturbation techniques and secure multiparty computation to reserve privacy in collaborative filtering recommender systems.
Related works
Collaborative filtering recommendation systems have been very successful in e-commerce. J. Canny [3] proposed another model in which users control all of their privacy data and given an algorithm whereby a community of users can compute a public aggregate of their data that does not expose individual data. The aggregate allows personalized recommendations to be computed by members of the community, or by outsiders. The proposed algorithm is fast, robust and accurate. The method reduces the collaborative filtering task to an iterative calculation of the aggregate requiring only addition of vectors of user data. Then used encryption to allow sums of encrypted vectors to be computed and decrypted without exposing individual data. In reference [4] , J. Canny describes a new approach for collaborative filtering which preserves the privacy of individual users' data. The approach is based on a probabilistic factor analysis model. Privacy protection is provided by a peer-to-peer protocol which is described elsewhere, but outlined. The factor analysis approach handles missing data without requiring default values for them.
H. Polat and W. Du [5] propose a randomized perturbation technique to protect individual privacy while still producing accurate recommendations results. Although the randomized perturbation techniques attach randomness to the original data to prevent the data collector from learning the private user data, the method can still provide recommendations with decent accuracy. Then in the previous work [6] , H. Polat and W. Du discussed SVD-based collaborative filtering with privacy. To protect users' privacy while still providing recommendations with decent accuracy, the method used a randomized perturbation-based system.
The reference [7] presents a privacy-preserving protocol for collaborative filtering grounded on vertically partitioned data and evaluates the overall performance of the scheme. And the previous work [8] presents a scheme for recommendation on horizontally partitioned data, in which two parties own disjoint sets of users' ratings for the same items while preserving data owners' privacy. If data owners want to produce referrals using the combined data while preserving their privacy, the proposed scheme can provide accurate top-N recommendations without exposing data owners' privacy.
H. Polat and W. Du [9] also investigate achieving referrals using item-based algorithms without greatly exposing users' privacy. The proposed method used randomized response techniques to perturb individual data. They conduct experiments to evaluate the accuracy of the scheme and to show how different parameters affect the results using real data sets.
S. Berkovsky et al. [10] investigate how a decentralized method to users' individual data storage could mitigate some of the privacy concerns of collaborative filtering. The privacy hazards are resolved by storing the users' individual data only on the client-side so they are used for computation similarity only on the client-side. Only a value indicating the similarity is transferred over the network, without revealing the data itself. To further avoid the disclosure of the user's data through a series of attacks, they propose that the users hide parts of their profile.
In the previous work [11] , the authors propose a novel approach to overcome the inherent limitations of collaborative filtering by exploiting multiple distributed information repositories. These may belong to a single domain or to different domains. To facilitate the approach, they used LoudVoice, a multi-agent communication infrastructure that can connect similar information repositories into a single virtual structure. Repositories are partitioned between such organizations according to geographical or topical criteria. It employed collaborative filtering to generate recommendations over different data distribution policies.
The reference [12] proposes using distributed hierarchical neighborhood formation in the collaborative filtering algorithm to reduce this privacy. It enables accurate collaborative filtering recommendations, while allowing an attacker to learn at most the cumulative statistics of a large set of users. The method is evaluated on a number of widely-used collaborative filtering datasets and the experimental results demonstrate that relatively large parts of the user data can be obfuscated while a reasonable accuracy of the generated recommendations is still retained. And in previous work [13] , the authors proposed an examining study to examine correlation between different data obfuscation methods and their effect on the subjective sense of privacy of users. They analyze users' opinion about the impact of data obfuscation on different types of users' rating values and generally on their sense of privacy.
The reference [14] investigates how a decentralized distributed storage of user data combined with data modification techniques may mitigate some privacy issues. Results of experimental evaluation show that parts of the user data can be modified without hampering the accuracy of collaborative filtering predictions. The experiments also indicate which parts of the user profiles are most useful for generating accurate collaborative filtering predictions, while their exposure still keeps the essential privacy of the users.
And as described in [15] , Richard Cissée developed a method for privacy-preserving recommender systems based on multi-agent technology which enables applications to generate recommendations via various filtering techniques while preserving the privacy of all participants. The author described the main model of the solution.
Obfuscating using Randomized Perturbation Techniques

Algorithm
Use random perturbation techniques for data mining in the area of privacy protection. In order to hide a data d, an intuitive and effective way to add a random number r, it appears in the database is d + r, rather than the raw data d, where r is subject to a random distribution. Although we can not be a single data d specific operations, but if we are concerned that the entire database rather than individual data, then we can still make the appropriate calculations. The basic idea of this method is by randomly disturbing the original data so that the database server after saving changes in user data, not raw data, so to hide information, the purpose of protection of privacy [5, 6, 7, 8, 9] .
Rui is the user u based on the item i's score, Au and Bu are the users u score mean and standard deviation, the Nui value is defined as
Nui value as a standardized method of rating data into collaborative filtering system, its performance is superior to directly use the raw score data, algorithm performance. Guer, this algorithm also uses the value of the user ratings were standardized, and it also played to some extent, hide the user the role of the original score information.
For a m users and n items of the recommendation system, out of privacy considerations, the server should not know the original score for each user and the user which items were score. To this end, we use the uniform distribution and normal distribution to generate random data. In the uniform distribution, all the users are to produce a range of [ua, u + a] the random value, where a is constant. For the normal distribution, the mean for each user u and o of the normal distribution standard deviation for the random value. Users to score the data sent to the server before the data on the rate of information hiding.
Performance measurement
Recommended system quality evaluation metrics, the average absolute error is the most common measurement method, we also use it as a metric.
Formally, if n is the number of actual ratings in an item set, then MAE is defined as the average absolute difference between the n pairs. Assume that p1, p2, p3, ..., pn is the prediction of users' ratings, and the corresponding real ratings data set of users is q1, q2, q3, ..., qn. See the MAE definition as following:
Analyzing the algorithm
For m users and n is a project of the recommendation system, in the case without disturbances, the average absolute error for each user as MAE1u (u = 1,2, ..., m), as predicted using the same algorithm can Born in the same property that MAE1u independent distribution, and MAE1u the mean MAE1.
After the random disturbance, the average absolute error for each user consists of two parts: NMAE2u = MAE2u + x, that is generated by the algorithm error MAEu and disturbance data errors caused by x. For the algorithm to generate the error, as predicted using the same algorithm can be considered non-disturbance MAE1u MAE2u produce the same distribution. If using the same experimental data, MAE2u mean and non-disturbance MAE1u mean the same. Disturbance data is a normal distribution with mean u, or uniform distribution arising from the use of prediction formulas for prediction, the data recovery process minus the u, Guer disturbance data errors caused by x obey a certain distribution with mean 0 .
And disturbing data and non-disturbance data, the average absolute error is differences. When the samples were compared for a long time, even if the overall distribution of the two kinds of non-normal distribution, mean the difference between the two kinds of sampling distribution can be used to approximate normal distribution. Then the normal distribution of mean:
Distributing using Secure Multiparty Computation
Target user's ratings vector by initiating various points submitted to the site, each sub-site, collaborative filtering technology under the target user's local computing nearest neighbor set and the corresponding similarity; use commutative encryption system, to those found in the sub-site similarity to safely merge in initiating, by the decrypted, find the global nearest neighbor similarity lower limit to this value to the various sub-site radio station in the sub-similarity than the value of the composition of the global nearest neighbor nearest neighbor the local subset, and then based on these global nearest neighbor of the local sub-set of sub-site to ensure data privacy in the definition of the premise, collaborative computing, and get the score on a specified item, and then produce recommendations. The calculation model recommendation accuracy is the same as the data set stored.
Analysis of the problem
To better illustrate the essence, this paper target users of the specified item score to predict, the collaborative filtering core issues remain the calculation model of privacy. The general computing model is the candidate for all the right to rate predicted by the score of a promotion to a number of the score is easy. [ 16, 17, 18, 19] Set site number as c, (S1, S2,…,Sc), the rating of site Si as follows:
is the rating of user p to item q. The given target user tu, using collaborative filtering technology, based on the n-site score vector for all users to accurately specify the items to a Rate ti. I also hope that data privacy can be preserved as possible. Each sub-site score data is not any other sites to see. While some sub-site was last able to see the target user and all global nearest neighbor similarity, but in addition to their nearest neighbor produced by the similarity with the target user, the other can not identify the similarity of sites which are nearest neighbors which of.
Basic definition
This protocol is based on secure multiparty computation theory, its basic objective is based on some reasonable assumptions, the rate of data to ensure the privacy of all participants under the premise of calculating the score designated project. Here are some basic concepts [20, 21, 22, 23, 24, 25] . Where r is the result of the corresponding party thrown coin, and mi is the first i received the message.
If there are polynomial time algorithms S1 and S2, to meet
Well, DP secretly calculates the function p. DP secretly calculate p, if and only if DP in the semihonest model is safe. ( t , t , , t ) … are any four randomly arranged of (1 , 2 , …, n), satisfaction:
Lemma (1)
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Algorithm
Specific algorithm as follows [26, 27, 28, 29, 30] :
Site 1 received target user u's score vector and sent to every other site. 
.,( I ,sim ) ) .
Step 3 All data on F, high to low Sort by similarity to elect the first corresponds to the similarity of data ν, ν limit the data record number N'(N' there may be greater than N), the actual number of nearest neighbor, Broadcasting to the sub-site to ν } Step 8 for each site Si i=1,2,..,N According to the value of ν, calculated to meet the similarity of the local site users, form a "global nearest neighbor" in the local component, 
Conclusions
Although collaborative filtering systems are widely used by E-commerce sites, they fail to protect users' privacy. Since many users might decide to give false information because of privacy concerns, collecting high quality data from users is became hard [31, 32] . Collaborative filtering systems using these data might produce inaccurate recommendations. To reserve privacy in collaborative filtering recommender systems, in this paper, we presented a collaborative filtering algorithm based on randomized perturbation techniques and secure multiparty computation. The randomized perturbation techniques are used in the course of user data collection and can generate recommendations with decent accuracy. Employing secure multiparty computation to protect the privacy of collaborative filtering by distributing the user profiles between multiple repositories and exchange only a subset of the profile data, which is useful for the recommendation.
