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SUBADDITIVITY OF SYZYGIES OF KOSZUL ALGEBRAS
LUCHEZAR L. AVRAMOV, ALDO CONCA, AND SRIKANTH B. IYENGAR
Abstract. Estimates are obtained for the degrees of minimal syzygies of quo-
tient algebras of polynomial rings. For a class that includes Koszul algebras
in almost all characteristics, these degrees are shown to increase by at most 2
from one syzygy module to the next one. Even slower growth is proved if, in
addition, the algebra satisfies Green and Lazarsfeld’s condition Nq with q ě 2.
Introduction
In this paper we study homological properties of commutative graded algebras
R, generated over a field k by finitely many elements of degree one. A common
approach is to choose a presentation R – S{J , where S is a standard graded
polynomial ring over k and J an ideal containing no linear forms, and use the
minimal free resolution F of the graded S-module R. In this context, the numbers
tSi pRq “ sup
jě0
tTorSi pR, kqj ‰ 0u
are of significant interest, as they bound the degrees of the basis elements of Fi.
Explicit upper bounds exist in terms of the most accessible data: e, the number
of variables of S and tS1 pRq, the maximal degrees of the generators of J . They are
doubly exponential in i and cannot be strengthened in general; see 5.4 for references.
The situation is dramatically different when R is Koszul; that is, when the
minimal free resolution of k “ R{R` over R is linear; equivalently, when t
R
i pkq ď i
for all i ě 0. For Koszul algebras Backelin [3] and Kempf [21] proved inequalities
(1) tSi pRq ď 2i for 1 ď i ď pdS R .
Cases when equality hold are described in [2].
Here we extend and sharpen these results in several directions.
First, we relax the hypothesis, assuming only tRi pkq ď i for i ď e ` 1. Such
algebras are not necessarily Koszul and—unlike the latter—they are identified by
a fixed finite segment of the minimal free resolution of k over R; see Roos [31]. In
Section 4 we prove that they satisfy (1) and determine when equality holds.
Second, for the algebras described above we investigate the existence of upper
bounds on tSi pRq that depend on t
S
a pRq for 1 ď a ă i. In Section 5 we prove
(2) tSi`1pRq ď t
S
i pRq ` 2 for 1 ď i ď e´ dimR` 1
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when pi`1q is invertible in k; since then tS1 pRq “ 2, this inequality refines (1) under
additional hypotheses. It is itself the special case b “ 1 of the following inequality:
(3) tSa`bpRq ď t
S
a pRq ` t
S
b pRq for a, b ě 1 with a` b ď pdS R .
We conjecture that (3) holds without restrictions on the characteristic of k and
review evidence gleaned from a number of sources. In particular, here we show
that when R is Cohen-Macaulay and
`
a`b
a
˘
is invertible in k one has
tSa`bpRq ď t
S
a pRq ` t
S
b pRq ` 1 for a ě 1 and b ě 2 with a` b ď pdS R .
For the algebras described above we study the impact of the Green–Lazarsfeld
condition Nq: The differential Fi Ñ Fi´1 is given by a matrix of quadrics for i “ 1
and by matrices of linear forms for 2 ď i ď q; see [18]. In Section 6 we show that
(excluding finitely many specified characteristics) it implies a sharpening of (1):
(4) tSi pRq ď 2
Z
i
q ` 1
^
` i`
#
0 if pq ` 1q|i
1 otherwise.
This inequality reveals hitherto unknown properties of the resolutions of algebras of
geometric interest, even in cases such as Segre products and Veronese subalgebras
of polynomial rings. For related recent progress in this context see [32, 34].
Our approach utilizes the homology of the Koszul complex K on a basis of R1.
The differential bigraded algebra K provides a bridge between the homology of
the R-module k and that of the S-module R; see [1]. As in [2], the proof of (1)
depends on the decomposable classes in HpKq contained in its subalgebra generated
by H1pKq. On the other hand, the proofs of (2) and (4) involve an analysis of
indecomposable homology classes; namely, of the quotient Ha`bpKq{HapKq¨HbpKq.
This is the main technical innovation in the paper. Its effectiveness depends
on the existence (in almost all characteristics) of splitting maps for Koszul cycles,
discovered in [8] and described in Section 2 from a more conceptual perspective.
These maps are combined with cascades of bounds on regularities of Tor modules,
obtained in Sections 1 and 3. The material in the first three sections is presented
in its natural generality, which is much greater than the one needed in the sequel.
1. Complexes of flat modules
In this section we evaluate how cycles change with the introduction of coefficients,
starting from a general situation and moving on to a graded one. Only basic
homological considerations are involved.
1.1. Coefficients. Let R be an associative ring and Rc its center. Let
(1.1.1) F “ ¨ ¨ ¨ Ñ Fa`1
Ba`1
ÝÝÝÑ Fa
BaÝÝÑ Fa´1 Ñ ¨ ¨ ¨
be a complex of right R-modules, and for every integer a set
Za “ KerpBaq , Ba “ ImpBa`1q , Ha “ Za{Ba , and Ca “ CokerpBa`1q .
For each left R-module N and for ZapF bR Nq “ KerpBa b Nq the assignment
z b x ÞÑ z b x defines a natural in N homomorphism of abelian groups
(1.1.2) φa : Za bR N Ñ ZapF bR Nq.
The next lemma is a sort of “universal coefficients theorem” for cycles.
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Lemma 1.2. When Fa and Fa´1 are flat there is a natural in N exact sequence
0Ñ TorR1 pBa´1, Nq Ñ Za bR N
φaÝÝÑ ZapF bR Nq Ñ Tor
R
1 pCa´1, Nq Ñ 0
of Rc-modules, and for every i ě 1 there is a natural in N isomorphism
TorRi`1pBa´1, Nq – Tor
R
i pZa, Nq .(1.2.1)
Proof. The maps Fa
piaÝÑ Ba´1 and Ba´1
ιa´1
ÝÝÝÑ Fa´1 yield a commutative diagram
0 // Kerppia bR Nq //

Fa bR N
piabRN
//
BabRN

Ba´1 bR N //
ιa´1bRN

0
0 // 0 // Fa´1 bR N Fa´1 bR N
with exact rows. The Snake Lemma then produces an exact sequence
0Ñ Kerppia bR Nq Ñ ZapF bR Nq Ñ Kerpιa´1 bR Nq Ñ 0
As Fa is flat, the exact sequence 0 Ñ Za Ñ Fa
piaÝÑ Ba´1 Ñ 0 induces the isomor-
phisms (1.2.1) and yields an exact sequence
0Ñ TorR1 pBa´1, Nq Ñ Za bR N
ζa
ÝÝÑ Kerppia bR Nq Ñ 0
such that the composition of ζa with the inclusion ZapF bRNq Ď FabRN is equal
to φa. As Fa´1 is flat we also have exact sequence
0Ñ TorR1 pCa´1, Nq Ñ Ba´1 bR N
ιa´1bRN
ÝÝÝÝÝÝÑ Fa´1 bR N
induced by 0Ñ Ba´1
ιa´1
ÝÝÝÑ Fa´1 Ñ Ca´1 Ñ 0; it computes Kerpιa´1 bR Nq. 
Next we describe notation and conventions concerning gradings in this paper.
1.3. Graded objects. Let k be a field and V “
À
j Vj a graded vector space; set
toppV q “ suptj | Vj ‰ 0u ;
thus, toppV q “ ´8 if and only if V “ 0. The notation degpvq “ j means v P Vj .
A graded k-algebra is a graded vector space R “
À
iPZRi with R0 “ k, Ri “ 0 for
i ă 0, and associative k-bilinear products RiˆRj Ñ Ri`j . A left graded R-module
is a graded vector space N “
À
jPZNj with Nj “ 0 for j ! 0 and associative
k-bilinear products RiˆNj Ñ Ni`j . Graded right R-modules are defined similarly.
Homomorphisms of graded R-modules are homogeneous of degree 0. Thus, when
L is a right R-module and N a left one, TorRi pL,Nq is a graded R
c-module.
As usual, given an graded R-module N and integer n, we write Npnq for the
graded R-module with Npnqi “ Nn`i for all i P Z.
By abuse of notation, k also stands for the module R{
À
iě1Ri. The number
tRi pNq “ toppTor
R
i pk,Nqq
then equals the largest degree of a minimal i-syzygy of the R-module N .
Lemma 1.4. When L is a right graded R-module and N a left one, one has
(1.4.1) toppTorRi pL,Nqq ď toppLq ` t
R
i pNq for all i P Z .
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Proof. Set t “ toppLq. We may assume t is finite, and then s “ t´mintj | Lj ‰ 0u
is a non-negative integer. If s “ 0, then TorRi pL,Nq – LbkTor
R
i pk,Nq, so equality
holds in (1.4.1). The exact sequence 0 Ñ Ltp´tq Ñ L Ñ L{Ltp´tq Ñ 0 of graded
R-modules induces an exact sequence of graded Tor vector spaces, from which the
inequality (1.4.1) follows by induction on s. 
Lemma 1.5. Let R be a graded algebra and F a complex of flat graded R-modules.
For all integers i ě 1 and a ě 0 the following inequalities hold:
toppTorRi pBa, Nqq ď max
0ďjďa
ttoppHjq ` t
R
a`i`1´jpNqu(1.5.1)
toppTorRi pZa, Nqq ď max
0ďjăa
ttoppHjq ` t
R
a`i`1´jpNqu(1.5.2)
toppTorRi pCa´1, Nqq ď max
0ďjăa
ttoppHjq ` t
R
a´1`i´jpNqu(1.5.3)
Proof. Fix some integer i ě 1. In view of (1.2.1), we obtain an exact sequence
(1.5.4) TorRi`1pHa, Nq Ñ Tor
R
i pBa, Nq Ñ Tor
R
i`1pBa´1, Nq
from the one induced by 0Ñ Ba Ñ Za Ñ Ha Ñ 0. Now (1.5.4) and (1.4.1) yield
toppTorRi pBa, Nqq ď maxttoppHaq ` t
R
i`1pNq, toppTor
R
i`1pBa´1, Nqqu
The proof of (1.5.1) is completed by iterating this procedure.
The isomorphisms (1.2.1) show that formula (1.5.2) follows from (1.5.1).
The exact sequence 0Ñ Ha´1 Ñ Ca´1 Ñ Ba´2 Ñ 0 induces an exact sequence
TorRi pHa´1, Nq Ñ Tor
R
i pCa´1, Nq Ñ Tor
R
i pBa´2, Nq
from which the inequality (1.5.3) follows, due to formulas (1.4.1) and (1.5.1). 
2. Indecomposable Koszul homology
In this section R denotes a commutative ring and M an R-module.
2.1. Koszul complexes. Let E “
Ź
RE1 be the exterior algebra on a free R-
module E1 sitting in homological degree 1, and µ : E bR E Ñ E the product map.
The algebra E has following universal property: Each R-linear map E1 Ñ R
extends uniquely to an R-linear map B : E Ñ E of homological degree ´1, satisfying
(2.1.1) Bµ “ µpB b E ` E b Bq .
As B2pE1q “ 0 holds for degree reasons, this implies B
2 “ 0. The complex K with
underlying graded module E and differential B is the Koszul complex of E1 Ñ R.
Set KM “ K bR M . In view of (2.1.1), K is a DG algebra and K
M is a DG
K-module. Thus, HpKq is a graded algebra and HpKM q is a gradedHpKq-module.
If R is a graded k-algebra and E1 Ñ R a homomorphism of graded R-modules,
see 1.3, then the differential algebraK and its differential module KM are bigraded :
their differentials decrease homological degrees by 1 and preserve internal degrees.
Thus, HpRq is naturally a bigraded algebra and HpMq a bigraded module over it
Theorem 2.2. For each pair pa, bq P Z2 there exists a natural R-linear map
(2.2.1) γa,b : Tor
R
1 pCa´1pKq, ZbpK
M qq Ñ
Ha`bpK
M q
HapKqHbpKM q
described in 2.10, which is surjective when
`
a`b
a
˘
is invertible in R.
When R and M are graded γa,b is a homomorphism of graded modules.
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The theorem is proved at the end of the section.
Corollary 2.3. Assume HapKq “ 0 for a ě 1 (for instance, E1 has a basis
e1, . . . , er such that the sequence Bpe1q, . . . , Bperq is R-regular) and set I “ BpE1q.
If
`
a`b
a
˘
is invertible in R, then there is a surjective R-linear map
γ1a,b : Tor
R
a pR{I, ZbpK
M qq Ñ TorRa`bpR{I,Mq
Proof. The hypothesis yields Ha`bpK
M q – TorRa`bpR{I,Mq and an exact sequence
0Ñ Ca´1pKq Ñ Ka´1 Ñ ¨ ¨ ¨ Ñ K0 Ñ R{I Ñ 0
of R-modules. Since Ki is flat for 0 ď i ď a ´ 1, the iterated connecting map
TorRa pR{I, ZbpK
M qq Ñ TorR1 pCa´1pKq, ZbpK
M qq is bijective. 
As a special case, we obtain an (unexpected) inequality between Betti numbers:
Corollary 2.4. Let R be a regular local ring, K the Koszul complex on a minimal
generating set of the maximal ideal of R, and M a finitely generated R-module.
If
`
a`b
a
˘
is invertible in R, then the b-cycles of KM “ K bR M satisfy
βRa pZbpK
M qq ě βRa`bpMq .
In the graded setup such inequalities hold for graded Betti numbers. 
2.5. Diagonal maps. Equipping E bR E with the product
px1 b x2q ¨ py1 b y2q “ p´1q
|x2||y1|px1y1 b x2y2q .
turns it into an R-algebra that is strictly graded-commutative for the homological
degree. The universal property of exterior algebras yields a unique homomorphism
∆: E Ñ E bR E of graded R-algebras, such that ∆pxq “ xb 1` 1b x for x P E1.
Set B1 “ B b E and B2 “ E b B. These maps satisfy the equalities
B1∆ “ ∆B “ B2∆(2.5.1)
B1B2 ` B2B1 “ 0(2.5.2)
Indeed, the maps in (2.5.1) and (2.5.2) are graded derivations of the R-algebras E
and EbRE, respectively. They are generated in homological degree 1, so it suffices
to verify agreement on E1 and pE bR Eq1, respectively. This is straightforward.
2.6. Partial cycles. As E is a graded free R-module, we have
E bR ZpK
M q “ E bR KerpB bMq “ KerpB
2 bMq
From (2.5.2) we obtain pB1 bMqpKerpB2 bMqq Ď KerpB2 bMq, so B1 bM turns
KerpB2 bMq into a complex. It is equal to K bR ZpK
M q, so we get
(2.6.1) ZpK bR ZpK
M qq “ KerpB1 bMq XKerpB2 bMq
as graded submodules of E bR E bR M . For every integer n there is an equality
(2.6.2) ZnpK bR ZpK
M qq “
à
i`j“n
ZipK bR ZjpK
M qq
Let ιi,j and pii,j denote the canonical maps from and to ZipKbRZjpK
M qq, respec-
tively, induced by the decomposition (2.6.2).
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2.7. The maps α. The equalities (2.1.1) and (2.5.2) imply
pµbMqpKerpB1 bM ` B2 bMqq Ď KerpB bMq “ ZpKM q .
In view of (2.6.1), µbM restricts to a homomorphism of graded R-modules
α : ZpK bR ZpK
M qq Ñ ZpKM q .
Setting n “ a` b, we define αa,b to be the composed map
ZapK bR ZbpK
M qq
ιa,b
ÝÝÑ ZnpK bR ZpK
M qq
αnÝÝÑ ZnpK
M q
2.8. The maps β. The equalities (2.5.1) imply
p∆bR MqpKerpB bMqq Ď KerpB
1 bMq XKerpB2 bMq .
In view of (2.6.1), ∆bR M restricts to a homomorphism of graded R-modules
β : ZpK bMq Ñ ZpK bR ZpK
M qq .
Setting n “ a` b, we define βa,b to be the composed map
ZnpK
M q
βn
ÝÝÑ ZnpK bR ZpK
M qq
pia,b
ÝÝÑ ZapK bR ZbpK
M qq
The next result is proved by Bruns, Conca, and Ro¨mer in [8, 2.4] through direct
calculations. Our proof mines the graded Hopf algebra structure of E.
Lemma 2.9. For each pair pa, bq of non-negative integers there is an equality
αa,b ˝ βa,b “
ˆ
a` b
a
˙
idZa`bpK
Mq .
Proof. Set n “ a` b and note that αa,b ˝ βa,b is induced by the composed map
δa,b : En
∆nÝÝÑ pE bR Eqn
ρa,b
ÝÝÑ pE bR Eqn
µn
ÝÝÑ En
where ρa,b projects pE bR Eqn “
À
i`j“n Ei bR Ej onto its summand Ea b Eb.
Let n be a positive integer and let n denote the sequence p1, . . . , nq. For each
sequence i “ pu1, . . . , uiq of integers satisfying 1 ď u1 ă ¨ ¨ ¨ ă ui ď n, write
nri “ pv1, . . . , vn´iq with v1 ă ¨ ¨ ¨ ă vn´i and let sgnpi,nriq denote the sign of
the permutation pu1, . . . , ui, v1, . . . , vn´iq of n. Given a subset x “ tx1, . . . , xnu of
E1, setting xi “ xu1 ^ ¨ ¨ ¨ ^ xui P Ei we obtain the following equalities:
δa,bpxnq “ µn ˝ ρa,b
ˆ ÿ
iĎn
sgnpi,nriqxi b xnri
˙
“ µn
ˆ ÿ
card i“a
sgnpi,nriqxi b xnri
˙
“
ˆ
n
a
˙
xn
It remains to remark that En is additively generated by elements of the form xn. 
2.10. The maps γ. Each pair pa, bq of integers defines a diagram of R-linear maps
(2.10.1)
ZapKq b ZbpK
M q
χabχb
//
φa
vv❧❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
µZa,b

HapKq bHbpK
M q
µHa,b

ZapK bR ZbpK
M qq
αa,b
// Za`bpK
M q
χa`b
// Ha`bpK
M q
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where the maps χ are canonical, µZa,b and µ
H
a,b are induced by µ in view of (2.1.1),
αa,b comes from 2.7, and φa is given by 1.1 with F “ K and N “ ZbpK
M q. The
definitions show that diagram (2.10.1) commutes, so it yields natural R-linear maps
(2.10.2) Cokerpφaq Ñ Cokerpµ
Z
a,bq Ñ Cokerpµ
H
a,bq
The isomorphism TorR1 pCa´1pKq, ZbpK
M qq – Cokerpφaq from Lemma 1.2, com-
posed with the maps in (2.10.2), defines the map γa,b in (2.2.1).
Proof of Theorem 2.2. Since χa`b is surjective, so is the second map in (2.10.2).
If
`
a`b
b
˘
is invertible in R, then αa,b is surjective by Lemma 2.9, hence so is the
first map in (2.2.1). It follows that γa,b is surjective, as desired.
When R is a graded ring and M is a graded R-module the constructions of αa,b,
βa,b, and γa,b show that they are homomorphisms of graded R-modules. 
3. Regularity
In this section k is a field and R a graded commutative k-algebra with R0 “ k,
R “ krR1s, and rankk R1 finite. We write S for the symmetric k-algebra S on R1
and let S Ñ R be the canonical surjective homomorphism of graded k-algebras.
3.1. Regularities. The nth partial regularity of an R-module M is the number
(3.1.1) regRn pMq “ max
iďn
ttRi pMq ´ iu .
Thus, for every n P Z there is an inequality
regnpRq ď regn`1pRq(3.1.2)
and suptregRn pMqunPZ is the Castelnuovo-Mumford regularity reg
RpMq.
The goal of this section is to prove the following result.
Theorem 3.2. Let a, b be non-negative integers satisfying a` b ď pdS R.
If
`
a`b
b
˘
is invertible in k, then for every R-module M one has
tSa`bpMq ď max
$’’&
’’%
tSa pRq ` t
S
b pMq
regSa´1pRq ` reg
R
a`bpMq ` a` b
regSa´1pRq ` reg
S
b´1pMq ` reg
R
a`b`1pkq ` a` b` 1
,//.
//-
We single out a special case of the theorem:
Corollary 3.3. If regRa`b`1pkq “ 0 “ reg
R
a`bpMq, then there is an inequality
(3.3.1) tSa`bpMq ď max
#
tSa pRq ` t
S
b pMq
regSa´1pRq ` reg
S
b´1pMq ` a` b` 1
+
The proof of Theorem 3.2 utilizes Koszul complexes.
3.4. Koszul homology. The inclusion R1p´1q Ď R defines an R-linear map
Rbk R1p´1q Ñ R, and hence a Koszul complex K; see 2.1. Set K
M “ K bR M .
For each i P N we have an isomorphism
(3.4.1) HipK
M q – TorSi pk,Mq
of graded R-modules; it gives an equality
(3.4.2) tSi pMq “ toppHipK
M qq
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As pR`qHpK
M q “ 0, for all non-negative integers i, j the preceding formula yields
(3.4.3) tRj pHipK
M qq “ tSi pMq ` t
R
j pkq
By applying Theorem 2.2, then formula (1.5.3) with F “ K and N “ ZbpK
M q,
and finally formula (3.4.2) with M “ R we obtain:
Lemma 3.5. If
`
a`b
b
˘
is invertible in R, then there is an inequality
(3.5.1) top
ˆ
Ha`bpK
M q
HapKqHbpKM q
˙
ď max
0ďjăa
ttSj pRq ` t
R
a´jpZbpK
M qqu .
Next we estimate the partial regularities of the cycles appearing in (3.5.1).
Lemma 3.6. For each R-module M the following inequality holds:
(3.6.1) tRa pZbpK
M qq ď max
1ďjďb
$’’&
’’%
tRa pMq ` b
tRa`jpMq ` b´ j
tSb´jpMq ` t
R
a`j`1pkq
,//.
//-
Proof. From the exact sequences of R-modules
0 // ZbpK
M q // KMb
// Bb´1pK
M q // 0
0 // Bb´1pK
M q // Zb´1pK
M q // Hb´1pK
M q // 0
we obtain the following inequalities:
tRa pZbpK
M qq ď maxttRa`1pBb´1pK
M q, tRa pMq ` bqu
tRa`1pBb´1pK
M qq ď maxttRa`2pHb´1pK
M qq, tRa`1pZb´1pK
M qqu.
By concatenating these relations and invoking (3.4.3) we get
tRa pZbpK
M qq ď max
$’’&
’’%
tRa pMq ` b
tRa`1pZb´1pK
M qq
tSb´1pMq ` t
R
a`2pkq
,//.
//-
The desired result follows from the preceding formula by induction on b. 
Proof of Theorem 3.2. Products in homology yield an exact sequence
HapKq bHbpK
M q Ñ Ha`bpK
M q Ñ
Ha`bpK
M q
HapKqHbpKM q
Ñ 0
of graded k-vector spaces. It accounts for the first inequality in the following display,
where the equality comes from (3.4.2), the second inequality from (3.5.1), and the
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last inequality from (3.6.1):
tSa`bpMq “ toppHa`bpK
M qq
ď max
"
toppHapKqq ` toppHbpK
M qq, top
ˆ
Ha`bpK
M q
HapKqHbpKM q
˙*
ď max
0ďiăa
ttSa pRq ` t
S
b pMq, t
S
i pRq ` t
R
a´ipZbpK
M qqu
ď max
0ďiăa
1ďjďb
$’’’&
’’’%
tSa pRq ` t
S
b pMq
tSi pRq ` t
R
a´ipMq ` b
tSi pRq ` t
R
a´i`jpMq ` b´ j
tSi pRq ` t
S
b´jpMq ` t
R
a´i`j`1pkq
,///.
///-
For each pair pi, jq with 0 ď i ă a and 0 ď j ď b, in view of (3.1.1) we have
tSi pRq ` t
R
a´i`jpMq ` b´ j
ď rregSa´1pRq ` is ` rreg
R
a`bpMq ` a´ i` js ` b´ j
“ regSa´1pRq ` reg
R
a`bpMq ` a` b
Similarly, for each pair pi, jq with 0 ď i ă a and 1 ď j ď b, we obtain
tSi pRq ` t
S
b´jpMq ` t
R
a´i`j`1pkq
ď rregSa´1pRq ` is ` rreg
S
b´1pMq ` b´ js ` rreg
R
a`b`1pkq ` a´ i` j ` 1s
“ regSa´1pRq ` reg
S
b´1pMq ` reg
R
a`b`1pkq ` a` b` 1
It remains to assemble the inequalities in the last three displays. 
4. Decomposable Koszul homology
We keep the hypotheses on R and S from Section 3, and let J denote the kernel
of the surjection S Ñ R of graded k-algebras.
Theorem 4.1. Let K be the Koszul complex described in 3.4.
If regRn`1pkq “ 0 for some n ě 0, then for 0 ď i ď n there are equalities
HipKqj “ 0 when j ą 2i .(4.1.1)
HipKq2i “ pH1pKq2q
i .(4.1.2)
Formula (3.4.2) gives a numerical translation of the equality (4.1.1).
Corollary 4.2. For 0 ď i ď n the following inequalities hold:
(4.2.1) tSi pRq ď 2i .
When R is Koszul, that is to say, when regRpkq “ 0, these results hold for all
integers i ě 0. This is known: (4.2.1) is proved by Kempf [21, Lemma 4] and is a
special case of a result of Backelin [3, Corollary]; see also [2, 4.1(a) and 1.4]. On
the other hand, (4.1.2) is a special case of [2, 4.1(a) and (3.8.3)].
The proof of Theorem 4.1 does not use the material developed in previous sec-
tions; rather, it adapts ideas from our proof of [2, 3.1]. We start by presenting the
relevant background material.
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4.3. Minimal models. Given a set X “
Ů
jěiě1Xi,j , let krXs denote the k-
algebra
Â8
i“1 krXis, where Xi “
Ů
j Xi,j and krXis is the exterior algebra on Xi
when i is odd, respectively, the symmetric algebra on Xi when i is even.
For x P Xi,j set |x| “ i and degpxq “ j. A k-basis of krXs is given by the
element 1 P k and the monomials xd11 ¨ ¨ ¨x
du
u with xl P X and dl “ 1 when |xl| is
odd, respectively, with dl ě 1 when |xl| is even. We bigrade krXs by setting
ˇˇ
xd11 ¨ ¨ ¨x
du
u
ˇˇ
“
uÿ
l“1
dl|xl| and deg
`
xd11 ¨ ¨ ¨x
du
u
˘
“
uÿ
l“1
dl degpxlq .
We also bigrade S by |y| “ 0 and degpyq “ i for y P Si.
A model of R is a differential bigraded S-algebra SrXs with underlying algebra
S bk krXs and differential satisfying |Bpyq| “ |y| ´ 1, degpBpyqq “ degpyq, and
Bpsb yy1q “ sb Bpyqy1 ` p´1q|y|sb yBpy1q ,
together with an S-linear map ε that makes the following sequence exact:
(4.3.1) ¨ ¨ ¨ Ñ SrXsi,˚
BiÝÝÑ SrXsi´1,˚ Ñ ¨ ¨ ¨ Ñ SrXs0,˚
ε
ÝÑ RÑ 0
A model SrXs is said to be minimal if it satisfies BpSrXsq Ď pS` ` X
2qSrXs.
Such a model always exists, and any two are isomorphic as differential bigraded S-
algebras; see [1, 7.2.4]. In every minimal model BpX1q is a minimal set of generators
of J and SrX1s is the Koszul complex of the restriction SX1 Ñ S of B1.
Let X0,0 be a k-basis of S1, and define a set X
1 “
Ů
jěiě0X
1
i,j by the formula
(4.3.2) X 1i,j “ tx
1uxPXi´1,j .
Set kxX 1y “
Â8
i“1 kxX
1
iy, where X
1
i “
Ů
j Xi,j and kxX
1
iy denotes the exterior
algebra on X 1i when i is odd, respectively, the divided powers algebra on that space
when i is even.
A k-basis of kxX 1y is given by 1 P k and x1
pd1q
1 ¨ ¨ ¨x
1pduq
u with x
1
l P X
1 and dl “ 1
if |x1l| is odd, respectively, with dl ě 1 if |x
1
l| is even. It is bigraded by setting
ˇˇ
x1
pd1q
1 ¨ ¨ ¨x
1pduq
u
ˇˇ
“
uÿ
l“1
dl|x
1
l| and deg
`
x1
pd1q
1 ¨ ¨ ¨x
1pduq
u
˘
“
uÿ
l“1
dl degpx
1
lq .
By [1, 7.2.6], there exists an isomorphism of bigraded k-vector spaces
(4.3.3) TorRpk, kq –
8â
i“1
kxX 1iy
Proof of Theorem 4.1. Let SrXs be a minimal model of R. Set krXs “ k bS SrXs
and note that (3.4.1) and (4.3.1) yield isomorphisms of bigraded k-algebras
(4.4.1) HpkrXsq – TorSpk,Rq – HpKq .
This induces an isomorphism kX1,2 – H1pKq, by the minimality of SrXs.
Let x1 be the element ofX 1i,j corresponding to the element x ofXi´1,j ; see (4.3.2).
For i` 1 ď n` 1, from regRn`1pkq “ 0 and (4.3.3) we get j “ i` 1. Thus, |x| ď n
implies degpxq “ |x|`1. Since |x| ě 1 holds for i ď n, for any monomial xd11 ¨ ¨ ¨x
du
u
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with |xd11 ¨ ¨ ¨x
du
u | ď n we obtain the relations
deg
`
xd11 ¨ ¨ ¨x
du
u
˘
“
uÿ
l“1
dl degpxlq “
uÿ
l“1
dlp|xl| ` 1q “
ˇˇ
xd11 ¨ ¨ ¨x
du
u
ˇˇ
`
uÿ
l“1
dl
ď 2
ˇˇ
xd11 ¨ ¨ ¨x
du
u
ˇˇ
For j ą 2i these relations yield pkrXsqi,j “ 0. As a consequence, HipkrXsqj “ 0
holds for j ą 2i and HipkrXsq2i is a quotient of pkrXsqi,2i. In view of (4.4.1), now
(4.1.1) is proved, and for (4.1.2) it remains to show pkrXsqi,2i “ pkX1,2q
i.
When deg
`
xd11 ¨ ¨ ¨x
du
u
˘
“ 2
ˇˇ
xd11 ¨ ¨ ¨x
du
u
ˇˇ
the inequality in the last display becomes
an equality. All dl and |xl| being positive integers, for 1 ď l ď u we get first
|xl| “ 1, then |xl| “ degpxlq ´ |xl|; that is, degpxlq “ 2. As a consequence, we get
krXsi,2i “ krX1si,2i “ pkX1,2q
i, as desired. 
5. Subadditivity of syzygies
We keep the hypotheses on R and S from Section 3. In this section we pick up
a theme from the introduction—linearity at the start of the resolution of k over R
implies subadditivity of the degree of the syzygies of R over S. We set
tipRq “ t
S
i pRq , regpRq “ reg
SpRq , and regipRq “ reg
S
i pRq
for i P Z. Some of our results depend on the number
mpRq “ minti P Z | tipRq ě ti`1pRqu .
Lemma 5.1. The following inequalities hold:
rankk R1 ´ dimR ď mpRq ď pdS R .(5.1.1)
Proof. We set m “ mpRq and let F be a minimal free resolution of R over S.
For h “ pdS R we have thpRq ą 0 and th`1pRq “ ´8, hence m ď h.
For t “ tmpRq we have tm´1pRq ă t ě tm`1pRq. The functor ?
˚ “ HomSp?, Sq
gives homogeneous R-linear maps of graded R-modules, and hence k-linear maps
pFm´1q
˚
´t
pBmq
˚
´t
ÝÝÝÝÝÑ pFmq
˚
´t
pBm`1q
˚
´t
ÝÝÝÝÝÝÑ pFm`1q
˚
´t
The inequalities for t imply pFm´1q
˚
´t “ 0 and pFm`1q
˚
j “ 0 for j ă ´t, hence
ImppBm`1q
˚
´tq Ď pS`pFm`1q
˚q´t “
ÿ
iě1
SipFm`1q
˚
´t´i “ 0
Thus, we get ExtmS pR,Sq
t “ pFmq
˚
´t ‰ 0, and hence gradeS R ď m. This is the
desired lower bound, as gradeS R “ rankk R1 ´ dimR because S is regular. 
Theorem 5.2. Let a, b be non-negative integers such that
`
a`b
a
˘
is invertible in k.
When regRa`b`1pkq “ 0 and maxta, bu ď mpRq hold there is an inequality
ta`bpRq ď max
#
tapRq ` tbpRq
ta´1pRq ` tb´1pRq ` 3
+
.(5.2.1)
In particular, there are inequalities
ta`1pRq ď tapRq ` 2 when b “ 1 .(5.2.2)
ta`bpRq ď tapRq ` tbpRq ` 1 for b ě 2 .(5.2.3)
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Proof. Formula (3.3.1) and the hypothesis on a, b yield
ta`bpRq ď max
#
tapRq ` tbpRq
ta´1pRq ´ pa´ 1q ` tb´1pRq ´ pb ´ 1q ` a` b` 1
+
This simplifies to (5.2.1). The other inequalities follow, since t0pRq “ 0, t1pRq “ 2,
and ti´1 ď ti ´ 1 for i ď mpRq. 
Unless R is a polynomial ring, regR2 pkq “ 0 implies t1pRq “ 2. Thus, (4.2.1)
gives an upper bound on tapRq by a function depending only on a and t1pRq. Such
a property does not hold in general:
Example 5.3. For R “ krx1, . . . , xes{J and J generated by e` 1 general quadrics
t1pRq “ 2 and t2pRq “
Y e
2
]
` 2 .
This is seen from the free resolution given by Migliore and Miro´-Roig in [29, 5.4].
On the other hand, we have:
5.4. General upper bounds. For every algebra R the number tapRq is bounded
above by a function of the numbers a, t1pRq, and e “ rankkR1; specifically, Bayer
and Mumford [5, 3.7] and Caviglia and Sbarra [10, 2.7] give the upper bound
tapRq ď p2t1pRqq
2e´2 ` a´ 1 for every a ě 1 .
It cannot be tightened substantially, since variations of the Mayr-Meyer ideals [26]
yield algebras with the same type of doubly exponential syzygy growth, albeit with
different coefficients; see Bayer and Stillman [6, 2.6] and Koh [22, Theorem, p. 233].
The results in this section suggest the following
Conjecture 5.5. If regRa`b`1pkq “ 0, then the following inequality holds:
(5.5.1) ta`bpRq ď tapRq ` tbpRq whenever a` b ď pdS R .
Additional supporting evidence is reviewed below. The algebra R “ S{J has
monomial relations if J can be generated by products of elements in some k-basis
of R1; such an algebra is Koszul if and only if J is generated by quadrics; see [15].
Examples 5.6. Set e “ rankk R1 and h “ pdS R.
The inequality (5.5.1) holds in the following cases:
(1) dimR ď 1, depthR “ 0, and a` b “ e: Eisenbud, Huneke, and Ulrich [14, 4.1].
(2) b “ 1 when R has monomial relations: Ferna´ndez-Ramos and Gimenez [13, 1.9]
in the quadratic case, Herzog and Srinivasan [19] in general.
(3) e ď 7 when R has quadratic monomial relations and charpkq “ 0: Verified by
McCullough by using Macaulay2 [17] and nauty [28].
In addition, the following weaker inequalities are known to hold:
(4) ta`bpRq ď tapRq ` tbpRq ` 1 when R is Cohen-Macaulay, reg
R
h`1pkq “ 0, and`
a`b
a
˘
is invertible in k: Formulas (5.1.1) and (5.2.3).
(5) ta`bpRq ď maxa,bě1ttapRq ` tbpRqu when a` b “ e: McCullough [27, 4.4].
When p is a prime number and n a non-negative integer, we say that p is good
for n if
`
n
i
˘
ı 0 pmod pq holds for all i P Z with 0 ď i ď n.
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Lemma 5.7. A prime number p is good for an integer n ě 0 if and only if one of
the following holds: (a) p “ 0, or (b) p ą n, or (c) n` 1 “ psu for some integers
s ě 1 and 2 ď u ď p; furthermore, at most one pair pp, nq satisfies (c).
Proof. We may assume 0 ă p ď n. Let
řs
j“0 njp
j and
řr
j“0 ijp
j be the p-adic
expansions of n and i, respectively; thus, s ě 1 and 1 ď ns ă p. Lucas’ congruenceˆ
n
i
˙
”
sź
j“0
ˆ
nj
ij
˙
pmod pq
shows that
`
n
i
˘
is invertible mod p if and only if so is
`
nj
ij
˘
for each j. One has
0 ď ij , nj ă p by definition, so
`
nj
ij
˘
is invertible mod p if and only if nj ě ij. In
conclusion, p is good for n if and only if nj ě ij holds for j “ 0, . . . , s and n ě i ě 0.
An inequality n ě i ě 0 means s ě r and there is an integer l with 0 ě l ě s,
satisfying nj “ ij for j ą l and nl ą il. This holds for all i with n ě i ě 0 if and
only if ns ě is and nj “ p´ 1 for s ą j ě 0; that is, if and only if
n “ nsp
s `
s´1ÿ
j“0
pp´ 1qpj “ nsp
s ` pp´ 1q
ps ´ 1
p´ 1
“ pns ` 1qp
s ´ 1 .
Assume ups “ u1p1s
1
holds for some prime number p1 and integers u1, s1 satisfying
s1 ě 1 and 2 ď u1 ď p . If p1 ą p, then p1|u, and hence u ě p1 ą p, which is
impossible. By symmetry, so is p ą p1, so we get p1 “ p. Now s ‰ s1 implies p|u or
p|u1, which again is impossible. Thus, we must have s “ s1, and hence u “ u1. 
Subadditivity is also reflected in the behavior of partial regularity. Recall from
(3.1.2) that one has always an inequality regapRq ď rega`1pRq.
Proposition 5.8. Let a, b be non-negative integers.
If regRa`b`1pkq “ 0 and p is good for pa` bq, then the following inequalities hold:
rega`1pRq ď regapRq ` 1 when b “ 1 ,(5.8.1)
rega`bpRq ď max
#
regapRq ` regbpRq
rega´1pRq ` regb´1pRq ` 1
+
for b ě 2 .(5.8.2)
Proof. Pick any integer i with 0 ď i ď a` b and write it as i “ a1 ` b1 with integer
a1 and b1 satisfying 0 ď a1 ď a and 0 ď b1 ď b. The number
`
a1`b1
b1
˘
is invertible in
k due to the hypothesis on charpkq, so for b ě 1 formulas (3.3.1) and (3.1.2) yield:
tipRq ´ i ď max
#
pta1pRq ´ a
1q ` ptb1pRq ´ b
1q
rega1´1pRq ` regb1´1pRq ` 1
+
ď max
#
rega1pRq ` regb1pRq
rega1´1pRq ` regb1´1pRq ` 1
+
ď max
#
regapRq ` regbpRq
rega´1pRq ` regb´1pRq ` 1
+
This implies (5.8.2), and also (5.8.1) because regjpRq “ j holds for j “ 0, 1. 
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6. The Green-Lazarsfeld property Nq
We keep the hypotheses on R and S from Section 3, and set
p “ charpkq , h “ pdR S , e “ rankkR1 .
Green and Lazarsfeld [18, p. 85] say that R has property Nq for a positive integer
q if tipRq “ i` 1 holds for 1 ď i ď q. This is equivalent to reg
S
q pRq “ 1, see 3.1.
Theorem 6.1. Let R be a graded algebra satisfying regRn`1pkq “ 0 for some n ě 2.
When R satisfies Nq with q ě 2 the following inequalities hold:
tipRq ď 2i´ 1 for 2 ď i ď n .(6.1.1)
If, furthermore, p is good for i, then also the following inequalities hold:
tipRq ď 2
Z
i
q ` 1
^
` i`
#
0 if pq ` 1q|i
1 otherwise.
(6.1.2)
regnpRq ď 2
Z
n
q ` 1
^
` 1(6.1.3)
Remark. Both (6.1.1) and (6.1.2) sharpen (4.2.1). The condition q ě 2 is necessary,
since a complete intersection of quadrics R has N1 and tapRq “ 2a for a ď h.
Proof. The isomorphisms (3.4.2) and (4.1.2) give for each i ě 2 equalities
TorSi pR, kq2i “ pTor
S
1 pR, kq2q
2pTorS1 pR, kq2q
i´2 “ TorS2 pR, kq4pTor
S
1 pR, kq2q
i´2
We have TorS2 pR, kq4 “ 0 because R satisfies N2, and hence Tor
S
i pR, kq2i “ 0. Since
(4.4.1) gives t2i ď 2i for i ě 1, we conclude that t2i ď 2i´ 1 holds for i ě 2.
If i ď q, then (6.1.2) holds by hypothesis. When i ě q ` 1 we may assume by
induction on i that for 0 ď j ă i the following inequalities hold:
(6.1.4) regjpRq ď 2
Z
j
q ` 1
^
`
#
0 if pq ` 1q|j
1 otherwise.
Euclidean division yields integers 0 ď u ď q and v ě 1, such that
i “ pq ` 1qv ` u .
In case u “ 0 by applying first formula (3.3.1) with a “ i ´ 1 and b “ 1, then
formula (6.1.4) with j “ pq ` 1qv ´ 1, j “ pq ` 1qv ´ 2, and j “ 0 we obtain
tipRq ď max
#
tpq`1qv´1pRq ` t1pRq
regpq`1qv´2pRq ` reg0pRq ` i` 1
+
ď max
#
2pv ´ 1q ` pi´ 1q ` 1` 2
2pv ´ 1q ` 1` 0` i` 1
+
“ 2v ` i
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In case 1 ď u ď q by applying formula (3.3.1) with a “ pq` 1qv and b “ u, then
formula (6.1.4) with j “ pq ` 1qv, j “ u, j “ pq ` 1qv ´ 1, and j “ u´ 1 we get
tipRq ď max
#
tpq`1qvpRq ` tupRq
regpq`1qv´1pRq ` regu´1pRq ` i` 1
+
ď max
#
2v ` pq ` 1qv ` u` 1
2pv ´ 1q ` 1` 1` i` 1
+
“ 2v ` i` 1.
This concludes the proof of (6.1.2). Formula (6.1.3) is a direct consequence. 
Conjecture 5.5 predicts that the bounds in Theorem 6.1 can be strengthened:
Lemma 6.2. Assume R has property Nq for some q ě 2.
If ti`qpRq ď tipRq ` tqpRq holds for i ď h´ q, then there are inequalities
tipRq ď
R
i
q
V
` i for i ě 1 .(6.2.1)
regR ď
R
h
q
V
.(6.2.2)
Proof. For 1 ď i ď q the inequality (6.2.1) is just condition Nq. Thus, by induction
on i we may assume that the inequality holds for some i ě q. The calculation
ti`1pRq ď ti`1´qpRq ` tqpRq
ď
R
i` 1´ q
q
V
` i` 1´ q ` q ` 1
“
R
i` 1
q
V
` i` 1
completes the induction step for formula (6.2.1). The latter implies (6.2.2). 
Next we describe graphical displays that help visualize such inequalities.
6.3. Betti templates. Recall that the Betti table of R is the matrix that has
βi,i`jpRq as the entry in its ith column and jth row. In order to present information
on the vanishing of Betti numbers, for each integer q ě 1 we form a Betti template
by replacing βi,i`jpRq with one of the symbols from the following list:
˚ non-zero due to condition Nq.
- zero due to condition Nq.
0 zero by (6.1.1).
l zero by (6.1.2) when p is good for i, predicted by (6.2.1) in general.
o zero predicted by (6.2.1).
▽ no information available.
Thus, columns 0 through i of the template contain the available and the conjectural
information on the vanishing of βi,i`jpRq when reg
R
i`1pkq “ 0 and R satisfies Nq.
An additional row at the bottom of the template displays—if it exists—the only
good characteristic p for i other that p “ 0 or p ą i; see Lemma 5.7.
A natural question is how tightly these templates can be filled in. Precise answers
would be interesting both in their own right and for applications to coordinate
rings of classical algebraic varieties. We present estimates by drawing on existing
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examples, and also record new information obtained from our results. It is worth
noting that the algebras in these examples are Koszul and many are Gorenstein.
Recall that the Hilbert series HRptq “
ř
iě0 rankk Rit
i is a rational function
with numerator in Zrts and denominator equal to p1 ´ tqdimR.
6.4. Minimally elliptic singularities. Let k “ C and let R be the associated
graded ring of a rationally elliptic surface singularity; see Laufer [24]. Wahl [35, 2.8]
proved that R is a Gorenstein ring, pdSpRq “ e ´ 2 ě 2, βi,jpRq “ 0 for j ‰ i ` 1
and 1 ď i ď e´ 3, βe´2,jpRq “ 0 for j ‰ e, and HRptq “ p1 ` et` t
2q{p1´ tq2.
When k is infinite Wahl’s arguments apply to any Gorenstein k-algebra that has
HRptq “ p1` et` t
2q{p1´ tqdimR. Furthermore, such an R is Koszul: By factoring
out a maximal R-regular sequence of linear forms it suffices to treat the case of
dimension zero, where the desired assertion follows from [25, Theorem 3(1)].
In particular, for every q ě 2 there is a Koszul k-algebra R that is a Gorenstein
ring, and for which equality holds in (6.2.1) with i “ q ` 1.
Example 6.5. The first 13 columns and 8 rows of the Betti template for N2:
0 1 2 3 4 5 6 7 8 9 10 11 12 13
0 ˚ - - - - - - - - - - - - -
1 - ˚ ˚ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
2 - - - ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
3 - - - 0 o ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
4 - - - 0 0 l o ▽ ▽ ▽ ▽ ▽ ▽ ▽
5 - - - 0 0 0 l o o ▽ ▽ ▽ ▽ ▽
6 - - - 0 0 0 0 l l o o ▽ ▽ ▽
7 - - - 0 0 0 0 0 l l o o o ▽
8 - - - 0 0 0 0 0 0 l l l o o
p 3 2 3 5 7
Let R be a general Gorenstein algebra with Hilbert series 1 ` 5z ` 5z2 ` z3. It
is Koszul by [11, 6.3]. When p ‰ 2, by specializing Schreyer’s result [33, p. 107] to
the Artinian case one sees that the Betti table of R is given by
0 1 2 3 4 5 6
0 1 - - - - - -
1 - 10 16 - - - -
2 - - - 16 10 - -
3 - - - - - 1 -
4 - - - - - - -
Thus, when q “ 2 there is a Koszul k-algebra R that is a Gorenstein ring, and
for which equalities hold in (6.2.1) with i “ 3 and i “ 5.
Property N3 appears prominently in recent studies of a basic construction:
6.6. Segre products. Let pe1, . . . , esq be an s-tuple of positive integers with s ě 2.
Let Rpe1,...,esq be the coordinate ring of the Segre embedding Pe1k ˆ¨ ¨ ¨ˆP
es
k Ñ P
e
k,
where e “
śs
i“1pei ` 1q ´ 1. It is Koszul; see Ba˘rca˘nescu and Manolache [4, 2.1].
When k “ C Rubei [32, Theorem 10] proved that Rpe1,...,esq satisfies N3, but not
N4 unless s “ 2 and e1 “ 1 or e2 “ 1. Snowden developed a functorial method for
building its syzygies: “One consequence of this result is that almost any question
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about p-syzygies—such as, is the module of 13-syzygies of every Segre embedding
generated in degrees at most 20?—can be resolved by a finite computation (in
theory);” see [34, p. 226]. Column 13 in the next example gives a positive answer.
Example 6.7. The first 16 columns and 8 rows of the Betti template for N3:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0 ˚ - - - - - - - - - - - - - - - -
1 - ˚ ˚ ˚ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
2 - - - - ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
3 - - - - l o o ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽
4 - - - - 0 l l l o o ▽ ▽ ▽ ▽ ▽ ▽ ▽
5 - - - - 0 0 l l l o o o o ▽ ▽ ▽ ▽
6 - - - - 0 0 0 l l l l l o o o o ▽
7 - - - - 0 0 0 0 l l l l l o o o o
8 - - - - 0 0 0 0 0 l l l l l l l o
p 3 2 3 5 7 5 2
The algebraRp1,1,1q hasN3 by 6.6, it is Gorenstein withHR “ p1`4t`t
2q{p1´tq4
by [4, 3.2(7)], and so it is Koszul by 6.4.
Equality can hold in (6.2.2) for any q “ h´ 1 ě 2 by 6.4 and with pq, hq “ p2, 5q
by Example 6.5. However, (6.2.2) may be far from optimal when pdS R is large.
In fact, we know of no family of Koszul algebras satisfying N2 and with projective
dimensions bounded above by some linear function of their regularities. On the
other hand, families with quadratic bounds do exist:
6.8. Grassmannians. Let Rrns be the coordinate ring of the Grassmannian of
2-dimensional subspaces of the affine space Ank . It is classically known that the k-
algebra Rrns is minimally generated by
`
n
2
˘
elements, and Hochster [20, 3.2] proved
that it is a Gorenstein ring of Krull dimension 2n ´ 3. It is also Koszul, see [21],
and when p “ 0 or p ą 1
2
pn´ 4q has property N2 by Kurano [23, 5.3].
The following hold: regpRrnsq “ n´ 3 by [9, 1.4] but pdpRrnsq “
`
n´2
2
˘
.
In a different direction, Dao, Huneke, and Schweig [12, 4.8] obtained an upper
bound on the regularity of Koszul algebras with monomial relations satisfying Nq
for some q ě 2 in terms of the number e of algebra generators: They exhibit an
explicit polynomial fqpxq P Rrxs and a real number αq P R with αq ą 1, such that
regR ď logαqpfqpeqq .
Our last example shows that no bound of similar type can exist for the class of all
Koszul algebras satisfying Nq, since it contains the following family:
6.9. Veronese subalgebras. Let Rq,n be the k-subalgebra generated by all the
monomials of degree q in a polynomial ring in qn variables. It is Koszul by [4, 2.1],
has Nq by [7, 4.2], and needs
`
qn`q´1
q
˘
generators, and its regularity is equal to
pq´1qn; the last expression is well known: It follows easily from the results of Goto
and Watanabe in [16, Ch. 3] and is given explicitly by Nitsche in [30, 4.2].
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