INTRODUCTION
The accuracy of a river forecast system largely depends on the quality of hydrologic inputs. The lack of reliable and accurate precipitation forecasts is one of the many challenges confronting the hydrologic community, particularly for use in short-to medium-range hydrological forecasts. 
).
Another important consideration is the demonstrated failure of current downscaling methods to effectively describe precipitation characteristics, such as occurrence and intensity (Clark & Hay ) . Outputs from these downscaling models generally yield modest or poor performance when forced into a distributed-hydrologic model (Clark & Hay ) . This clearly underscores the need for novel and innovative downscaling methods, particularly for daily precipitation. Therefore, the main objectives of this paper are:
(i) to develop promising statistical methods for downscaling daily precipitation from a dataset of historical weather forecasts generated with a fixed numerical model -a 1998 version of NCEP's Global Forecasting System (GFS, formerly known as MRF) for the Chute-du-Diable weather station in northern Quebec, Canada; (ii) to assess the skill of these downscaling models through suites of diagnostic measures;
and (iii) to compare the newly developed models with the commonly used statistical downscaling models. It is noteworthy to mention that the commonly used models which are used as a benchmark for comparison are selected based on preliminary analysis and literature review.
The remainder of the material is organized as follows. A brief description of statistical downscaling techniques used in the downscaling experiment is provided, followed by a description of the experimental setup and calibration of the downscaling methods. A comparison of the performance of the developed methods with that of the commonly used methods is given and the results of the downscaling experiment discussed. Finally, conclusions and recommendations are given based on the results obtained.
MODEL DESCRIPTION
This section presents a brief description of the statistical downscaling techniques selected for evaluation and intercomparison of downscaling daily precipitation fields. The methods considered are: (i) the Statistical DownScaling Model, (ii) partial least squares regression, (iii) hybrids, (iv) nearest neighbor-based models, and (v) a family of artificial neural networks.
Conditional resampling method
The most common regression-based technique used to map global climate model outputs to individual sites or localities is the Statistical DownScaling Model (SDSM; Wilby et al. ). As a result, the PLS regression is considered a better alternative to both the MLR and the PCR methods in terms of producing improved forecast skill.
There are several ways of computing the PLS model parameters. The most widely used algorithms are (de Jong ): NIPALS (Non-Iterative Partial Least Squares) and SIMPLS (Simple PLS). The latter algorithm was used in the present study as it is faster and less memory-intensive than the NIPALS. A detailed description and working procedure of SIMPLS can be found in de Jong ().
Hybrid models
Statistical models such as MLR and artificial neural networks (ANN) generally have a tendency to overestimate precipitation occurrences and underestimate precipitation amounts (Clark et al. ) . It is not unusual to get negative precipitation forecasts from such models. To address this serious weakness, hybrid models are proposed in this study. In hybrid models, precipitation is modeled in a two stage process: Logistic regression is used to identify the occurrence of wet days, and PLS or ANN is used to model the amount of precipitation. A similar two stage procedure has been employed for modeling with SDSM; however, the procedure is different from the approach used in this study (e.g. Wilby et al. ).
The intermittent and skewed nature of daily precipitation data requires some preprocessing prior to developing the downscaling models. In order to model the occurrence of wet days, the site precipitation time series {d 1 , d 2 , …, d n } is converted into a binary time series {y 1 , y 2 , …, y n }, with 0 representing dry days and 1 representing wet days. Given a data set {(x
can be modeled by performing the logistic regression:
where α and β are model parameters of the logistic regression. The time seriesp t =t ¼ 1, 2, . . . , n f g is further processed and transformed into a binary time serieŝ y t =t ¼ 1, 2, . . . , n f g using the relation:
The parameter p is a threshold of probability according to whichp t =t ¼ 1, 2, . . . , n f gis transformed into binary time series,ŷ t =t ¼ 1, 2, . . . , n f g , and this transformation makes mismatches between y t =t ¼ 1, 2, . . . , n f g and
The value of p can be set at some fixed number or a random number (for each simulation) from a uniform distribution ranging between 0 and 1 (e.g. Clark et al. ) . In the present study, threshold values from 0.1 to 0.9 were considered and the value of p ¼ 0.5 provided the best result. The results were inter-compared against p values assigned from a uniformly generated random number, and the threshold value of p ¼ 0.5 was found consistently superior. Intuitively, when the probability of precipitation occurrence is over 50%, then there is a greater chance that precipitation will occur, and vise versa. Thus, the selected p value makes practical sense.
Once wet and dry days are identified using logistic regression, a regression or neural network-based model can be used to model precipitation amounts. The largescale predictor variables used were the same as for the logistic regression. Two hybrid models were developed: (i) PLSLogst -in which the logistic regression was used to model precipitation occurrence and the PLS was used to develop models for precipitation amounts; and (ii) ANN-Logst -in which the logistic regression was used to model precipitation occurrence and the conventional multilayer perceptron (simply ANN) was used to develop models for precipitation amounts. It should be noted that it is possible to develop several hybrid models from similar coupling.
K-nearest neighbors
The nearest neighbor approaches work on the principle of 
Artificial neural networks
The utility of artificial neural networks in various hydrology- and all 15 forecast ranges were considered ( Table 1) . The large-scale model outputs were retrieved from the nearest grid to the Chute-du-Diable meteorological station (Muluye b).
Application and calibration
Two data types were available for the present study: (i) localscale predictands such as total daily precipitation, and (ii)
eight large-scale model output predictor variables (Table 1) . These datasets were further divided into two parts: the first part of the dataset (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) was used to estimate the statistical parameters of the models considered and the remaining dataset (1997) (1998) (1999) (2000) (2001) was used to evaluate the performances of the downscaling models. All metrics were evaluated with a 0.3 mm threshold for dry and wet day occurrences (e.g. Wilby & Harris ).
The first model investigated in the downscaling experiment was the SDSM. A MLR model was developed between large-scale predictor variables (Table 1 ) and the local-scale predictand (precipitation). The parameters of the regression model were estimated using ordinary least The sensitivity of these models to various choices of threshold probability (p) for the occurrence of wet and dry days were analyzed, and the value of p ¼ 0.5 was found to offer optimal results for both PLS-Logst and ANN-Logst models.
The other models considered in the present study were 
COMPARISON OF DOWNSCALING RESULTS

Diagnostic measures
Diagnostic measures use logistical metrics in order to evalu- The BiasF explains how the forecast frequency of 'yes' events compared to the observed frequency of 'yes' events.
The range of the score is between zero and infinity, for which a score of one represents a perfect forecast. Basically, the BiasF signifies whether the forecast system has a tendency to underestimate (BiasF < 1) or overestimate (BiasF > 1) occurrences but does not quantify how well the forecasts correspond to observations; i.e. BiasF only measures relative frequencies (Stanski et al. ) . The Bias score is given by Wilks ():
where N 11 is the number of correct wet days, N 10 is modeled wet and observed dry days, and N 01 is modeled dry and observed wet days.
The POD explains the fraction of the observed 'yes'
events with correct forecasts. The range of the score is between 0 and one, with a score of one representing a perfect forecast. The POD is sensitive to hits, but ignores false alarms. For this reason, the POD is usually used in conjunction with the FAR (Stanski et al. ) , and is given by Wilks ():
Conversely, the FAR explains the fraction of the predicted 'yes' events which did not occur. The range of the score is between 0 and one, with a score of zero representing a perfect forecast. The FAR is sensitive to false alarms, but ignores hits, and is given by Wilks ():
The downscaled precipitation was further assessed using a deterministic skill score (SS). The SS represents the improvement in the downscaled precipitation over some reference forecast. Climatology was employed as the reference forecast in this work. When the mean squared error (MSE) is used as a score in the SS computation, the resulting statistic is referred to as a reduction of variance (RV). The RV is given by Stanski et al. () :
An RV of zero indicates no improvement over the reference forecast, one indicates a perfect forecast, and a negative value indicates that the reference forecast is better than a forecast. A more detailed description of model performance statistics is provided by Stanski et al.
() and Wilks (). Table 2 shows the error metrics associated with the various models in downscaling daily precipitation (Prec). In most of the cases, the downscaling models tended to underestimate Table 2 The average lengths of dry-and wet-spells in each month are important diagnostic measures commonly used for evaluating the accuracy of the downscaled precipitation. In the present study, dry days were considered when days had precipitation intensities of 0.3 mm or less; and dry-spell length in a given month was computed as the maximum number of consecutive dry days in that month (Khan et al. ) .
Discussion of results
In this study, results are presented only for mean wet-spell lengths, for forecast ranges of 3, 7 and 10. The comparative plots of the average wet-spell lengths for each month of observed and downscaled precipitation are shown in Regardless of the seasons under consideration, all models The results of the Mann-Whitney test (Table 3) The MLR and PCR models are the two common statistical methods used to link the large-scale model output to station-scale variables. The PLS regression was, however, used in the present study as it generalizes and combines good features from both models. In order to properly characterize precipitation occurrences by the PLS and the ANN models, hybrid models were proposed. In these hybrid models, precipitation was modeled in a two stage process:
logistic regression was used to identify the occurrence of wet days, and the PLS and the ANN models were used to model the amounts. The hybrid models generally showed improvements in representing precipitation occurrence, but their overall skills were not superior to their counterparts.
To link the dynamics of the large-scale predictors to station-scale precipitation, two ANN-based models were 
