In a previous paper, we determined all those topological nearrings ᏺ n whose additive groups are the n-dimensional Euclidean groups, n > 1, and which contain n one-dimensional linear subspaces
1. Introduction. The nearrings considered here are right nearrings. For information about abstract nearrings, one may consult [1, 4, 5] . An n-dimensional Euclidean nearring is any topological nearring whose additive group is the ndimensional Euclidean group. Linear right ideal nearrings were introduced in [3] . These are n-dimensional (n ≥ 2) Euclidean nearrings which contain n distinct right ideals {J i } n i=1 , each of which is a one-dimensional linear subspace of R n such that, for each w ∈ R n , there exist w i ∈ J i , 1 ≤ i ≤ n, such that w = w 1 +w 2 +···+w n and vw = vw n for all v ∈ R n . In the main theorem of [3] , we determined, to within isomorphism, all linear right ideal nearrings. In Section 2 of this paper, we determine all the ideals of these nearrings and in Section 3 we determine when two of these nearrings are isomorphic. Finally, in Sections 4, 5, 6 , and 7, we investigate the multiplicative semigroups of these nearrings.
The ideals of linear right ideal nearrings.
We begin by recalling the main theorem from [3] .
Theorem 2.1. An n-dimensional (n ≥ 2) Euclidean nearring ᏺ n is a linear right ideal nearring if and only if ᏺ n is isomorphic to one of the four types of nearrings whose multiplications follow:
(vw) i = 0 ∀v, w ∈ ᏺ n or (vw) i = v i ∀v, w ∈ ᏺ n for 1 ≤ i ≤ n, (2.1) uw ∈ J ∀u ∈ ᏺ n . (2.10) Let x = (x 1 ,x 2 ,...,x n ) be an arbitrary element of ᏺ n . The multiplication here is given by (2.4) where not both a and b can be zero. There is no loss in generality in assuming that a ≠ 0 and since −w, w ∈ J we may assume that w n < 0. For 1 ≤ i < n, define u i ∈ ᏺ n by u It follows from (2.11) and (2.12) that x = u 1 w + u 2 w + ··· + u n w ∈ J. But this is a contradiction since J is a proper left ideal of ᏺ n . Consequently, we conclude that J ⊆ M and the proof is complete. Proof. The ideal M is a left ideal of ᏺ n in view of Theorem 2.5 and it readily follows that Mᏺ n ⊆ M so that M is also a right ideal of ᏺ n . It also follows from Theorem 2.5 that M is maximal. If ᏺ n is either a Type II or a Type III nearring, then the mapping ϕ, defined by ϕ(v) = v n , is easily shown to be a homomorphism from ᏺ n onto the real field whose kernel is M. If ᏺ n is a Type IV nearring, one verifies that the mapping ϕ, defined as before, is a homomorphism from ᏺ n onto the nearring (R, +, * ) whose multiplication is given by (2.13). Since the kernel of ϕ is M, the proof is complete. 
One verifies, in a similar manner, that vw ∈ J v whenever w n > 0. Thus J v is a right ideal of ᏺ n . Next, let J be any right ideal of ᏺ n which contains v. Choose any w ∈ ᏺ n with w n ≥ 0. According to (2.4) Proof. Once again, we give the details only in the case where ᏺ n is a Type IV nearring. Suppose r = r i for 1 ≤ i < n and J is a proper ideal of ᏺ n . Then J ⊆ M according to Theorem 2.5. Choose a maximal linearly independent
by Corollary 2.8 and it follows easily that the vector space V which is generated by the vec-
is contained in J. On the other hand, for any w ∈ J, we have
is a maximal linearly independent collection of vectors from J and we see that w ∈ V . That is, J is a linear subspace V of M. Now suppose r = r i for 1 ≤ i < n. We already know that each proper ideal of ᏺ n is a linear subspace of M. Let L be any linear subspace of M which is a left ideal of ᏺ n according to Theorem 2.5. Let v ∈ L and w ∈ ᏺ n . There is no loss of generality in assuming that w n ≤ 0. Then, according to (2.4) 
that L is also a right ideal. We have now shown that if r = r i for 1 ≤ i < n, then the proper ideals of ᏺ n are precisely the linear subspaces of M. Suppose, conversely, that the proper ideals of ᏺ n are precisely the linear subspaces of M. Let 1 ≤ i, j < n and let J = {v ∈ M : v i = v j and v k = 0 for k ≠ i, j}. Let v be the vector such that v i = v j = 1 and v k = 0 for k ≠ i, j. Not both a and b can be zero and there is no loss of generality if we suppose b ≠ 0. Let w be any vector in ᏺ n such that bw n > 1. Now, v ∈ J and since J is an ideal of ᏺ n , we must have vw ∈ J. Thus, we have (bw n )
r j which readily implies that r i = r j . 
Proof. In this case we give the details only in the case where ᏺ n is a Type II nearring since, again, the remaining cases are similar. If N(J) = ∅, then J = {0} = {v ∈ M : v i = 0 for i ∈ N(J)}. We next consider the case where N(J) ≠ ∅. Choose any i ∈ N(J). According to the hypothesis, there exists a v ∈ J with v i ≠ 0. We want to show that there exists a w ∈ J with w i ≠ 0 and w j = 0 for j ≠ i. Suppose v j ≠ 0 where j ≠ i. Let u be the vector in ᏺ n such that u i = 0 for 1 ≤ i < n and u n = e (ln 2)/r j . Then vu − 2v ∈ J. Note 
Since the negative of a vector in J also belongs to J, we conclude that
Consequently, J = {v ∈ M : v i = 0 for i ∈ N(J)} and the proof is complete.
Our next result is an easy consequence of the previous theorem. Proof. We give the details only in the case of Type II nearrings as the remaining cases are similar. Let ᏺ n be a Type II nearring. According to Corollary 2.11, each proper ideal of ᏺ n is of the form J(K) where 
In addition to this, we have 
be n distinct, nonconstant, continuous self-maps of R and define two binary operations * and 
Proof. Suppose first that there exist a permutation p of {1, 2,...,n} such that p(n) = n and a nonzero real number c such that
Then ϕ is a linear automorphism which implies that it is an additive automorphism of R n . For 1 ≤ i < n, we have
and since p(n) = n, we also have
3)
It follows from (3.2) and ( 
It follows from this and (3.5) that
and it follows from (3.6) and (3.7) that
Since the matrix A is nonsingular, there exists a j such that a ij ≠ 0. Let v k = 0 for k ≠ j and v j = 1/a ij in (3.8) and conclude that
Suppose a ir ≠ 0. The technique used previously yields the fact that
and since w n can be any real number, it follows from (3.9) and (3.10) that f r = f j . This means that r = j since the functions {f i } n i=1 are all distinct. We therefore conclude that for each i, there exists exactly one j such that a ij ≠ 0 and we define a self-map p of {1, 2,...,n} by p(i) = j where i and j are the subscripts in (3.9). Again, we appeal to the fact that A is nonsingular to conclude that a nk ≠ 0 for some k. Suppose k ≠ n. Let w j = 0 for j ≠ k and from (3.9) conclude that g i (a nk w k ) = f j (0) for all w k ∈ R. But this is a contradiction since each g i is nonconstant. Consequently, k = n, a nn ≠ 0, and we appeal again to (3.9) to conclude that
Since the functions {g i } n i=1 are distinct, it follows from (3.11) that the function p is injective and, consequently, is a permutation of {1, 2,...,n}. It remains for us to show that p(n) = n. Since there is exactly one j such that a nj ≠ 0 and a nn ≠ 0, it follows from (3.5) that
It follows from (3.5) and (3.12) that
and it follows from (3.5), (3.11), and (3.12) that
It follows from (3.13) and (3.14) that f n = f p(n) and since the functions
are all distinct, we conclude that p(n) = n. Take c in the statement of the theorem to be a nn and it follows from (3.11) that the proof is complete.
We will see in Section 7 that if two linear right ideal nearrings are isomorphic, then they must be of the same type.
For a Euclidean nearring ᏺ n , let I(ᏺ n ) = {i : (vw) i = 0 for all v, w ∈ ᏺ n }. The cardinality of a set A will be denoted by |A|. The constant function which maps all of R into the real number a will be denoted by a and the range of a function f will be denoted by Ran f . 
follows from Theorem 3.1 that ᏺ n 1 and ᏺ n 2 are isomorphic if and only if there exist a permutation p of {1, 2,...,n} such that p(n) = n and a nonzero real number c such that g i (cx) = f p(i) (x) for all x ∈ R. It readily follows that the latter holds if and only if |I(
Definition 3.3. A Type II, III, or IV nearring ᏺ n is said to be distinguished if r i ≠ r j whenever i ≠ j.
Type II nearrings where
and where
Proof. Suppose first that there exist a permutation
it follows from (3.15) and (3.16) that ϕ is a multiplicative isomorphism from ᏺ * onto ᏺ • . This proves that ᏺ * is isomorphic to ᏺ • since it is evident that ϕ is also an additive automorphism. Suppose, conversely, that ᏺ * and ᏺ • are isomorphic. Define continuous selfmaps of R by f i (x) = |x| r i and g i (x) = |x|
According to Theorem 3.1, there exist a permutation p of {1, 2,...,n} such that p(n) = n and a nonzero real number c such that The proof of the following result is quite similar to the preceding proof and, for that reason, will be omitted.
Type III nearrings where
Then ᏺ * and ᏺ • are isomorphic if and only if there exist a permutation p of {1, 2,...,n− 1} such that
Type IV nearrings where
where
where 
Proof. Suppose that there exists a negative number c such that a 1 = cb 2 and b 1 = ca 2 and there exist a permutation p of {1, 2,...,n− 1} such that
for 1 ≤ i < n and (ϕ(v)) n = cv n . For w n ≤ 0 and for 1 ≤ i < n, we have
In addition to this, we have
It follows from (3.24) and (3.25
whenever w n > 0 and we conclude that ϕ is an isomorphism from ᏺ * onto ᏺ • whenever there exists a negative number c such that a 1 = cb 2 and b 1 = ca 2 and there exist a permutation p of {1, 2,...,n − 1} such that
The remaining case is similar to the preceding one so we omit the details. Now suppose that ᏺ * and ᏺ • are isomorphic. For 1 ≤ i < n define continuous self-maps f i and g i of R by
and define continuous self-maps f n and g n by
Consequently, Theorem 3.1 assures that there exist a permutation p of {1, 2,...,n} such that p(n) = n and a nonzero real number c such that
We consider the case where c < 0. For x < 0, we have cb 2 x = g n (cx) = f n (x) = a 1 x and it follows that a 1 = cb 2 . In a similar manner, one chooses x > 0 and shows that
The case where c > 0 is similar so we omit the details. 
The multiplicative semigroups of

(S).
In a similar manner, one shows that w i = 0 for all i ∈ I(S) and the proof is complete.
It is well known that the maximal subgroups of a semigroup are precisely the Ᏼ-classes which contain idempotents. It follows from Theorems 4.2 and 4.3 that all subgroups of a Type I semigroup consist of a single element. As we mentioned before, the maximal subgroups of any semigroup are precisely the Ᏼ-classes which contain idempotents, so our next task is to find the idempotent elements of a Type II semigroup. We will denote the Ᏼ-class of S containing the idempotent e by Ᏼ e and we will denote by R M the multiplicative group of nonzero real numbers. and it follows from Lemma 5.7 that w n ≠ 0. Since Ᏼ = ᏸ ∩ , the following result is an immediate consequence of Theorems 6.1 and 6.2. that v ∈ Ᏼ e . Thus, we conclude that S is the union of its nonzero maximal subgroups, each of which is isomorphic to R M , together with the subsemigroup Z. It is immediate that vw = 0 for each v ∈ S and each w ∈ Z and that each identity of a nonzero maximal subgroup of S is a right identity for all of S. where y ∈ S. Case 1 (x ∈ S). Then v ∈ SwS which means w n ≠ 0 by Lemma 6.7. Since w ∈ S 1 vS, we have either w = xvy or w = vy where x, y ∈ S. In the former case, w n = x n v n y n and in the latter case, w n = v n y n . In either case, v n ≠ 0 since w n ≠ 0 and we conclude that (i) is satisfied. Case 2 (x ∈ S). then x = 1 and v = wy ∈ wS and it follows immediately from Lemma 6.8 that (ii) holds or (iii) holds. This completes the proof. Proof. We consider first the case where a = 0. Suppose vᏸw and suppose further that v ≠ w. Then, either v ≠ 0 or w ≠ 0 and there is no loss of generality if we assume v ≠ 0. We have v = xw and w = yv for x, y ∈ S. Since v ≠ 0, it follows from (7.1) that w n > 0. Then w ≠ 0 and since w = yv, it follows from (7.1) that v n > 0. Suppose, conversely, that v n ,w n > 0. Define x n = v n /bw n and
The multiplicative semigroups of Type II nearrings
Theorem 5.10. Let S be a Type II semigroup and let v, w ∈ S. Then vw if and only if v = w or one of the following two conditions is satisfied:
(i) v n ≠ 0 ≠ w n or (ii)
Theorem 6.9. Let S be a Type III nearring and let v, w ∈ S. Then vw if and only if v = w or one of the following three conditions is satisfied:
In a similar manner, one produces a y ∈ S such that w = yv and we conclude that vᏸw. The case where b = 0 is similar so no details will be given. Now consider the case where a ≠ 0 ≠ b. Suppose vᏸw and suppose further that v ≠ w. Then, either v ≠ 0 or w ≠ 0 and, again, there is no loss of generality if we assume v ≠ 0. Here also we have v = xw for some x ∈ S and since v ≠ 0, we must have w n ≠ 0. Thus w ≠ 0 and since w = yv for some y ∈ S, we conclude that v n ≠ 0. 1/r k . Let x i be arbitrary for 1 ≤ i < n. It follows from (7.5) that
for all i ∈ N(v). It follows readily from (7.7)
1 ≤ i < n and, of course, v n = 0 = bv n w n . This implies that v = wx. In a similar manner, one produces a y ∈ S such that w = vy and we conclude that vw. Now suppose that (7.6) holds. Then v n /bw n > 0. Define x n = v n /bw n and take x i for 1 ≤ i < n to be arbitrary. It then follows from (7.6) that
in view of (7.8).
Since and it follows that (7.5) is satisfied in this case. It follows in much the same manner that (7.5) is satisfied whenever v n = 0 = w n and x n > 0. It remains to consider the case where v n ≠ 0 ≠ w n . We again have v = wx and x n ≠ 0 since v ≠ 0 and we consider two subcases. Subcase 1 (x n < 0). Then v n = aw n x n and
It follows from (7.10) that (7.6) is satisfied in this case. Subcase 2 (x n > 0). We have v n = bw n x n and
and it follows that (7.6) is satisfied in this case also. The case where a = 0 and the case where b = 0 both differ somewhat from the previous case but since they are similar, we give the details in the latter case only. we take x i to be arbitrary for 1 ≤ i < n. In view of (7.5), for any i ∈ N(v)\{n}, we have
It follows from (7.12) that v i = w i (ax n ) r i for all i ∈ N(v)\{n} and since v n = 0 = aw n x n and v i = 0 = w i (ax n ) r i for i < n and i ∈ N(v), we conclude that v = wx. In the same manner, one can produce a y ∈ S such that w = vy and we conclude that vw whenever (7.5) is satisfied. Suppose (7.6) is satisfied. Then v n w n > 0 and this time we define x n = v n /aw n and we take x i to be arbitrary for 1 ≤ i < n. Note that x n < 0. Evidently, v n /w n = ax n and it follows from (7.6) that and it follows from (7.14) that (7.5) holds in this case. Now suppose v n ≠ 0. Then w n ≠ 0 since N(v) = N(w). In this case, we have v n = aw n x n and since v i = w i (x n ) r i for 1 ≤ i < n, we conclude that
Thus, (7.6) holds in this case.
Our next result is an immediate consequence of Theorems 7.1 and 7.2. In what follows, we will denote by R + M the multiplicative group of positive real numbers. Finally, let T = {v ∈ S : v n ≤ 0}, it follows from (7.1) that vw = 0 for all v ∈ S and w ∈ T . Now suppose v ∈ S\T . Then v n > 0. Define e n = 1/b and e i = v i /(bv n ) r i . Then it follows that e is a nonzero idempotent and it follows from our previous considerations that v ∈ Ᏼ e . Consequently, we conclude that S is the union of its nonzero maximal subgroups, each of which is isomorphic to R + M , together with the subsemigroup T and the proof is now complete. Our next result is an immediate consequence of Theorems 7.1 and 7.2. 
The proofs of our next two results are quite similar to those of Theorems 7.4 and 7.5, respectively, and, for that reason, will not be given. The proof of our next result is straightforward and will also be omitted. Proof. The proof of this result is quite similar to the proof of Theorem 7.5 so we will omit most of the details. A few remarks, however, are appropriate. If e n = 1/a, the map ϕ defined by ϕ(v) = av n is an isomorphism from Ᏼ e onto R + M and if e n = 1/b, then the map ϕ defined by ϕ(v) = bv n is an isomorphism from Ᏼ e onto R + M . Finally, let T = {v ∈ S : v n = 0}. Then vw = 0 for all v ∈ S and w ∈ T and S is the union of T , together with all the nonzero maximal subgroups of S.
We are now in a position to prove a result mentioned in Section 3. Proof. We observed, following the proof of Theorem 4.4, that the maximal subgroups of a Type I semigroup are all singletons. Theorem 5.5 assures that the nonzero maximal subgroups of a Type II semigroup are all isomorphic to R M and Theorem 6.5 assures that the nonzero maximal subgroups of a Type III semigroup are all isomorphic to R M . Theorem 7.11 tells us that the nonzero maximal subgroups of a Type IV semigroup are all isomorphic to R + M . Since a group of order one, R M , and R + M are all mutually nonisomorphic, the only possibility for a nearring of one type to be isomorphic to a nearring of another type is for a Type II nearring to be isomorphic to a Type III nearring. Let ᏺ 2 and ᏺ 3 be a Type II and a Type III nearrings, respectively. Let w be any element of ᏺ 3 such that w n = −1. One easily verifies that vw = −v for all v ∈ ᏺ 3 . That is, vw is the additive inverse of v for all v ∈ ᏺ 3 . It is easily verified that ᏺ 2 contains no such element w. Consequently, ᏺ 2 and ᏺ 3 cannot be isomorphic. Case 1 (x ≠ 1). Then x ∈ S and v ∈ SwS. It follows from Theorem 7.14 that w n ≠ 0. Now w ∈ S 1 vS. If w ∈ vS, it follows from Theorem 7.15 that v n = cw n ≠ 0. If w ∈ SvS, it follows from Theorem 7.14 that v n ≠ 0 ≠ w n . In any event, we have v n ≠ 0 ≠ w n in the case where x ≠ 1. The proofs of our two closing results are similar to the proof of the previous theorem and, for that reason, will be omitted. 
