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ABSTRACT 
Let Zn denote the space of all n X n hermitian matrices, and 9, the space of all 
n x n real symmetric matrices Let k be a fvted positive integer, and let T be a linear 
map on 2”. In this paper we characterize T in each of the following cases: (1) T is 
rank-k nonincreasing, and Im T contains a matrix A whose rank is greater than k. (2) 
T preserves the inertia class (k, 0, n - k), and rank T > k”. (3) T is a rank-k 
preserver in case n > 2 and k = 2, or k is an odd integer. In (1) and (2) we assume 
k < n. In (2) we may replace Zn by pn provided that the lower bound for rank T is 
replaced by ik(k + 1). In (3) we may also replace Z% by p%, thus obtaining a 
generalization of a result of Lim, who proved the special cases k = 2 and k = n = odd 
number. 
1. INTRODUCTION 
Let 2$ denote the space of all n X n hermitian matrices, Yn the space of 
all n X n real symmetric matrices, and M,(F) the space of all n X n 
matrices with entries in a field F. If A EZ~ or Pn has r positive eigenval- 
ues, s negative eigenvalues, and t zero eigenvalues, then the inertia of A is 
defined to be the triple In A = (r, s, t). Let G(r, s, t> = {A EZ~ : In A = 
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tr, s, t)l. Let G( r, s, t) denote the closure of G(r, s, t). Then G( r, s, t) 
consists of all matrices in X$ which have at most r positive eigenvalues and at 
most s negative eigenvalues. The set G(r, s, t) is defined similarly in Yn. Let 
p(A) denote the rank of A. Throughout this paper T is assumed to be a 
linear operator on M,(F), Zn, or 9,. 
Let k be a fved positive integer. If p( A) = k * p( T ( A)) < k, then T 
is called rank-k nonincreasing. If p(A) = k a p( T( A)) = k, then T is 
called a rank-k preserver. If T( G( r, s, t)) c G(r, s, t), then T is called an 
inertia (r, s, t) preserver. Johnson and Pierce [4] studied inertia preservers. 
They conjectured: 
CONJECTURE 1. Let T :Zn -+Z” be an inertia (r, s, t> preserver. 
(i) If n > 2, r = s > 0, then either 
T(A) = eS*AS 
for some nonsingular S E M,(C) and E = + 1, and all A E &“, ( la) 
or 
T(A) = &S*AtS 
for some nonsingular S E M,( a=) and E = + 1, and all A E Xn. ( lb) 
(ii> If n > 2, r > 0, s > 0, r # s, then T is of the form (1) with E = 1. 
REMARK 1. The analogous conjecture was stated for 9,. 
In this paper most of the results are stated for q. The corresponding 
results for 9” hold unless stated otherwise. 
REMARK 2. If A E G(r, s, t), then -A E G(s, r, t). Hence an inertia 
(r, s, t) preserver is also an inertia (s, r, t) preserver. Johnson and Pierce [4] 
proved (ii) for the cases when (r, s, t> takes the form (1, IZ - l,O> and 
(k + 1, k, 0). Loewy [ 111 proved (ii) for all cases. We’ note that (i> is still 
open. 
Note that Conjecture 1 does not deal with the case that r = 0 or s = 0 (a 
semidefinite inertia class). The determination of the set of inertia (n, 0,O) 
preservers is a well-known open problem. Here we consider in Section 3 the 
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set of inertia (k, 0, n - k) preservers, where k is an integer such that 
0 < k < n. We show that if T :&?, -+q, p(T) > k2, and T is an inertia 
(k, 0, n - k) preserver, then T must satisfy (1) with E = 1. 
It turns out that rank-k nonincreasing maps play an important role in 
determination of inertia preservers and rank preservers on x and Y,. In 
Section 2 we consider rank-k nonincreasing maps in q. We prove that if 
T :z -+g is rank-k nonincreasing and if there exists A E Im T such that 
p(A) > k + 1, then either 
T(A) = eS*AS 
for some S E M,(C) and E = + 1, and all A E x, (2a) 
or 
T(A) = &S*AtS 
for some S E M,(C) and E = + 1, and all A E K. (2b) 
This is the only result stated for% which does not have at this moment its 
natural analogue for Yn. 
In Section 4 we consider rank-k preservers on 4 and Pn. Lim [7] proved 
THEOREM 1. Let T : Pn + 9’fn be a rank-k preserver. If k = 2 and 
n > 2, or k = n > 2 is odd, then there exist a nonsingular P E M,(R) and 
8 = f 1 such that T(A) = &PtAPfor all A EY?. 
We show that if T :< + G?$ is a rank-k preserver and if k = 2 and 
n > 2, or 1 < k is odd, then T satisfies (1). Since the analogue of this result 
holds for P,, we obtain a generalization of Theorem 1. 
We end the introduction with some additional notation. Given any 
positive integer k, let 1, = {1,2, . . , k}. Given any subset cr E 1, and an 
n X n matrix A, let A[ CY] denote the principal submatrix of A based on row 
and column indices from CY. 
2. RANK-k NONINCREASING OPERATORS 
We start with some results about rank-k nonincreasing operators, which 
will be used in the next two sections. These results are stated for x, but the 
corresponding analogues for 9” do hold. 
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THEOREM 2 [53. Let 0 < k < n and let T :e -+ 2$. lf T is rank-k 
nonincreasing, then T is rank-l nonincreasing for every n > 1 2 k. 
THEOREM 3. Let n > 2, and let T : Xn --f Zn. Suppose that T is rank- 
(n - 1) nonincreasing and that Im T contains a nonsingular matrix. Then T 
satisfies (1). 
Proof. T maps the set of singular matrices in Xq into itself. It follows 
from [5] that T is invertible. The result follows now from [2] in case n 2 3 
and [4] in case n = 2. m 
LEMMA 1 ill]. Let T :q + <. Let (r, s, t) be a fixed inertia triple. 
Suppose that p(T( A)) < r + s f or every A E G(r, s, t). Then T is rank-(r + 
s> nonincreasing. 
We say that a rank-k nonincreasing map T is nondegenerate provided 
there exists A E Im T such that p(A) > k. Our main purpose in this section 
is to characterize rank-l nonincreasing and nondegenerate rank-k nonincreas- 
ing operators in Zn. Lim [6] in the nondegenerate case and Botta [l] 
characterized rank-l nonincreasing operators on M,(F). 
THEOREM 4. If T : M,(F) + M,(F) is a rank-l nonincreasing opera- 
tor, then T is of one of the following forms: 
(i) T(A) = PAQ for some (fixed) P, Q E M,(F) and all A E M,(F). 
(ii) T(A) = PAtQ f or some (fixed) P, Q E M,(F) and all A E M,(F). 
(iii) There exist linear functionals Lj : M,(F) + F, i = 1,. , n, and 
ai E F, i = 1, . . , n, such that T( Ali. = ai Lj< A) for all A E M,(F). 
(iv) There exist linear functionad Li : M,,(F) + F, i=l ,n, and 
ai E F, i = 1, . , n, such that T( Ajij = a3 Li( A) for all A E &],ii). 
Loewy [ 121 characterized nondegenerate rank-k nonincreasing operators 
on M”(F). 
THEOREM 5. Let 0 < k < n, and F be an algebraically closed field. If 
T : M,(F) -+ M,(F) is a nondegenerate rank-k nonincreasing operator, then 
T is of one of the following forms: 
(i) T(A) = UAVf or some U, V E M,,(F) and for all A E M,,(F), 
(ii) T( A) = UAt V for some U, V E M,,(F) and for ah A E M,,(F). 
THEOREM 6. For every A E M,(C) let A = H, + iH, be the decornposi- 
tion of A into hermitian and antihermitian parts. lf T : qi + Zn is a rank-k 
nonincreasing operator, then T, : M,(c) -+ M,(C), which is defined by 
T,(A) = T(H,) + iT(H,), is rank-k nonincreasing. 
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The proof of Theorem 6 depends on the following three lemmas. They 
surely are known, but we give short proofs for the sake of completeness. 
LEMMA 2. Let C[ x, y] be the polynomial algebra over @ with indeter- 
minates x, y. Let p(x, y> E C[x, y] b e a homogeneous polynomial. Zf p( z, 2) 
= 0 for all z E @, then p = 0. 
Proof. Let p(x, y) = a,x’” + an_lxn-ly + **a +a,y”. Choose 
zr,, . > z,+ 1 E C such that (.zi( = 1, i = 1,. . , n + 1, and zi # zj, zi # -zj 
for i #:j. The matrix of the equations p(zi, Zi) = 0, i = 1,. . . , n + 1, is 
nonsingular; thus ai = 0, i = 0,. , n. w 
LEMMA 3. Let p(x, y) E @[x, y]. If p(z, Z) = 0 for all z E C, then 
p = 0. 
Proof. Let p(x, y) = CE,, pi(x, y), where pi(x, y) are the homoge- 
neous summands of p. For every A E R, z E C, we have p(hz, AZ) = 
CL0 pi(z, 2)hi = 0; thus p,(z, Z) = 0 for every z E @. Hence from Lemma 
2, pi = 0, i = 0, . , m. n 
LEMMA 4. Let p E @ix,, . . , x,, yl,. . , y,]. Zfp(z,, . . . , z,, Zr,. . , 
5,) = 0 for all zl,. . . , z, E 62, then p = 0. 
Proof. We prove this lemma by induction on n. For n = 1 this is 
Lemma 3. For n > 1 we write 
By Lemma 3, pjj(z,, . . ., z,_r, Zr,. . , 5,-r> = 0 for all zr,. . . , 2,-l E @, 
and by the induction hypothesis pjj = 0 and p = 0. n 
Proof of Theorem 6. Every linear operator is rank-O and rank-n nonin- 
creasing; hence we can assume 0 < k < n. Let rjj, yjj, i = 1, . . . , k, j = 
1 , . . . 1 n, be complex indeterminates, and 
y, = (Yll>...? YlJ, y, = (yel>...>YzJ>...> Yk = (Ykl' ‘. .) Yk") 
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be vectors of complex indeterminates, and let 
A = X;Y, + X;Y, + ..a +XiYk. (3) 
Let T,( A) = B, and g be a (k + 1) X (k + 1) submatrix of B. Then 
det B’ is a polynomial in xij, yij which vanishes for any substitution of the 
form xij = zij, yi. = zij, 
det l? is identical y 0. Any complex matrix of rank k can be written in the i 
zij E C, i = 1,. . , k, j = 1,. . , n. By Lemma 4, 
form (3). Thus, T, is rank-k nonincreasing. n 
As a consequence of Theorem 6, we obtain our two main results of this 
section. The first one, Corollary 1, was proved independently by Lim [B]. The 
method of proof of Theorem 6 does not allow us to conclude directly that the 
analogues of Corollaries 1 and 2 hold for pa. We do believe, however, that 
the analogue of Corollary 2 holds for yn. 
COROLLARY 1. ZfZ':zn -tq is a rank-l nonincreasing operator, then 
T is of one of the following forms: 
(i) T(A) = S*ASf or some S E M,,(C), E = k 1, and all A ~2~. 
(ii) T(A) = S*A’Sf or some S E M,(C), E = A 1, and all A EZ$. 
(iii) T(A) = L( A)B, where L :q + R is a linear functional and B E &r;, 
p(B) = 1. 
Proof. T, : M,(C) --f M,(C), which is defined as in Theorem 6, is rank-l 
nonincreasing. Using Theorem 4 and the fact that T,(q) ~3, we obtain the 
result. n 
COROLLARY 2. Let 0 < k < n. Let T : e + q be a nondegenerate 
rank-k nonincreasing operator. Then T satisfies (2). 
Proof. T, : M,(C) + M,(C), which is defined as in Theorem 6, is a 
nondegenerate rank-k nonincreasing map. Using Theorem 5 and the fact that 
T1(XI) CZn, we obtain the result. n 
3. INERTIA (k, 0, n - k) PRESERVERS 
Our purpose in this section is to prove the following: 
THEOREMS. Let 0 < k < n. Let T :zn +zn be an inertia (k, 0, n - k) 
preserver. Zf dim Im T > k”, then T must satisfy (1) with E = 1. 
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REMARK 3. The analogous result for Pn holds if dim Im T > ik(k + 1). 
First we show that the lower bound for dim Im T cannot be improved. 
EXAMPLE 1. Let 0 < k < n. For A E% let 
where A, ~2~ and A, ~<_k 
T(A) = 
A, + (trace A) I, 0 
0 I 0 
T is a singular (k, 0, n - k) preserver, and it is easy to see that dim Im T = k’. 
REMARK 4. < is partially ordered when one defines, for A, B E%, 
A Q B if and only if B - A is positive semidefinite. We write A > 0 if and 
only if A is positive definite. We say that T preserves order if and only if 
A > 0 implies T(A) > 0. 
REMARK 5. Given any nonsingular S,, S, E M,(C) and a linear operator 
T :2$ +x, let T, :< -tq be defined by T,(A) = S;T(S:AS,)S,. Then 
each of the following properties is satisfied by T, if and only if it is satisfied 
by T: inertia (r, s, t) preserver; rank-k preserver; rank-k nonincreasing; 
order preserving. Thus, we may replace T by T, whenever convenient, 
THEOREM 8 [9]. Let T :< + 2$ be a rank-l preserver. Zf dim Im T > 
1, then T must satisfy (1). 
COROLLARY~. Let T :E* +zn be an inertia (1, 0, n - 1) preserver. Zf 
dim Im T > 1, then T must satisfy (1) with E = 1. 
Proof of Theorem 7. For k = 1, this is Corollary 3. Thus we may assume 
that 1 < k < n. The continuity of T implies that for A E G(1, 0, rz - 11, 
T(A) > 0. Thus T is order preserving. We prove the theorem by induction 
on n. 
Case (a). Let n = k + 1. By Remark 5 we can choose S, and S, there 
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so that 
T,(Z,)= ; ;. 1 1 
T, is order preserving; thus T, maps x into the subspace 
and dim Im T, < r2. Hence r > k and T,(Z,) = I,. By Lemma 1, T, is 
rank-(n - 1) nonincreasing, and by Theorem 3, T,, and therefore T, is of the 
form (1). It is clear that E = 1. 
Case (b). The main step, n > k + 1. By arguments like those in the 
previous case, @(Z,))> k. N ow T is rank-k nonincreasing and, by 
Theorem 2, T is rank-l nonincreasing for every 1 > k. Thus, if p(B) = k + 1, 
then p(T( B)) < k + 1. W e claim that there exists a B ~2~ such that 
B 2 0, p(B) = k + 1, and p(T( ES)) = k + 1. Suppose this is not the case. 
Let k + 1 < m < n be the minimal number such that there exists a matrix 
M E<, M > 0, p(M) = m, and p(T( M)) >, k + 1. We may assume 
M= 6 O and T(M)= o o,q&k+-. 
[ 1 
Let A = diag(rr, x2,. . , x,, 0,. . . , O), where xlr . . . , x,~ are real indetermi- 
nates. Let D = T( A)[l,+ 1]. It is clear that det_ D is a homogeneous polyno- 
mialofdegree k + Iin xi,..., x,. Now det D vanishes for any substitution 
of the form xj = 0 and xi > 0 for i #j. Thus, the degree of det 6 is at least 
m, a contradiction. Hence we may assume, by Remark 5, that T(Z,+, @ 
0 n_k_l) = Zk+l @ On-k-l, and therefore, for every A, EX$+ r we have 
T(A, CB On_k_l) = B, f~ On_,_, for some B, ~,%$+r. 
We define T :2k+l +Xk+l by ‘&A) = T(A @ On_k_l)[lk+ll. Then T’ 
is rank-k nonincreasing by Lemma 1, and f(Z,+ ,> = I,, r. Thus, T is 
invertible by Theorem 3. Let S, = I, and S, E M,(C) be nonsingular such 
that S,*T(Z,_, @ O,)S, = I, CB Ofi_p for some k + 1 < p < n - 1. The 
operator T, that is defined with S, and S, as in Remark 5 maps the subspace 
into itself, and dim T,(L) 3 (k + 1)’ > k ‘. 
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We define ?-r :q_r +x_l by $,(A) = T,(A @_O,)[l,_,l. Then 2, is 
an inertia (k, 0, n - k - 1) p reserver and dim Im T, > k’. Thus, by the 
induction hypothesis there exists a nonsmgular X E M,_ ,(C> such that either 
?r(A) = X*AX for all A ~q_~ or Z’,(A) = X*AtX for all A Eq_r. By 
Remark 5 we can assume that either f,(A) = A for all A E x_ r or 
fl(A) = At for all A ‘x-r. We will assume that fr is the identity. (A 
similar argument follows for the second case.) Let B E G(1, 0, 72 - 1). If 
b,, = 0, then b,j = 0 for j = 1,. . , n - 1 and T,(B) = B. If b,, z 0, then 
we can assume B = diag(0,. , 0, 1) without changing fr. Let T,(B) = C. 
Again we can assume 
where U~q_r, UE Iw, 
without changing fl. 
If u = 0 and p(U) > 1, then there exists a matrix Q E<_ r, Q > 0 such 
that p(Q) = k - 1 and P(Q + U> > k. Hence 
p(# :I) >lc, 
a contradiction. If v = 0 and p( U> < 1, then there exists a matrix Q E <_ I, 
Q > 0 such that p(Q) = k - 1 and P(Q + U> = k - 1. Hence 
a contradiction. Thus u > 0, and similar arguments lead to U = 0. Hence 
T is an inertia (1, 0, IZ - 1) preserver, and we complete the proof using 
Corollary 3. n 
REMARK 6. The proof for Y” follows in a similar way and is omitted. 
4. RANK-k PRESERVERS 
In this section we classify rank-k preservers on G?$ and 9” for k = 2, 
n > 2 and for k > 1 odd. This is a generalization of Theorem 1. For k > 2 
even, we have a conjecture which is a consequence of Conjecture 1. First we 
begin with k = 2. 
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THEOREM 9. Letn>2. lfT:&“, -2” is a rank-2 preserver, then T 
must satisfy (1). 
REMARK. The proof of Theorem 9 is similar to a proof of a statement 
which characterizes inertia (1, 1, n - 2) preservers obtained independently 
by Loewy and Pierce. 
LEMMA 5 [lo]. Let n > 2 and n > 2r. Let L cZ~ be a subspace such 
that A E G(r, r, n - 2r) for all A E L. Then: 
(a> dim L < 2rn - r2. 
(b) If dim L = 2m - r2, then there exists a nonsingular S E M,(C) 
such that 
s*Ls = : A, EZ, A, E a=r,n--r 
REMARK 8. 
(i) Lemma 5 (both parts) has its analogue for pn, with the quantity 
2rn - r2 replaced by $-(2n - r + 1); cf. [lo]. 
(ii) The second author wants to point out that there is an inaccurate step 
in his proof of the inequality dim L < 2m - r2 that appears in the first part 
of the statement of Lemma 5 here. The inaccuracy is in establishing the 
inequality (4’) on p. 177 in [lo]. Th e inequality (4’) itself is correct, and we 
describe here a new proof of that inequality. 
Let D = I, @ - I,, and let m = 7~ + v. We defined there a certain 
subset L, of @” which is an R-linear space (i.e., it is closed under addition 
and multiplication by real scalars), and also b*Db = 0 for all b E L,. The 
quantity I, was defined to be the dimension of L, as a vector space over R. 
The inequality (4’) in [lo] states that !!, < 2v. The claim made in [lo] that 
the subspace of @” (when considered as a vector space over C> generated by 
L, has to be an isotropic subspace of C”’ for D is not necessarily true. We 
proceed, however, as follows. For any b E L,, write b = x + iy, where 
x, y E R”“. Then 
O=b*Db=(r’-iyf)D(x+iy) =rfDx+ytDy=[x y]‘(D@D)[;]. 
The map from L, to tR2m, where x + iy is mapped to c , is R-linear and 
I I 
one-to-one, and therefore its image has also dimension I, (as a real vector 
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space). We now get an isotropic subspace of (w”” for D @ D, and since 
In( D @ D) = (27r, 2 v, O), it is clear that we must have I, < 2 v (note that we 
assume v < 7r). 
COROLLARY 4. Zf n > 2 and L is a subspace of zn such that A E 
Ccl, 1, n - 2) or A = 0 for all A E L, then dim L < 2n - 2. 
COROLLARY 5. Zf n > 2 and L is a subspace of z such that p(A) = 2 
orA=OforallA~L,thendimL<2n-2. 
Proof. Assume that there exists A E L such that In A = (2,0, n - 
2). Then there exists a nonsingular S E M,(C) such that S*AS = 
diag(l,l,O, . . . . 0) = M. Let L, = S*LS. Then A4 E L,; hence every matrix 
in L, is of the form 
where B ~2’. 
Thus dim L = dim L, Q 4 Q 2n - 2. If there is no matrix in L with inertia 
(2,0, n - 21, then this is Corollary 4. n 
REMARK 9. The analogue of Corollaries 4 and 5 for Yn holds for 
dimL,<n-1. 
Proof of Theorem 9. We show that T is a rank-l preserver. Let A E <, 
p(A) = 1. Now T is a rank-2 preserver; thus p( T( A)) < 2. We prove that 
p(T( A)) = 1. S uppose this is not the case. If T(A) = 0, then there exists a 
B E% such that p(B) = 1 and p( A + B) = 2. Hence p(T( B)) = 
p(T(A+B))=2. S o we can assume that p( T( A)) = 2. We can also 
assume that A > 0. Hence there exists a nonsingular S, E M,(c) such that 
Sf diag(1, 0, . , 0) S, = A. Th en T, which is defined as in Remark 5 for S, 
and S, = Z,, is a rank-2 preserver, and 
p(T,(diag(l,O,. . . ,O))) = 2. 
Let 
W= ([l* ~]:aEJW’uE@“-l). 
For every B # 0, B E W, we have p(T,( B)) = 2. Thus T,(W) is a subspace 
of matrices with rank 2 or 0 and dim T,(W) = 2n - 1, a contradiction to 
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Corollary 5. Hence T is a rank-l preserver and dim Im T > 1; thus by 
Theorem 8, T is of the form (1). n 
REMARK 10. The analogue of Theorem 
Theorem 1, is proved in a similar way. 
9 for Yn, which is part of 
Next, we show some general properties 
and 9,. 
of rank-k preservers on 4 
LEMMA 6. Let T :Rf, + K be a rank-k 
_ 1 
preserver, and let r, s, t be 
nonnegative integers such that r + s + t = n and r + s = k. Then there exist 
rl, s1 >, 0, rl + s1 = k, such that T( G( r, s, t)) C G(r,, sl, t>. 
Proof. Let A E G(r, s, t), and let InT(A) = (rI, s,, t>, where rl + s1 
= k. Clearly G(r, s, t) is a path connected set. Let B E G(r, s, t>, and let v 
be a path from A to B in G(r, s, t). Then T(v) is a path from T(A) to T(B) 
of matrices with rank k. Thus the inertia of every matrix in this path is 
(rl, s,,t). n 
LEMMA 7. Let T :e -+G be a rank-k presemer. 
(a) j’fk = 2p, th en T is an inertia (p, p, n - 2~) preserver. 
(b) Zfk = 2p + 1, then Tor -Tisaninertia(p+l,p,n-2p-1) 
preserver. 
Proof. (a):Letk=2pandAEG(p,p,n_2p).Thereexistr,s>O, 
r + s = k, such that T(A) E G(r, s, n - 2~). Now -A E G(p, p, n - 2~); 
hence, by Lemma 6, T(-A) E G( r, s, n - 2~). But T(-A) = -T(A) E 
G(s,r,n_2p).Thus,r=s=p. 
(b): Let k = 2p + 1. If p = 0, the lemma is a consequence of Lemma 6. 
Let p > 0. By Lemma 6 there exist r, s > 0, r + s = k, such that 
T(G( p + 1, p, n - 2p - 1)) C G(r, s, n - 2p - 1). 
We can assume that r > s: otherwise we take -T. Now 
T(G( p, p + 1, n - 2p - 1)) C G(s, r, n - 2p - 1) 
By the continuity of T, 
T(G(p+l,p,n-2p-1))C G(r,s,n-2p-1) 
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and 
T(G(p,p+l,n-2p-l))c G(s,r,n-2p-1). 
Thus, 
T(G(p,p,n-2p))c G(s,s,n-2s). 
Since s < p, then, by Lemma 1, T is rank-2p nonincreasing. Let M = lp+ I 
CEI - I, @ 0, %. By Remark 5_ we may assume that T(M) = Z, B) - Z, @ 
O,_,. Define T : H, -+ H, by T(A) = T(A @ 0,_,)[1_,]. Then T is rank-2p 
nonincreasing and there is a nonsingular matrix in Im T. Hence, by Theorem 
3,Tisoftheform(l);thusr=p+lorr=p.Ifr=p,then-Tisan 
inertia ( p + 1, p, 72 - 2 p - 1) preserver. n 
THEOREM 10. Let k > 1 be odd. If T :q -+S$ is a rank-k preserver, 
then T must satisfy (1). 
Proof. Let k = 2 p + 1. By Lemma 7, T or - T is an inertia ( p + 
1, p, n - 2p - 1) preserver. Hence, by part (ii) of Conjecture 1, which was 
proved by Loewy, T must satisfy (1). n 
REMARK 11. It is not difficult to check that the obvious analogues of 
Lemma 6, Lemma 7, and Theorem 10 hold also for 9,. This yields a 
generalization of the second part of Theorem 1. 
CONJECTURE 2. Let k > 2 be even. If T :q --+X7, is a rank-k pre- 
server, then T must satisfy (1). 
REMARK 12. This is a consequence of part (i) of Conjecture 1, for, if 
k = 2 p, then by Lemma 7, T is an inertia ( p, p, n - 2 p) preserver. 
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