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C H A P T E R 1
Introduction
S
HORTEST path problems arise in many areas of graph theory and
combinatorial optimization. They can directly be used to model
practical problems and they may occur when solving combina-
torial problems like for example MAXIMUM FLOW and MAXIMUM BI-
PARTITE MATCHING. The effort to find a shortest path can vary in
a wide range: For instances where all edges are known to have posi-
tive lengths there are fast algorithms finding a shortest path between
given vertices. If all edges have the same positive length the running
time can be reduced even more. However, if edges possibly have nega-
tive lengths and we seek paths rather than walks, that is, no vertex is
visited twice, then this problem is intractable for large graphs since it
includes the HAMILTONIAN PATH PROBLEM, which is NP -hard.
The shortest path problem studied in this work is motivated by
problems in communication networks, traffic networks, and supply net-
works. In all of these cases one has several nodes and links connecting
some of them. Usually, there will be pairs of nodes having a relatively
high traffic demand. Between the nodes of such a pair one would pre-
fer to have paths with a small number of links in order to increase the
speed, decrease the response time, or to reduce the total load of the
network, depending on the application. Therefore, when a network is
planned one would try to find a set of links with minimum cost such
that the shortest paths between the considered pairs are not longer
than some bound. These problems are known as NETWORK DESIGN
PROBLEMS. Many aspects of these problems have been discussed (see
for example [2, 36, 41, 48]) and there is work in progress on these top-
ics. For instance the following characteristic which is a measure for the
quality of a network was considered: If links fail independently with an
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individual probability what is the probability that all paths between
two given nodes are disconnected? This value is called reliability and
its determination is a hard computational problem, see [14, 46]. In
this work we examine a variation where not all but only shortest paths,
that is, paths having a minimum number of links are considered. More
precisely, we ask for a minimum set of links whose failure or removal
blocks all shortest paths between the given pairs of nodes. In graph
theoretical terms the problem is as follows.
BLOCKING SHORTEST PATHS (BSP).
Given an undirected graph G = (V, E) with edge costs ce for
all e ∈ E and vertex pairs (si, ti), i = 1, . . . , k, find a minimum
cost set of edges whose deletion from G blocks all shortest si-
ti-paths for all i = 1, . . . , k.
This problem was already proposed by Bienstock and Diaz in [8], but
has not been discussed in the literature until now. To avoid trivialities
we can assume that there are si-ti-paths for all i, otherwise some pairs
si, ti do not constrain the set of feasible solutions. If {si, ti} ∈ E then this
edge forms the only shortest si-ti-path and trivially has to be deleted.
So we can assume that for all i = 1, . . . , k the vertices si and ti are not
adjacent. Furthermore, since additional edges do not affect feasibility
of a solution and, if their costs are non-positive, do not increase the
total cost, we can assume ce > 0 for all e ∈ E.
Apparently, this problem is closely related to MINIMUM CUT and
MINIMUM MULTI CUT for k = 1 and k ≥ 2, respectively. Any feasi-
ble solution of these problems is also feasible for BSP, thus giving an
upper bound. This bound is not tight as the instance in Figure 1.1
shows. Note that all edges are part of some shortest path. Deleting the
thin edges is the unique optimal solution of BSP but any feasible so-
lution of the corresponding MULTI CUT instance contains at least one
thick edge since there is a thick s2-t2-path. Thus, solutions of MULTI
CUT instances give inadequate upper bounds for the corresponding BSP
instances. Furthermore, MINIMUM MULTI CUT is NP -complete for
k ≥ 3 pairs though it can be solved for k = 2 pairs in polynomial time,
see [55]. In Chapter 4 we will explore the complexity of BSP.
There is a special case of MINIMUM MULTI CUT called MINIMUM
MULTIWAY CUT where the pairs are all pairs of some set S ⊆ V. For
|S| = 2 this is the simple MINIMUM CUT problem, for |S| = 3 this
problem is NP -hard, see [16]. We will give some thought about the
corresponding BSP instances in Section 4.3.
3s1
t1
t2s2
Figure 1.1. An instance with optimal objective values of
3 and M + 2 for BSP and MULTI CUT, respectively. Thin
edges have costs 1, thick edges have costs M.
A common technique to get a lower bound for a combinatorial mini-
mization problem is to solve the continuous relaxation of a mixed inte-
ger program (MIP) of the original problem. For BSP there is a straight
forwardMIP: One variable xe ∈ {0, 1} for each edge e and one inequality
for each considered shortest path forcing the sum of its edge-variables
to be at least 1. Then the objective function is the sum of all edge-
variables xe multiplied by their costs ce. For the set P of considered
shortest paths the MIP is
min
∑
e∈E
cexe
s. t.
∑
e∈P
xe ≥ 1 for all P ∈ P
xe ∈ {0, 1} for all e ∈ E.
Relaxing the binary constraint xe ∈ {0, 1} to xe ∈ [0, 1] gives a linear
program (LP) whose optimal objective value is not larger then the one
of the BSP instance. Although its number of inequalities may be expo-
nential in the number of vertices it can be solved in polynomial time
using ellipsoid method and polynomial time separation. Nevertheless,
in Chapter 6 we will discuss another MIP for BSP whose size is bounded
polynomially in the number of vertices.
For some combinatorial problems the dual linear program of the re-
laxation also has a combinatorial interpretation. If these two combina-
torial problems have the same optimal objective value (e.g., MAXIMUM
BIPARTITE MATCHING and MINIMUM BIPARTITE VERTEX COVER or
MAXIMUM FLOW and MINIMUM CUT) then at least the optimal objec-
tive value can be determined efficiently by solving the LP-relaxation.
For BSP with unit costs the combinatorial interpretation of the dual
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LP is packing shortest paths, that is, finding a maximum set of edge-
disjoint shortest paths between the considered vertex pairs. For the
example in Figure 1.2 with k = 2 pairs the two combinatorial problems
have different optimal objective values. In Chapter 7 we will use the
s1
t1
s2 t2
Figure 1.2. An instance of BSP with unit cost edges. The
optimal objective alue is 2 but there are no two edge-
disjoint shortest paths.
LP-relaxation to get an approximation algorithm for BSP, the duality
gap is analyzed in Section 5.2.
Another well-known combinatorial problem related to BSP is MIN-
IMUM SET COVER. In fact, BSP is a set cover problem with shortest
paths as elements to be covered and with edges as subsets to be se-
lected. This view enables us to apply several approximation algorithms
for SET COVER to BSP, see Chapter 7.
Chapter 2 reviews some basic definitions and results in the topics
graph theory, combinatorial optimization, and complexity theory used
throughout this work. In Chapter 3 other combinatorial problems re-
lated to BSP are presented. Chapter 5 discusses BSP in view of extremal
combinatorics. In Chapter 8 we list computational results achieved us-
ing the algorithms described in this work.
C H A P T E R 2
Preliminaries
I
N this chapter, we list basics of the topics graph theory, complexity
theory, and discrete optimization used throughout this work. We
give just those definitions, notations, and results that we need.
For a more detailed discussion on these subjects the reader is referred
to [13, 30, 52], [3, 24, 49], and [35, 40, 44], respectively.
2.1 Basic definitions in graph theory
Here we consider simple and finite graphs only and therefore call them
just graphs. They are defined as follows. A graph is a pair G = (V, E),
where V = V(G) is a finite non-empty set and E = E(G) consists of
pairs of distinct elements of V. The elements of V are called vertices,
the elements of E are called edges. If the edges are ordered pairs then G
is a directed graph or digraph for short. In this case edges are written
in the form (u, v) with u, v ∈ V. Otherwise G is an undirected graph
and edges are written in the form {u, v} with u, v ∈ V.
Graphs are depicted with dots for the vertices. For edges a contin-
uous line between the dots corresponding to their respective vertices
is used. For digraphs these lines get arrowheads at the dots of the
respective second vertex of the edges, see Figure 2.1.
u v u′ v′
Figure 2.1. A directed edge (u, v) and an
undirected edge {u′, v′}.
In this work the number of vertices is denoted by n, the number of
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edges is denoted by m. For the relationship between vertices and edges
the following terms are common. The two vertices of an edge as well
as two edges sharing one vertex are called adjacent, an edge and its
vertices are incident.
Two undirected graphs G = (V, E) and G′ = (V′, E′) are isomorphic
denoted by G ∼= G′ if there is a bijection f : V → V′ such that {u, v} ∈ E
if and only if { f (u), f (v)} ∈ E′. For digraphs the definition is analogous.
Substructures of graphs are straightforward to define. For a given
graph G = (V, E) a graph Ĝ = (V̂, Ê) with V̂ ⊆ V and Ê ⊆ E is a
subgraph of G, written as Ĝ ⊆ G. If Ĝ contains all edges of G connecting
vertices of V̂ then Ĝ is an induced subgraph.
The complement of a graph G = (V, E) is a graph with the vertex set
V and all edges that are not in E, see Figure 2.2. It is denoted by G.
Clearly, it holds G = G.
Figure 2.2. A graph G and its complement G.
The line graph of an undirected graph G = (V, E) is a graph with
vertex set E and edges {e1, e2} for all e1, e2 ∈ E sharing a vertex in G, see
Figure 2.3. There are characterizations of graphs being line graphs of
Figure 2.3. A graph and its line graph.
other graphs by means of forbidden induced subgraphs, see [42, 50, 53]
authLin
authWang.
The following local and global characteristics are frequently used
in graph theory. In an undirected graph G the number of edges being
incident to a vertex v is called the degree of v, denoted by degG(v) where
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the subscript G may be omitted if non-ambiguous. If degG(v) = 0 then
v is called isolated. The smallest degree occurring in G is theminimum
degree of G, denoted by δ(G). Analogously, the largest degree is called
the maximum degree of G, denoted by ∆(G).
The following objects and characteristics are the ones this work
deals with. For two vertices v1, v2 ∈ V(G) a sequence
W = (v1, u1, u2, . . . , ud, v2)
of vertices of G such that any two consecutive vertices are adjacent is
called a v1-v2-walk. If the vertices of a v1-v2-walk are distinct then it is
called a v1-v2-path. A closed walk (i.e., v1 = v2) whose interior vertices
all are distinct is a cycle. If e ∈ E connects two consecutive vertices of
W then we call e an edge of the walk W and write e ∈ W. The number
of edges of a v1-v2-walk W is called the length of W. The minimum
length of a v1-v2-walk is called the distance of v1 and v2, denoted by
distG(v1, v2) where the subscript G may be omitted. If there is no such
walk we define dist(v1, v2) = ∞. It is easy to see that v1-v2-walks
contain v1-v2-paths, and that therefore always a walk with minimum
length being a path exists. Such a v1-v2-walk is called a shortest v1-v2-
path.
The maximum distance between vertices of a graph G is its diameter
denoted by diam(G). If G is not connected then diam(G) = ∞. The
radius of a graph G = (V, E) is the number
rad(G) = min
v∈V
max
u∈V
distG(u, v).
A vertex v for which the minimum is attained is called central.
If for any two vertices v1, v2 ∈ V(G) there is a v1-v2-path then G is
connected. Maximal connected subgraphs of a graph are called com-
ponents. For a non-trivial subset S of V(G) the set of edges that are
incident to exactly one vertex of S is called the cut set induced by S. It
is denoted by δ(S). Removing all edges of a non-empty cut set from G
increases the number of components. In a directed graph δ(S) contains
exactly those edges (u, v) with u ∈ S and v 6∈ S.
There are many classes of graphs with various properties. One ex-
ample are graphs G whose maximum degree ∆(G) as defined before is
bounded. Other common classes are given below.
• Complete graphs are graphs with any two vertices being adjacent,
see Figure 2.4. Complete graphs with n vertices are denoted by
Kn. The counterpart of complete graphs are graphs without edges,
they are called empty graphs.
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• Cycles are connected graphs whose vertices all have a degree of 2,
see Figure 2.5. They are denoted by Cn where n is the number of
vertices.
Figure 2.4. A complete graph K5. Figure 2.5. A cycle C5.
• Paths are connected graphs consisting of two vertices with degree
1 and n − 2 vertices with degree 2 where n is the number of ver-
tices, see Figure 2.6. They are denoted by Pn.
• A bipartite graph is a graph whose vertices can be partitioned into
two sets S and T such that all edges have one vertex in S and one
vertex in T. An equivalent characterization is the following: A
graph is bipartite if and only if it does not contain a cycle of odd
length.
• A complete bipartite graph is a bipartite graph with all possible
edges between S and T. It is denoted by Ks,t where s = |S| and
t = |T|, see Figure 2.7. Complete bipartite graphs K1,t are called
stars.
Figure 2.6. A path P4. Figure 2.7. A complete bipartite
graph K3,4.
• Planar graphs are graphs that can be drawn in the plane such
that no two lines representing edges intersect, see Figure 2.8.
Such a drawing is called planar drawing.
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Figure 2.8. The planar graph K4 drawn with intersec-
tions (left) and without intersections (right).
There is a well-known result by Kuratowski stating that a graph
is not planar if and only if it can be reduced to a K5 or a K3,3 by
deleting edges and vertices and by replacing vertices of degree 2
together with their incident edges by single edges, see [37]. Wag-
ner and Fa´ry showed independently that a planar graph can even
be drawn using non-intersecting straight lines for the edges, see
[19, 51].
• Outerplanar graphs are graphs for which a planar drawing exists
such that all vertices are located on the boundary of the outer
face.
Another characterization is that a graph is outerplanar if and
only if an augmentation with an additional vertex being adjacent
to all other vertices leaves it planar. Starting from this condition
one can adopt the characterization for planar graphs given be-
fore by replacing K5 and K3,3 by K4 and K2,3. This result is due to
Chartrand and Harary, see [11].
• Trees are connected graphs without cycles, see Figure 2.9. It is
Figure 2.9. A tree.
easy to see that trees are outerplanar and bipartite. There are
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many other characterizations of trees, for example:
– A graph is a tree if and only if it is connected and has n ver-
tices and m = n− 1 edges.
– A graph is a tree if and only if it contains no cycle and has n
vertices and m = n− 1 edges.
– A graph is a tree if and only if for any two vertices u and v
there is exactly one u-v-path.
A vertex v of a tree with deg(v) = 1 is called leaf . A tree that
reduces to a path when all its leafs are removed is called caterpil-
lar.
• Grid graphs are graphs that can be drawn with vertices as points
with integral coordinates in the plane and edges as straight lines
of unit length, see Figure 2.10. For complete s×t grid graphs there
is a drawing with all points of an equidistant s×t raster and any
two consecutive vertices in rows and columns being adjacent, see
Figure 2.11.
Figure 2.10. A grid graph. Figure 2.11. A complete 4×6 grid
graph.
• Hypercubes Qn are defined recursively. The graph Q0 is one vertex
and for n ≥ 1 the graph Qn consists of two copies of Qn−1 and
edges between corresponding vertices, see Figure 2.12.
Figure 2.12. Cube graphs Q0 through Q3.
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• Interval graphs are graphs for which an assignment of intervals
to the vertices exists such that vertices are adjacent if and only if
the corresponding intervals intersect, see Figure 2.13.
• Circular arc graphs are defined similar with segments of the unit
circle instead of intervals, see Figure 2.14. Therefore interval
graphs are also circular arc graphs.
I2
I3
I5
I1
I4
v1 v2 v3 v4 v5
Figure 2.13. An interval graph
and the intervals I j corresponding
to the vertices v j.
v1 v2 v3 v4 v5
I5
I2
I4
I1
I3
Figure 2.14. A circular arc graph
and the segments I j correspond-
ing to the vertices v j.
Besides these examples which will appear in the further chapters there
are many other graph classes, see [10].
2.2 Short introduction to complexity the-
ory
In complexity theory one asks for the effort to solve problems of a spe-
cific type dependent on their size. The actual running time of an algo-
rithm is up to the hardware, and even the required memory in bytes
may vary on different computer architectures. Therefore we only ask
for the growth, and state that the time or space used for computation
is O( f (n)) if it is bounded from above by c f (n) for large n, where f (n)
is some explicitly given expression dependent on the size n of the in-
put data and c is some constant. If an algorithm accesses every byte
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of the necessary memory at least once then the computation time will
dominate the memory requirements, hence we will focus on the time
expense only.
We start with the class of decision problems which are pleasant in
terms of required computation time.
Definition 2.1
The class P consists of those decision problems that can be solved in
polynomial time.
To prove that a problem is in P one has to give a polynomial time algo-
rithm. If for some problem no such algorithm is known although much
research effort has been expended, one might tempt to conjecture that
this problem is not in P . Admittedly, the non-existence of an algorithm
is hard to prove.
The second class of problems we define can be solved in polynomial
time by a non-deterministic algorithm, that is, an algorithm which
guesses (part of) the solution and checks its feasibility until success.
Clearly, the running time of such an algorithm is not deterministic and
therefore we may ask if there is a positive probability that it solves the
decision problem in polynomial time.
Definition 2.2
The class NP consists of those decision problems that can be solved by
a non-deterministic algorithm in polynomial time.
So problems in NP have the property that a “yes”-answer can be veri-
fied in polynomial time. A well-known problem in NP which also plays
a central role in the theory of P and NP is the following.
Definition 2.3
Let be given a set X = {x1, . . . , xn} of boolean variables and a set of
clauses each of them being the disjunction of some elements of X and
negated elements of X. The problem of deciding whether there is an
assignment to the variables such that the conjunction of these clauses
is true is called SATISFIABILITY PROBLEM or SAT for short.
An example of an instance of SAT is
(x1 ∨ ¬x2 ∨ x3 ∨ x4) ∧ (¬x1 ∨ x2) ∧ (¬x3 ∨ ¬x4).
A non-deterministic algorithm for SAT is for example the following: se-
lect the values for the variables randomly and check whether the over-
all expression is true. Both parts can be carried out in polynomial time
2.2. Short introduction to complexity theory 13
and since only a finite number of assignments for the variables exist,
there is a positive probability to guess a valid solution.
If a decision problem can be solved by a deterministic polynomial
algorithm then a guessed solution can be checked in polynomial time
as well, therefore P ⊆ NP . Whether or not P 6= NP holds is probably
the most popular open problem in optimization and computer science.
To prove inequality one would consider problems that are at least as
hard to solve as all other problems in NP . To prove this property we
transform instances of a problem Π1 to instances of a problem Π2 in
polynomial time such that corresponding instances are equivalent. If
this is possible then we say that Π1 can be reduced polynomially to Π2.
Candidates to be in NP \ P the following problems.
Definition 2.4
A problem Π ∈ NP is called NP -complete if every problem in NP can
be reduced to Π in polynomial time, that is, a polynomial algorithm for
Π would lead to polynomial algorithms for all problems in NP.
So NP -complete problems are hardest to solve within the class NP . In
1971 Cook proved in [15] that such a problem exists.
Theorem 2.1 (Cook)
SAT is NP-complete.
Using this result one can prove that a problem Π ∈ NP is NP -complete
by showing that SAT (or any other NP -complete problem) can be re-
duced to Π in polynomial time. If SAT can be reduced polynomially to
Π, but it is not clear whether or not Π ∈ NP holds, then Π is called
NP-hard.
There is a strong link between decision problems and optimization
problems of the general form min{ f (x) | x ∈ S}. If we have a lower
bound l and an upper bound u on the optimal objective value then we
can bisect this range by solving a decision problem of the form “does
min{ f (x) | x ∈ S} < 12(l + u) hold?”. Thus, if the decision problem can
be solved in polynomial time and the bounds are at most exponential in
the size of the input data, then we can solve the optimization problem
up to some accuracy in polynomial time by iterative bisection. Vice
versa, if the optimization problem can be solved polynomially then this
is true for the decision problem as well. So if the decision problem is
NP -complete then it is likely that the optimization problem is hard to
solve. In this case one may ask for algorithms that determine non-
optimal but good solutions in polynomial time.
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Definition 2.5
Let a minimization problem Π and a polynomial time algorithm A be
given. Denote the objective values of the solution of an instance I ∈
Π determined by A and of the optimal solution by zA(I) and zopt(I),
respectively. If for any I ∈ Π it holds
zA(I) ≤ r(|I|)zopt(I)
then A is called r(|I|)-approximation algorithm for Π, where r : N → R
is the performance guarantee and |I| denotes the size of the instance
(e.g., the amount of memory required to store I). If r is a constant
function then A is called a constant factor approximation. The class of
problems allowing a constant factor approximation is called APX which
is an abbreviation for approximable.
Approximation algorithms and performance guarantees for maximiza-
tion problems can be defined similar. If the considered problem is hard
to solve then the best thing one can hope for is a sequence of approx-
imation algorithms such that the sequence of their performance guar-
antees converges to 1. Such sequences and the class of problems for
which such sequences exist are defined as follows.
Definition 2.6
A set of algorithms containing an r-approximation for each fixed r is
called a polynomial time approximation scheme. The class PTAS con-
sists of the problems for which a polynomial time approximation scheme
exists.
Clearly it holds PTAS ⊆ APX but there are problems in APX which
are not in PTAS unless P = NP . One well-known example is VER-
TEX COVER where we seek a minimum set S of vertices such that
each edge is adjacent to at least one vertex of S. There is a simple
2-approximation for this problem by iteratively selecting vertex dis-
joint edges as long as possible and then returning both vertices of all
these edges. However, for r < 7/6 there is no r-approximation for this
problem unless P = NP as Ha˚stad showed in [32]. Problems like MIN-
IMUM VERTEX COVER which are in APX but which are not in PTAS
unless P = NP are called APX-hard.
Finally, the question arises whether there are optimization prob-
lems which are not contained in APX provided that P 6= NP . One
example is the famous TRAVELING SALESMAN PROBLEM (TSP) which
asks for a cycle being minimal with respect to given edge weights and
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containing each vertex of the given graph. If the triangle inequality
holds for the edge weights then the algorithm by Christofides deter-
mines a solution whose objective value is at most 32 as large as the op-
timal value, see [12]. Nevertheless, for the general case the existence
of a constant factor approximation would imply P = NP .
2.3 Topics in discrete optimization
In discrete optimization one has a characterization of some finite set
and asks for an element of this set being optimal with respect to some
objective function. Probably the most general discrete problem is the
following. For its definition we denote the set of non-negative integers
by Z+ and the set of non-negative rational numbers by R+.
Definition 2.7
A problem of the form
max
{
cTx
∣∣∣ Ax ≤ b, x ∈ Zr+ ×Rn−r+ } (2.1)
with c ∈ Qn, A ∈ Qm×n, b ∈ Qm and 1 ≤ r ≤ n is called MIXED INTEGER
PROGRAM abbreviated as MIP.
It is easy to see that even deciding whether there is a feasible solution
for (2.1) is NP -hard since SAT can be formulated straightforward as a
MIP. Despite its hardness MIPs sometimes are a good approach to solve
combinatorial problems and in some cases they give new insights using
the following objects. An important tool to solve MIPs is defined below.
Definition 2.8
For the system in (2.1) the linear program (LP)
max
{
cTx
∣∣∣ Ax ≤ b, x ∈ Rn+} (2.2)
is called its LP-relaxation.
Since the set in (2.2) is a superset of the one in (2.1) the maximum of the
former is not smaller than the maximum of the latter. Therefore the
LP-relaxation, which can be solved in polynomial time using ellipsoid
method or interior point method, gives an upper bound on a MIP, that
is,
max
{
cTx
∣∣∣ Ax ≤ b, x ∈ Zr+ ×Rn−r+ } ≤ max{cTx ∣∣∣ Ax ≤ b, x ∈ Rn+} .
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If LPs as in (2.2) have an optimal solution then they also have an opti-
mal basic solution, that is, a solution that is not located on a line joining
two other feasible points. When solving an LP one usually determines
such a solution, for instance the widely used simplex algorithm exam-
ines basic solutions only.
As we will see later on, for some combinatorial problems basic so-
lutions of the LP-relaxation of its MIP formulation always are integral.
Consequently, optimal solutions of the relaxation are also optimal for
the given problem. Therefore it suffices to determine optimal basic so-
lutions of the relaxation, which can be done in polynomial time using
ellipsoid method or interior point method as long as the size of the MIP
is bounded polynomially by the size of the combinatorial problem. If
the number of inequalities of the integral LP-relaxation grows expo-
nentially with the size of the input data, then one needs a so-called
polynomial time separation algorithm, that is, an algorithm that de-
termines an inequality violated by a given point x in polynomial time.
Using this separation algorithm and the ellipsoid method an LP can be
solved in polynomial time despite of its exponential size.
For some problems the well-known duality in linear programming
allows a combinatorial interpretation, too.
Definition 2.9
The linear program
min
{
bTy
∣∣∣ AT y ≥ c, y ∈ Rm+} (2.3)
is called the dual linear program of the system in (2.2).
Note that the dual LP of (2.3) is again the system (2.2) justifying the
term “duality”. If one of the systems (2.2) or (2.3) has an optimal solu-
tion then this is also true for the other one and the optimal objective
values are the same, that is,
max
{
cTx | Ax ≤ b, x ∈ Rn+
}
= min
{
bTy | AT y ≥ c, y ∈ Rm+
}
. (2.4)
A well-known example of this result is the well-known MAX FLOW-
MIN CUT theorem. The primal problem is the following.
MAXIMUM FLOW.
Given a directed graph G = (V, E), a source vertex s ∈ V,
a sink vertex t ∈ V, and a non-negative integral capacity
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function c : E → Z+, we seek an integral flow, that is, a
function x : E → Z+ with x(e) ≤ c(e) for all e ∈ E and∑
e∈δ({v})
x(e) =
∑
e∈δ({v})
x(e)
for all v ∈ V \ {s, t} such that
∑
e∈δ({s})
x(e) is maximal.
Formulating this problem as a MIP and considering the dual of the LP-
relaxation leads to the following problem.
MINIMUM DIRECTED CUT.
Given a directed graph G = (V, E), a source s ∈ V, a sink
t ∈ V, and a non-negative integral cost function c : E → Z+,
we seek an edge set S with minimum total cost such that
distG\S(s, t) = ∞.
For both problems there are MIP formulations whose relaxations have
integral optimal solutions. Since these relaxations are mutually dual
they have the same optimal objective value. This result was proved by
Ford and Fulkerson (see [21]) using combinatorial arguments rather
than LP duality. Consequently, combinatorial algorithms for both prob-
lems are known that are not based on LPs.
The MINIMUM DIRECTED CUT problem can also be formulated for
undirected graphs and is called MINIMUM CUT. Generalizations of this
problem are given below.
MINIMUM MULTI CUT.
Given an undirected graph G = (V, E) with edge costs ce for
all e ∈ E and vertex pairs (si, ti), i = 1, . . . , k, find a set S of
edges with minimum total cost such that distG\S(si, ti) = ∞
for all i = 1, . . . , k.
This problem is NP -complete for k ≥ 3 but polynomially solvable for
k = 2, see [55]. The following problem is another generalization of
MINIMUM CUT.
MINIMUM MULTIWAY CUT.
Given an undirected graph G = (V, E) with edge costs ce for
all e ∈ E and vertices (so-called terminals) si, i = 1, . . . , k,
find a set S of edges with minimum total cost such that
distG\S(si, s j) = ∞ for all i and j with 1 ≤ i < j ≤ k.
18 Chapter 2. Preliminaries
For k = 2 this problem is identical to MINIMUM CUT and for k ≥ 3 it is
NP -complete, see [16].
Another well studied combinatorial problem related to this work is
the problem of finding a shortest s-t-path in a graph G = (V, E) with
s, t ∈ V. A simple algorithm for this purpose is the following.
Algorithm 2.1 (breadth-first-search)
for i ∈ V do
N(i) ← ∅;
for (u, v) ∈ E do
N(u) ← N(u) ∪ {v};
N(v) ← N(v) ∪ {u}; (for undirected graphs only)
for i ∈ V do
d(i) ← ∞;
d(s) ← 0;
p(s) ← −1;
queue Q ← (s);
while Q is not empty do
extract and delete v from front of Q;
for i ∈ N(v) do
if d(i) = ∞ then
d(i) ← d(v) + 1;
p(i) ← v;
append i to back of Q;
Since the number of edges normally dominates the number of vertices
the running time of this algorithm is O(m). After applying this algo-
rithm d(i) contains the number dist(s, i) and if d(i) 6= ∞ the vertices of
a shortest s-i-path can be determined in reverse order by
i, p(i), p(p(i)), . . . , p(p(· · · p(i) · · ·)) = s.
If we do not seek s-t-paths having a minimal number of edges but
want s-t-paths having a minimal sum of non-negative edge weights we
then the following algorithm by Dijkstra ([17]) can be used.
Algorithm 2.2 (Dijkstra’s algorithm)
for i ∈ V do
N(i) ← ∅;
for (u, v) ∈ E do
N(u) ← N(u) ∪ {v};
N(v) ← N(v) ∪ {u}; (for undirected graphs only)
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for i ∈ V do
d(i) ← ∞;
t(i) ← 0;
d(s) ← 0;
p(s) ← s;
for ℓ = 1 to |V| do
i ← −1;
for j ∈ V do
if t( j) = 0 then
if i = −1 or d( j) < d(i) then
i ← j;
if d(i) = ∞ then
stop; (graph is not connected)
for j ∈ N(i) do
if t( j) = 0 and d( j) > d(i) + w(i, j) then
d( j) ← d(i) + w(i, j);
p( j) ← i;
t(i) ← 1;
In this simple implementation the running time is O(n2) but it can
be improved using special data structures. Similar to Algorithm 2.1
d(i) contains the minimum weight of s-i-paths with respect to the edge
weights we. The paths can be determined using p(i) as described above.
Dijkstra’s algorithm does not work if some weights we are negative.
If at least no cycle having a negative sum of weights exists, one can use
the algorithm by Bellman and Ford to find minimum weight s-t-paths,
see [6, 20]. If such cycles may exist then this problem is NP -hard.
C H A P T E R 3
Related Problems
T
HERE are some well-known problems that are evidently related
to BSP, namely MINIMUM CUT, MINIMUM MULTI CUT, and
MINIMUM MULTIWAY CUT. These obvious examples were al-
readymentioned in the introduction and will appear many times in this
work. The difference between them and BSP is that solutions for the
latter block shortest paths only. In this chapter we present other prob-
lems and results concerned with affecting distances and other graph
properties by modifying graphs.
3.1 Results on edge deletion problems
The general edge deletion problem is an optimization problem of the
following kind.
EDGE DELETION PROBLEM.
Given a graph G, find a minimum cardinality or minimum
cost edge set whose deletion from G results in a subgraph H
having some property.
Many problems in graph theory and combinatorial optimization can be
expressed as edge deletion problems. Besides the well-known examples
mentioned at the beginning of this chapter there are other problems
that in fact are edge deletion problems. Determining a minimum cost
spanning tree, a minimum cost matching, or a minimum cost solution
of the TRAVELING SALESMAN PROBLEM can be transformed to max-
imization problems by simply negating the edge costs. Then one can
ask for the minimum cost edge set whose deletion results in a tree, a
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matching, or a cycle on n vertices, where n is the number of vertices
of G. As these examples show, some edge deletion problems may be
solvable in polynomial time while others seem to be intractable.
What is a motivation to consider edge deletion problems? Think of
an optimization problem that is NP -complete in general and solvable
in polynomial time on graphs of a special class H. If we find a graph
H ∈ H similar to the given graph G then an optimal solution of the
problem on H may lead to a good solution of the problem on G. For
instance you may want to determine the chromatic number χ(G) of a
graph G, that is, the smallest number c such that a coloring of the ver-
tices of G with c colors exists where adjacent vertices have different
colors. It is well-known that this problem is NP -hard. However, it can
be solved in polynomial time for perfect graphs, that is, graphs whose
induced subgraphs G′ all contain a complete subgraph with χ(G′) ver-
tices, see [28]. So you may seek a perfect subgraph H of G having
maximum number of edges, determine a minimal coloring of H in poly-
nomial time, and try to modify colors of those vertices being incident to
the removed edges to get a coloring of G with a small number of colors.
Unfortunately, finding a maximum perfect subgraph of G is NP -hard
itself since this includes testing whether G is perfect.
There is a wide range of publications concerning edge deletion prob-
lems and many edge deletion problems are known to be NP -hard, for
instance those with one of the properties
(i) without cycles of length ℓ for fixed ℓ ≥ 3,
(ii) without cycles of length at most ℓ for fixed ℓ ≥ 3,
(iii) connected and with bounded maximum degree,
(iv) outerplanar,
(v) planar,
(vi) bipartite
for H (see [18, 54]).
3.2 Vertex deletion problems
The problem of blocking shortest paths by vertex deletion (BSPv) can be
defined like BSP, the only difference is that vertices are deleted instead
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of edges. Needless to say, vertices of the considered pairs may not be
deleted. The two problems are closely related: Any instance of BSP
can be transformed to an instance of BSPv in the following way. For
each pair (si, ti) we insert vertices s
′
i, t
′
i and edges e
s
i = {si, s
′
i} and e
t
i =
{ti, t
′
i}. Now we consider the line graph and the problem of blocking all
shortest paths between the vertices esi and e
t
i for all i = 1, . . . , k by vertex
deletion. It is easy to see that shortest si-ti-paths in the original graph
correspond exactly to shortest esi -e
t
i-paths in the line graph. Therefore
the instance of BSP and the instance of BSPv are equivalent. As we
will see in Chapter 4 it is NP -hard to solve BSP even for unit costs and
k = 2. Since the just described reduction is polynomial, BSPv is alsoNP -
hard in line graphs with unit costs and k = 2. Note that the reverse
reduction is not possible since for a general BSPv instance deleting a
vertex from the graph corresponds to deleting the edges of a clique of
its line graph instead of deleting single edges of its line graph.
BSPv is one example of the so-called vertex deletion problems which
can be discussed in a more general way as Lewis and Yannakakis did
in 1980, see [38]. More precisely, they considered the problem given
below.
VERTEX DELETION PROBLEM.
Given a graph G find a set of vertices of minimum cardinal-
ity, whose deletion from G results in a subgraph satisfying
some given property pi .
They showed that this problem is NP -hard under the following as-
sumptions, even when restricted to planar graphs.
(i) The property pi is hereditary on induced subgraphs, that is, if a
graph G has property pi , then all vertex-induced subgraphs of G
have property pi as well.
(ii) The property pi is non-trivial, that is, there are infinitely many
graphs having property pi as well as infinitely many graphs not
having pi .
Examples for properties pi satisfying these assumptions are outer pla-
nar, bipartite, interval graph, complete, and empty. For the last one
the vertex deletion problem is equivalent to the well-known MINIMUM
VERTEX COVER. Over the recent years there has been progress in ap-
proximating vertex deletion problems, see [22, 23, 39].
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3.3 Changing diameter or radius of graphs
Besides the general approaches to edge deletion problems described in
Section 3.1 non-algorithmic results on increasing the diameter or the
radius (see page 7) by edge deletion are known. For instance Schoone,
Bodlaender, and van Leeuwen asked for the largest diameter of a con-
nected graph H obtained from a graph G with diameter D by deleting
k edges, see [43]. They proved that if diam(H) is maximum and H is
connected, then
(k + 1)D− k ≤ diam(H) ≤ (k + 1)D
for even D and
(k + 1)D− 2k + 2 ≤ diam(H) ≤ (k + 1)D
for odd D ≥ 3. Furthermore, for directed graphs G they proved
diam(H) =
⌊
1
2 +
√
2k + 14
⌋
and diam(H) = 2k + 2
for D = 1 and D = 2, respectively, while for D ≥ 3 there is no bound on
diam(H) in terms of k and D. Additionally they showed that it is NP -
complete to decide whether k edges can be deleted from a given graph
G such that the resulting graph has a specific diameter. Both problems
are hard in directed as well as in undirected graphs. They also proved
the similar problem to be NP -hard where the diameter is decreased to
a given value by edge insertion.
In a subsequent work Alon, Gya´rfa´s, and Ruszinko´ considered the
minimal number fd(G) of edges that have to be added to a graph G
such that the resulting graph has a diameter of at most d, see [1]. They
verified that f2(G) = n − ∆(G)− 1 and f3(G) = n −O(∆(G)
3) hold if
the number n of vertices is sufficiently large, where ∆(G) is the max-
imum degree of G, see page 7. For d ≥ 4 they proved the tight bound
fd(G) = n/⌊d/2⌋ −O(1).
Similar questions may be asked for the radius of a graph. Segawa
showed in [45] that if H is a connected graph obtained from a graph G
by removing k edges then it holds
rad(H) ≤ (k + 1)rad(G)−
⌊
k
2
⌋
,
where rad(G) denotes the radius of G.
3.4. Decreasing distances by edge insertion 25
Graham and Harary considered in [26] a special case of diameter
alteration by restricting to the hypercubes Qn (see page 10). They fig-
ured out that one has to remove at least n− 1 edges from Qn to increase
its diameter, that at least two edges must be added to Qn to decrease
its diameter, and that both bounds are tight. Then they discussed the
corresponding maximum values and proved that the maximum num-
ber of edges that can be added to Qn without decreasing its diameter
is (
2n
n− 1
)
+
1
2
(
2n
n
)
− (n + 1)2n−1.
For the maximum number of edges which one can remove from Qn
without increasing its diameter they gave bounds that were improved
by Bouabdallah, Delorme, and Djelloul in [9] to
(n− 2)2n−1 −
(
n
⌊n/2⌋
)
+ 2
and
(n− 2)2n−1 + 1−
⌈
2n − 1
2n− 1
⌉
for the lower and the upper bond, respectively.
3.4 Decreasing distances by edge insertion
Since inserting edges into a graph G is equivalent to deleting edges
from its complement G, one could think that the problem of changing
distances by edge insertion is closely related to the problems mentioned
before. However, either distG(u, v) = 1 or distG(u, v) = 1 holds trivially.
Also for the diameter only few combinations for diam(G) and diam(G)
are possible. In [31] Harary and Robinson proved that if diam(G) ≥ 3
then diam(G) ≤ 3. In fact, exactly
diam(G) = 1, diam(G) = ∞,
diam(G) = 2, diam(G) = d for all d ≥ 2,
diam(G) = 3, diam(G) = 3
are possible. Therefore it is unlikely that results or algorithms for a
deletion problem are adaptable for an insertion problem or vice versa
and the problem given below is independent of BSP.
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DISTANCE DECREASING PROBLEM.
Given an undirected graph G = (V, E), costs ce for all edges
of G, and vertex pairs (si, ti), i = 1, . . . , k, find a set of edges of
G with minimum total cost whose insertion into G decreases
distG(si, ti) for all i = 1, . . . , k by at least 1.
This problem seems to be undiscussed. Nevertheless, it is easy to see
that it is NP -hard and APX -hard. The proof is by a simple reduction
from the MINIMUM STEINER TREE problem which is defined as fol-
lows.
MINIMUM STEINER TREE PROBLEM.
Given a complete graph Kn = (V, E), positive edge weights ce
for all e ∈ E, and a subset S ⊆ V of required vertices, find a
minimum cost subtree of Kn containing all vertices in S.
This problem is NP -hard and APX -hard, see [7]. It can be solved or
approximated using the following instance of the problem described
before. The graph is the empty graph G = Kn, the edge weights of
G = Kn are the given weights, and the pairs are all pairs of vertices of
S. It is easy to see that a subset of the edges of the original graph is a
feasible solution of this DISTANCE DECREASING PROBLEM if and only
if it is feasible for the MINIMUM STEINER TREE PROBLEM. Therefore
optimal objective value and approximation ratio are preserved. If the
graph of the DISTANCE DECREASING PROBLEM shall be connected one
could join any two vertices of G by paths using |V| additional vertices
each. The additional edges in G get sufficiently large weights, for ex-
ample the sum of the given weights.
Many results on Steiner trees are known and many variants of this
question have been discussed, see for instance [34]. Probably some of
the results are applicable to this edge insertion problem.
3.5 Flows with restricted path length
In his Ph.D. thesis [4] Baier discusses a problem related to BSP. As
a motivating example he gives the following traffic problem: Besides
the fact that all road users should be able to reach their destination, a
limitation of detours is desirable. Therefore the flow corresponding to
the overall traffic should consist of relatively short paths representing
the individual routes of the passengers. This leads to length-bounded
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flows, that is, flows that can be decomposed into paths of restricted
length. The combinatorial dual problem of BSP was presented as pack-
ing shortest paths in the introduction and it will be discussed more
detailed in Section 5.2. In fact, Baier considers a generalization of this
problem where not only shortest paths, but paths up to a given length
are packed. Moreover, edges do not necessarily have unit length as in
this work. Baier shows that even the fractional relaxation, that is, a ra-
tional flow value is assigned to the paths, with one source-sink-pair is
NP -hard, even in outerplanar graphs. Furthermore he discovers that
for given flow values on the edges, it isNP -hard to find a decomposition
into paths of restricted length.
Since this special flow problem is already hard to solve for k = 1 pair
this is true for non-fixed k ∈ N as well. However, as Baier proves, the
general case can be solved by determining solutions of a polynomially
bounded set of instances with k = 1 pair only.
As far as approximation is concerned Baier gives two fully poly-
nomial time approximation schemes. The first one approximates the
length bound, that is, the optimal flow value is achieved using path-
flows whose lengths are at most (1 + ε) times the allowed length. The
second algorithm approximates the optimal flow value by 1/(1 + ε)
while meeting the length bound. Both approaches rely on general lin-
ear programming techniques and therefore no meaningful estimation
of its running time can be given.
Furthermore, Baier discusses length bounded s-t-cuts, that is, edge
sets containing an edge of all s-t-paths up to some given length. Clearly,
this is a generalization of BSP. We give one of his main results in Chap-
ter 9.
C H A P T E R 4
Results on Complexity
I
N this chapter we discuss the complexity of BSP and several special
cases of it. The target is to find the borderline between the easy
and the hard cases and to get an idea of what it is that makes this
problem hard.
4.1 Single pair and star instances
The simplest case where the shortest paths of only one pair are to be
blocked can be solved in polynomial time. For this purpose we need a
special digraph which is defined as follows.
Definition 4.1
Let a simple and undirected graph G = (V, E) be given. Then for s ∈ V
the digraph Ds = (V, A) with
A = {(u, v) | {u, v} ∈ E and distG(s, v) = distG(s, u) + 1}
is called the shortest paths digraph with root s. It is denoted by Ds.
Figure 4.1 shows a generalized Petersen graph and its shortest paths
digraph. As a consequence of the symmetry of this special graph, all
digraphs Ds with s being a vertex of the inner cycle are isomorphic.
By definition the vertices of any directed s-t-path in Ds have strictly
increasing distances from s in G. Thus, any directed s-t-path in Ds
corresponds to a shortest s-t-path in G. Vice versa each edge of any
shortest s-t-path in G occurs with appropriate orientation in Ds, so any
shortest s-t-path in G corresponds to a directed s-t-path in Ds. There-
fore, solving BSP for a graph G and one vertex pair (s, t) is equivalent
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dist=1 dist=2 dist=3dist=0
Figure 4.1. A graph and its shortest paths digraph with the
white vertex as root.
to determining a minimum cost s-t-cut in the shortest paths digraph
where the edge costs in the digraph are the same as in G. The next the-
orem states that this result can be extended to so-called star instances,
that is, instances where the pairs have a star-like configuration.
Theorem 4.1
Instances of BSP with pairs (s, ti), i = 1, . . . , k, that is, one vertex occurs
in all pairs, can be solved in polynomial time.
PROOF. Since the shortest paths digraph depends on its root only, di-
rected s-ti-paths in Ds correspond exactly to shortest s-ti-paths in G
(i = 1, . . . , k), as described above. So an optimal solution of the BSP
instance can be found by determining a minimum cost edge set in Ds
separating s and the set {ti | i = 1, . . . , k}. It is well-known that this
can be done by introducing a super sink t and directed edges (ti, t) with
sufficiently large costs (e.g., 1 +
∑
ce) and then computing a minimum
s-t-cut. o
4.2 Instances with two disjoint pairs
Yannakakis, Kanellakis, Cosmadakis, and Papadimitriou showed in
[55] that MULTI CUT with two pairs can be solved in polynomial time.
This is not true for BSP, even for grid graphs as the following theorem
shows.
Theorem 4.2
BSP with k = 2 pairs (si, ti) is NP-hard, even for grid graphs G.
PROOF. Whether a given set of edges is a feasible solution of BSP can
be checked in polynomial time. Thus, this problem belongs to NP . We
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prove the completeness by reduction from SET COVER. So let non-
empty sets A1, . . . , Am ⊆ {1, . . . , n} and r ∈ {1, . . . , m} be given. To de-
cide whether there is an index set I with |I| ≤ r and
⋃
i∈I Ai = {1, . . . , n}
we construct a grid graph as an instance of BSP and ask for a solution
with total cost of at most c (the value c = c(r) will be specified later).
We take a tiling with m rows and n columns. In each cell we place
one of the two types of tiles shown in Figure 4.2. The single thin edge
Figure 4.2. Tiles of type 1 (left) and type 2 (right).
in the type 1 tile has cost 1 whereas thick edges have costs c + 1, so
they cannot be deleted. These tiles both have two connector vertices
on the right and the left side and one connector vertex on the top and
the bottom side shared with neighboring tiles. For the cell in the ith
row and the jth column we choose a tile of type 1 if j ∈ Ai and a tile of
type 2 otherwise. Then in each row we add one vertex si to the left of
the tiling and connect it to the upper connector vertex on the left side
of the leftmost cell by an edge with cost |Ai| − 1 where i is the number
of the row (see Figure 4.3). The lower connector vertices on the right
si
ti
Figure 4.3. Example for the ith row in the reduction from SET COVER.
side of the rightmost cells are denoted by ti, where i is the number of
the row. The vertices on the top side and on the bottom side of the
tiling are denoted by ŝ j and t̂ j, respectively, where j is the number of
the column.
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In this graph shortest si-ti-paths use the edge adjacent to si, six
edges from left to right in each cell, and exactly one additional vertical
edge in a type 1 cell, so their length is 6n + 2. To disconnect all shortest
paths of an si-ti-pair one can delete the edge being adjacent to si with
cost |Ai| − 1 or one can delete all |Ai| unit cost edges in the type 1 cells
in that row.
Shortest ŝ j-t̂ j-paths have length 8m. They can only be disconnected
by deleting an edge with cost 1 in a type 1 tile in that column.
Let a solution S with total cost at most c =
∑m
i=1(|Ai| − 1) + r of the
just constructed BSP instance with pairs (si, ti) and (ŝ j, t̂ j) be given. Let
I be the set of indices of the rows in which unit cost edges are deleted.
To block all shortest paths of one si-ti-pair, edges with total cost at least
|Ai| − 1 have to be deleted (i = 1, . . . , m). By definition c exceeds the
sum of these values by r. So there are at most r rows in which edges
with total cost larger than |Ai| − 1 (namely the unit cost edges in the
type 1 cells) may be deleted. Thus, |I| ≤ r.
To block the unique shortest ŝ j-t̂ j-path a unit cost edge in a type 1
tile of the jth column has to be deleted. Let i be the row of that tile.
Then i ∈ I and j ∈ Ai follow. Since this is true for each j = 1, . . . , n we
have
⋃
i∈I Ai = {1, . . . , n} and I is a solution of the SET COVER instance.
Vice versa, given a solution I of the SET COVER instance with |I| ≤ r
we get a solution of BSPwith total cost at most c by deleting all unit cost
edges in the ith row for all i ∈ I and the edge incident to si in the ith
row for all i 6∈ I.
So it is possible to increase dist(si, ti) and dist(ŝ j, t̂ j) for all i and j
by deleting edges of total cost c if and only if there is a feasible solution
of the SET COVER problem with r subsets.
ŝ1 ŝ2 ŝ3 ŝ4 ŝ5
s1
Figure 4.4. Vertices ŝ j are connected to s1 by
paths of the same length.
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To get an instance of BSP with two pairs we add a vertex s1 and
connect it to the vertices ŝ j as shown in Figure 4.4 for n = 5. The
edges have weights c + 1 and it holds dist(ŝ j, s1) = dist(ŝh, s1) for all
j and h. Then we introduce vertices t1, s2, and t2 and connect them
to the vertices t̂ j, si, and ti, respectively, in a similar way. Note that
this does not introduce new shortest si-ti-paths or ŝ j-t̂ j-paths. It holds
dist(ŝ j, t̂h) ≥ dist(ŝ j, t̂ j) + 4 if j 6= h and dist(si, th) ≥ dist(si, ti) + 2
if i 6= h. Thus, increasing dist(s1, t1) and dist(s2, t2) is equivalent to
increasing dist(si, ti) and dist(ŝ j, t̂ j) for all i and j.
Clearly, this construction can be done in polynomial time. o
The following variation of this result uses unit cost edges only but
needs general bipartite planar graphs.
Corollary 4.1
BSP with k = 2 pairs (si, ti) is NP-hard, even for planar bipartite graphs
G with unit costs.
PROOF. Let an instance of SET COVER as in the former proof be given.
Wemay assume |Ai| ≥ 2 since augmenting each set with two further el-
ements (e.g., n + 1 and n + 2) will not change the feasibility of solutions.
Then we use the same reduction as in the proof of Theorem 4.2. In that
instance of BSP edge costs were integral and in the range 1, . . . , c + 1.
So we can replace each edge e by a complete bipartite graph K2,ce with
unit cost edges as shown in Figure 4.5 for ce = 6. The size of the graph
−→
Figure 4.5. An edge with cost 6 is replaced
by a K2,6 with unit cost edges.
is still bounded polynomially by the size of the original SET COVER in-
stance, since c =
∑
(|Ai| − 1) + r = O(nm). This replacement doubles
all distances in the graph, so the sets of shortest paths are unchanged.
Deleting an edge with cost ce in the original graph corresponds exactly
to deleting a minimal cut from the K2,ce . Thus, there is a solution of BSP
in the modified graph with total cost c′ if and only if there is a solution
of BSP in the grid graph with total cost c′. The just constructed graph is
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planar and since lengths of cycles are doubled as well, it does not con-
tain odd cycles and is therefore bipartite. More precisely, it contains
only cycles whose lengths are a multiple of 4 since the original graph is
already bipartite. o
With some other slight modification we can strengthen the result of
Theorem 4.2.
Corollary 4.2
BSP with k = 2 pairs (si, ti) is NP-hard, even for grid graphs G with
maximum degree 3.
PROOF. The only vertices of degree 4 in the graph constructed in
the proof of Theorem 4.2 are the two in each tile. To avoid them we
first replace each edge e by a path with three edges with costs c + 1,
ce, c + 1. This triples the lengths of all paths and therefore does not
change shortest paths, feasible solutions, and objective values in prin-
ciple. Then the vertices with degree 4 can be replaced by an 8-cycle
whose edges all have costs c + 1 as shown in Figure 4.6. Again, this
−→
Figure 4.6. Vertices with degree 4 are replaced by
8-cycles. The large vertices are those of the graph
constructed in the proof of Theorem 4.2.
preserves the optimal objective value and it is also applicable in type 1
tiles where vertices of degree 4 are adjacent. o
4.3 Triangle instances
So far we have seen that star instances can be solved in polynomial
time while BSP is NP -complete if there are two disjoint pairs. The
only configuration that is none of the above has pairs (r, s), (s, t), and
(r, t). Corresponding instances are called triangle instances. In this
section some remarks on this problem are given, but unfortunately its
complexity will not be determined.
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We can compute a feasible solution of a triangle instance by firstly
blocking all shortest r-s-paths and then blocking all considered short-
est paths starting at t in polynomial time as described in the proof of
Theorem 4.1. Although the solutions of the two subproblems are opti-
mal their union is not optimal generally for triangle instances, as the
instance in Figure 4.7 shows. For this example with ε > 0 the unique
1+ε 1+ε
r s
t
Figure 4.7. Triangle instance, all edge costs
that are not given are unit costs.
optimal solution of the first subproblem is formed by the two unit cost
edges incident to r or s, and the one for the second subproblem is made
up by the two unit cost edges incident to t. For small ε the unique op-
timal solution of the triangle instance consists of the two edges with
costs 1 +ε, yielding an approximation ratio of 2 for ε→ 0 which can be
shown to be as bad as possible, see Theorem 7.1.
Dahlhaus et al. showed in [16] that MINIMUM MULTIWAY CUT,
see definition on page 17, with three terminal vertices is NP -complete.
Since this problem is closely related to triangle instances one could
hope that their proof can be adopted to BSP. They give a counterexam-
ple showing that a certain approach does not lead to optimal solutions
and use this instance to prove NP -hardness. So we take a look at a
similar approach for BSP triangle instances.
For a set X ⊆ V \ {r, s, t} let Sr be the set of edges {u, v} of shortest
r-s-paths and shortest r-t-paths satisfying u ∈ X ∪ {r}, v 6∈ X ∪ {r}, and
dist(r, u) < dist(r, v). Clearly, any shortest r-s-paths and any shortest
r-t-paths contain an edge of Sr. Now set ce = 0 for all e ∈ Sr and
determine the optimal solution Sst of the BSP instance with the pair
(s, t). Then S = Sr ∪ Sst is a feasible solution of the triangle instance
and there exists an X such that this solution is optimal. So if f (X) is
defined as the total cost of S then the minimum of the function f on
the subsets of V \ {r, s, t} corresponds to an optimal solution of the BSP
instance. Note that f can be determined in polynomial time.
There is a result by Gro¨tschel, Lovasz, and Schrijver on submodular
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functions that is, functions f defined on the subsets of some finite set
U satisfying
f (X) + f (Y) ≥ f (X ∩Y) + f (X ∪Y) (4.1)
for all X, Y ⊆ U. They showed in [27] that a submodular function can
be minimized in polynomial time if it can be computed in polynomial
time. So if the function f as defined above was submodular then this
would lead to a polynomial algorithm for BSP. However, as the instance
in Figure 4.8 shows, f is not submodular. For X = {x, z} and Y = {y, z}
s t
r
x y
z
Figure 4.8. Triangle instance
proving that f is not unimodular.
All edges have unit costs.
r
y1
y2
x1
x2
t
s
Figure 4.9. Triangle instance
proving that f ′ is not unimodular.
All edges have unit costs.
it holds f (X) = f (Y) = 2, f (X ∩ Y) = 3, and f (X ∪ Y) = 2 violating
(4.1).
Similar to f one could define a function f ′ where only shortest r-t-
paths are blocked in dependency of X and then an optimal solution of
the star instance with pairs (s, r) and (s, t) is determined. The instance
in Figure 4.9 proves that f ′ is not submodular, too. To see this consider
the sets X = {x1, x2} and Y = {y1, y2}.
For the MINIMUM MULTIWAY CUT Dahlhaus et al. also give a coun-
terexample proving that a similar function for that problem is not sub-
modular. Then they used the graph of the counterexample for their
proof of NP -completeness. Unfortunately, their approach cannot be
adopted for BSP since disconnecting all s-t-paths is indispensable for
their construction. Therefore the complexity of these special BSP in-
stances remains open.
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4.4 Other special cases
The next theorem shows two more special cases of BSP that can be
solved in polynomial time.
Theorem 4.3
BSP with a fixed number k of pairs and unit costs can be solved in poly-
nomial time in outerplanar graphs and in graphs with bounded maxi-
mum degree.
PROOF. Let an outerplanar graph G = (V, E) be given and consider a
pair (s, t) of its vertices. We can assume that the vertices of G are the
numbers 1, 2, . . . , n, arranged clockwise on a cycle in an outerplanar
drawing and that s = 1. As mentioned in the introduction we may
assume {s, t} 6∈ E. At least one of the vertices
u = max{i | 2 ≤ i ≤ t− 1, {s, i} ∈ E},
v = min{i | t + 1 ≤ i ≤ n, {s, i} ∈ E}
exists if the graph is connected. If only one of them exists, arguments
similar to the following hold. Since there is no edge connecting a vertex
1, . . . , u− 1 or v + 1, . . . , n to a vertex u + 1, . . . , v− 1 every s-t-path con-
tains the vertex u or the vertex v (see the example in Figure 4.10).
Thus, any shortest s-t-path uses the edge {s, u} or the edge {s, v}.
v
t
s = 1
u
Figure 4.10. If {s, t} 6∈ E each shortest s-t-path
uses one of the edges {s, u} and {s, v}.
Therefore deleting these edges blocks all shortest s-t-paths. This is
true for all pairs, so there is a feasible solution of BSP with at most 2k
edges. To find an optimal solution we only have to test all sets of at
most 2k − 1 edges for feasibility, which is possible in polynomial time
since k is fixed.
Likewise, for each graph G whose maximum degree is bounded from
above by some ∆max there is a feasible solution of BSP with at most
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k∆max edges. It consists of all edges being adjacent to one of the ver-
tices si. So in this case we can test all sets of up to k∆max − 1 edges in
polynomial time to determine an optimal solution. o
Clearly, the proof of Theorem 4.3 leads to a polynomial time al-
gorithm but its complexity is impractical. The question whether the
structure of these special instances can be used to find a sophisticated
algorithm remains open. Only for the case ∆(G) = 2 we present a fast
algorithm that even works if the number of pairs is part of the input
data and costs are arbitrary.
Theorem 4.4
BSP in graphs G on n vertices with maximum degree ∆(G) = 2 can be
solved in O(n3) time.
PROOF. If ∆(G) = 2, components of G are paths or cycles. These
components can be identified in O(nm) = O(n2) time using multiple
breadth-first-searches. Then each subproblem can be solved separately
and therefore we may assume that G is connected. We first consider
the case where G is a path. If the BSP instance contains two pairs
(si, ti) and (s j, t j) such that si and ti both are vertices of the unique
shortest s j-t j-path then the second pair can be left out since s j and t j
are disconnected once si and ti are disconnected. To remove some of
these redundant pairs we can use vertex labels ℓ(v) increasing along
the path. With appropriate reordering we can assume ℓ(si) < ℓ(ti) for
all i = 1, . . . , k. Then we sort the pairs by increasing ℓ(si). If two pairs
have the same ℓ(si) label then we omit the pair with larger ℓ(ti) value.
This can all be done in O(m + k log k) which is smaller than O(n3). Af-
ter this preprocessing we have k ≤ n and ℓ(s1) < ℓ(s2) < . . . < ℓ(sk) for
redefined pairs (si, ti).
Now we consider a BSP instance with the same graph and with pairs
(si, ti), . . . , (sk, tk). For its optimal objective value r(i) it holds
r(i) = min
{
c{u, v}+ r(h)
∣∣∣ ℓ(si) ≤ ℓ(u) < ℓ(v) ≤ ℓ(ti),
h = min{ j | ℓ(s j) ≥ ℓ(v)}
}
where the minimum of the empty set is ∞, and r(∞) = 0. Roughly
speaking we remove an edge {u, v} of the si-ti-path and solve the BSP
instance with those pairs of (si, ti), . . . , (sk, tk) that are still connected.
This equation leads to a dynamic programming approach. To compute
in advance the minimum h for each edge {u, v} as given in the formula
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takes time O(n log k). Then we can compute all values r(i) in O(n2)
and thereby determine an optimal solution of the BSP instance.
Now we consider the case that the graph is a cycle. One of the edges
of a (possibly non-unique) shortest s1-t1-path P has to be deleted. Once
this edge is removed, an instance of BSPwhose graph is a path remains.
It can be solved inO(n2) as described above. Testing each edge of P and
keeping the best solution leads to an O(n3) algorithm. o
BSP instances with unit costs and ∆(G) ≤ 2 can be solved even
faster. To see this let G be a path and consider the open intervals
(ℓ(si), ℓ(ti)) = {x ∈ R | ℓ(si) < x < ℓ(ti)} defined using the vertex
labels ℓ(v), see Figure 4.11. It is easy to see that the BSP instance is
s1 s2 s3 t2t1 t3
)
( )
(
(
)
Figure 4.11. Intervals (1, 4), (2, 6), and (3, 5) corre-
sponding to the three pairs of the BSP instance.
equivalent to solving MINIMUM CLIQUE COVER in the interval graph
H on these intervals, that is, finding a minimum set of complete sub-
graphs of H such that each vertex of H is contained in at least one of
them. If G is a cycle then one can construct a circular arc graph in a
similar way. For these cases MINIMUM CLIQUE COVER can be solved
in O(k log k) and O(k2) where k is the number of intervals and seg-
ments, respectively, see [29]. So if k ≤ n (which can always be achieved
by preprocessing) we get an O(n2) algorithm for unit cost instances.
As long as all components are paths, BSP is equivalent to MULTI
CUT since each path is a shortest path. Trivially, this is also true if
the graph is a tree. Therefore the following result proved by Garg,
Vazirani, and Yannakakis in [25] for MULTI CUT is true for BSP as
well. Because of its simplicity we also review the proof.
Theorem 4.5 (Garg, Vazirani, and Yannakakis)
BSP is NP-hard and APX-hard, even in stars K1,n with unit costs.
PROOF. The proof is by reduction from MINIMUM VERTEX COVER.
Given a graph G = (V, E) as an instance of this problem, we consider
the unit cost BSP instance with vertex set V ∪ {w}, edges {v, w} for all
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v ∈ V, and pairs (s, t) for all {s, t} ∈ E. Then for each edge {u, v} of
G one has to delete {u, w} or {v, w} in the BSP instance corresponding
to selecting u or v for the vertex cover. Thus, this reduction preserves
objective values, and consequently, unless P = NP , BSP is not approx-
imable within 7/6 like MINIMUM VERTEX COVER, see [32]. o
4.5 Summary
As a conclusion Table 4.1 summarizes the results obtained in this chap-
ter. Several special cases were discussed, but there are still open prob-
lems.
number of pairs costs graph properties status reference
1 — — P Th 4.1
2 — grid graph, ∆ = 3 NP Co 4.2
2 unit planar and bipartite NP Co 4.1
fixed unit bounded degree P Th 4.3
fixed unit outerplanar P Th 4.3
arbitrary unit stars K1,n NP Th 4.5
arbitrary — ∆ = 2 P Th 4.4
Table 4.1. Overview of complexity results.
An interesting question besides complexity of special cases is ap-
proximability of the NP -hard cases. Theorem 4.5 states that BSP with
an arbitrary number of pairs is APX -hard, that is, there is no poly-
nomial time approximation scheme (PTAS ) as long as P 6= NP , even
if the graph has a simple structure and edges have unit costs. If the
number k of pairs is fixed then it is not clear whether or not a PTAS
exists. In Chapter 7, a constant factor approximation algorithm for in-
stances with fixed k is presented, but if k is not fixed then such a result
is missing. Therefore in both cases the analysis of the approximability
is not tight.
C H A P T E R 5
Results in Extremal Graph
Theory
T
HERE are several questions in extremal graph theory concerned
with BSP. Some of them are useful for studies of complexity and
approximation, while some others are interesting in their own
right.
5.1 Unit cost instances with large optimal
solutions
In this section we ask how large the optimal objective value of a BSP in-
stance can be. More precisely, we seek instances having unit costs and
a given number of vertices and pairs such that the optimal objective
value is maximal.
Theorem 5.1
For instances of BSP with unit costs, n vertices, and k disjoint vertex
pairs (si, ti) the optimal objective value is at most
k(n− k− 1) if n ≥ 2k + 1,
1
4 n
2 − 12 n + 1 if n = 2k.
Both bounds are tight.
PROOF. Consider a graph G with n vertices and k disjoint vertex pairs
(si, ti) of G. Let k1 be the number of pairs with distance 1. We can
assume that (si, ti) with i = 1, . . . , k1 are those pairs. Now all considered
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distances can be increased by removing the edges {si, ti} for i = 1, . . . , k1
and the edges of the cut S = δG({sk1+1, . . . , sk}), that is, all edges being
incident to exactly one of the vertices sk1+1, . . . , sk. Since {si, ti} 6∈ S for
i = k1 + 1, . . . , k, we have
|S| ≤ (k− k1)(n− (k− k1))− (k− k1).
Therefore the total number of edges to remove is
k1 + |S| ≤ k1 + (k− k1)(n− (k− k1))− (k− k1)
= k + 14 n
2 − n + 1−
(
k1 +
1
2 n− k− 1
)2
. (5.1)
Consider the case n ≥ 2k + 1. Then the right hand side of (5.1) is
minimal if k1 = 0 and for this value we get k1 + |S| ≤ k(n − k) − k,
which proves the first assertion.
In the case n = 2k the expression in (5.1) is minimal if k1 = 1,
resulting in the claimed bound 14 n
2 − 12 n + 1.
To prove the tightness of the bounds we consider a graph G with ver-
tices s1, s2, . . . , sk, t1, t2, . . . , tk, and v1, v2, . . . , vn−2k and all edges except
for {si, ti}, i = 1, . . . , k (see Figure 5.1 for k = 3 and n = 8). Whether or
not edges {vi, v j} are present is non-relevant since they are not part of
any of the shortest si-ti-paths.
s1
s2
s3
t1
t2
t3
v2v1
Figure 5.1. A unit cost BSP instance with n = 8 vertices,
k = 3 pairs, and optimal objective value of 12.
We consider the following shortest paths only: For i = 1, . . . , k and
j = 1, . . . , n− 2k we have the paths (si, v j, ti), their number is k(n− 2k).
For 1 ≤ i < j ≤ k we have the paths (si, t j, ti) and (si, s j, ti). The number
of these paths is
(
k
2
)
for both types. All these paths are edge-disjoint
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and their total number is
k(n− 2k) + 2
(
k
2
)
= k(n− k− 1).
Since one edge of each path has to be deleted, this proves the assertion
for n ≥ 2k + 1.
For n = 2k we add the edge {sk, tk} to the just described graph. Then
we have the shortest paths (si, t j, ti) and (si, s j, ti) with 1 ≤ i < j ≤ k
and (sk, tk). Again, they are all disjoint and their number is
2
(
k
2
)
+ 1 =
1
4
n2 −
1
2
n + 1,
thus completing the proof. o
5.2 The duality gap
As mentioned in the introduction the dual of the LP-relaxation of a MIP
for BSP with unit costs has the following combinatorial interpretation:
For a given BSP instance and the set P of considered shortest paths,
find a maximum subset of P containing edge-disjoint paths only. We
will call this problem PACKING SHORTEST PATHS (PSP). Figure 1.2 in
the introduction shows an instance where optimal objective values of
BSP and PSP are different. This leads to the question how large the
ratio of the optimal objective values of the two problems can be.
Theorem 5.2
For any BSP instance with k pairs it holds
zBSP
zPSP
≤ k,
where zBSP is the optimal objective value of the BSP instance and zPSP
is the optimal objective value of the corresponding PSP instance. This
bound is best possible, even for grid graphs.
PROOF. For instances with k = 1 pair, we have already seen in The-
orem 4.1 on page 30 that any minimum s-t-cut in the shortest paths
digraph Ds is an optimal solution of BSP. Since directed s-t-paths in Ds
correspond exactly to shortest s-t-paths in G the well-known result by
Ford and Fulkerson (see [21]) can be applied, proving that BSP and PSP
have the same objective value.
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For instances with k ≥ 2 pairs let zi be the optimal objective value
of the BSP instance with one pair (si, ti). Since the union of the corre-
sponding optimal solutions is feasible for the original instance it holds
zBSP ≤
k∑
i=1
zi.
By the pigeonhole principle there is an index i such that zBSP ≤ kzi. As
mentioned in the previous paragraph there are zi edge-disjoint shortest
si-ti-paths, so zi ≤ zPSP and this proves the asserted inequality.
To prove that this bound is best possible we consider BSP instances
with grid graphs constructed as follows. The vertices s1, s2, . . . , sk are
arranged from top to bottom in a column on the left side, the vertices
t1, t2, . . . , tk are arranged from bottom to top in a column on the right
side. For the first pair we insert two paths being parallel horizontal
lines. For the ith pair we insert two paths starting at si going right-
wards, then going alternatingly upwards and rightwards crossing all
paths inserted before, and finally going rightwards to ti, see Figure 5.2
and the title page of this work for k = 3.
Because of the arrangement any si-ti-path and any s j-t j-path with
i 6= j have a crossing. Since the graph is planar a crossing is a common
interior vertex of the two paths. Since the maximum degree is 3 the
two paths share an edge incident to such a vertex. Clearly, any two
si-ti-paths share the edge adjacent to ti. Thus, no two edge-disjoint
shortest paths exist, that is, zPSP = 1.
The 2k paths used to define this graph are shortest paths since they
use edges going upwards and rightwards only. By construction no edge
is used by three of those paths, so k edges have to be deleted to block
all of them. Thus, zPSP ≥ k which implies zBSP/zPSP ≥ k. o
5.3 The maximal number of shortest paths
It is well-known that the number of shortest paths in graphs may in-
crease exponentially with the number of vertices. Besides the asymp-
totics one may ask for a tight bound on the number of shortest s-t-paths
in a graph on n vertices. We will use the bound determined in this sec-
tion to prove an approximation guarantee in Chapter 7.
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s3
s2
s1
t3
t2
t1
s3
s2
s1
t3
t2
t1
s3
s2
s1
t3
t2
t1
Figure 5.2. A BSP instance being the union of two
si-ti-paths for each i = 1, 2, 3.
46 Chapter 5. Results in Extremal Graph Theory
Theorem 5.3
Given a graph or digraph G = (V, E) on n vertices and s, t ∈ V, there
are at most
4 · 3(n−6)/3, 2 · 3(n−4)/3, 3(n−2)/3
shortest s-t-paths for n ≡ 0, 1, 2 (mod 3), respectively. This bound is
tight, it is attained for graphs as shown in Figure 5.3.
Figure 5.3. Undirected graphs with maximum number of shortest
paths between white vertices and n ≡ 0, 1, 2 (mod 3) vertices. In
the corresponding digraphs edges are oriented from left to right.
PROOF. For a given graph or digraph G = (V, E) and vertices s, t ∈ V,
let d = dist(s, t) − 1 be the number of interior vertices on shortest
s-t-paths and let ni (i = 1, . . . , d) be the number of vertices v with
dist(s, v) = i. Since any shortest s-t-path uses exactly one vertex of
distance i for each i = 1, . . . , d there are at most
∏
ni such paths. This
bound is tight if any two vertices u and v with dist(s, u) = dist(s, v) + 1
are adjacent. So the maximal number of shortest s-t-paths in a graph
with n vertices is given by the system
max
d∏
i=1
ni s. t.
d∑
i=1
ni = n− 2, ni, d ∈ N. (5.2)
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In other words, we seek a finite sequence (ni) of positive integers such
that the sum of its elements is fixed and such that the product of its
elements is maximal. Let an optimal sequence (ni) be given and let d
be the number of its elements. Assume that there is an index i with
ni ≥ 5. Since 2(ni − 2) = 2ni − 4 > ni we could increase the product
by replacing ni with ni − 2 and expanding the sequence by adding an
element nd+1 = 2. So ni ≤ 4 holds for all i = 1, . . . , d.
Analogously, the subsequences (1, x), (2, 4), (4, 4), and (2, 2, 2) of (ni)
can be replaced by (1 + x), (3, 3), (3, 3, 2), and (3, 3), respectively, yield-
ing a feasible solution of system (5.2) with increased objective value.
Therefore in an optimal solution the number 2 occurs at most twice
and the number 4 occurs at most once, all other elements are 3. There
is no optimal solution containing both, 2 and 4.
Since interchanging the subsequences (2, 2) and (4) does not affect
the objective function, optimal solutions are ni = 3 for i = 1, . . . , d − 1
and
nd = 3, d = (n− 2)/3 for n ≡ 2 (mod 3),
nd = 2, d = 1 + (n− 4)/3 for n ≡ 1 (mod 3),
nd = 4, d = 1 + (n− 6)/3 for n ≡ 0 (mod 3),
thus proving the assertion. o
C H A P T E R 6
Optimal Solution Approaches
F
OR problems that are NP -hard as shown for BSP in Chapter 4 it
is unlikely that an exact solution can be determined in polyno-
mial time. Nevertheless, one may ask for approaches to solve
small instances of a problem in acceptable time. A common technique
to achieve this is to formulate the problem as a mixed integer program
(MIP) and to solve it using standard algorithms or specialized varia-
tions of them. In this chapter we discuss a straightforward MIP formu-
lation and a more elaborated one.
6.1 Set cover MIP formulation
The most obvious MIP formulation was already mentioned in the intro-
duction, primarily to present its dual problem and its combinatorial in-
terpretation. Thinking of BSP as a special SET COVER PROBLEM where
shortest paths are the elements to be covered and edges correspond to
the subsets one may select, leads to the MIP
min
∑
e∈E
cexe
s. t.
∑
e∈P
xe ≥ 1 for all P ∈ P
xe ∈ {0, 1} for all e ∈ E,
(6.1)
where ce are the edge costs and P is the set of considered shortest
paths. Beneath the fact that solving MIPs is NP -hard, this special
MIP may have an exponential number of inequalities, see Theorem 5.3
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on page 44. Anyhow, given some infeasible x we can determine a vi-
olated inequality by removing all edges e with xe = 1 and then de-
termining dist eG(si, ti) for all i = 1, . . . , k in the reduced graph G˜. If
dist eG(si, ti) = distG(si, ti) for the original graph G and some index i then
a corresponding shortest si-ti-path in G˜ specifies an unsatisfied inequal-
ity. Otherwise it holds dist eG(si, ti) ≥ distG(si, ti) + 1 for all i = 1, . . . , k
and the solution is feasible. Therefore, we can determine an inequality
that is not fulfilled or verify feasibility in O(km) time using k breadth-
first-searches.
Analogously, we can determine violated inequalities for the relax-
ation, that is, the linear program (LP) identical to the MIP in (6.1) but
with xe ∈ [0, 1] instead of xe ∈ {0, 1}. For this purpose we determine
shortest si-ti-paths in G with respect to the edge lengths 1 + xe. If there
is an si-ti-path with total length smaller than distG(si, ti) + 1 then it has
distG(si, ti) edges and it is one of the paths to block in the BSP instance.
Moreover, the sum of the x-values of its edges is smaller than 1 and
the corresponding inequality is not fulfilled. Otherwise the length of
the shortest si-ti-path with respect to the edge lengths 1 + xe is at least
distG(si, ti) + 1. Then the sum of its x-values is not smaller than 1 or
it has at least distG(si, ti) + 1 edges. In both cases inequalities corre-
sponding to shortest si-ti-paths of the BSP instance are satisfied. So for
the relaxation we can verify the feasibility of a given x or determine a
violated inequality in O(kn2) using the basic Dijkstra algorithm.
With the just described approach we can solve the relaxation in
polynomial time using ellipsoid method. Furthermore, we can find opti-
mal solutions of BSP using the following branch-and-cut approach. We
start with a list of open problems, the so-called branch-and-cut nodes,
containing the MIP (6.1) only. Then we iteratively take an open prob-
lem out of the list and determine the optimal solution of its relaxation.
We select some non-integral variable xe and add the reduced problems
with xe = 0 and xe = 1 to the list of open problems. If all variables
are integral then we found a feasible solution of the BSP instance and
we save the best of such solutions. If the optimal objective value of the
relaxation is not smaller then the total cost of the best integral solution
we have seen so far, then we do not add the two reduced problems to
the list since they can not lead to better solutions.
This standard technique leads to a finite algorithm, but time and
memory consumption both may be exponential in the number of ver-
tices of the BSP instance.
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6.2 Flow based MIP formulation
The main disadvantage of the MIP presented in the previous section is
the possibly exponential number of inequalities. In this section we de-
rive an equivalent MIP formulation which has only a polynomial num-
ber of inequalities. It is based on the LP for MINIMUM CUT which in
turn is the dual of the LP of MAXIMUM FLOW. These LPs both have
integral optimal solutions, but for BSP we have to force variables to be
integers.
In addition to the edge variables xe we have vertex variables y
i
v for
each vertex v ∈ V and each i = 1, . . . , k. They represent some kind of
distance between si and v. The MIP is
min
∑
e∈E
cexe
s. t. x{u,v} + y
i
u − y
i
v ≥ 0 for all (u, v) ∈ Dsi
and all i = 1, . . . , k
yisi = 0 for all i = 1, . . . , k
yiti = 1 for all i = 1, . . . , k
xe ∈ {0, 1} for all e ∈ E,
(6.2)
where Dsi is the shortest path digraph with root si, see Definition 4.1
on page 29. This MIP consists of one MINIMUM CUT formulation for
each pair in the corresponding shortest paths digraph. Each of these
formulations has its own vertex variables yiv but uses common edge
variables xe. The MIPs in (6.1) and in (6.2) are some kind of equivalent
as the following lemma shows.
Lemma 6.1
Let P1 and P2 be the polytopes of the relaxations of the MIPs in (6.1) and
in (6.2), respectively, with xe ∈ [0, 1] instead of xe ∈ {0, 1}. Then P1 is
the projection of P2 into the space of the edge variables xe.
PROOF. Consider a point (x, y) ∈ P2 and an inequality of the MIP in
(6.1). Let (v1, v2, . . . , vd) with v1 = si and vd = ti be the shortest si-ti-
path corresponding to this inequality. Then (v j, v j+1) is an edge of Dsi
for j = 1, . . . , d− 1. If we add the corresponding inequalities in (6.2) we
get
0 ≤
d−1∑
j=1
(
x{v j ,v j+1} + y
i
v j
− yiv j+1
)
=
d−1∑
j=1
x{v j ,v j+1} + y
i
si
− yiti
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which is equivalent to
d−1∑
j=1
x{v j ,v j+1} ≥ 1.
Therefore x satisfies all inequalities in (6.1) and the projection of P2 is
a subset of P1.
Now consider a point x ∈ P1. Let y
i
v be the length of a shortest si-
v-paths in Dsi with respect to the edge lengths xe. Then the triangle
inequalities yiu + x{u,v} ≥ y
i
v are true for all edges in Dsi and therefore
(x, y) ∈ P2 holds and P1 is a subset of the projection of P2, completing
the proof. o
So the MIP in (6.2) can be used to solve BSP. Another advantage of
this MIP is that some edge variables xe will have integral values in an
optimal solution of the relaxation if some other variables are fixed to
be 1 or 0. The variables that have to be fixed are the following.
Definition 6.1
An edge e of a BSP instance is called critical if there are two indices
i and j such that e is an edge of a shortest si-ti-path and an edge of a
shortest s j-t j-path.
If variables of critical edges are fixed individually to 1 or 0 then the re-
duced MIP consists of k independent MINIMUM CUT LPs each of which
has an integral optimal solution. In a branch-and-bound approach to
solve this MIP one would branch on variables of critical edges only.
Since their number is typically rather small, the number of necessary
branches should be much smaller than in the branch-and-cut algorithm
described in the previous section. Moreover, one may expect the effort
for solving theMIP in (6.2) to increase with the number of critical edges.
We will see in Chapter 8 whether this intuition holds for practical com-
putations. In Section 7.3 we will discuss the relaxation of (6.2) again to
derive an approximation algorithm.
C H A P T E R 7
Approximation Algorithms
H
ARD optimization problems in practice can be faced in two dif-
ferent ways. Either one asks for optimal solutions and accepts
possibly long computation times, or one asks for almost opti-
mal solutions which can be found faster for some problems. This chap-
ter discusses the second approach for BSP. We will consider four ways
to approximate this problem that differ in running time, performance
guarantee, and implementation effort.
7.1 Decomposition into easy subproblems
As we have already seen in Theorem 4.1 on page 30, it is possible to
find exact solutions of BSP instances with one pair in polynomial time.
So if we have an instance of BSP with more than one pair it is straight-
forward to solve BSP for each pair separately to get an approximation.
Algorithm 7.1 (Decomposition)
Given an instance of BSP, we determine minimum cost sets Si increas-
ing dist(si, ti) for i = 1, . . . , k as described in the proof of Theorem 4.1
and set S =
⋃
i Si.
Since deleting Si from the graph blocks all shortest si-ti-paths this is
also true for S and therefore Algorithm 7.1 determines a feasible solu-
tion of the given instance of BSP in polynomial time. Furthermore, the
following theorem holds.
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Theorem 7.1
Algorithm 7.1 gives a factor k approximation for BSP, where k is the
number of pairs. This factor is best possible even for caterpillars with
maximum degree 3 and unit costs.
PROOF. Let an instance I of BSP with k pairs and optimal objective
value Copt be given. For i = 1, . . . , k denote by Ci the minimum cost
of an edge set whose deletion disconnects all shortest si-ti-paths. By
definition any solution of the original problem blocks all such paths.
Therefore it holds Ci ≤ Copt for i = 1, . . . , k and consequently
k∑
i=1
Ci ≤ kCopt,
proving the asserted approximation guarantee.
Figure 7.1 shows a BSP instance whose graph is a grid graph and
a caterpillar unit costs and k vertex pairs. Algorithm 7.1 may select
s1 s2 s3 sk tk t3 t2 t1
Figure 7.1. Bad instances for Algorithm 7.1.
one vertical edge for each pair, while the optimal solution is to delete
the horizontal edge on the unique sk-tk-path. Thus, the ratio between
the approximation and the optimal solution may be k. Note that the
approximate solution described above is minimal, that is, excluding
any edge from this set makes it infeasible. o
For the instance proving the lower bound the solution is not unique.
We can assure this by changing the costs of the vertical edges to 1 + ε
dropping the unit-cost property.
If the vertex pairs are not disjoint (for k > n/2 this is always the
case) Algorithm 7.1 can be improved. If we interpret the pairs (si, ti)
as edges of a demand graph then this graph can be partitioned into
k ≤ k− 1 stars. Therefore the given instance can be divided into at most
k subproblems of the type introduced in Theorem 4.1, yielding a factor
k approximation. Even if the demand graph is complete it can be par-
titioned into at most n − 1 stars where n = |V|. Thus, k ≤ n − 1 holds
and the decomposition algorithm is also an (n− 1)-approximation.
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7.2 Greedy approach
Our second approximation algorithm is motivated by the fact that BSP
is a special SET COVER problem where the elements to be covered are
shortest paths and the subsets to be selected are edges. Since there
is the well-known greedy algorithm for SET COVER it is suggesting to
apply it to BSP. To do this we have to iteratively delete a most cost
effective edge, that is, an edge with maximal ratio between the number
of currently unblocked shortest paths using this edge and its edge cost.
Definition 7.1
The number of shortest s-t-paths using an edge e is called shortest s-t-
path frequency of e and is denoted by fs,t(e).
The just defined characteristic is similar to stress centrality for edges,
see [47], except that for the latter not only some given pairs but all
pairs are considered.
The straightforward way to find a most cost effective edge is to de-
termine the values fsi ,ti(e) for all i = 1, . . . , k and all e ∈ E. In fact, this
is not necessary in each iteration, see the summary at the end of this
chapter.
Lemma 7.1
Given a graph G = (V, E) and vertices s, t ∈ V the shortest s-t-path
frequencies fs,t(e) can be determined in O(m) time for all e ∈ E, where
m = |E|.
PROOF. Let {u, v} ∈ E be an edge of a shortest s-t-path, that is
dist(s, u) + dist(v, t) + 1 = dist(s, t).
It holds
fs,t
(
{u, v}
)
= ps(u)pt(v),
where ps(u) and pt(v) are the numbers of shortest s-u-paths and short-
est v-t-paths, respectively. So it suffices to determine ps(u) and pt(v)
for all u and v. Let
P(u) = {u | dist(s, u) + 1 = dist(s, u), {u, u} ∈ E}
be the set of direct predecessors of u on shortest s-t-paths. Then the
recursion
ps(u) =


1 for u = s,∑
u′∈P(u)
ps(u
′) for u 6= s
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holds. The values pt(v) can be determined in a similar way. Each of the
three parts breadth-first-searches, recursion, and forming products can
be done in O(m) time. o
With this result we can apply the greedy algorithm for SET COVER.
Algorithm 7.2 (Greedy)
Given a graph G = (V, E) with edge costs ce and a list of vertex pairs
(si, ti) compute the shortest path frequencies fsi ,ti(e) for each i and each
e ∈ E. Then set f =
∑
i fsi ,ti and delete an edge e with maximal ra-
tio f (e)/ce from G. Remove each pair from the list whose distance is
increased by this deletion. If the list is not empty then iterate.
Determining the values psi(·) and pti(·) for all pairs and thus deter-
mining f (e) for all edges can be done in O(km) time. Since we delete
at most m edges the total complexity is O(km2). To get an approxi-
mation guarantee for this algorithm we can use the upper bound on
the number of shortest paths determined in Theorem 5.1 on page 41
and apply the well-known log-result for the greedy algorithm for SET
COVER, yielding the following approximation guarantee.
Theorem 7.2
For instances of BSP with n vertices and k pairs the greedy algorithm
determines a factor (ln k + n ln 3/3 + 1− 2 ln 3/3)-approximation.
PROOF. Algorithm 7.2 applies the well-known greedy SET COVER ap-
proximation, where the shortest paths correspond to the elements to
be covered and the edges correspond to the subsets. The greedy algo-
rithm for SET COVER is a factor 1 + ln h approximation where h is the
number of elements to be covered . With Theorem 5.3 on page 44 we
get
max{4 · 3(n−6)/3, 2 · 3(n−4)/3, 3(n−2)/3}k = 3(n−2)/3k
as an upper bound on the number of shortest paths. Thus, the greedy
algorithm has an approximation factor of
ln
(
3(n−2)/3k
)
+ 1 = ln k +
ln 3
3
n + 1−
2 ln 3
3
.
o
This approximation factor is about ln k + 0.366n− 0.268. The follow-
ing theorem shows that this bound is nearly tight, at least for k = 1
pair.
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Theorem 7.3
For instances of BSP with n vertices and one pair the greedy algorithm
may determine a solution that is (0.331n − 0.158) times as expensive
as an optimal solution.
PROOF. The examples used to prove the assertion consist of h + 1
triples of vertices, where any two consecutive triples form a complete
bipartite graph K3,3. Furthermore, the vertices of the first triple are
adjacent to a vertex s and the vertices of the last triple are adjacent to
a vertex w, which in turn is adjacent to a vertex t, see Figure 7.2. The
s t
w
Figure 7.2. Bad instances for the greedy algorithm.
edge {w, t} has cost 1, the costs of the edges of the h bipartite graphs
are given in Figure 7.3. Only in the leftmost bipartite graph are costs
1/9
1/6
M
1/8
1/5
M
1/7
1/4
M
Figure 7.3. Edge costs of the instance in Figure 7.2.
M replaced by 1, 1/2, and 1/3 in arbitrary order. All remaining edges
have costs M. Since all shortest s-t-paths use the edge {w, t} it has a
maximal path frequency and therefore edges with costs M > 1 are not
selected by the greedy algorithm. We prove that all edges having costs
smaller than M are deleted. The proof is by induction on the number h
of bipartite graphs.
For h = 1 the shortest path frequency f (e) of e = {w, t} is equal to
the number of edges in the bipartite graph during all iterations. The
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edges of the bipartite graph have a frequency of 1. Before deleting the
ith edge, {w, t} has an effectiveness ratio of 10 − i and the edge with
cost 1/(10 − i) has also a ratio of 10 − i. Therefore the latter one may
be selected by the greedy algorithm. In other words, all edges of the
bipartite graph may be deleted in order of increasing costs.
For h ≥ 2 we prove that in the first six iterations all edges with
costs smaller than M may be removed in order of increasing costs in
the rightmost bipartite graph. As long as this is the case the following
properties hold.
(i) All shortest s-t-paths using the edge e = {w, t} can be constructed
by selecting one edge of the rightmost bipartite graph and one
vertex of each of the first h − 1 triples. Thus, before deleting the
ith edge the shortest path frequency is f (e) = (10− i)3h−1 and it
holds f (e)/ce ≤ (10− i)3h−1.
(ii) For edges e of the rightmost bipartite graph all shortest s-t-paths
using e can be constructed by selecting one vertex of each of the
first h − 1 triples. The shortest path frequency is f (e) = 3h−1
in each iteration and right before deleting the ith edge it holds
f (e)/ce = (10− i)3h−1 for the most cost effective edge.
(iii) For edges e of the first h− 2 bipartite graphs all shortest s-t-paths
using e can be constructed by selecting one vertex of each of the
first h − 1 triples that do not contain a vertex of e and one edge
of the rightmost bipartite graph. Therefore, before deleting the
ith edge the shortest path frequency is f (e) = (10− i)3h−3 and it
holds f (e)/ce ≤ (10− i)3h−1.
So it remains to prove that in each of the first six iterations no edge of
the (h − 1)th bipartite graph is more cost effective than the cheapest
edge of the rightmost bipartite graph. All shortest s-t-paths using an
edge e of the (h − 1)th bipartite graph can be constructed by selecting
one vertex of each of the first h− 2 triples and one edge adjacent to e of
the rightmost bipartite graph. Therefore all edges sharing one vertex
of the hth triple have the same shortest path frequency. These values
are listed for the first six iterations in Table 7.1, where the rightmost
column applies to the case h = 2 only. To find a most cost effective
edge we have to consider the cheapest edge of each group only. The
corresponding ratios are given in Table 7.2. Furthermore, the right
column shows the ratio of the most cost effective edge in the rightmost
bipartite graph as mentioned above in (ii). Thus, in the ith iteration
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It.\ ce {1/9, 1/8, 1/7} {1/6, 1/5, 1/4} {1/3, 1/2, 1/1}
1 3 3 3
2 2 3 3
3 2 2 3
4 2 2 2
5 1 2 2
6 1 1 2
Table 7.1. Shortest path frequencies of the edges of the (h − 1)th
bipartite graph divided by 3h−2.
It.\ ce 1/9 1/6 1/3
max. f (e)/ce
in the hth K3,3
1 9 6 3 9
2 6 6 3 8
3 6 4 3 7
4 6 4 2 6
5 3 4 2 5
6 3 2 2 4
Table 7.2. Ratios f (e)/ce of selected edges of the (h −
1)th and hth bipartite graph divided by 3h−1.
the edge with cost 1/(10 − i) of the rightmost bipartite graph is most
cost effective. After the sixth iteration an instance equivalent to the
one with h − 1 bipartite graphs remains and the assertion follows by
induction.
The total cost of the edges deleted by the greedy algorithm is
Cgreedy = h
(
1
9
+
1
8
+
1
7
+
1
6
+
1
5
+
1
4
)
+
(
1
3
+
1
2
+ 1
)
=
2509
2520
h +
11
6
.
The number of vertices of these instances is n = 3h + 6 leading to
Cgreedy =
2509
7560
n−
199
1260
≥ 0.331n− 0.158.
Since the total cost of the unique optimal solution is Copt = 1 the the-
orem is proved. The decisions made by the greedy algorithm are not
60 Chapter 7. Approximation Algorithms
unique but clearly this can be achieved by slightly modifying the edge
costs, for example by increasing the cost of the edges of the rth bipar-
tite graph by (h− r)ε and by increasing the cost of {w, t} by hε for small
ε > 0. o
Clearly, the graph used to prove this theorem is not planar since it
contains a K3,3. However, a similar construction with a planar graph is
possible. The graph consists of h + 1 pairs of vertices instead of triples
of vertices, see Figure 7.4, and can be drawn without intersecting edges
as shown for h = 6 in Figure 7.5. Edge costs as shown in Figure 7.6
s t
w
Figure 7.4. Bad planar instances for the greedy algorithm.
s
w
t
Figure 7.5. Planar drawing of the graph in Figure 7.4
with h + 1 = 7 pairs.
1/4
1/3
M
M
Figure 7.6. Edge costs of the instance in Figure 7.4.
are applied to the bipartite graphs, except for the leftmost part where
the costs M are replaced by 1/2 and 1. The edge {w, t} gets cost 1, all
other edges get cost M. Then by similar arguments as in the previous
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proof one can show that the greedy algorithm possibly deletes all edges
having costs smaller than M except for {w, t}. This solution has total
cost
Cgreedy = h
(
1
4
+
1
3
)
+
(
1
2
+ 1
)
=
7
12
h +
3
2
.
Using the equality n = 2h + 5 we get
Cgreedy =
7
12
(
n− 5
2
)
+
3
2
=
7
24
n +
1
24
.
Since the optimal objective value is 1, we have the following result.
Theorem 7.4
For instances of BSP with a planar graph on n vertices and one pair the
greedy algorithm may determine a solution that is
7
24
n +
1
24
≥ 0.291n + 0.041
times as expensive as an optimal solution.
Even if the graph has a simpler structure no sub-linear approxima-
tion ratio can be guaranteed as the following theorem shows.
Theorem 7.5
For instances of BSP with a grid graph on n vertices and one pair the
greedy algorithm may determine a solution that is
(n + 4)/6 ≥ 0.166n + 0.666
times as expensive as an optimal solution.
PROOF. Consider instances consisting of a sequence of r squares, any
two consecutive squares sharing one vertex, and one additional edge
as shown in Figure 7.7 for r = 4. One edge of each square has cost 1,
s
t
Figure 7.7. Bad instances with a grid graph for the
greedy algorithm. Thick edges have cost 2, thin edges
have cost 1.
all other edges have costs 2. In the first iteration the edge adjacent to
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s has a shortest s-t-path frequency of 2r, for all other edges this value
is 2r−1. Therefore the leftmost thin edge may be removed. The remain-
ing graph is equivalent to an instance with r− 1 squares and it follows
by induction that all thin edges and finally one thick edge may be re-
moved. The objective value of this solution is r + 2 = (n + 4)/3, where
n = 3r + 2 is the number of vertices. Since the optimal objective value
is 2, the approximation ratio is (n + 4)/6. o
The examples in the previous proofs are a bit unsatisfying since the
solution determined by the greedy algorithm is not minimal, that is, it
can easily be improved by excluding superfluous edges. This technique
is called pruning. In fact, for the instance in the proof of Theorem 7.3
this may lead to a solution with total cost 7129/2520 ≤ 2.83 for all n. So
it is an obvious question what is the best possible approximation guar-
antee if we apply this kind of post processing. At least, 2 ln((n− 3)/2)
is a lower bound on this value. This can easily be seen by examples
with an odd number n of vertices as shown in Figure 7.8 for n = 11.
They consist of a complete bipartite graph with h = (n− 3)/2 vertices
s t
w
Figure 7.8. Bad instances for the greedy algorithm with pruning.
in each set. All vertices of one set are adjacent to s, the vertices of the
other set are adjacent to a vertex w which in turn is adjacent to t. The
edge {w, t} has cost 1 + ε and forms the unique optimal solution. The
edges of the complete bipartite graph have costs
1
1
,
1
2
,
1
3
,
1
4
, . . . ,
1
h2
in arbitrary order. All other edges have costs 2. The shortest path fre-
quency of {w, t} is equal to the number of edges in the bipartite graph,
namely h2 − i after the ith iteration. The greedy algorithm will delete
all edges of the bipartite graph in order of increasing costs. All deci-
sions are unique and the determined solution is minimal. For ε → 0
the approximation factor is
1
1
+
1
2
+
1
3
+
1
4
+ . . . +
1
h2
= Hh2 ≥ ln(h
2) = 2 ln
(
n− 3
2
)
,
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where Hi is the ith harmonic number. Whether or not the enhanced
greedy algorithm gives just a linear approximation for some instances
of BSP remains open.
7.3 LP based rounding
In this section we discuss an approximation algorithm using LP round-
ing techniques. It is an application on the approximation for VERTEX
COVER and SET COVER problems proposed by Hochbaum in [33]. We
use the MIP defined on page 51:
min
∑
e∈E
cexe
s. t. x{u,v} + y
i
u − y
i
v ≥ 0 for all (u, v) ∈ Dsi
and all i = 1, . . . , k
yisi = 0 for all i = 1, . . . , k
yiti = 1 for all i = 1, . . . , k
xe ∈ {0, 1} for all e ∈ E
(7.1)
LP rounding can be applied to this formulation as follows.
Algorithm 7.3 (LP Rounding)
Determine d = max{dist(si, ti) | i = 1, . . . , k}. Then find an optimal
solution (x∗, y∗) of the relaxation of system (7.1) with xe ≥ 0 instead of
xe ∈ {0, 1} for all e ∈ E and return the edge set
S = {e ∈ E | x∗e ≥ 1/d}.
Clearly, this algorithm has polynomial running time and as the follow-
ing theorem shows its output is a feasible solution with approximation
guarantee d.
Theorem 7.6
Algorithm 7.3 determines a feasible solution of BSP that is at most d
times as expensive as an optimal solution.
PROOF. To see that the solution S determined by Algorithm 7.3 is feasi-
ble let P be a shortest si-ti-path for some i. If we add up the inequalities
xe + yiu − y
i
v ≥ 0 for all e = {u, v} ∈ P then the variables of the interior
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vertices of P cancel out. Therefore, after setting yisi = 0 and y
i
ti
= 1 we
have
xe1 + xe2 + . . . + xer ≥ 1,
where e1, . . . , er are the edges of P. So there is an index i with xei ≥ 1/r.
Since 1/r ≥ 1/d we have ei ∈ S and deleting S from G blocks P.
The total cost of the edges in S is at most d times as large as the
optimal solution of the LP-relaxation. Since the optimal objective value
of the relaxation is not larger than the optimal objective of system (7.1)
the total cost of S is in turn at most d times as large as an optimal
solution of BSP. o
If not all considered distances are the same then we can improve
Algorithm 7.3 by determining for each edge e an individual bound
de = max{dist(si, ti) | e is an edge of a shortest si-ti-path}
to decide whether to round up or down. Then the solution is
S = {e ∈ E | x∗e ≥ 1/de}.
Nevertheless, in general the approximation guarantee given in Theo-
rem 7.6 is tight, as the following theorem shows.
Theorem 7.7
For instances of BSP with grid graphs and unit costs Algorithm 7.3 may
determine a solution which is d times as expensive as an optimal solu-
tion where d = max{dist(si, ti) | i = 1, . . . , k} is the maximum consid-
ered distance.
PROOF. To prove this assertion we consider instances of BSP with an
(h + 1)×(h + 1)-grid graph with unit costs (see Figure 7.9 for h = 5).
Any two vertices having distance h form one pair, so the maximal dis-
tance is d = h. Thus, the horizontal edges being in one row form a
shortest path of some pair. The same is true for the vertical edges
being in one column. Since these 2(h + 1) paths all are disjoint, a fea-
sible solution consists of at least 2(h + 1) edges. Since the grid graph
contains 2h(h + 1) edges this bound is tight for the solution (x̂, ŷ) with
x̂e = 1/h for all e ∈ E and ŷiv = dist(si, v)/h.
To show that (x̂, ŷ) is also a basic solution we prove that if (x̂, ŷ) +
(x, y) and (x̂, ŷ)− (x, y) both are feasible points then (x, y) = 0 follows.
The proof is by contradiction, so assume that both points are feasible
and (x, y) 6= 0. All inequalities are tight for (x̂, ŷ), therefore the con-
dition A(xy) = 0 must hold where A is the matrix of the relaxation of
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Figure 7.9. A 6×6-
grid graph.
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Figure 7.10.
system (7.1). Clearly, yisi = y
i
ti
= 0 holds. If we add up the inequalities
of the edges of a shortest path P as in the proof of Theorem 7.6 we get
the condition ∑
e∈P
xe = 0.
In other words x is an assignment of values to the edges such that for
each considered shortest path the sum of the numbers assigned to the
edges is 0.
Assume that x 6= 0. Then there is an edge e = {u, v} with xe 6= 0.
After an appropriate rotation of the grid e is a horizontal edge not be-
longing to the top row. Then we consider the vertical paths connecting
u and v to the second row from the top and to the bottom row of the
grid. Let A, B, C, and D be the sums of the assigned numbers along
these paths or 0 if the paths contain no edges, see Figure 7.10. The
missing edges in the two columns are denoted by f and g, respectively.
Since the vertical edges of one column form a shortest path we have
(x f + A + C) + (xg + B + D) = 0.
On the other hand we have two shortest paths using e and h− 1 vertical
edges starting at the bottom row of the grid. This leads to
(A + xe + D) + (B + xe + C) = 0.
The difference of the two equalities is x f + xg − 2xe = 0. Since xe 6= 0
we have
x f + xg 6= 0. (7.2)
Now we consider a shortest path consisting of the vertical edges of one
column. We can replace the topmost edge by a horizontal edge going
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Figure 7.11. The double edges
all have the same assigned num-
bers.
Figure 7.12. The value 0 is as-
signed to all thick edges.
rightwards or leftwards (if they exist), see Figure 7.11. As this is also
a shortest path the sum of the assigned numbers is 0 for all three (two)
paths. Since they differ in one edge only, the topmost vertical edge and
the two (one) adjacent horizontal edges in the second top row all have
the same assigned value. Because this is true for all columns of the
grid, the horizontal edges in the second top row and the vertical edges
connecting the top and the second top row all have the same value (see
Figure 7.12). Because the edges of the second row from the top form a
shortest path the numbers assigned to all these edges including x f and
xg must be 0, a contradiction to (7.2).
Hence, x = 0 holds. From A(xy) = 0 and y
i
si
= yiti = 0 we get y = 0.
Therefore, (x̂, ŷ) is an optimal basic solution and may be determined by
Algorithm 7.3. As a result of rounding all edges of the grid are deleted.
The solution determined by Algorithm 7.3 therefore may have 2h(h + 1)
edges.
The following integer solution for odd h has an objective value of
2(h + 1) and is therefore optimal. It consists of the middle column
of horizontal edges and of the middle row of vertical edges, see Fig-
ure 7.13. Deleting these edges leaves four vertex-disjoint grid graphs
with (h + 1)/2× (h + 1)/2 vertices. Thus, no shortest path of length h
remains. The approximation ratio then is h = d.
If h is even, then there is an integer solution consisting of 1 + h/2
horizontal edges in the (h/2)th column and 1 + h/2 horizontal edges
in the (1 + h/2)th column starting at the bottom row and the top row,
respectively. Furthermore, it consists of 1 + h/2 vertical edges in the
(h/2)th row and 1 + h/2 vertical edges in the (1 + h/2)th row starting
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Figure 7.13. Optimal
solution for h = 7.
Figure 7.14. Optimal
solution for h = 8.
at the leftmost column and the rightmost column, respectively. Then
four vertex-disjoint grid graphs with (h/2)× (h/2 + 1) vertices remain
which do not contain shortest paths of length h, see Figure 7.14. The
objective value is 2h + 4.
To see that this solution is actually optimal consider the four short-
est paths starting at the central vertex going h/2 edges rightwards or
h/2 edges leftwards and then h/2 edges upwards or h/2 edges down-
wards, see Figure 7.15. We already mentioned that at least one edge
Figure 7.15. These shortest paths between the central
vertex and the vertices on the corners cannot be blocked
by one edge per row and one edge per column.
has to be deleted in each row of horizontal edges and in each column of
vertical edges. Furthermore we have to delete two horizontal edges in
the middle row or we have to delete two vertical edges of the rightmost
column or two vertical edges of the leftmost column to block these four
paths. In either case one additional edge has to be deleted. If we apply
the same argumentation to the graph rotated by 90 degrees then we
get another edge that has to be deleted additionally. This gives a lower
bound of 2(h + 1) + 2 = 2h + 4 proving the asserted optimality.
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Hence, we get
2h(h + 1)
2h + 4
→ h
as the approximation ratio for even h, completing the proof. o
As in the example for the greedy algorithm in the previous section
the solution determined by the approximation algorithm is not min-
imal. So the solution may be improved by excluding redundant ele-
ments in a random order as before. However, unlike the former case
the approximate solution of this example gives no information, so in-
stead of pruning the solution one could start from scratch and guess a
solution of the BSP instance. Also for iterative rounding, that is, itera-
tively fixing the largest component of x to 1 and considering the reduced
problem, no better performance guarantee can be proved, since values
of x can be arbitrarily small.
7.4 Dual approach
Another way to get a factor d approximation for BSP, where again
d = max{dist(si, ti) | i = 1, . . . , k},
is the SET COVER approximation presented by Bar-Yehuda and Even
in [5]. Its application to BSP is as follows.
Algorithm 7.4
Find an unblocked shortest path P and determine its cheapest edge e.
Decrease costs of all edges of P by ce and then delete e from G. Iterate
until all shortest si-ti-paths are blocked.
For each path P that was explicitly blocked by Algorithm 7.4 by delet-
ing its cheapest edge e, let yP be the current weight of e at the moment
of deletion. For all other shortest paths P let yP = 0. Then it is easy to
see that y is a feasible solution of the dual problem of the LP-relaxation
of (6.1) on page 49. Furthermore, it can be proved that the total cost
of the determined solution is at most d times the objective value of y,
see [5]. Therefore Algorithm 7.4 is a factor d approximation. Examples
whose graphs are grid graphs and caterpillars as shown in Figure 7.16
prove that the approximation guarantee d is tight. If the pair (s1, t1)
is considered first then one of the horizontal edges having unit costs
is deleted and the costs of the remaining horizontal edges are set to
7.4. Dual approach 69
s2 s3 s4 sk
s1 t1
t2 t3 tk−1 tk
Figure 7.16. Bad instances for Algorithm 7.4, vertical edges
have costs ε > 0 and horizontal edges have unit costs.
0. This deletion blocks the shortest path of one additional pair. Iter-
atively, for each of the other pairs the horizontal edge of its shortest
paths is deleted. So Algorithm 7.4 deletes all unit cost edges, while all
optimal solutions consist of one horizontal edge and k− 2 vertical edges
if ε < 1. The approximation factor therefore is
k− 1
1 + (k− 2)ε
→ k− 1 = d
for small ε, proving the following theorem.
Theorem 7.8
For instances of BSP Algorithm 7.4 may determine a solution which is
d = max{dist(si, ti) | i = 1, . . . , k} times as expensive as an optimal
solution even if the graph is a caterpillar or a grid graph.
Observe that all decisions made by Algorithm 7.4 are unique if (s1, t1)
is considered first. Furthermore, the determined solution is minimal,
that is, no edge can be excluded from the solution without losing feasi-
bility.
It was shown that the performance of Algorithm 7.4 is not better
than the one of the LP rounding algorithm described in the previous
section. Admittedly, the former algorithm is simple to implement and
has a favorable complexity: Initially, the distances of the considered
pairs can be determined using k breadth-first-searches. Then we need
just one breadth-first-search for each deleted edge plus one breadth-
first-searches for each i = 1, . . . , k showing that all shortest si-ti-paths
are blocked. So at most 2k + m = O(n2) breadth-first-searches are
necessary, the running time therefore is O(n2m).
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7.5 Summary
In this chapter we studied approximation algorithms with performance
guarantees
• min{k, n− 1},
• d = max{dist(si, ti) | i = 1, . . . , k},
• ln k + n ln 3/3 + 1− 2 ln 3/3.
So if k or d is relatively small then one would use the decomposition
algorithm or LP based rounding, respectively. Otherwise, if k and d
both are larger than about n/3 then the greedy algorithm seems to be
more appropriate. Of course this rule may be suboptimal in some cases.
For even h consider the bad planar instance for the greedy algorithm
with h2/2 − 1 bipartite blocks, see Figure 7.4. Starting at t we insert
a path with h2/2 − 1 edges all having cost M, and then we add ver-
tices t1, . . . , th and s1, . . . , sh and connect them to the other end vertex
of these paths and to s, respectively, by edges with costs M, see Fig-
ure 7.17. Consider the BSP instance with this graph and pairs (si, t j),
s w t
Figure 7.17. Theoretically bad instances for
LP based rounding and decomposition.
i, j = 1, . . . , h. We have
n = h + 1 + 2
h2
2
+ 1 +
h2
2
+ h =
3
2
h2 + 2h + 2,
k = h2,
d = 2 +
h2
2
− 1 + 2 +
h2
2
− 1 + 1 = h2 + 3.
The approximation guarantee of the greedy algorithm then is
ln(k) + 0.366n− 0.268 = ln(h2) + 0.549h2 + 0.732h + 0.464
which is smaller than k and smaller than d for h ≥ 4 suggesting to
prefer this algorithm. Indeed, since all shortest path frequencies are
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just multiplied by h2 we have the worst case behavior as shown before,
whereas decomposition and LP based rounding determine the optimal
solution as one can easily prove.
As mentioned earlier all approximation algorithms can be enhanced
by simple pruning. For this purpose edges of the solution are consid-
ered in a random order. For each of them it is checked whether it can
be excluded from the solution without affecting feasibility. If this is the
case then the solution is modified, in either case the next edge is tested.
In Chapter 8 there is a comparison of the approximation ratios of the
four presented algorithms with and without pruning when applied to
random instances.
Another important aspect of an approximation algorithm is its run-
ning time. If an LP solver is available then both, decomposition and LP
rounding are easy to implement and the running time is quite short.
Also the dual algorithm is fast, at most 2k + m breadth-first-searches
are needed. For the greedy algorithm the running time may be much
longer since we determine the current shortest path frequencies in each
iteration. The straightforward approach is to determine this value for
each pair separately as described in the proof of Lemma 7.1 using two
breadth-first-searches among others. This results in 2k breadth-first-
searches for each deleted edge, this takes a long time for the instances
discussed in Chapter 8. Of course the effort can be reduced since the
shortest path frequency fs,t is changed only if the deleted edge is an
edge of a shortest s-t-path. Therefore this value has to be recomputed
only for some pairs. Nevertheless, the greedy algorithm had the longest
running time in the computational experiments presented in the next
chapter.
C H A P T E R 8
Computational Results
B
ESIDES the theoretical analysis of the complexity of a problem
in combinatorial optimization one should always consider the
actual hardness for real world sized instances. Clearly, in some
cases a polynomial time algorithm may have a long running time while
an exponential time approach may be quite reasonable to solve aver-
age instances. An example for such a case is LINEAR PROGRAMMING
with the theoretically fast ellipsoid method and the theoretically slow
simplex methods. Similar, approximation algorithms may determine
solutions of a good quality in many cases, while only for a small set of
instances the performance is bad.
The algorithms for BSP presented in this work were tested with five
sets of 100 random instances each. In this chapter we describe genera-
tion, preprocessing, and computational results of these BSP instances.
To present the resulting values and to give an impression of their dis-
tribution the tables show for each quantity and each set the minimum
(min), the average (avg), the maximum (max), and the standard devia-
tion (dev).
All computations were performed on a 2.8GHz Pentium IV PC with
1GB of memory running Linux 2.4.20 and ILOG CPLEX 9.0. The pro-
grams were written in C and compiled with gcc 3.2.2.
8.1 The test instances
For the computational experiments we consider Erdo˝s-Re´nyi-graphs,
G(n, p), that is, graphs with n vertices whose edges are selected inde-
pendently with the same probabilityp. The edge costs are integers uni-
formly distributed in some given range. The pairs are disjoint, their
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vertices are selected randomly. We created 100 instances for each of
five sets of parameters, namely the number n of vertices, the number
k of pairs, the edge probability p, and the cost range. Initially, the fol-
lowing simple preprocessing is applied to the instances.
Edges that are not used by one of the considered shortest paths
are not part of an optimal solution, so we can exclude them from the
graph. Afterwards, isolated vertices also can be taken out. Finally,
we search for independent subproblems. More precisely, for each pair
in the BSP instance there should be a shortest path using a critical
edge (see Definition 6.1 on page 52). Otherwise this subproblem can
be solved separately in polynomial time. Therefore such pairs were
removed. To get an overview, Table 8.1 shows for each set the initial
number ni of vertices, the initial number ki of pairs, the edge probability
p, and the range of edge costs (c range). Moreover, it shows the number
n of vertices, the number m of edges, and the number k of pairs after
preprocessing. The two rightmost columns give the average distance
of the considered pairs and the number of critical edges in the reduced
graph. As one might expect for Erdo˝s-Re´nyi-graphs all these values are
in a small range for each set.
8.2 Optimal solutions
To determine optimal solutions we used the MIP in (6.2) on page 51,
the computations were performed with CPLEX using default settings.
Table 8.2 shows for each set the optimal objective value, the total time
for CPLEX computation in seconds, the ratio between optimal objec-
tive value of the relaxation and optimal objective value of the MIP, the
time to solve the relaxation in seconds, the number of nonzeros after
CPLEX’s preprocessing, the number of branch-and-cut nodes, and the
number of simplex iterations.
The maxima of the computation times are rather large but as shown
by the standard deviation there are only a few outliers as usual for ran-
dom instances of NP hard problems. The reason for long computation
times are evidently large branch-and-cut trees, the relaxation is solv-
able in less than a second. Also important for short computation times
is the quality of the bound determined by the relaxation. For BSP the
bounds seem to be better if distances are small.
Apparently, MIPs of unit cost instances are harder to solve using
CPLEX. Especially between set A and set B there is a big difference
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Table 8.1. Characteristics of the initial and the preprocessed test instances.
In the five rightmost columns each cell gives minimum value, average value,
maximum value, and standard deviation.
76 Chapter 8. Computational Results
although costs in the second set are in a small range and therefore
should change optimal solutions only slightly. For set C and set D the
difference is smaller but still evident. This behavior is typical of unit
cost MIPs in general. It is assumed that this is a consequence of the
symmetry in the branch-and-bound tree. This problem can be got un-
der control by slightly modifying the costs, the difference may be well
smaller then for the set B.
The number of critical edges should be an indicator for the compu-
tation time since the corresponding variables are the one to branch on,
but counterintuitively the average solution time for set A well exceeds
the one for set F. This holds also for sets D and B.
8.3 Approximation algorithms
Solutions for the instances were determined with the approximation
algorithms presented in Chapter 7, namely decomposition, greedy, LP
based rounding, and the dual approach. In a second step a pruning
was performed, that is, superfluous edges were removed iteratively.
Table 8.3 shows the approximation ratios without and with pruning
for each algorithm. Although time was not exactly measured it may be
remarked that the greedy algorithm was clearly slower than the three
others.
Two small modifications were applied to the algorithms which give
no theoretical improvement but may increase practical performance.
For the decomposition algorithm edges of the solution of the current
subproblem were removed from the graph before solving the next sub-
problem. Especially if optimal solutions of the subproblems are not
unique or if there are several nearly optimal solutions then this may
be helpful. For the LP based rounding individual bounds were used
for each edge to decide whether or not to select it. This bound is the
reciprocal of the longest of the considered paths using this edge, see
discussion after Theorem 7.6 on page 64. This is only advantageous
if the distances of pairs are quite different. For the random instances
under consideration this is probably not the case.
At first glance the deviations of the approximation ratios are small
in most cases, especially after pruning. So algorithms seem to behave
predictable on most random instances. For our instances the pruning
step is worthwhile at most for LP rounding and the dual approach. For
the decomposition the benefit is rather small and for the greedy algo-
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rithm the additional effort seems no to be maintainable.
One would expect the decomposition algorithm to be better at sets
C and D than at the others because of their relatively small numbers
of pairs. However, this is not the case even after pruning. Another
characteristic that should influence the approximation ratio of this al-
gorithm is the number of critical edges, if it tends to 0 then decompo-
sition should be almost optimal. Nevertheless, this value is relatively
small for sets C and D again. In fact, the path length seems to be the
critical value. If we consider unit cost instances and random cost in-
stances separately then we see the ratio increasing with the average
distance.
The greedy algorithm performs good for all instances and the ap-
proximation ratios are close to each other, so no evident rule can be
seen from these results.
For LP based rounding the expectation one might have after the
theoretical analysis proves true in these experiments. The algorithm
performs significantly better for sets A and B with small distances than
for the remaining sets with large distances. The only exceptional fact is
that the ratio for set E is better than the one for sets C and D although
the average distance is nearly the same and the other characteristics
should make the instances of the former set harder.
For the dual approach also the approximation ratio increases with
the average distance, although things are not as evident as for LP
rounding. Unlike the latter algorithm, the dual approach without and
with pruning gives nearly the same ratios for sets C and D as one might
expect.
Comparing the practical results one would suggest to use the LP
rounding with pruning if distances are small. It is simple to implement
if an LP solver is available, has a short running time, and it performs
better than the other algorithms for sets A and B. If the paths are
long as in sets C, D, and E then the greedy algorithm has the best
performance but its running time is quite long. In such cases one has
to evaluate this quality/speed tradeoff carefully.
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Table 8.2. Objective values, problem sizes, and computation times of the
MIP formulations. Each cell gives minimum value, average value, maximum
value, and standard deviation. All times are in seconds.
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1
0
0
.0
0
4
0
.0
0
4
0
.0
5
7
0
.0
0
9
0
.0
1
7
0
.0
1
0
C
1
.7
5
1
.4
4
1
.0
8
1
.0
8
1
.5
0
1
.0
6
1
.7
0
1
.1
8
2
.1
1
1
.6
7
1
.1
5
1
.1
4
2
.6
1
1
.1
9
2
.0
4
1
.3
7
3
.3
5
1
.9
1
1
.2
9
1
.2
7
3
.1
7
1
.3
1
2
.2
6
1
.5
3
0
.1
3
7
0
.0
7
9
0
.0
2
9
0
.0
2
8
0
.2
3
2
0
.0
4
6
0
.0
9
2
0
.0
5
6
D
1
.5
2
1
.2
7
1
.0
4
1
.0
4
1
.0
9
1
.0
1
1
.5
9
1
.1
4
1
.7
9
1
.4
2
1
.1
2
1
.1
1
2
.4
8
1
.2
0
1
.7
6
1
.2
9
2
.1
4
1
.6
8
1
.2
1
1
.2
0
3
.0
7
1
.3
4
2
.0
4
1
.4
5
0
.0
9
6
0
.0
7
7
0
.0
2
6
0
.0
2
3
0
.2
1
3
0
.0
4
5
0
.0
6
9
0
.0
4
9
E
1
.8
3
1
.6
3
1
.1
0
1
.0
9
1
.3
9
1
.0
6
1
.9
4
1
.3
2
1
.9
5
1
.7
3
1
.1
3
1
.1
3
1
.8
4
1
.1
1
2
.0
3
1
.3
8
2
.0
7
1
.8
8
1
.1
7
1
.1
7
2
.0
9
1
.1
6
2
.1
2
1
.4
3
0
.0
3
7
0
.0
3
6
0
.0
1
1
0
.0
1
1
0
.1
1
0
0
.0
1
7
0
.0
3
2
0
.0
1
8
Table 8.3. Approximation ratios for the presented algorithms without and
with pruning. Each cell gives minimum value, average value, maximum
value, and standard deviation.
C H A P T E R 9
Final Remarks
I
N this chapter we present variations of the problem discussed in
this work. For some of them results can be adopted, while for
others obvious questions remain open.
9.1 The directed case
For BSP we considered undirected graphs only, but clearly the prob-
lem can be defined for digraphs as well. We denote this variation by
BSPd. Note that pairs of BSPd instances are ordered pairs, that is,
(s, t) 6= (t, s). In fact, the directed case is a generalization since each
edge {u, v} of an undirected graph can be replaced by a copy of a spe-
cial digraph given by Baier in [4], see Figure 9.1. This transformation
w
w′
vuvu
Figure 9.1. Edges of a BSP instance can be replaced by
a copy of this digraph. We set c(w,w′) = c{u,v}, all other
edges get costs c{u,v} + 1.
triples lengths of paths, and consequently there is a directed short-
est path in the resulting digraph for any shortest path in the original
graph, and vice versa. Deleting an edge {u, v} corresponds exactly to
deleting the edge (w, w′) in its replacement. Hence, the resulting BSPd
instance is equivalent to the original BSP instance.
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Many results in this work are true for BSPd as well. Theorem 4.1 on
page 30 states that BSP can be solved in polynomial time if there is one
vertex s occurring in all k pairs. For BSPd we get the following result.
Theorem 9.1
BSPd with pairs (s, ti), i = 1, . . . , k or with pairs (ti, s), i = 1, . . . , k can
be solved in polynomial time.
PROOF. To solve corresponding BSP instances one has to construct the
shortest paths digraph with root s, see Definition 4.1 on page 29. It
contains those edges with an appropriate direction that are edges of
considered shortest paths. This can be done similarly for BSPd in-
stances: We ignore all edges (u, v) for which dist(s, v) 6= dist(s, u) + 1
holds and determine a minimal s-T-cut in the remaining graph, where
T = {t1, . . . , tk}. Thus, instances where only shortest paths starting at
s are considered can be solved in polynomial time.
If all directed edges in the graph as well as the elements of each pair
are flipped, then the set of shortest paths is not changed and feasibility
of edge sets is preserved. Therefore this operation does not change the
BSPd instance in principal and the directed variation can also be solved
in polynomial time if only shortest paths ending at s are considered. o
Before we discuss the case where shortest paths starting at s and
shortest paths ending at s both are considered, we present the analog
of Corollary 4.1 and Corollary 4.2 (see pages 33 and 34).
Theorem 9.2
BSPd is NP-hard even for k = 2 pairs and grid graphs with maximum
degree ∆ = 3, and for k = 2 pairs and planar graphs with unit costs.
PROOF. To prove the assertion one cannot use the transformation de-
scribed at the beginning of this section since this would violate the
properties of bounded maximum degree and of unit costs. However,
one can use the same reduction as in the proof of Theorem 4.2 and as-
sign directions to the edges as shown in Figure 9.2. Edges outside the
cells get the obvious directions going from si to the cells and from the
cells to ti. For the modification in the proof of Corollary 4.2 edges of the
8-cycles are oriented counter clockwise. The variation used to prove
Corollary 4.1 can also be applied in the directed case. o
The just described directed version of the reduction can be modified
slightly to get additional results.
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Figure 9.2. Tiles of type 1 (left) and type 2
(right) with directed edges.
Theorem 9.3
BSPd is NP-hard even for grid graphs with pairs (s, r), (r, t), with pairs
(r, r′), (r′, r), and for all triangle instances, that is, instances where the
edges corresponding to the three pairs form a triangle.
PROOF. We use the reduction provided in the previous proof and we
insert an additional vertex r, a directed t2-r-path, and a directed r-s1-
path, see Figure 9.3. The edges of these paths get sufficiently large
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Figure 9.3. Modifications of the reduction proving NP -hardness
for instances of BSPd with certain pair configurations.
costs (c + 1, see proof of Theorem 4.2) such that they cannot be deleted.
These additional paths do not change the set of considered shortest
paths. Now we consider the BSPd instance with this graph and vertex
pairs (s2, r) and (r, t1). Any solution with total cost at most c is also
feasible for the instance with pairs (s1, t1) and (s2, t2), and vice versa.
Therefore this problem is NP -hard as well.
Now we insert another vertex r′ and a directed t1-r
′-path and a di-
rected r′-s2-path with large edge costs. Consequently, the original BSPd
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instance is equivalent to the BSPd instance with pairs (r, r′) and (r′, r).
Therefore the latter one is NP -hard.
Consider the graph with the additional vertex r but without r′. In
each triangle configuration there is one vertex being the first vertex
of one pair and the second vertex of another pair. Therefore, only the
configurations
(s, r), (r, t), (s, t)
and
(s, r), (r, t), (t, s)
have to be considered. In both cases we assign s = s2 and t = t1.
In the first case we insert a directed s-t-path going downwards and
rightwards only, in the second case we insert a directed t-s-path going
leftwards and upwards only. The costs of these edges are 0. In both
cases the additional paths are the unique shortest path between s and
t and they are not influencing the reduction. Hence, triangle instances
of BSPd are NP -hard. o
In the reductions described so far, we can replace each directed edge
e with cost ce by a complete bipartite graph K2,ce with edges having an
appropriate orientation as in the proof of Corollary 4.1 on page 33. This
leads to the following result.
Corollary 9.1
BSPd is NP-hard even for planar bipartite graphs with two pairs. This
is also true for pairs (s, r), (r, t), and for pairs (r, r′), (r′, r), and for all
triangle instances, that is, instances where the edges corresponding to
the three pairs form a triangle.
9.2 Increasing distances by exactly 1
The problem of blocking shortest paths discussed throughout this work
asks for a minimum cost edge set whose deletion increases dist(si, ti)
for each i by at least 1. We did not care about the exact value by which
dist(si, ti) increases. So what about seeking a minimum cost edge set
whose deletion increases dist(si, ti) by exactly 1 for each i? The problem
can be defined as follows.
EXACT DISTANCE INCREASING (EDI).
Given an undirected graph G = (V, E) with edge costs ce and
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k vertex pairs (si, ti), find a minimum cost edge set S such
that
distG\S(si, ti) = distG(s, t) + 1
for all i = 1, . . . , k.
Given an instance of BSP, we could insert additional vertices and edges
forming an si-ti-path of length dist(si, ti) + 1 with sufficiently large edge
costs to achieve an instance of EDI. Then any feasible solution of the
original BSP instance is also feasible for the constructed EDI instance,
and vice versa. Therefore EDI is as hard to solve as BSP. Since this
reduction preserves objective values of solutions there is also no PTAS
for EDI, see Theorem 4.5 on page 39. In this section we discuss the prob-
lem of finding a feasible solution of EDI instances. A trivial necessary
condition for solvability of EDI instances is that there are si-ti-paths of
length dist(si, ti) + 1 for each i = 1, 2, . . . , k. This rules out bipartite
graphs since edges of a shortest s-t-path and edges of an s-t-path with
length dist(s, t) + 1 form an odd cycle. As the following theorem shows
it is even NP -hard to decide whether a feasible solution exists.
Theorem 9.4
Given an instance of EDI it is NP-complete to decide whether a feasible
solution exists, even if the graph is planar.
PROOF. First we observe that this problem is in NP since verifying a
solution can be done by k breadth-first-searches.
For the completeness we consider the NP -complete problem EXACT
COVER BY 3-SETS. We are given sets
A1, A2, . . . , Am ⊆ A = {1, 2, . . . , 3n}
with |Ai| = 3 and ask for an index set I with |I| = n and⋃
i∈I
Ai = A.
Note that as a consequence of the cardinalities a solution of this prob-
lem actually is a partition of A, that is, each element occurs in exactly
one of the selected sets. An EDI instance to solve this problem can be
constructed as follows. For each set Ai we take a path with vertices
vi,1, vi,2, . . . , vi,6n+1. Each edge of this path is augmented to a triangle
using an additional vertex, see Figure 9.4 for n = 1. Then we add pairs
(vi, j, vi, j+2) for j = 1, . . . , 6n − 1 to the instance, that is, each two ver-
tices of the primal path with distance 2 form one pair. Consequently,
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vi,1 vi,2 vi,3 vi,4 vi,5 vi,6 vi,7
Figure 9.4. The row corresponding to the set Ai in the
proof of Theorem 9.4 for n = 1.
there are two possibilities to increase the distances of these pairs by
exactly 1: One has to delete the edges {vi, j, vi, j+1} either for all odd
j = 1, 3, . . . , 6n − 1 or for all even j = 2, 4, . . . , 6n. This corresponds to
selecting Ai or not selecting Ai, respectively. To ensure that the se-
lected sets make an exact cover we insert additional pairs (v0,2 j, vm,2 j)
for j = 1, 2, . . . , 3n, where v0,2 j are supplementary vertices. These pairs
correspond to the elements of A. For all i and j the vertices vi,2 j−1 and
vi−1,2 j are connected by an edge if j ∈ Ai. Otherwise the vertices vi,2 j
and vi−1,2 j are connected by a path of length 2, see Figure 9.5. Notice
vi,2 j−1 vi,2 j vi,2 j+1
vi−1,2 j−1 vi−1,2 j+1
Figure 9.5. Example for the connection of neighboring
rows in the proof of Theorem 9.4. Exactly one of the
dashed paths is included in the graph.
that dist(v0,2 j, vi,2 j) = 2i, whereas dist(v0,2 j, vi,2k) ≥ 2i + 2 for k ≥ j + 1.
Now consider the 3n columns each containing two triangles per row. All
v0,2 j-vm,2 j-paths of length at most dist(v0,2 j, vm,2 j) + 1 are completely in
the jth column. For each row in which the odd edges are deleted and
for which the corresponding set contains j the value dist(v0,2 j, vm,2 j) is
increased by exactly 1. Deleting edges between vertices of different
rows increases this distance by at least 2. So these edges are not part
of a feasible solution. Consequently, a solution is feasible if and only if
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there is for each j exactly one index i such that in the ith row the odd
edges are deleted and such that j ∈ Ai. Hence, increasing the distances
by exactly 1 is equivalent to a solution of the given covering problem.
Clearly, the presented graph is planar and its size and the time to
construct it is bounded polynomially by the size of the EXACT COVER
instance. o
So we showed that finding a feasible solution of EDI is NP -complete
if the number of pairs is not fixed. Trivially, for one pair this problem
is easy since we only have to find an edge {u, v} such that
dist(s, u) + 1 + dist(v, t) = dist(s, t) + 1
holds. Deleting all edges except for {u, v} and the edges of the two
corresponding shortest paths is a feasible solution. If no such edge
exists then there is no s-t-path of length dist(s, t) + 1. Whether or not
this problem can be solved in polynomial time if the number of pairs is
a constant k ≥ 2 remains open.
9.3 Increasing distances by at least d ≥ 2
In the previous section we thought of BSP as the problem of increasing
distances. This view leads to the following generalization.
DISTANCE INCREASING PROBLEM (DIP).
Given an undirected graph G = (V, E) with edge costs ce for
all e ∈ E and vertex pairs (si, ti), i = 1, . . . , k, find a minimum
cost edge set S such that
distG\S(si, ti) ≥ distG(s, t) + d
for all i = 1, . . . , k.
As mentioned in Chapter 2 we set dist(s, t) = ∞ if there is no s-t-path.
For d = 1 DIP is the same as BSP. For fixed d ≥ 2 this problem is NP -
hard for k = 2 pairs, as the following theorem shows.
Theorem 9.5
For fixed d ≥ 2 DIP is NP-hard, even
(i) for k = 2 pairs and grid graphs with maximum degree 3,
(ii) for k = 2 pairs and planar bipartite graphs with unit cost edges.
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Furthermore, DIP is APX-hard in stars with unit costs.
PROOF. To prove this we can reduce BSP to DIP. For this purpose we
replace any edge of a given BSP instance by a path of length d whose
edges all have the same costs as the original edge. As a result, the
length of each si-ti-path is multiplied by d, and blocking shortest paths
is equivalent to increasing distances by at least d. Since this reduction
does not change the properties planar, bipartite, unit costs, maximum
degree, and grid graph, DIP is also NP -complete in the stated cases,
as was shown for BSP in Corollary 4.1 (page 33) and in Corollary 4.2
(page 34), respectively. Furthermore, the reduction used to prove The-
orem 4.5 (page 39) can also be applied to the case d ≥ 2. o
After this simple reduction only the complexity of instances with
k = 1 pair remains open. Unlike BSP there is no strong duality for
DIP in this case, that is, the maximum number of edge disjoint paths
that have to be blocked may be smaller than the minimal number of
edges in a feasible solution. To see this consider instances as shown
for d = 3 in Figure 9.6. These instances consist of sequences of 2d − 1
graphs K4 − e. Any two consecutive (K4 − e)s share a vertex. For an
ts
Figure 9.6. An instance of DIP with d = 3 and unit
cost edges. The optimal objective value is 2 but no
two of the paths to block are edge-disjoint.
s-t-path P let h be the number of (K4 − e)s whose horizontal edges are
not part of P. Then the length of P is dist(s, t) + h and therefore this
path has to be blocked only if h ≤ d− 1. Consequently, the s-t-paths to
be disconnected have at least d horizontal edges and no two of them are
edge disjoint. However, there is evidently no feasible solution with just
one edge. Dropping the unit cost property we could assign costs M to
the non-horizontal edges. Then the objective value of the dual problem
is unchanged while all optimal solutions of the DIP instance are formed
by d horizontal edges, giving a ratio of d between the optimal objective
values of the primal and the dual problem.
A straightforward approach to solve instances of DIP with k = 1
pair and some d is to increase dist(s, t) iteratively by (at least) 1 until
a total advance of d is achieved. Of course, this may be suboptimal as
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can be proved using instances as shown in Figure 9.7 for d = 3. These
ts
Figure 9.7. An instance of DIP with d = 3. Horizontal
edges have costs 2, all other edges have costs 1 +ε.
instances are similar to those described before, but they have only d
blocks and the rightmost block has no horizontal edge. The horizontal
edges have costs 2, all other edges have costs 1 +ε. It is easy to see that
using the proposed approach, in each iteration one horizontal edge and
finally a cut is deleted yielding an objective value of
2(d− 1) + 2(1 +ε) = 2(d +ε).
Deleting the two edges adjacent to t is an optimal solution with objec-
tive value 2(1 +ε), so the approximation ratio converges to d as ε→ 0.
In fact, this is the worst case behavior, since an optimal solution of the
DIP instance contains a feasible solution for the at most d subproblems
(compare the proof of Theorem 7.1).
If the integer d is part of the input data then this problem is APX -
complete even for k = 1 pair and unit costs as Baier showed, see Corol-
lary 2.15 on page 41 in [4].
Despite these partial results, the question whether DIP with k = 1
pair can be solved in polynomial time for some fixed d remains open.
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Zusammenfassung
In der vorliegenden Arbeit wird ein spezielles SET COVER Problem stu-
diert, das bislang in der Literatur nicht diskutiert wurde. Es ist eng mit
minimalen Schnitten in Graphen verknu¨pft. Im Unterschied zu letzt-
genannten Problemen wird bei dem hier betrachteten nicht gefordert,
alle Wege zwischen den Knoten eines oder mehrerer gegebener Kno-
tenpaare zu unterbrechen, sondern es reicht aus, die ku¨rzesten Wege
zu durchtrennen. Mit anderen Worten besteht die Aufgabe darin, in
einem ungerichteten Graphen den Abstand zwischen den Knoten ge-
gebener Paare durch Entfernen einer kostenminimalen Kantenmenge
um mindestens 1 zu erho¨hen. Das Problem wird als BLOCKING SHOR-
TEST PATHS oder kurz BSP bezeichnet.
Nach der Einleitung werden im zweiten Kapitel grundlegende Be-
griffe und Zusammenha¨nge der Gebiete Graphentheorie, Komplexi-
ta¨tstheorie und Diskrete Optimierung, die in dieser Arbeit beno¨tigt
werden, zusammengestellt. In Kapitel 3 werden dann verwandte Pro-
bleme, die in der Literatur behandelt wurden, sowie bekannte Resul-
tate dazu kurz vorgestellt.
Die Komplexita¨t von BSP wird in Kapitel 4 betrachtet. Dabei wer-
den bezu¨glich der Anzahl der Knotenpaare, des Graphen und der Ko-
sten spezielle Fa¨lle diskutiert und jeweils NP -Vollsta¨ndigkeitsbeweise
oder polynomielle Algorithmen angegeben. Lediglich fu¨r den Fall von
BSP mit drei Paaren, die ein Dreieck bilden, bleibt der P /NP -Status
offen. Im fu¨nften Kapitel werden nicht-algorithmische Fragen behan-
delt. Dabei geht es um Abscha¨tzungen des optimalen Zielfunktionswer-
tes von Instanzen mit Einheitskosten, um die Dualita¨tslu¨cke, sowie um
die Anzahl der ku¨rzesten Wege zwischen zwei Knoten eines Graphen.
In Kapitel 6 werden zwei Ansa¨tze zur Lo¨sung von BSP mittels ganz-
zahliger linearer Optimierung vorgestellt. Der erste ist die nahelie-
gende SET COVER basierte Formulierung, der zweite basiert auf der
LP-Formulierung fu¨r das MINIMUM CUT Problem. Zur Approximati-
on von BSP werden in Kapitel 7 vier Standardtechniken angewandt.
Die bestmo¨gliche Approximationsgarantie wird in drei Fa¨llen exakt be-
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stimmt und im vierten Fall relativ eng eingegrenzt.
Praktische Ergebnisse, die fu¨r zufa¨llige BSP Instanzen die Rechen-
zeiten und die Approximationsgu¨te zeigen, werden in Kapitel 8 vorge-
stellt. Im letzten Kapitel werden schließlich naheliegende Erweiterun-
gen und Variationen der betrachteten Fragestellung studiert. Es han-
delt sich um das BSP entsprechende Problem in gerichteten Graphen,
um das Problem die Absta¨nde um genau 1 zu erho¨hen, sowie um das
Problem die Absta¨nde um mindestens d ≥ 2 zu erho¨hen. Es werden
jeweils NP -Vollsta¨ndigkeitsbeweise angegeben.
