Abstract. We know from Littlewood (1968) that the moments of order 4 of the classical Rudin-Shapiro polynomials P n (z) satisfy a linear recurrence of degree 2. In a previous article, we developed a new approach, which enables us to compute exactly all the moments M q (P n ) of even order q for q 32. We were also able to check a conjecture on the asymptotic behavior of M q (P n ), namely M q (P n ) ∼ C q 2 nq/2 , where C q = 2 q/2 /(q/2 + 1), for q even and q 52. Now for every integer 2 there exists a sequence of generalized Rudin-Shapiro polynomials, denoted by P ( ) 0,n (z). In this paper, we extend our earlier method to these polynomials. In particular, the moments M q (P ( ) 0,n ) have been completely determined for = 3 and q = 4, 6, 8, 10, for = 4 and q = 4, 6 and for = 5, 6, 7, 8 and q = 4. For higher values of and q, we formulate a natural conjecture, which implies that M q (P ( ) 0,n ) ∼ C ,q nq/2 , where C ,q is an explicit constant.
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Introduction
Let T = {z ∈ C | |z| = 1} be the complex torus and let f be an L q (T)-function. The moment of order q ∈ N of f satisfies (1) M q (f ) = 1 0 f e 2iπt q dt.
The Rudin-Shapiro polynomials [8] are defined by the recurrence relations
and the first values P 0 (z) = Q 0 (z) = 1. Obviously M 2 (P n ) = 2 n . In 1968, Littlewood [5] evaluated M 4 (P n ) and established that M 4 (P n ) ∼ 4 n+1 /3. In 1980, Saffari [7] conjectured that
In [2] we were able to prove this result for q even less than or equal to 52. . . .
. . .
The classical Rudin-Shapiro polynomials correspond to the choice = 2.
Since all the sequences P ( ) i,n (z) n∈N play a quite symmetric role, we shall focus our attention on P ( ) 0,n (z) n∈N in the remainder. In this paper we extend the methods used in [2] for = 2 to larger . The results show that the moments M q P ( ) 0,n satisfy a linear recurrence and support the following conjecture.
Conjecture 1.
Let be an integer greater than 1, let q be an even integer and let P ( ) 0,n (z) n∈N be defined as in (4) . We then have
In the next part, we describe an efficient algorithm to compute the moments.
In the third part, we show that these moments must satisfy a linear recurrence and we describe how to obtain it.
In the fourth part, we check Conjecture 1 for some small values of and q; see Theorem 1.
In the last part, we introduce a generalization of Krawtchouk polynomials in several variables to prove Conjecture 1 under a quite natural assumption; see Conjecture 2 and Theorem 2.
Rudin-Shapiro polynomials are widely used in signal theory, and the corresponding moments are useful to approximate their maximum modulus on T. Furthermore, they are related to deep problems in harmonic analysis.
Moments computation algorithm
Since the number of terms of P ( ) 0,n (z) grows exponentially with n, it becomes quickly impossible to compute the moments in a naïve way using (1) . Instead, let
where P ( ) i,n is the complex conjugate of P ( ) i,n and where a and a are two vectors of formal parameters, namely a = (a 0 , . . . , a −1 ) and a = (a 0 , . . . , a −1 ). The quantity
is then obviously equal to the constant term of the Laurent polynomial S n (α 0 , α 0 , z) where α 0 = (1, 0, . . . , 0). More generally, the moment of P ( ) i,n (z) is simply equal to c 0,n α i , α i where α i is the vector whose coefficients are 0 except the i-th one, which is equal to 1. Now for n 0, let
The constant terms of S n a, a , z and of T n a, a , z are equal for all n but, unlike S n , the number of terms of T n is bounded above independently of n. In addition the T n 's can be obtained in a very simple way.
Then we have
Proof. By definition
From (4), we have also
We deduce that
We immediately derive from this lemma an efficient algorithm to compute the moments of order q of the polynomials P Step
Example. Suppose that = 3. To obtain the moments of the polynomials P
After that, the polynomial T (a 0 , a 1 , a 2 , a 0 , a 1 , a 2 , z) has 324 terms. The transformation 
Applications
Let E ,q be the vector space over C generated by the basis B ,q whose elements are z m a n 0 0 · · · a
where n 0 , . . . , n −1 , n 0 , . . . , n −1 are nonnegative integers such that
and m belongs to [−q/2 + 1,
be an element of E ,q and define the map T ,q by
Clearly T ,q is linear and the image of T n (a, a , z) by T ,q is T n+1 (a, a , z). This implies that the polynomials T n (a, a , z), hence the moments of order q of the P ( ) 0,n (z)'s, satisfy a linear recurrence R ,q (x) which must divide the minimal polynomial of the linear map T ,q .
In [2] we were able to determine these recurrences and therefore to compute exactly all the even moments q 32 of the classical Rudin-Shapiro polynomials.
In the following, we establish some recurrences satisfied by the moments of the generalized Rudin-Shapiro polynomials for = 3, 4, 5, 6, 7, 8 and some values of q from 4 to 10. Computations have been performed with GP-PARI [1] and Maple.
In theory, it is sufficient to know the minimal polynomial of the matrix of T ,q in the basis B ,q to compute the linear recurrence satisfied by the moments. When the dimension of the matrix is small, one computes directly its characteristic polynomial to deduce its minimal polynomial. But quickly the size of the basis and of the coefficients make such a computation impossible. In particular,
However, it is possible to get rid of a great number of vectors since many elements of B ,q belong to the kernel of T ,q . More precisely, it is easy to see that
Even if, in general, this reduction is not sufficient to find a recurrence satisfied by the moments, the number of terms in the new basis cleared from unnecessary vectors gives a smaller upper bound D ,q on the degree of the recurrence. Now given a sequence u 0 , u 1 , . . . , u N , . . . generated by an unknown linear recurrence, we are left with the problem of finding the minimal polynomial R of the recurrence. For this, consider the matrix of maximal rank r:
Inverting it, we immediately deduce a conjectural minimal polynomial for the recurrence. When r is large, say r > 100, the computation of the inverse is difficult, especially since the coefficients grow exponentially. So it is better to perform the computations modulo small primes, then to apply the Chinese remainder theorem. In addition, for = 5, 7 and 8 the moments do not belong to Z. In this case, we determine the minimal equation over Z[e 2iπ/ ] at the cost of longer computations. Once we have the conjectural recurrence polynomial we check that this relation is the right one for all n and not only for the very first values. To do this we check that all the terms of order up to D ,q satisfy the equation. This is sufficient since the degree of the recurrence is known to be less than or equal to D ,q .
Experimental results
Given , the moments of order 2 of the generalized Rudin-Shapiro polynomials P ( ) 0,n (z) are trivially equal to n , so that they satisfy the recurrence u n+1 = u n with u 0 = 1. The corresponding polynomial is therefore R ,2 (x) = x − . Now it is not hard to ensure that R ,q (x) splits into R ,q−2 (x/ ) (up to a suitable power of to make it monic) times a new factor F ,q (x). This relies on the fact that
is an eigenvector of T ,2 with eigenvalue . Indeed,
So if V λ is an eigenvector of T ,q with eigenvalue λ, then E V λ will be an eigenvector of T ,q+2 with eigenvalue λ. As a consequence, E q/2 is an eigenvector of T ,q with eigenvalue q/2 . For = 2, we found the recurrences R 2,q (x) for q even and less than or equal to 32 [2] . We noticed that F 2,q = 1 for q ≡ 2 mod 4; that is why only the values corresponding to q ≡ 0 (mod 4) are reported for = 2. Further information on R 2,q (x) can be found in Table 1 where ρ(F 2,q ) is the maximal modulus of the roots of we compute R ,q (x) and verify that ρ(F ,q ) is less than q/2 . So q/2 is simple and is the root of R ,q (x) of largest modulus. This implies that the asymptotic behavior of M q P ( ) j,n is C ,q nq/2 , where C ,q can be deduced from the minimal recurrence polynomial. Indeed, where
Example. Take = 3. The recurrence R 3,4 (x) is equal to (x − 9)F 3,4 (x) with and
All the results are gathered in the following theorem. Tables 2, 3 and 4 for additional information.
In the next section we formulate a natural conjecture which is true for all the cases we have investigated and implies (6) for all and all q. 
Determination of the constant C ,q
This work was first carried out with Laurent Habsieger in the case = 2. In particular, he used classical properties of Krawtchouk polynomials to prove that
q/2+1 · In the following we introduce a generalization of Krawtchouk polynomials for larger and we get an explicit expression for C ,q mimicking his proof when = 2.
Let n 0 , . . . , n −1 and N be nonnegative integers. We shall use the following notation for the multinomial coefficient:
Let B ,q be the basis of E ,q built from B ,q , where we replace all the vectors of the form (a 0 a 0 )
q/2 and G ,q the vector space generated by
Lemma 2. In the new basis
Proof. These equalities are trivial except for (a −1 a −1 ) q/2 . In this case we see that the coordinate of (a
as expected.
Lemma 3.
We have
The first two statements are evident but to prove the last result we need to introduce additional material.
Recall that N is a positive integer, and take k 0 and k 1 such that k 0 + k 1 = N . Then the classical Krawtchouk polynomials K n (k 0 , k 1 , N), see for example [3] , are defined by
At present, let us introduce the quantities K n (k, N), where as usual n stands for (n 0 , . . . , n −1 ) and where N) 's can be viewed as a generalization of Krawtchouk polynomials in several variables. Indeed, they are defined by the generating sequence
Note that they are explicitly defined by the formula
The symmetry and orthogonality properties of the classical Krawtchouk polynomials, which are the core of the proof of Lemma 3 for = 2, can also be generalized to K n (k, N) for larger .
Lemma 4. Let k, n and n be vectors of integers. Then we have
and
Proof. The symmetry property (9) is immediate using (8) . To show the orthogonality property (10), consider
Using (8) and swapping the sums, we see that (11) can be written as
This sum is equal to ⎡
Expanding (12), one remarks that for each monomial involved in this expression the degrees of a i and a i are equal. In particular, if n = n , then
does not appear in (12); hence the coefficient before this term in (11) is zero. If n = n , it is clear that the coefficient of
This proves the result.
Proof of Lemma 3. Given m, n and n , let us compute the image of the monomial z m a n 0 0 a 0 n 0 · · · a
The result is a sum of monomials having all the same degree in z, which is
This also easily implies that the monomial we are considering is an element of G ,q . If (13) is zero, then
Using (8) and Lemma 2 it is easy to ensure that the coefficient of the projection of T ,q (z m a n 0 0 a 0 n 0 · · · a
With the help of (9), we get
From (10) we know that C n,n is zero if n = n . If n = n we have
has been replaced by the vector of the form (7), which can be written A collection of GP-PARI [1] functions to compute the moments of the generalized Rudin-Shapiro polynomials for various values of and q is available at [6] . For instance, the procedure findmoment gives the exact moment of order q of P ( ) 0,n (z), for any n and for the values of and q discussed in this article. The files include all the factors F ,q (x) and the requested initial moments.
