(1973), Bunke and Bunke (1974) , Deistler and Seifert (1978) , Phillips (1989) , and Hillier (1990)), and hypotheses about possibly nonidentifiable parameters (although not necessarily all hypotheses of interest) may not be "testable" in the sense that they are not "refutable" (see the discussion of Breusch (1986) ). For equations estimated by instrumental variables (IV) methods, the distributional complications associated with (near) nonidentification are especially relevant because of the serious possibility of "weak instruments," a problem which has received renewed attention recently; see, e.g., Startz (1990a, 1990b) , Buse (1992) , Maddala and Jeong (1992) , Angrist and Krueger (1994) , Staiger and Stock (1997) , Bound, Jaeger, and Baker (1995), and Hall, Rudebusch, and Wilcox (1996) .
Although the available analytical results indicate that distributions of IV-based estimators and test statistics can be strongly affected in nonidentified models, they do not throw much light on the properties of confidence procedures, in particular on whether we can bound the distributions of test statistics to obtain valid tests and confidence sets, even if identifying restrictions are imposed. The main purpose of this paper is to throw more light on these issues by extending finite-sample results and methods due to Gleser and Hwang (1987, henceforth GH) and Koschat (1987) in a number of special problems. For inference on errors-in-variables models, principal components and ratios of regression parameters, GH showed that no valid confidence interval for a parameter can have finite expected length if this parameter is not identifiable on a subset of the parameter space. Koschat (1987) independently gave a similar result for confidence intervals on the ratio of the means of two normal distributions (the Fieller (1954) 
problem).
Here we extend the results of GH, e.g., by allowing for less restricted models (including possibly discrete distributions, parameters in general metric spaces, and less restricted "troublesome" parameter subsets), and we apply them to some important econometric models. We consider first a general setup with a parameter vector 0 and a parametric function of interest qfr(0). The parameter space contains a subset Q0 near which the function qfr(0) can take any value in a (typically large) set to. This setup covers both cases where qf(6) has discontinuities at Q0 and where the points in Q0 correspond to the same data distribution (in which case Q0 is a nonidentification subset). When such conditions obtain, we say qfr(0) is locally almost unidentified (LAU) near Q0. The main facts demonstrated here under general conditions include: (i) when qf(6) is LAU near Q0 and 0 E Q0, a level 1 -a confidence set C,,(Y) for qfr(0) must cover with probability 1 -a (at least) any value in the set I'o of all the values of qfr(0) that can be met "near" &O; (ii) C,,(Y) must have a diameter as large as the diameter of 1fo with probability 1 -a (or greater); in particular, if To is unbounded, C,(Y) must be unbounded with probability 1 -a (or greater); (iii) by continuity, similar properties must also hold outside &0, at least in the neighborhood of QO; (iv) when the model has a density with the same support for all 0, CQ(Y) must have diameter as large as the one of To with positive probability for all 0. If these properties do not hold for a proposed confidence set, its true level is zero: it is impossible to build a valid confidence set which is bounded with probability one. In particular, most Wald-type confidence sets in such models have zero confidence level, irrespective of their stated nominal levels, because they are almost surely bounded.
As a result, any approximation for the null distribution of a Wald-type statistic (e.g., an asymptotic approximation) for testing a hypothesis of the form (0)= fro must be arbitrarily bad for some qf0 (unless it depends on 0). In other words, Wald statistics do not constitute valid pivotal functions in such models and it is even impossible to bound their distribution over the parameter space (except by the trivial bounds 0 and 1). Furthermore, there is no way of producing "corrected standard errors" that would avoid this problem. Expansion methods (e.g., Edgeworth expansions) and "bootstrap" techniques will also fail in such contexts, as long as they lead to almost surely bounded confidence sets. This of course supports earlier work on the unreliability of Wald tests because of noninvariance problems (see Breusch and Schmidt (1988) , Dagenais and Dufour (1991) , and Nelson and Savin (1990)).
These results are then applied to discuss inference in the context of more specific econometric models and problems, including: (i) ratios of regression coefficients; (ii) simultaneous equations models and IV regressions; (iii) linear regressions with autoregressive errors; (iv) inference about long-run multipliers; (v) cointegrating vectors. For example, in simultaneous equations and similar models, it is shown that usual "asymptotically justified" confidence intervals for structural coefficients based on IV estimators, such as two-stage least squares (2SLS), and their asymptotic standard errors have zero coverage probability, and the corresponding t statistics have distributions which cannot be bounded by a finite set of distributions. By contrast, for the same model, we show that LR statistics have null distributions which can be bounded by a nuisanceparameter-free distribution (derived from the Wilks A distribution), and so the inference methods based on such statistics do not have these problems. Furthermore we show that projection techniques can be used in such contexts to obtain valid tests for a large variety of hypotheses.
The basic notations, definitions, and assumptions used in the paper are presented in Section 2. The main results on confidence sets for LAU parameters are presented in Section 3. Section 4 discusses implications for testing and the validity of Wald-type confidence sets, while the applications to specific econometric models and problems are presented in Section 5. We conclude in Section 6.
FRAMEWORK
Consider a family of probability spaces {( P,, 1): 0 E D}, where 2 is a sample space, A6, is a or-algebra of subsets of 2, and P. is a probability measure on the measurable space (K,.?) indexed by a parameter 0 in D. The sets 2, A6, and Q2 are all nonempty. Further, we are interested by a transformation qf: 2Q -> IF, defined on a nonempty subset d2l of X2, on which we wish to test hypotheses and build confidence sets. We assume also the sets D and t possess metric space structures. Inferences about 0 will be based on an AW,-measurable observation (vector) Y in a space y. For future reference, we summarize these assumptions as follows, where R' refers to the set of the nonnegative real numbers. with probability at least 1 -a when 0 is close to Q0, for any 1qf E T. 
TESTING AND WALD CONFIDENCE SETS
The results of the previous section have important implications for the properties of tests associated with a given confidence procedure. Any confidence set for a parameter can be interpreted as the result of a collection of tests for each possible value of the parameter: the confidence set simply reports all the values of the parameter which cannot be rejected at a given level (see Lehmann (1986 
ECONOMETRIC APPLICATIONS
In this section, we apply the above results to a number of problems and models relevant to econometric practice and discuss possible solutions, including inference about parameters of simultaneous equations and dynamic models. Before studying those, however, we shall look at the problem of building a confidence set for the ratio of two regression coefficients in a linear regression. Even though this problem has been studied by GH, it will be illuminating to see how the more general results of Sections 3 and 4 apply to this relatively simple problem.
Ratios of Parameters in Linear Regressions
Consider the linear regression From Theorem 3.3, any confidence set for the vector /3 must be unbounded with probability 1 -a (at least) when rank( H2) < G. For components of /3, the same will hold when 0 belongs to a subset Q0 over which this component is unbounded. Again unbounded confidence sets must occur with probabilities close to 1 -a (or greater) in the neighborhood of these sets, and since the model has a density function, the probability of getting an unbounded confidence set is different from zero for any 0. Consequently, confidence sets which are bounded with probability one have zero coverage probability. In particular, this will be the case for any Wald-type confidence interval based on the 2SLS estimator of /3, the usual 2SLS standard errors and a normal asymptotic distribution. Despite considerable theoretical work on the finite sample properties of 2SLS and other simultaneous equations estimators, as well as the associated inference procedures, this important property has not apparently been pointed out before (e.g., see the survey of Phillips (1983)). values. We call such sets projection-based confidence sets. These will typically be nonsimilar and conservative (at least at certain points of the parameter space), but no other valid procedure appears to exist in finite samples.
It is of interest to note here that a valid

The bound LR has a distribution which does not depend on B nor any nuisance parameter, and no identification condition is required. LR is a monotonic transformation of a Wilks
Dynamic Models
We will now examine a few dynamic models. As a first example, consider a linear regression with AR(1) disturbances: Correspondingly, in the same context, our results suggest that more reliable tests and confidence sets for cointegrating vectors will be obtained by using LR-type tests and by building confidence sets through the inversion of such tests.
CONCLUSION
The results presented in this paper have important implications for econometric theory and practice. First, it is essential to remember that confidence sets should be based on proper pivotal functions, or at least on boundedly pivotal functions.
Second, the most commonly used method for building confidence sets, which is based on "inverting" Wald-type tests, does not rely on proper pivotal functions in situations involving LAU parameters: standard errors and covariance matrices largely lose their usual interpretation.
Thirdly, asymptotic arguments can be especially misleading in the models studied here. Even though a Wald-type statistic may be asymptotically pivotal at every point outside the nonidentification subset, convergence to the asymptotic distribution has to be arbitrarily slow at points outside the nonidentification subset (nonuniform convergence). Monte Carlo evidence strongly supporting this view is available in Dufour and Jasiak (1994), Hall, Rudebusch, and Wilcox (1996), and Nelson, Startz, and Zivot (1996).
Fourth, it appears that LR statistics behave relatively smoothly in the presence of identification problems, so that they have better chances of being bounded pivotal (for other illustrations of this phenomenon, see Dufour (1989) ). Indeed, this is not surprising in view of the fact that the likelihood function is flat on a nonidentification subset. In the context of a standard simultaneous equations model, we showed explicitly that LR statistics for testing hypotheses about structural coefficients are boundedly pivotal, while Wald-type statistics are not. For Monte Carlo evidence showing that LR-type tests are indeed more reliable in such contexts, see Dufour and Jasiak (1994) and Nelson, Startz, and Zivot (1996) . Fifth, given a valid confidence set for a parameter vector, it is always possible to derive valid confidence sets for individual elements of the vector, or for any function of this vector, by using projection methods.
The examples analyzed in Section 5 by no way constitute an exhaustive list of the cases to which our general results apply. Other cases include: various nonlinear regressions, ARMA models both univariate and multivariate (e.g., because of common factors problems), inference in "structural" models derived from dynamic optimization models which are often estimated by the generalized method of moments, inference about structural change break dates, etc. To keep our exposition within limits, we emphasized here parametric models, i.e., models for which a finite-dimensional vector 0 completely determines the data generating process. The results of Sections 2-4 however are sufficiently general to cover nonparametric models. Such models raise even stronger indetermina-cies and "impossibilities." For example, on testing unit root hypotheses in time series models which allow for general forms of serial dependence, Blough (1992) and Cochrane (1991) 1996) show, such procedures do not appear to work and may even make matters worse from the point of view of test reliability. Further, when it is possible to find alternative procedures that behave "smoothly" in the presence of identification difficulties (like the Anderson-Rubin procedure in simultaneous equations), there appears to be little motivation for sticking with Wald-type methods. Accepting the possibility of an unbounded confidence set for a structural coefficient is simply a matter of logic and scientific rigor: the data may simply be uninformative about such coefficients. Note this does not at all mean that the practice of building confidence sets should be abandoned for potentially unidentified models. Unbounded confidence sets do not necessarily occur for particular data sets and may indeed be very unlikely: if the data generating process is "far" from those cases where the structural parameter vector is not identified, we can expect any reasonably powerful confidence set procedure will yield unbounded confidence sets only with low probability. But unbounded confidence sets must occur with high probability when the parameters considered are not identified or are close to being so: the occurrence of such a set may be interpreted as a symptom of the fact that the parameter cannot be precisely evaluated from the available data. Q.E.D.
