This study investigated the acquisition of the comprehension of overt morphological case marking by adult native speakers of English who were learning Russian or German as a second language (L2). The Russian case-marking system is more complex than the German system, but it almost always provides the listener with case inflections that are reliable cues to sentence interpretation. Two approaches to learning of inflectional morphology were contrasted: the rule-based approach, which predicts that learning is determined by paradigm complexity; and the associative approach, which predicts that learning is determined by the cue validity of individual inflections. A computerized picture-choice task probed the comprehension of L2 learners by varying the cues of case marking, noun configuration, and noun animacy. The results demonstrated that learners of Russian use case marking much earlier than learners of German and that learners of German rely more on animacy to supplement the weaker case-marking cue. In order to further explore the underlying mechanisms of learning, a connectionist model was developed that correctly simulated the obtained results. Together, these findings support the view that adult L2 learning is associative and driven by the validity of cues in the input.
Inflectional morphology represents an ideal testing ground for the controversy between rule-based and associative approaches toward language learning. So far, however, most studies addressing this controversy have focused on the interplay between regular versus irregular forms. This contrast is relevant for English morphology but does not do justice to the complexity of inflectional systems found in many other languages. Furthermore, most research on the processing of inflectional morphology has been concerned with L1 acquisition. As a result, inflectional processing in adult L2 learning has not received much attention. In this study, we investigate the acquisition of morphological case marking in adult L2 learners in order to determine which factors guide the learning process.
LEARNING OF INFLECTIONAL PARADIGMS
Traditional language teaching places an emphasis on the regularities underlying the inflectional system of a foreign language (Matthews, 1974) . In psycholinguistics, this emphasis has been echoed in work describing inflectional morphology in terms of a system of rules that is assumed to be part of a speaker's language competence (Marcus et al., 1995; Pinker, 1984; Pinker & Prince, 1988) . The approaches to paradigm formation developed by MacWhinney (1978) and Pinker (1984) view the learning of inflections as a process of discovering the grammatical dimensions underlying an inflectional paradigm (e.g., number, gender, person, case, or tense) through systematic hypothesis testing. For agglutinative languages, in which a single inflection corresponds to a single dimension and inflections can be combined additively, paradigm learning involves a gradual expansion from a unidimensional to a multidimensional paradigm. Thus, the learner starts out with an initial hypothesis about the relation of a certain inflection to a grammatical dimension. Gradually, more hypotheses about the associations between inflections and grammatical dimensions are introduced. In fusional languages, inflections are associated with combinations of grammatical dimensions like nominative singular or third person plural, which correspond to the different cells of an inflectional paradigm. Here, the hypothesis-testing process must be applied iteratively by adding dimensions until the correct number is found. Thus, the learner starts out with a simplified hypothesis about what dimension is marked by inflectional change. As the learner notices that the paradigm exhibits more inflectional change than is predicted by this simple hypothesis, he or she must add more dimensions and test whether the paradigm conforms to the adjusted dimension space. The postulation of such an iterative hypothesis-testing process leads to the prediction that the more complex a paradigm, the longer it should take to learn it.
It is important to point out that the discovery of the correct grammatical dimensions is hindered by the fact that, in many paradigms, the same inflection may be associated with multiple cells in a paradigm. Thus, not always are all combinations of grammatical dimensions marked by unique inflections. Sometimes underlying dimensions are partly neutralized in the paradigm. Sometimes different cells are marked syncretically by the same inflection. Neutralization and inflectional syncretism obscure the underlying dimensions so that the learner has to rely on large sets of data in order to discover regularities. According to the theory of paradigm formation, the difficulty of learning a paradigm depends not only on the number of dimensions and cells but also on the amount of neutralization or inflectional syncretism.
The alternative view on the acquisition of inflections minimizes the importance of rule learning in favor of associative learning. This approach has been put forth within a variety of frameworks such as the Network Model (Bybee, 1985 (Bybee, , 1995 , the Competition Model (MacWhinney & Bates, 1989) , and various connectionist models (e.g., Rumelhart & McClelland, 1987; MacWhinney, Leinbach, Taraban, & McDonald, 1989; Plunkett & Marchman, 1991) . Common to all these frameworks is the view of paradigms as epiphenomena that emerge from distributional characteristics in the language input. In these models, the notion of rules is abandoned and learning is assumed to take place by gradual strengthening of the association between co-occurring elements of the language. Whereas the Network Model and the connectionist models focus on the structure of the lexicon and the intralexical relations relevant for learning and representing inflectional paradigms, the Competition Model focuses on inflections as cues to underlying thematic roles and pragmatic functions. It is this functional perspective that will be adopted in the present study. Moreover, we will demonstrate below that the functional perspective lends itself to connectionist simulations in a straightforward way.
Within the framework of the Competition Model, the ease of learning an inflection is determined by its cue validity. Cue validity, in turn, depends on how often an inflection occurs as a cue for a certain underlying function (cue availability) and how reliably it marks this function (cue reliability). Learning is assumed to progress more quickly if an inflection is readily available in the language. But availability alone does not facilitate learning if the inflection cannot reliably be associated with a certain underlying function.
Cue validity, as defined in the Competition Model, can be quantified using data from language corpora in order to predict cue strength as measured in empirical tests. The present study will compare predictions derived from the Competition Model with predictions derived from the rule-based approach. In the first part of the paper, we will contrast a corpus-based measure of cue validity with an estimate of paradigm complexity and determine which one is better suited to explain the empirical learning trajectories. In the second part, we will use connectionist modeling to specify in greater detail the ways in which cue availability and cue reliability interact. 1 The performance of this model will then be compared to the empirical data in order to explore whether connectionist learning models constitute a viable approach to aspects of L2 learning.
SECOND LANGUAGE LEARNING
Although researchers are willing to question the role of rules in L1 learning, there seems to be a greater willingness to accept the importance of formal paradigm learning for adult L2 learners. This is because adult L2 learners are more likely to utilize a mature set of cognitive abilities, including metalinguistic knowledge and problem-solving strategies that are not available to the child. However, the effect of these factors in adult learning is often viewed as inhibitory. It has been argued (Felix, 1987; Johnson & Newport, 1989; Krashen, 1981) that the use of problem-solving strategies and formal rules by adult learners is responsible for their inability to acquire a fully natural command over the L2. For example, in a framework that assumes a Universal Grammar (UG), the increasing reliance on problem-solving strategies in adult language learning is often attributed to the decay of the mechanisms that had been operative in L1 learning during the critical period (Clahsen & Muysken, 1986; Schwartz, 1993) . Within a UG framework, adult L2 learning differs radically from L1 acquisition in children. If rule-based learning is indeed the prevailing learning mechanism in adults, then we would expect that the processing of paradigmatically complex inflectional markings would pose a particular challenge for the adult L2 learner.
The associative approach, on the other hand, views both L1 and L2 learning as input-based and assumes that cue validity determines the learner's ultimate success in acquiring a paradigm (MacWhinney, 1987a; MacWhinney & Chang, 1995) . No principled qualitative difference between L1 and L2 learning is postulated. If it is possible to show that adult L2 learning depends more on cue validity than on paradigm complexity, this would suggest that a strong input-based, associative component is also evident in adult L2 learning. The outcome of the debate between those who emphasize the role of the input and those who view adult L2 learning as rule-based is of great importance to L2 theory as well as instructional methodology (Ellis, 1994) .
THE CROSS-LINGUISTIC APPROACH
The concepts of paradigm complexity and cue validity highlight very different aspects of inflectional morphology. The former refers to the configuration of inflections in a multidimensional paradigm space. The latter emphasizes the strength of the association between an inflection and an underlying function. In many instances, complexity and cue validity may be orthogonally related to each other. In other words, regardless of whether a paradigm is complex or simple (i.e., based on a large or small number of dimensions), the validity of each individual inflection may be higher or lower depending on whether this inflection marks underlying functions consistently and whether it occurs with sufficient frequency in the language. Two research strategies can be chosen to contrast the effects of paradigm complexity and cue validity on L2 learning: the construction and investigation of learning of artificial languages; or the cross-linguistic comparison of L2 learning, which exploits the natural variation between languages. In this study, we have opted for the cross-linguistic approach because of the higher ecological validity of investigating natural languages.
In order to assess the independent effects of paradigm complexity and cue validity, one would ideally aim at a research design that permits a full crossing of these two factors. For just two levels of complexity and two levels of cue validity, at least four different inflectional paradigms need to be investigated empirically. However, natural variation in complexity and cue validity is gradual and confounded with a host of other variables. This makes the selection of four suitable languages very difficult. In the present study, we start with the comparison of two languages, while recognizing the need to extend this comparison to additional languages of diverse typological forms. We investigate the learning of the Russian and German declension paradigms by native speakers of English. In order to ensure comparability of these rather different paradigms, we restrict ourselves to the investigation of the nominative and the accusative case in sentences in which these morphological cases express the same underlying functions in both languages. We will show that the German paradigm is of lower complexity but that the individual inflections are also low in cue validity. If paradigm complexity is the main factor in learning, German case marking should be acquired faster than Russian case marking. We will also show that the Russian paradigm is higher in complexity but that the individual inflections are also higher in cue validity. If cue validity guides learning, Russian case marking should be learned faster. We then report an experiment that is designed to evaluate these contrasting hypotheses. Tables 1 and 2 display the inflectional paradigms of Russian and German. Russian (Table 1) has six cases: nominative, genitive, dative, accusative, instrumental, and prepositional. Nouns are marked by a set of suffixes that code simultaneously for the morphosyntactic and semantic dimensions of case, number, gender, and animacy. Note that some of the cells contain multiple suffixes. This reflects the fact that Russian nouns fall into different declension types that do not entirely conform to the gender distinction. Russian has two declension types for feminine nouns but only one declension type for masculine and neuter nouns. Gender differences between the masculine and neuter nouns become apparent only in the nominative and accusative cases. The German system (Table 2) is less complex in terms of underlying dimensions. German has three genders and two numbers but only four cases. In German, marking is conveyed primarily by the article and sometimes by combinations of the article and a suffix on the noun.
THE INFLECTIONAL PARADIGMS OF RUSSIAN AND GERMAN
As can be seen from Tables 1 and 2 , both languages exhibit a fairly extensive pattern of neutralization. For example, gender is entirely neutralized in the German plural. Animacy is entirely neutralized in all Russian cases except the accusative for masculine nouns. Nominative and accusative case are neutralized in feminine, neuter, and plural nouns in German and in feminine i-declension nouns as well as in inanimate masculine and plural nouns in Russian.
Quantifying Paradigm Complexity
In order to quantify complexity in a way that conforms to the rule-based paradigm formation theories (MacWhinney, 1978; Pinker, 1984) , we can isolate three factors that determine the complexity of a paradigm: the number of dimensions, the number of cells, and to what extent the cells in the paradigm are marked by unique inflections. First, the number of dimensions determines how many cycles of hypothesis testing have to be passed through during the course of learning. According to this metric, the Russian system is more complex because animacy is a relevant dimension in addition to number, gender, and case. Secondly, the number of levels on each dimension determines the number of different cells in the paradigm that have to be learned and memorized. In the Russian system, the complete crossing of six cases, two numbers, 
Note. The symbol ø denotes null morphemes. PL denotes the plural morpheme on the noun for example -e, -(e)n, -er, -s, -ø. Umlaut-changes in the stem vowel are not related to case marking and, therefore, are not further considered.
a
The dative inflection -e as in dem Volke or dem Manne is optional and rather archaic.
three genders, and two levels of animacy yields as many as 72 cells. This is clearly more complex than the German system, which has only 24 cells. 2 Finally, the average uniqueness of the inflections can be estimated as the ratio of inflections to cells. The closer to zero the inflections-to-cells ratio, the higher the amount of neutralization or syncretism and the lower the average uniqueness of inflections. If phonologically governed allomorphy in Russian is disregarded, the total number of unique inflections is 15, which yields a ratio of .21. For German, the total number of unique article-suffix combinations is 12, which yields a ratio of .5. This is a clear indicator that the uniqueness of each inflection is lower in Russian, which makes the discovery of the dimensions of the paradigm more difficult.
3
In sum, Russian appears to have the more complex system by all three paradigm-based complexity measures. Because the study below focuses on nominative/accusative marking, we need to look specifically at the complexity estimations for the reduced nominative/accusative paradigm: The number of dimensions is the same as in the full paradigm. The number of possible cells for this part of the paradigm is 24 in Russian and 12 in German. The inflections-to-cells ratio is .29 in Russian and .33 in German. Thus, the estimations for the reduced paradigm confirm that nominative/accusative marking is more complex in Russian than in German. If the acquisition of new cues is determined by the complexity of the underlying paradigm, learners of German should do far better than learners of Russian in picking up nominative and accusative marking in the new language.
Quantifying Cue Validity
The Competition Model proposes two factors that determine the validity of a cue: its availability in the language input and the reliability with which it allows the language user to access the underlying function. German and Russian differ in the extent to which they provide nominative and accusative markers as cues for agents and objects in sentences. In order to measure these differences in the input of language learners, we performed a corpus analysis that allowed us to estimate the validity of nominative and accusative markers in the context of other surface cues such as word order, animacy of the nouns, and verb agreement. In each language, we analyzed a corpus of active transitive sentences from five widely used textbooks. The references for the textbooks are given in Appendix A. In each textbook, the number of pages was divided by 40 and all sentences on each n/40 page were examined. This resulted in a sample of 560 Russian and 671 German sentences. For Russian, negative sentences permitting both accusative and genitive marking of the direct object were excluded, as were transitive sentences with subject omission.
In estimating availability and reliability, we followed the principles applied by McDonald and Heilenmann (1991) in their corpus analysis for French. Availability of a cue was computed as the number of sentences in which a cue is present, divided by the total number of transitive sentences. Note that availability differs from the notion of frequency in that it refers to the presence of a cue as marker of a particular function. For example, availability of the animacy cue does not refer to the frequency of animate nouns but rather to the frequency of sentences in which the cue is contrastive; that is, one noun is animate and the other one is not. Reliability of a cue is computed as the ratio of sentences in which a cue correctly indicates the agent, divided by the number of sentences in which the cue is present. Validity is obtained by simply multiplying availability and reliability. Table 3 presents the availability, reliability, and validity estimations for word order, animacy contrast, case marking (nominative vs. accusative), and verb agreement in the Russian and German textbook corpora. Word order refers to the particular configuration of the two nouns in a simple transitive sentence regardless of the position of the verb. Thus, if the first noun was the agent, then the configuration cue was counted as reliable. If the second noun was the agent, then the configuration cue was counted as not reliable. In order to avoid confusion with other Competition Model studies in which word order refers to variations of the position of the verb, this cue will henceforth be called noun configuration. Figure 1 depicts the hierarchy of cues as estimated from the German and Russian L2 textbooks. It demonstrates that the validity of case marking (nominative and accusative marking combined) is much higher in Russian (.97) than in German (.56). This difference is due primarily to differences in availability, because case markers are always reliable cues in the context of transitive sentences. The illustration also shows that German and Russian have very similar cue validity for animacy contrast and configuration. It is not surprising to find similar cue validity for animacy, because availability and reliability of this cue do not depend on language-specific features but more on universal aspects of language use related to the distribution of animate and inanimate nouns in discourse. The similar levels of cue validity for the configuration cue are due to the fact that, in German and Russian, subjects precede objects in the unmarked, canonical word order. Major differences exist between the two languages in terms of the cue validities of case marking and verb agreement. Both of these cues have a markedly lower validity in German. For verb agreement, the low validity in German is due to the neutralization of number marking in parts of the German paradigm (MacWhinney, Bates, & Kliegl, 1984) . For case marking, the low validity in German is due to the higher amount of nominative/accusative neutralization. In order to understand why this holds even though the average uniqueness of inflections in German was estimated as higher, it is necessary to distinguish between neutralization and syncretism. Neutralization occurs when different levels within a dimension are marked by the same inflection, as in the nominative and the accusative cases of German feminine, neuter, and plural nouns. Syncretism refers to the marking of orthogonal combinations of dimensions by the same inflection, as in the case of the Russian suffix -u which mainly marks either singular feminine accusative nouns or singular masculine dative nouns. The important difference is that neutralization always results in ambiguity whereas syncretism does not. The lower average uniqueness of inflections in the Russian paradigm simply reflects the fact that animacy is always neutralized except in masculine accusative and plural accusative nouns. However, when it comes to the dimension of case, the German paradigm shows more neutralization than the Russian paradigm. Consequently, in German, in order for a transitive sentence to be unambiguously case marked, it must contain at least one masculine noun. Our corpus analysis revealed that 44% of German transitive sentences do not contain masculine nouns and, thus, have no clear nominative or accusative marking. In Russian, on the other hand, neutralization of the nominative/accusative distinction occurs predominantly in inanimate nouns and in a limited set of end-palatalized feminine nouns. However, only 5% of all Russian transitive sentences contain two inanimate nouns. The remaining sentences contain animate nouns, thus making case marking a highly valid cue.
In sum, the corpus-based estimations confirm that the cue validity of nominative and accusative case marking is much higher in Russian than in German. If case markers are learned by gradually strengthening the associations between case markers on one hand and thematic roles on the other hand, then the higher availability of case marking in Russian should result in faster learning of case marking than in German.
STUDY 1: COMPREHENSION OF CASE MARKING
We used a speeded picture-choice task to assess the strength of sentencecomprehension cues in learners of German and Russian. In this task, participants typically listen to simple noun-verb-noun sentences and have to decide as fast as possible which noun refers to the agent of the sentence. The picture-choice task has been widely applied in cross-linguistic research within the Competition Model framework. Studies of L2 learners (Gass, 1987; Harrington, 1987; Kilborn, 1989; Kilborn & Cooreman, 1987; Liu, Bates, & Li, 1992; MacWhinney, 1987a MacWhinney, , 1992 McDonald, 1987b; Sasaki, 1991) have demonstrated that, in the early stages, the learner tries to transfer L1 cues to the L2. However, often morphological cues cannot be transferred because there is no match between L1 and L2 in terms of form or function. On the other hand, cues such as animacy, word order, or noun configuration can often be mapped across languages. For these cues, we see evidence of transfer in the initial stages of L2 learning. Research on native speakers of English has shown that word order is the dominant cue in determining the agent in transitive sentences (MacWhinney, Bates, & Kliegl, 1984) . Thus, in noun-verb-noun senten-ces, English speakers consistently choose the first noun as the agent. An L2 learner who starts out with this strategy will be successful in processing L2 sentences that conform with the "agent first" configuration. However, this learner will fail dramatically in L2 sentences that deviate from this pattern. The considerable variability in German and Russian word order allows us to construct grammatical OVS sentences with agents in postverbal position. This configuration may be marked by morphological cues like case marking. Consequently, performance in case-marked OVS sentences will serve as the critical dependent variable that is informative with respect to a learner's mastery of case marking in the L2. For this variable, we can formulate the following predictions: If the acquisition of case marking is predominantly determined by paradigm complexity, we expect fewer errors in case-marked OVS sentences by learners of German. On the other hand, if cue validity guides the process, learners of Russian should exhibit lower error rates in case-marked OVS sentences.
In order to fully understand the processes underlying sentence comprehension, we also need to consider on-line measures of performance. Off-line measures in nonspeeded tasks do not allow us to draw conclusions about the immediate effects of the various cues during processing (Hernandez, Bates, & Avila, 1994; Li, Bates, & MacWhinney, 1993) . The speeded task that we use allows us to tap into the time course of sentence processing and provides more detailed information about the on-line effects of various cues. Previous studies of on-line decision latencies in the Competition Model framework (Hernandez, Bates, & Avila, 1994; Kilborn, 1989; Li, Bates, & MacWhinney, 1993; Mimica, Sullivan, & Smith, 1994) have demonstrated that strong cues lead to faster latencies and that cue competition leads to slower latencies. However, there is also evidence (Kail, 1989; Mimica, Sullivan, & Smith, 1994 ) that processing may be slowed down by the presence of additional cues, even if each of the additional cues is very strong.
Based on these studies, we can formulate specific hypotheses concerning processing speed: First, a strong bias to select the first noun as the agent should lead to fast but incorrect performance in OVS sentences. This is because the learner does not yet expect to encounter any information that might modify this bias, particularly when the relevant cues occur later in the sentence. The stronger these other cues become during the course of learning, the slower the latencies will be, because interpretation will be delayed until more information is gathered from later parts of the sentence. Consequently, at the earliest stages of L2 acquisition, increasing mastery of case marking should lead to a slowing down of performance. Later in learning, decisions will speed up again, because the processing of case markers will become more automatized. If case marking appears early in the sentence, performance may be relatively fast in the advanced stages of learning. Thus, we expect an inverted u-shaped relationship between processing speed and mastery of case marking with fast performance at the outset of learning, relatively slow perfor-mance at intermediate stages, and fast performance at higher stages. Language differences in the trajectories of processing speed provide converging evidence as to which learner group acquires case marking faster.
Second, cue validity should affect on-line processing. Very strong cues should lead to larger processing benefits than weaker cues when compared to sentences that do not contain these cues. If case marking has an immediate effect in sentence processing, the processing benefits associated with case markers should be larger in the Russian learner group. Furthermore, the weaker the case-marking cue, the more other cues will be considered during on-line processing. Thus, we can expect to see stronger benefits from noun configuration, or animacy, or both, in the learners of German.
Cross-linguistic comparisons of L2 performance are complicated by a variety of factors. With respect to learning Russian and German, it is important to take into account the fact that speakers of English who learn Russian are faced with the task of acquiring the Cyrillic writing system in order to be able to process written input. Therefore, they are likely to have processed less written input over the same amount of time than learners of German. In order to match the two learner groups, it is necessary to find a valid way of comparing overall language familiarity between different learners as well as between different languages. Because no comparable proficiency tests for Russian and German are available, we constructed our own L2 lexical decision task. The use of this paradigm was based on the assumption that the more L2 words a learner can recognize, the more L2 input has been processed by this learner. Using Signal Detection Theory (Green & Swets, 1966) , we calculated d′ (dprime) scores. These scores provide an estimate of language familiarity independent of exposure time. We used this measure as a covariate for the comparison of sentence comprehension performance across languages and across learners. Design and evaluation of the lexical decision task are reported in detail in Kempe and MacWhinney (1996) .
Method
Participants. A total of 44 L2 learners were recruited by advertisement at colleges and universities in Pittsburgh and were paid $5.00 for participation. This pool included 22 learners of German (13 men, 9 women) and 22 learners of Russian (12 men, 10 women). All learners were either college students or recent college graduates. Both groups were remarkably homogeneous with respect to age; the mean age of each group was 21.9 years with a range from 17 years to 29 years in both groups.
Materials and Design.
Lexical Decision Task. A total of 362 words and nonwords was selected in each language. To ensure comparability between the Russian and German materials, words were selected on the basis of normative frequency counts for each language (Baayen, Piepenbrock, & van Rijn, 1993; Zasorina, 1977) . The raw frequency values provided by these sources were converted into logarithms of the word frequency per million, and the entire frequency continuum was divided into 240 equal units. At each unit, the closest frequency-matching word was selected in both languages. This sampling and matching algorithm was applied in ascending word frequency until the very high-frequency region where exact matches do not exist. The outcome of this sampling procedure was a pool of 181 words in each language, with frequency increasing steadily on a logarithmic scale. Additionally, all frequency-matched words were also matched for word class across languages. The use of words bearing any resemblance to English was thoroughly avoided. Finally, each word was paired with a nonword that obeyed the phonotactic rules of the language and matched its word counterpart in terms of overall phonological shape, derivational type, and word class. 4 All words and nonwords were randomized individually for each participant and presented in black characters on a light blue screen of a Macintosh Centris 660AV covering a visual angle of approximately 2.5 degrees.
Picture-Choice Task. The stimulus materials consisted of simple active transitive noun-verb-noun sentences that were grammatically correct in Russian and German. Within each language, the sentences varied according to the following five factors: animacy of the first noun (N1-Animacy: animate vs. inanimate), animacy of the second noun (N2-Animacy: animate vs. inanimate), case marking of the first noun (N1-Marking: reliably marked vs. neutralized), case marking of the second noun (N2-Marking: reliably marked vs. neutralized), and noun configuration (SVO vs. OVS). In this design, the configuration factor specifies the type of marking on the two nouns. For SVO sentences, case marking on the first noun was nominative and on the second noun it was accusative. In OVS sentences, the pattern was the opposite; case marking on the first noun was accusative and on the second noun it was nominative. If the sentence does not contain a reliable case marker, there is no structural difference between the SVO and OVS conditions so that the configuration manipulation is neutralized for these sentences, thereby rendering the conditions structurally identical. Language was a between-subjects factor.
The sentences were composed from combinations of four animate nouns, four inanimate nouns, and two verbs. The nouns and their English translation equivalents are given in Appendix B. In order to minimize semantic differences between languages, exact translation equivalents for all 10 words were used so that the same words appeared in the same conditions in Russian and in German. Thus, the German translation equivalents of "mother," "daughter," "flower," and "cake" are feminine resulting in nominative/accusative neutralization. In the Russian counterparts, there is also nominative/accusative neutralization in the translation equivalents of "mother" and "daughter" because they exhibit final consonant palatalization, and in the translation equivalents of "flower" and "cake" because they are masculine inanimate. The pictures of the four inanimate nouns were taken from the Snodgrass and Vanderwart (1980) materials. The pictures of the four animate nouns were taken from other sources. The verbs were "looking for" and "finding." All nouns were singular and all verbs were presented in the present tense so that verb agreement was not available as a cue.
For each condition, four sentences were constructed by first combining the relevant nouns and then counterbalancing the two verbs. This resulted in a total of 128 grammatically correct sentences. Half of the sentences were semantically implausible, similar to English sentences like "The cake finds the father." In these sentences, animacy is in competition with case marking or noun configuration or both. The inclusion of semantically implausible sentences was necessary for a full crossing of the two levels of animacy of the two nouns. Appendix C lists examples of sentences for each condition.
The eight nouns and two verbs were digitized with a 22-kHz sampling rate by a female native speaker and then combined into the 128 experimental sentences using SoundEdit16. Combining single word recordings into sentences ensured that the intonation pattern was identical for all sentences and that no prosodic cues were available to the listener. The digitized sentences were presented in randomized order.
Procedure. All participants were tested individually. They were seated in front of the computer and given the L2 lexical decision task. Participants were instructed to read each item and to decide whether they knew the word or not. They were asked to press the left button if they did not know the word and the right button if they knew the word. The word remained visible on the screen until the participant made a decision. Each trial was followed by a 200-ms inter-trial interval. The participants' responses and response latencies were registered. The completion of the lexical decision task required approximately 15 minutes.
After the lexical decision task, participants were given a 5-minute break, which was followed by the familiarization phase. Each picture was presented one at a time in the middle of the screen. The participants were asked how they would name the picture in the foreign language. After the participants had completed their answer, the correct name was displayed and participants were told that only this name would be used to label the picture through the entire experiment. During the second pass, participants again named the pictures and verified their answers by comparing them with the label. Next, participants saw pairs of pictures on the screen. As soon as the pictures were displayed, the name of one of the two pictures was presented through headphones. Participants placed their left and right index fingers on the left and right buttons of the button box and were instructed to press the button corresponding to the named picture as fast as possible. If the right picture was named, the right button had to be pressed and vice versa. The purpose of this preparation phase was to acquaint the participants with the speeded forcedchoice task and to further familiarize them with the picture names. The participants saw all 54 possible pairwise combinations of the eight pictures.
In the main experiment, participants were told that they were going to hear a series of simple transitive sentences accompanied by the pictures of both nouns. Their task was to choose the agent of each sentence as fast as possible by pressing the spatially closer button. Agenthood was explained as "who or what did the looking or finding." Again, if the picture on the right side of the screen depicted the agent of the sentence, the right button had to be pressed and vice versa. Participants were told that they should make a choice regardless of whether the sentence made sense to them or not. For each participant, 10 practice sentences were selected randomly from the larger pool of sentences. After the 10 practice trials, all 128 sentences were presented. Participants' choices and decision latencies were registered. All instructions were given in English. The entire session lasted approximately 45 minutes. The presentation of the stimuli in the lexical decision task and in the picture-choice task was controlled by the PsyScope experimental control program (Cohen, MacWhinney, Flatt, & Provost, 1993) . Latencies were measured to the nearest millisecond using the CMU-button box timer, in which three response buttons are arranged horizontally. Only the left and right buttons were used in this experiment.
Results
The presentation of the results will be structured as follows: First, we will describe the basic results of the lexical decision task. Second, we will describe a series of regression analyses. The first regression analysis is designed to determine the relationship between language familiarity and case-marking mastery for each language in order to establish which learner group is faster in the acquisition of case marking. The second and third regression analyses are designed to determine the relationship between language familiarity, casemarking mastery, and processing speed. Finally, we will present a series of ANOVAs and ANCOVAs performed on a subgroup of learners that was matched for language familiarity in order to compare the on-line effects of individual cues across languages.
Because sentences were presented auditorily, latencies were affected not only by sentence processing but also by the duration of the stimuli. The duration of verbs and nouns versus article-noun combinations was different for each sentence. This presents problems for the statistical analyses. In order to provide the reader with a better understanding of this problem, Figure 2 illustrates the time course of the stimuli in Russian and German. Generally, the Russian sentences tended to be shorter than the German sentences. At the same time, the case markers appeared earlier in German than in Russian because, in German, case is marked on the articles that precede the nouns, whereas in Russian it is marked on suffixes at the end of the nouns. Thus, if the latencies were adjusted either to the overall sentence duration or to the onset of the case markers, both adjustments would still somewhat distort the data. Here, we chose a compromise. In the regression analysis as well as in all figures, we adjusted the latencies to the end of the sentence by subtracting sentence duration from the raw latency. This adjustment did not allow us to account for the onset of case markers during the sentence. Therefore, in all analyses that were designed to determine the on-line effects of cues, ANCOVAs were performed in order to separate the effects of noun and verb duration on the raw latencies before exploring the effects of the experimental factors. This was only possible in the analyses with items as random effects. Because of this duration confound, we will refrain from presenting numeric differences between various conditions as well as from presenting direct comparisons of latencies across languages. All that can safely be interpreted are language differences in the patterns of interactions of the various factors.
Lexical Decision Task. For each subject, the proportions of hits and false alarms in the lexical decision task were used to calculate d′ as a measure of word sensitivity in the L2. 5 The learners of German had a significantly higher word sensitivity (d′ = 1.59) than the learners of Russian, d′ = 1.29; F(1, 42) = 5.3, p < .05, despite nearly identical amounts of exposure time as reported in the questionnaire (German: 26.5 months, Russian: 25.2 months, p > .8). Even though similarity to English was avoided in the word materials, this result is hardly surprising, given that the learners of German have a learning advantage due to the familiarity of the graphemic system.
Picture-Choice Task.
Regression Analysis on the First-Noun Choices. First-noun choices in casemarked OVS sentences are the result of the learners' failure to use case markers correctly and constitute an incorrect response. In order to assess the language differences in case-marking mastery, we collapsed the proportions of first-noun choices across all OVS sentences that contained at least one reliable case marker over all levels of first-and second-noun animacy. This pro- portion was then arcsin-transformed and entered as dependent variable into a multiple regression analysis with d′ and Language (coded as a dummy variable) as predictor variables. D′ was entered first into the regression and yielded no effect on the proportion of first-noun choices. Language, which was entered next, accounted for 13% of variance, F(1, 41) = 6.1, p < .01. Finally, the interaction of Language with d′ accounted for an additional 9% of variance, F(1, 40) = 4.4, p < .05. Figure 3 depicts the percentages of errors in casemarked OVS sentences as a function of d′ in the learners of Russian and German. The results indicate that the learners of Russian made fewer errors in case-marked OVS sentences and that the error rate was not affected by their familiarity with the language. The learners of German made significantly more errors, and the error rates decreased with increasing language familiarity. These results lead to the conclusion that case inflections are learned faster in Russian.
Regression Analyses on the Latencies. All raw latencies over 4,000 ms were truncated. In each learner group, there were two very slow subjects for whom the truncation resulted in a loss of 20% of the data points. For all other subjects, the truncation affected only a total of 1% of the data points.
The first set of regression analyses examined the effect of case-marking mastery and language familiarity on processing speed in the learners of Russian and German. Two stepwise regression analyses were performed: one with the overall end-adjusted latencies as dependent variable, and the other with the end-adjusted latencies for case-marked OVS sentences as dependent vari-able. Language (coded as a dummy variable with values of 0 for German and values of 1 for Russian), d′ in the lexical decision task, and case-marking mastery, coded as percentage of correct second-noun choices in case-marked OVS sentences, were entered as predictor variables. All effects and interactions that did not account for a significant proportion of variance were removed from the equation. Because the outcome of the two regression analyses was virtually identical, we will only report the results for the overall end-adjusted latencies.
Language accounted for 42% of variance, F(1, 42) = 30.9, p < .001. This main effect was due to the later onset of case markers in Russian and will not be considered further. At the second step, case-marking mastery was entered, which explained an additional 19% of variance, F(1, 41) = 20.3, p < .001. The positive regression coefficient of 9.2 confirmed that case-marking mastery and decision latencies were positively related: The better the learners' performance on case-marked OVS sentences, the longer their overall latencies. At the third step, the interaction between Language and case-marking mastery was entered, which accounted for an additional 4% of variance, F(1, 40) = 4.8, p < .05. This indicates that the relationship between case-marking mastery and decision latencies was different in the two language groups. Although latencies increased with increasing case-marking mastery in the learners of German, the effect was the opposite in the learners of Russian, as evidenced by the negative regression coefficient of -9.7. Finally, the interaction between Language and d′, which was entered at the last step, accounted for an additional 6% of variance, F(1, 39) = 7.5, p < .01. The negative regression coefficient of -435 indicates that learners of Russian, but not learners of German, exhibited a decrease of latencies with increasing language familiarity. Figure 4 illustrates the relationship between case-marking mastery and overall processing speed. In order to examine the inverted u-shaped relationship between case-marking mastery and processing speed, a polynomial regression was performed on the overall decision latencies for both groups combined. Case-marking mastery was entered as the predictor variable. If the relationship is indeed curvilinear, then the quadratic term should account for a significant proportion of variance over and above the linear term. This regression yielded a significant effect of case-marking mastery, F(1, 41) = 16.7, p < .001, which accounted for 38% of variance. The quadratic term was also significant, F(1, 41) = 7.5, p < .01, and accounted for an additional 10% of variance. Figure 4 shows that more learners of German placed on the ascending side of the inverted u-shaped trajectory, which also supports the idea that learners of German had not yet reached the same level of case-marking mastery as the learners of Russian.
Taken together, the regression analyses reveal the following picture: The English-speaking participants had learned Russian case marking faster than German case marking. Although the learners of German had received more language input (as indicated by their higher sensitivity in the lexical decision task), they were just starting to abandon their strong "agent first" bias and to attend to the case markers. This was leading to a slowing down of processing. The learners of Russian had already reached a stage where case marking is processed correctly and becomes more automatized with increasing language familiarity. Placing these two learner groups onto one continuum of casemarking mastery demonstrates that processing speed follows an inverted ushaped trajectory over the course of learning.
ANOVAs on First-Noun Choices. In order to compare on-line processing effects across languages, it was necessary to match the two groups for language familiarity. For this purpose, six learners of Russian with d′-scores below 0.9 as well as five learners of German with d′-scores above 2.0 were excluded. Additionally, one learner of Russian with an exceptionally high d′-score (2.47) was also excluded. The matched subgroup consisted of 15 learners of Russian and 17 learners of German, all with d′-scores between 0.9 and 2.0 and a mean d′ of 1.4 in both groups. All analyses of variance reported below were performed on the matched learner subgroups.
The arcsin-transformed proportions of first-noun choices of the matched subgroups were submitted to a 2 (Language) × 2 (N1 Marking) × 2 (N2 Marking) × 2 (Configuration) × 2 (N1 Animacy) × 2 (N2 Animacy) ANOVA. Note that SVO and OVS sentences without case marking, which were identical in surface form, were treated as different conditions in the analyses, conforming to their status in the experimental design. All effects that reached significance both in the analysis by subjects and in the analysis by items are displayed in Table 4 . The condition means for the matched subgroups are presented in Appendix D.
We will first discuss the effects that are common to both learner groups and will then turn to the language differences. The large effect of Configuration indicates that learners of both languages tended to choose the first noun in SVO sentences and the second noun in OVS sentences. The effects of N1 Marking and N2 Marking as well as their interactions with Configuration demonstrate that these choices were influenced by the inflections on the first and the second noun. If the first noun was reliably marked as nominative or the second noun was reliably marked as accusative, learners tended to choose the first noun as agent. If the first noun was reliably marked as accusative or the second noun was reliably marked as nominative, learners tended to choose the second noun as agent. Thus, the agent choices were in accordance with case marking. As can be seen from Figure 5 , the most difficult casemarked OVS sentences were those with case-neutralized first nouns and nominative-marked second nouns. These sentences proved also to be difficult for native speakers because they require a restructuring of the initial interpretation of the case-neutralized first noun as agent (Kempe & MacWhinney, 1997) .
The late appearance of a nominative marker on the second noun signals that the initial interpretation was wrong and needs to be revised. Consequently, listeners who are biased toward first-noun choices and tend to be fast in their decisions will miss the cue on the second noun and misinterpret the sentence. The analyses also revealed some differences between the two language groups: The main effect of Language indicates that, overall, learners of German made more first-noun choices than learners of Russian. The interaction of Language and Configuration reached significance in the analysis by items, Figure 5 . Proportion of first-noun choices as a function of case marking for the learners of Russian and German (NEU, case neutralized; NOM, nominative marked; ACC, accusative marked). Case-marking labels for the first and the second noun are separated by a hyphen.
F 2 (1, 96) = 6.1, p < .05, and fell short of significance in the analysis by subjects, F 1 (1, 30) = 3.5, p = .07. This indicates that the German learners' tendency of making first-noun choices was more pronounced in case-marked OVS sentences, as Figure 5 shows. The ANOVA also revealed an effect of N1 Animacy. Overall, first-noun choices were more likely to occur if the first noun is animate. This suggests that the learners' decisions are aided by nonsyntactic information like noun animacy. The three-way, four-way, and five-way interactions involving N1 Animacy and N2 Animacy were somewhat peculiar. Closer inspections of the individual condition means revealed that the higher order interactions were caused by the fact that the learners of Russian made fewer first-noun choices than the learners of German in all but sentences with inanimate first nouns, animate second nouns, and no case markers. In these sentences, the proportion of first-noun choices was approximately the same in both languages. However, taken together, all the higher order interactions involving animacy accounted for only a total of 2% of the experimental variance and will not be considered any further.
In sum, the first-noun choices indicate that both learner groups tended to base their agent choices on the case marking and animacy cues.
ANCOVAs on Decision Latencies. For each language group, we performed a 2 (N1 Marking) × 2 (N2 Marking) × 2 (Configuration) × 2 (N1 Animacy) × 2 (N2 Animacy) ANCOVA with the duration of the nouns and the verb as covariates Note. Duration of first noun (N1dur), duration of verb (Vdur), and duration of second noun (N2dur) were entered as covariates. *p < .05, **p < .01, ***p < .001.
and items as random effect. The mean end-adjusted latencies per condition for the matched subgroups are presented in Appendix D. Recall that the endadjusted latencies do not account for the noun and verb duration differences. Table 5 presents the significant effects obtained in the ANCOVAs as well as the corresponding effect sizes computed as percentages of experimental variance accounted for by each factor or interaction. Because of differences in the position of case markers, word duration had different effects on the decision latencies in the two languages. In Russian, there was an effect of the duration of the first as well as the second noun, which reflects the contribution of the suffixes at the end of the nouns. In order to fully utilize case marking in comprehension, the listener had to delay the decision until the end of the second noun if no information was given on the first noun. In German, no effect of the duration of the second noun was found, which is a consequence of the fact that the case marker appears on the article before the second noun. The duration of the noun itself appears not to influence the latencies, which suggests that decisions can be made immediately after encountering the case marker on the second article.
Next, we describe the effects related to case marking and then turn to effects related to animacy. Figure 6 shows the decision latencies as a function of case marking, collapsed over all levels of N1 Animacy and N2 Animacy. A comparison of the effect sizes of case marking reveals that N1 Marking had a Figure 6 . End-adjusted decision latencies as a function of case marking for the learners of Russian and German (NOM, nominative marked; ACC, accusative marked; NEU, case neutralized). Case-marking labels for the first and the second noun are separated by a dash. large effect in both languages. Thus, a reliable case marker on the first noun reduced the decision latencies significantly compared to sentences with no reliable case marker on the first noun. The interaction of N1 Marking with Configuration indicates that these processing benefits from first-noun marking were more pronounced in OVS sentences in which the first noun is accusative marked. The analyses also revealed a main effect of N2 Marking in both groups. This effect, in conjunction with the interaction of N1 and N2 Marking, indicates that, if the first noun was case neutralized and the second noun was reliably marked, processing was slower than if both nouns were neutralized. If the first noun was reliably marked for case, case marking on the second noun had no additional effect.
The most important language differences in processing speed were related to animacy. We found main effects of first-and second-noun animacy for German, which suggests that decisions were faster if the first noun was animate or if the second noun was inanimate, regardless of the case marking on the nouns. In Russian, there was an interaction between case marking and animacy of the second noun, which indicates that decisions were faster if the second noun was case neutralized and inanimate than if it was case neutralized and animate. No animacy effect was found if the second noun was reliably case marked. This suggests that animacy of the second noun can aid the decision process, but only in the absence of case marking. However, some of the effects of animacy in Russian were exactly opposite to German. Thus, deci-sions were faster if the first noun was case marked and inanimate than if it was case marked and animate. We will return to this finding in the Discussion.
Taken together, the most important results from the latency analyses are that the strongest processing benefits were obtained from case marking on the first noun and that these benefits were even more pronounced if the first noun was accusative marked. Only in German were there on-line effects of animacy of the first noun regardless of case marking, which indicates that, unlike in Russian, animacy is used immediately to supplement the considerably weaker case-marking cue.
Discussion
The cue-validity estimations derived from the Competition Model framework predicted that L2 learners of Russian should be able to correctly rely on case marking at an earlier stage in learning than L2 learners of German. This is exactly what the data show. Even at very low levels of language familiarity, the learners of Russian exhibit a low amount of incorrect first-noun choices in case-marked OVS sentences, and this error rate remains low as the language becomes more familiar. Learners of German, on the other hand, show very high error rates in case-marked OVS sentences at the lower levels of language familiarity, and these error rates decline gradually as language familiarity increases. This indicates that learners of Russian are much quicker in learning to use case marking as a cue to agenthood in sentences with noncanonical configuration, whereas learners of German maintain their strong preverbal subject bias for a longer period and learn to use case marking at a late stage.
The experiment yielded very interesting results with respect to changes in processing speed during the course of learning. We expected overall processing speed to follow an inverted u-shaped curve. This prediction was confirmed by the polynomial regression analysis of case-marking mastery on the overall decision latencies. In learners who have not yet fully mastered case marking, processing speed decreases with increasing case-marking mastery because these learners are just beginning to pay attention to additional cues later in the sentence and to delay their decisions accordingly. For learners that have already mastered case marking, processing speed increases as the use of case markers becomes more automatized with increasing exposure to the L2. In our study, more learners of German could be found on the ascending part of this curvilinear trajectory, which supports the claim that they, as a group, were inferior in learning case marking.
A quantitative analysis of decision latencies in the familiarity-matched subgroups revealed that case marking on the first noun resulted in faster performance. Although the variability in sentence duration precluded a direct comparison of this processing benefit across languages, a closer inspection of Figure 6 suggests that the relative benefit from case marking on the first noun tended to be larger in Russian than in German. Thus, the latency data are sensitive to subtle language differences in processing and provide converging evidence for the claim that case marking is a stronger cue in Russian. The fact that this processing benefit is more pronounced for accusative marking than for nominative marking on the first noun was not predicted from the corpusbased validity estimations. Furthermore, case marking on the second noun speeds up decisions only if the first noun is not reliably marked. This shows that benefits from case marking on the first and second noun do not combine additively. Apparently, local cues like case markers exert their effects immediately, and decisions are made as soon as a strong cue is encountered.
In both languages, the first noun is chosen as the agent more often if it is animate. This seems to indicate that decisions are generally supported by semantic information. However, the latency analyses revealed different on-line effects of animacy in the two language groups: In the learners of German, both the animacy of the first noun and, to a lesser degree, the inanimacy of the second noun led to faster decisions. Thus, the fact that animate nouns are plausible agents and inanimate nouns are plausible objects influences the speed of processing. Evidently, learners of German consider semantic information immediately and regardless of whether an unambiguous case marker is present or not-a strategy that was predicted by the overall lower validity of case markers in German. Low validity of case marking makes it essential to rely on additional information in order for comprehension to function efficiently.
For the learners of Russian, the picture is more complicated. The choice data indicate that the final sentence interpretation by the learners of Russian is affected by animacy information. However, the on-line data revealed that processing speed benefited only from animacy information of the second noun and only when other sources of information (e.g., case marking) were not available. Clearly, animacy information has much less of an immediate online effect in Russian than in German. Furthermore, the learners of Russian exhibited a paradoxical processing benefit when the case-marked first noun was inanimate. Most likely, this effect is a consequence of the fact that animacy is one of the underlying dimensions in the declensional paradigm and, therefore, inevitably confounded with case marking. It is possible that the inflections of the inanimate nouns in this experiment are generally more strongly associated with the nominative or the accusative than the inflections of the animate nouns. In order to check on this possibility, we counted the relative frequencies of inflection-case combinations in a large corpus of 700 inflected Russian nouns sampled from various Russian texts. It turns out that the inflection -a was associated with the nominative 35% of the time and with the accusative only 11% of the time (the remaining nouns ending in -a are genitive). In the present experiment, the inflection -a always marked the nominative in inanimate nouns and the accusative in animate nouns. Similarly, the inflection -u was associated with the accusative 74% of the time and with the dative only 26% of the time. In the present experiment, the inflection -u on inanimate nouns always marked the accusative. Thus, the experiment mirrored precisely the patterns of co-occurrence that are most frequent in Russian. The inanimate nouns are the ones that happen to have the stronger inflection-case associations, which may explain the faster processing of these nouns. It should be emphasized that these effects are due to the structure of the language and cannot be avoided when animacy and case are manipulated at the same time. They indicate that animacy as an underlying dimension of the Russian case-marking paradigm is much more grammaticalized than in German. Thus, in languages for which animacy is an integral part of the morphosyntax and contributes to the validity of inflectional cues, it seems to play a much lesser role as a supplemental semantic cue. Together with the main finding that the learners of Russian were clearly superior in acquiring case marking in their L2, the animacy effects in Russian also support the notion that the availability and reliability of cues in the input are the crucial determinants for input-driven associative learning in adult L2 learners.
Given this evidence for associative learning in L2 learners, and in light of many approaches that advocate the operation of associative learning mechanisms in children (e.g., Plunkett & Marchman, 1991; Rumelhart & McClelland, 1986 , it is reasonable to expect that the comprehension strategies of advanced L2 learners should resemble those of native speakers. In order to test this assumption, we compared the on-line performance of the eight most successful learners in each language with the on-line performance of 30 native speakers tested with the same task in Kempe and MacWhinney (1997) . The qualitative pattern of results in the native speakers was indeed similar: The benefit from first-noun marking was larger in German than in Russian, and there was a benefit from first-noun animacy in German but not in Russian. However, the magnitude of the first-noun-marking benefit was much larger in the L2 learners. Thus, although sentences with case-neutralized nouns were processed with approximately the same speed by native speakers and L2 learners, sentences with case-marked first nouns were processed much faster by the L2 learners. The relative benefit from case-marked first nouns was about 260 ms for German native speakers and about 420 ms for Russian native speakers. For the same sentences, the benefit was 634 ms for the learners of German and 975 ms for the learners of Russian. Although performance of L2 learners and native speakers is qualitatively similar, there are quantitative differences. One explanation for the faster performance of the L2 learners is that they direct more attentional resources to the case markers. We can speculate that this might be a consequence of awareness of inflectional structures induced by explicit learning of morphology as favored in the classroom setting. Further research directed at a detailed comparison of comprehension strategies in native speakers and advanced L2 learners is needed in order to better understand the nature of these differences. Still, the general advantage for learning Russian case marking suggests that even if explicit presentation of rules and regularities is a common part of L2 learning, it does not suppress the learner's sensitivity to distributional characteristics of the input. This resonates well with findings suggesting that explicit-deductive learning is not very effective for prototypical patterns and fuzzy rules (DeKeyser, 1995) like the ones typically found in inflectional paradigms.
STUDY 2: NETWORK SIMULATION
The Competition Model notions of reliability and availability allow us to determine the relative hierarchy of cues within a particular language. However, they do not allow us to predict specific patterns of interaction and joint effects of cues in on-line language processing. Moreover, the Competition Model does not provide us with a full learning model. Work by Taraban and colleagues (Taraban & Palacios, 1993; Taraban & Roark, 1996) has shown that the detailed effects of cue interactions and exemplar frequency in learning are better reflected in connectionist models.
The simulation described below explores whether a connectionist model can reproduce the basic results of this experiment if it is given the statistical distribution of cues in Russian and German as input. So far, connectionist models have not yet received wide attention as tools for explanation and prediction in the area of L2 learning. In fact, we are aware of only three attempts to model phenomena occurring in adult L2 learning using connectionist networks. Two of these models (Gasser, 1990; Sokolik & Smith, 1992) are not designed to simulate specific empirical findings, and the third model (Taraban & Roark, 1996) simulates only a very limited learning situation in which native speakers of English acquired the gender of 36 French nouns. The connectionist simulation described below attempts to model a more complex set of L2 learning data. We use a very simple neural network with only a few units. It is not our intention to present this minimalist model as a realistic simulation of actual L2 learning. Instead, we focus on what effects the different statistical distributions of cues in German and Russian have on the quantitative and qualitative performance of the model in order to explore whether a mechanism that is based on associative learning can produce similar results.
Network Architecture
In neural networks, activation is propagated through a network of interconnected nodes or units. Learning takes place by changing the weights of the connections between the units. Many models of human learning have successfully used a supervised learning algorithm called back-propagation (Rumelhart, Hinton, & Williams, 1986) , which modifies the connection weights so as to minimize the difference between the output of the network and a desired target signal. The back-propagation learning algorithm adjusts the connection weights in a way that reduces the overall error in the network. In many models, activation passes from the input units to the output units through one or multiple layers of hidden units. The distribution of activation over the hidden units can be thought of as the internal representation of the acquired knowledge.
In comprehension, linguistic input is perceived in more or less discrete units that are presented over time. In order to simulate the time-sensitive nature of comprehension, we used a recurrent network, which is able to handle incremental changes in the input over time. Recurrent networks contain feedback loops that allow the network to keep track not only of the present input but also of the context that has been presented and processed earlier. For example, in so-called Elman networks (Elman, 1990) , the current activation state of the hidden units serves as context for subsequent inputs so that, at each time step, the network receives not only the current input but also a representation of its prior internal state.
The Elman network used in our simulation consisted of four input units, four context units, four hidden units, and one output unit (see Figure 7) . The four input units coded the following features of each noun: animacy (±), nominative marking (±), accusative marking (±), and whether a given noun belongs to the native language or not. Note that this binary coding reflects only the mere presence or absence of nominative or accusative marking and not the specific inflections used to mark these cases. Because the experiment did not contain verb agreement, the input was restricted to the information from the nouns. In the output unit, an activation value of 1 was associated with the first noun as agent and an activation value of 0 was associated with the second noun as agent.
In each trial, the network was first presented with the input pattern corresponding to the first noun. Then, the activation values of the hidden units reached after presentation of the first noun were copied to the context units. In the next step, the activation on the context units was presented together with the input pattern corresponding to the second noun. After each two-noun sequence (i.e., a "sentence"), the context units were cleared and the network was presented with the next sequence of input patterns.
We constructed three training-pattern corpora to capture the typical distri-butions of cues in English, German, and Russian. The English input patterns resembled English transitive sentences in that there was no case marking on the nouns and the first noun was always the agent. Animacy information was distributed roughly similar to Russian and German. The Russian and the German training patterns mirrored the frequency distribution of all 32 experimental sentence types in the L2 textbook corpus described above. The only difference from the original corpus was that sentence types that were not present in the L2 textbook corpus were presented to the network at least once. Thus, the Russian training patterns consisted of 575 two-noun sequences and the German training patterns consisted of 675 two-noun sequences. The smaller number of Russian training patterns reflects the fact that frequent subject omission in Russian results in fewer NVN sentences than in German.
The network was first trained on the English corpus until it had settled down, which took only three sweeps through the patterns (epochs). Obviously, there is not much learning involved for English; all patterns pointed toward the first noun as agent and were therefore always associated with an output of 1. The purpose of training the network on English was to arrive at internal weights that correspond to the native English agent-first bias. Next, one network was trained on the Russian corpus and the other one on the German corpus. We did not place the network through a period of mixed training in both the L1 and the L2, as has been done in other simulations (Gasser, 1990) , because our primary goal was to explore the learning trajectories of the Russian and German networks as a function of the different cue distributions in the languages. The learning rate was set to .01 and momentum to .7. Prior pilot simulations had shown that if these parameters are set to higher values, the networks are not able to escape the local error minimum associated with a rigid agent-first strategy. Each network was trained for 1,000 epochs. Every 100 epochs, the networks were tested on all patterns corresponding to the 32 sentence types. For each pattern, output activation values reached after the first noun and after the second noun were saved and submitted to further analyses.
The dependent variables in our experiment were proportions of first-noun choices and decision latencies. In order to compare the network performance with the human data, it was necessary to convert the output activation into estimations of noun-choice proportions and latencies. These conversions are explained in detail in Appendix E. The estimations take into account the fact that the strength of the response alternative reached after the presentation of each noun determines when during the sentence a decision is likely to be made. Thus, if there is a strong cue on the first noun, a fast choice is executed right after the first noun and cues on the second noun have little additional impact on the speed of the decision. On the other hand, if the response strength after the first noun is low, the response is likely to be delayed until after the second noun. The estimations also take into account that the coherence between the activation after the first and the second noun may affect the speed of decisions. Thus, if the cues on the first noun point to the first noun as the agent and the cues on the second noun point to the second noun with equal strength, additional time and effort are required to restructure the initial interpretation.
Performance of the Model
For each pattern, the output activation values were converted into first-nounchoice probabilities and latency estimations as explained in Appendix E. The mean choice probabilities and latency estimations per pattern, collapsed over all epochs, were then compared with the mean first-noun-choice proportions and decision latencies per condition in the familiarity-matched subgroup. These means are presented in Appendix D.
For the first-noun choices, a goodness-of-fit statistic yielded an R 2 of .90 for Russian, F(1, 30) = 126.5, p < .001, and an R 2 of .64 for German, F(1, 30) = 54.4, p < .001. Thus, the fit of the model to the choice data is excellent for Russian and very good for German. The fit of the latency estimations was determined after the effects of first-and second-noun duration had been partialled out from the mean latencies per condition. Because the verbs were counterbalanced within conditions, verb duration was a constant and therefore not entered into the analysis. The latency estimations accounted for 22% of variance over and above the noun durations in Russian, F(1, 28) = 13.9, p < .001, and for 14% of variance, F(1, 28) = 6.0, p < .05, in German. Again, the model fit was somewhat better for Russian than for German.
In sum, the model explains a significant proportion of variance in the familiarity-matched learner subgroups, both in the noun choices and in the decision latencies. However, overall fit of the model does not allow us to determine to what extend the model exhibits the same qualitative characteristics as the human data. The following comparisons will explore the model's behavior in greater detail. Specifically, we were interested in seeing whether the model replicates the better performance in case-marked OVS sentences in the learners of Russian, the inverted u-shaped relation between case-marking mastery and decision latencies, and the language differences in processing benefits from cues on the first noun.
Case-Marking Mastery in Russian and German. Figure 8 shows the probability of first-noun choices in case-marked OVS sentences over the course of learning. The simulation matches the human data in that the Russian net is clearly superior to the German net in learning case marking. The learning advantage in Russian comes about because the higher frequency of case marking in the Russian input to the network leads to a faster strengthening of the connections between case markers and thematic roles than in German. However, there are differences from the human data in the qualitative pattern of results. If the first-noun choices are broken down by sentence type (see Appendix D), it becomes apparent that the inferior performance of the German net is mainly due to sentences where case marking and animacy are in conflict. The network does a particularly bad job when nominative marking of the second noun competes with animacy of the first noun as in sentences like Die Mutter sucht der Teller (The-NOM/ACC mother looks-for the-NOM plate). Here, the network never learns to disregard the conflicting animacy cue and to base decisions on case marking.
Case-Marking Mastery and Decision Latency Estimations. In Figure 9 , the estimated latencies are plotted against the probability of correct second-noun choices in case-marked OVS sentences for the Russian and German networks. As in the human data, increasing mastery of case marking is associated with increasing latencies at earlier stages and with decreasing latencies at later stages of learning. The increase in latencies reflects the learning of new cues which work to slow down the monolithic application of the agent-first bias. Latencies tend to drop again at higher levels of case-marking mastery, as the newly learned patterns solidify their interrelations. Thus, the network performance exhibits the same inverted u-shaped relation between performance speed and case-marking mastery that was found in the human data. Figure 10 presents the decision latency estimations as a function of learning. Recall that in the human data learners of Russian started to exhibit a decrease in latencies at lower levels of language familiarity than the learners of German. The same language difference can be found in the network performance for which decision latencies decrease earlier in the Russian network. Again, this finding matches the results obtained from the human data as well. Note. *p < .05, **p < .01, ***p < .001
Effects of Cues on Decision Latency Estimations. In order to compare the effects of the various cues between model and learners, we submitted the latency estimations for each pattern obtained every 100 epochs to a 2 (N1 Marking) × 2 (N2 Marking) × 2 (N1 Animacy) × 2 (N2 Animacy) × 2 (Configuration) ANOVA separately for each language. These analyses are the network equivalent to the analyses of the familiarity-matched learner subgroup. Table 6 presents the significant effects as well as the effect sizes calculated as percent of experimental variance for the Russian and German networks.
As in the human data, there was a benefit in processing speed from firstnoun case marking. This benefit was much stronger in the Russian network than in the German network. Compared to the learners, the simulation tends to overestimate the magnitude of this effect in Russian and to underestimate it in German, as can be seen from the proportions of variance accounted for by N1 Marking in the networks (see Table 6 ) and in the learner data (see Table  5 ). Figure 11 depicts the latency estimations as a function of case marking, collapsed over all levels of animacy. Although the model correctly predicts a larger first-noun marking benefit in Russian than in German, it tends to exaggerate the language difference. The overestimated effect sizes in the model are in part a consequence of the fact that human data are much noisier. It should be noted, however, that in the simulation the first-noun case-marking benefit was actually greater from nominative marking than from accusative marking. Recall that in the learners we found a greater benefit from accusative marking. Several possible reasons for the model's failure to capture the accusative superiority effect will be discussed below.
Another important parallel between model and data is the benefit from animacy of the first noun, which was observed for the learners of German as well as in the German network but not for the learners of Russian or the Russian network. This supports the idea that lower strength of morphological Figure 11 . Latency estimations as a function of case marking on the first and second noun in the Russian and German networks (NOM, nominative marked; ACC, accusative marked; NEU, case neutralized). Case-marking labels for the first and the second noun are separated by a dash. cues is compensated for by greater reliance on semantic cues. Two minor differences between model and data should be noted in this regard: First, the magnitude of the effect was again much larger in the simulation than in the human data. Second, the processing benefit from first-noun animacy in the German network is stronger if the first noun is neutralized than if it is reliably marked, a result that is different from the learners of German, for whom no interaction between case marking and animacy was found.
Finally, the model clearly underestimates the effects of the cues on the second noun. Recall that, in the language learners, latencies increase if the first noun is case neutralized and the second noun is reliably marked. In the simulation, there was virtually no effect of second-noun cues, which can be attributed to the fact that the response alternatives after the first noun were very strong. This suggests that in the networks the weights get consolidated much faster than is the case with human learners.
Discussion
The simulation accounted for many important results obtained in the comprehension experiment with learners of Russian and German. First, it correctly captured the finding that case marking is learned faster in Russian than in German. Given that the only difference between the German and Russian networks was in the distribution of cues in the training corpus, this simulation outcome clearly indicates that the frequency of case marking in the input plays a crucial role in acquiring this cue. Second, the network captured the inverted u-shaped relation between case-marking mastery and processing speed found in the L2 learners. In the network, an increase in latencies comes about because the strength of the response alternatives decreases (i.e., moves closer to .5) as the old agent-first bias is abandoned and new cues take over. With learning, the strength of these new cues increases, and the output moves away from .5, which is reflected in faster latencies. Third, the network performance was speeded up by case marking on the first noun, a result that mirrors the human data as well. Moreover, the language differences in the simulation point in the same direction as the learner data: A larger benefit from case marking was found in Russian. Again, this happens because the higher frequency of case marking results in a faster strengthening of the connections between case marking and agenthood. Finally, the simulation correctly captured the language differences in the effects of first-noun animacy in that it exhibited processing benefits for animate first nouns in German. In Russian the high strength of case marking essentially overrides the effects of other supporting cues, whereas in German the low strength of case marking leaves room for other cues to contribute to the output regardless of whether they are morphosyntactic or semantic in nature.
Taken together, the simulation resembles the performance of the L2 learners in many aspects, suggesting that an associative learning mechanism provides a good account for the learning of L2 sentence cues such as case marking. The model is particularly accurate in reproducing patterns of cue interactions that could not be predicted based on the Competition Model. However, certain aspects of the model performance did not match the human data. Below we will briefly discuss these mismatches.
First, unlike the learners of German, the inferiority in learning case marking in the network is mainly due to performance in sentences with a conflict between animacy and case marking. It is possible that this is a consequence of the specific characteristics of our training corpus rather than of the learning principles in connectionist networks. Perhaps the distribution of cues in the training corpus, which was based on the distribution of cues in L2 textbooks, does not accurately reflect the actual learner input. Although the textbooks we examined are representative of the formal input to the L2 learner, they may fail to capture aspects of informal input the learner receives from other sources (e.g., oral input from the teacher). In future research, it would be desirable to complement the analysis of printed input to the learner by an analysis of oral teacher input, which is much more difficult to obtain. In order to check whether the textbooks contained fewer conflict sentences than natural language, we compared the L2 textbook corpora to corpora collected from the writings of native speakers (Kempe & MacWhinney, 1997) . We found that L2 textbooks contain fewer sentences with conflicting cues than the native corpora. Specifically, the native German corpus contained about 17% of sentences in which a morphological cue was in conflict with either animacy or configuration as compared to only 10% in the German L2 textbooks. Furthermore, the frequency of the animacy cue is exaggerated in the L2 textbooks, which is a consequence of the fact that textbooks usually introduce a few protagonists and then present many sentences describing their various actions. This distortion does not affect performance of the Russian network, in which case marking is a strong enough cue to win in conflict sentences. However, it makes it more difficult for the German network to resolve the conflict between animacy and case marking. We assume that L2 learners encounter more informal and nativelike language input, which may compensate for the deviations in the textbooks and can explain the differences between network and human data. The simulation results suggest that the lack of conflict sentences can potentially be detrimental for learning. To facilitate the learning of German case, it may be desirable for future authors of L2 learning materials to attempt to preserve the natural distribution of cues and provide the necessary instances of cue conflict.
Second, the network failed to capture the stronger benefit from accusative marking than from nominative marking on the first noun. This also seems to be a consequence of the training input; specifically, of the very limited set of sentence types. The presentation of just NVN sentences naturally restricts the input in an artificial way. It is possible that our corpus did not accurately represent the frequency of accusative marking. For example, Russian null-subject sentences, which contain only the object noun and a verb, were excluded from the corpus analysis in order to maintain comparability with German. Inclusion of these sentences, which are very likely to contain an accusativemarked noun, will increase the overall frequency of accusative and strengthen the benefit from accusative marking in Russian. This explanation, however, does not work for German. All German sentences contain subjects, so that our corpus is likely to reflect the relative frequencies of German case markers quite accurately. We think that the accusative superiority can in part be accounted for by interactions between the configuration-based agent-first bias and case marking. Nominative marking on the first noun conforms with the expected noun configuration and has, therefore, less of an effect than accusative marking. The fact that nominative marking had stronger effects in the simulation than in the human data suggests that the agent-first bias was abandoned much faster by the network than by the L2 learners. This can also be attributed to the limited set of structures in the training input, which rendered word-order information, particularly information from the position of the verb, redundant. Again, including a richer set of different structures in the input should increase the model fit.
Third, there were no effects related to second-noun cues in the networks' performance. A closer inspection of the raw activation values reveals that this is an artifact of the way latencies were estimated. Recall that, in the human data, there was an effect of case marking of the second noun if the first noun was case neutralized. Similarly, in the network, the activation after the first noun is close to .5 if there is no cue on this noun or if the cue is not strong enough. If the second noun contains a strong cue, the strength of the response increases but so does the absolute difference between a1 and a2. In the latency estimations, these effects cancel each other out (see Appendix E). The fact that case marking on the second noun exerts a detectable effect in the human data suggests that the mismatch between the output activation reached after the first noun and the one reached after the second noun has a much larger impact on the latencies than reflected in our latency estimation. In order to account for the additional time needed to alter an initial interpretation more accurately, the difference between the activation reached after the first and after the second noun should be weighted by a constant, the value of which will have to be determined in future research.
Finally, the Russian network did not exhibit any effects related to inflectional syncretism. This is simply a consequence of the fact that the input coded only the presence or absence of reliable nominative versus accusative marking rather than the actual inflections of the nouns. An exploration of the specific effects of inflectional syncretism was beyond the scope of the current simulation.
GENERAL DISCUSSION
This study addresses two approaches to the acquisition of inflectional cues by adult L2 learners. Rule-driven acquisition, which is determined by the complexity of an inflectional paradigm, should lead to an advantage in learning the less complex German case marking. Our assessment of paradigm complexity was based on the principles of paradigm formation (MacWhinney, 1978; Pinker, 1984) , which assume that acquisition of inflectional morphology requires the discovery of the grammatical dimensions underlying the inflectional paradigm.
Associative learning, on the other hand, is determined by the strength of inflections as cues to sentence interpretation. Using cue-validity estimations based on the Competition Model, we predicted that Russian case marking should be acquired faster. This is what the data show: Russian case marking is learned faster if language familiarity is controlled for. The differences between Russian and German in the validity of case marking arise from differences in the availability of case markers in the input, which, in turn, are determined by the different patterns of neutralization within the paradigms: Whereas the overall amount of neutralization and syncretism is higher in Russian, neutralization of case is actually more frequent in German. Thus, for inflectional marking to be reliable, the uniqueness of the markers is not important but how they are distributed in the paradigm is. Inflectional syncretism keeps the number of inflections small by maintaining the reliability of marking, whereas case neutralization keeps the number of inflections small by introducing ambiguity into the system.
We were able to show that the differences between Russian and German in the validity of inflectional cues can be detected in on-line processing: Gener-ally, strong case markers lead to processing benefits, particularly if they appear early in the sentence. Moreover, sufficiently high strength of case marking, as in Russian, can override the effects of other cues so that they do not affect on-line processing. On the other hand, low strength of case marking gives room for the influence of supporting cues as indicated by the benefits from first-noun animacy in German. Here, the immediate on-line effect of a semantic cue like animacy can be taken as evidence against the operation of an encapsulated morphosyntactic module during comprehension and in support of interaction between all types of information available in the input. In sum, our results argue for a learning mechanism that is sensitive to the distributional characteristics of cues in the input regardless of whether they are morphological, syntactic, or semantic in nature.
The basic results of our experiment are compatible with a connectionist approach toward language learning. We used a connectionist simulation to confirm and extend the predictions of the Competition Model. The match between human data and simulation performance supports the notion that L2 learning in adults has a large associative component. It also demonstrates that connectionist models are useful tools for exploring the learning of inflectional morphology. Given that connectionist models have been used to model various aspects of L2 acquisition in children (Plunkett & Marchman, 1991; Rumelhart & McClelland, 1986 , the successful application of connectionism to L2 learning suggests that associative learning represents a general mechanism that operates in both children and adults.
It can be argued that the language difference in the use of case markers does not necessarily arise from differences in the statistical distribution of case marking in the two languages but may be related to differences in metalinguistic awareness of case marking. In particular, the fact that both English and German have determiners that mark definiteness may obscure the fact that the German determiner carries other morphological functions as well. More generally speaking, the perceived distance between the L1 and the L2 is smaller for the learners of German, which might encourage transfer and minimize these learners' awareness of the morphological function of the determiner. Although we cannot completely exclude the possibility that this factor might have affected the results, we can present two arguments that make this an unlikely explanation. First, the connectionist network mimics the obtained effects without any information about the syntactic structure of the case markers and by keeping the similarity between L1 and L2 constant for both languages. Thus, an explanation based on the statistical distribution of case marking in the language is the more parsimonious one because it can account for the performance of both the learners and the model. Second, the differential effects of animacy information in the two languages cannot be explained in terms of perceived distance between L1 and L2 but are compatible with an associative learning mechanism that is sensitive to the statistical properties of the language.
In conclusion, we would like to point to some directions for future research on L2 learning of inflectional morphology that are derived from the present study. First, the approach of contrasting a case-marking system low in complexity and low in cue strength with a case-marking system high in complexity and high in cue strength does not allow us to assess the independent contributions of complexity versus strength in learning. All we can say based on these data is that the strength of individual cues appears to have a stronger effect on learning than the complexity of the entire paradigm. However, we cannot exclude the possibility that both factors combine additively so that learning is still easier in less complex paradigms regardless of neutralization and, ultimately, cue strength. This question remains a topic for future research that needs to examine a broader range of inflectional systems. Our simulation has demonstrated that connectionist models can be used for exploration and hypothesis generation if the morphological variation between languages is confounded by other factors or if the appropriate languages are not accessible for empirical study. Second, this research has focused exclusively on comprehension, arguing that it is the validity of inflections as cues to sentence and discourse interpretation that determines the speed of learning. However, the learner also needs to be able to use those inflections correctly when attempting to express thoughts in the L2. Thus, the cross-linguistic comparison of the use of inflections, and morphosyntactic cues in general, in language production becomes critical for a full understanding of the L2 learning process. The relations between the functional structure of an intended message and the inflectional means that can be used to express these functions in production may not be isomorphic. In other words, ambiguity as found in case neutralizations is detrimental for comprehension but may be beneficial for production because it involves fewer inflectional choices for expressing a variety of functions. Thus, the distributional characteristics relevant for comprehension and for production may well differ, which could account for the lag between comprehension and production commonly observed in L2 learning. Although the present study makes no claims about the active use of case marking in the production of Russian and German by L2 learners, it suggests that connectionist models are valuable tools for exploration because they are able to capture the effects of statistical characteristics of the language in various tasks.
(Received 7 May 1997) NOTES 1. The Competition Model also assumes that processing characteristics may affect the acquisition of cues (MacWhinney, 1987b (MacWhinney, , 1992 McDonald, 1986 McDonald, , 1987a McDonald, , 1989 . These factors, which are subsumed under the term cue cost, depend on perceptual salience and memory demands. For the purpose of the present study, we will ignore any language differences in cue cost. This is justified by the fact that perceptual salience of inflections is increased and memory load is decreased in written language, which constitutes a significant part of the input to L2 learners.
2. Russian has almost no animate neuter nouns, so the animacy distinction for neuter nouns may be disregarded. Still, the remaining total of 60 cells is nonetheless a clearly higher number of cells than in German.
3. This estimate does not account for the different types of plural formation in German. If those combinations of articles and suffixes that are related to plural formation were counted as well, the inflections-to-cells ratio would be even higher, supporting the idea that the amount of neutralization and syncretism is lower in German than in Russian.
4. The word class of nonwords can be determined based on the derivational suffix if the word is a pseudo-derivative. Furthermore, nonsense words can unambiguously be recognized as nouns in written German because the rules of German orthography require capitalization of all nouns.
5. The latency data in the lexical decision task are not relevant for assessing word sensitivity and will not be discussed further. The interested reader is referred to Kempe and MacWhinney (1996) .
APPENDIX C EXAMPLE SENTENCES USED IN THE EXPERIMENTAL STUDY

Condition
German Note. For an explanation of the abbreviations of the condition names, see Appendix C.
