Cadres formels pour la simulation des peuplements hétérogènes de plantes en compétition pour les ressources by Le Chevalier, Vincent
E´COLE CENTRALE DES ARTS
ET MANUFACTURES
« E´COLE CENTRALE PARIS »
The`se
pre´sente´e par Vincent LE CHEVALIER
pour l’obtention du GRADE DE DOCTEUR
Spe´cialite´ : Mathe´matiques Applique´es
Laboratoire d’accueil : Mathe´matiques Applique´es aux Syste`mes
(MAS)
Cadres formels pour la simulation des peuplements
he´te´roge`nes de plantes en compe´tition pour les
ressources
Soutenue le 19/05/2010
Devant un jury compose´ de :
M. Jean-Pierre MU¨LLER (Rapporteur)
M. E´ric RAMAT (Rapporteur)
M. Daniel AUCLAIR
M. Jacques GIGNOUX
M. Philippe de REFFYE (Pre´sident)
M. Paul-Henry COURNE`DE (Directeur)
M. Marc JAEGER (Directeur)



































Formal frameworks for the simulation of heterogenous
plant populations competing for resources
This PhD is part of the Digiplant project, a multi-disciplinary effort between
China and France on the topic of modelling, simulation and visualisation of plant
growth. The goal of the PhD was to simulate the interactions between the GreenLab
plant model and its environment in heterogenous landscapes. We especially wanted
to model, simulate and visualise the interactions between plants and ressources and
specifically water. The main achievements of the PhD were a simulation formalism
and associated software architecture, a generic model of competition for resources,
and a reformulation of the plant model which opens up many subsequent develop-
ment opportunities.
Keywords: simulation, greenlab, landscape, competition, resources, synchronisation
Cette the`se prend place dans le cadre du projet DigiPlante, un effort de recherche
pluridisciplinaire entre la Chine et la France sur les the`mes de mode´lisation, simulation
et visualisation de la croissance des plantes. Le corps de la the`se concerne la simulation
des interactions entre le mode`le de plantes GreenLab et son environnement au sein de
paysages he´te´roge`nes. On cherche plus pre´cise´ment a` mode´liser, simuler et visualiser
l’interaction d’un ensemble de plantes avec les ressources, et en particulier avec les
ressources en eau. La the`se a de´bouche´ principalement sur la conception d’une archi-
tecture de simulation et d’un mode`le ge´ne´rique de compe´tition pour les ressources,
et a aussi abouti a` une reformulation du mode`le de plantes lui-meˆme qui ouvre de
nombreuses pistes de de´veloppement.
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La mathe´matique est une science dangereuse : elle de´voile les
supercheries et les erreurs de calcul.
Galileo Galilei
On two occasions, I have been asked [by members of Parliament],
“Pray, Mr. Babbage, if you put into the machine wrong figures, will
the right answers come out?” I am not able to rightly apprehend the
kind of confusion of ideas that could provoke such a question.
Charles Babbage
The purpose of computing is insight, not numbers.
Richard Hamming
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1. CONTEXTE, ENJEUX ET
PROBLE´MATIQUES
Les plantes sont parmi les eˆtres vivants les plus indispensables a` l’homme sur la pla-
ne`te. Elles fournissent de la nourriture, de l’e´nergie, et sont utilise´es comme e´le´ments
de de´coration dans des projets d’urbanisme. Elles participent aussi a` de nombreux
e´changes de matie`re et d’e´nergie qui influent fortement sur le climat. La simulation de
la croissance des plantes devient un enjeu fondamental pour la gestion de nos exploi-
tations agricoles bien suˆr, mais aussi de notre patrimoine forestier et paysager, voire a`
plus grande e´chelle pour la compre´hension plus profonde des e´volutions climatiques.
Cette the`se prend place dans le cadre du projet DigiPlante, un effort de recherche
pluridisciplinaire sur les the`mes de mode´lisation, simulation et visualisation de la
croissance des plantes. Le travail de the`se envisage´ est l’exploration des possibilite´s
du mode`le de plantes structure-fonction GreenLab pour des applications a` des peu-
plements he´te´roge`nes en interaction avec l’environnement, et plus spe´cialement les
ressources, a` l’e´chelle du paysage. Cela signifie en particulier que l’on souhaite simu-
ler non seulement l’effet de l’environnement sur les plantes, mais aussi l’action des
plantes sur leur environnement. La compacite´ et l’efficience algorithmique du mode`le
GreenLab permettent d’envisager des simulations a` grande e´chelle.
La de´cision de mener cette exploration re´sulte de plusieurs facteurs. D’abord, la
maturite´ des mode`les structure-fonction de plantes, dont le mode`le GreenLab bien suˆr.
Mais surtout la constatation que beaucoup d’applications a` venir devront s’inte´resser
a` l’interaction avec l’environnement et fonctionner a` l’e´chelle du paysage. Ne serait-ce
qu’en terme de visualisation, il est ne´cessaire de de´passer l’e´chelle de la plante seule,
et des travaux sur ce the`me seront rappele´s dans la section suivante. Les applications
quantitatives prennent e´galement tout leur sens au niveau du paysage en particu-
lier pour l’aide a` la de´cision. Enfin, l’e´tude des interactions avec l’environnement est
incontournable pour assurer le caracte`re pre´dictif du mode`le. Le travail a e´te´ tre`s ex-
ploratoire, a` cause de la nouveaute´ presque totale du champ d’e´tude dans les e´quipes
implique´es.
Dans ce chapitre introductif, nous pre´senterons tout d’abord plus en de´tail le mo-
de`le GreenLab, puis d’autres e´le´ments de contexte pour l’application aux paysages.



















14 1. Contexte, enjeux et proble´matiques
1.1 Contexte
1.1.1 Le mode`le GreenLab
Historique
On peut conside´rer que l’histoire de GreenLab prend son origine dans la the`se de
Phillipe de Reffye portant sur l’architecture des arbres et plus particulie`rement axe´e
sur l’e´tude du cafe´ier [de Reffye(1979)]. Ce que l’on appelle ici architecture des arbres
est la typologie et la topologie des axes, les angles les positionnant dans l’espace, et
les positions des diffe´rents organes. Un nombre limite´ de crite`res ont e´te´ identfie´s par
les botanistes, comme le rythme de croissance, le positionnement des branches sur
leur axe porteur ou la position des organes reproducteurs, et permettent de classi-
fier les plantes suivant leur mode`le architectural [Halle´ et al.(1978)]. A` ces notions
s’ajoute celle de re´ite´ration, qui explique comment certaines branches peuvent adop-
ter la meˆme structure que la branche dont elles sont issues. Ces travaux ont permis
le de´veloppement du logiciel AMAP, capable de cre´er des plantes virtuelles tridimen-
sionnelles re´alistes non seulement au sens visuel mais au sens botanique du terme
[de Reffye et al.(1988), Jaeger et de Reffye(1992)]. Ces plantes virtuelles ont e´te´ uti-
lise´es depuis dans des contextes varie´s d’imagerie, et une start-up appele´e Bionatics1
assure leur valorisation commerciale.
A` partir de cette base, deux principaux axes de recherche ont e´te´ poursuivis, l’un
focalise´ sur le fonctionnement de la plante et l’autre sur son de´veloppement, c’est-a`-
dire la mise en place de son architecture au fil du temps.
De nouveaux travaux botaniques ont permis de de´finir la notion d’aˆge physiologique
[Barthe´le´my et Caraglio(2007)], qui donne une typologie des axes de la plantes. L’axe
de re´fe´rence de´crit l’e´volution de cette typologie le long des axes de croissance de la
plante, ce qui inclut les ramifications mais aussi les mutations le long d’un axe. Le
logiciel AMAP basait cette typologie exclusivement sur l’ordre de branchement, ce qui
ne rend pas compte de toute la richesse du de´veloppement de la plante. Le mode`le
AMAPsim [Barczi et al.(1997)] reme´diait a` cet inconve´nient, ouvrant ainsi la voie a`
des simulations plus re´alistes du de´veloppement. Il est encore de´veloppe´ aujourd’hui et
reste la re´fe´rence pour ce qui est de la simulation du de´veloppement et de l’architecture
des plantes.
Dans la nature, les dimensions des organes (feuilles, fruits, mais aussi tiges et
branches) de´pendent du fonctionnement meˆme de la plante, en particulier de sa pro-
duction de biomasse par photosynthe`se et de la re´partition de cette biomasse. Dans
les approches pre´cite´es, ces dimensions sont au contraire fixe´es par celles des sym-
boles tridimensionnels utilise´s. Les logiciels AMAPpara [Blaise et de Reffye(1994)],
puis AMAPhydro [de Reffye et al.(1999)] ont e´te´ de´veloppe´s pour inte´grer a` la fois
le fonctionnement et le de´veloppement de la plante. Malheureusement, le temps de
simulation en e´tait fortement augmente´. Il fallait en effet simuler la photosynthe`se, la




















organes... Pour de grands arbres, les temps de calcul devenaient prohibitifs.
C’est a` ce stade que le de´veloppement du mode`le GreenLab commenc¸a. Il s’agit
d’une formalisation mathe´matique d’AMAPhydro, base´e sur des hypothe`ses simpli-
ficatrices qui acce´le`rent les calculs [de Reffye et Hu(2003), Courne`de et al.(2006)], et
inte´grant certaines des avance´es d’AMAPsim sur le plan du de´veloppement. Cette for-
malisation a multiplie´ les possibilite´s de mode´lisation. Par exemple, il devenait enfin
possible de re´soudre le proble`me inverse, c’est-a`-dire de retrouver les parame`tres du
mode`le permettant de reproduire des observations sur des plantes re´elles. On pouvait
e´galement envisager des applications de la the´orie du controˆle optimal aux plantes. Le
domaine d’application passait de l’imagerie et de la visualisation a` l’agronomie et a` la
foresterie. Ceci est rendu possible par l’influence historique d’AMAP et des botanistes
sur le de´veloppement du mode`le. Il a e´te´ depuis de´cline´ en plusieurs versions, toutes
fide`les a` certains principes de base. Ces principes et ces versions sont de´crits dans les
deux sections suivantes.
Principes
Le, ou plutoˆt les mode`les GreenLab sont des mode`les structure-fonction, c’est-
a`-dire qu’ils simulent a` la fois l’e´volution de la structure de la plante (le de´velop-
pement, parfois appele´ organogene`se) et le fonctionnement, l’ensemble des processus
biophysiques contribuant aux variations de masse des organes [Sieva¨nen et al.(2000),
Prusinkiewicz(2004)]. En ce sens ils sont plus riches que les process based models qui
ne simulent que le fonctionnement et se placent le plus souvent a` l’e´chelle du couvert
ve´ge´tal. Ils visent a` la ge´ne´ricite´ en s’attardant sur des caracte´ristiques et processus
communs a` toutes les plantes. Cependant, des hypothe`ses simplificatrices sont faites
pour rendre les mode`les plus compacts tout en conservant leur efficacite´.
Tout d’abord, dans les mode`les GreenLab, l’e´chelle du mode`le se situe entre celle de
la plante entie`re et celle de l’organe : l’unite´ de base de construction de l’architecture
est le phytome`re, c’est-a`-dire l’entite´ botanique constitue´e d’un entre-noeud, du noeud
situe´ a` son extre´mite´, ainsi que des feuilles et des bourgeons porte´s par ce noeud
[White(1979)]. On ne conside`re pas les processus de´taille´s de photosynthe`se au sein
des feuilles, par exemple, mais on fait juste un bilan global de production de biomasse
et cette production est re´partie aux organes. GreenLab est base´ sur un mode`le sources-
puits d’allocation du carbone, qui tire parti du concept de pool commun (la biomasse
produite est disponible instantane´ment pour tous les organes de la plante, il n’y a pas
de diffusion a` travers la plante [Heuvelink(1995)]).
La structure est tre`s simplifie´e. La position spatiale des organes n’intervient pas
dans le mode`le GreenLab, meˆme si elle peut facilement eˆtre obtenue apre`s coup pour
des visualisations re´alistes. Il n’y a pas de calcul de´taille´ d’interception lumineuse
(remplace´ par une application de la loi de Beer-Lambert dans les versions les plus
re´centes), ni de mode´lisation pre´cise des racines. En fait seule la topologie et le nombre
des organes interviennent dans le mode`le.
Le mode`le est temporellement discret, le pas de temps est le cycle de de´veloppement


















16 1. Contexte, enjeux et proble´matiques
successives, par exemple un an pour des arbres en zone tempe´re´e.
Ces hypothe`ses simplificatrices permettent de re´duire drastiquement la complexite´
algorithmique du mode`le, au point que l’on peut e´crire une e´quation explicite donnant
la production de biomasse a` un cyle donne´ en fonction de la production aux cycles
pre´ce´dents. Cette compacite´ de l’e´criture du mode`le a e´te´ de´crite comme une « re-
mathe´matisation » des mode`les de plantes [Varenne(2003)]. Cette de´nomination est a`
mon avis un peu abusive vis-a`-vis des mode`les pre´ce´dents, qui meˆme s’ils e´taient plus
complexes algorithmiquement n’en e´taient pas moins mathe´matiques eux aussi. Ceci
sous-entend e´galement qu’un mode`le mathe´matique formellement compact est plus
simple a` manipuler, ce qui n’est pas e´vident (par exemple les e´quations de Navier-
Stokes constituent un formalisme compact difficile a` e´tudier et simuler).
On pourrait eˆtre inquiet de l’impact de toutes ces simplifications sur le re´alisme
du mode`le de plante. Heureusement, les concepteurs des mode`les GreenLab ont tou-
jours eu un grand souci des applications quantitatives, et l’e´tude de la calibration du
mode`le est un souci permanent. Les ajustements de parame`tres re´alise´s pour de nom-
breuses espe`ces (Arabidopsis thaliana [Christophe et al.(2008)], plantes agronomiques
telles que le ma¨ıs [Guo et al.(2006), Ma et al.(2008)] ou la tomate [Dong et al.(2003),
Dong et al.(2008)] et meˆme arbres comme le heˆtre [Letort et al.(2008)] ou le pin
[Guo et al.(2007)]) prouvent que les mode`les sont suffisamment puissants et prag-
matiques pour analyser la croissance de plantes re´elles. Cette vise´e applicative, avec
la construction de mode`les qui ne sont pas seulement conceptuels mais qui peuvent
fournir des re´sultats re´alistes, est une constante a` travers toutes les versions de Green-
Lab.
Versions
La premie`re version du mode`le GreenLab, baptise´e ulte´rieurement GL1, est ca-
racte´rise´e par un fonctionnement entie`rement de´terministe et l’absence de re´troaction
du fonctionnement sur le de´veloppement. On spe´cifie ainsi un automate de´terministe
qui ge´ne`re l’architecture de la plante, et des parame`tres de fonctionnement qui per-
mettent d’obtenir la masse des organes. La structure de la plante est factorise´e en
sous-structures identiques re´pe´te´es dans la plante, augmentant ainsi l’efficience algo-
rithmique du mode`le [Yan et al.(2004)]. Cette version est bien adapte´e aux plantes a`
l’architecture peu plastique, comme par exemple le tournesol ou le ma¨ıs. C’est sans
doute encore la version la plus utilise´e de par sa simplicite´.
La deuxie`me version, GL2, introduit un processus de de´veloppement stochastique
[Kang et al.(2004)]. Ceci permet de simuler la variabilite´ architecturale au sein d’une
meˆme espe`ce. En revanche, ceci complique a` la fois la simulation et l’ajustement pa-
rame´trique, car trouver les parame`tres de l’automate stochastique ne´cessite d’emble´e
plus d’observations.
Le mode`le GL3 revient a` un fonctionnement de´terministe, mais introduit une re´tro-
action du fonctionnement sur le de´veloppement [Mathieu(2006), Mathieu et al.(2009)].
Ainsi le nombre d’organes ge´ne´re´ et la topologie de´pendent d’un indicateur de la com-



















de mode´liser la plasticite´ architecturale des plantes en fonction des conditions environ-
nementales, et accessoirement de ge´ne´rer des architectures quasiment aussi varie´es que
celles produites par GL2. Cette version du mode`le suscite de plus en plus d’inte´reˆt,
meˆme si la calibration est difficile.
Le mode`le GL4 repre´sente la fusion de GL2 et GL3. Les probabilite´s associe´es
a` l’automate stochastique de´pendraient ainsi de l’e´tat trophique de la plante. Cette
version ne peut pas encore eˆtre conside´re´e comme acheve´e, le formalisme meˆme de
GL4 n’e´tant pas a` ce jour dans un e´tat stable (le plus proche a` ce jour est de´crit dans
[Pallas et al.(2009)]).
Enfin, la dernie`re version en de´veloppement de GreenLab est GL5. Elle devrait
permettre de simuler des phe´nome`nes particuliers se de´roulant a` diffe´rentes phases du
cycle de de´veloppement (pre´formation et ne´oformation, polycyclisme). Cette version
est encore en de´veloppement a` l’heure actuelle.
Imple´mentations
Il y a deux imple´mentations dominantes des mode`les GreenLab a` l’heure actuelle.
La premie`re est le logiciel open-source GreenScilab2 (en fait une toolbox pour Sci-
lab), de´veloppe´ principalement au Liama (Laboratoire franco-chinois de recherche en
Informatique, Automatique et Mathe´matiques Applique´es) en collaboration avec l’IN-
RIA et l’E´cole Centrale Paris. Il est code´ dans le langage Scilab et imple´mente les
versions GL1 et GL2. C’est un outil tre`s efficace pour re´pandre la connaissance du
mode`le GreenLab, de par sa licence. Il a servi, par exemple, a` plusieurs tutoriaux sur
le mode`le.
La seconde imple´mentation est le logiciel Digiplante, de´veloppe´ a` l’E´cole Centrale
Paris et a` l’INRIA. C’est un logiciel proprie´taire code´ en C++. Il est plus performant
que GreenScilab, dote´ de capacite´ de visualisation 3D plus avance´es, et est tre`s oriente´
vers la calibration du mode`le. Il ne fonctionne a` ce jour qu’avec les versions de´termi-
nistes GL1 et GL3. C’est ce logiciel qui jusqu’a` maintenant a servi a` la plupart des
applications.
Plus re´cement de nouvelles imple´mentations commencent a` voir le jour, en parti-
culier QingYuan au Liama, et Gloups, l’imple´mentation de GL5 re´alise´e au Cirad. Et
bien suˆr certains doctorants de´veloppent leurs propres codes suivant leurs besoins spe´-
cifiques ; mon imple´mentation personnelle d’une nouvelle version de GreenLab, rendue
ne´cessaire par les contraintes du couplage avec d’autres mode`les, est ainsi de´crite au
chapitre 5.
1.1.2 Travaux de pure visualisation
Comme nous l’avons vu dans le cadre des mode`les de plantes, une des premie`res



















18 1. Contexte, enjeux et proble´matiques
Dans un sens, c’est un domaine scientifiquement moins exigeant, ne ne´cessitant pas
de couˆteuses mesures sur le terrain et n’imposant pas de calibration des mode`les. Par
contre, le de´fi technique peut eˆtre immense, en particulier si des performances « temps
re´el » sont recherche´es. Les contributions des spe´cialistes de ce domaine ont e´te´ pour
nous une importante source d’inspiration.
Une e´tude pionnie`re dans ce domaine est celle de J. Hammes [Hammes(2001)] qui
a introduit pour la premie`re fois la notion d’e´cosyste`me dans le domaine du graphisme
sur ordinateur. Il proposait une approche base´e sur des textures multi-niveaux pour
synthe´tiser un paysage visuellement convaincant.
La ge´ne´ration du relief a aussi e´te´ un domaine de recherche particulie`rement ac-
tif [Fournier et al.(1982), Zhou et al.(2007)]. Ceci inclut par exemple des e´tudes sur
la simulation de l’e´rosion, avec lesquelles j’avais d’ailleurs eu l’occasion de me fa-
miliariser avant de commencer ma the`se [Musgrave et al.(1989), Chiba et al.(1998),
Neidhold et al.(2005)]. Ce domaine est encore tre`s actif aujourd’hui, avec en particulier
une utilisation de plus en plus pousse´e des capacite´s des nouvelles cartes graphiques
[Schneider et al.(2006), Dachsbacher(2006)]. Cette focalisation sur le relief se com-
prend aise´ment dans un cadre ou` il importe de cre´er une ambiance visuelle ; un terrain
re´aliste, e´claire´ soigneusement avec des effets atmosphe´riques tels que le brouillard ou
les nuages donne une illusion tre`s convaincante meˆme avec des textures tre`s basiques,
tant que la distance d’observation est assez grande.
A` une distance plus rapproche´e les objets du paysage deviennent importants, et
en particulier les plantes. La chaˆıne graphique AMAP, pourvue d’un e´diteur de sce`ne,
permet de repre´senter des peuplements de plusieurs dizaines d’individus mais n’offre
pas la possibilite´ d’une extension au niveau du paysage. En 2007, la socie´te´ Bionatics
a lance´ une nouvelle application, LandSim3D, qui inte`gre des plantes base´es sur les
mode`les 3D AMAP dont le niveau de de´tail se de´grade en fonction de la distance.
D’autres auteurs ont ge´ne´re´ des mode`les de plantes « poussant » dans des espaces
voxels [Greene(1989), Blaise et al.(1998)], d’autres encore ont utilise´ des L-Systems
[Deussen et al.(1998)]. Certaines de ces approches inte`grent meˆme certaines ide´es
de compe´tition spatiale pour ge´ne´rer les positions des plantes de manie`re plus re´a-
liste [Alweis et Deussen(2005), Mech et Prusinkiewicz(1996)]. D’autres auteurs e´tu-
dient aussi l’impact des ve´ge´taux sur d’autres phe´nome`nes visuellement importants,
tel l’e´rosion [Wang et Hu(2009)].
Par rapport a` nos objectifs, toutes ces approches pe`chent principalement par le
manque de re´troaction entre les e´le´ments du paysage, ce qui me`ne a` des comportements
dynamiques insuffisament re´alistes. Ge´ne´ralement le but est d’obtenir un e´tat statique
re´aliste du paysage dans lequel sont rajoute´s par la suite des phe´nome`nes a` tre`s petite
e´chelle de temps. Par exemple, on ge´ne`re une foreˆt, puis on fait en sorte de simuler
l’effet du vent pour faire une animation, mais on ne voit pas la foreˆt pousser. Le
re´alisme physique n’est recherche´ que dans la mesure ou` il permet une mode´lisation




















D’autres chercheurs poursuivent cependant des objectifs plus quantitatifs avec une
mode´lisation a` l’e´chelle du paysage.
La mode´lisation hydrologique en est un bon exemple. On peut citer en exemple le
mode`le SHETRAN [Ewen et al.(2000)], a` l’e´chelle du bassin versant, qui a l’ambition
d’inte´grer de nombreux phe´nome`nes et en particulier le ruissellement de surface et
le transfert d’eau dans le sol lui-meˆme. Le ruissellement de surface est particulie`re-
ment e´tudie´ [Taddei et al.(2000), Liu et al.(2006)] puisque cela permet en particulier
d’espe´rer mode´liser les crues dues a` des e´ve`nements importants de pre´cipitation. Ceci
dit, un souci persistant avec des mode`les a` cette e´chelle est celui de la validation
[Bormann et al.(2007)]. Il est difficile d’obtenir des donne´es, difficile de mener des
expe´rimentations... Donc difficile de valider, d’infirmer et de comparer les mode`les.
Un autre domaine lie´ est l’e´tude de l’e´rosion, que nous avons de´ja` mentionne´ dans la
section sur la visualisation. Ce phe´nome`ne est inte´ressant car il peut eˆtre e´tudie´ a` deux
e´chelles de temps diffe´rentes dans des optiques diffe´rentes. Les ge´omorphologistes le
simulent car c’est l’un des processus de´terminant la structure des massifs montagneux
[Howard(1994)]. A` une telle e´chelle de temps, on a plus affaire a` un mode`le explicatif
qui de´crit les phe´nome`nes en jeu sans beaucoup d’ambitions pre´dictives. Mais d’autres
e´tudes comme [Mitasova et al.(1996)] s’inte´ressent aux conse´quences plus imme´diates
de l’e´rosion sur les capacite´s des sols pour l’agriculture.
Bien entendu il ne faut pas ne´gliger non plus les mode`les a` des e´chelles spatiales
infe´rieures, dont on peut se servir pour construire un mode`le de paysage. Nous avons
de´ja` de´crit un mode`le de plante individuelle existant, mais d’autres mode`les fonc-
tionnent aussi a` l’e´chelle de la parcelle et inte`grent un mode`le de sol, par exemple
[Mailhol et al.(1997)]. La science du sol est aussi bien de´veloppe´e depuis longtemps
[Kosugi et al.(2002)], et les mode`les de´taille´s de circulation d’eau inte`grent parfois une
mode´lisation des racines [Varado et al.(2005), Vrugt et al.(2001)].
Dans tous ces mode`les, la mode´lisation du fonctionnement des plantes est bien
moins de´taille´e que ce que l’on peut obtenir avec GreenLab. Dans le travail de la
the`se, on a donc cherche´ a` simplifier au maximum les e´le´ments externes a` la plante
mais en conservant la richesse du mode`le de plante lui-meˆme.
1.2 Proble´matiques
Cette section contient une description non-exhaustive des proble´matiques souleve´es
par la the´matique de recherche.
1.2.1 De´finition et structure du paysage
La de´finition meˆme de ce que l’on appelle paysage est difficile. Suivant les com-
munaute´s, l’e´chelle spatiale, l’e´chelle temporelle, l’extension ge´ographique, les phe´-


















20 1. Contexte, enjeux et proble´matiques
s’en remettent souvent a` la compre´hension intuitive du lecteur sans formaliser la de´-
finition (par exemple il n’y a pas de de´finition explicite du paysage dans le livre
[Costanza et Voinov(2004)], pourtant assez ge´ne´rique).
Au sens premier, un paysage est ce qui s’offre a` la vue. Les paysagistes utilisent
encore le terme dans ce sens. Cette de´finition implique l’existence d’un point de vue,
et compte-tenu des capacite´s limite´es de l’eˆtre humain pose d’emble´e des limites en
e´tendue et en re´solution. L’e´tendue spatiale se retrouve alors restreinte a` la distance




(R + h)2 − R2 (1.1)
ou` h est la hauteur de l’œil, R est le rayon terrestre, et d la distance de l’hori-
zon. Une application nume´rique donne d ≈ 5km pour h = 2m, et d ≈ 230km pour
h = 4000m (le Mont-Blanc). Par ce calcul tre`s simple on trouve une de´finition assez
intuitive de l’e´tendue spatiale d’un paysage et qui correspond finalement bien a` l’utili-
sation implicite du terme dans de nombreux contextes. La pre´cision de la description
du paysage, elle, va de´pendre beaucoup de l’application ; pour de la visualisation pure
elle peut meˆme eˆtre variable suivant la distance au point de vue.
Cette de´finition se caracte´rise par son coˆte´ anthropocentrique, car elle utilise les
limitations de la vision d’un eˆtre humain. D’autres approches, particulie`rement en
e´cologie du paysage [Dunning et al.(1992)], suppriment cette limitation en se centrant
sur un organisme quelconque. Ainsi le paysage d’un faucon et celui d’une fourmi ne
couvrent pas la meˆme e´tendue spatiale. Dans ce cas la`, la notion de´terminante est
celle d’he´te´roge´ne´ite´, le paysage devenant une e´tendue spatiale pouvant eˆtre de´crite
par des parcelles distinctes. Nous avons pre´fe´re´ conserver une de´finition plus restrictive
en fixant l’e´tendue.
Meˆme cette notion de paysage impose pratiquement d’emble´e une notion d’he´te´ro-
ge´ne´ite´. A` l’exception de grandes e´tendues de´sertiques, ces ordres de grandeurs pour
l’extension ge´ographique ne se preˆtent pas a` une description uniforme, que ce soit
en termes d’aspect visuel ou en termes de fonctionnement. Une portion relativement
uniforme de paysage (une prairie, par exemple) est mieux de´signe´e par le terme de
parcelle (et souvent cela correspond a` une simplification, car meˆme une prairie n’est
pas homoge`ne). D’un autre coˆte´, une re´gion entie`re, un pays, un continent ne sont pas
naturellement qualifie´s de paysage. Je pense que cela est duˆ au proble`me de de´fini-
tion pre´ce´dement de´crit : un paysage doit pouvoir s’appre´hender par la vue, au moins
potentiellement.
Stephen M. Ervin [Ervin et Hasbrouck(2001)] donne un autre point de vue sur
























– Atmosphe`re (incluant l’e´clairage)
Ce sont les interactions de ces e´le´ments qui de´terminent in fine l’aspect visuel du pay-
sage. On voit que cette de´composition implique e´galement une he´te´roge´ne´ite´ fonction-
nelle, l’e´volution de chacun des e´le´ments ne se preˆtant pas aux meˆmes mode´lisations.
Il est important de noter que l’aspect final du paysage est un re´sultat de son e´volution
dynamique, de meˆme que l’aspect d’une plante a` un instant donne´ nous renseigne en
partie sur l’historique de sa croissance. Des approches purement descriptives, telles
celles adopte´es par les SIG (Syste`mes d’Information Ge´ographiques), sont donc limi-
te´es, meˆme si elles peuvent bien suˆr servir de support a` la mode´lisation dynamique
du paysage.
Quand on prend de la distance par rapport au rendu visuel, on peut eˆtre amene´ a`
modifier les de´finitions de l’e´tendue spatiale du paysage. Par exemple, l’objet d’e´tude
des hydrologues est le bassin versant [Campy et Macaire(2003), p.72], qui est une no-
tion inde´pendante de toute possibilite´ d’appre´hension visuelle. Ceci e´tant, on peut
retrouver le lien avec un certain point de vue : le bassin versant n’est-il pas l’e´ten-
due spatiale de terrain pouvant contribuer a` l’e´coulement d’eau au point de sortie ?
Remplac¸ons ce point par l’œil, l’eau par la lumie`re, et nous retrouvons la de´finition
initiale... Et cependant, on sera plus enclin a` de´signer comme paysage un bassin ver-
sant de dimension modeste, plutoˆt que celui d’un fleuve entier. Meˆme du point de
vue fonctionnel, il semble que ce soient les limites physiques de notre vision qui fixent
l’e´tendue spatiale maximale conside´re´e comme paysage.
La limite infe´rieure en e´tendue a` partir de laquelle on ne parle plus de paysage est
e´galement inte´ressante. Un jardin peut-il eˆtre conside´re´ comme un paysage ? L’inte´-
rieur d’un baˆtiment ? Je pense personnellement qu’on ne conside`re comme paysage que
des e´tendues spatiales qu’on ne peut pas parcourir facilement a` pied. Cela veut dire
que notre appre´hension du paysage est presque uniquement visuelle (et intellectuelle
bien suˆr). Il n’est pas possible de toucher un paysage, alors que l’on peut se promener
dans un jardin et agir directement, me´caniquement sur ses composants, en un temps
tre`s bref. Ceci peut aussi fournir une de´finition alternative de la parcelle, qui elle peut
se parcourir physiquement.
Voici donc la de´finition du paysage que nous avons adopte´e (implicitement au
de´but) pour l’e´tude : c’est une portion de la surface terrestre, d’une e´tendue comprise
en ordre de grandeur entre le kilome`tre et la centaine de kilome`tres, sur laquelle
interagissent plusieurs composants physiques et biologiques, e´tudie´e depuis un certain
point de vue qu’il soit visuel ou fonctionnel.
On a pre´fe´re´ cette de´finition a` une autre faisant davantage intervenir la notion
d’e´cosyste`me. Ainsi un paysage au sens ou` nous l’entendons peut couvrir une partie
d’un e´cosyste`me ou eˆtre le lieu d’interaction de plusieurs e´cosyste`mes. Il va de soi que
cette de´finition n’a pas de vocation universelle et n’invalide pas les autres de´finitions
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1.2.2 Vers un « paysage fonctionnel » ?
Le terme de « paysage fonctionnel » a e´te´ utilise´ par Marc Jaeger par analogie
avec l’imagerie me´dicale, et de´signe une simulation et visualisation d’un paysage mon-
trant au minimum des dynamiques qualitativement re´alistes [Jaeger et Teng(2003)].
Le terme est un peu abusif et plus restrictif que ce que l’on pourrait attendre. Cet ob-
jectif est a` comprendre comme un paralle`le avec le passage entre AMAP et AMAPsim
ou AMAPhydro. L’ajout d’une e´volution dynamique permet non seulement d’obtenir
plus facilement un aspect re´aliste, mais est aussi le premier pas vers des applications
quantitatives.
Impact visuel du fonctionnement
Comme il a e´te´ dit plus haut, l’aspect visuel d’un paysage, comme celui d’une
plante, de´pend en re´alite´ de toute la dynamique de son e´volution. Meˆme si l’objet
final peut eˆtre tre`s complexe, les phe´nome`nes qui le construisent peuvent eˆtre simples,
et donc en mode´lisant ces phe´nome`nes on peut obtenir une fac¸on plus commode de
parvenir a` un aspect re´aliste. En outre la repre´sentation peut se re´ve´ler plus compacte
car il est possible de stocker uniquement les donne´es initiales et les parame`tres des
processus, plutoˆt que le re´sultat final.
Dans un sens, cette partie de l’approche est une forme de mode´lisation proce´durale
[Ebert et al.(2002)]. Ce proce´de´ est capable de ge´ne´rer des mode`les tre`s convaincants
et complexes en utilisant des algorithmes, au lieu de spe´cifier explicitement tous les
de´tails. Par exemple pour le cas d’une texture, l’approche explicite consiste en l’utili-
sation d’une image qui sera plaque´e sur le mode`le 3D. L’approche proce´durale spe´cifie
plutoˆt une fonction donnant la couleur en chaque point de l’espace, et c’est le moteur
de rendu qui appelle cette fonction autant qu’il est besoin. Ce genre d’approche a
d’ailleurs e´te´ utilise´ tre`s souvent pour produire des paysages ou meˆme des plane`tes
entie`res, voir encore les exemples dans [Ebert et al.(2002), chapitre 20].
La diffe´rence est que l’approche proce´durale ne sous-entend pas force´ment une
dynamique re´aliste, mais recherche simplement un algorithme permettant d’arriver au
re´sultat souhaite´. Il se peut que l’on trouve des mode`les simples permettant de ge´ne´rer
un re´sultat proche du re´gime stationnaire atteint par un syste`me dynamique plus
complexe, ou similaire a` l’e´tat atteint a` un instant donne´. Par exemple, des mode`les
dynamiques complexes ont e´te´ re´alise´s pour rendre compte au mieux des phe´nome`nes
de brousse tigre´e [Gilad et al.(2007)]. Ces motifs sont forme´s par la ve´ge´tation en
zones arides, faisant apparaˆıtre des zones de sol nu alternant avec des zones couvertes,
et re´sultent d’une interaction complexe entre la dynamique du peuplement ve´ge´tal,
la pente du terrain et les pre´cipitations. Mais le motif forme´ a` un instant donne´ peut
eˆtre de´crit de manie`re bien plus synthe´tique, formant suivant les cas des taches, des
ze´brures, des labyrinthes... Cependant certaines approches proce´durales peuvent se
fonder sur des dynamiques re´alistes, car c’est souvent une fac¸on tre`s efficace, stable et




















Il va de soi que des applications quantitatives ne´cessitent une mode´lisation des
dynamiques et du fonctionnement meˆme du paysage, au-dela` de l’illusion visuelle.
Dans le contexte du changement climatique, des syste`mes d’aide a` la de´cision capables
de prendre pleinement en compte l’aspect biophysique vont devenir indispensables.
La` encore on peut faire le paralle`le avec les plantes. Quand il s’agit de ge´ne´rer un
mode`le 3D d’arbre juge´ convaincant par la majeure partie du public, une approche
type AMAP est amplement suffisante (on peut arguer qu’elle est trop de´taille´e compte
tenu des connaissances botaniques du public, ainsi des logiciels tels XFrog3 ou Onyx4)
sont largement utilise´s bien que non fonde´s sur la botanique). Quand on cherche l’opti-
misation des apports en eau, ou l’e´tude des variations environnementales qui peuvent
eˆtre de´duites de l’e´tat des arbres, un mode`le de type GreenLab devient ne´cessaire.
Il convient cependant de noter qu’a` ce stade de notre e´tude, nous n’avons pas
l’ambition d’atteindre le meˆme niveau de fide´lite´ que le mode`le GreenLab a` l’e´chelle
du paysage... Mais l’inclusion du fonctionnement constitue un premier pas ne´cessaire
dans cette direction. Compte-tenu de l’he´te´roge´ne´ite´ fonctionnelle des paysage, le che-
min naturel de notre point de vue pour inclure le fonctionnement est celui de la
mode´lisation inte´grative.
1.2.3 Mode´lisation inte´grative
La mode´lisation inte´grative est une me´thodologie de mode´lisation qui consiste a`
conside´rer un syste`me complexe comme compose´ de plusieurs sous-syste`mes couple´s.
Ces sous-syste`mes sont mode´lise´s se´pare´ment (e´ventuellement re´cursivement de fac¸on
inte´grative) et ce sont les proprie´te´s e´mergentes du couplage qui rendent compte de
toute la richesse de comportement du syste`me complet.
Cette de´marche est naturellement attirante pour l’e´tude du paysage, car elle cor-
respond a` l’he´te´roge´ne´ite´ fonctionnelle que nous avons mentionne´e plus haut. Ainsi,
une de´marche intuitive est de mode´liser chacun des composants du paysage, et de
coupler le tout pour obtenir un mode`le complet du paysage. Cela permet d’envisager
la re´utilisation de connaissances et mode`les conc¸us par des spe´cialistes de chacun des
e´le´ments, et donc de se baser sur une grande quantite´ de travaux existants et valide´s.
De plus, des mode`les inte´gratifs sont souvent perc¸us comme plus fortement explicatifs
car ils montrent une de´composition en sous-syste`mes plus simples.
En l’occurrence dans le cadre de notre e´tude, comme nous voulions nous baser sur
un mode`le de plante existant, une de´marche de mode´lisation inte´grative s’imposait
quasiment d’elle meˆme, dans le sens ou` en isolant les plantes nous avions de´ja` entame´
la de´composition du paysage en sous-mode`les.
Ceci dit, la mode´lisation inte´grative dans le cas des syste`mes complexes naturels
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des syste`mes qui n’ont pas e´te´ conc¸us par l’homme, il est difficile d’eˆtre certain des
modalite´s exactes du couplage ou du degre´ d’inde´pendance des sous-mode`les. Or si
le couplage est faux, quel que soit le degre´ de validite´ de chacun des sous-mode`les,
le comportement du syste`me global sera faux lui aussi... Dans le meˆme ordre d’ide´e,
coupler des mode`les qui font des hypothe`ses diffe´rentes en terme de gamme de validite´
de leurs entre´es et sorties, ou des mode`les non inde´pendants (par exemple plantes et
sol+plantes) n’est pas sans risque. Cela veut dire que pour des applications quan-
titatives, il n’est pas raisonnable de se passer d’une e´tape de validation du syste`me
complet, quelle que soit la fiabilite´ des sous-mode`les.
1.2.4 E´chelles et mode´lisation
Le terme de multi-e´chelle revient souvent dans le contexte de l’e´tude des syste`mes
complexes comme le paysage, cependant la de´finition pre´cise de ce qu’est l’e´chelle
est assez difficile et nous allons voir que le concept de multi-e´chelle peut se preˆter a`
diverses interpre´tations.
Une description ge´ne´rale des concepts d’e´chelle tels qu’ils s’appliquent au paysage
peut eˆtre trouve´e dans l’article [Turner et al.(1989)]. Mais il paraˆıt utile de faire ici
une analyse de ces proble`mes centre´e davantage sur leur impact dans un processus de
mode´lisation inte´grative. Il faut noter qu’une bonne partie des ide´es de´veloppe´es ici ne
nous sont apparues clairement qu’a` la fin de la the`se, et n’ont donc malheureusement
pas toujours e´te´ rigoureusement suivies dans les faits...
E´chelle d’e´tude d’un signal
La base de la mode´lisation est de chercher un lien explicatif entre des donne´es d’en-
tre´e et des donne´es de sortie, qui peuvent eˆtre conside´re´es comme des e´chantillonages
de signaux d’entre´e et de sortie. C’est la description et la mesure de ces signaux qui
va fixer les e´chelles du mode`le, avant meˆme de conside´rer le mode de calcul du mo-
de`le. En effet, lors de l’observation d’un signal, on se trouve confronte´ a` des contraintes
d’e´chantillonnage, d’e´tendue d’observation (dure´e dans le domaine temporel), de bruit
et d’incertitudes de mesure, qui forcent certains choix de mode´lisation. Je pense qu’une
interpre´tation dans le domaine fre´quentiel (ou de manie`re e´quivalente dans celui des
pe´riodes) est la plus puissante. Le passage d’un domaine a` l’autre est bien formalise´,
et de nombreux travaux de traitement du signal ont pose´ des concepts fondamentaux
en lien avec la the´orie de l’information [Max(1987)].
Quelque soit le signal on choisit toujours une fre´quence maximale observable. En
ge´ne´ral ce sera la fre´quence des observations que l’on va faire pour valider le mode`le.
Quelquefois par choix de mode´lisation on va volontairement choisir une fre´quence
maximale assez faible si on ne cherche a` expliquer que les grandes tendances. Ce
choix de la fre´quence maximale a des conse´quences sur les observations des basses
fre´quences, a` cause des phe´nome`nes d’aliasing en particulier, et aussi parce que l’on
va chercher a` extrapoler les basses fre´quences sur une e´tendue plus large. Conjugue´ au



















borne, une fre´quence minimale en dec¸a` de laquelle on ne conside`re que la composante
constante du signal.
Finalement, l’e´chelle de mode´lisation d’un signal est de´finie par cette gamme de
fre´quence. La pe´riode minimale conside´re´ fixe le grain, la pe´riode maximale l’e´tendue
de l’e´tude. Bien suˆr cette interpre´tation de la notion d’e´chelle est valable tant dans le
domaine spatial que temporel. Un meˆme signal peut eˆtre de´crit a` diffe´rentes e´chelles,
en privile´giant par exemple les hautes fre´quences (en ge´ne´ral cela implique un e´chan-
tillonnage serre´ sur une courte e´tendue) ou les basses fre´quences (e´chantillonnage plus
espace´ mais sur une e´tendue plus large). Ceci ne change pas le signal lui-meˆme mais
simplement la finesse de la repre´sentation que l’on en a.
E´chelles d’un mode`le
Pour nous, les e´chelles d’un mode`le sont la re´union des e´chelles de ses entre´es et de
ses sorties. Ce sont les e´chelles auxquelles le mode`le est valide´ ; moyennant un signal
d’entre´e a` la bonne e´chelle, le mode`le produit un signal de sortie qui, quand il est
e´tudie´ a` la meˆme e´chelle que des donne´es re´elles, les reproduit convenablement.
Par exemple pour le mode`le GreenLab, les e´chelles temporelles d’entre´e et de sortie
sont identiques : le grain est la dure´e du cycle de de´veloppement de la plante, l’e´tendue
est la dure´e de vie de la plante. Spatialement, le grain est l’organe, l’e´tendue est la
plante entie`re.
Certains mode`les ont des e´chelles internes, en particulier les mode`les de simulation
qui sont en ge´ne´ral discre´tise´s. Cependant, les mode`les mathe´matiques comme les
e´quations aux de´rive´es partielles n’en ont pas, meˆme si les e´chelles d’espace et de temps
sont ge´ne´ralement lie´es dans ces mode`les on peut tout de meˆme choisir abritrairement
l’une d’elle. Qui plus est, l’e´chelle interne d’un mode`le peut eˆtre diffe´rente de son
e´chelle de validite´ ; ainsi une EDP pourrait de´crire l’e´volution a` grande e´chelle d’un
syste`me, et cependant ne´cessiter une simulation nume´rique a` un grain fin pour eˆtre
pre´cise. La plupart des mode`les dynamiques ne sont pas limite´s en e´tendue, du moins
en the´orie, et donc peuvent eˆtre extrapole´s bien au-dela` de leur e´tendue de validite´.
Autant il peut eˆtre relativement facile de changer l’e´chelle interne, de calcul, d’un
mode`le, autant il est difficile de changer ses e´chelles de validite´ en entre´e et en sortie,
car cela ne´cessite ge´ne´ralement des mesures supple´mentaires. Un exemple de change-
ment d’e´chelle interne, non valide´ par de nouvelles mesures jusqu’ici, se trouve dans
le chapitre 5 exposant une nouvelle variante du mode`le GreenLab (le passage a` des
e´quations continues permettant une discre´tisation temporelle arbitraire). Mon opinion
est que les e´chelles d’e´tude des signaux d’entre´e et de sortie de´finissent mieux l’e´chelle
d’un mode`le que son e´ventuelle discre´tisation nume´rique interne, et que en l’occurence
on ne peut pas encore pre´tendre avoir change´ l’e´chelle du mode`le GreenLab.
Sens du terme « multi-e´chelle »
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Au sens fort, un mode`le multi-e´chelle fonctionne de manie`re identique et est valide´
a` diffe´rentes e´chelles. C’est le cas par exemple des mode`les qui ge´ne`rent des signaux
fractals (l’article [Jackson et Streator(2006)] en donne un exemple pour des calculs
me´caniques). Ce type de mode`le est somme toute assez rare ; meˆme les formes natu-
relles les plus proches de fractales ne le sont que sur une certaine gamme d’e´chelle.
Un mode`le multi-e´chelle au sens fort se de´finit par une large gamme de fre´quence au
niveau des signaux e´tudie´s. Il faut noter que l’on peut appliquer la plupart des mode`les
comme s’ils e´taient fortement multi-e´chelle, mais que c’est souvent a` tort en l’absence
de validation...
De nombreux phe´nome`nes en particulier e´cologiques ne se mode´lisent pas de la
meˆme fac¸on suivant l’e´chelle conside´re´e, par exemple certaines corre´lations entre des
pre´sences d’espe`ces apparaissent ne´gatives a` petite e´chelle et positives a` grande e´chelle,
comme de´crit plus en de´tail dans [Wiens(1989)]. Cela montre que si le mode`le associe´
a` une e´chelle est applique´ a` une autre comme si il e´tait fortement multi-e´chelle, on
peut faire de graves erreurs...
On peut obtenir un mode`le multi-e´chelle au sens faible en faisant une collection de
mode`les diffe´rents d’un meˆme phe´nome`ne a` diffe´rentes e´chelles. En re`gle ge´ne´rale, cela
ne se traduit pas par une gamme de fre´quences e´tudie´e e´largie, mais plutoˆt par un en-
semble de gammes de fre´quences e´ventuellement disjointes. Un exemple en physique
est la me´canique statistique, le passage entre loi des gaz parfaits et comportement
individuel de mole´cules de gaz. En synthe`se d’image, les mode`les a` niveaux de de´-
tail (LOD) [Clark(1976)] suivent le meˆme principe. Le proble`me dans ce cas, outre
la construction des mode`les, est de choisir quand passer a` l’e´chelle... Souvent cela in-
duit des discontinuite´s dans les re´sultats. Cela est visible sur des images de synthe`se,
lorsque l’on voit les mode`les 3D gagner ou perdre brusquement en de´tail a` certaines
distances. Ce proble`me est re´solu spe´cifiquement pour les mode`les de plantes pour la
repre´sentation du feuillage [Deng et al.(2010)]. Cette me´thode de mode´lisation multi-
e´chelle ne´cessite un effort de mode´lisation plus grand, mais au moins on peut espe´rer
la validite´ sur une gamme d’e´chelle plus large donc une meilleure compatibilite´ avec
d’autres mode`les, ce qui est important dans un cadre de mode´lisation inte´grative.
Multi-e´chelle, mode´lisation inte´grative et optimisation des temps de calcul
On conc¸oit facilement que dans le cadre de la mode´lisation inte´grative, la com-
patibilite´ entre les e´chelles des diffe´rents mode`les devrait eˆtre un souci permanent.
Coupler un mode`le sortant des signaux valides a` grande e´chelle avec un autre prenant
en entre´e des signaux a` petite e´chelle, ou inversement, peut eˆtre nume´riquement pos-
sible (moyennant une modification des e´chelles de calcul) mais n’avoir scientifiquement
aucun sens en l’absence de validation.
Il peut eˆtre tentant de conserver pour chaque mode`le une e´chelle de calcul distincte,
car cela e´conomise des calculs : les mode`les a` grande e´chelle interne font des calculs
moins fre´quents. Mais cela impose une transformation de signaux a` grande e´chelle
en signaux a` petite e´chelle utilisant l’une ou l’autre proce´dure d’interpolation, ce


















1.3. Me´thodologie et axes de travail 27
en fait quelles hautes fre´quences on va ajouter). Meˆme si l’on peut e´ventuellement
gagner du temps de calcul de cette fac¸on on reste donc confronte´ au proble`me de la
validation. Au final on a effectivement change´ l’e´chelle d’un des mode`les pour les faire
fonctionner a` une e´chelle commune, et il est bon que ce changement soit explicite et
pas automatique.
A` mon avis un formalisme de mode´lisation inte´grative ne doit pas comprendre
d’aspect multi-e´chelle autre que fonctionnel (l’imbrication des sous-syste`mes), mais
plutoˆt faire l’hypothe`se que tous les mode`les peuvent travailler a` une e´chelle commune.
Si les temps de calcul sont prohibitifs, il faut changer les mode`les, ce qui peut inclure
l’utilisation d’information sur les e´chelles et des me´thodes d’inte´gration/interpolation.
Mais le proble`me d’optimisation des temps de calcul gagne a` eˆtre se´pare´ des proble`mes
d’e´chelles car il peut aussi eˆtre re´solu par le recours a` d’autres techniques. Et en aucun
cas on ne peut se passer d’une e´tape de validation si les compatibilite´s d’e´chelles ne
sont pas respecte´es.
1.3 Me´thodologie et axes de travail
Conscients que l’e´tude du paysage dans toute sa globalite´ e´tait un projet beau-
coup trop ambitieux, nous nous sommes focalise´s sur les possibilite´s et les contraintes
en matie`re de simulation seulement. C’est une e´tape obligatoire avant toute valida-
tion et application concre`te. De plus, nous nous sommes volontairement restreints aux
phe´nome`nes biophysiques, excluant ainsi les proble´matiques sociales, politiques, e´co-
nomiques, etc. En fait notre principal inte´reˆt s’est porte´ sur les ressources au sens de
grandeurs physiques conservatives, en particulier l’eau, et la compe´tition pour celles-
ci entre les plantes. Un des objectifs de la the`se e´tait de ve´rifier la compatibilite´ du
mode`le GreenLab avec des simulations en environnement he´te´roge`ne a` l’e´chelle du
paysage.
Nous avons adopte´ une approche que l’on pourrait qualifier de « bottom-up », par-
tant de ce que savions faire au sein de l’e´quipe, construisant des prototypes techniques
puis finalement raffinant des approches plus formelles pour re´soudre les proble`mes de´-
tecte´s. Ceci nous a permis de re´duire les de´veloppements et de conserver une certaine
parcimonie de formalisme, en e´vitant la tentation de construire une plate-forme de
simulation posse´dant des capacite´s bien supe´rieures a` nos besoins propres. L’impact
de cette me´thodologie sur les de´veloppements que nous avons mene´ est de´crit dans
[Le Chevalier et Jaeger(2010)].
Dans le chapitre 2 on trouvera la description de nos premiers essais techniques,
avec une analyse de leurs qualite´s et de´fauts. Ce sont ces deux premiers prototypes
qui nous ont lance´ sur les pistes de re´flexion exploite´es dans les chapitres suivants.
Tout d’abord, le chapitre 3 pre´sente un formalisme de mode´lisation et l’architecture
de simulation associe´e, qui permettent de re´soudre de fac¸on assez ge´ne´rique le proble`me
de la synchronisation et le couplage de mode`les qui se posait de manie`re frappante
dans les prototypes. L’architecture propose´e repose sur une se´paration nette entre les
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plus stables et cohe´rentes.
Le cadre formel de mode´lisation se preˆte assez naturellement a` la re´alisation de
mode`les de compe´tition pour les ressources, comme de´crit au chapitre 4. Ces mode`les
comblent une autre faille des prototypes : a` cause de la faiblesse des architectures lo-
gicielles sous-jacentes, la simulation de la compe´tition pour les ressources e´tait difficile
et ge´ne´ratrice d’erreurs.
Malgre´ ses qualite´s, le formalisme de mode´lisation impose des contraintes aux mo-
de`les, qui me´ritent d’eˆtre attentivement conside´re´es sous peine de perdre en re´alisme.
Cela peut imposer des efforts de mode´lisation supple´mentaire. Le chapitre 5 pre´sente
ainsi une nouvelle version du mode`le GreenLab, adapte´e au cadre formel. Ce de´velop-
pement pre´sente en outre certains inte´reˆts meˆme dans le cadre de la mode´lisation de
la plante seule et, vu le contexte de la the`se, me´rite que l’on s’y attarde.
Enfin, au chapitre 6 on de´taille plusieurs simulations illustrant les possibilite´s de
l’approche et des mode`les de´veloppe´s. Seront ainsi e´tudie´s le couplage du mode`le
de plante avec la ressource en eau, la gestion de la spatialisation, et un cas simple
de peuplement he´te´roge`ne. Ces illustrations pourraient former la base d’un nouveau


















2. PROTOTYPES DE SIMULATEUR
Dans ce chapitre, nous donnons la description de deux prototypes techniques de
« paysages fonctionnels ». Ce sont les enseignements tire´s de ces deux prototypes qui
ont conduit aux de´veloppements plus the´oriques expose´s aux chapitres 3, 4 et 5.
2.1 Premier prototype de « paysage fonctionnel »
Le tout premier prototype de « paysage fonctionnel » a e´te´ de´veloppe´ au Liama
essentiellement par Aure´lien Lesluye et Marc Jaeger. Il capitalisait sur des travaux
pre´ce´dents d’imagerie volumique [Kaufmann(1991)] applique´s tant dans un contexte
me´dical que pour la visualisation de plantes [Jaeger et Teng(2003)].
Une description de ce prototype a e´te´ publie´e dans [Le Chevalier et al.(2007b)].
2.1.1 Description
Le but premier de ce prototype e´tait de tester des approches techniques qui pour-
raient permettre de spatialiser le mode`le GreenLab dans un contexte paysage. Le
re´alisme des mode`les et de leur imple´mentation e´tait donc un souci secondaire.
L’ensemble du prototype est base´ sur une discre´tisation voxel.
Mode`les
Ce prototype e´tait focalise´ sur la simulation du cycle de l’eau en relation avec le
mode`le de plante. Ce choix a e´te´ guide´ par l’importance primordiale de l’eau comme
ressource limitante dans la croissance de la plante. Ce cycle est partitionne´ en 5 phases :
– pre´cipitations
– ruissellement et absorption par le sol
– diffusion dans le sol
– transpiration par les plantes
– e´vaporation a` la surface du sol
Les mouvements d’eau associe´s a` chaque phase sont sche´matise´s sur la figure 2.1.
Chaque phase fait appel a` un mode`le spe´cifique avec e´ventuellement une interpre´tation


















30 2. Prototypes de simulateur
Fig. 2.1 : Sche´matisation du cycle de l’eau. A` droite la partie « descendante » du cycle, avec
les pre´cipitations, le ruissellement et l’infiltration, a` gauche la partie montante avec
la prise d’eau, la transipration et l’e´vaporation.
Le pas de temps est journalier, un compromis entre processus rapides (ruisselle-
ment), processus lents (croissance des plantes) et donne´es disponibles (en particulier
climatiques).
Les pre´cipitations sont simplement lues dans un fichier climatique, en meˆme temps
que la tempe´rature. Ces donne´es climatiques sont ge´ne´re´es a priori a` partir de donne´es
re´elles mensuelles pour la re´gion de Montpellier. Elles sont ensuite module´es par la
topographie du terrain, en particulier un gradient vertical de tempe´rature est e´tabli.
Le ruissellement est conside´re´ comme un processus diffusif suivant la surface du
sol. On mode´lise explicitement une couche d’eau diffusant en fonction du gradient
d’altitude. Le mouvement de l’eau dans le sol est aussi conside´re´ comme diffusif sans
phe´nome`ne d’advection, ce qui permet d’utiliser le meˆme algorithme dans les deux
cas. La diffe´rence tient au nombre de voisins conside´re´s (8 en 2 dimensions pour le
ruissellement, 26 en 3 dimensions pour l’eau dans le sol) et aux e´chelles de temps.
Pour e´muler la vitesse supe´rieure du ruissellement, on re´alise un nombre parame´trable
(plusieurs centaines dans les dernie`res simulations) de boucles de diffusion au lieu
d’une seule pour l’eau dans le sol.
Le mode`le de plantes utilise´ est un GreenLab 1 tre`s simplifie´, avec des feuilles
ne durant qu’un seul cycle, a` expansion imme´diate, et une structure a` un seul axe de
de´veloppement (mode`le architectural de Corner). Ceci revient en fait a` faire du mode`le
structure-fonction GreenLab un simple process-based model, de´crit par une unique
e´quation de re´currence, ce qui rend la simulation plus rapide et la parame´trisation
moins lourde. Un des proble`mes de´licats a` re´gler est la synchronisation du cycle de
la plante (qui de´pend de la tempe´rature) avec la simulation journalie`re. L’algorithme
divise le jour courant en deux parties dans le cas ou` on de´tecte la fin d’un cycle pour les
plantes, et alloue la biomasse produite a` chacun des deux cycles. On prend e´galement
soin de ne pas prendre plus d’eau dans le sol qu’il n’y en a... L’algorithme est de´crit
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Enfin, l’e´vaporation du sol est de´crite graˆce a` la formule de Turc [Turc(1961)].
On lui applique un facteur correctif si la zone est entie`rement submerge´e, et le re´sul-
tat est proportionne´ pour eˆtre cohe´rent avec le pas de temps (la formule s’applique
normalement sur des pe´riodes de 10 jours).
Logiciel
Le simulateur, appele´ LandVol, a e´te´ imple´mente´ en C++ avec un environnement
de de´veloppement Qt sur un PC tournant sous Linux Fedora Core 4. L’aspect visuali-
sation fait appel a` la bibliothe`que OpenGL. La figure 2.2 montre l’interface du logiciel.
Cette interface permet a` la fois de controˆler l’e´volution de la simulation et de spe´cifier
ou changer certains parame`tres.
Fig. 2.2 : Interface du premier prototype de simulateur.
Comme la bibliothe`que Qt permet d’utiliser des threads pour paralle´liser les calculs,
chacun des processus de´crits plus haut est imple´mente´ au sein de son propre thread, et
les entre´es-sorties et l’interface graphique ont aussi leurs propres threads. Ce prototype
a ainsi e´te´ teste´ avec succe`s sur un calculateur paralle`le, un BULL Novascale 5000.
Le composant inte´gre´ de visualisation affiche le maillage du terrain, avec une co-
loration de´pendant de la quantite´ d’eau pre´sente au point, et optionnellement de la
biomasse. Il est e´galement capable de repre´senter la biomasse sous la forme de « cou-
ronnes » (de simples sphe`res) de taille fonction de la valeur de la biomasse. La fonc-
tionnalite´ d’export complet de l’espace voxel permet, pour un jour donne´, d’utiliser
les outils de visualisation volumique existants par ailleurs. Bien entendu ces exports
complets occupent un espace disque significatif, et donc sont difficiles a` utiliser pour
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2.1.2 Proble`mes
Bien que techniquement tre`s satisfaisant, ce premier prototype pre´sentait des fai-
blesses sur plusieurs plans.
D’abord les mode`les utilise´s sont trop simplistes ou simplement irre´alistes. Seule
une version tre`s de´grade´e du mode`le de plante est disponible, ce qui est dommage
compte-tenu de la the´matique de l’e´quipe et des dernie`res avance´es dans ce domaine.
Le mode`le d’e´vaporation serait a` ve´rifier mais il est probable que son utilisation au
jour le jour ne soit pas valide´e. Enfin, le mode`le de ruissellement est le plus gros
point noir. L’algorithme de diffusion utilise´ fait que le comportement de l’eau sur la
surface s’apparente davantage au mouvement d’une paˆte qu’a` celui d’un fluide, ce
qui pourrait eˆtre acceptable pour de la boue ou de la lave mais pas pour de l’eau...
Il ge´ne`re e´galement des artefacts dus au sens de parcours des grilles, qui nuisent au
caracte`re convaincant de la simulation. Il fallait donc re´nover les mode`les.
Ceci aurait pu eˆtre facilite´ si l’architecture logicielle avait commode´ment permis
l’ajout ou la modification des mode`les. Malheureusement, elle e´tait tre`s statique et
ne pouvait pas accueillir les re´novations ne´cessaires. Le de´veloppement d’un second
prototype a naturellement de´coule´ de ces constatations.
2.2 Historique du second prototype
Le second prototype a e´te´ de´veloppe´ en partie au Liama durant mon stage de fin
d’e´tude, et en partie a` l’ECP durant le de´but de ma the`se, donc approximativement
de l’e´te´ 2006 a` l’e´te´ 2007, avec des petites modifications par la suite pour corriger des
erreurs. Une description en a e´te´ publie´ dans [Le Chevalier et al.(2007a)].
La base de ce prototype e´tait un module de calcul du ruissellement plus re´aliste
que celui du premier prototype. C’est un travail de mode´lisation et d’imple´mentation
qui nous a e´loigne´ des mode`les de plantes et meˆme de la plupart des aspects de
mode´lisation inte´grative, mais qui paraissait important pour atteindre des re´sultats
plus cre´dibles.
Par la suite un module climatique et surtout un mode`le de simulation de plantes
ont e´te´ inte´gre´s dans ce module. Nous avons fait ce choix car l’architecture logicielle
du premier prototype n’e´tait pas adapte´e pour accueillir le nouveau simulateur de
ruissellement.
En paralle`le, un composant de visualisation fonctionnelle a e´te´ de´veloppe´ par Marc
Jaeger, en se basant sur les structures de donne´es et l’organisation du simulateur. Ce
composant a grandement facilite´ le de´bogage du simulateur, nous permettant de ve´-
rifier en de´tail les comportements. Avec l’ajout de quelques post-traitements, on a pu
ve´rifier la possibilite´ d’obtenir des images donnant une illusion de re´alisme convain-
cante, comme pre´sente´ dans [Le Chevalier et al.(2007a)].




















Le ruissellement est une composante importante du cycle de l’eau, qui a aussi une
influence sur les autres cycles, par exemple par le transport de matie`re en suspension.
Dans le cadre de notre e´tude, ce proble`me pre´sente un certain nombre de parti-
cularite´s qui le rendent inte´ressant. Ces spe´cificite´s sont de´taille´es dans la section qui
suit. La mode´lisation retenue, bien que simple, ne´cessite de´ja` une imple´mentation re-
lativement complexe et couˆteuse en terme de temps de calcul. Cependant, l’e´tude de
ce proble`me apporte de nombreux e´le´ments de re´flexion au sujet des paysages fonc-
tionnels, car ce genre de comportement se produit a` chaque fois qu’il y a possibilite´
de saturation.
Le ruissellement a e´te´ beaucoup e´tudie´, mais pas force´ment d’une fac¸on qui convien-
ne a` nos objectifs propres. Les hydrologues l’ont e´tudie´, dans toute sa pre´cision, pour
de´terminer les re´ponses a` des e´ve`nements catastrophiques (pluies diluviennes, etc.) a`
une e´chelle de temps en particulier tre`s infe´rieure a` ce que l’on souhaite. Les ge´ologues
s’y sont e´galement inte´resse´s, bien suˆr, mais avec le proble`me oppose´, c’est-a`-dire des
hypothe`ses de temps et de stabilite´ des e´coulements que l’on ne fait pas ici.
Finalement il est apparu que c’est le point de vue des ge´ologues qui nous convient
le mieux. Nous nous sommes base´s principalement sur des travaux concernant la
mode´lisation des re´seaux de drainage sur des terrains nume´rise´s [Tarboton(1997),
Tucker et al.(1997)] et e´galement sur quelques ide´es vues dans des travaux sur l’e´ro-
sion, donc a` une e´chelle de temps bien plus importante encore [Howard(1994)]. Il faut
cependant noter que nous avons ne´glige´ tous les phe´nome`nes d’e´rosion et de transport
de se´diment, nous inspirant seulement des ide´es concernant le calcul des flux d’eau.
Ainsi les altitudes sont conside´re´es constantes dans la suite.
2.3.1 Spe´cificite´s du proble`me
E´chelles
Le ruissellement se produit a` une vitesse tre`s diffe´rente du reste des phe´nome`nes.
Dans la mesure ou` pour le moment, on ne conside`re pas la circulation athmosphe´rique,
le ruissellement est le phe´nome`ne le plus rapide dans notre paysage. Dans le cadre de
ce prototype, on n’envisageait pas de simulation a` un pas de temps autre que le jour. Il
e´tait donc ne´cessaire de simuler le ruissellement comme un phe´nome`ne global sur tout
le paysage. En effet, en un jour, l’eau qui ruisselle a le temps de parcourir tout notre
terrain, dont l’e´chelle spatiale est typiquement comprise entre 1 et 10 kilome`tres.
Globalite´
A` cause de ces conside´rations d’e´chelle, le ruissellement ne peut pas se traiter
localement. Bien suˆr, il se mode´lise localement, mais la re´solution doit eˆtre globale et
chaque point peut avoir une influence sur tous les autres points. Il faut aussi noter que
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non seulement le ruissellement en un point de´pend de tous les points en amont, mais
la topographie en aval est aussi importante puisque un lac peut se remplir et engloutir
le point...
Le ruissellement peut eˆtre vu alors comme un ope´rateur complexe de redistribution
de l’eau sur tout le terrain, avec une contrainte due a` la limite d’absorption du sol. En
entre´e, on a les pre´cipitations et le relief, en sortie, on a les teneurs en eau dans le sol,
la quantite´ qui a ruissele´ en tout point, et e´ventuellement les lacs qui se sont forme´s.
2.3.2 Mode´lisation
Mode`le local
Localement, le mode`le de ruissellement est relativement simple. Si l’on isole un
point du paysage, on a :
– de l’eau qui entre sous forme de pre´cipitation, P
– de l’eau qui arrive par ruissellement, Ri
– de l’eau qui est absorbe´e dans le sol, A
– de l’eau qui sort par ruissellement, Ro
On peut e´ventuellement rajouter un terme d’e´vaporation, E, qui ne change pas
vraiment les algorithmes. Finalement le bilan local donne :
Ro = max(0, P +Ri − E − A)
Ce mode`le est sche´matise´ sur la figure 2.3.
Fig. 2.3 : Sche´matisation du mode`le local pour le ruissellement. On a repre´sente´ en pointille´
l’e´vaporation, car le phe´nome`ne n’a pas e´te´ imple´mente´ dans le prototype...
Il est possible que le point absorbe toute l’eau incidente ce qui donnerait un ruis-



















caracte´ristiques du sol sous-jacent. Il faut noter que l’on n’a pas besoin ici d’un mode`le
de sol complet. En fait, une grandeur synthe´tique, a` savoir la quantite´ d’eau absor-
bable, suffit. En retour, le calcul de ruissellement fournit au mode`le de sol une autre
grandeur synthe´tique, la quantite´ d’eau absorbe´e.
Un facteur important est la re´partition du ruissellement sortant vers les voisins im-
me´diats du point. Va-t-on tout donner au plus bas voisin ? Re´partir a` proportion de la
pente ? Chaque strate´gie a ses avantages et ses inconve´nients. Plusieurs sont expose´es
dans l’article [Tarboton(1997)] avec une analyse comparative. L’auteur s’inte´resse ici
au proble`me de la de´termination de l’aire de drainage, qui est un peu moins ge´ne´ral
que ce que nous nous sommes fixe´ comme objectif pour le ruissellement, mais les stra-
te´gies de re´partition demeurent valables. La` encore, l’algorithme ne de´pend pas de la
strate´gie se´lectionne´e. Pour e´viter les artefacts les plus e´vidents, nous avons choisi de
re´partir l’eau a` proportion de la pente vers le voisin (une me´thode de´note´e MS dans
l’article pre´ce´dent). Ainsi le plus bas voisin est dominant, mais pas sur-favorise´. En
fait cette me´thode donne un caracte`re assez diffusif a` l’e´coulement, mais c’est la plus
simple permettant d’e´viter la discre´tisation totale des directions d’e´coulement.
Inte´gration spatiale
Conside´rant le bilan local, on voit que le terme Ri de´pend des voisins du point.
Il faut donc, avant de calculer le terme Ro et la quantite´ d’eau absorbe´e, avoir fait le
calcul pour tous les voisins pouvant contribuer au ruissellement au point conside´re´.
Et ainsi de suite... On peut de´finir ainsi un algorithme re´cursif, qui cherche a` e´valuer
le ruissellement en remontant les pentes, jusqu’a` arriver aux points qui n’ont pas de
voisins plus haut qu’eux, pour lesquels le bilan est facile.
Les lacs
L’algorithme re´cursif ne re`gle pas tous les proble`mes et en particulier ne prend pas
automatiquement en compte les lacs.
En effet, qu’arrive-t-il cette fois aux points qui n’ont pas de voisins plus bas qu’eux
vers lesquels le ruissellement peut s’e´couler ? L’eau s’y accumule, bien suˆr. Ces points
particuliers sont de´signe´s dans la suite sous le nom de creux. Le proble`me se pose
lorsque cette accumulation d’eau provoque une hausse du niveau d’eau telle que le
niveau devienne supe´rieur a` l’altitude des voisins. Il faut alors distribuer une partie de
cette eau aux voisins, jusqu’a` ce que l’e´quilibre soit atteint, c’est-a`-dire que l’ensemble
des voisins du lac soient plus haut que le niveau d’eau, ou que le lac de´borde. Un
de´bordement se produit quand l’un des voisins du lac est plus bas que l’un des points
du lac. De tels points sont appele´s ici sorties. Un sche´ma de ces concepts peut eˆtre vu
figure 2.4.
Les re´fe´rences que nous avions proposaient diverses solutions a` ce proble`me : modi-
fication du terrain, recherche explicite des lacs... Mais toujours en faisant l’hypothe`se
que les lacs e´taient des artefacts, ou qu’ils de´bordaient a` coup suˆr. Aucune de ces
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Fig. 2.4 : Concepts et principe de re´solution du proble`me des lacs. On montre ici un terrain
monodimensionnel pre´sentant 3 creux. Un lac est repre´sente´ se formant autour
du creux 2. Les points atteints par chacun des creux en remontant vers l’amont
sont colore´s de couleurs diffe´rentes : rouge pour le creux 1, vert pour le creux 2,
orange pour le creux 3. Les intersections de ces zones permettent de repe´rer les
points correspondants aux sorties. Le creux 1 a ainsi pour sortie la sortie A, les
creux 2 et 3 ont pour sortie la sortie B. Les de´bordements se´quentiels des lacs les
uns dans les autres permet de re´gler ce proble`me de sorties identiques.
me´canisme de recherche. On voit qu’un algorithme de remplissage explicite du lac peut
eˆtre tre`s couˆteux, parce qu’il impose de constituer une liste des points du lac, qu’il
faudra recre´er depuis le de´but a` chaque fois que le calcul de ruissellement sera appele´.
En effet, on ne peut pas facilement re´utiliser les lacs des calculs pre´ce´dents, parce que
l’on ne maˆıtrise pas les changements de la capacite´ d’absorption et des pre´cipitations.
L’ide´e a donc e´te´ de rechercher un moyen d’e´viter cette couˆteuse extension pas a` pas.
Pour ce faire, on peut tirer parti d’arguments topologiques pour la recherche des sor-
ties, et du parcours des points lors du calcul de ruissellement pour la recherche de
l’e´quilibre.
Les points du terrain peuvent eˆtre re´partis en plusieurs cate´gories en fonction de
leur relation avec les creux. Certains ne sont atteints qu’a` partir d’un creux du terrain
par l’algorithme re´cursif. D’autres au contraire sont atteints par plusieurs creux. Cette
diffe´rence peut eˆtre exploite´e pour la recherche des sorties. En effet, la sortie d’un lac
est ne´cessairement dans la seconde cate´gorie : il y a un chemin montant vers elle en
partant du creux que l’on remplit, et un chemin descendant vers un autre creux ou`
l’on suppose pour le moment qu’il n’y a pas de lac. C’est de plus le premier point de
ce type qu’un algorithme remplissant le lac par ordre de hauteur atteindrait.
Finalement, pour un lac ayant pour origine un creux c donne´, on voit ainsi que
la sortie est le point le plus bas atteint par plusieurs creux et ayant un voisin atteint



















plate, cette de´finition serait capable de de´terminer la sortie de chaque lac en formation.
Une autre conse´quence est que le lac ne peut eˆtre constitue´ que de points qui ne sont
atteints que par le creux associe´, tout autre point se situant plus haut que la sortie. Sur
le terrain discre´tise´, on utilise un marqueur nume´rique pour identifier quel creux atteint
une cellule donne´e. La figure 2.4 montre un tel marquage pour le cas unidimensionnel,
plus simple. La figure 2.5 montre le re´sultat de cet algorithme de marquage sur un
terrain synthe´tique, une pente uniforme comportant cinq creux.
Fig. 2.5 : Marqueurs porte´s par les cellules du terrain dans un cas synthe´tique simple. Le
terrain est colore´ de vert a` jaune en fonction de l’altitude. La nuance de bleu
indique le marqueur. Toute l’eau s’e´coulant de cellules portant la meˆme nuance
de bleu arrive dans le meˆme creux. Certaines cellules n’ont pas de marqueur, cela
signifie que l’eau qui en sort aboutit a` de multiple creux. La sortie associe´e a` un
creux donne´ est la cellule la plus basse sur la bordure de la re´gion marque´ par
l’identifiant du creux.
Du coup la re´serve possible du lac peut eˆtre estime´e pour chaque niveau. La re´serve
possible est la quantite´ d’eau qui est absorbe´e dans le lac, eau libre bien suˆr, mais aussi
eau absorbe´e par les points du sol inonde´s (qui du coup deviennent force´ment sature´s,
meˆme si le ruissellement seul n’y suffisait pas). Ce dont on a e´videment besoin, c’est
la valeur de cette re´serve pour tout niveau d’eau, pour pouvoir ensuite calculer, en
fonction de l’eau qui arrive au fond du creux, l’ensemble des points inonde´s simplement
en fonction de leur altitude.
Ce calcul peut eˆtre effectue´ pendant l’algorithme re´cursif. A` chaque fois qu’on
atteint un nouveau point, on ve´rifie s’il est atteint par le creux de de´part. Si c’est
le cas, alors il est peut-eˆtre dans le lac qui va se former. On doit donc rajouter la
quantite´ d’eau que ce point peut contenir a` la re´serve du lac pour tous les niveaux
supe´rieurs a` son altitude. D’un point de vue pratique, cela est possible en de´finissant
pour chaque creux une liste de « remplissages » qui regroupe surface du lac, niveau
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ite´rativement au cours de l’algorithme re´cursif.
Au final, l’algorithme proce`de en trois phases principales. D’abord, une sortie est
associe´e a` chaque creux suivant le marquage du terrain. Ensuite, on effectue le calcul
re´cursif du ruissellement, en cre´ant au passage les listes de remplissage associe´es a`
chaque creux. Bien suˆr on arreˆte de s’occuper de ces listes de remplissage au moment
ou` on de´passe l’altitude de la sortie... Enfin, les de´bordements des lacs sont de´tecte´s.
Lorsqu’un lac de´borde, l’eau aboutissant dans le creux est reroute´e vers la sortie
associe´e, et on doit re´ite´rer l’algorithme re´cursif de ruissellement. La boucle se poursuit
jusqu’a` ce que plus aucun lac ne de´borde.
Le re´sultat de cet algorithme est repre´sente´ sur la figure 2.6. Le terrain synthe´tique
utilise´ est le meˆme que sur la figure 2.5.
Fig. 2.6 : Deux simulations de ruissellement sur le terrain synthe´tique. La nuance bleue
indique la quantite´ d’eau passant par le point. La valeur de la pre´cipitation est
plus importante sur l’image de droite, donnant lieu a` un de´bordement des trois
lacs infe´rieurs.
2.4 Imple´mentation et re´sultats
L’imple´mentation a e´te´ re´alise´e en C++ pour la partie simulation, en C et C++
pour la partie visualisation, avec utilisation des bibliothe`ques Glut et OpenGL. Le
simulateur est un outil purement en ligne de commande, qui ne fait que produire des
fichiers de donne´es qu’on explore par la suite avec le visualiseur.
Le simulateur est divise´ en plusieurs couches (layers), chacune repre´sentant un
processus ou objet diffe´rent. On a ainsi :
– TerrainLayer stockant les informations sur l’altitude et les parame`tres du sol




















– PlantLayer stockant les informations sur les plantes
– Climat stockant les informations climatiques
Chacune de ces couches est en fait de´rive´e d’un meˆme objet de base appele´
TimeStepper. C’est la classe de base de tout objet pourvu d’une me´thode step()
qui repre´sente la simulation sur un pas de temps. Un objet TimeKeeper se charge de
la simulation proprement dite. Il conserve une liste de TimeSteppers dont il appelle
successivement les me´thodes step(), et incre´mente le temps courant en fonction du
pas de temps spe´cifie´ par l’utilisateur.
Chaque couche peut e´ventuellement envoyer des informations sur la console afin
de donner des de´tails d’exe´cution. Un TimeStepper particulier se charge d’e´crire les
fichiers de sortie, en extrayant des informations provenant des diffe´rentes couches.
Cerrtaines couches sont structure´es spatialement. TerrainLayer et PlantLayer
sont ainsi dote´es d’une spatialisation raster identique. WaterLayer se base e´galement
sur cette meˆme spatialisation, mais en interne est plutoˆt stocke´ sous forme de graphe
(on fusionne certains nœuds adjacents pour les besoins de l’algorithme de ruisselle-
ment). Des me´thodes d’interpolation adapte´es permettent de transmettre les informa-
tions d’une couche a` l’autre lorsque leurs spatialisations diffe`rent.
Le fichier de sortie est structure´ sous la forme d’une grille dont chaque point re-
pre´sente une parcelle du paysage. Sur chacune de ces cellules, plusieurs donne´es sont
stocke´es (altitude, profondeur de l’eau, ruissellement passant au point, eau dispo-
nible pour les plantes, facteur environemental, production journalie`re de biomasse,
production cumule´e de biomasse, cycle courant du mode`le de plante). A` partir de
ces informations et de la lecture du fichier de donne´es climatiques (qu’on suppose
uniformes sur le terrain), le visualiseur peut construire des repre´sentation diverses,
variant en particulier la couleur ou le me´lange de couleur en fonction des valeurs de
l’un ou l’autre champ, ajoutant des effets en fonction des pre´cipitations... Il produit
en outre des graphes de l’e´volution temporelle des grandeurs moyenne´es sur le terrain.
Des re´sultats sont pre´sente´s plus en de´tail dans [Le Chevalier et al.(2007a)], ainsi
que des de´tails sur la mode´lisation interne de chacune des couches. Nous nous sommes
rendu compte que la grande difficulte´ est l’interpre´tation des re´sultats, de`s lors que
l’on se place dans des cas sense´ment plus re´alistes ou` les variabilite´s spatiales et tem-
porelles se multiplient. Ce proble`me est d’autant plus geˆnant que nous avions une
grande incertitude sur les parame`tres que nous utilisions, et e´tions dans l’incapacite´
de comparer nos simulations a` des donne´es re´elles. La figure 2.7 rappelle des re´sultats
et donne une ide´e de ce qu’il est possible d’obtenir avec ce prototype.
2.5 Proble`mes
Malgre´ ses re´sultats prometteurs, un certain nombre de de´fauts re´dhibitoires nous
ont conduit a` abandonner le de´veloppement de ce second prototype. Ils tiennent es-
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Fig. 2.7 : Simulation et visualisation avec le second prototype de paysage fonctionnel. De
haut en bas, de gauche a` droite : pas de limitation, limitation en eau, limitation
en tempe´rature et en eau, visualisation semi-re´aliste avecge´ome´trie de´duite de la
biomasse et post-traitements. Les courbes repre´sentent l’e´volution statistique de
la biomasse cumule´e au fil du temps (on a une courbe pour la moyenne sur le
terrain, une pour le minimum, une pour le maximum, et deux autres repre´sentant
l’e´cart-type). En dessous de chaque ensemble de courbe une vue 3D montre la
variabilite´ spatiale et sa corre´lation au terrain. Des histogrammes journaliers de
biomasse cumule´e sont aussi repre´sente´s, avec un arrie`re-plan gris.
2.5.1 Partage des ressources
La mode´lisation et la formalisation du comportement des ressources (et spe´cifique-
ment l’eau, dans le cas de ce prototype) se sont re´ve´le´es insuffisantes. En explorant
l’architecture logicielle pre´ce´dement de´crite il est facile de se rendre compte que les
couches repre´sentent en re´alite´ a` chaque fois des processus qui agissent sur les res-
sources, les transportant a` travers le paysage ou les utilisant pour produire de la bio-
masse par exemple. A` aucun moment n’apparaˆıt une couche « ressource » qui aurait
la charge de veiller a` la bonne conservation de la ressource.
Au contraire, chaque processus stocke la valeur de la ressource sur laquelle il ope`re.
Malheureusement, certaines de ces ressources « internes » sont en re´alite´ des ressources
partage´es avec d’autres processus. Par exemple, l’eau contenue dans les couches su-
perficielles du mode`le de sol est e´galement celle que les plantes utilisent pour leur
croissance. Ce proble`me de partage est re´sume´ sur la figure 2.8.



















Fig. 2.8 : Les proble`mes de partage de ressources dans le second prototype.
sources au de´but de chacun de leur calcul, car elle est susceptible d’avoir e´te´ modifie´e
par un autre processus. Ceci donne lieu a` une quantite´ certes minime mais extreˆme-
ment geˆnante de code « parasite » qui ne sert qu’a` synchroniser les ressources entre les
processus. Ce code est duplique´ entre les processus mais leur impose de savoir avec qui
ils partagent leurs ressources. De ce fait, la modularite´ de l’architecture est nie´e, car
on ne peut e´changer des processus librement. Le de´bogage du simulateur en est aussi
conside´rablement complexifie´, le test d’un e´le´ment inde´pendant e´tant rendu difficile
par ce code parasite.
La compe´tition entre processus est aussi difficile a` imple´menter dans ce cadre. E´tant
donne´ que chaque processus posse`de ses ressources, il peut les utiliser sans aucune
conside´ration pour les autres. Il n’y a pas d’arbitrage entre processus partageant une
ressource.
2.5.2 Synchronisation
Les proble`mes du point de vue ressources masquent d’autres inconve´nients plus
fondamentaux de l’architecture de ce simulateur, qui concernent la gestion de la syn-
chronisation temporelle des processus.
D’abord, le pas de temps est impose´ de l’exte´rieur, sans aucune possibilite´ d’adap-
tation. Il peut varier, certes, mais jamais en fonction des re´sultats des calculs de
chacune des couches. Ceci est principalement geˆnant pour ce qui concerne la satura-
tion ou l’e´puisement d’une ressource. Il n’y a pas de me´canisme inte´gre´ de de´tection
de ce genre d’e´ve`nements.
Pire encore, l’e´volution des processus n’est pas synchrone durant le pas de temps.


















42 2. Prototypes de simulateur
ainsi les donne´es pour tout ceux qui vont eˆtre exe´cute´s ulte´rieurement. La simulation
n’est donc pas cohe´rente, au sens ou` les calculs ne portent pas sur des donne´es toutes
valides a` un meˆme temps. Bien entendu, les imple´mentations des couches du simulateur
tiraient parti de cette faille, et on peut meˆme aller jusqu’a` dire que certaines ne
fonctionneraient pas dans un cadre imposant la synchronicite´. En particulier, l’ordre
dans lequel les processus sont traite´s est important et le simulateur ne fonctionne plus
aussi bien si l’on inverse deux processus.
Les deux proble`mes de la mode´lisation insuffisante des ressources et de la mau-
vaise gestion des phe´nome`nes synchrones nous ont paru suffisament graves pour nous
de´cider a` arreˆter comple`tement les de´veloppements sur ce prototype. Nous avons fo-
calise´ l’e´tude sur ces deux proble`mes, d’abord sur la mode´lisation des ressources, puis
a` mesure que notre re´flexion avanc¸ait sur ce point, sur l’e´tude de la synchronisation.
Les deux chapitres suivant de´crivent les avance´es effectue´es sur chacun de ces deux
axes. Nous exposons en premier le formalisme de synchronisation, car il donne un
cadre conceptuel dans lequel les mode`les de ressources et de compe´tition s’expriment
naturellement. Mais il faut garder a` l’esprit que les mode`les d’interaction avec les
ressources ont e´te´ de´veloppe´s et teste´s les premiers, et ont fortement influence´ les


















3. FORMALISME DE SYNCHRONISATION
DE MODE`LES
Les prototypes et les re´flexions sur la simulation de la compe´tition pour les res-
sources nous ont fait re´aliser la ne´cessite´ de nous pencher sur une architecture de simu-
lation ge´ne´rique capable de simuler des syste`mes complexes forme´s par le couplage de
mode`les, et de synchroniser les calculs pour rester aussi cohe´rent que possible. Cette
architecture et le formalisme de mode´lisation associe´ sont expose´s dans ce chapitre.
3.1 Briques de base
Le formalisme de synchronisation utilise principalement deux sortes d’objets : les
Mode`les et les Caches. Les Mode`les sont des composants de calcul, et les Caches sont
des abstractions des donne´es servant d’entre´es et de sorties a` ces calculs. Les Mode`les
lisent donc leurs entre´es dans des Caches, puis e´crivent leurs sorties dans d’autres
Caches. Les Caches mettent alors a` jour les donne´es re´elles de manie`re synchrone.
Cette architecture basique est illustre´e sur la figure 3.1. Nous utilisons dans toute la
suite la convention d’e´criture suivante : le terme Mode`le employe´ avec une majuscule a
le sens particulier qui est de´crit dans ce chapitre, employe´ avec une minuscule il de´signe
le mode`le au sens de repre´sentation de la re´alite´, comme employe´ plus couramment
par les scientifiques.
Une de ses proprie´te´s les plus remarquable et utile est que les donne´es de la simu-
lation sont stocke´es dans une structure totalement se´pare´e des composants de calcul,
qui est toujours maintenue dans un e´tat cohe´rent (en admettant que la mise a` jour soit
instantane´e). Cette structure de donne´es repre´sente l’e´tat de la simulation, et suffit a`
de´marrer ou a` reprendre une simulation. Non seulement cela permet des simulations
plus stables, puisque les Mode`les lisent toujours des donne´es cohe´rentes, mais cela
re´soud aussi e´le´gamment, en the´orie, le proble`me de l’arreˆt et et de la reprise des
simulations, ainsi que celui de la sauvegarde indispensable des re´sultats.


















44 3. Formalisme de synchronisation de mode`les
Fig. 3.1 : Sche´ma des objets de simulation et de leurs liens. On distingue principalement les
Mode`les, les Caches (il y a en fait plusieurs objets Caches non repre´sente´s ici), les
donne´es de la simulation et le Manager re´alisant l’avancement dans la simulation.
La structure des donne´es de la simulation est duplique´e au sein des Caches, qui
l’isolent des Mode`les, ce qui assure une e´volution synchrone. Les Mode`les lisent
leurs entre´es dans les Caches, e´crivent leurs sorties dans la structure duplique´e
stocke´e dans les Caches. Ils transmettent aussi une information temporelle au
Manager qui permet de fixer dynamiquement le pas de temps de la simulation.
L’ope´ration de mise a` jour recopie les donne´es locales des Caches vers les donne´es
de simulation. C’est cette ope´ration qui est re´alise´e de manie`re synchrone.
3.1.1 Caches
Les Caches servent d’interface vers les donne´es re´elles, et font e´voluer ces donne´es
re´elles en les mettant a` jour sur demande. Ils ont un lien vers les donne´es re´elles et une
copie interne de ces donne´es dans laquelle ils stockent temporairement les nouvelles
valeurs, d’ou` la de´nomination choisie.
Liens avec les Mode`les
Les Caches communiquent avec les Mode`les a` travers deux interfaces spe´cifiques
aux comportements diffe´rents, qui pre´servent la synchronisation des donne´es de si-
mulation. Ces deux interfaces permettent aux Mode`les de collecter dans la liste des
donne´es externes les valeurs des variables d’entre´e et de transmettre leurs variables de
sortie.
La premie`re interface est le Getter. Un Mode`le peut, a` partir d’un lien vers un
Getter, lire une valeur. Dans ce cas le Cache renvoie la valeur stocke´e dans la structure
de donne´es externe. La seconde interface est le Setter. Un Mode`le peut utiliser cette
interface pour spe´cifier la future valeur a` affecter a` la donne´e externe. Le Cache copie
cette valeur et la conserve jusqu’a` la prochaine mise a` jour.
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le Setter agit sur la copie interne situe´e dans le Cache, il n’y a aucun risque que
la valeur renvoye´e par le Getter soit modifie´e par un Mode`le interagissant avec le
Setter. En revanche, il est souhaitable qu’un seul Mode`le puisse interagir avec un
Setter donne´, sans quoi la valeur en cache risque d’eˆtre e´crase´e. L’interface Getter
n’impliquant aucune modification, plusieurs Mode`les peuvent sans proble`me lire la
valeur d’un meˆme Getter.
Mise a` jour
La valeur associe´e au Cache peut eˆtre mise a` jour de plusieurs fac¸ons, suivant le
type de la valeur et le syste`me simule´.
La fac¸on e´vidente de mettre a` jour est de copier la nouvelle valeur dans la structure
de donne´es externe. Cependant, dans certains cas, conserver deux exemplaire d’une
donne´e peut eˆtre un gaspillage de me´moire. En particulier, quand la donne´e contient
une grande quantite´ d’information (une image par exemple) mais n’est modifie´e que
sur une petite partie de ces informations, une autre strate´gie peut eˆtre choisie : on
peut cre´er le Cache comme un Getter du « gros » type de donne´e, et comme un Setter
du type de donne´e « variation », qui contient juste les informations ne´cessaires a` la
mise a` jour.
En plus d’apporter des be´ne´fices en terme d’occupation me´moire et de vitesse
d’exe´cution (car les ope´rations de copie sont d’autant plus couˆteuses que les informa-
tions a` copier sont nombreuses), ce choix peut eˆtre naturel pour certains mode`les, qui
par de´finition calculent la variation d’une donne´e et pas une valeur.
Cohe´rence
Un Cache est dit dans un e´tat cohe´rent lorsque la mise a` jour ne causerait pas de
changement significatif dans la valeur de la donne´e externe. Significatif peut ici prendre
plusieurs sens, selon les intentions et le choix de mode´lisation pour le couplage des
Mode`les. On peut eˆtre tre`s strict et poser que tout changement de valeur est significatif,
ou encore poser un seuil en dec¸a` duquel on conside`re la variation comme ne´gligeable.
Cette de´finition est importante pour assurer la convergence du syste`me dans certains
cas, en particulier ceux comportant des boucles de re´troaction.
3.1.2 Mode`les
Les Mode`les sont responsables de tous les calculs de simulation. Ils peuvent eˆtre
pourvus d’un e´tat interne qu’ils doivent faire e´voluer.
Entre´es, Sorties, E´tat



















46 3. Formalisme de synchronisation de mode`les
L’e´tat d’un Mode`le est un ensemble de donne´es qui lui sont propres, et ne sont
accessibles en e´criture que depuis l’inte´rieur du Mode`le. Ces donne´es sont accessibles
par des Caches, comme les entre´es et les sorties, sauf que dans le cas de l’e´tat le
Mode`le posse`de le Cache et pas juste des liens vers des Getters et des Setters. Ainsi,
on respecte le principe de se´paration des donne´es et des calculs, l’e´tat des Mode`les
e´tant stocke´ dans la structure de donne´es externe. Cela est ne´cessaire car un Mode`le
pourrait e´ventuellement ne pas eˆtre persistant en me´moire, alors que son e´tat devrait
l’eˆtre. Un exemple de ce type sera de´taille´ dans la partie 3.2.3.
Certains Mode`les n’ont pas besoin d’e´tat, et dans ce cas l’architecture de simulation
pre´sente´e ne leur impose rien de particulier. La pre´sence ou non d’un e´tat pour un
Mode`le n’affecte en rien les fonctions de calculs pre´sente´es ci-apre`s.
Calculs
Un Mode`le doit de´finir trois fonctions qui seront utilise´es dans l’algorithme de
simulation.
La premie`re est la fonction cumul :
OC(t) = cumul(t, tprev, I(tprev)) (3.1)
ou` OC est une liste des sorties « cumulatives », t est le temps courant, tprev est la date
du dernier appel a` cumul, et I est la liste des entre´es.
Cette fonction permet de repre´senter l’e´volution du Mode`le durant l’intervalle de
temps [tprev, t], pendant lequel les entre´es I sont suppose´es constantes. En pratique ce
sont souvent des ope´rations d’inte´gration dans le temps, qui cumulent au fil du temps
les effets des entre´es, d’ou` le nom de la fonction et des sorties associe´es.
La seconde fonction est la fonction trans :
OT (t) = trans(I(t)) (3.2)
ou` OT est une liste des sorties « transitoires ».
Cette fonction permet au Mode`le de re´agir instantane´ment aux changements de
ses entre´es. Un exemple de Mode`le purement transitoire serait un additionneur qui se
contente de faire la somme de ses entre´es. Un tel Mode`le n’a pas de me´moire du passe´,
pas de notion d’e´coulement du temps.
Il existe bien suˆr des cas de Mode`les utilisant les deux fonctions, comme on le verra
dans les exemples aux chapitres 4 et 5.
A` part ces fonctions de calcul, les Mode`les de´finissent une troisie`me fonction time,
utilise´e pour la synchronisation :
tn(t) = time(t, I(t)) (3.3)
Ici tn est la date la plus lointaine a` laquelle un appel a` la fonction cumul du Mode`le
doit avoir lieu. Ceci permet en particulier, pour les mode`les faisant une inte´gration
temporelle, de fixer une borne supe´rieure au pas de temps. Mais les Mode`les peuvent




















Nous allons donner ici un exemple simple de Mode`le utilisant les trois fonctions
vues pre´ce´dement. Le but du Mode`le est, a` partir de deux entre´es A(t) et B(t), de




On voit qu’un changement de la valeur de A entraˆıne instantane´ment un change-
ment de la valeur de S, ainsi la sortie est transitoire. Le mode`le, pour ge´ne´rer cette
sortie, a besoin de calculer et conserver l’inte´grale
∫ t
t0
B, qui va donc constituer l’e´tat
e du mode`le.
Il n’y a plus qu’a` e´crire les trois fonctions. La fonction cumul approche l’inte´grale
et stocke le re´sultat dans l’e´tat :
e(t) = s(tprev) + (t− tprev)B(tprev) (3.4)
La fonction trans calcule simplement le produit pour obtenir la sortie :
S(t) = A(t)e(t) (3.5)
Enfin, la fonction time peut, pour des impe´ratifs de pre´cision par exemple, imposer
un pas de temps fini ∆t :
tn(t) = t+∆t (3.6)
On peut meˆme imposer une borne sur la variation de e, par exemple si elle ne doit
pas de´passer la valeur K on peut choisir plutoˆt :
tn(t) = t+K/B (3.7)
Reste a` voir comment l’appel des fonctions des Mode`les et des Caches est organise´
pour aboutir a` une simulation du comportement du syste`me. Ceci fait appel au concept
de hie´rarchie et est de´taille´ dans la section suivante.
3.2 Hie´rarchies
La spe´cification des Mode`les et des Caches donne la capacite´ de construire des
Mode`les hie´rarchiques, c’est-a`-dire contenant un graphe de Mode`les et de Caches.
3.2.1 Hie´rarchie ge´ne´rique
La structure d’un Mode`le hie´rarchique est assez simple a` comprendre. Un exemple
est de´taille´ sur la figure 3.2. On a besoin de de´finir des Getters et Setters particuliers,
qu’on appelle des Buffers, pour transmettre les entre´es du Mode`le aux sous-Mode`les


































Fig. 3.2 : Repre´sentation d’une hie´rarchie de Mode`les. Le Mode`le Model0 contient deux
sous-Mode`les, Model1 et Model2, couple´s par l’interme´diaire de deux Caches C1
et C2. Chacun des Mode`les a aussi un e´tat, S1 et S2 respectivement. Des buffers
I1 et I2 permettent de lire les entre´es, d’autres O1 et O2 permettent d’e´crire des
sorties. Des lignes pointille´es relient les Caches vers les donne´es de simulation, dont
la structure est a` l’image de celle du Mode`le. Anisi, Data0 est la donne´e d’e´tat de
Model0, et est compose´e de Data1 et Data2, les donne´es d’e´tat des sous-Mode`les,
et de V1 et V2, les valeurs associe´es aux Caches couplant les sous-Mode`les.
pas des Caches, en ce sens qu’ils ne sont pas lie´s a` une structure de donne´es externe.
Ils servent purement d’interme´diaires de calcul et n’ont pas a` eˆtre synchronise´s. C’est
le Mode`le qui est responsable de leur gestion et de leur utilisation.
Un Mode`le hie´rarchique a un e´tat qui est repre´sentatif de la structure interne,
c’est-a`-dire des Mode`les et Caches qu’il posse`de. Il est entie`rement responsable de la
synchronisation de tous ces objets ; le Manager global de la simulation n’y a pas acce`s.
Le comportement d’un Mode`le hie´rarchique varie suivant la mode´lisation souhaite´e.
Il peut eˆtre un ve´ritable sous-simulateur qui isole temporellement ses sous-Mode`les du
reste de la simulation (ce qui est une fac¸on possible d’obtenir un effet de multi-e´chelle
temporel). Il peut au contraire eˆtre simplement une « coquille » isolant des blocs
logiques, mais n’ajoutant pas lui-meˆme de comportements.
Deux exemples d’utilisation de hie´rarchies sont de´taille´s dans la suite, pour le
management de la simulation d’abord, puis pour certaines variantes de spatialisation.
3.2.2 Management de la simulation
Un manager de simulation est un type particulier de Mode`le qui n’a pas d’entre´es ni
de sorties, et se contente de synchroniser les calculs de tous ses sous-Mode`les. Il posse`de
ainsi une liste M de sous-Mode`les mj, une liste C de Caches, et une repre´sentation



















La fonction trans du Manager est vide, et sa fonction time renvoie +∞. Le reste
de cette section de´crit la fonction cumul.
La fonction cumul avance la simulation de t0 a` t1 en plusieurs e´tapes, suivant les
re´sultats des appels aux fonctions timej des sous-Mode`les. Nous allons de´tailler ici
cette fonction sous la forme d’un pseudocode, en la de´composant suivant les principes
de la programmation litte´raire (voir annexe A pour plus de de´tails a` ce sujet, en
particulier les re´fe´rences croise´es ge´ne´re´es sont explique´es au A.3). Le pseudocode
complet d’un seul bloc est disponible en annexe B.




· tc ← min({timej(tp, Ij)}j , t1)
· 〈Avance´e temporelle 2〉
· 〈Convergence 5〉
· tp ← tc
tant que(tc < t1)
⋄1 ;
Ici tc est le temps courant de la simulation, et tp est le temps pre´ce´dent, utilise´
quand la fonction cumulj est appele´e pour chaque Mode`le dans la partie Avance´e tem-
porelle. Il faut noter que contrairement a` des approches pre´ce´dentes pour les mode`les
de plantes de´crites dans [Blaise et de Reffye(1994)], il n’y a pas ici d’e´che´ancier qui
fixe explicitement une se´quence d’e´ve`nements futurs. Le syste`me calcule la date de la
prochaine e´volution a` partir de son e´tat, et ne pre´voit rien au-dela` de cette date.
Dans le but d’optimiser le´ge`rement les calculs, nous conservons deux listes A et
U . A est la liste des Mode`les affecte´s desquels les fonctions transj ou cumulj devront
eˆtre appele´es, U est la liste des Caches affecte´s dans lesquels les Mode`les ont stocke´
les re´sultats de leur calculs et qu’on doit peut-eˆtre mettre a` jour.
On nettoie ces deux listes, puis on appelle cumulj pour les sous-Mode`les :
〈Avance´e temporelle〉 ≡ 2
nettoyer A et U
pour tous les Mode`les dans M
· OCj ← cumulj(tc, tp, Ij)
⋄2, 3 ; 1
On remplit alors les listes en ajoutant les sorties cumulatives des Mode`les dans U
et les mode`les eux-meˆmes dans A, si leur e´tat a change´. Finalement, une fois tous les
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〈Avance´e temporelle〉+ ≡ 3
· ajoute OCj a` U
· si l’e´tat du Mode`le j a change´
· · l’ajouter directement a` A
· fin
fin
〈Mise a` jour des Caches 4〉
⋄2, 3 ; 1
Pendant la mise a` jour des Caches ont lieu deux choses importantes. Premie`rement,
un Cache dans un e´tat cohe´rent est comple`tement ignore´. Cela permet de converger
vers un e´tat stable (ou` tous les Caches sont cohe´rents) et optimise les calculs en
supprimant des appels aux fonctions de calcul des Mode`les affecte´s. Deuxie`mement,
les Mode`les qui ont un Cache non cohe´rent comme entre´e sont ajoute´s a` la liste A.
〈Mise a` jour des Caches〉 ≡ 4
pour tous les Caches dans U
· si le Cache n’est pas cohe´rent
· · mettre a` jour le Cache
· · ajouter les Mode`les affecte´s par le Cache a` A
· fin
fin
⋄4 ; 3, 5
La dernie`re e´tape est la convergence du syste`me forme´ par les sous-Mode`les et les
Caches vers un e´tat cohe´rent, graˆce aux fonctions transj des Mode`les. Les fonctions
transj des Mode`les de A sont appele´es re´pe´titivement jusqu’a` ce que tous les Caches
soient cohe´rents, ce qui fait que la liste A devient vide a` l’ite´ration suivante.
〈Convergence〉 ≡ 5
tant que A n’est pas vide
· nettoyer U
· pour tous les Mode`les dans A
· · OTj ← transj(Ij)
· · ajouter OTj a` U
· fin
· nettoyer A
· 〈Mise a` jour des Caches 4〉
fin
⋄5 ; 1
La fonction cumul(t1, t0) ainsi de´finie est ge´ne´rique et ne de´pend pas du contenu
des Mode`les. Deux proble`mes peuvent empeˆcher la simulation d’aboutir :
– le blocage temporel (∃j t.q. timej(tp, Ij) = tp)
– la boucle infinie dans l’e´tape de convergence
Dans les deux cas, cela veut simplement dire que les mode`les couple´s sont incom-
patibles ou que le syste`me e´volue de manie`re explosive. Il faut alors regarder de pre`s



















gence. Par expe´rience sur les premie`res applications, le premier cas est plus courant
que le second ; il est finalement assez rare d’avoir un grand nombre d’ite´rations dans
l’e´tape de convergence, puisque cela ne´cessite des re´troactions transitoires qui sont
ge´ne´ralement mode´lise´es inde´pendament comme la re´solution d’une e´quation.
Il serait assez simple de ge´ne´raliser les principes et d’obtenir un Manager pourvu
d’entre´e et de sorties, de fac¸on a` pouvoir construire une hie´rarchie de Managers si
besoin e´tait.
3.2.3 Spatialisation
Les Mode`les spatialise´s peuvent aussi eˆtre de´crits dans certains cas comme des
Mode`les hie´rarchiques. Un Mode`le spatialise´ a des entre´es et des sorties spatialise´es.
Un exemple typique et simple est une spatialisation sous forme raster, repre´sentant
une grille re´gulie`re de donne´es homoge`nes sur un plan.
Il se peut que le comportement du Mode`le spatialise´ ne soit forme´ que par l’inter-
action de Mode`les non-spatialise´s applique´s sur chaque e´le´ment de la spatialisation,
par exemple sur chaque cellule d’une grille raster. Il est alors logique de conside´rer le
Mode`le spatialise´ comme contenant un grand nombre de sous-Mode`les, peut-eˆtre in-
terconnecte´s. La spatialisation vient d’informations spatialement he´te´roge`nes stocke´es
dans la grille, d’informations spatiales concernant la structure de grille elle-meˆme, mais
aussi de la topologie des liens e´tablis entre les sous-Mode`les. Le choix de la structure
topologique des liens entre les sous-Mode`les (par exemple le nombre de voisins consi-
de´re´s sur une grille, et leur ponde´ration [Birch(2006)]) peut avoir un impact significatif
sur les re´sultats de simulation, donc sur l’ade´quation de la mode´lisation.
On a ainsi clairement une structure hie´rarchique, venant d’une logique spatiale et
plus temporelle comme dans le cas du Manager. Les deux pourraient cependant eˆtre
associe´s.
L’utilisation de Mode`les spatialise´s a un inconve´nient : comme les informations
dans les Caches sont spatialise´es, on ne peut plus optimiser en suivant quel Cache
est mis a` jour ou pas aussi efficacement. En particulier, il devient difficile de simuler
de manie`re optimise´e des phe´nome`nes spatialement localise´s ; on doit faire tourner le
Mode`le sur tout l’espace a` la fois. Si ce cas de figure est courant avec les Mode`les
conside´re´s, il vaut mieux alors ne conserver que des Mode`les locaux connecte´s entre
eux.
Cependant, l’e´tablissement de telles connexions sur une spatialisation tre`s de´taille´e
(par exemple une grille avec de nombreuses cellules) peut notablement affecter les per-
formances du syste`me, en particulier en terme de me´moire. Si les e´volutions se font
ge´ne´ralement sur tout l’espace a` la fois, l’utilisation de Mode`les spatialise´s hie´rar-
chiques permet un autre type d’optimisation de´crit ci-apre`s.
La premie`re constatation a` faire est que tous les sous-Mode`les sont identiques, a`
ceci pre`s que leurs entre´es, sorties et e´tats pointent vers des donne´es diffe´rentes. En
ge´ne´ral, les calculs de tous les sous-Mode`les ne sont pas simultane´s (il faudrait autant
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en me´moire ni les sous-Mode`les qui de´crivent les meˆmes fonctions, ni les liens entre
ceux-ci et les donne´es. On peut se contenter de quelques Mode`les (un dans le cas
mono-processeur) dont on change dynamiquement les liens pour leur faire parcourir
tout l’espace au fil du calcul. Ceci impose un petit peu de travail supple´mentaire au
processeur, mais engendre un gain en me´moire significatif.
Cette me´thode a e´te´ utilise´e pour l’un des Mode`les de l’application de´taille´e en
6.2. Bien suˆr, en pratique ce n’est utile que lorsque le sous-Mode`le a de´ja` e´te´ e´crit
et teste´ par ailleurs, sans quoi il peut se re´ve´ler plus simple de faire directement les
calculs dans les fonctions du Mode`le spatialise´ sans passer par l’interme´diaire d’un
sous-Mode`le.
3.2.4 Possibilite´s de multi-e´chelle temporel
Le formalisme de mode´lisation expose´ ici se preˆte naturellement a` la re´alisation de
syste`mes pre´sentant une forme particulie`re de multi-e´chelle temporel. Il peut arriver,
lors de la mode´lisation d’un syste`me complexe, que l’on se retrouve dans la situation
suivante : un des sous-syste`mes A mode´lise une e´volution a` grande e´chelle temporelle,
et est couple´ avec un autre sous-syste`me B qui mode´lise une petite e´chelle temporelle.
Il se peut que l’on sache, ou que l’on veuille faire l’hypothe`se, que les sorties de A ne
sont vues par B que comme des contraintes constantes, et que re´ciproquement A ne
voit de B que les sorties en re´gime permanent et pas le comportement transitoire.
On peut bien suˆr mode´liser ces syste`mes sans aucune hie´rarchie, mais dans ce cas
les calculs de A vont eˆtre appele´s tre`s souvent, augmentant dramatiquement les temps
de simulation pour un be´ne´fice douteux. Si effectivement le temps de re´ponse de A est
tre`s long par rapport aux e´volutions de B, les e´tapes de calcul supple´mentaires sont
inutiles.
Dans ce cas la`, il peut eˆtre utile d’encapsuler les Mode`les de B dans un syste`me qui
re´alise la simulation non dans sa fonction cumul, comme montre´ pre´ce´dement pour
les Managers, mais dans sa fonction trans, en se contentant d’aller chercher le re´gime
permanent (ceci impose naturellement de de´finir les crite`res du re´gime permanent).
Ainsi il ne fait que suivre les changements des entre´es mais n’impose plus de pas
de temps aux Mode`les de A, et ne fait qu’exposer les valeurs de ses sorties apre`s
convergence, sans le de´tail des e´volutions initiales.
Il va de soi que ce principe pourrait s’appliquer re´cursivement dans une ve´ri-
table hie´rarchie, permettant e´ventuellement de couvrir plusieurs ordre de grandeurs
en e´chelle.
Cette re´flexion souligne aussi une possible interpre´tation des fonctions des Mode`les
en terme d’e´chelle. Si on conside`re un Mode`le a` une e´chelle temporelle donne´e, ou plus
pre´cise´ment a` une granularite´ temporelle donne´e, alors la fonction cumul regroupe tous
les comportements dont la dynamique est de´crite a` cette granularite´, et la fonction
trans regroupe tous ceux se produisant a` une granularite´ bien plus fine. Ces ide´es
combine´es a` celles expose´es pre´ce´dement au 1.2.4 pourraient permettre de de´velopper
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3.3 Description de l’imple´mentation
L’imple´mentation de l’architecture de simulation a e´te´ effectue´e en C++ standard,
avec utilisation de quelques conteneurs de la bibliothe`que standard (en particulier les
listes). L’usage de templates autorise´ par le langage a permis de diminuer l’ampleur
du code en re´utilisant des comportements ge´ne´riques, tout en permettant de ge´rer
diffe´rents types de donne´es avec une grande souplesse.
Deux hie´rarchies de classes principales sont utilise´es, l’une pour les Mode`les, l’autre
pour les Caches. Une fois les Mode`les e´crits, il ne reste qu’a` les coupler dans un
simulateur particulier (en fait un Manager). Dans l’architecture de simulation actuelle,
le couplage est statique, c’est-a`-dire que des simulateurs diffe´rents sont compile´s pour
chaque graphe de Mode`les couple´s, au lieu d’avoir une seule application dans laquelle
des Mode`les sont dynamiquement inse´re´s.
3.3.1 Classes pour les Mode`les et les Caches
La classe Model est une classe abstraite qui est la traduction directe du forma-
lisme expose´ plus haut, trois me´thodes correspondant aux trois fonctions. Elle inclut
simplement quelque fonctionnalite´s d’optimisation supple´mentaires, qui peuvent dans
certains cas e´viter des calculs inutiles. De cette classe sont de´rive´s tous les autres
Mode`les, y compris le Manager.
Les Mode`les dote´s d’un e´tat posse`dent en plus une me´thode build(State* s) qui
permet de relier leurs Caches internes a` une structure de donne´es d’e´tat externe. Ainsi
on peut changer l’e´tat d’un Mode`le simplement en rappelant cette fonction.
Le Manager utilise des templates pour enrichir les Mode`les et Caches utilise´s, en
ajoutant des informations relatives a` leur parcours et a` leurs relations, suivant cette
technique :







struct ManagedModel: public ManagedModelBase , M{};
Ainsi en utilisant la classe ManagedModel<AModel> on pourra utiliser le Mode`le
AModel sans que l’imple´menteur de ce Mode`le ait a` se soucier des particularite´s du
Manager. Le type PCacheList repre´sente simplement ici une liste de ManagedCache,
qui sont de´finis de manie`re analogue aux ManagedModels.
Ceci est une application de l’he´ritage multiple qui permettrait e´ventuellement de
cre´er plusieurs classes Manager adoptant des strate´gies de re´solution et d’optimisation
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La hie´rarchie de classes pour les Caches fait aussi appel aux templates et a` l’he´-
ritage multiple. Les classes de base Updater, Getter et Setter sont ainsi combine´es
pour cre´er les diverses variantes de Caches, les Buffers, etc. Tous les Caches sont
des templates du type de donne´e qui y est contenu, ce qui permet d’utiliser la puis-
sance du syste`me de gestion de types du C++ pour assurer la compatibilite´ entre
les entre´es et les sorties des Mode`les, sans qu’il soit besoin d’aucun traitement sup-
ple´mentaire. Cette souplesse peut cependant devenir un inconve´nient car en donnant
la pleine liberte´ aux mode´lisateurs sur leurs types en entre´e et en sortie, on court
le risque d’obtenir des Mode`les incompatibles techniquement, alors qu’au prix d’un
effort minime ils le seraient sur le fond (l’exemple typique serait l’utilisation par deux
mode´lisateurs diffe´rents de deux types de gestion de tableaux diffe´rents).
3.3.2 E´tapes pour le couplage de Mode`les
Un couplage de Mode`les est mate´rialise´ par l’e´criture d’une classe Simulator (bien
suˆr le nom est arbitraire) he´ritant de la classe Manager, contenant les Mode`les a`
coupler. Les me´thodes de simulation e´tant de´ja` inte´gre´es dans la classe de base, il ne
reste qu’a` spe´cifier le syste`me et les donne´es d’e´tat conside´re´es.
La premie`re e´tape est e´videmment celle du choix des Mode`les que l’on de´sire
coupler. Il faut ensuite choisir la topologie de leurs relations, donc les Caches qui
les relient les uns aux autres. A` partir de ces listes de Mode`les et de Caches on
peut spe´cifier l’e´tat du Simulator dans une structure Simulator::State, regroupant
toutes les donne´es ne´cessaires a` la simulation. C’est souvent une image quasiment
triviale des listes de Caches et de Mode`les...
C’est le constructeur du Simulator qui va e´tablir les liens entre Caches et Mode`les,
cre´ant ainsi le graphe de couplage de´sire´. La me´thode build(State* s) du Simulator
va relier les Caches et les Mode`les aux donne´es d’e´tat, appelant e´ventuellement les
me´thodes build() des sous-Mode`les re´cursivement.
La fonction main() (ou e´quivalent, suivant l’interface utilisateur que l’on de´sirerait
mettre en place) doit se de´rouler en plusieurs e´tapes :
1. Cre´ation du Simulator
2. Cre´ation de la structure State contenant les donne´es d’e´tat
3. Initialisation des donne´es d’e´tat
4. E´tablissement du lien entre Simulator et donne´es d’e´tat (appel de la me´thode
build())
5. Choix de l’intervalle de temps
6. Simulation
7. E´criture des re´sultats, par appel de fonctions de sorties sur la structure de don-
ne´es d’e´tat
Quand on veut faire des sorties a` plusieurs temps dans la simulation, on peut
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dans l’e´criture de re´sultats. La premie`re solution est plus e´conome, la deuxie`me plus
souple.
La classe Manager contient aussi une fonction permettant d’e´crire sur le disque
un graphe du syste`me tel qu’il a e´te´ de´crit. Ce fichier est dans le langage DOT, vi-
sualisable graˆce aux outils de la suite GraphViz [Gansner et North(1999)]. Ce fichier
est en the´orie redondant mais extreˆmement utile pour le de´bogage, e´tant donne´ que
l’e´tablissement des liens en C++ est un processus ou` des erreurs sont facilement com-
mises, donnant des simulations comple`tement fantaisistes. Une visualisation graphique
est bien plus parlante et montre beaucoup plus clairement les erreurs. Ide´alement, il
faudrait faire l’inverse, c’est-a`-dire ge´ne´rer le C++ a` partir de la description DOT,
mais le temps a manque´...
3.4 Comparaison avec DEVS
Le formalisme DEVS (Discrete EVents Specification) est une approche existante
permettant de construire et simuler des syste`mes compose´s re´cursivement de sous-
mode`les [Zeigler et Vahie(1993), Zeigler et al.(2000)]. Il a e´te´ utilise´ dans le contexte
des simulations de paysages, en conjonction avec d’autres formalismes descriptifs
comme de´crit dans [Mayer et Sarjoughian(2007)].
Les mode`les du formalisme DEVS sont de´crits comme suit :
– un ensemble de valeurs en entre´e X
– un ensemble de valeurs en sortie Y
– un e´tat S
– plusieurs fonctions :
– transition interne δint
– transition externe δext
– transition confluente δcon
– calcul des sorties λ
– avancement temporel ta
Pour re´sumer, la fonction ta renvoie la date a` laquelle la fonction δint doit eˆtre
appele´e en fonction de l’e´tat. Ce me´canisme est tout a` fait similaire a` notre fonction
time et nous nous en sommes d’ailleurs inspire´s.
La fonction δext permet de re´agir aux entre´es, et donc tient un roˆle analogue a` notre
fonction trans. En revanche, elle ne modifie pas les sorties mais uniquement l’e´tat du
mode`le. Cette dernie`re particularite´ est aussi partage´e par la fonction δint. La fonction
δcon ne sert qu’a` indiquer l’ordre d’appel au cas ou` des e´ve`nements internes et externes
arrivent simultane´ment (le choix par de´faut e´tant d’appeler δint puis δext).
La fonction λ est appele´e pour calculer les sorties en fonction de l’e´tat uniquement,
et pas des entre´es. Cet appel a lieu au moment ou` l’e´tat change, sur la valeur pre´-
ce´dente, et non sur la nouvelle valeur. Ce comportement n’est pas force´ment intuitif
dans tous les contextes et doit donc eˆtre garde´ en teˆte...
Le formalisme DEVS originel et ses de´rive´s ont e´te´ imple´mente´s dans plusieurs


















56 3. Formalisme de synchronisation de mode`les
et les choix de conception1. Une comparaison rigoureuse est extreˆmement difficile et
couˆteuse en terme de de´veloppement, comme e´nonce´ dans [Quesnel et al.(2009)], ce
qui fait que paradoxalement la varie´te´ d’outils peut nuire a` une adoption plus large de
ce formalisme. Il faudra peut-eˆtre encore quelques anne´es avant qu’une imple´mentation
open-source incontournable n’e´merge, meˆme si VLE [Quesnel et al.(2009)] commence
a` endosser ce roˆle dans les communaute´s avec lesquelles j’ai e´te´ en contact durant ma
the`se (en particulier cette imple´mentation a e´te´ choisie comme base de la plate-forme
RECORD [Bergez et al.(2009)] de l’INRA). Il peut paraˆıtre surprenant, compte tenu
des capacite´s formelles de´montre´es par DEVS (en particulier ses capacite´s a` s’adapter
a` divers formalismes allant des e´quations dife´rentielles aux syste`mes multi-agents),
que son utilisation ne soit pas plus re´pandue et qu’il ne soit pas encore plus re´pute´.
Au minimum, on pourrait s’attendre a` ce que toutes les e´quipes travaillant sur les
e´ve`nements discrets l’utilisent, or ce n’est pas le cas... Dans le contexte des paysages,
plusieurs formalismes ou plate-formes de de´veloppement sont disponibles et encore en
e´volution (par exemple celle de´crite dans [Costanza et Voinov(2004)]).
Il est certain que le formalisme DEVS permettrait de de´velopper des mode`les et
syste`mes qui donneraient au final exactement le meˆme re´sultat que notre architecture
de simulation. Par ailleurs, nous n’avons pas la pre´tention d’eˆtre entie`rement e´quiva-
lents a` DEVS (ce qui paraˆıt difficile vu que les Mode`les ont moins de fonctions). Notre
choix de de´velopper une architecture et un formalisme inde´pendant re´sulte d’autres
facteurs.
Le premier est qu’en rede´veloppant un nouveau formalisme, on controˆle comple`-
tement son imple´mentation. Ainsi nous sommes certains du fonctionnement interne
jusque dans les moindres de´tails ce qui n’e´tait le cas pour aucune imple´mentation de
DEVS. La re´-imple´mentation nous permettait de comprendre la ne´cessite´ de chaque
fonction et ainsi de nous assurer que nous ne rajoutions pas de complexite´ inutile pour
nos objectifs. Ceci e´tait particulie`rement important dans l’optique du de´veloppement
de Mode`les spatialise´s.
Ceci e´tant dit, nous aurions aussi bien pu cre´er une nouvelle imple´mentation du
formalisme DEVS. Nous ne l’avons pas fait pour deux raisons.
Nous voulions formaliser la structure des donne´es de simulation, et les se´parer
clairement des calculs effectue´s par les Mode`les. Le formalisme DEVS ne de´taille pas
vraiment l’organisation des donne´es, donc il aurait e´te´ ne´cessaire de comple´ter le
formalisme en ce qui concerne l’interaction avec les donne´es. A` bien des e´gards on
pourrait dire que notre formalisme est fonde´ initialement sur les donne´es, ce qui le
rend aussi plus directement adapte´ a` l’arreˆt, au rede´marrage et a` la sauvegarde de la
simulation.
L’autre raison est que le formalisme DEVS, pour les mode`les, est finalement assez
mal adapte´ a` ce que l’on voulait spe´cifier. Je pense que la cause de cette particularite´
est la source historique de DEVS (a` savoir les syste`mes a` e´ve`nements discrets). Le for-
malisme est bien adapte´ a` ces syste`mes, mais moins a` notre vision de la de´composition
en sous-mode`les du paysage. En particulier, nous avons peu de mode`les a` retards, pour
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lesquels les fonctions de DEVS facilitent l’imple´mentation. Au contraire, nous avons
des mode`les de calculs instantane´s a` partir des entre´es, qui ne´cessitent un e´tat un peu
complexe a` mettre en place pour eˆtre fide`lement repre´sente´ par un mode`le atomique
DEVS, meˆme si cela est possible. Ceci de´coule en particulier de certains proble`mes
d’e´chelles temporelles. Comme on l’a vu au 3.2.4 le formalisme propose´ ici posse`de
une interpre´tation possible en terme d’e´chelle, absente dans DEVS. Notre formalisme
est ainsi plus pre´cise´ment adapte´ a` nos besoins, dans le sens ou` l’imple´mentation des
Mode`les est tre`s proche du concept que l’on en a. On peut aussi supposer, meˆme si
ce souci est secondaire a` ce stade de notre travail, que l’on gagne en performance en
choisissant d’imple´menter un formalisme adapte´ au mieux aux mode`les que l’on veut
simuler.
3.5 Contraintes impose´es aux mode`les
Le formalisme de simulation impose peu de contraintes aux mode`les, cependant
une proprie´te´ au moins doit eˆtre assure´e : le mode`le doit eˆtre capable d’e´voluer rai-
sonnablement avec un pas de temps aussi petit que l’on veut.
Cette contrainte tre`s simple peut avoir de grandes implications, en particulier le
coˆte´ « raisonnable ». De nombreux mode`les, particulie`rement en biologie, ont un pas
de temps implicite qui doit eˆtre respecte´ pour avoir une e´volution cohe´rente. Certains
mode`les dit « discrets » (donc sans pas de temps explicite) sont en re´alite´ des mode`les
ayant une part de continu qui doit eˆtre explicite´e si on de´sire un couplage re´aliste.
Un exemple, critique pour nous, de cette proble´matique, est le mode`le de plante
GreenLab. Le, ou plutoˆt les mode`les GreenLab classiques (il en existe plusieurs ver-
sions) sont de´crits comme discrets, mais les cycles repre´sente´s dans ces mode`les ont
en re´alite´ une dure´e qui de´pend de l’environnement. L’e´tat de la plante a` un cycle
donne´ ne de´pend que des cycles pre´ce´dents. Mais en re´alite´, certains processus sont
continus (par exemple la photosynthe`se) et l’accumulation sur tout un cycle peut eˆtre
absurde d’un point de vue biologique. Par exemple, l’ide´e de pool commun mate´rialise´
se remplissant de biomasse au fil du cycle est ade´quate quand on fait toujours les
bilans sur un cycle entier, mais plus quand on fait de meˆme sur des fractions de cycle :
ou` se trouve ce pool commun dans la plante ? Nous avons e´te´ ainsi force´s de repenser
totalement le mode`le GreenLab dans l’optique de l’insertion dans l’architecture de
simulation, comme pre´sente´ dans le chapitre 5.
Cette contrainte peut sembler excessive, et meˆme pre´judiciable a` l’utilisation du
formalisme et de l’architecture de couplage. Je la conside`re au contraire comme une
opportunite´ de clarifier les mode`les et leurs hypothe`ses cache´es. Rien n’empeˆche d’in-
se´rer un mode`le tel quel de toute fac¸on, simplement le comportement ne sera peut-eˆtre
pas satisfaisant. Dans le cas du mode`le GreenLab, la formulation continue a ouvert des
perspectives et souligne´ des possibilite´s nouvelles d’exploitation du mode`le. Comme
il sera rappele´ plus loin en conclusion, c’est un des plus grands be´ne´fices de notre




































4. MODE`LES POUR LES RESSOURCES
Au sein des peuplements he´te´roge`nes de plantes, notre cadre d’e´tude, l’un des
phe´nome`nes cle´s que nous souhaitons simuler est la compe´tition pour des ressources.
Un des proble`mes du second prototype e´tait la formalisation tre`s insuffisante de la
compe´tition. Il a e´te´ ne´cessaire de conduire une re´flexion plus pousse´e sur ce point,
dont les re´sultats sont expose´s dans la premie`re section de ce chapitre. Dans la seconde,
on trouvera un mode`le tre`s simplifie´ du comportement de l’eau dans le sol.
Les ressources sont de´finies ici comme des grandeurs physiques, ordinairement
conservatives, qui sont e´change´es, transporte´es ou consomme´es par les processus du
paysage. Dans un contexte agronomique, certains intrants peuvent eˆtre mode´lise´s
ainsi : eau, mais aussi nutriments, carbone...
4.1 Ressources et compe´tition
Nous avons duˆ spe´cifier des formalismes ge´ne´riques d’interaction avec les res-
sources, et de´finir des Mode`les qui les fournissent ou qui agissent sur elles, afin de
pouvoir tirer parti de l’architecture de simulation qui avait e´te´ de´veloppe´e.
L’architecture de simulation est base´e sur des flux d’information reliant les entre´es
et les sorties des Mode`les. Mais ces informations ne sont pas des ressources, e´tant donne´
que la lecture d’une information ne la consomme pas, et qu’elle peut eˆtre copie´e et
partage´e par autant de Mode`les que l’on veut. L’interaction avec une ressource doit
donc reposer sur l’utilisation de plusieurs flux d’information, que nous allons de´crire
dans ce qui suit.
4.1.1 Mode`les d’interaction avec les ressources
L’interaction avec les ressources est mode´lise´e par trois informations comple´men-
taires utilise´es comme entre´es ou comme sorties selon que le Mode`le met a` disposition
la ressource ou agit sur la ressource.
Un Mode`le qui permet les actions sur une ressource a deux sorties : la quantite´
de ressource disponible pour le pre´le`vement (A) et la quantite´ de ressource qui peut
eˆtre ajoute´e avant saturation (F ). Dans le cas tre`s simple d’un seau d’eau, A serait la


















60 4. Mode`les pour les ressources
le seau. Il a une seule entre´e, le flux de ressource D sortant du Mode`le (un flux
entrant est bien suˆr repre´sentable par D < 0). Ce motif d’entre´es-sorties est appele´
un Fournisseur.
Re´ciproquement, un Mode`le qui agit sur une ressource a deux entre´es A et F , et
une sortie D. Ce motif d’entre´es-sorties est appele´ un Accesseur.
Bien suˆr, un meˆme Mode`le pourrait interagir avec plusieurs ressources a` travers
plusieurs Accesseurs et Fournisseurs. Plusieurs exemples sont de´taille´s dans le reste
de cette section.
4.1.2 Stockage de la ressource : les Conteneurs
Les Conteneurs sont des Fournisseurs e´le´mentaires qui stockent la ressource. Ils
sont suppose´s inde´pendants des processus agissant sur les ressources. Leurs limita-
tions sont la cause principale de la compe´tition. Plusieurs processus peuvent entrer
en compe´tition sur un meˆme Conteneur graˆce a` des Mode`les appele´s Re´partisseurs,
de´taille´s plus bas.
Le seau d’eau pre´ce´demment cite´ est un bon exemple de Conteneur. Le concept
est illustre´ figure 4.1.
Fig. 4.1 : Illustration d’un Conteneur. A` gauche, le cadre noir repre´sente les limites de la
ressource, la partie bleue est remplie par la ressource, la partie brune est vide.
La demande D repre´sente le flux sortant de ressource. A` droite, un sche´ma du
Mode`le correspondant, avec son Cache interne pour l’e´tat Q, ses deux sorties A
et F et son entre´e D.
L’e´tat d’un Conteneur comprend la quantite´ de ressource actuellement stocke´e Q,
ainsi que les quantite´s minimales Qmin et maximales Qmax qui peuvent eˆtre stocke´es.
Les Conteneurs sont des Fournisseurs et a` ce titre, ont deux sorties transitoires A et
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La fonction cumul met simplement l’e´tat a` jour suivant la demande impose´e durant
l’intervalle de temps :
Q = Qprev −D(t− tprev) (4.1)
La fonction trans calcule A et F suivant l’e´tat :
A = Q−Qmin (4.2)
F = Qmax −Q (4.3)
Et enfin la fonction time renvoie le temps avant que l’une des deux limites Qmin











si D < 0
∞ si D = 0
(4.4)
4.1.3 Compe´tition pour la ressource : les Re´partisseurs
Les Re´partisseurs sont les composants qui permettent a` plusieurs objets d’interagir
avec plusieurs Conteneurs. Ils contiennent des Fournisseurs qui agissent comme des
sortes de Conteneurs virtuels, et des Accesseurs qui sont relie´s a` d’autres Conteneurs.
Ce sont des composants de communication, qui se contentent de transmettre et
calculer des informations. Ainsi ils ne consomment pas de ressources et ne font qu’en
diriger les flux. On pourrait imaginer plusieurs fac¸ons de construire cette communica-
tion, un mode`le ponde´re´ simple est pre´sente´ dans le reste de cette section.
Un Re´partisseur n’a pas d’e´tat. C’est un mode`le transitoire pur, qui n’a pas d’e´vo-
lutions spontane´es. On a donc tn(tprev) =∞ et la fonction cumul ne fait rien. Toutes
les sorties sont transitoires.
Nous allons commencer par les Re´partisseurs les plus simples, ceux avec un seul
Accesseur (Partageurs) et ceux avec un seul Fournisseur (Groupeurs), puis les utiliser
pour construire un Re´partisseur ge´ne´rique avec plusieurs Accesseurs et Fournisseurs.
Partageurs
Les Partageurs sont utilise´s pour partager une ressource entre plusieurs Mode`les.
Un Partageur a N Fournisseurs {(Di, Fi, Ai)}i∈{1,...,N}, et un Accesseur vers la
ressource a` partager (D,F,A). La force du lien entre l’Accesseur et le Fournisseur i
est repre´sente´ par un coefficient αi.
Les 2N +2 entre´es sont donc αi, A, F , Di. Les 2N +1 sorties sont Ai, Fi, et D. La
fonction transitoire calcule les sorties en fonction des entre´es. Ce type de Re´partisseur


















62 4. Mode`les pour les ressources
Fig. 4.2 : Illustration conceptuelle d’un Partageur. Les N Fournisseurs sont repre´sente´s par
des carre´s pleins, l’unique Accesseur par un carre´ creux, et les lignes a` l’inte´rieur
repre´sentent les liaisons e´tablies, avec les poids αi associe´s.
Comme le Partageur ne peut absorber de ressource, ceci impose que la demande





Le reste des sorties est simplement calcule´ avec une relation line´aire en utilisant
les coefficients αi, i ∈ {1, . . . , N} :
Fi = αiF (4.6)
Ai = αiA (4.7)
Groupeurs
Les Groupeurs sont utilise´s pour regrouper plusieurs ressources (de meˆme nature,
de pre´fe´rence) et faire en sorte qu’elles soient vues comme une seule par un processus.
Un Groupeur aM Accesseurs {(Dj , Fj, Aj)}j∈{1,...,M}, et un Fournisseur (D,F,A).
La force du lien entre le Fournisseur et l’Accesseur j est repre´sente´e par un coefficient
βj. Ce type de Re´partisseur est repre´sente´ sur la figure 4.3.
On a donc 3M + 1 entre´es βj, Aj, Fj, D. Les M + 2 sorties sont A, F , et Dj.
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Fig. 4.3 : Illustration d’un Groupeur, suivant les meˆmes conventions de repre´sentation que
sur la figure 4.2, avec cette fois les βi comme poids associe´s.
Le calcul des demandes Dj est un peu plus complexe. La premie`re contrainte que
l’on veut ve´rifier est
∑
j Dj = D, en raison de l’hypothe`se ge´ne´rale de conservation
des ressources au travers des Re´partisseurs. Mais ceci laisse encore beaucoup de possi-
bilite´s... Notre objectif a e´te´ de re´partir la demande aussi e´quitablement que possible
entre les Accesseurs, suivant l’e´tat de chacune des ressources. Ceci est fait de fac¸on a`
maximiser le temps de fonctionnement possible (fonction time) des Conteneurs.
Dans ce but on de´finit plusieurs quantite´s suivant le signe de D :
C =
{
A si D > 0




βjAj si D > 0










Ici τ est l’intervalle de temps avant la saturation ou l’e´puisement de la ressource re-
pre´sente´e par le Fournisseur, et τj est l’intervalle de temps avant l’e´puisement ou la
saturation de la ressource vue par l’Accesseur j. C et Cj sont les disponibilite´s en
ressources correspondantes, diffe´rentes suivant que la ressource est en cours d’e´puise-
ment ou de remplissage. Les signes de F et Fj sont corrige´s de sorte que τ et τj soient
toujours positifs. L’apparition du temps dans ces e´quations est aise´e a` comprendre en
faisant le lien avec l’e´quation (4.1), elle re´sulte du rapport entre une quantite´ (dispo-
nibilite´ de la ressource) et un flux de cette meˆme quantite´ (demande).
On calcule les demandes Dj de sorte que tous ces temps de fonctionnement soient
e´gaux :
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si D ≤ 0
(4.17)
Il est facile de voir que cette formule ve´rifie e´galement la conservation de la de-
mande. Bien suˆr elle n’est approprie´e que lorsque A et F sont non nuls, des cas par-
ticuliers doivent eˆtre imple´mente´s si ce n’est pas le cas. On re´partit alors simplement
la demande proportionnellement aux βj.
Re´partisseurs ge´ne´riques










Un Re´partiseur ge´ne´rique peut eˆtre construit a` partir d’un ensemble de Groupeurs
et de Partageurs lie´s entre eux. Il y aN Groupeurs qui correspondent aux Fournisseurs,
etM Partageurs qui correspondent aux Accesseurs. Chacun des N Groupeurs est relie´
auxM Partageurs par un triplet d’informations (Aij , Fij, Dij)(i,j)∈{1,...,N}×{1,...,M}. Pour
commencer nous allons utiliser deux listes de M ×N poids, (αij) pour les Partageurs
et (βij) pour les Groupeurs, mais nous verrons plus loin que ces deux listes pourront
eˆtre combine´es en une seule sans changer les re´sultats.












Il faut a` pre´sent juste reprendre les relations des deux types de Re´partisseurs
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si Dpi ≤ 0
(4.22)











































On voit clairement dans les e´quations (4.20), (4.21), (4.25) que seuls les produits
αijβij importent en pratique, donc on peut simplifier les expressions en posant :
γij = αijβij (4.26)
ce qui diminue le nombre des entre´es.


































Bien suˆr, dans le cas N = 1 on retrouve le Groupeur, et dans le cas M = 1 le
Partageur... Un Re´partisseur ge´ne´rique est repre´sente´ figure 4.4.
Un corollaire inte´ressant de ce mode de construction du Re´partisseur ge´ne´rique est
que n’importe quel agencement de Groupeurs, Partageurs et Re´partisseurs sans boucle
(autrement dit on ne relie pas un Accesseur d’un Re´partisseur a` l’un de ses Fournis-
seurs) peut in fine se repre´senter par un seul Re´partisseur ge´ne´rique. Ce point peut
avoir son importance a` terme dans les cas les plus complexes. Il est souvent intuitif
de travailler avec les Partageurs et les Groupeurs qui sont plus simples a` parame´trer,
ou plus facile de de´crire les interactions avec les ressources graˆce a` plusieurs couches
de Re´partisseurs. Mais du point de vue de la charge de calcul, ce mode de repre´sen-
tation peut eˆtre tre`s inefficace car compliquant la taˆche du Manager. Il pourrait eˆtre
inte´ressant de de´velopper une sorte de traduction en un seul Re´partisseur ge´ne´rique


















66 4. Mode`les pour les ressources
Fig. 4.4 : Illustration d’un Re´partisseur ge´ne´rique. On n’a pas individuellement repre´sente´
les coefficients γij pour ne pas alourdir trop la figure.
La mode´lisation des ressources n’est d’ailleurs sans doute pas le seul domaine ou`
l’on peut faire cette observation. La hie´rarchisation du syste`me peut eˆtre une fac¸on
efficace de le de´crire, mais son imple´mentation directe peut donner une simulation
moins efficiente.
4.1.4 Ge´ne´ricite´ de l’approche
Il est utile de noter que toutes les proprie´te´s des Re´partisseurs de´coulent in fine des
caracte´ristiques spe´cifie´es au niveau des Conteneurs. Les motifs d’entre´es-sorties sont
impose´s par le comportement des Conteneurs, et les relations dans les Re´partisseurs
viennent en partie des calculs de temps de fonctionnement qu’on peut effectuer au
niveau des Conteneurs.
Les hypothe`ses fortes de mode´lisation (au niveau bio-physique) sont sur les Conte-
neurs. En particulier les limitations ne sont que sur le niveau de la ressource (minimum,
maximum), mais pas sur l’amplitude des flux. C’est le comportement le plus simple
que l’on puisse imaginer, mais cela pose des limites sur les modes de compe´tition si-
mulables. Des Mode`les ne peuvent plus entrer en compe´tition que par l’e´puisement
acce´le´re´e des ressources, donc un Mode`le qui ne tient pas compte du niveau de la
ressource ne verra pas de compe´tition.
Pour avoir une mode´lisation plus fine de la compe´tition, il faudrait probablement
introduire une notion de limitation sur les flux des ressources. Cela alourdirait bien
suˆr la simulation mais pourrait a` terme s’ave´rer ne´cessaire.
Ceci e´tant, l’approche elle-meˆme est a` mon avis ge´ne´rique : de´finir des Conteneurs
qui sont les vrais stocks des Ressources, puis une hie´rarchie de Re´partisseurs permet-
tant de regrouper ou partager la ressource, le tout communiquant par un ensemble
d’entre´es-sorties standardise´es et cohe´rentes. Cela permet, dans le cas du paysage,
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lier en terme de spatialisation. Cette possibilite´ re`gle une bonne partie des proble`mes
rencontre´s pendant les tests du prototype 2 de simulateur.
Historiquement, c’est d’ailleurs ainsi que tout a commence´. Les mode`les de res-
sources expose´s ici ont e´te´ de´veloppe´s les premiers suite a` l’observation des prototypes.
C’est seulement apre`s que la ne´cessite´ d’un formalisme minimal de synchronisation de
la simulation, non seulement pour les ressources mais pour toutes les informations
circulant entre les Mode`les, nous est clairement apparue.
4.2 Mode´lisation de l’eau dans le sol
Compte-tenu de notre focalisation sur les plantes et leur interaction avec l’envi-
ronnement biophysique, la mode´lisation du cycle de l’eau, et plus spe´cifiquement du
comportement de l’eau dans le sol, e´tait indispensable.
Cependant, notre but n’e´tait pas d’e´tudier spe´cifiquement un mode`le de´taille´ et
pleinement re´aliste de sol, mais plutoˆt d’inte´grer certaines notions cle´s dans un mode`le
simplife´ pour e´tudier les possibilite´s d’interaction. En ce sens, cette partie de la the`se
de´crit seulement un mode`le tre`s simpliste et qui serait a` de´velopper bien davantage
pour des applications pratiques.
4.2.1 Equation de Richards
L’e´quation fondamentale de´crivant l’e´volution du contenu en eau du sol dans des
conditions non-sature´es est l’e´quation de Richards (introduite dans [Richards(1931)]
et reprise par d’innombrables chercheurs depuis, par exemple [Witelski(2005)]). Sa













ou` θ (sans dimension) est la proportion volumique d’eau dans le sol, ψ(m) est la
succion du sol (ne´gative dans des sols non sature´s), z(m) est la profondeur (positive
vers le bas) et K(ψ)(m.s-1) est la conductivite´ hydraulique du sol.
Le comportement de cette e´quation de´pend des deux fonctions K(ψ) (courbe de
conductivite´) et θ(ψ) (courbe de re´tention). Plusieurs mode`les empiriques de ces
courbes ont e´te´ propose´s pour ajuster le comportement mesure´ de sols re´els (voir
[Kosugi et al.(2002)]). Les meilleurs donnent des e´quations non-line´aires qui doivent
eˆtre re´solues nume´riquement avec grand soin.
De notre coˆte´, nous avons choisi le mode`le le plus simple, toujours dans le but
d’e´tudier les interactions des mode`les plutoˆt que leurs complexite´s internes.
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ou` θs est la valeur de θ dans un sol sature´, et θr est un parame`tre ajuste´ qui peut eˆtre
interpre´te´ comme le contenu en eau re´siduel lorsque le sol est sujet a` une de´pression
extreˆme.
Inspire´ par [Kosugi et al.(2002)], on mode´lise la courbe de re´tention d’eau ainsi :
θe(ψ) =
{
exp(λ(ψ − ψd)) , ψ < ψd
1 , ψ ≥ ψd
(4.32)
ou` λ(m-1) est un parame`tre ajuste´, et ψd est appele´e valeur d’entre´e d’air (air-entry
value).
On choisit aussi une conductivite´ propotionnelle a` θe :
K(θ) = K0(θs − θr)θe (4.33)












qui est une classique e´quation d’advection-diffusion. Ce mode`le tre`s simple est celui
qui a e´te´ utilise´ pour le second prototype de simulateur.
Bien entendu ce mode`le unidimensionnel peut se ge´ne´raliser a` plusieurs dimensions
pour inclure la diffusion late´rale de l’eau.
4.2.2 Description compatible avec le formalisme de compe´tition
La re´flexion sur la mode´lisation de l’eau dans le sol a eu plusieurs conse´quences
pratiques sur les prototypes de simulateurs.
D’abord elle apporte une justification au mode`le diffusif utilise´ dans le premier pro-
totype de paysage fonctionnel. La seule imperfection est que ce prototype ne´gligeait
comple`tement l’advection dans le sol. Le second prototype, lui, inte´grait l’advection et
la diffusion sur la dimension verticale, mais ne´gligeait la diffusion late´rale entre les cel-
lules, se reposant entie`rement sur le ruissellement pour obtenir ces transferts late´raux.
Ceci est justifiable si on conside`re que les cellules sont bien plus grandes horizontale-
ment que verticalement, ce qui revient a` dire que des couches imperme´ables de sol se
situent relativement pre`s de la surface. Ne´gliger la diffusion late´rale nous permettait
aussi de gagner un temps de calcul assez significatif, car le premier prototype avait
clairement fait apparaˆıtre le couˆt important d’un calcul tridimensionnel complet.
L’autre enseignement, plus important dans le cadre de travail de l’e´quipe, est que
le potentiel hydrique est une variable significative utile pour mode´liser l’interaction
plantes-sol. Il permet de s’affranchir des caracte´ristiques du sol et de ne se baser que
sur ce que « perc¸oit » re´ellement la plante. Ceci est de´taille´ plus loin dans la section
5.6.1.
Pour formaliser cet aspect on a eu besoin de de´finir un Mode`le qui traduit nos
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transitoire pur, qui a pour entre´es les disponibilite´s en ressources A et F , le parame`tre
λ du sol, et qui a pour sortie le potentiel hydrique ψ. En ne´gligeant la valeur d’entre´e



















C’est ce Mode`le qui a e´te´ utilise´ pour les illustrations de´taille´es au 6.1 et 6.3. Il
rend possible le couplage entre les Mode`les de ressources et de compe´tition de´crits





































Dans la section 3.5, nous avons de´crit les contraintes que le formalisme de simu-
lation impose aux mode`les que l’on veut coupler. Il se trouve que les formulations
discre`tes classiques de GreenLab ne peuvent re´pondre a` ces contraintes en restant
re´alistes.
Ce chapitre de´crit une nouvelle version du mode`le GreenLab adapte´e au formalisme
de simulation de´crit au chapitre 3, son imple´mentation, et quelques-unes des conse´-
quences pratiques de cette nouvelle description en terme de mode de re´solution et
de stabilite´ parame´trique. Un mode`le le´ge`rement diffe´rent mais partageant les meˆmes
bases a e´galement e´te´ publie´ dans l’article [Li et al.(2009)].
Dans toute la suite, on entend par «GreenLab classique »l’une des versions a` temps
discret de´crites au 1.1.1.
5.1 Echelles de temps pour les plantes
Il y a principalement deux e´chelles de temps importantes pour la mode´lisation des
plantes, appele´es respectivement temps thermique et temps calendaire.
5.1.1 Temps calendaire
Le temps calendaire t est l’e´chelle de temps physique, dans laquelle s’inscrivent
naturellement la plupart des processus environnementaux avec lesquels les plantes
interagissent. En particulier, la plupart des donne´es climatiques sont disponibles au
jour le jour ; les phe´nome`nes physiques tels que la diffusion de l’eau dans le sol sont
aussi mode´lise´s dans cette e´chelle de temps.
5.1.2 Temps thermique
La croissance des plantes fait intervenir le temps thermique τ , mesure´ en degre´s-
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ou` t est le temps calendaire, T la tempe´rature, et Tbase la tempe´rature de base, en
dessous de laquelle les processus physiologiques de la plante sont conside´re´s comme
stoppe´s.
C’est l’horloge interne de la plante, qui pilote en particulier l’organogene`se. Les
dates d’apparition des nouveaux organes, irre´gulie`res en apparence, sont en fait re´gulie`-
rement espace´es sur l’e´chelle des degre´s-jour pour des plantes a` croissance rythmique.
L’intervalle de temps thermique se´parant deux e´ve`nements conse´cutifs d’organogene`se
est appele´e phyllochrone et note´ γ.
Cette re´gularite´ a amene´ les mode´lisateurs a` conside´rer les cycles d’organogene`se
comme la discre´tisation temporelle naturelle pour les mode`les de de´veloppement de
plantes. Ainsi le mode`le GreenLab actuel, par exemple, est issu de simulateurs fon-
damentalement axe´s sur le de´veloppement de la plante, auxquels ont e´te´ ajoute´s des
e´le´ments de fonctionnement de plus en plus nombreux et pre´cis, mais toujours en
conservant le formalisme discret base´ sur les cycles de croissance, donc le temps ther-
mique.
Comme de´crit dans le chapitre pre´ce´dent, le couplage avec des mode`les externes
dans un formalisme de simulation suffisament souple impose de revoir cette hypothe`se.
5.2 Description formelle de la plante
Une plante peut bien entendu eˆtre de´crite sous la forme d’une structure arbores-
cente, donc une forme particulie`re de graphe [Godin et Caraglio(1998)]. Une fac¸on
parmi d’autres de repre´senter ce graphe est une liste de nœuds incluant a` la fois un
contenu et une description de la topologie, c’est-a`-dire quels nœuds sont relie´s a` un
nœud donne´.
Formellement, cela veut dire que l’on conside`re une plante P comme une liste de n
nœuds (ni)i∈{1,...,n}. Chacun des nœuds est un couple (mi, ti) constitue´ d’un contenu
et d’une description topologique, comme de´taille´ ci-apre`s.
En plus de cette liste, on ajoute a` l’e´tat de la plante P le temps thermique τ , qui
comme de´crit plus haut est ne´cessaire pour mode´liser l’e´volution dans le temps.
5.2.1 Contenu d’un nœud
Les descriptions botaniques des plantes utilisent le me´tame`re (ou phytome`re)
comme unite´ topologique [Barthe´le´my et Caraglio(2007), White(1979)], et j’ai conser-
ve´ cette e´chelle de description meˆme si d’autres auraient pu eˆtre choisies, en particulier
on pourrait de´crire la plante comme une arborescence d’organes et non de me´tame`res.
La description au niveau me´tame`re est cependant mieux adapte´e aux mode`les exis-
tants, donc plus e´conome : il n’est pas utile de descendre au niveau des organes si de
toutes fac¸ons ils sont toujours structure´s en me´tame`res dans nos mode`les.
Les me´tame`res et leur fonctionnement s’inscrivent dans le temps thermique, de
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bourgeon qui va donner naissance au me´tame`re proprement dit, et τai la date d’e´closion
du bourgeon a` laquelle le me´tame`re apparaˆıt. Ainsi le me´tame`re se comporte comme
un bourgeon quand τ bi ≤ τ ≤ τ
a
i , et comme un vrai me´tame`re quand τ > τ
a
i .
A` noter que dans ce dernier paragraphe le terme bourgeon est employe´ simplement
par analogie avec la botanique ; en pratique, dans le cas des plantes a` croissance
continue, on peut mode´liser un simple me´riste`me par un bourgeon de masse nulle.
Dans le mode`le les bourgeons servent a` transmettre l’information d’organogene`se de
cycle en cycle, mais ils ne servent pas force´ment de re´serve de biomasse.
La description d’un me´tame`re est re´duite a` sa plus simple expression. On ne
conserve que les masses des diffe´rents organes (par exemple feuille, moelle de l’en-
trenœuds, pe´tioles, cernes, fruits...), classe´s suivant leurs compartiments (c’est-a`-dire
le type d’organe conside´re´), stocke´es dans un vecteur de dimension c le nombre de
compartiments : [M1i · · ·M
c
i ]. D’autres donne´es peuvent eˆtre ajoute´es au me´tame`re
pour obtenir un mode`le de plante au comportement plus souple et plus complexe :
aˆge physiologique, nombre d’organes diffe´rents, etc.
Pour re´sumer le me´tame`re de´crit dans un noeud s’e´crit, avec les deux temps et la







i · · ·M
c
i ]}
5.2.2 Repre´sentation de la topologie
Notre mode`le de plante n’utilise que les relations topologiques porteur→porte´, ce
qui veut dire que la topologie est tre`s simple a` conserver sous la forme d’une liste d’ad-
jacence, chaque nœud stockant les indices des nœuds qui lui sont lie´s. Par convention,
le premier nœud de la liste est le nœud terminal, les autres sont les late´raux.
Formellement, la topologie est donc une se´quence d’entier donnant l’index du nœud
lie´ dans la liste des nœuds : (lji )j∈N. Par convention l’index 0 est un lien ne pointant
sur aucun nœud.
5.3 Fonctionnement du mode`le
Nous conside´rons la croissance de la plante comme un processus continu de produc-
tion et d’allocation de biomasse, interrompu a` des dates spe´cifiques par les e´ve`nements
d’organogene`se.
5.3.1 E´quation de production
La production de biomasse est principalement fonction de la surface photosynthe´-
tique totale S de la plante. Pour calculer cette surface, une fonction PS est de´finie sur
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Une autre fac¸on de calculer le meˆme re´sultat est de faire intervenir une autre fonc-
tion donnant la surface photosynthe´tique au-dessus d’un nœud donne´. Cette fonction
CPS est re´cursive et de´finie ainsi :








Il faut noter que CPS est une fonction d’un nœud et non pas seulement d’un
me´tame`re, puisque la topologie est ne´cessaire pour calculer le re´sultat. Avec cette
de´finition on a e´videment S = CPS(n1). Cette fonction peut aussi eˆtre utile dans
certains autres calculs et en particulier l’allocation aux cernes.
Ces formules permettent aux organes de tous les compartiments de participer a` la
photosynthe`se. Cependant l’expression la plus simple ne fait intervenir que la masse
d’une feuille et une fonction de vieillissement pour chaque me´tame`re. On a ainsi, en





ou` SLW est la masse spe´cifique des feuilles.
La fonction a permet de simuler le vieillissement de la feuille sur un me´tame`re.
Dans sa plus simple expression c’est une fonction cre´neau :
a(mi) =
{





ou` Ta est le temps de fonctionnement des feuilles.
Bien suˆr une fonction plus complexe peut eˆtre choisie. Il est meˆme pre´fe´rable
d’e´viter ces discontinuite´s dans l’e´volution de la surface photosynthe´tique, pour obtenir
un comportement plus re´gulier du mode`le. On suppose e´galement que le phe´nome`ne
de se´nescence des feuilles est plus doux que ce cre´neau dans la re´alite´ ; ceci e´tant, il
est difficile de choisir cette fonction.
Le taux de production de biomasse est ensuite calcule´ au niveau de la plante entie`re










ou` E(t) est un parame`tre repre´sentant l’influence des facteurs environnementaux, k
est le coefficient d’extinction lumineuse de la loi de Beer, et α, Sp sont des parame`tres
de la plante.
Ce taux de production de biomasse va ensuite eˆtre alloue´ a` tous les organes de la
plante, comme de´crit dans la section suivante. Le fait que la production de biomasse
soit disponible instantane´ment pour tous les organes de la plante refle`te l’hypothe`se
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5.3.2 Allocation
Pour de´terminer le taux de croissance en biomasse de chaque organe, il est ne´-
cessaire de de´finir une fonction puits sink, qui donne le potentiel d’attraction de la
biomasse dans le compartiment o d’un me´tame`re :
soi (t) = sink(o, τ,mi) (5.7)
Le puits varie continuˆment dans le temps thermique. Comme dans le mode`le Green-
Lab ordinaire, une loi beˆta est choisie, bien que d’autres mode`les de puits soient envi-
sageables. Deux expressions diffe´rentes sont utilise´es suivant que le me´tame`re se trouve













ou` A est l’aˆge de l’organe, σo est la force de puits du compartiment o, T
o
e est le temps
d’expansion des organes du compartiment o, et ao, bo sont des parame`tres de forme
de la loi beˆta.
Le parame`tre σMo est un coefficient de normalisation qui correspond au maximum










L’aˆge de l’organe est calcule´ suivant le stade auquel se trouve le me´tame`re :
A =
{
τ − τ ib si τ
b
i < τ < τ
a
i
τ − τ ia sinon
(5.10)
Il est possible d’avoir des formules plus complexes encore dans le cas des cernes,
par exemple. Ces formules font intervenir la fonction CPS de´taille´e plus haut, car
l’allocation aux cernes est fonction de la surface foliaire au-dessus du me´tame`re (loi
de Pressler [Deleuze(1996)]). Cela ne change pas fondamentalement la description du
mode`le ; c’est simplement une autre fac¸on de calculer soi .
La production de biomasse est ensuite alloue´e a` chaque compartiment proportion-
nellement aux puits, donnant une expression de la de´rive´e d’un me´tame`re. D’abord la


















La de´rive´e du temps thermique est e´galement facile a` e´crire d’apre`s la de´finition :
dτ
dt
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On atteint ainsi le stade ou` l’on connaˆıt la de´rive´e de la plante P , vu que toutes
















Ce n’est pas force´ment e´vident au premier abord, mais dP
dt
est une fonction de
P (t), en particulier a` cause de l’expression de S. Ainsi on a obtenu une e´quation
diffe´rentielle qui doit eˆtre inte´gre´e proprement, tout en ve´rifiant qu’on s’arreˆte bien a`
temps pour les e´ve`nements d’organogene`se.
5.3.3 Organogene`se discre`te
Le mode`le d’organogene`se est identique a` celui des mode`les GreenLab GL1 clas-
siques. On parcourt la liste des nœuds, on de´tecte ceux qui contiennent des bourgeons
cense´s e´clore au temps courant (τ bi = τ), et un automate est utilise´ pour ajouter de
nouveaux nœuds a` la fin de la liste, en mettant a` jour la topologie.
Si les bourgeons ont des masses non nulles, il convient de les allouer entre les me´-
tame`res ge´ne´re´s. Dans l’imple´mentation actuelle, cette masse est re´partie en fonction
des puits a` l’aˆge 0, exactement comme pour re´partir le taux de production plus haut,
mais en ope´rant directement sur les masses et uniquement sur le sous-arbre ge´ne´re´
par chaque bourgeon (c’est-a`-dire en fait tous les me´tame`res de l’unite´ de croissance
ge´ne´re´ par le bourgeon). Sans doute qu’une manie`re plus ge´ne´rique de traiter les re´-
serves de biomasses dans la plante devrait eˆtre e´tudie´e et utilise´e pour re´soudre ce
proble`me. Le comportement actuel se rapproche de celui du GreenLab discret dans le
cas d’arbres a` croissance rythmique.
5.4 Imple´mentation
L’imple´mentation a e´te´ re´alise´e sous la forme de modules C++ inde´pendants, avec
une partie ge´ne´rique de gestion des donne´es organise´es en arbre, et une imple´mentation
du GreenLab continu base´ sur ces structures.
5.4.1 Structure de donne´es pour les arbres
Les structures de donne´es repre´sentant des arbres ont e´te´ pense´es pour re´duire
au maximum l’encombrement me´moire, qui dans l’optique paysage peut rapidement
devenir re´dhibitoire. Les imple´mentations C++ classiques des arbres se font graˆce a`
des structures repre´sentant les nœuds, contenant des pointeurs vers d’autres nœuds.
Les nœuds sont cre´e´s et la me´moire alloue´e dynamiquement au fil de la croissance de
la plante. Ceci a` plusieurs inconve´nients :
– La fragmentation me´moire augmente. Un nœud contient ge´ne´ralement peu de



















une me´moire fragmente´e rend les nouvelles allocations plus longues du point de
vue du temps de calcul. On perd donc sur tous les tableaux.
– Les repre´sentations du contenu de l’arbre et de la topologie sont entremeˆle´es.
Ceci interdit de cre´er des variantes d’un meˆme arbre avec des contenus de types
diffe´rents.
– Le parcours de l’arbre se fait force´ment de proche en proche, re´cursivement. Il
n’y a pas de fac¸on simple et e´conomique de parcourir tous les e´le´ments succes-
sivement, par exemple.
Ces proble`mes m’ont conduit a` revoir entie`rement la fac¸on de stocker les don-
ne´es pour les arbres. La nouvelle imple´mentation stocke les nœuds dans un conteneur
vector de la bibliothe`que standard C++. Ce conteneur est conceptuellement un ta-
bleau, avec des facilite´s de redimensionnement. Ceci correspond a` la liste (ni)i∈{1,...,n}.
La topologie est stocke´e non plus sous la forme de pointeurs type´s, mais simplement
sous la forme d’entiers repre´sentant les indices du tableau. La seule allocation dyna-
mique restante est celle de la liste de ces indices pour chaque nœud (elle pourrait eˆtre
supprime´e si besoin e´tait en fixant une taille constante, donc un nombre constant de
liens par nœuds). Le parcours se´quentiel des nœuds pour tout calcul ne de´pendant
pas de la topologie est trivial, sans aucun surcouˆt en espace me´moire.
Il est e´galement facile de de´finir une classe pour un arbre « alle´ge´ », qui emprunte
la topologie d’un autre. Au lieu de stocker la liste des nœuds, il ne stocke que la liste
des contenus, et se sert des indices stocke´s dans l’arbre complet quand la topologie
est ne´cessaire. Ceci permet a` peu de frais d’augmenter temporairement les donne´es
stocke´es dans un arbre. Ainsi la structure conservant l’e´tat de la plante peut eˆtre
alle´ge´e au maximum et ne stocker que l’e´tat re´el, pas toutes les variables interme´diaires
servant au calcul. Une application de ce principe est le stockage de la de´rive´e d’une
plante, qui partage ne´cessairement sa topologie avec la plante elle-meˆme.
Une dernie`re optimisation est la factorisation de l’arbre. Le mode`le de plantes
utilise´ a en effet la caracte´ristique notable de produire parfois plusieurs nœuds en tous
points identiques. Ceci est ge´re´ au niveau de la structure de donne´es en associant a`
chaque nœud une multiplicite´ µ, qui repre´sente le nombre de fois qu’il est re´pe´te´ dans
l’arbre. Ainsi, lors des parcours se´quentiels de l’arbre, on peut tenir compte de cette
multiplicite´. Par exemple si on veut obtenir la surface photosynthe´tique de l’arbre il





Les parcours re´cursifs sont inchange´s, on a tout simplement plusieurs nœuds qui
pointent vers un meˆme nœud factorise´. On peut e´ventuellement e´conomiser des par-
cours en notant les nœuds de´ja` parcourus lors d’un algorithme. Bien qu’indispensable
pour obtenir des temps de calcul et occupation me´moire raisonnables, la factorisa-
tion n’est pas une ne´cessite´ formelle et pourrait d’ailleurs eˆtre supprime´e de manie`re
partielle ou totale suivant les besoins de mode´lisation.
On a ainsi toute une hie´rarchie de conteneurs ge´ne´riques (comme pour la biblio-


















78 5. GreenLab continu
IndexedTree, en re´fe´rence au fait que tous les nœuds peuvent eˆtre acce´de´s directe-
ment par leur index. Sans rentrer ici dans les de´tails trop techniques, il est utile de
mentionner la classe ShallowIndexedTree qui permet de cre´er un arbre partageant la
topologie d’un autre, et la classe SubIndexedTree qui permet d’extraire un sous-arbre
d’un arbre existant.
5.4.2 Utilisation pour le mode`le GreenLab continu
L’imple´mentation du mode`le GreenLab continu que j’ai re´alise´ consiste en une
collection de classes que l’on peut grossie`rement re´partir en trois cate´gories :
– Arbres utilisant les structure de donne´es de´crites pre´ce´demment
– Contenus de ces arbres
– Structures regroupant les parame`tres de la simulation
L’e´tat de la plante P est repre´sente´ par un objet de la classe Plant, he´ritant d’un
IndexedTree contenant des objets Metamer. La de´rive´e de la plante dP
dt
repre´sente´e
par un objet de la classe DPlant est de manie`re analogue un ShallowIndexedTree (la
topologie est partage´e avec la plante) contenant des objets DMetamer.
La fonction continuousGrowth() de la classe Plant renvoie une DPlant contenant
la de´rive´e de la plante. C’est bien suˆr dans cette fonction que l’on utilise l’e´quation de
production et tout le me´canisme d’allocation du flux de biomasse. En interne, un autre
ShallowIndexedTree est cre´e´ sur la base de la plante, stockant un certain nombre de
variables de calcul utilise´es en particulier pour traiter l’allocation aux cernes.
La fonction organogenesis() de la classe Plant re´alise la simulation de l’organo-
gene`se. C’est ici que la factorisation intervient. Chaque bourgeon posse`de une me´thode
generate() qui cre´e les nœuds sortant du bourgeon e´clot. Pour ce faire il passe une
description de chaque nœud a` cre´er a` la me´thode build() d’un objet MetamerFactory,
qui renvoie l’index d’un nœud re´pondant a` cette description. Cet index correspond soit
a` un nouveau nœud ajoute´ a` l’arbre, soit a` un nœud identique de´ja` existant que l’on
re´utilise. Pour effectuer cette taˆche, la classe MetamerFactory conserve en interne un
tableau associatif mettant en correspondace les descriptions des nœuds (une chaˆıne de
caracte`res) et les index correspondants. En pratique seuls les nœuds correspondant a`
des bourgeons non e´clos et de masse nulle peuvent eˆtre factorise´s, et le processus est
totalement transparent vu des bourgeons.
La fonction timeLimit() prend en entre´e un objet DPlant et renvoie le temps
∆tmax maximum pour lequel on peut faire P +∆tmax
dP
dt
sans manquer un e´ve`nement
d’organogene`se. Ceci permet d’inte´grer nume´riquement l’e´quation diffe´rentielle sans
impre´cision sur la date des e´ve`nements d’organogene`se. D’apre`s le fonctionnement






ou` τorg est le temps thermique de la prochaine organogene`se. Ce temps ∆tmax donne
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Finalement, la fonction update() prend en entre´e un objet DPlant et un temps




Pour les besoins de test, des fonctions de visualisations primitives ont e´te´ e´crites.
Elles se contentent d’e´crire un fichier d’entre´e pour le logiciel de rendu POV-Ray.
La ge´ome´trie des organes est limite´e a` sa plus simple expression : cylindres pour les
entrenœuds et les feuilles, sphe`res pour les bourgeons. Un angle unique de phyllotaxie
et un angle d’insertion permettent de reconstituer les positions des me´tame`res les uns
par rapport aux autres.
Bien suˆr de nombreux effets manquent pour en faire une visualisation re´aliste.
D’abord il faudrait introduire des notions ge´ome´triques qui n’interviennent pas dans la
simulation proprement dite : plagiotropie/orthotropie, me´canique... Ensuite on pour-
rait utiliser des outils de synthe`se d’image et en particulier travailler sur les textures.
L’utilisation de POV-Ray comme moteur de rendu, bien que donnant un e´clairage
tre`s re´aliste et une grande facilite´ de composition des sce`nes, pose des proble`mes de
performance. Le simulateur peut tre`s facilement cre´er un arbre qui comporte trop de
me´tame`res pour eˆtre entie`rement charge´ en me´moire.
Cette visualisation simple a ne´anmoins permis de montrer d’autres avantages du
mode`le continu et de la repre´sentation utilise´e. D’abord, le mode`le se preˆte tre`s natu-
rellement a` la re´alisation d’animations, avec moins d’a`-coups que le mode`le discret. En
maˆıtrisant la simulation dans le temps calendaire, on peut facilement avoir des sorties
re´gulie`res de l’e´tat de la plante a` passer au visualisateur. Il est e´galement apparu que
le format de stockage de la plante utilise´ est suffisant pour la visualiser. Ceci a donne´
lieu a` de nouvelles discussions sur un format de sortie tre`s simple, qui pourrait eˆtre
commun a` plusieurs simulateurs, destine´ a` communiquer avec les spe´cialistes de la vi-
sualisation. Ce format compact, simple a` lire et a` e´crire, pourrait a` terme remplacer les
formats plus complexes incluant des informations supple´mentaires sur l’organisation
hie´rarchique et botanique de la plante.
Un exemple d’arbre visualise´ est montre´ figure 5.1.
5.5 Comportements et re´solution
Le nouveau mode`le de plante suscite une re´flexion concernant la re´solution des
e´quations. Contrairement au mode`le discret dont l’imple´mentation est totalement di-
recte depuis les e´quations, on est en pre´sence d’une e´quation diffe´rentielle qui se preˆte
a` diffe´rentes me´thodes d’inte´gration. Ces sche´mas nume´riques ont des proprie´te´s di-
verses, et doivent eˆtre adapte´s pour tenir compte de la spe´cificite´ du mode`le : des
e´ve`nements d’organogene`se interrompent re´gulie`rement la simulation. Le choix du
sche´ma nume´rique a aussi un impact sur l’ajustement parame´trique, puisque ge´ne´ra-
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5.5.1 Me´thodes d’inte´gration
Je vais de´crire ici deux me´thodes courantes pour inte´grer nume´riquement par incre´-
ment de temps des e´quations diffe´rentielles. Pour eˆtre mieux adapte´ au proble`me de la
simulation du mode`le GreenLab continu, l’e´quation ge´ne´rique choisie doit repre´senter
deux choses. D’abord une e´volution continue, de´crite par une e´quation diffe´rentielle
(croissance). Ensuite, lorsque certaine bornes sont atteintes, l’e´tat du syste`me doit
changer de manie`re discre`te (organoge´ne`se).





= f(X, t) si s(X, t) 6= b(X, t)
X(t+) = g(X, t) si s(X, t) = b(X, t)
(5.16)
X repre´sentant l’e´tat du syste`me. Les fonctions s et b permettent de donner une borne
a` l’e´volution continue du syste`me. La fonction s fournit une variable synthe´tique a`
partir de l’e´tat du syste`me, sur laquelle on va imposer une borne donne´e par la fonction
b. Lorsque cette borne est atteinte, on modifie l’e´tat par une fonction discre`te g.
On impose de surcroˆıt un pas de temps maximal ∆t0 aux me´thodes d’inte´gration.
Me´thode d’Euler
La re´solution proce`de par pas de temps ∆t suivant l’algorithme classique :
x = f(X, t) (5.17)
∆tl t.q. s(X +∆tl x) = b(X) (5.18)
∆t = min (∆t0,∆tl) (5.19)
X(t+∆t) = X(t) + ∆t x (5.20)
Notez l’e´tape 5.18 de calcul du pas de temps ou` la borne est impose´e.
Runge-Kutta d’ordre 2
Plusieurs me´thodes ont e´te´ imple´mente´es mais seule la me´thode dite « midpoint »
est expose´e ici. L’inte´gration proce`de en faisant des allers-retours dans le temps, ce qui
impose deux e´tapes de limitation du pas de temps (5.22, 5.26) pour toujours garder
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xs = f(X, t) (5.21)
∆tsl t.q. s(X +∆t
s
l xs) = b(X) (5.22)
∆ts = min (∆t0,∆t
s
l ) (5.23)








∆tl t.q. s(X +∆tl x) = b(X) (5.26)
∆t = min (∆t0,∆tl) (5.27)
X(t+∆t) = X(t) + ∆t x (5.28)
5.5.2 Diffe´rences entre les sche´mas nume´riques
Bien entendu le sche´ma d’ordre 2 est bien plus performant que le sche´ma d’Euler.
Tous deux gagnent en performance quand le pas de temps diminue, mais le sche´ma
«midpoint » est bien plus stable et converge plus rapidement vers la solution explicite.
Ceci est vrai pour tout syste`me dont l’e´tat n’e´volue pas de manie`re line´aire, surtout en
cas de croissance explosive. En particulier, nos mode`les de plantes sont dans ce cas :
ils pre´sentent ne´cessairement une phase de croissance exponentielle, plus ou moins
longue, au fur et a` mesure que la surface foliaire augmente, jusqu’a` saturation de
l’e´quation de production.
Pour illustrer ce fait nous allons montrer les re´sultats de simulation sur un syste`me
a` hyste´re´sis tre`s simple. Cet exemple est choisi parce qu’il est plus simple qu’un mode`le
de plante, peut se re´soudre explicitement, et permet d’illustrer les fonctions s et b.
L’e´quation est :
X = (u, p) (5.29)
f(X, t) = (Ap u+Bp, 0) (5.30)
b(X) = Hp (5.31)
s(X) = u (5.32)
g(X, t) = (u, p+ 1 mod 2) (5.33)
La variable u est l’e´tat continu du syste`me, le signal. La variable p repre´sente le
phe´nome`ne d’hyste´re´sis et alterne entre les valeurs 0 et 1 chaque fois que la borne est
atteinte. Suivant la valeur de p, les parame`tres de f Ap et Bp, ainsi que la borne Hp,
changent. Ces trois variables peuvent eˆtre repre´sente´es sous la forme de vecteurs de
deux lignes.
Les re´sultats, obtenus graˆce au logiciel Scilab, sont pre´sente´s sur la figure 5.2.
Comme cette e´quation est inte´grable formellement (la solution est forme´e par des
branches d’exponentielle re´pe´te´es pe´riodiquement), on peut comparer les solutions
trouve´es a` la solution explicite et constater, comme on pouvait s’y attendre, que la
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Fig. 5.2 : Simulations du syste`me a` hyste´re´sis par les deux me´thodes de´crites avec des pas
de temps maximum diffe´rents. On choisit A0 = A1 = −2, B0 = 0, B1 = 2,
H0 = 0.05, H1 = 0.95. Les lignes pointille´es repre´sentent les bornes H0 et H1. La
courbe rouge repre´sente la solution exacte, la se´rie de courbes bleues repre´sente
des solutions trouve´es par la me´thode d’Euler, la se´rie de courbes vertes des
solutions trouve´es par la me´thode « midpoint ». On a pour les deux se´ries ∆t0 =
0.2, 0.15, 0.1, 0.05 successivement. Pour les deux me´thodes la diminution du pas
de temps rend l’inte´gration plus pre´cise, mais la me´thode d’ordre 2 est beaucoup
plus performante meˆme pour des grands pas de temps, et se stabilise bien plus
vite (on ne distingue meˆme pas la 4e`me courbe de la solution exacte). Les dates
des e´ve`nements sont e´galement affecte´es par la pre´cision de l’inte´gration.
Bien suˆr la pre´cision a un couˆt. Il est ne´cessaire d’appeler deux fois la fonction f ,
et le couplage entre mode`les est bien plus difficile a` formaliser quand on veut utiliser
une me´thode « midpoint ». C’est pour cette raison que l’architecture et le formalisme
de simulation pre´ce´dement expose´s sont bien adapte´s a` une simulation par Euler, et
pas vraiment par des me´thodes d’ordre supe´rieur.
5.5.3 Stabilite´ de l’estimation parame´trique
Un des proble`mes cle´s concernant les mode`les de syste`mes complexes, tels que les
diffe´rentes versions de GreenLab, est l’estimation parame´trique. A` partir d’observa-
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reproduire ces mesures. C’est bien entendu une e´tape cruciale, pre´liminaire indispen-
sable a` l’utilisation pre´dictive des mode`les.
Dans les cas les plus re´pandus, le mode`le ne peut reproduire toute la complexite´
des observations, qui sont de surcroˆıt entache´es d’erreurs. On se rame`ne alors a` un
proble`me d’optimisation, qui consiste a` trouver le jeu de parame`tres permettant de
fournir le re´sultat le plus proche des observations. On fait ge´ne´ralement appel a` des
me´thodes nume´riques plus ou moins e´labore´es pour re´soudre le proble`me ainsi pose´,
depuis les algorithmes de gradient jusqu’aux me´thodes heuristiques. Ces me´thodes
font plusieurs fois appel au mode`le de simulation, et donc leur re´sultat de´pend entre
autre de l’algorithme de simulation.
Pour les mode`les discrets, il n’y a pas de doute sur le choix de l’algorithme, puisque
l’algorithme de simulation est exactement e´quivalent a` la description du mode`le (du
moins si les imple´mentations sont sans erreurs !). Mais pour des mode`les continus, les
choix de la discre´tisation et de la me´thode d’inte´gration changent les re´sultats des
simulations, et donc peuvent changer les re´sultats des estimations parame´triques.
Plus formellement, si on note p les parame`tres a` trouver, la me´thode d’ajustement
parame´trique renvoie une valeur (probablement diffe´rente) pˆ. Dans le cas d’un mode`le
continu, cet estimateur n’est pas seulement de´fini par une me´thode d’optimisation,
mais aussi par l’algorithme de discre´tisation. Il est donc normal que des algorithmes
de discre´tisation diffe´rents fournissent des estimateurs plus ou moins pre´cis.
Une e´tude comple`te de la calibration du mode`le GreenLab continu reste a` faire.
Ne´anmoins, on peut illustrer les effets pre´visibles sur une version simplifie´e de l’e´qua-
tion de production, avec seulement deux parame`tres et sans organogene`se. On produit
des mesures artificielles en faisant une simulation avec un tre`s petit pas de temps et
par la me´thode la plus pre´cise (dans notre cas Runge-Kutta d’ordre 2) que l’on sous-
e´chantillonne, et on cherche a` retrouver ces observations en utilisant pour la simulation
diverses me´thodes d’inte´gration et pas de temps. Le test a e´te´ re´alise´ graˆce au logiciel
Scilab ; l’ajustement des parame`tres est fait par la me´thode leastsq.
L’e´quation choisie est :
dQ
dt
= k0 (1− exp(−k1 Q)) (5.34)
ou` k0 et k1 sont les parame`tres a` estimer. Notez la similitude avec l’e´quation de
production 5.6.
Les re´sultats sont synthe´tise´s sur la figure 5.3.
La conclusion ge´ne´rale est que la me´thode d’inte´gration la plus pre´cise est aussi
celle qui fournit les parame`tres les plus pre´cis et les plus stables par rapport au pas
de temps, meˆme si toutes les me´thodes reproduisent presque parfaitement les obser-
vations. Cette stabilite´ peut eˆtre tre`s importante pour une utilisation pre´dictive du
mode`le : en effet nos recherches sur le couplage de mode`les montrent qu’on ne peut
pas toujours faire l’hypothe`se d’un pas de temps constant. Ceci souligne aussi l’im-
portance de la poursuite de la re´flexion sur l’architecture de simulation : se limiter a`
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et compromet les ajustements des parame`tres.
Un autre inte´reˆt d’avoir des parame`tres stables par rapport au pas de temps est de
faciliter l’interpre´tation de leurs valeurs. Si certains parame`tres ont un sens physique,
ou sont mesurables ou estimables inde´pendament des observations, un estimateur
inde´pendant du pas de temps sera plus facile a` utiliser qu’un autre aﬄige´ d’un biais
syste´matique cause´ par une me´thode d’inte´gration impre´cise. Comme on conside`re des
















Fig. 5.3 : Ajustements parame´triques pour l’e´quation 5.34. Les parame`tres choisis pour ge´-
ne´rer les e´chantillons sont k0 = 3, k1 = 2. L’axe des abcsisses repre´sente le nombre
d’e´chantillons (donc de pas de temps) utilise´s pour ajuster les parame`tres, l’axe
des ordonne´es repre´sente la l’erreur commise relativement a` la vraie valeur des
parame`tres. Les courbes bleues sont des ajustements par la me´thode d’Euler, les
rouges par la me´thode « midpoint ». Les ajustements pour le parame`tre k0 sont
mate´rialise´s par des croix, ceux pour k1 par des diamants. On n’a pas repre´sente´ la
qualite´ des ajustements (c’est-a`-dire la bonne reproduction des observations) car
elle est excellente dans tous les cas. En revanche, on voit que la me´thode d’ordre
2 est bien plus performante et que l’erreur qu’elle commet diminue plus vite en
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5.6 Couplage environmental et insertion dans l’architecture de
simulation
Cette section de´crit comment le mode`le GreenLab continu a e´te´ inse´re´ dans un
Mode`le tel que spe´cifie´ dans le formalisme de simulation.
5.6.1 Calcul de la variable environnementale E
La premie`re fonctionnalite´ ajoute´e est celle du calcul de la variable environmentale
E apparaissant dans (5.6). Nous avons choisi de le traiter comme un calcul re´alise´ par
le Mode`le, mais il y avait au moins deux autres solutions : baˆtir un Mode`le spe´cifique
pour calculer E, ou inte´grer le calcul de E dans le GreenLab continu lui-meˆme. La
premie`re a e´te´ rejete´e car les deux Mode`les seraient toujours couple´s de la meˆme
fac¸on et toujours utilise´s ensemble. La seconde aurait impose´ de manie`re trop rigide
le mode de couplage avec l’environnement, en se restreignant a` des entre´es fixes. Des
cas d’e´tude ulte´rieurs pourraient cependant amener a` reconside´rer ces choix.
La variable E est mode´lise´e comme le produit de trois facteurs :
E = R ET Ew (5.35)
ou` R est la radiation photosynthe´tique incidente, ET repre´sente l’influence de la tem-
pe´rature, et Ew l’effet de la re´serve d’eau dans le sol.
Le facteur Ew est celui qui permet a` la plante de s’adapter au contenu en eau du sol.
Le mode`le le plus simple pour obtenir cet effet est de le relier line´airement au contenu
en eau du sol θ (pourcentage en volume), comme par exemple dans [Wu et al.(2005)].
Cependant, cela ne permet pas de rendre compte des diffe´rences de comportement des
sols eux-meˆmes : l’eau peut eˆtre, a` un meˆme contenu, plus ou moins difficile a` extraire
suivant la texture du sol. La variable permettant de s’affranchir de cette de´pendance
a` la nature du sol est le potentiel hydrique ψ, comme de´crite dans la section 4.2. Le





ou` ψmin est le potentiel hydrique du sol au point de fle´trissement, pris ordinairement
a` ψmin = −150m quelle que soit l’espe`ce, et ψmax est le potentiel a` la capacite´ au
champ, de meˆme ψmax = −3m quelque soit l’espe`ce. Le parame`tre ν est lui spe´cifique
de la plante et repre´sente comment elle s’adapte au contenu du sol. Notez que pour
un sol donne´, il existe une valeur de ν qui donne la relation line´aire avec le contenu
en eau du sol.
Une fonction empirique simple a e´te´ choisie pour ET , pre´sentant un maximum de
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ET =














Le parame`tre γ controˆle la forme de la courbe et l’acuite´ du pic. La` encore, un mode`le
biologique plus e´labore´ devrait eˆtre recherche´, mais celui-ci nous suffit pour tester nos
capacite´s de simulation.
5.6.2 Description du Mode`le associe´
Le Mode`le de plantes contient deux variables d’e´tat, acce´de´ a` travers des Caches
qu’il posse`de comme de´crit plus haut dans le chapitre 3 : l’e´tat de la plante P et
sa de´rive´e dP
dt
. Le temps thermique τ et sa de´rive´e sont, rappelons-le, inclus dans
ces valeurs. Le Mode`le a des liens vers des Getters pour les parame`tres et les trois
variables environmentales : la radiation incidente R, la tempe´rature T et le potentiel
hydrique au niveau des racines ψ. Finalement, le seul Setter (transitoire) est le flux
d’eau pre´leve´ dans le sol W .
Nous allons d’abord de´tailler le contenu de la fonction trans.
Elle commence par l’appel de la fonction d’organogene`se qui cre´e les nouveaux
me´tame`res si ne´cessaire. Puis elle fait le calcul de la valeur de E. Ensuite, elle l’utilise
ainsi que l’e´tat P pour calculer dP
dt
. La valeur de W est prise proportionnelle au taux





ou` wue est l’efficience hydrique de la photosynthe`se.
Cette e´quation, couple´e a` celle de´finissant Ew (5.36), de´crit un mode`le de fonc-
tionnement pour les racines. Graˆce aux Mode`les pour la compe´tition et les ressources
de´crits dans le chapitre 4, on pourrait de´finir des mode`les spatialise´s de racines comme
dans [Varado et al.(2005), Vrugt et al.(2001)], par exemple.
La fonction cumul re´alise un pas d’inte´ration par la me´thode d’Euler :




Enfin, la fonction time calcule la date du prochain e´ve`nement d’organoge´ne`se, sous
l’hypothe`se d’une tempe´rature constante, en utilisant l’e´quation (5.15).
La nouvelle version continue de GreenLab, imple´mente´e dans un Mode`le, constitue
un composant important qu’il fallait de´velopper pour re´pondre a` nos objectifs de
simulation de l’interaction avec les ressources. Elle permet de tester de manie`re plus
comple`te l’architecture de simulation. Le chapitre suivant pre´sente en particulier deux




































6. ILLUSTRATIONS ET EXEMPLES
Ce chapitre pre´sente trois illustrations des concepts pre´ce´dement de´crits aux cha-
pitres 3, 4 et 5 a` la simulation de syste`mes dont l’on pourrait retrouver certaines
caracte´ristiques dans un nouveau « paysage fonctionnel ».
Le but n’est pas ici le re´alisme quantitatif des re´sultats mais plutoˆt l’exploration des
capacite´s simulatoires. Il ne faut donc pas s’e´tonner de trouver des syste`mes vraiment
simplistes, voire irre´alistes. Les syste`mes pre´sente´s visent uniquement a` de´montrer les
capacite´s de l’architecture de simulation et des Mode`les de´veloppe´s.
6.1 Plante et eau
La premie`re application que nous allons de´crire met en relation les Mode`les de
plante et de ressource dans un syste`me non spatialise´, mais pouvant montrer des
dynamiques complexes.
6.1.1 Description du syste`me
Le syste`me « plante et eau » comprend en fait trois composants principaux :
– un Conteneur symbolisant l’eau contenue dans le sol
– une plante consommant l’eau du sol
– une pompe d’irrigation amenant de l’eau dans le sol
Les Mode`les du conteneur et de la plante ont de´ja` e´te´ de´crits aux chapitres pre´-
ce´dents. La pompe est ne´cessaire pour e´viter l’e´puisement trop rapide de l’eau du
sol, et c’est surtout le couplage pompe-plante par l’interme´diaire du sol qui cre´e la
dynamique sur cet exemple.
Le Mode`le de pompe doit eˆtre de´crit plus en de´tail pour bien appre´hender le fonc-
tionnement du syste`me. Son principe est de fournir de l’eau a` un taux fixe Kp, et de
s’arreˆter lorsque le stock atteint un certain pourcentage Rmax de la pleine capacite´.
La pompe ne rede´marre que lorsque le pourcentage passe au-dessous d’un autre pour-
centage Rmin. Ceci est une mode´lisation d’une strate´gie d’irrigation simpliste fonde´e
uniquement sur le contenu en eau du sol et pas sur l’e´tat de la plante.
Pour imple´menter ce comportement le Mode`le posse`de un Accesseur (A,F,D)


















90 6. Illustrations et exemples
pre´vision de l’e´volution du contenu (en ge´ne´ral, celui-ci doit pointer vers la demande
sur le Conteneur) ainsi qu’une se´rie de parame`tres indiquant les valeurs de Kp, Rmax,
Rmin. Le Mode`le posse`de en outre un e´tat boole´en a, qui indique si la pompe est en
marche ou pas.
Comme le temps n’intervient nulle part dans le comportement (la pompe peut
de´marrer et s’arreˆter a` n’importe quel moment), la fonction cumul est vide. La fonction




· · D ← 0
· · a← faux





· · D ← −Kp
· · a← vrai




La fonction time calcule la valeur tn de la fac¸on suivante :
si E 6= 0
· si a




· · sinon tn ←∞
· · fin
· sinon










C’est un exemple tre`s simple d’un Mode`le ge´ne´rant un e´ve`nement provoquant la
mise a` jour de tout le syste`me. Comme de´crit dans la section sur le Manager, les
fonctions cumul de tous les Mode`les au meˆme niveau hie´rarchique vont eˆtre appele´es
avant la date fixe´e par la pompe. En particulier, les Conteneurs vont mettre a` jour leur
niveau de ressource, et c’est ce changement d’information qui va se propager jusqu’a`
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Le syste`me global couple la pompe, la plante, le Conteneur de sol, un Partageur
pour que la plante et la pompe puissent agir sur le meˆme Conteneur, et un Mode`le
de calcul du potentiel hydrique fonctionnant comme de´crit a` la section 4.2.2. Un
sche´ma du graphe du syste`me est repre´sente´ sur la figure 6.1. Ici la tempe´rature et



















Fig. 6.1 : Syste`me utilise´ pour la premie`re application. Comme pre´ce´demment, les Mode`les
sont les rectangles, les Caches sont les ovales. On a regroupe´ certains des Caches
(les disponibilite´s en ressources) pour gagner en lisibilite´, et les Caches contenant
des valeurs constantes ne sont pas repre´sente´s. On pourrait utiliser la meˆme ap-
proche pour coupler davantage de plantes et de Conteneurs, comme on le montrera
au 6.3.
6.1.2 Comportement
Pour l’e´tude du comportement, nous utilisons d’abord un mode`le de plante tre`s
simple qui e´met un me´tame`re unique a` chaque cycle de de´veloppement, ce qui me`ne
a` une simple tige portant des feuilles (cette architecture correspondrait aux mode`les
botaniques de Corner ou de Holtum suivant la position des organes reproducteurs,
non conside´re´s ici). Les valeurs des parame`tres sont choisies un peu arbitrairement,
nous allons donc nous concentrer sur la description qualitative du comportement.
Des e´tudes pre´ce´dentes du mode`le GreenLab isole´ dans un environnement constant
ont montre´ qu’un e´tat stable est atteint au bout d’un certain temps, c’est-a`-dire que
la production instantanne´e de biomasse se stabilise ainsi que la surface foliaire active
[Letort(2008), chap. 4]. Le couplage avec la pompe et le sol fait e´merger d’autres com-
portements asymptotiques. Pour illustrer cela, la figure 6.2 pre´sente plusieurs graphes
comprenant 3 courbes : le taux d’irrigation de la pompe (0 quand la pompe est arreˆ-
te´e), la prise d’eau de la plante (proportionnelle a` la production de biomasse), et la


















92 6. Illustrations et exemples
Apre`s des phases transitoires de croissance assez similaires, on peut distinguer deux
cate´gories de comportements asymptotiques :
– lorsque Kp est bas, la prise d’eau par la plante et l’irrigation par la pompe se
compensent en re´gime permanent. La pompe est constamment en marche, la
surface foliaire est relativement stable, les petites oscillations visibles ne sont
dues qu’a` la mort brutale de certaines cohortes de feuilles. Ce cas est repre´sente´
en haut de la figure 6.2.
– lorsque Kp est grand, la prise d’eau ne peut compenser la forte irrigation donne´e
par la pompe. De ce fait, le point de saturation de la pompe est atteint, la pompe
s’arreˆte et le contenu en eau diminue, ce qui cause une chute de la production
de biomasse. Une fois le point bas de pompe atteint, l’irrigation reprend, et la
production re´augmente. On a ainsi des oscillations pe´riodiques de la production
et de l’irrigation. La surface foliaire oscille e´galement mais avec un de´phasage,
qui vient de ce que la production est inte´gre´e pour donner la surface foliaire. Ce
cas est repre´sente´ au milieu de la figure 6.2.
Dans le premier cas, la surface foliaire finale augmente lorsque Kp augmente, dans
le second cas c’est le contraire, elle augmente lorsque Kp diminue. Il y a une limite
marque´e entre le premier et le second cas, a` laquelle le syste`me change brutalement
de comportement. C’est une illutration parfaite des conse´quences du couplage entre
des syste`mes fortement non-line´aires : une bifurcation apparaˆıt autour de laquelle le
re´sultat de la simulation change dramatiquement pour une gamme tre`s re´duite de
valeurs de Kp. Ce phe´nome`ne est repre´sente´ sur la figure 6.3. Le graphe du bas sur la
figure 6.2 montre l’e´volution du syste`me aux alentours de la valeur limite de Kp : la
plante semble eˆtre dans le re´gime oscillant, mais a` un instant la prise d’eau compense
exactement l’irrigation. A` ce moment la production se stabilise et la surface foliaire
















Fig. 6.3 : La hauteur finale de la plante en fonction du taux d’irrigation Kp. Le changement
brutal de comportement est clairement visible. Les petites discontinuite´s pour Kp
bas sont dues a` la variation du nombre d’impulsion d’irrigation dont la plante a





















































































Fig. 6.2 : Plusieurs graphes montrent ici les e´volutions possibles du syste`me pour diffe´rentes
valeurs du taux d’irrigation Kp. La ligne verte est la surface foliaire active, la ligne
rouge est la prise d’eau par la plante, les barres bleues repre´sentent les impulsions
d’irrigation. Sur le graphe du haut, Kp est bas, en re´gime permanent la pompe est
allume´e en permanence et l’irrigation est exactement compense´e par la prise d’eau
de la plante. Sur le graphe du milieu, Kp est e´leve´, la plante ne peut prendre de
l’eau a` une telle intensite´ et un re´gime oscillant est atteint. Il y a une bifurcation
nette entre les deux types de re´gime permanent, sur une tre`s faible gamme de Kp.
Le dernier graphe correspond a` une valeur limite de Kp et montre comment le


















94 6. Illustrations et exemples
La valeur critique de Kp a` la bifurcation de´pend bien entendu des parame`tres de
la plante, et aussi du pas de temps primaire de la simulation. Ceci est normal car un
pas de temps plus fin permet une meilleure inte´gration a` la fois de la croissance de la
plante et de l’e´volution de contenu en eau du sol. Les re´sultats ne changent cependant
pas dramatiquement en fonction du pas de temps ; pour un pas de temps de 0.25 la
valeur critique est comprise entre 48810 et 49140, pour un pas de temps de 1 elle est
comprise entre 48160 et 48490.
Inde´pendament du pas de temps impose´ par l’utilisateur, on a aussi pu observer sur
cette illustration que le syste`me de simulation est capable de de´tecter les e´ve`nements
ge´ne´re´s par la pompe et inse`re des pas de temps interme´diaires, a` peu pre`s autant
qu’il y a d’impulsion d’irrigation. Dans le cas illustre´, les parame`tres de la plante et la
tempe´rature choisie font que les e´ve`nements d’organogene`se co¨ıncident avec des pas de
temps impose´s, mais il va de soi que si ce n’e´tait pas le cas le simulateur s’adapterait.
Par exemple, si le pas de temps impose´ est tre`s grand, le simulateur fera de nombreux
pas de temps interme´diaires pour permettre a` la plante de se de´velopper et a` la pompe
de s’arreˆter ou de de´marrer.
6.2 Exemple de spatialisation
Pour des applications futures similaires aux prototypes de paysage fonctionnel (de´-
crits a` la section 2.1 et dans le chapitre 2), il e´tait ne´cessaire d’explorer les possibilite´s
offertes par l’architecture en terme de spatialisation. A` cet effet, nous allons mainte-
nant e´tudier un syste`me tre`s simple faisant appel aux notions de´crites au 3.2.3.
6.2.1 Description du syste`me
Le syste`me est cette fois-ci assez abstrait. Il contient une ressource avec une spa-
tialisation raster (conceptuellement, une grille de Conteneurs), et des processus qui la
redistribuent. Il y a un processus de diffusion, qui tend a` homoge´ne´iser la ressource,
et un nombre fixe de processus « pompe » qui transfe`rent la ressource d’une re´gion a`
l’autre.
Les pompes sont ici plus simples que dans la section pre´ce´dente ; leur comportement
est line´aire vis-a`-vis des ressources vues en entre´e et en sortie. Ce sont des Mode`les
transitoires purs, sans e´tats, avec juste deux Accesseurs (Ae, Fe, De) et (As, Fs, Ds)
repre´sentant respectivement la ressource en entre´e et en sortie de la pompe. La fonction










De = Kpp (6.2)
Ds = −Kpp (6.3)
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la pompe. La pompe adapte ainsi son de´bit aux disponibilite´s de la ressource en entre´e
et en sortie.
Le processus de diffusion est un Mode`le qui posse`de un Accesseur spatialise´ vers
une grille de Conteneurs. La demande sur chaque Accesseur « atomique » est calcule´e
en fonction des flux de diffusion entre les cellules. Un terme correctif classique est
applique´ aux flux diagonaux pour minimiser l’impact de la structure raster sur le
re´sultat. Dans la fonction time du processus de diffusion, on s’assure que le pas de





ou` D est le coefficient de diffusion et ∆x est le pas d’espace (taille d’une cellule de la
grille). En pratique on assure l’ine´galite´ stricte et la pre´cision en choisissant un pas de
temps e´gal a` une fraction fixe de cette limite.
Un Re´partisseur particulier est utilise´ pour mettre a` disposition des pompes et du
processus de diffusion les Fournisseurs ne´cessaires (spatialise´s pour la diffusion, non-
spatialise´s pour les pompes). L’entre´e et la sortie de chaque pompe agit sur une aire
d’influence carre´e, de coˆte´ variable en entre´e et en sortie, recouvrant plusieurs cellules
de la grille.















Fig. 6.4 : Syste`me utilise´ pour la seconde illustration. La partie encadre´e en pointille´e est
en re´alite´ re´pe´te´e autant de fois que l’on de´sire avoir de pompes dans le syste`me.
Les Caches compris dans cette partie sont scalaires, non spatialise´s. En revanche,
les autres Caches sont tous spatialise´s, c’est-a`-dire qu’ils fournissent une grille de
valeurs scalaires.
Pour spatialiser les Conteneurs, nous avons adopte´ exactement l’approche hie´rar-
chique de´crite a` la section 3.2.3. Le Mode`le Conteneurs spatialise´ instancie pour ses
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diffe´rents Buffers suivant le point de la grille. Ainsi, le mode`le de Conteneur est en-
tie`rement re´utilise´. Pour le Re´partisseur et la diffusion, une approche diffe´rente a e´te´
suivie. Le mode`le de Diffusion ne fait pas appel a` une hie´rarchie car le mode`le « ato-
mique » correspondant n’avait pas e´te´ imple´mente´, et il e´tait e´galement plus facile de
travailler directement sur le Re´partisseur global que de chercher a` re´utiliser un Re´-
partisseur existant. En particulier, les coefficients de compe´tition sont implicites dans
cette imple´mentation particulie`re.
6.2.2 Visualisation
Une fac¸on un peu particulie`re de visualiser les re´sultats a e´te´ choisie. A` intervalles
re´guliers, une image est enregistre´e, dans laquelle la couleur de chaque pixel repre´sente
le niveau de la ressource au point de la grille conside´re´. Le but e´tait de pouvoir de´tecter
meˆme les tre`s faibles variations de niveau de la ressource pour pouvoir e´valuer la
pre´cision des algorithmes et en particulier voir les artefacts e´ventuels de diffusion.
Fig. 6.5 : Exemple du codage utilise´ pour visualiser le niveau de ressource. La ressource
varie ici suivant le produit xy des coordonne´es sur la grille. Notez les franges
rouges qui permettent de suivre finement les variations, et les franges bleues qui
montrent des artefacts de discre´tisation.
Pour tirer parti au maximum de la re´solution colorime´trique, le niveau de ressource
est encode´ sur les canaux rouges, verts et bleus de l’image de la fac¸on suivante. On
commence par le transformer en entier non signe´, compris entre 0 et 2563−1, pouvant
donc eˆtre repre´sente´ par 3 octets. Ensuite, on prend l’octet de poids fort, et on l’affecte
au canal vert. Puis, suivant la parite´ de la valeur de cet octet, on affecte au canal rouge
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valeur de l’octet de poids me´dian, on affecte au canal bleu soit l’octet de poids faible,
soit son comple´ment a` 1.
De cette fac¸on on obtient une couleur variant continuˆment avec le niveau de res-
source, mais pre´sentant des franges permettant de visualiser des diffe´rences tre`s faibles.
Un exemple d’image ge´ne´re´ par ce proce´de´ est repre´sente´ sur la figure 6.5. Les franges
forment des sortes de lignes de niveaux qui fournissent une visualisation intuitive du
gradient ; cela est utile pour la compre´hension des phe´nome`nes diffusifs, qui re´sultent
de flux proportionnels au gradient.
6.2.3 Comportement
Le syste`me pre´sente des comportements e´mergents moins riches que ceux du sys-
te`me plante-sol, a` cause en particulier de la line´arite´ des Mode`les. On ve´rifie que le
syste`me tend vers un re´gime stable en partant de conditions initiales quelconques,
correspondant a` de fortes valeurs des ressources aux sorties des pompes, de faibles
valeurs a` leurs entre´es, et des valeurs hors de ces zones refle´tant l’e´quilibre diffusif. La
figure 6.6 montre des e´tapes d’une simulation sur une grille 600x600, avec 5 pompes
dont les entre´es et sorties ont e´te´ re´parties au hasard.
Les valeurs des flux de chacune des pompes convergent vers des valeurs diffe´rentes,
suivant les interactions entre leurs entre´es et leurs sorties. Le graphe de la figure 6.7

















Fig. 6.7 : Flux dans les pompes. On peut voir que chaque pompe se stabilise a` une valeur
diffe´rente. Cela est duˆ aux interactions complexes non seulement entre les zones
d’entre´e et de sortie des pompes, mais aussi entre les pompes et le processus de
diffusion qui rame`ne lentement des ressources vers les entre´es et les enle`ve aux
sorties. Le de´crochement brutal de la valeur d’un des flux est cause´ par une sorte
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Fig. 6.6 : E´volution du syste`me au fil du temps. L’e´tat est montre´ ici aux temps 0.05, 0.25,
1.1 et 5. La condition initiale est une valeur ale´atoire a` chaque endroit de la grille.
On distingue aise´ment l’apparition des zones d’influence des pompes, et le code
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6.2.4 Calcul paralle`le
Nous avons e´galement explore´ quelques possibilite´s de calcul paralle`le sur cette
illustration. Cela e´tait particulie`rement tentant dans le cas pre´sent car les calculs des
Mode`les eux-meˆmes paraissaient facilement paralle´lisables, sans toucher a` l’architec-
ture de simulation.
La paralle´lisation du code a e´te´ re´alise´e graˆce a` la bibliothe`que OpenMP, qui e´tait
tre`s bien adapte´e au travail sur une unique machine a` plusieurs cœurs et ne ne´ces-
sitait que peu de travail au niveau code. Tous les Mode`les spatialise´s comportaient
au moins une boucle interne pour parcourir la grille, a` laquelle on a ajoute´ les direc-
tives OpenMP ne´cessaires (principalement #pragma omp parallel for et quelques
sections #pragma omp critical) pour distribuer les calculs sur plusieurs fils d’exe´-
cution. Les modifications les plus lourdes ont porte´ sur les calculs de diffusion, qui
ont e´te´ le´ge`rement re´organise´s pour e´viter tout risque de situation de compe´tition
(race condition). La structure impose´e par l’architecture de simulation a facilite´ ce
travail, car elle ne favorise pas la modification directe des donne´es, qui peut justement
conduire a` des phe´nome`nes de ce genre.
Nous avons utilise´ une machine DELL Precision 5400T 64bits pourvue de 8 cœurs
Intel Xeon a` 2.5GHz, tournant sous Ubuntu 9.10, pour tester le programme compile´
avec gcc-4.4.1.
Fig. 6.8 : E´volution des temps de calcul (temps d’exe´cution du programme) et du temps
processeur total consomme´ (cumule´ pour tous les cœurs), suivant le nombre de
cœurs utilise´s. Chaque groupe de point correspond a` un nombre de cœurs utilise´,
inscrit a` coˆte´ de l’ellipse, on a effectue´ plusieurs tests pour chacun. Ide´alement,
si la paralle´lisation e´tait a` couˆt nul, on verrait les points sur une meˆme droite
verticale indique´e par les croix vertes. En re´alite´, on voit que le passage de 1 a`
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Comme seules les boucles internes de calcul des Mode`les e´taient paralle´lise´es, la
principale question souleve´e e´tait le gain re´el apporte´. On pouvait redouter que la
ne´cessite´ de multiples e´tapes de synchronisation des fils d’exe´cution ne fasse perdre
beaucoup de temps... Le graphique 6.8 montre comment le nombre de cœurs impose´
par la variable d’environnement OMP_NUM_THREADS affecte les performances.
On voit que l’appel a` plus de 4 cœurs est plutoˆt inefficace, le temps de calcul dimi-
nuant peu relativement a` la consommation de temps processeur. Ceci est peut-eˆtre duˆ
a` des proble`mes de cache et de me´moire ; la machine ne posse`de pas un unique pro-
cesseur 8 cœurs mais 2 processeurs 4 cœurs, le retard pris a` partir de 5 cœurs utilise´s
s’explique sans doute par un proble`me de communication entre ces deux processeurs.
Il est possible qu’une autre me´thode de paralle´lisation, ou une paralle´lisation de l’ar-
chitecture de synchronisation elle-meˆme, permette de gagner encore en performance
sur des architectures de ce genre.
Cependant le petit travail de paralle´lisation effectue´ ici occasionne de´ja` des gains
conside´rables par rapport a` un code non paralle`le. Il est donc certain que sur des
machines a` plusieurs cœurs, cette strate´gie doit eˆtre employe´e dans le cas de mode`les
spatialise´s.
6.3 Plusieurs plantes en compe´tition
L’objet de cette section est d’illustrer les possiblite´s de l’approche pour simuler des
peuplements he´te´roge`nes de plantes en compe´tition directe sur la meˆme ressource, ce
qu’aucun des prototypes n’e´tait capable de faire.
6.3.1 Description du syste`me
Le syste`me est en tout point identique a` celui de´crit en 6.1, a` part qu’on le modifie
pour pouvoir ge´rer un nombre arbitraire de plantes, e´ventuellement avec des para-
me`tres diffe´rents. En pratique cela implique de cre´er au sein du Manager associe´ un
tableau de sous-mode`les, avec les Caches associe´s. Le Re´partisseur a bien suˆr plus de
Fournisseurs, pour alimenter toutes les plantes... Cette fac¸on de faire est analogue a`
celle utilise´e pour les multiples pompes du 6.2.
Il faut noter que l’effort de de´veloppement associe´ est relativement minime, une fois
que l’on a un syste`me a` une plante, la principale difficulte´ e´tant de rester me´thodique
et pre´cis au moment de l’e´tablissement des liens entre les Mode`les et les Caches... Il
est e´galement de´licat de trouver un jeu de parame`tres donnant des comportements
inte´ressants.
On a choisi de faire au plus simple et de ne pas ajouter de mode`le de compe´tition
autre que celui pour la ressource en eau. Il va de soi que l’ouverture sur d’autres
modes de compe´tition (lumie`re, nutriments en particulier) serait aussi tre`s pertinent
pour une e´tude quantitative plus fine.
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prototype de paysage fonctionnel. En effet nous faisions l’hypothe`se d’un peuplement
homoge`ne de plantes (tant en terme de parame`tres de croissance que de date d’appa-
rition) en compe´tition sur une seule ressource en eau. Graˆce aux nouvelles capacite´s
offertes par l’architecture de simulation on pourrait avoir un comportement plus riche
a` peu de frais.
6.3.2 Comportements
Ce syste`me pourrait se preˆter a` de multiples e´tudes suivant les grandeurs obser-
ve´es et les diffe´rences que l’on choisit d’imposer entre les plantes. Nous avons choisi
d’e´tudier la surface foliaire S des plantes et sa variabilite´ au fil du temps.
Les parame`tres des plantes en organogene`se comme en fonctionnement sont choisis
identiques, a` l’exception d’une variabilite´ ale´atoire affectant le coefficient d’adaptation
a` l’eau dans le sol ν (voir au 5.6.1, en particulier l’e´quation (5.36)), et le phyllochrone
γ (les e´ve`nements d’organoge´ne`se d’une plante sont re´gulie`rement espace´s en temps
thermique par des intervalles de longueur γ). C’est une premie`re approche pour mo-
de´liser la variabilite´ ge´ne´tique des plantes. De plus, les temps d’apparition des plantes
(temps de leve´e) sont aussi affecte´s d’une variation ale´atoire. Concre`tement, a` la cre´a-
tion de la plante on retranche une fraction ale´atoire de l’aˆge maximal de la plante
a` son temps thermique initial τ0. Ainsi le temps thermique du premier e´ve`nement
d’organogene`se est retarde´ d’autant.
Plusieurs sce´narios peuvent ensuite eˆtre teste´s. Les simulations suivantes ont e´te´
faites sur un groupe de 40 plantes.
– En l’absence de variabilite´ pour les 3 parame`tres ν, γ, τ0, on retrouve un cas
similaire a` celui de l’illustration de´crite a` la section 6.1. Ce cas est rappele´ pour
me´moire en haut de la figure 6.9. On a choisi des parame`tres diffe´rents de ceux
de la premie`re illustration pour la plante, d’ou` les diffe´rences.
– Une variabilite´ sur γ re´sulte en l’apparition d’une le´ge`re variabilite´ de S lorsque
les plantes sont en re´gime permanent. Elle augmente aussi fortement en fin de
simulation lorsque certaines plantes commencent a` mourir. Dans les deux cas,
c’est la mort brutale des feuilles qui explique la variabilite´.
– Lorsque ν varie, la variabilite´ de S augmente progressivement durant la phase
de croissance, et plafonne lorsque les plantes sont en re´gime permanent. Ici c’est
la compe´tition pour l’eau qui est la cause.
– Enfin lorsque τ0 varie, cela induit une forte variabilite´ de S en de´but et fin de
croissance. Cet effet masque presque entie`rement les deux autres...
Il va de soi que des variations encore plus importantes peuvent eˆtre obtenues en
augmentant radicalement le de´calage de τ0. On obtient ainsi des comportements assez
complexes suivant les hasards de la re´partition, comme repre´sente´ figure 6.10, ou` la
date de de´part peut varier sur une dure´e double de celle de la dure´e de vie de la
plante. On peut noter l’apparition de zones ou` la surface foliaire moyenne est e´leve´e,
se´pare´e par des zones basses. Il est inte´ressant de constater que pour une meˆme surface







































































































































Fig. 6.9 : Impact de diffe´rents parame`tres sur la variabilite´. Les zones bleues mate´rialisent
les pe´riodes d’irrigation, la courbe rouge repre´sente le nombre de plantes actives,
la courbe vert fonce´ repre´sente la surface foliaire moyenne des plantes actives et
la courbe vert clair l’e´cart-type de la surface foliaire. De haut en bas, on trouve le
cas ou` toutes les plantes sont identiques, le cas ou` le phyllochrone γ varie, le cas










































































Fig. 6.10 : Simulation sur un peuplement avec de fortes variations de la date de leve´e. La
variabilite´ de la surface foliaire devient tre`s forte, mais suivant les phases sa
corre´lation apparente avec la surface moyenne peut changer. Les deux graphes
montrent le meˆme syste`me e´voluant avec des contraintes diffe´rentes sur le pas de
temps. Le graphe du haut a un pas de temps contraint a` 0.25, alors que le graphe
du bas montre l’e´volution du syste`me sans contraintes. Sur cet exemple, retirer
la contrainte s’ave`re tre`s be´ne´fique en terme de temps de calcul (on aboutit a` une
division par plus de 2), avec une e´volution relativement pre´cise. C’est surtout
la phase initiale explosive de croissance qui est mal simule´e sans contraintes,
peut-eˆtre a` cause de l’inte´gration par la me´thode d’Euler.
Sur cette meˆme simulation, on a fait des expe´riences sur la gestion du pas de
temps. Le graphe du haut est re´alise´ avec un pas minimum impose´ de 0.25 unite´ de
temps, et la simulation prend environ 36 secondes. Le graphe du bas est re´alise´ sans
aucune imposition du pas de temps, c’est-a`-dire que ce sont les Mode`les eux-meˆmes qui
le fixent automatiquement. Malgre´ quelques le´ge`res diffe´rences, on peut constater la
similitude satisfaisante entre les deux cas. Surtout, la seconde simulation est effectue´e
en 15 secondes seulement... Cela est rassurant sur la robustesse de l’architecture, et




































7. CONCLUSION ET PERSPECTIVES
7.1 Principaux apports
Une des questions souleve´es par la proble´matique de la the`se portait sur les possi-
bilite´s d’utiliser le mode`le GreenLab tel quel dans des simulations en environnement
he´te´roge`ne a` l’e´chelle du paysage. A` l’issue de la the`se, la re´ponse a` cette question a
e´te´ apporte´e : il est souhaitable d’e´tudier une version continue du mode`le GreenLab
si l’on de´sire le coupler a` d’autres mode`les, a` quelque e´chelle que ce soit. Les premiers
de´veloppements du mode`le GreenLab continu sont suˆrement un des apports les plus
prometteurs de la the`se, et justifient pleinement l’e´tude au niveau du paysage qui a
e´te´ faite. Les conse´quences nouvelles de´coulant de cette expression du mode`le n’ont
pas encore e´te´ pleinement explore´es et pourraient apporter des be´ne´fices inde´pen-
damment des possibilite´s nouvelles de couplage qu’elle offre. L’article [Li et al.(2009)]
contient une premie`re analyse de ce potentiel. Dans un domaine plus technique, la
nouvelle imple´mentation de GreenLab a aussi permis de de´gager des perspectives en
terme de visualisation et de communication entre les divers simulateurs de plantes
[Jaeger et al.(2010)].
L’architecture de simulation et le formalisme associe´ sont aussi une avance´e si-
gnificative, qui a fait l’objet d’une publication [Le Chevalier et al.(2009)]. Ils peuvent
eˆtre utilise´s pour de nouvelles applications, et pas seulement au niveau du paysage.
Leur devenir futur tient en grande partie aux forces de de´veloppement qui y seront
consacre´es, car, comme de´crit dans la section suivante, des raisons techniques font que
l’utilisation pratique en est encore un peu fastidieuse. Il faudrait aussi faire des efforts
en quelque sorte pe´dagogiques, apprendre a` de´tecter les cas pratiques ou` l’utilisation
d’un tel formalisme permet de gagner en temps ou en fiabilite´, et la proposer aux
de´veloppeurs concerne´s.
Comme nous l’avons dit, dans le domaine de la compe´tition pour les ressources, la
de´marche propose´e semble ge´ne´rique et s’adapterait suˆrement a` des descriptions plus
complexes de la compe´tition. C’est cette de´marche qui constitue l’apport re´el dans ce
domaine, plus que les de´tails de formulation qui devront eˆtre adapte´s a` de nouveaux
cas. Cependant la description donne´e paraˆıt eˆtre le minimum capable de ge´rer des
ressources pouvant saturer ou s’e´puiser, et donc constitue une base fondamentale pour
des de´veloppements futurs.
Enfin, les prototypes de « paysages fonctionnels » ont e´te´ valorise´s tant a` travers
des articles [Le Chevalier et al.(2007a), Le Chevalier et al.(2007b)], se´minaires et de´-
monstrations publiques, qu’a` travers les progre`s en mode´lisation mentionne´s ci-dessus.


















106 7. Conclusion et perspectives
nuer en un de´veloppement inde´pendant. Ces prototypes ont permis de de´tecter une
ve´ritable demande pour ce genre de technologie, et indiquent des voies futures de
de´veloppement.
Cette the`se a aussi apporte´ une bien meilleure compre´hension des proble´matiques,
et en particulier des connaissances plus profondes en ce qui concerne les travaux exis-
tants en matie`re de simulation. Il est certain que beaucoup des choix que nous avons
faits, surtout au commencement, se sont re´ve´le´s peu pertinents faute d’avoir eu a`
l’e´poque le recul ne´cessaire. Nous avons en particulier e´prouve´ les limites de l’ap-
proche bottom-up que nous avions choisi [Le Chevalier et Jaeger(2010)].
7.2 De´veloppements possibles
Cette section de´crit les diffe´rents travaux qu’il serait possible d’engager en se basant
sur les re´alisations de cette the`se.
7.2.1 Vers une nouvelle imple´mentation du « paysage
fonctionnel »
Le temps a manque´ pour re´aliser une nouvelle imple´mentation qui aurait succe´de´
aux prototypes, utilisant les nouveaux de´veloppements et formalismes. Cela dit, les ap-
plications restreintes que nous avons de´crites permettent d’envisager cette re´alisation
avec une certaine se´re´nite´. Nous allons de´crire ici le mode d’emploi qui permettrait de
mettre en place un nouveau « paysage fonctionnel »...
Structuration des conteneurs et processus
Commenc¸ons par mettre en place les Conteneurs, puisqu’il sont la base de notre
repre´sentation de la structure du paysage. Je pense les se´parer en trois familles :
– le sol : pourvu d’une spatialisation sous la forme d’une grille 3D, repre´sente l’eau
contenue dans le sol
– l’eau de surface : spatialise´ en 2D, ce Conteneur repre´senterait la hauteur d’eau
« libre » en surface a` chaque point du paysage. Il imple´mente une fonction trans
spe´ciale qui simule le ruissellement en re´-e´quilibrant les niveaux de ressource
suivant l’altitude du terrain, et dispose donc d’un Conteneur symbolisant l’eau
sortie par ruissellement du terrain
– l’atmosphe`re : un Conteneur simple (on pourrait parler de spatialisation 0D) qui
permet de fermer le cycle de l’eau
L’ide´e est que la somme des contenus de ces trois familles donne toujours la meˆme
valeur, ce qui permet de s’assurer du bon fonctionnement du paysage et de la conser-
vation de la ressource en eau. Autrement dit l’eau est transfe´re´e d’un Conteneur a`
l’autre mais ne peut jamais sortir du syste`me.


















7.2. De´veloppements possibles 107
– pre´cipitations : ce processus prend de l’eau a` un accesseur 0D et la verse a` un ac-
cesseur 2D, suivant la valeur des pre´cipitations spe´cifie´e en entre´e du programme
– infiltration : ce processus prend de l’eau a` un accesseur 2D et l’infiltre dans un
autre accesseur 2D, en fonction du contenu en eau dans ce dernier
– advection-diffusion : ce processus re´alise une simulation de l’e´quation de Richards
sur un accesseur 3D
– croissance : ce processus prend de l’eau dans un accesseur 2D et la transpire
dans un accesseur 0D, en fonction des re´sultats de simulations de croissance
dans chaque cellule re´alise´es par le GreenLab continu
Ces processus sont bien suˆr relie´s aux conteneurs approprie´ par des Re´partisseurs
approprie´s. On a ainsi les liens suivants :
– atmosphe`re → entre´e des pre´cipitations
– eau de surface → sortie des pre´cipitations
– eau de surface → entre´e de l’infiltration
– sol→ sortie de l’infiltration (avec un Re´partisseur spe´cifique qui ne cible qu’une
couche superficielle du sol)
– sol → entre´e et sortie de l’advection-diffusion
– sol→ entre´e de la croissance (avec un Re´partisseur spe´cifique qui ne cible qu’une
couche superficielle du sol)
– atmosphe`re → sortie de la croissance
Cette structuration permet de repre´senter la compe´tition entre les processus au ni-
veau de la couche superficielle du sol, tout en conservant l’hypothe`se d’un ruissellement
instantane´. C’est cette hypothe`se qui force a` l’inclure comme un phe´nome`ne transi-
toire directement au niveau du Conteneur, plutoˆt que comme un processus comme les
autres. Plusieurs modes de de´clenchement du ruissellement sont envisageables, sur le
niveau de l’eau ou sur un intervalle de temps re´gulier.
Bien suˆr le seul moyen d’eˆtre certain que cette fac¸on de mode´liser fonctionne est
de se lancer dans l’imple´mentation puis dans les tests...
Au dela` du cycle de l’eau
Nous n’avons pas encore explore´ le potentiel d’approches meˆlant plusieurs res-
sources distinctes et des processus agissant simultane´ment sur elles. Cependant cela
semble ne´cessaire, ne serait-ce que pour des applications sur le stockage du carbone
par exemple. Un autre cas inte´ressant serait de coupler le cycle de l’eau a` un cycle
des nutriments, graˆce auquel les organes et les plantes mortes pourraient eˆtre recycle´s
et assimile´s d’abord par la faune, puis par les plantes vivantes. Ce couplage entre
deux ressources limitantes serait dynamiquement tre`s riche, mais ne´cessite bien suˆr


















108 7. Conclusion et perspectives
7.2.2 Formalisme et architecture de simulation
Formalisme
Une des graves faiblesses du formalisme de´crit est son orientation implicite vers une
me´thode d’Euler pour simuler les e´quations diffe´rentielles. Il n’y a pas de formalisation
suffisante de l’e´tat d’un mode`le et de sa variation, qui permettrait aise´ment d’utiliser
des me´thodes de re´solution d’ordre supe´rieur. Comme pour DEVS, il est possible de
se servir d’une autre me´thode d’inte´gration au sein d’un Mode`le donne´. Par exemple,
on pourrait re´imple´menter un Mode`le pour la croissance des plantes utilisant une
me´thode « midpoint ». Malheureusement, le couplage des mode`les ne permettrait pas
de coupler deux Mode`les re´solus par une me´thode midpoint et d’obtenir un syste`me
re´solu par une me´thode midpoint. Ceci est duˆ aux hypothe`ses faites par le Manager,
en particulier l’absence de possibilite´s d’aller-retour dans le temps puisque les Mode`les
n’ont pas d’interface permettant cette fonctionnalite´.
Un nouveau formalisme fonde´ sur une description des e´quations diffe´rentielles
mixtes comme celles de´crites au 5.5.1 devrait eˆtre explore´. Il s’adapterait parfaite-
ment aux Mode`les de´ja` de´crits, et offrirait une puissance nume´rique bien supe´rieure
qui permettrait de conside´rer plus sereinement les proble`mes de validation pour nos
simulations. En l’e´tat actuel des choses, la simulation est aise´e mais probablement
impre´cise, comme cela a e´te´ de´crit dans le chapitre 5, et les parame`tres seraient donc
difficiles a` ajuster pre´cise´ment. Ce proble`me de pre´cision de la simulation ajoute de la
difficulte´ a` une taˆche de´ja` ardue, et le re´soudre ou du moins l’alle´ger est a` mon avis
indispensable.
Dans le meˆme ordre d’ide´e, il serait bon d’inclure des informations permettant
d’e´valuer la validite´ d’une simulation dans une telle architecture. En particulier, les
Mode`les devraient pouvoir spe´cifier des gammes de validite´ pour leurs entre´es et leurs
sorties, tant en terme de valeurs qu’en terme d’e´chelle. On devrait ainsi pouvoir de´tec-
ter l’appel d’un mode`le valide´ a` grande e´chelle sur un signal e´voluant a` petite e´chelle,
par exemple. Ceci permettrait de concentrer les efforts de mode´lisation sur les cas a`
proble`mes...
Si cette information de validation est mise a` disposition des Mode`les eux-meˆmes,
on peut imaginer de re´aliser des Mode`les adaptatifs, qui re´agissent par exemple a`
l’e´chelle des donne´es entrantes et qui choisissent l’un ou l’autre mode de calcul. On
tendrait ainsi vers des possibilite´s de mode´lisation multi-e´chelle renforce´es, entre autres
be´ne´fices.
Inge´nierie logicielle
La bibliothe`que de classes pour la simulation est utilisable en l’e´tat mais quelques-
unes des e´tapes sont fastidieuses. D’abord, les me´thodes des Mode`les doivent souvent
appeler des me´thodes des Getters et des Setters pour pouvoir les manipuler. Cela
impose un peu de code assez re´pe´titif a` e´crire. Il devrait eˆtre facile, a` partir de la


















7.2. De´veloppements possibles 109
pour les fichiers de code qui contiendrait de´ja` toutes ces lignes « triviales ».
Au niveau du Manager, on a le meˆme genre de proble`me. Le langage C++ n’est
pas le mieux adapte´ pour de´crire le graphe des Mode`les et des Caches, et il est ne´-
cessaire de re´diger beaucoup de code re´pe´titif pour e´tablir ce graphe, de´crire l’e´tat du
syste`me et lier les Caches aux donne´es. Ceci pourrait eˆtre grandement simplifie´ par
des programmes lisant une description plus synthe´tique du graphe ainsi que des en-
tre´es, sorties et e´tats des Mode`les, et produisant directement le fichier de code associe´
au Manager. A` plus long terme, on pourrait e´ventuellement imaginer des interfaces
graphiques pour faciliter encore tous ces processus. Au final, on obtiendrait ainsi une
plate-forme de ge´ne´ration de code pour les syste`mes complexes.
Le code actuel est tre`s monolithique, il impose que tous les Mode`les soient code´s
en C++ ou au moins aient une interface en C++, et compile tout le syste`me en un
seul exe´cutable. Il serait souhaitable de re´fle´chir a` orienter davantage le code vers une
architecture plug-in, et peut-eˆtre de reconside´rer le langage de de´veloppement. Les
calculs effectue´s par le Manager sont tre`s le´gers, et ne ne´cessitent pas vraiment la
rapidite´ rendue possible par le C++. Un langage comme Python pourrait se re´ve´ler
plus approprie´ pour la taˆche et rendre la communication avec d’autres langages plus
aise´e.
Enfin, il faudrait explorer plus avant les possibilite´s de calcul paralle`le offertes
par l’architecture et le formalisme. On a montre´ au 6.2.4 un exemple de paralle´lisme
a` l’inte´rieur meˆme des Mode`les, mais la paralle´lisation de l’appel des Mode`les reste
a` e´tudier. On pourrait meˆme e´ventuellement envisager de distribuer le calcul des
Mode`les sur des machines diffe´rentes, graˆce par exemple a` MPI, et de conserver un
paralle´lisme interne a` chaque Mode`le graˆce a` OpenMP. Bien entendu, il faut que la
lourdeur des calculs justifie l’effort de de´veloppement, mais des cas au niveau paysage
avec des mode`les plus complexes peuvent peut-eˆtre le ne´cessiter.
7.2.3 GreenLab continu
Bien suˆr il manque encore de nombreuses capacite´s a` l’imple´mentation actuelle
du GreenLab continu, mais la plupart sont des de´tails qui permettent un fonction-
nement plus souple et plus fide`le a` la re´alite´. En revanche il reste plusieurs axes de
de´veloppement majeurs touchant au cœur du mode`le.
Calibration
La premie`re chose a` faire concernant le GreenLab continu est l’e´tude de sa cali-
bration. Je ne pense pas que la taˆche sera particulie`rement difficile, en tout cas pas
plus que ne l’est celle de la calibration d’un mode`le GreenLab 1. Le mode`le est tout
aussi souple et avec un nombre de parame`tres e´quivalent, donc devrait se re´ve´ler au
moins aussi performant en terme de calibration. Bien entendu, d’autres e´tudes encore
en cours sur les mode`les discrets devront aussi eˆtre entame´es sur le mode`le continu,


















110 7. Conclusion et perspectives
Sur le plan de la calibration, le mode`le GreenLab continu offre des possibilite´s
nouvelles en terme d’utilisation des mesures. Par exemple, le mode`le est capable de
prendre en compte et permet d’essayer de reproduire des mesures re´alise´es a` des dates
diffe´rentes pendant le meˆme cycle de de´veloppement, ce dont les mode`les discrets
sont a priori incapables. Le mode`le permet aussi de tenir compte du temps exact
de mesure au sein du cycle, et la simulation peut s’ajuster pour fournir une valeur
a` cette date pre´cise. Jusqu’ici ce souci e´tait secondaire, car les mesures re´alise´es sur
les plantes e´taient destructives et ne permettaient donc qu’une mesure de l’e´tat final.
Mais de nouvelles techniques peuvent a` pre´sent donner certains de´tails par mesures
non destructives, et il est bon d’avoir un mode`le capable de les traiter.
Fonctionnement
Sur le plan du fonctionnement meˆme du mode`le, il y aura probablement beaucoup
d’e´volutions au fur et a` mesure de la progression des e´tudes et de l’acquisition de
nouvelles donne´es. On peut cependant eˆtre a` peu pre`s certain que des changements
majeurs devront toucher au moins les trois points suivants.
Processus d’organogene`se La mode´lisation du de´veloppement est pour l’instant
insuffisament souple dans le GreenLab continu. Le choix de la similitude avec GL1
impose que tous les organes soient ge´ne´re´s aux frontie`res entre les cycles. Mais les
arbres, par exemple, peuvent avoir un processus plus complexe d’organogene`se, avec
des pauses et des reprises. Le mode`le GreenLab 5 actuellement en de´veloppement est
pre´vu pour inte´grer ces phe´nome`nes, et il serait tre`s pertinent de reprendre l’orga-
noge´ne`se telle que mode´lise´e dans cette version discre`te et d’en doter le GreenLab
continu.
Re´troaction structure-fonction Le mode`le GreenLab 3 et sa re´troaction entre le
fonctionnement et le de´veloppement de la plante a e´te´ brie`vement de´crit dans le pre-
mier chapitre. Compte-tenu de la puissance de cette mode´lisation, il paraˆıt indispen-
sable de l’adapter au cas continu d’une manie`re ou d’une autre. Ceci impose d’e´tudier
la caracte´risation de la compe´tition trophique dans le cas du mode`le continu. Il me
semble certain que cet indicateur devrait eˆtre une grandeur inte´gre´e et pas instanta-
ne´e, diffe´renciation qui n’a pas vraiment de sens dans le cas discret. Cela permet de
lisser les effets de variations brutales de l’environnement ou de variations fortes de la
demande pendant un cycle. J’avais envisage´ une mode´lisation fonde´e sur la masse des
bourgeons, leur donnant un comportement diffe´rent au moment de l’e´closion suivant
la biomasse qu’ils contiennent, mais je n’ai jamais imple´mente´ ni teste´ cette variante.
Nouveaux puits L’expression du puits des compartiments d’un me´tame`re donne´e au
5.3.2 est commune dans les versions existantes du mode`le GreenLab. Cependant, elle
soule`ve plusieurs questions. Tout d’abord, le temps d’expansion est difficile a` mesurer
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soule`ve des questions quand au mode de normalisation de la courbe, par le maximum
(comme nous l’avons fait ici), par la valeur de l’inte´grale... Enfin, le recours a` des
courbes empiriques devrait eˆtre le moins fre´quent possible.
Sur la base de ces constatations, un certain nombre de partenaires du projet Green-
Lab ont commence´ a` de´velopper un nouveau mode de calcul de la force de puits, base´
davantage sur des arguments biologiques. Pour sche´matiser, il fait de´pendre la force
de puits de la masse de l’organe. Il pourrait eˆtre pertinent d’inclure ce nouveau mode
de calcul dans le GreenLab continu car il introduit encore plus de couplage entre
l’allocation et la production passe´e, donc aboutit a` une e´quation diffe´rentielle aux
comportements encore plus riches, pour laquelle les modes de re´solution d’ordre supe´-
rieur sont d’autant plus inte´ressants.
Visualisation
Le mode`le continu n’a pas encore e´te´ pleinement exploite´ en ce qui concerne la
visualisation. La possibilite´ d’obtenir des animations continues sans a`-coups (ou en
tout cas pas davantage que ne le montrerait la vraie plante) a un re´el potentiel pour
la communication. Comme le fonctionnement est de´taille´ en-dessous du cycle, il est
possible de mode´liser les variations saisonnie`res des arbres, et un peu de travail en
visualisation (sur la couleur des feuilles par exemple) permettrait de gagner en re´alisme
de repre´sentation.
Le module de visualisation actuel avec POV-Ray est tre`s limite´ et ne peut pas
traiter rapidement des arbres complexes. Mais d’autres visualiseurs sont actuellement
de´veloppe´s, et il suffirait qu’ils soient capables de ge´rer le temps calendaire continu et
de lire un format commun de repre´sentation des re´sultats de simulation pour qu’ils
puissent tirer pleinement parti du mode`le continu.
On voit donc que les perspectives ouvertes par la the`se sont tre`s vastes et couvrent
de nombreux domaines. Ceci doit eˆtre vu comme un signe de succe`s du travail explora-
toire inhe´rent au sujet et au contexte. Les de´veloppements concrets re´alise´s e´tablissent
une base solide sur laquelle on peut construire et offrent des possiblite´s nouvelles qui









































































La programmation litte´raire, en anglais literate programming, est une technique
introduite [Knuth(1984)] par Donald E. Knuth (entre autres concepteur du logiciel
TEX) visant a` ame´liorer la qualite´ de la documentation des programmes informatiques.
A` la base de cette ide´e, se trouve la constatation qu’un programme informatique
n’est pas vu et compris de la meˆme fac¸on par un ordinateur et par un eˆtre humain.
Ainsi, pour expliquer les actions exe´cute´es, on peut vouloir aller rapidement a` l’essen-
tiel, ou souligner d’abord la structure avant d’entrer dans les de´tails. Un compilateur
ou un interpre´teur, au contraire, ne cherche qu’a` exe´cuter les instructions dans l’ordre...
Du point de vue du programmeur, la programmation litte´raire est en fait un me´ta-
langage, associant un langage de documentation (typiquement LATEX ou HTML), et
un langage de programmation (C++, Java, Pascal...). Le programme et sa documen-
tation sont e´crits dans un fichier de format spe´cial, appele´ web, dans l’ordre naturel
d’explication des instructions. Un programme auxiliaire se charge ensuite de ge´ne´rer
d’une part un ou des fichiers de documentation, contenant le code et ses explications,
et d’autre part un ou des fichiers de code source compilables.
Cette me´thode pre´sente par rapport a` l’approche classique d’e´criture de commen-
taires dans le code plusieurs avantages. D’abord, on peut tirer parti des e´normes
possibilite´s des langages de documentation : mise en forme e´volue´e, insertion de fi-
gures, formules, re´fe´rences croise´es... Ensuite, la documentation est lue dans l’ordre
logique (du moins celui voulu par le re´dacteur...) et non dans celui du code source.
Nous allons voir ici un exemple simple de cette technique, qui met en œuvre les
principaux concepts.
A.1 Blocs et fragments
La premie`re notion essentielle est celle de bloc. Le code source est de´crit sous la
forme d’une arborescence de blocs logiques. Voici un exemple de de´finition d’un bloc,
nomme´, pour l’exemple, « un bloc » 1 :
〈un bloc〉 ≡ 1
ici le contenu du bloc
⋄1, 2, 4 ; 5
1 ne preˆtez pas attention pour le moment aux nombres qui apparaissent a` droite et apre`s le bloc,


















116 A. Programmation litte´raire
Afin de donner plus de souplesse a` la description, les blocs peuvent eˆtre de´crits en
plusieurs fragments se´pare´s. Une extension d’un bloc est repe´re´e par le signe + ≡ qui
remplace le simple ≡.
〈un bloc〉+ ≡ 2
la suite du bloc
⋄1, 2, 4 ; 5
Un bloc peut eˆtre re´fe´rence´ dans un fragment. Cela signifie que le texte du bloc
devra eˆtre inse´re´ a` l’endroit de cette re´fe´rence pour reconstituer le code source :
〈un autre bloc〉 ≡ 3
ceci est le texte
d’un autre bloc
⋄3, 7 ; 4
〈un bloc〉+ ≡ 4
inse´rons un autre bloc
· 〈un autre bloc 3〉
le bloc peut se poursuivre ensuite...
⋄1, 2, 4 ; 5
L’indentation sera respecte´e lors de la ge´ne´ration du code source, le contenu de
« un autre bloc » sera donc indente´ par rapport au contenu de « un bloc ».
Certains blocs particuliers de´finissent un fichier de sortie. Par exemple de´finissons
le fichier un.txt. Le nom est automatiquement mis en forme de manie`re particulie`re




la fin du fichier
⋄5 ; 6
Bien suˆr, les fichiers se comportent comme des blocs normaux, ce qui permet par




Parfois, le code source contient des passages longs et pas tre`s inte´ressants (entre´es-
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et e´viter des longueurs, on peut si besoin est abre´ger le code source dans un fragment.
Par exemple :
〈un autre bloc〉+ ≡ 7
Attention, passage long :
[. . . Abre´ge´ . . .]
⋄3, 7 ; 4
Le fichier de sortie sera normalement e´loquent...
A.2 Fichier ge´ne´re´
Voici au final le contenu du fichier un.txt :
⋄
une ligne
ici le contenu du bloc
la suite du bloc
inse´rons un autre bloc
ceci est le texte
d’un autre bloc
Attention , passage long :
_
___ ___ __| | ___
/ __/ _ \ / _‘ |/ _ \
| (_| (_) | (_| | __/
\___\___/ \__,_|\___|
_
| | ___ _ __ __ _
| |/ _ \| ’_ \ / _‘ |
| | (_) | | | | (_| |
|_|\___/|_| |_|\__, |
|___/
le bloc peut se poursuivre ensuite ...
la fin du fichier
⋄
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A.3 Re´fe´rences croise´es
Pour faciliter la navigation dans la description, un syste`me de re´fe´rence croise´es
est automatiquement ge´ne´re´.
A` droite de chaque de´finition de fragment, se trouve un nume´ro unique qui lui est
attribue´. En dessous de sa de´finition, se trouve une liste de re´fe´rences sous la forme
[no de fragment ]–[page de de´finition]. Les re´fe´rences en caracte`res droits indiquent les
fragments qui de´finissent le bloc. Celles en italique indiquent ceux qui font re´fe´rence
au bloc.
Quand un bloc est re´fe´rence´ dans le corps d’un fragment, la re´fe´rence qui suit le
nom du bloc est celle de son premier fragment.
Normalement, ce syste`me rend la navigation relativement aise´e... Un index, repre´-
sentant l’arborescence des fragments, peut aussi eˆtre ge´ne´re´. La forme des re´fe´rences
est la meˆme que pre´ce´demment :
”un.txt”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5 ; 6
un bloc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .1, 2, 4 ; 5


















B. PSEUDOCODE COMPLET DE LA
FONCTION DE SYNCHRONISATION
Voici le pseudocode e´tendu de la fonction cumul d’un manager de simulation tel




· tc ← min({timej(tp, Ij)}j , t1)
· nettoyer A et U
· pour tous les Mode`les dans M
· · OCj ← cumulj(tc, tp, Ij)
· · ajoute OCj a` U
· · si l’e´tat du Mode`le j a change´
· · · l’ajouter directement a` A
· · fin
· fin
· pour tous les Caches dans U
· · si le Cache n’est pas cohe´rent
· · · mettre a` jour le Cache
· · · ajouter les Mode`les affecte´s par le Cache a` A
· · fin
· fin
· tant que A n’est pas vide
· · nettoyer U
· · pour tous les Mode`les dans A
· · · OTj ← transj(Ij)
· · · ajouter OTj a` U
· · fin
· · nettoyer A
· · pour tous les Caches dans U
· · · si le Cache n’est pas cohe´rent
· · · · mettre a` jour le Cache
· · · · ajouter les Mode`les affecte´s par le Cache a` A
· · · fin
· · fin
· fin
· tp ← tc
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