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Cluster nonequilibrium relaxation in quantum phase transition in the
two-dimensional S = 1/2 dimerized antiferromagnetic Heisenberg model
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Recently the present authors showed that the stretched-exponential critical relaxation is widely
observed in classical spin systems in the nonequilibrium relaxation process of cluster algorithms.
In the present article we find that this behavior can be generalized to quantum phase transitions
analyzed with the continuous-time loop algorithm, where the cluster update is introduced a prior.
As an example, we consider the Ne´el-dimer quantum phase transition in the two-dimensional S =
1/2 columnar-dimerized antiferromagnetic Heisenberg model on a square lattice, and confirm the
stretched-exponential critical relaxation consistent with the three-dimensional classical Heisenberg
model in the Swendsen-Wang algorithm.
PACS numbers: 05.10.Ln,64.60.Ht,75.10.Jm
Introduction. In statistical-mechanical studies of clas-
sical spin systems, dynamical Monte Carlo (MC) simula-
tions have been widely utilized. Since the Boltzmann
weight for a MC flip can be determined locally, this
scheme has been quite useful in classical spin systems.
Although exponential convergence to equilibrium is gen-
erally expected in this scheme, situation changes in the
vicinity of the critical point, where relaxation behaviors
turn to be power-law ones and equilibration becomes dif-
ficult as the system size increases.
In order to overcome such difficulty known as the crit-
ical slowing down, some complemental approaches have
been proposed. One is the cluster algorithms such as the
Swendsen-Wang (SW) [1] and Wolff [2] algorithms, which
accelerate equilibration by introducing a global flip of
statistically-generated spin clusters. The other is the ex-
tended ensemble methods such as the multicanonical [3],
exchange MC [4] and Wang-Landau [5] methods, which
reconstruct rugged energy landscapes into flat ones and
evaluate equilibrium quantities by reweighting the Boltz-
mann weight. The alternative approach is the nonequi-
librium relaxation (NER) method [6], which stops simu-
lations much earlier than equilibrium and rather utilizes
the critical slowing down for the evaluation of critical
phenomena from early-time relaxation behaviors.
Recently the present authors numerically found [7] that
the early-time nonequilibrium critical relaxation in clus-
ter algorithms is described by the stretched-exponential
simulation-time dependence, not by the power-law one.
The cluster algorithm and NER can be fused with this re-
laxation formula, and this novel scheme can be applied to
the Ising models [7], vector spin models [8, 9], and models
with the BKT or first-order phase transitions [8]. Quite
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recently the present authors derived phenomenologically
this relaxation formula for the correlation length in the
Ising models in the SW algorithm [10]. Although the ba-
sic equation is based on the exact solution obtained in
the infinite-range Ising model in the SW algorithm, the
relaxation behavior in that case is the power-law one.
In quantum systems, the Boltzmann weights of MC
simulations cannot be determined locally unless diag-
onalizing the Hamiltonian matrix in principle, which
strictly reduces treatable system sizes. This difficulty was
overcome by introducing the Suzuki-Trotter decomposi-
tion [11, 12], in which an extra Trotter axis is introduced
and noncommutable exponential operators are approx-
imately divided into n Trotter layers, and the original
system is obtained in the n→∞ limit. A cluster-update
version of the quantum MC (QMC) method was pro-
posed in the XXZ model [13] and is known as the loop
algorithm. The n→∞ limit could be taken as a part of
formulation without numerical extrapolation using the
loop algorithm [14], which is known as the continuous-
time algorithm.
In the present article, we propose an NER analysis of
quantum phase transitions based on the continuous-time
loop algorithm. Although this algorithm is based on clus-
ter update, it is not trivial if the stretched-exponential
critical relaxation is observed in the present case char-
acterized by one-dimensional spin clusters, which is dif-
ferent from bulky ones observed in the SW or Wolff al-
gorithms. Previous attempts to apply the NER anal-
ysis to QMC simulations were based on the world-line
local-update algorithm with finite Trotter numbers [15]
or on the continuous-time scheme only along the Trotter
axis [16], both of which were characterized by the power-
low critical relaxation, because NER analysis for “too
fast” cluster update was not established at that time.
Model and method. In the present article we investi-
gate the two-dimensional S = 1/2 columnar-dimerized
2antiferromagnetic Heisenberg model on a square lattice,
H =
∑
〈ij〉∈n.n.
Jij ~Si · ~Sj , S = 1/2, (1)
Jij =
{
(1 + δ)J on dimerized bonds (δ ≥ 0),
J elsewhere,
(2)
with the nearest-neighbor interaction and the columnar
dimer pattern shown in Fig. 1. For δ = 0 (the uniform
case), this model has the Ne´el order in the ground state.
For large enough δ, singlet pairs on the dimerized bonds
wipe out the Ne´el order. There exists a critical point δc
between the two cases, and this quantum phase transition
is of conventional second order, because the dimerization
does not accompany spontaneous symmetry breaking.
This is the simplest isotropic quantum spin model with
quantum phase transition without frustration, and has
been intensively studied with the QMC method [17–19].
The universality class of it has been considered to be
the same as that of the three-dimensional (3D) classical
Heisenberg model. Here we analyze the early-time re-
laxation behavior of this model with the loop algorithm.
In the NER analysis, choice of the initial state is cru-
cial. In our previous study on the 3D classical Heisenberg
model [9], we found that the ordering process from the
perfectly-disordered state gives much smaller deviation
from the stretched-exponential critical relaxation than
the decaying process from the perfectly-ordered state.
In classical spin systems, the perfectly-disordered state
can be one of the states for T → ∞. However, when
NER calculations are started from such states in quan-
tum phase transitions, they quickly converge to a classi-
cal ordered state corresponding to the basis used in the
MC algorithms, and then converge to equilibrium at the
quantum critical point. In the present study, we utilize
the continuous-time loop algorithm formulated with the
Ising basis, and measure physical quantities based on the
classical Ne´el order. Then, we start from the isolated
dimer state, in which only singlet pairs are on the dimer-
ized bonds and such a state is the ground in the δ →∞
limit. Since the parameter δ plays a role of tempera-
ture in this quantum phase transition, this process cor-
responds to the NER from a perfectly-disordered state.
FIG. 1. Schemetic figure of the columnar dimer pattern.
Broad red lines stand for the dimerized bonds.
In the present study, we analyze the absolute value of
the Ne´el order,
mN ≡
1
N
∑
i
(−1)iSzi , (3)
with abbreviations i ≡ t(ix, iy) and (−1)
i ≡ (−1)ix+iy ,
and the random-number-sequence (RNS) average 〈· · · 〉.
The isolated dimer state is constructed in the Ising basis
as follows:
1. Consider the system with Jij = (1+ δ)J on dimer-
ized bonds and Jij = 0 elsewhere.
2. Assign the basis ↑↓ or ↓↑ on each dimerized bond so
that the Ne´el order vanishes at the initial Trotter
layer, on which physical quantities are measured.
3. Insert gates along the Trotter direction [20] on each
dimerized bond with the probability corresponding
to Jij . The number of gates should be even on
each dimerized bond in order to satisfy the periodic
boundary condition along the Trotter direction.
4. Flip the basis ↑↓ to ↓↑ and vice versa at each gate.
When the steps 3 and 4 are skipped, we have the
classical perfectly-disordered state.
When the stretched-exponential critical relaxation
holds, early-time behavior of the absolute value of the
Ne´el order at the quantum critical point δc is given by
〈|mN(t, L)|〉 ∼ L
−d/2 exp (+cmt
σ) , (4)
with the spatial dimension d = 2 (this size dependence
originates from the normalized random-walk growth of
spin clusters, and here we do not take the summation
along the Trotter direction), quantity-dependent coeffi-
cient cm and relaxation exponent σ (0 < σ < 1) common
in all the physical quantities. Combining this formula
with the equilibrium finite-size scaling relation, namely
〈|mN(t = ∞, L)|〉 ∼ L
−β/ν, we arrive at the following
nonequilibrium-to-equilibrium scaling relation,
〈|mN(t, L)|〉L
β/ν ∼ fm(cmt
σ − logLd/2−β/ν), (5)
with a scaling function fm [7, 9].
Numerical results. We analyze the absolute value of
the Ne´el order of the model (1) and evaluate the quantum
critical point δc, critical exponent β/ν and relaxation ex-
ponent σ. As an example, this quantity multiplied with
Ld/2 at δ = 0.90947 is plotted versus simulation time in
Fig. 2 for L = 56 (2.56× 106 random number sequences
(RNS) are averaged), 80 (2.56×106 RNS), 112 (1.28×106
RNS) and 160 (0.64 × 106 RNS), where the system size
along the Trotter axis is taken the same as those along
the real axes, namely β ≡ 1/(kBT ) = L. As expected,
onset value of this quantity is scaled well with Eq. (4).
The data in Fig. 2 are scaled with Eq. (5) in Fig. 3 with
β/ν = 0.514(1), σ = 0.502(8) and cm = 0.423(14). The
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FIG. 2. Simulation-time dependence of the absolute value of
the Ne´el order at δ = 0.90947 for L = β = 56 (green stars),
80 (pink triangles), 112 (blue squares) and 160 (red circles).
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FIG. 3. Nonequilibrium-to-equilibrium scaling plot of the
absolute value of the Ne´el order at δ = 0.90947 (circles) for
L = β = 56 (green symbols), 80 (pink symbols), 112 (blue
symbols) and 160 (red symbols) with β/ν = 0.514(1), σ =
0.502(8), cm = 0.423(14). The data at δ = 0.90951 (full
squares) and 0.90943 (full triangles) for the same sizes are also
scaled with β/ν = 0.515(1), σ = 0.501(8), cm = 0.427(16) and
β/ν = 0.513(1), σ = 0.504(7), cm = 0.421(13), respectively.
exponent β/ν is evaluated from the scaling behavior in
the vicinity of equilibrium, which little depends on the
values of σ and cm. Details of this evaluation will be
explained later together with the estimation of δc. The
values of σ and cm are evaluated so as to minimize the
mutual residue of the data with the estimate of β/ν. Here
we do not use the early-time behavior (4) for the fitting
as in Ref. [9], because validity of this formula in the very
early stage of relaxation cannot be fully justified [21].
In order to evaluate the quantum critical point δc, the
data in the vicinity of equilibrium for L = 56 (green
symbols), 80 (pink symbols), 112 (blue symbols) and
160 (red symbols) at δ = 0.90952 (open squares with
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FIG. 4. Nonequilibrium-to-equilibrium scaling plot of the ab-
solute value of the Ne´el order in the vicinity of equilibrium
at δ = 0.90952 (open squares with β/ν = 0.516), 0.90951
(full squares with β/ν = 0.515), 0.90947 (open circles with
β/ν = 0.514), 0.90943 (full triangles with β/ν = 0.513) and
0.90942 (open triangles with β/ν = 0.512) for L = β = 56
(green symbols), 80 (pink symbols), 112 (blue symbols) and
160 (red symbols) with σ = 0.502 and cm = 0.423 used in
Fig. 3 at δ = 0.90947.
β/ν = 0.516), 0.90951 (full squares with β/ν = 0.515),
0.90947 (open circles with β/ν = 0.514), 0.90943 (full
triangles with β/ν = 0.513) and 0.90942 (open triangles
with β/ν = 0.512) are plotted in Fig. 4 with σ = 0.502
and cm = 0.423 estimated at δ = 0.90947 in Fig. 3. The
data except for δ = 0.90947 are slightly shifted upwards
or downwards for clear visualization. Although the data
at δ = 0.90951 and 0.90943 are still scaled on a single
curve with β = 0.515(1), σ = 0.501(8), cm = 0.427(16)
and β = 0.513(1), σ = 0.504(7), cm = 0.421(13), re-
spectively (see Fig. 3; these data are shifted upwards or
downwards for clear visualization), such a behavior is not
observed at δ = 0.90952 and 0.90942, where the data for
L = 56 and 80 and those for L = 112 and 160 deviate in
opposite directions and all the data cannot be scaled on
a single curve anymore. In order to include all the results
listed above, our final estimates are given by
δc = 0.90947(5), (6)
β/ν = 0.514(2), σ = 0.502(9), cm = 0.426(17). (7)
These estimates are consistent with the previous ones for
the same model based on the equilibrium QMC simula-
tions [19], δc = 0.90947(3) and β/ν = 0.513(9), and with
ours for the 3D classical Heisenberg model based on the
cluster NER [9], β/ν = 0.515(5) and σ ≈ 1/2.
Summary and discussion. In the present article we
generalized the cluster nonequilibrium relaxation (NER)
scheme to quantum phase transitions. Since modern
quantum Monte Carlo algorithms such as the loop algo-
rithm are based on cluster updates, the present scheme is
indispensable for the NER analysis of quantum systems.
4As an example, we considered the Ne´el-dimer quan-
tum phase transition in the two-dimensional S = 1/2
columnar-dimerized antiferromagnetic Heisenberg model
on a square lattice. This model is the simplest isotropic
quantum spin system to exhibit a quantum phase transi-
tion with respect to the strength of dimerization δ, and
belongs to the universality class of the three-dimensional
(3D) classical Heisenberg model.
In the present study, numerical calculations were based
on the continuous-time loop algorithm with the Ising ba-
sis and started from the isolated dimer state. Although
we have numerically and theoretically clarified that phys-
ical quantities at the transition point show the stretched-
exponential relaxation behavior in the early-time relax-
ation in cluster algorithms in classical spin systems, this
behavior is not trivial in the present case, because one-
dimensional loop clusters are geometrically different from
the bulky ones in the Swendsen-Wang or Wolff algo-
rithms. Then, the critical point δc, critical exponent
β/ν and relaxation exponent σ were estimated from the
nonequilibrium-to-equilibrium scaling plot of the abso-
lute value of the Ne´el order as in our previous study on
the 3D classical Heisenberg model. The present estimates
δc = 0.90947(5), β/ν = 0.514(2) and σ = 0.502(9) are
comparable to previous studies. Consistency with the
3D classical Heisenberg model holds not only for β/ν
but also for σ. These results reveal that the cluster NER
scheme can be generalized to quantum phase transitions
on the basis of the continuous-time loop algorithm.
As shown in the present article, large numbers of
random-number sequences should be averaged for accu-
rate data in the NER analysis instead of long-time mea-
surements in the equilibrium Monte Carlo analysis, and
such averaging can be replaced by sample averaging in
random systems. This fact indicates that numerical ef-
forts in random systems may not be so different from
pure systems, which is the essential merit of the present
scheme. Studies along this direction is now in progress.
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