Maximum entropy spectral density estimation is a technique for reconstructing an unknown density function from some known measurements by maximizing a given measure of entropy of the estimate. Here we present a variety of new entropy measures which attempt to control derivative values of the densities. Our models apply among others to the inference problem based on the averaged Fisher information measure. The duality theory we develop resembles models used in convex optimal control problems. We present a variety of examples, including relaxed moment matching with Fisher information and best interpolation on a strip.
Introduction
We consider the problem setting of spectral density estimation, where we wish to reconstruct an unknown density function x(t) 0 from a set of known measurements Here the b i might be known Fourier coe cients or Hausdor moments of x(t). Such problems occur in various applications such as time series analysis, problems of image reconstruction, speech processing, or in crystallography. See E.T. Jaynes 20] , J. Skilling 34], G.J. Erickson, C.R. Smith 35] , or J. Navaza 24] for background information. In analogy with the Maximum Entropy Principle we give preference to a solution x(t) of (1.1) which maximizes a given measure of entropy, H(x), or equivalently, minimizes the corresponding information measure, I(x) = ?H(x), usually an integral of the form I (x) = Z T (x(t)) dt: (1.2) Here : R ! R f+1g is a proper lower semi-continuous convex function. The entropy/information measures most frequently encountered in practice are the Boltzmann-Shannon and the Burg entropy/information measures, de ned respectively by (x) = x log x ; x 0 +1 ; x < 0 ; (x) = ? log x ; x > 0 +1 ; x 0 : (1.3) We refer the reader 2, 3, 4, 10, 35, 22, 34] for a presentation of the corresponding mathematical models.
The purpose of our present investigation is to discuss extended entropy/information models, which include entropies like (1.3), and at the same time allow for objectives that attempt to control derivative values of the densities x(t). In particular, our aim was to include the averaged Fisher information measure, which is related to the Fisher information known in the realm of statistical decision making. This requires models of the form I (x) = Z T (x(t); x 0 (t)) dt; (1.4) where : R 2 ! R f+1g is now proper lower semi-continuous and convex on R 2 . For instance, the averaged Fisher information I F = I F is then de ned as The Fisher information has been introduced by R.A. Fisher 15] in the realm of Maximum Likelihood Estimation, while its multidimensional version has rst been considered by J.L. Doob 11] . We refer to the Appendix I for a brief outline of the origin of these information functions and their relation to what we call the averaged Fisher information. The idea of using the model (1.4), (1.5) for the inference type problems (1.1) has been proposed by R.N. Silver 36] .
The basic mathematical model we are discussing is the following:
minimize I (x) = Z T (x(t); x 0 (t)) dt (P) subject to x 2 A(T); (T) . Notice that from a modelling viewpoint, it seems not entirely logical that the inclusion of the derivative values of the densities extends only to the objective, and not to the constraints. However, our approach applies equally well to more general constraints, some of which are discussed among the examples in Section 5. Mainly for the sake of simplicity, we restrict our general outline to constraints of the form Ax = b.
Similar to the case of the information models (1.3), the key idea in analyzing problem (P) lies in applying convex programming duality theory. The details are presented in the principal Sections 3 and 4. It turns out that the duality we obtain resembles models occurring in optimal control and variational problems such as discussed for instance by R.T. Rockafellar 30, 31, 32] , or W.W. Hager and S.K. Mitter 17] , and we therefore make our arguments as general as possible in order to indicate how to include these situations.
The principal aim of our presentation is to obtain explicit dual models for the spectral density estimation problem (1.1) which in particular allow for an easy numerical treatment. It should be emphasised that despite the di erent nature of the constraint structure and the fact that our objectives (1.4) are autonomous, the principal di erence with more standard optimal control problems lies in the fact that the integral functionals I typically take on nite values only on very small subsets of the underlying space A(T). As we shall see, this has the e ect that some of the standard techniques and results from optimal control theory do not apply directly in our situation.
As will be seen, duality eventually provides the clue to translating problem (P) into a numerically tractable formulation (see Section 4) . The presentation of numerical results for the case of the Fisher information will be presented in 6].
Notation
Throughout the paper we will use the following notations. The interval T will be xed as 0; 1].
We denote the space of absolutely continuous functions having derivatives in L p (T) by A p (T), that is, A p (T) = fx 2 L 1 (T) : x 0 2 L p (T)g, and with A(T) = A 1 (T). The function (x; v) will always be proper lower semi-continuous and convex, : R 2 ! R f+1g. In order to avoid pathological cases, we assume that dom ( ) has nonempty interior. In particular, is then a normal convex integrand in the sense of 28]. We de ne the integral functional I ( ) on the space A(T) by
where dt refers to Lebesgue measure. Similarly, on separating the variables x and x 0 , we obtain the integral functional J (x; y) de ned by
It follows from the results in 28, I, x2] that J ( ; ) is a proper lower semi-continuous convex integral functional on the space L 1 (T) L 1 (T). As J (x; x 0 ) = I (x) for the x 2 A(T), it is now routine to check that I is proper lower-semi continuous and convex on the space A(T).
Existence and Convergence
In this section we rst consider the problem of existence and uniqueness of solutions and a Lagrangian duality theory for problem (P), formulated as follows: 
; a i 2 L 1 (T). Here I (x) = +1 outside the set dom I (x) = fx 2 A(T) : (x( ); x 0 ( )) 2 L 1 (T)g: We assume throughout that problem (P) is feasible, that is, that there exists x 0 2 dom I tting the data Ax 0 = b. In the standard cases where the a i represent either algebraic or trigonometric moments, a method for testing feasibility of the data has been presented in 2]. The value of (P) is then de ned as V (P) = inffI (x) : Ax = bg 2 R f?1g.
In the case of the Fisher-information function we have the following result. Theorem 2.1 Consider the problem (P) for the Fisher information I F ( ). Suppose 1 is in the linear hull of a 1 ; : : : ; a N , i.e., 1 2 lin fa 1 ; : : : ; a N g. Then (P) has a unique optimal solution x 2 A 2 (T). Proof. Instead of solving problem (P) directly, we consider the transformation x = y 2 ; x 0 = 2yy 0 , which turns (P) into the equivalent and more standard nonconvex problem minimize ky 0 k 2 2 = Z T y 0 (t) 2 dt (P) subject to y 2 A 2 (T); Ay 2 = b: Observe here that x 2 dom I F , i.e., x 02 =x 2 L 1 (T) if and only if y 0 2 L 2 (T), or rather, if y 2 A 2 (T), and that the transformation makes sense since x 0 (t) = 0 for almost all t in the set ft 2 T : x(t) = 0g: Therefore, an optimal solution y for (P) gives rise to an optimal solution x = y 2 for (P).
The existence of a solution for (P) follows from standard techniques of variational calculus, once it becomes clear that any minimizing sequence fy m g must be bounded. 1 meas(T) 1=2 < +1: So y m (0) must be bounded, and this provides the tool for proving the existence of an optimal solution. Since this is now a standard argument, we leave the details to the reader.
Returning to the original problem (P), we show that its solution is unique. Let x 1 ; x 2 be two optimal solutions of (P), then by convexity, 1 2 (x 1 + x 2 ) is again an optimal solution of (P so together with the fact that x 0 (t) = 0 almost everywhere on the set ft 2 T : x(t) = 0g, we get Remark. The present technique for proving the existence of a solution for the Fisher problem (P) does not apply to more general situations. Equally, the usual control type existence proofs do not work since they either require an objective (x; v) which is everywhere de ned, or at least need some form of directional Lipschitz behaviour of (x; v) or other types of regularity conditions which are typically violated for the type of functionals considered here; see 23], or 7, 8] for a state of the art discussion. Section 4 will present a method for proving existence for more general objectives. This proves x 0 N = 2y N y 0 N ! x 0 = 2y 1 y 0 1 in k k 2 . Notice here that y 1 is feasible for (P N ), hence ky 0 N k 2 ky 0 1 k 2 . Thus the entire sequence converges as claimed. On the other hand (ii), if V (P N ) ! +1, then no x 2 dom I F may satisfy all the moment conditions, for otherwise x would be feasible for all (P N ), giving V (P N ) I F (x) < 1. Remarks. 1) As we will see later on, much more can be said about the optimal solution x for the Fisher moment matching problem. For instance, x will turn out to be an analytic function if the a i are chosen as analytic, and x will be at least of class C 2 even when the a i are only assumed continuous. Here : R ! R f+1g is lower semi-continuous proper convex, its domain includes the half line 0; +1), and 0 + denotes its recession function (see 27]). The class (2.1) was considered in 3] in a di erent context, and it was referred to as the Csiszar -distances. The case of the Fisherinformation is recovered by choosing (t) = t 2 . In order to obtain results for the integrands (2.1) which extend Theorems 2.1 and 2.2., we need to impose the following assumptions on :
1. is strictly convex on its domain; 2. is coercive, that is (t)=jtj ! +1 as jtj ! +1.
Notice that condition (2) here simpli es the de nition of in (2.1) above, since we then have 0 + (v) = +1 for v 6 = 0, 0 + (0) = 0. As we will see in Section 4, Theorem 2.1 may be extended to the Csiszar class by means of the bidual approach.
In the second part of this Section, we address the duality of problem (P) when considered as an in nite dimensional convex optimization program. This requires introducing a Lagrangian formulation for (P 
The corresponding duality will be discussed in Section 3. Let us start by considering the rst Lagrangian L 1 (x; ). Since the associated duality resembles more standard techniques, we shall be very brief here, pointing out only the major di erence of our type of programs (P) with optimal control type situations.
Notice rst that the primal program (P) admits the equivalent formulation
We de ne the corresponding dual program as
It is clear that inf x sup L 1 (x; ) sup inf x L 1 (x; ), (weak duality) that is, V (P) V (P 1 ). We show that under the mild constraint quali cation hypothesis given below we get a strong duality result, which tells us that the values of (P) and (P 1 ) are the same, and moreover, that (P 1 ) admits an optimal solution:
Here Proof. The proof is standard, see for instance 1] or 25]. Indeed, let S be the linear subspace of R N generated by A(dom I ) ? b, and de ne a convex function f : S ! R f+1g by f( ) = inffI (x) : Ax ? b = g; 2 S: It follows that @f(0) 6 = ; since f is lower semi-continuous and domf is absorbing as a consequence of (CQ 1 ). Now ? 2 @f(0) gives the required Lagrange multiplier .
As (CQ 1 ) may not be easy to check directly, let us formulate the following condition, which is su cient to imply (CQ 1 ), as some standard arguments will show:
There existsx 2 C 1 (T) \ domI such that Ax = b and (x(t);x 0 (t)) 2 int(dom ) for every t in some interval ( ; ) T:
This condition may be weakened considerably in many concrete examples. For instance in the case of the averaged Fisher information we have the following: Example 2.1. Assume for simplicity that the a i form a pseudo-Haar system, which is to say that they are linearly independent on any set of positive measure, (cf. 2]). Now consider the Fisher information I F , or more generally any integrand (x; x 0 ) of the class (2.1). Then the following is su cient to imply the constraint quali cations (CQ 1 ):
There existsx 2 L 1 (T);x 0; a:e:;x 6 = 0; such that Ax = b:
Indeed, by 2], Theorem 2.9, (CQ F ) implies that there exists an x 2 L 1 (T); x " > 0 for some " > 0, satisfying Ax = b. Now consider a sequence fx n g of positive C 1 functions which converges to x in L 1 norm. So Ax n ! b (n ! 1). We may assume that x n "=2 > 0 on T. Due to the fact that A is open as an operator mapping C 1 (T) onto R N , there exists > 0 such that, given any j i j ; i = 1; : : : ; N, we nd v 2 C 1 (T) such that kvk 1 "=4 and Av = ( i ) N i=1 . Choose n so large that i = b i ? (Ax n ) i satis es j i j < "=8. Now let j i j < "=8 be xed. We nd v 2 C 1 such that Av = ( i ) ? ( i ). Then A(x n + v) = b ? ( i ) + Av = b + ( i ); proving the desired b+ ?"=8; "=8] A(dom I F ). Indeed, we have x n +v 2 C 1 ; x n +v "=8, hence x n +v 2 dom I F , (and x n + v 2 dom I for the integrands (2.1) correspondingly), and we use that i 2 ?"=8; "=8] was chosen arbitrarily.
Let us now consider the following consequences of the constraint quali cation in the case of the Fisher information, which we state explicitely due to its relevance to the second part 6] of this paper. Theorem 2.4 Let I F ( ) be the Fisher information (1.5). Suppose the constraint quali cation (CQ F ) is satis ed, and let be the dual optimal solution for (P 1 ). Suppose 1 2 lin fa 1 ; : : : ; a N g, and b 6 = 0, then:
(1) The unique optimal solution x for (P) is strictly positive on T = 0; 1]; (2) For x 2 A 2 (T) to be the unique optimal solution for (P) it is necessary and su cient that Proof. Let us prove (1) . Let x be the unique solution for (P) guaranteed by Theorem 2.1, and let be the Lagrange multiplier which exists by Theorem 2.3. First observe that (x; ) is a saddle point for L 1 (x; ), that is 0 2 @ x L 1 (x; ) and 0 2 @ L 1 (x; ): (2.5) (Notice here that @ x is a subderivative, @ a superderivative).
The second condition in (2.5) simply means Ax = b, while the rst condition is equivalent to
for any h 2 A(T) such that x + h 2 dom I F for small > 0.
Take h 1, which is certainly admitted in (2.6). Since x 0 (t) = 0 for almost all t in the set ft 2 T : x(t) = 0g, we may restrict the integral over the set ft 2 T : x(t) > 0g. Then (2.6) gives x( x + ) + A t < +1: The integrand is nondecreasing in > 0, so monotone convergence allows us to pass to the limit ! 0 + under the integral sign, showing that x 02 = x 2 , and hence x 0 = x = (log x) 0 , must be integrable on ft : x(t) > 0g. Now observe that by assumption b 6 = 0, so x 0 could not be optimal, and hence f x > 0g is nonempty. We show that this implies x > 0 on all of T. Indeed, suppose for instance there exists an interval ( ; ) f x > 0g is such that x( ) = 0 and x( ) > 0. Then Z + (log x) 0 (t) dt = log x( ) ? log x( + ) ! +1 ( ! 0 + ); contradicting the integrability of (log x) 0 on f x > 0g. This proves statement (1).
With the fact x > 0 on T established, we are now back in a standard control type situation, the integrand ( x(t); x 0 (t)) now being locally Lipschitz in the rst variable along the optimal path. The rest of statement (2) therefore follows via standard arguments in control theory (see e.g. 23]). Notice that convexity as usual gives the su ciency in statement (2). But the x k for k = 1; 2; : : : are not the optimal solutions of (P) since x k ( 1 2 ) = 0, and we know that x has to be strictly positive. This follows from I F (x k ) > 0 as well as from the fact that 1 6 = 0 could not be optimal for the dual program.
This shows that a pair (x; ) may be both, a solution of the boundary value problem and a feasible pair, but fail to be a saddle point for L 1 (x; ), since x > 0 is violated. The reason is of course that without the condition x > 0, even though (x; ) satis es the Euler-Lagrange equation and Ax = b, we may not argue that the rst condition in (2.5) is satis ed.
Remark. We have seen that the duality associated with the rst Lagrangian led to a Euler-Lagrange equation in the case of the averaged Fisher information measure I F ( ). It may be seen from Example 5.1 that this need not be the case for other objectives I ( ). In fact, since we restrict the domain of the I ( ) to functions x 0, it may happen that the class of h which we are allowed to use for our variation is not rich enough in order to apply the Dubois-Reymond Lemma. Typically, the method presented in this section will then only lead to a variational inequality. As we will see in the next two sections, the duality theory associated with the second Lagrangian is generally better suited to deal with this phenomenon.
Duality
In this section we consider the duality theory based on the second Lagrangian L 2 (x; y; w; ) (see (2. 3)) which we introduced by separating the variables x and x 0 . The formulation resembles the duality theory for convex control problems, as for instance presented in R.T. Rockafellar 28, 29, 30] , W.W. Hager and S.K. Mitter 17], or A. Dontchev and B.S. Kalchev 9] . The main di erence to more standard optimal control type problems lies in the fact that in spectral density estimation the objectives J are de ned on small sets (compare with 31]), where interiority type assumptions are not satis ed. Even more, standard results from nonsmooth optimal control theory will not always be applicable, as we already pointed out in the previous Section. On the other hand, our models have the nice feature that the objectives are jointly convex, and this enables us to present a fairly concrete and explicit duality.
Let us start by observing that the primal problem may be stated in terms of the Lagrangian (2.3):
(P) minimize sup L 2 (x; y; w; )
One immediately has inf x;y sup w; L 2 (x; y; w; ) sup ;w inf x;y L 2 (x; y; w; ) (weak duality). In order to prove strong duality, we need a constraint quali cation: So far we know that under the constraint quali cation hypothesis (CQ 2 ), problem (P ) has an optimal solution (w; ) 2 L 1 (T) R N , a Lagrange multiplier, and that the values of (P) and (P 2 ) are the same. We shall now pursue two ideas.
We will show (I) that in many cases w is in fact an absolutely continuous function. This will require several steps, and will eventually be proved in Section 4, Propositions 4.1 and 4.2. Then (II) we will provide a method to recover the primal optimal solution (x; y) = (x; x 0 ) (if any) from the dual ( w; ). This will be established in Theorem 4.3. Let us start with our program (I). The rst step is provided by the following: Here we may and will assume that w is continuous from the right, so that the meaning of w(0) is clear. But then, by choosing x 1, we obtain w(1) = w(0) + R 1 0 d w, which clari es the meaning of w(1).
As we will see, it turns out that in many cases w is in fact absolutely continuous. This will then permit us to write the Riemann-Stieltjes integral on the right hand side of (3.2) in the form However, for the density reconstruction type problems we typically have m = 0; M = +1, so we cannot always deduce that the negative singular part u ? of w vanishes. This may be the case under some extra conditions, for instance if we know that the optimal solution x does not hit the lower boundary (that is x(t) > m for all t). Here the following result whose proof may be found in Appendix II, provides some help: Proposition 4.2 Suppose the primal program (P) admits an optimal solution x. Then the singular measure du ? is supported on ft 2 T : x(t) = mg.
The nal step in our duality theory will give a method for reconstructing the primal optimal solution x from the Lagrange multipliers ( w; ). maximize inf x;yL 2 (x; y; w; ) subject to w 2 BV(T); 2 R N have the same value as the programs (P) resp. (P 2 ). Also x resp. (w; ) are again optimal solutions for (P ) resp. (P 2 ).
(b) We next observe thatL 2 (x; y; w; ) may be considered as a function of x 2 L 1 (T); y 2 L 1 (T), and we use the notationL 2 (x; y; w; ) for this extension. We now claim that the values inf x2L 1 (T );y2L 1 (T )L2 (x; y; w; ) = inf x2A(T);y2L 1 (T )L2 (x; y; w; ) (4.5) again coincide. This is a consequence of the fact that given any x 2 L 1 (T); y 2 L 1 (T) having (x; y) 2 dom J , there exist x n 2 A(T); y n 2 L 1 (T) such that x n ! x, y n ! y both in L 1 norm and with J (x n ; y n ) ! J (x; y). The latter is proved by an argument in the spirit of but slightly more elaborate than the one given in Lemma 3.4.
(c) Consequently, the values of the primal and dual programs (P); (P 2 ) arising from the LagrangianL 2 (x; y; w; ) have the same values as (P) resp. (P 2 ), so primal resp. dual optimal solutions for (P); (P 2 ) are again optimal for (P ); (P 2 ). Therefore, our optimal x and (w; ) give rise to a saddle point ofL 2 Let (x; v) = x (v=x) be an integrand of this type, and assume the conditions of Theorem 2.1 resp. Corollary 4.8 below are met, so that program (P) admits an optimal solution x. Suppose the dual program (P 2 ) has an optimal solution ( w; ), guaranteed by the constraint quali cation (CQ F ). Furthermore, assume that x > 0 as a consequence of Theorem 2.2 resp. its analogue for the class of objectives (2.1 The primal optimal x may be recovered from the solution (w; ) of (P 2 ) by means of the identity x(t) = C exp 1 2 Z t 0 w(s) ds ; (4.11) where C > 0 is determined by the constraints A x = b.
Remark. As a consequence of (4.10), we derive that for analytic data a i , 0 , the solution x is of the same type. In particular, in the Fisher case, and for algebraic or trigonometric moments, x will be an entire function. Even for continuous a i , x will at least be of class C 2 .
Let us end this Section with a pleasant application of our duality theory. Suppose we do not know whether the primal program (P) admits an optimal solution. Starting with the dual program (P 2 ), it seems natural to consider a bidual program (P ), which under some constraint quali cation on (P 2 ) will have an optimal solution. It turns out that the solution of (P ) may be viewed as a generalized solution for (P), and even more, in some cases, it is in fact a solution of (P). Let us notice that this bidual relaxation scheme ts a general pattern which has been used by various authors in di erent contexts, see e.g. 30, 32, 16] .
Let us consider the restricted dual program maximize ?J (v 0 ? A t ; v) ? h ; bi (Q)subject to v 2 A(T); v(0) = v(1) = 0; 2 R N :
We expect the values of (P 2 ) and (Q) to be identical. Instead of proving this directly, we consider the duality associated with (Q). This requires a constraint quali cation for (Q): Proof. As a consequence of (CQ) , we know that the dual program (Q ) admits an optimal solution x 2 BV(T). If we can show m = ?1 and M = +1, the singular part x s of x will vanish as a consequence of Proposition 4.1, and then x will be an optimal solution of the original program (P). The formula for recovering the primal optimal solution x for (P) from the dual optimal w is (4.10).
Conclusion
We have presented a Maximum Entropy type model for the Spectral Density Estimation problem 
Examples
In this section we present some examples which among others indicate that the constraint model (1.1) we used throughout the Sections 2 to 4 could be replaced by more general models -essentially without a ecting the arguments presented. We indicate the straightforward changes as we 20 go. We start, however, with an example that ts our model (1.1) verbally, and which is included in particular to show that the singular part of the dual variable may vanish from reasons which are di erent in nature from the ones which applied for the Fisher information. This equation, however, need not hold on the interior of the set f x = 0g. We may nevertheless deduce at this stage that x is of class C 1 , and that x 0 2 A(T).
Duality based on using the second Lagrangian provides more information. Notice that m = 0 and M = +1 in this case, so the dual program (P 2 ) is maximize ? 1 2 kwk 2 2 ? h ; bi (P) subject to w 0 ? A t 0 w(0) 0; w(1) 0; w 2 BV(T); 2 R N : We know that the di erential inequality is in fact an equality on the set f x > 0g, but might be a strict inequality in the interior of f x = 0g. So we may not deduce w 2 A(T) directly. However, Then the second coordinate in formula (5.5) implies x 0 (t) = w(t) for almost all t. Hence w must be absolutely continuous from what we have seen before. We may not replace the di erential inequality in the dual program by an equality, for this would mean solving the unrestricted program without the side condition x 0. Therefore, whenever the optimal solution of the unrestricted program fails to be feasible for (P), the inequality will certainly be strict on some interval.
Example 5.2. Interpolation on a Strip
We exhibit an example involving higher order derivatives and slightly di erent constraints. The pattern for a duality as expounded in Sections 3 and 4 remains essentially the same.
Consider the problem of interpolation on a strip, which was discussed by A.L. Dontchev in 11] (see also 12]). For a partition 0 = t 1 < t 2 < : : : t n = 1 of 0; 1] we pose the interpolation problem minimize kx 00 k 2 (IP) subject to x(t i ) = y i ; i = 1; : : : ; n (t) x(t) (t) for all t 2 0; 1]
We assume that the problem is feasible, that is (t i ) < y i < (t i ), and that ( ); ( ) are continuous and piecewise C 2 functions satisfying (t) < (t) for every t. It is well known that in the absence of the constraint x , the solution is a cubic spline interpolating the data (t i ; y i ). We will show that, under reasonable conditions on ; , the solution of (IP) is again a cubic spline, with a nite number of extra knots. In the case where ; are piecewise linear on t i ; t i+1 ], this has been demonstrated in 11].
It is well-known that the problem may be reformulated as 0)). Then we establish duality in the spirit of Proposition 3.1. This requires a constraint quali cation which in this case is satis ed as a consequence of the feasibility of (IP) resp. (P). We obtain a dual optimal ( ; w; ; ). Now playing with the variable y, which is allowed to take on every value, we rst show that w 2 BV. Playing with x 0 , say, shows v 2 BV, Here we used + v 0 (0) = 0 and v 0 (1) = 0, which follows since problem (P) has an optimal solution. We decompose according ? is concentrated on ft : x(t) = (t)g. Therefore v is a ne on any part of an interval t i ; t i+1 ] on which x stays strictly inside the strip. Since the a i are piecewise linear, so is x 00 by (5.14), which means that x is a cubic spline as long as it stays strictly inside the strip. On the other hand, for general and it is possible that the solution x goes along the boundary for some time.
Let us consider the case where and are piecewise cubic on the t i ; t i+1 ]. Then we deduce that x is a cubic spline with a nite number of extra knots of the form (t; (t)) resp. (t; (t)) in addition to the knots (t i ; y i ). In the case where ; are piecewise linear, x may touch the upper resp. lower boundaries each at most once in a given interval t i ; t i+1 ], so here the maximum number of extra knots is 2 per interval t i ; t i+1 ]. For piecewise quadratic or cubic ; , the solution may follow the boundary on certain subintervals of the partition. Fisher information was introduced by R.A. Fisher 15] in the context of maximum likelihood estimation. Let f(x; p), p 2 T R be a parametrized family of probability densities on R r . For an independent sample x 1 ; : : : ; x n , the maximum likelihood estimate for the true parameter p is de ned as the parameter value p n = p n (x 1 ; : : : ; x n ) where the log likelihood function L(x 1 ; : : : ; x n ; p) = log
f(x i ; p) = n X i=1 log f(x i ; p); attains its maximum (if any). It was known to R.A. Fisher 15] and proved rigorously by J.L. Doob 13] The term 1= 2 is known as the Fisher information of f( ; p ), and it measures the expected negative curvature of the log likelihood function with regard to the distribution f(x; p ) dx. In particular, the higher the negative curvature of the log likelihood function in a neighbourhood of the true value p , the more accurate the maximum likelihood estimate p n .
In order to measure the information of the parametrized family f( ; p), p 2 T = t 0 ; t 1 ] R, we assume that a priori all p 2 T are equally likely to occur. It is then convenient to consider the averaged information f(x; p) dp; (5.15) and the second term on the right hand side of this expression, that is I F (f) = Z b a f 02 (p) f(p) dp; (5.16) is what we call the averaged Fisher information of f(x; p) considered as a function of the parameter p.
It is intuitively clear from (5.15) that a sharp spike of the function f at some p, giving rise to a fairly negative curvature of log f, will make a sizable contribution to the information I F (f). It is therefore heuristically clear that minimizing the averaged Fisher information will have the e ect of "smoothing" the data as proposed in 36].
