Abstract There is emerging interest in evaluating the uncertainty of agricultural production to support the production process and for guidance in decision making. The main objective of this work was to estimate the spatial and temporal maize yield uncertainty using stochastic simulation techniques to reduce the economic risk considering the producer risk profile and the international prices of maize and inputs. The results showed that (i) the class yield percentage variation in yield stochastic simulation depends on the sampling density; (ii) higher sampling densities promote an overestimation of low and high yield values compared to those of real yield data; (iii) reducing sampling density promotes the low and high values of overestimation reduction while increasing the central classes values compared to those of real yield data; (iv) the ideal point density for yield stochastic simulation is approximately 65 points/ha; (v) in Mediterranean environments, more than 3-4 years' worth of real yield data considered as a whole do not seem to improve the parcel level of confidence when cropping irrigated maize; and (vi) the number of equiprobable surfaces that were generated by sequential Gaussian simulation helped to calculate the yield class uncertainty and permitted the study of class yield probabilities for a particular position of the parcel and, therefore, to manage the yield risk and support future decisions. The approach that is presented in this paper may increase prior knowledge of agricultural parcel behavior in the absence of multi-year data, thereby increasing the possibility of reducing economic risks.
Introduction
The availability of sophisticated technologies that can be applied to agriculture has provided greater guidance in the development of the production process and greater impact on decision making.
Defining low and high potential stable zones for site-specific management is particularly difficult because temporal variability is generally higher than space variability for crops and soil properties (Casa and Castrignanò 2008) . Therefore, different tools and large amounts of geo-referenced information have been used to characterize soil differences within crop production fields with accuracy.
According to Batchelor et al. (2002) , different crop growth models have been used to simulate the effect of management, weather, genetic, water stress and other yield limiting factors. In precision agriculture, these models are used to understand the spatial variability and provide guidance for the site-specific management decisions of crop inputs.
Generally, crop models are developed and tested at the scale of small and homogeneous areas, assuming that inputs are uniform for all spatial area (Hansen and Jones 2000; Batchelor et al. 2002 ). However, as described by Hansen and Jones (2000) , even under these conditions, new properties and processes appear as a result of new components (e.g., human and economic subsystems) or interactions among neighboring components of the system (e.g., intercrop competition), which may condition the results. These authors indicate potential approaches that are related to input sampling and calibration for controlling or minimizing the effects of those components or interactions.
The connection between crop growth models and climate prediction depends on the assumption that the models can capture the response to climate variability that occurs year to year (Hansen and Jones 2000) . Basso et al. (2009) used a crop model that simulates plant growth and development responses to environmental conditions, genetics and management strategies. The interactions with plant parameters, topography, soil attributes, and remotely sensed data increased the possibilities of observing yield variability over the years (Basso et al. 2009 ). The remote sensing imagery provides timely spatial information of soil and crop variability throughout the season (Batchelor et al. 2002) , which is important to target sampling and to provide spatial input for crop models (Basso et al. 2001) .
To control all of the factors that are involved in the production process through models is not easy, and crop models are not perfect. Others techniques introduce new challenges for accurately defining the spatial and temporal yield and soil variability.
The use of geostatistical tools has made it possible to characterize the spatial and temporal distribution of physico-chemical properties of soils (e.g., Cambardella and Karlen 1999; Moral et al. 2010; Amirinejad et al. 2011; Nourzadeh et al. 2012 ) and productivity (e.g., Kravchenko and Bullock 2002; Schepers et al. 2004) , to better understand the complex relationships that occur between soil properties and environmental factors and to sustainability intensify the production process (Goovaerts 1998a; Ayoubi et al. 2007; Virgilio et al. 2007; Diacono et al. 2012) .
Geostatistical techniques, such as kriging, make it possible to estimate attributes in unsampled locations based on the spatial continuity of the data (Goovaerts 1999; Soares 2006) . These estimation techniques smooth the details of local spatial variability as shown by Goovaerts (1998a) with pH data on pasture. This kriging smoothing algorithm leads to an over-estimation of small values and an underestimation of large values (Goovaerts 1998a (Goovaerts , 1999 . However, this technique permits the mapping and discriminating of areas where the studied variable had large and small values (Soares 2006) .
The inability of the estimation procedures to produce extreme attributes has made the application of stochastic simulation procedures relevant to the study of soils and plants. In stochastic simulation, the aim is not to minimize the error variance but to reproduce the variability of the attributes being studied in a probabilistic way; that is, it is intended to generate a set of values that reproduce the histogram and variogram model of sample data (Goovaerts 1998a (Goovaerts , 1999 (Goovaerts , 2000 .
An intermediate approach, simulated annealing, has been discussed by Goovaerts (1998b Goovaerts ( , 1999 Goovaerts ( , 2000 . This approach enabled the author (Goovaerts 1998a ) to create maps of soil contamination by zinc, with a balance between the estimation and simulation, depending on the desired weight constraint (histogram and variogram reproduction or minimum error variance at each location).
Estimating the yield uncertainty in agriculture is somewhat important, especially if one tries to achieve economic optimization. The main objective of this work was to study the stochastic and sequential Gaussian simulation techniques and determine (i) if they can be useful in forecasting and modeling maize productivity; (ii) if they can be useful in modeling spatial and temporal uncertainty by means of probabilistic yield maps; and (iii) if they can help producers to reduce overall risks.
Materials and methods

Details of the field experimental site and the collection of yield data
This study was conducted on two center-pivot fields near Fronteira (Lat: ?39.09307; Long: -7.611332) in the Alentejo region of southern Portugal. The considered maize yield years were 2002, 2003, 2004 and 2007 for the Azarento field (60 ha) and 2002, 2003, 2004, 2006, 2007, 2008 and 2010 for the Bemposta field (30 ha). Irrigated maize was sown in late April/early May and harvested in September/October. The soils are classified mainly as Luvisols and Vertisols (FAO 1998) . The altitude varies from 192 to 230 m and the slope from 0 to 24 % (see supplementary material).
Because maize is grown under irrigation, year-to-year yield variation should not occur based on water availability. The farmers used a reduced tillage system involving a small subsoiler (300 mm in depth) prior to sowing.
A CLAAS LEXION 450 combine harvester was used and was equipped with a combine electronic board information system (CEBIS), providing instantaneous yield and grain moisture data with a less than 5 % error. The combine harvester was equipped with a 4.5 m cutting header; a differential GPS Pilot; a grain mass flow sensor (through the impact force of grain hitting a plate); and a grain moisture sensor (by sensing the dielectric properties of the harvested grain), both near the top of the clean grain elevator. These sensors were produced by CLAAS, Harsewinkel, Germany. To eliminate the identifiable errors, the yield data were processed using the methodology of Blackmore and Moore (1999) , and the weight of the collected grain was adjusted for grain moisture (140 g/kg). The yearly maize yield data were standardized with a mean equal to zero and a standard deviation equal to one in order to reduce the weather influence from one year to the other.
Data processing and analysis
An exploratory data analysis of maize productivity was performed to detect the presence of global outliers and trends and to test data normality using SPSS software (IBM SPSS Statistics 2009, New York, USA). The yield data did not follow a normal distribution when using procedures of Kolmogorov-Smirnov with Lilliefors significance correction. However, the data transformations did not improve the data distribution, possibly because yield data have an almost symmetric distribution, with skewness near to zero. According to Kroulík et al. (2006) and Panagopoulos et al. (2014) , data under these conditions can be considered normally distributed because they have a skewness range between -1 and 1.
The severe outliers were eliminated annually using the 1st (Q1) and 3rd (Q3) quartiles yield data; the values exceeding Q3 ? 3(Q3 -Q1) and inferiors to Q1 -3(Q3 -Q1) were eliminated (Murteira et al. 2010) .
The SpaceStat TM (BioMedware 2012, Washington, USA) and ArcGIS TM (ESRI 2009, Redlands, USA) software programs were used to detect the presence of trends, global and local outliers and data directional dependence and to perform a maize yield structural analysis with previously standardized data.
Voronoi maps were constructed considering the polygons that formed around each sampling point, allowing us to compute a variety of local statistics. The detection of outliers consisted of the identification of the cells that were dissimilar to their surrounding neighbors. All of the cells were placed into five class intervals, and if the class interval of a cell was different from each of its neighbors, the cell was considered a local outlier (ArcGIS TM : Geostatistical Analyst tool; ESRI (2009)). The spatial structure analysis for each variable was performed using experimental variograms that were calculated from experimental data using Matheron's equation (Oliver 2010) :
where x i and x i ? h are the sampling locations that are separated by a distance h; Z(x i ) and Z(x i ? h) are the measured values of variable Z at the corresponding locations that are separated by a distance h; and N(h) is the total number of sample pairs within the distance interval h and the given direction. All of the pairs of points that are separated by distance h (lag) were used to calculate the experimental variogram.
The experimental omnidirectional variograms were fitted to standard models in order to capture the main characteristics of maize productivity (Goovaerts 1998a (Goovaerts , 1999 Oliver 2010) by minimizing the weighted sum of squares (WSS) of the differences between the experimental and theoretical variogram models and considering the study area and prior knowledge (Goovaerts 1998a) .
Following cross-validation statistics, the choice of the best model was based on the lowest root mean square error (Isaaks and Srivastava 1989; ESRI 2009 ).
The interpolation of the considered maize yield years was performed by ordinary kriging, which estimates values as a linear combination of closer observations considering two criteria: non-bias and minimization of the estimation variance (Goovaerts 1998aa, 1999 . The analysis of yield spatial variability was performed in a 6 m 9 6 m square mesh using the ArcGIS TM software (ESRI 2009) geostatistical analyst extension. The spatial dependence was calculated with spatial class ratios that were similar to those that were presented by Cambardella et al. (1994) .
The forecasting and modeling of maize productivity were performed using sequential Gaussian simulation techniques provided in the SGeMS software suite (Stanford Geostatistical Modeling Software, Remy 2002) . The sequential Gaussian simulation assumes that the marginal distribution function of the variable to simulate has a Gaussian distribution. Data standardization was performed before the application of sequential Gaussian simulation.
Considering the previous knowledge of Sequential Gaussian simulation techniques, one hundred equi-probable scenarios of yield maize production were tested and generated using SGeMS software (Stanford Geostatistical Modeling Software, Remy 2002) for 30, 65, 125 and 150-250 points/ha of the 2002 real yield, randomly chosen data. Of all of the previous simulations, the best simulation trial was then replicated for all of the years and parcels.
All of the production surfaces that were generated each year and in each simulation were analyzed using ArcGISTM software (ESRI 2009) 
Results and discussion
Exploratory and spatial structure analyses
The exploratory data analysis was performed in order to understand the basic features of the yield data. Due to extremely high temperatures during the pollination time, the 2003 yield year (Table 1 ) had a relatively low average yield (8.34 t/ha) compared to those of the other yield years. The coefficient of variation (Table 1) showed a low to medium variability in every year. The spatial behavior of the maize yield was assessed by variogram models whose parameters are shown in Table 2 . Spatial variation was characterized by spherical (2 structures) and exponential models in the Azarento and Bemposta fields, respectively (Table 2) .
Within each field, all of the yearly set and subset yield variograms showed a similar shape with a nugget effect and were still on the same order of magnitude (Table 2 ; Fig. 1) ; however, in 2007, the Azarento field had a greater range of spatial dependence. According to Cambardella et al. (1994) , the Azarento field showed a moderate maize yield spatial dependency, while the Bemposta field showed a stronger maize yield spatial dependency. Table 3 (Azarento field) shows that in 2002, 2003, 2004 and 2007 , the percentage of the standard productivity in each class was more or less stable from year to year. In percentage terms, the smallest difference (Ymax -Ymin) for all of the years (0.97 percentage points) occurred in class 2; the biggest difference for all of the years (3.62 percentage points) occurred in class 8; and the global difference average was approximately 2.4 percentage points (Table 3 , data average of column 10). On average, 65 % of the total parcel production was between classes 3 and 8. With the exception of classes 2, 3, and 9, which showed yield percentages of approximately 7-9 %, most of the classes had a yield percentage of approximately 10-12 % while maintaining a reasonable yield percentage stability in each class productivity over time (Table 3) . Similar results were found for Bemposta field (Table 4) ; the analysis of 7 yield years confirms that on average, 65 % of the total parcel production is located between classes 3 and 8. Nevertheless, Bemposta field, for which the global difference average is approximately 4.56 percentage points (Table 4 , data average of column 13), has higher yield values compared to Azarento field (Table 3) , possibly due to the different number of yield years and their respective yield variability. In percentage terms, the smallest yield difference was also encountered in class 2 (2.46 percentage points), and the biggest was encountered in the two extreme classes (classes 1 and 10). Yield stochastic simulations
Real yield data
The bibliography indicates that stochastic simulation generally overestimates the lowest values and underestimates the highest values. In order to determine the influence of data density on the stochastic simulation results, 30, 65, 125 and 150-250 points/ha of the initial data were tested.
From Tables 5 and 6 and considering all of the simulated yield classes, if a 200-points/ ha (SY02) density is used, there is an overestimation of the lower yield values ( (Tables 5, 6 ). This phenomenon is also visible in Fig. 2a , b when comparing both of the curves. When decreasing the point density in the simulations, the overestimation effect of the border Tables 5 and 6 and in Fig. 2a, b . Looking at Tables 5 and 6 and Fig. 2a, b , it is possible to perceive that the YMed curve, representing the yield average pattern that was found in the 4 and 7 years of real data, is very similar to the curves that were obtained with the lower simulation data densities, at 30 and 65 points/ha curves. The average real yield (YMed), with the exception of classes 5 and 6 (Azarento) and classes 7, 8 and 9 (Bemposta), follows a very similar pattern of 65 points/ha curves. However, the reduction effect of extremely high values (class 10) as observed in low-density data (30 and 65 points/ha) in the Azarento field (Fig. 2a) is not present with the same intensity as in the Bemposta field (Fig. 2b) . This result may have occurred because, in 2002 (year basis for simulated data), the percentage of the parcel area with higher yield data was atypically high in the Bemposta field (Table 4) , and the stochastic simulation addresses the variability of the data (Goovaerts, 1998a ). Considering the above and for these particular parcels, it was found that the optimal yield simulation data density is approximately 65 points/ha. Thus, for all of the yield years that were considered in Azarento and Bemposta, one hundred stochastic simulations per year were performed considering a simulation data density of 65 points/ha of real data density. Tables 7 and 8 present these results. Tables 7 and 8 show that the stochastic simulation presented an inter-annual consistency considering a simulation data density of approximately 65 points/ha. In percentage points, the smallest multi-year amplitude (SYmax-SYmin) occurred in class 2, with 1.37 percentage points (Table 7 , Azarento) and 2.67 percentage points (Table 8, Bemposta). In addition, in both fields, the biggest multi-year amplitude (SYmax-SYmin) occurred in class 1, with 4.39 and 5.66 percentage points for Azarento and Bemposta, respectively (Tables 7, 8 ). However, the average multi-year amplitude was lower in Azarento (2.9 percentage points-obtained by averaging, column 9 in Table 7 ) compared to that in Bemposta (3.8 percentage points-obtained by averaging, column 12 in Table 8 ).
Approximately 65 % of the total parcel has a simulated production between classes 3 and 8 (Tables 7, 8) in both fields, which is similar to real yield data that were previously reported (Tables 3, 4) . With the exception of classes 2, 3, and 9, which presented yield percentages of approximately 6-9 %, all of the other classes presented a yield percentage of approximately 10-13 %, maintaining a reasonable yield stability percentage throughout the analyzed period.
This result indicates that the point sampling density affects the yield stochastic simulation results: (i) a denser sampling stochastic simulation tends to distribute the yield evenly, and (ii) a less dense sampling stochastic simulation tends to concentrate the yield in central classes. Tables 9 and 10 present the difference between the real yield data (Tables 3, 4 ) and the stochastic simulated yield data (Tables 7, 8) ; the yield percentages differences are minimal. In both of the fields, &45 % of the yield classes showed yield differences lower than |0.5| percentage points; &37 % of the yield classes showed yield differences lower than |1.0| percentage points; and &19 % of the yield classes showed yield differences higher than |1.0| percentage points and lower than |1.58| and |2.14| in Azarento and Bemposta fields, respectively. This fact can also be observed on Figs. 3 and 4 , where there is a strong correlation between the real yield relative percentage curves and the simulated yield relative percentage curves (see supplementary material for the Bemposta field curves).
The differences between the minimum, maximum and average yield values (Table 11 ) per yield class between real yield data (Tables 3, 4) and simulated yield data (Tables 7, 8) are normally less than 1 percentage point (&80 %) for both of the analyzed fields.
These results indicate that the yield stochastic simulation may be an interesting tool for interpreting yield trends over time because it permits a high number of temporal repetitions considering a relatively small spatial and temporal sampling basis.
Yield classes and their occurrence probability
Considering the number of replications that can be obtained with stochastic simulation, it is relatively easy to calculate a certain probability from a yield estimate. Thus, it is possible to obtain with a certain statistical confidence the yield area that is associated with a certain yield class. With one year's data and with a 95 % confidence level, the below-average Azarento parcel area is approximately 15 %, regardless of the considered year (Table 12) . However, considering 2 yield years simultaneously with the same statistical confidence level, the below-yield average parcel area is reduced to approximately 7 % (Table 12 ).
Table 12 also shows that the Bemposta field has the same behavior as that of the Azarento field. However, for higher confidence levels, the average area decreases faster in the Bemposta field than in the Azarento field when adding another yield year over a span of Table 9 Percentage differences between real yield and yield simulation classes considering &65 points/ha of yield data positions (Azarento) 
Table 10
Percentage differences between real yield and yield simulation classes considering &65
points/ha of yield data positions (Bemposta)
Yield classes Y02 -SY02 (%) Table 3 , SYMed average simulated yield class percentage from Table 6 Precision Agric (2015) 16:668-689 683 7 years, reflecting a higher inter-annual yield variability for Bemposta compared to Azarento field. Thus, including a new year's data, for the same statistical confidence level, the below average parcel percentage area normally decreases; however, this reduction is felt more quickly at higher statistical levels, such as 95 %, than at lower statistical levels, such as 50 % (Table 12) .
The above-average yield areas (Table 13 ) present with similar behavior; however, for the same statistical confidence level, the fields show a greater area percentage, suggesting that above-average yield areas are more stable (trusted) from the point of view of multiyear productivity compared to the below-average yield areas.
With a set of 3-4 years' worth of data, introducing 1 year more does not appear to change the parcel area percentage regardless of the considered level of confidence (Tables 12, 13 ). Considering previous results, one may say that 3-4 years' worth of data are required to make robust probabilistic previsions. This type of study (Tables 12, 13 ) may be performed for any yield class and field and may thus support producers in their decision making: (1) it makes it possible to map with a given confidence level (producer risk profile) the yield areas under study (Figs. 5, 6 ; for Bemposta field, see supplementary material); (2) considering the surrounding production risk (e.g., international price of maize, international price of inputs, etc.), it enables producers to make safe decisions about which areas should or should not be subjected to production. In other words, with a relatively high surrounding risk (e.g., low international price of maize and relatively high input prices), the decision makers should consider higher levels of confidence (e.g., 80-90 %) when making their decisions, and with a relatively low surrounding production risk (e.g., high international maize price and moderate input prices), decision makers may consider lower levels of confidence (e.g., 60-70 %) when making their decisions. Considering the years 2002, 2003, 2004 and 2007 individually for the Azarento field and the areas with productivity below (Fig. 5) and above (Fig. 6 ) the yield average, at the 80 % confidence level, it is possible to detect a multiyear spatial trend; however, there is still some spatial-temporal variability (the same occurred in Bemposta field (see supplementary material)). Considering the 4 (Azarento) and 7 (Bemposta) yield years that were analyzed together in a grouped way, the spatial variability below the ( Fig. 7a ) and above the ( Fig. 7b ) yield average for a statistical confidence level of 80 % decreases, consolidating the below-and above-yield average areas surrounding a particular location (see supplementary material for the Bemposta field). Although this technique can be used with only a year's worth of data, a greater number of years are without doubt the most beneficial from the statistical and the spatial confidence points of view. From what has been said in the previous paragraph, at least 3-4 years considered together are recommended to obtain robust probabilistic estimates.
Conclusions
It was found that (i) the class yield percentage variation in yield stochastic simulation depends on the sampling density; (ii) higher sampling densities in stochastic simulation, such as 150-250 yield points/ha, promote an over-estimation of low and high yield values compared to real yield data; (iii) reducing the sampling density in stochastic simulation promotes the reduction of low and high values while increasing the values of the central classes compared to the real yield data; (iv) the ideal point density for yield stochastic simulation in this particular study was approximately 65 points/ha compared to real yield data; (v) the overall coincidence between real yield data and stochastic simulation yield data was greater when considering the multi-annual yield average; (vi) the number of equiprobable surfaces that were generated by sequential Gaussian simulation helped to reproduce the main yield classes of uncertainty compared to those of real year yield data; (vii) this approach permits the study of class yield probabilities for a particular position in the parcel and therefore to manage the yield risk and support future decisions; (viii) 3-4 years of real yield data processed together are recommended to draw robust yield uncertainty maps by means of stochastic simulation; and ix) the innovative approach presented here may increase the agricultural parcel prior knowledge in the absence of long multi-year yield databases, promoting a better management strategy according to the producer risk profile and the international prices of maize and inputs.
