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Path-integral molecular dynamics PIMD simulations with an empirical interaction potential have
been used to determine the experimental equilibrium structure of solid nitromethane at 4.2 and
15 K. By comparing the time-averaged molecular structure determined in a PIMD simulation to the
calculated minimum-energy zero-temperature molecular structure, we have derived structural
corrections that describe the effects of thermal motion. These corrections were subsequently used to
determine the equilibrium structure of nitromethane from the experimental time-averaged structure.
We find that the corrections to the intramolecular and intermolecular bond distances, as well as to
the torsion angles, are quite significant, particularly for those atoms participating in the anharmonic
motion of the methyl group. Our results demonstrate that simple harmonic models of thermal
motion may not be sufficiently accurate, even at low temperatures, while molecular simulations
employing more realistic potential-energy surfaces can provide important insight into the role and
magnitude of anharmonic atomic motions. © 2010 American Institute of Physics.
doi:10.1063/1.3335817
I. INTRODUCTION
Diffraction techniques represent one of the most robust
methods for determining molecular structures. They can be
applied to a wide array of systems, ranging from crystallized
proteins to isolated molecules in the gas phase. In addition,
diffraction studies can also be used to investigate the effects
of temperature and pressure on structure at the atomic scale.1
However, when comparing structures obtained by diffraction
experiments and theoretical calculations, it is important to
remember that the experimental structures represents an av-
erage over atomic thermal motion, whereas theory usually
provides a “zero temperature” equilibrium structure devoid
of such effects, including zero-point energy ZPE effects.
It has long been a goal of structural scientists to correct
experimentally determined, time-averaged structures in order
to derive the equilibrium structure at the minimum of the
potential-energy surface. The need to correct structures arises
from the anharmonic nature of vibrational motions. The ma-
jority of solid-state diffraction studies treat thermal motion as
being harmonic in nature, modeling each atom’s dynamics
with monovariate or trivariate Gaussian probability density
functions PDFs. For the general trivariate case, this re-
quires the definition of six additional parameters for each
atom, representing the six unique elements, Uij, of the 3
3 covariance matrix defining the harmonic motion. Spe-
cifically, diagonal terms, Uii, represent the variance or extent
of thermal motion, while the off diagonals, Uij, are the co-
variances that determine the orientation of the distribution
relative to the crystallographic axes. Collectively, the ele-
ments Uij are referred to as the anisotropic displacement pa-
rameters ADPs.
Although a harmonic model can describe the major ef-
fects of thermal motion on diffraction intensities, it has long
been known that such models can lead to inconsistent geom-
etries when the atoms and molecules undergo librational or
anharmonic motion.2 As a result, a number of different ap-
proaches have been developed to address this problem. For
example, the a posteriori approach of the translational/
librational/screw TLS method3 corrects bonded distances in
harmonically refined structures for the effects of librational
motion. There also exist several methods that use anhar-
monic PDFs to model the motional asymmetry;4 however,
the use of anharmonic PDFs or their equivalent in reciprocal
space, the Debye–Waller factor has been limited by the
large number of extra parameters required. A further compli-
cation arises because the typical form of the structure factor
used to model crystallographic data sets assumes that each
atom is independent from the other atoms in the system. This
approximation suggests that information on the global
potential-energy surface the minimum of which is the de-
sired equilibrium structure is not strictly available from a
single diffraction experiment.5
We have recently outlined a new method to determine
equilibrium structures of solids6 and gases7 from experimen-
tal diffraction data. This approach uses molecular dynamics
MD simulations to determine the time-averaged structure
of a molecule or crystal, including the appropriate thermal
motion. The difference between this time-averaged structure
and the theoretical equilibrium structure obtained by energy
minimization should represent a suitable correction to theaElectronic mail: carole.morrison@ed.ac.uk.
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experimental time-averaged structure, thereby allowing one
to derive the experimental equilibrium structure. In the
present work, we expand on our initial proof-of-concept
study of phase I ammonia6 and apply this method to study
the crystal structure of nitromethane, CH3NO2, at a range of
temperatures.
Nitromethane crystallizes in the P212121 space group
with four molecules in the unit cell, as shown in Fig. 1.8 The
methyl group of nitromethane has a low barrier to rotation
2.8 kJ mol−1,9 which results in large-amplitude motions
of the hydrogen atoms around the axis of the C–N bond. This
motion makes the H atoms appear to be closer to their cen-
troid and results in substantially shorter C–H distances than
would be expected. This phenomenon is often observed in
methyl groups in many crystal structures, even in cases
where the methyl group rotation is hindered.10 Nitromethane
is therefore a model system for one of the most common
manifestations of anharmonic thermal motion in crystallog-
raphy.
Many of the structural and dynamical studies previously
reported for nitromethane have focused on the thermal mo-
tion of the methyl group. All three neutron diffraction studies
of deuterated nitromethane d3-nitromethane have attempted
to use theoretical methods to correct the C–D distances for
the effects of libration and all were performed at low tem-
peratures 4.2–78 K to minimize the amplitude of this
motion.8,11,12 Other studies have applied neutron scattering
techniques to investigate the potential-energy barrier govern-
ing methyl group rotation.13,14
More recently, interest in nitromethane has focused on
its role as an energetic material. A number of experimental
studies of its behavior under high pressure15,16 have been
made, as have theoretical investigations of its physical
properties.17 Many of these simulations have applied the em-
pirical force-field developed by Sorescu et al.18 This force
field has been used in the simulations presented here as it has
been widely applied to both solid-state and liquid ni-
tromethane and has been demonstrated to reproduce key
physical properties such as the thermal expansion and bulk
modulus. Normally, it would be preferable to use an ad-
vanced electronic-structure method such as density func-
tional theory DFT to describe the potential energy surface
but a previous DFT study of nitromethane showed that the
lack of dispersion forces in mainstream functionals limits the
accuracy of calculated cell vectors and other properties.19
Recent work,20 however, has shown that Grimme-type dis-
persion corrections21 improve the DFT modeling of ni-
tromethane. Nevertheless our choice of empirical potentials
has allowed us to simulate larger supercells and to acquire
longer trajectories than would be possible using DFT-based
modeling approaches. Crucially, the computational speed of
empirical force fields has permitted us to perform path-
integral MD PIMD simulations. We find that path-integral
simulations, which allow one to account for nuclear quantum
effects such as tunneling and ZPE conservation, are essential
in describing low-temperature experimental data, as noted
previously for the case of solid helium at temperatures down
to 5 K.22
The purpose of the work described in this paper was to
use MD simulations to study the structure of nitromethane
over a range of temperatures in order to investigate the tem-
perature dependence of the anharmonic motion, structural
corrections, and ADPs. This work shows the potential of
classical MD and quantum PIMD simulations in determining
equilibrium structures and also in providing useful model
data sets for understanding the effects of anharmonic thermal
motion in crystallography. In the remainder of this paper,
Sec. II outlines our computational approach, Sec. III A as-
sesses the importance of nuclear quantum effects in the
atomic motion, while in Sec. III B we use previous experi-
mental structures at 4.2 and 15 K to determine the experi-
mental equilibrium structure of nitromethane. Finally, Sec.
III C compares different models of thermal motion to the
results obtained from quantum PIMD simulations.
II. COMPUTATIONAL METHODS
A. Structural definitions
In order to aid later discussion, it will be useful to define
a number of different positional parameters in the theoretical
and experimental crystal structures. Here, three-dimensional
positions will be denoted r, and interatomic distances, bond
angles, and torsion angles will be denoted r, , and , re-
spectively.
Parameters determined from the theoretical equilibrium
minimum energy geometries are referenced with a sub-
script “e” e.g., re, and time-averaged values determined in
MD simulations are denoted rave
MD
. The experimental time-
averaged values are denoted rave
exp
. The equilibrium geom-
etries obtained after applying the structural corrections deter-
mined by MD simulations to the experimental data are
denoted re
MD
. These four different structures are clearly re-
lated by
re
MD
= rave
exp + re − rave
MD = rave
exp + rMD. 1
We note that the corrections are applied in terms of fractional
coordinates to avoid complications arising due to different
theoretical and experimental lattice vectors. Experimental
equilibrium bond lengths and angles were derived from the
corrected re
MD coordinates. The use of vectorial MD correc-
tions means that the experimental equilibrium structure can
FIG. 1. Crystal structure of d3-nitromethane with atom labels and numbers.
The space group is P212121 and the unit cell parameters are a=5.185 Å,
b=6.237 Å, and c=8.507 Å at 15 K Ref. 8.
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be obtained in a simple and consistent manner; there may be
some error in this approach due to the experimental and the-
oretical systems having slightly different orientations relative
to the lattice vectors, but we find that these are typically of
the same order of magnitude as the experimental uncertainty.
B. MD simulations
MD simulations of d3-nitromethane were carried out us-
ing the empirical force-field of Sorescu et al.18 Here, inter-
molecular dispersion interactions were described using a
Buckingham potential with parameters originally developed
for the energetic material hexahydro-1,3,5-trinitro-1,3,5-
s-triazine.23 Electrostatic interactions between fixed partial
charges on each atom were calculated by standard Ewald
summation.24 The intramolecular potential-energy surface
used Morse potentials to represent bond stretches, while
angle bends were treated using harmonic functions.25 The
O–N–C–D torsions were modeled as having threefold sym-
metry in the absence of the crystal field using a cosine
function,
V = V01 + cos3 −  , 2
where  adjusts the position of the torsional energy mini-
mum. In the original paper,18 values of 90° were used, but
initial classical MD simulations suggested that values of
70° provide better agreement with the experimental 15 K
torsion angles of Jeffrey et al.8 In quantum PIMD simula-
tions, this agreement worsens slightly, but the time-averaged
15 K values of 156°, 84°, and 36° for the O1–N–C–
D1–3 torsions are still closer to the experimental values
151°, 89°, and 30° than the values obtained with the
original force field 161°, 78°, and 42°. As we expect
thermal motion to affect the experimental values, we only
aim to be close enough to obtain valid corrections, not abso-
lute agreement.
In all calculations, we employed periodic boundary con-
ditions using the minimum-image convention24 and we used
a simulation cell comprising 543 unit cells containing
240 nitromethane molecules. A cell of this size is roughly
cubic and allows a cutoff distance of 10 Å for short-range
interactions, as used in previous simulations.17,18,26
Classical MD simulations at constant NVT were per-
formed at several temperatures ranging from 4.2 to 228 K.
Sorescu et al. determined time-averaged lattice constants at a
number of temperatures using NPT simulations. These lattice
constants were either used for the equivalent NVT simula-
tions in our work or, where no NPT simulation had been
performed, data from adjacent temperatures were used to es-
timate lattice vectors assuming linear expansion of the cell.
The velocity-verlet algorithm was used to integrate the equa-
tion of motion with a time step of 0.5 fs. An Andersen
thermostat27 was used to ensure correct thermal sampling.
The simulated systems were initially equilibrated for 0.5 ps
longer equilibration times made no difference to our calcu-
lation results, after which configurational data was sampled
every tenth step during a subsequent 20 ps T78 K or
30 ps T78 K trajectory.
Quantum PIMD simulations28,29 were run at the same
temperatures and using the same cell sizes as the classical
MD simulations. The equations of motion for the ring-
polymer system were integrated with a time step of 0.5 fs
using a symplectic integrator employing alternating external
force and free ring-polymer evolution steps. While the use of
a classically determined cell size is likely to result in a non-
ambient pressure in the PIMD simulations, it allows direct
comparison of the quantum and classical results.
PIMD simulations at temperatures as low as 4.2 K re-
quire very large Trotter dimensions, or beads, P.30 To in-
crease the speed of the simulations, the ring-polymer con-
traction method was employed;31,32 this method exploits the
different characteristic spatial variations of the intramolecu-
lar and intermolecular potentials in order to minimize the
number of ring-polymer beads without compromising the ac-
curacy of the calculation. In our calculations at 4.2 K, we
used 150 beads to describe intermolecular interactions and
500 beads to describe intramolecular interactions; these val-
ues were decreased accordingly when performing PIMD
simulations at higher temperatures. Again, an Andersen ther-
mostat was employed to ensure correct thermal sampling and
nonergodicity in the PIMD simulation, and the full P-bead
configurations of the system were used to calculate configu-
rational properties every tenth time step.
Equilibrium geometries re for each set of lattice vec-
tors were determined using a steepest-descents approach
starting from the experimental 15 K fractional coordinates.
To ensure that the initial configuration did not result in a
false minimum, an annealing MD simulation, in which the
temperature was gradually lowered from 100 to 0 K, was
carried out for the 15 K lattice vectors, with the result being
identical to that obtained from the steepest-descents calcula-
tion. These equilibrium structures represent the system at rest
but with finite-temperature lattice vectors. The expansion or
contraction of the lattice is governed by thermal motion and
the estimation of the equilibrium lattice vectors could be
made by extrapolation of multitemperature experimental data
to 0 K. In the present work, where the aim is to demonstrate
that MD simulations can provide reasonable corrections to
crystallographic data sets, we have simplified our computa-
tional approach by using the finite-temperature lattice vec-
tors.
C. Trajectory analysis
The theoretical mean position, ra, of each atom was cal-
culated during each classical or PIMD simulation using the
full space group and supercell symmetry,
ra = u1,u2,u3 , 3
ui =
1
N Sn=1
N

j=1
S
ui,j,n = ui , 4
where N is the total number of time steps in the sample, S is
the total number of symmetry-equivalent atoms in the super-
cell, and ui,j,n is the value of the ith component of the posi-
tion of atom j at time step n. The variances and covariances
of each atomic position are given by
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	ij
2
= ui − uiuj − uj = uiuj , 5
where diagonal elements give the variances, 	ii
2
, and off-
diagonal elements gives the covariances, 	ij
2
. The numerical
evaluation of the mean and variances yields the true anhar-
monic mean and variance, while the Gaussian approximation
commonly used in crystallographic calculations gives the
corresponding harmonic values. At high temperatures, there
may be appreciable differences between these quantities but
for comparison with low-temperature experimental data per-
formed here, the numerical covariance matrix should ap-
proximate the experimental ADPs sufficiently,
	ij
2 	 Uij . 6
For PIMD simulations with P
1 ring-polymer beads, each
bead was correctly included in the calculation of these aver-
ages so that NSP data points were collected for each
atom. Sampling uncertainties were estimated using the cen-
tral limit theorem.24
The numerical PDFs were determined by binning the
positions adopted by the atoms. As the methyl group rotates
even at very low temperatures, the D-atom indices were
assigned at each time step by determining the dihedral angle
of each D atom relative to the equilibrium O1–N–C frag-
ment.
III. RESULTS AND DISCUSSION
A. Role of nuclear quantum effects
Comparing classical MD and quantum PIMD simula-
tions of d3-nitromethane allows us to assess the role of
nuclear quantum effects, namely tunneling and ZPE, in the
calculated ADPs and molecular structural parameters. This
comparison also allows us to assess when classical MD
simulations are not sufficient to model the structural proper-
ties accurately. Quantum effects are expected to be particu-
larly important at the low temperatures studied here and for
the properties associated with the light deuterium atoms.
This is supported by previous lattice dynamics studies,33
which have shown that quantum-mechanical effects can be
important when simulating ADPs. Finally, it is important to
bear in mind that the PIMD simulations give exact quantum-
mechanical configurational properties for a given empirical
force field.
The temperature dependence of the C and D1 atom
variances, as determined in classical MD and PIMD simula-
tions, are shown in Fig. 2. As expected, the quantum ADPs
level out as the temperature approaches 0 K, following the
trend of a quantum harmonic oscillator, while the classical
values fall to zero. The high-temperature deviations from
harmonic oscillator behavior will be discussed more in Sec.
III C. By 78 K, the classical D-atom ADPs are 80% of the
quantum value, rising to 95% by 228 K. The remaining
quantum contribution arises from the high-frequency internal
degrees of freedom, such as C–D stretching motions. For the
C atom, agreement at 228 K between the classical and quan-
tum simulations is much better as a result of the heavier
mass. We find that the shapes and orientations of the calcu-
lated atomic position distributions in classical and quantum
simulations are quite similar, suggesting that classical simu-
lations are useful for at least a qualitative analysis of the
thermal motion. At lower temperatures, we find that the cal-
culated ellipsoids begin to deviate, as suggested by Fig. 2. In
particular, we find that the ratios of the variances along dif-
ferent axes are altered, with the longest principal axis of the
PDF being better represented by the classical approximation
than the shorter axes.
The differences between the quantum and classical de-
scriptions of thermal motion have a significant effect on the
resulting structural corrections. At very low temperatures,
there is hardly any thermal motion in the classical simulation
and therefore only a small correction. In contrast, the delo-
calization of the atomic distribution in the quantum simula-
tions results in significantly different structural corrections.
For example, at a temperature of 4.2 K, we find that the
classical correction to the bond length C–D1 is rcl
=0.003 Å, whereas the correction determined in the quan-
tum PIMD simulation is rqm=0.021 Å. This is a clear dem-
onstration of the role of quantum fluctuations in the crystal
structure at low temperatures. In keeping with Fig. 2, raising
the temperature brings the classical and quantum corrections
closer together. For example, at 78 K, the classical correction
to the same bond length is rcl=0.054 Å, whereas the PIMD
value is rqm=0.059 Å.
Although PIMD simulations give the exact quantum-
mechanical configurational properties, they are around a fac-
tor of P times more expensive than the corresponding clas-
sical MD simulation. This scaling comes from the fact that
one must calculate the force acting on each of the P ring-
polymer beads independently. Although the ring-polymer
contraction scheme31,32 helps to alleviate this problem, it is
worth considering whether the quantum nuclear effects can
be successfully modeled by other, more approximate, meth-
ods. Here, we compare the results of PIMD simulations to
those determined by the Feynman–Hibbs FH method.28,34,35
The FH method employs a quasiclassical interaction po-
tential to account for the effects of delocalization of the
quantum particles. Here, the classical potential for a particle,
Vr, is replaced by an effective potential,28,34,35
FIG. 2. Quantum solid lines and classical dashed lines U11, U22, and U33
values of a the C atom and b the D1 atom at temperatures ranging from
4.2 to 150 K. Squares are U11 values, circles are U22 values, and triangles
are U33 values.
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Veffrc =
1

83r2
−

Vrc + rexp − r22r2dr , 7
where r2 is related to the free-particle radius-of-gyration,
rG, free, and the thermal wavelength, T,34,36
r2 =
T2
12
=
2
3
rG, free
2
=
2
6m
, 8
where =1 /kbT and m is the mass of the particle.
Equations 7 and 8 suggest an approximate approach
to correcting classical simulation data for the effects of
quantum-mechanical fluctuations. We may simply convolute
structural properties determined in a classical calculation
with an appropriate isotropic Gaussian function to account
for the effects of quantum delocalization. This approach has
been applied previously by Voth,34 who showed that a qua-
siclassical probability density can be written as a convolution
of the classical density and a Gaussian with a width of
2
3rG, free
2
, where rG, free is the free ring-polymer radius of gy-
ration at the simulation temperature. This simple FH ap-
proach predicts that the isotropic displacement parameter Ueq
is given by
Ueq
FH
=
2
3rG, free
2 + Ueq
cl
. 9
where Ueq
cl is the classical isotropic displacement parameter.
Both the classical and quantum Ueq values can be calculated
from the appropriate classical or path-integral MD simula-
tion
Ueq
MD
=
1
3 U11 + U22 + U33 . 10
Comparing the predicted Ueq
FH to the PIMD simulated quan-
tum Ueq values clearly gives a way of assessing whether the
simple FH post-processing approach is appropriate for cor-
recting a classical MD simulation for the influence of nuclear
quantum effects.
Figure 3 shows the predicted isotropic displacement pa-
rameters arising as a result of quantum fluctuations, as cal-
culated by the FH approach and by PIMD simulations at
several temperatures. For this analysis, we have only consid-
ered the carbon atom because the lighter deuterium atoms are
likely to undergo tunneling, which would skew the results of
this comparison. The plot shows that 23rG, free
2 is much larger
than the difference between the classical and quantum Ueq
values at all temperatures. This indicates that the FH method
overestimates the quantum swelling effect. Structural param-
eters calculated using this approach would therefore be in
error too. This is perhaps not that surprising, as the free-
particle radius of gyration is unlikely to be suitable for solid-
state simulations, where the influence of the intermolecular
interactions compresses the ring polymer and decreases the
radius of gyration.
To improve the simple FH model, we could use the ac-
tual radius of gyration, rG
2
, of the carbon atom ring polymer,
as determined in a short PIMD simulation. As shown in Fig.
3, we find that this approach certainly improves upon the
estimate of the simple FH model, bringing the calculated
Ueq
FH into better agreement with the exact PIMD results.
However, our results suggest that, at least in the case of
low-temperature crystalline solids like nitromethane, the full
PIMD calculation provides the best route to including the
contribution of nuclear quantum effects in calculated struc-
tural properties.
B. Comparison with previous experimental data sets
1. Single-crystal neutron diffraction at 15 K
As detailed in Sec. I, nitromethane has been studied a
number of times using neutron and x-ray diffraction with an
emphasis on correcting for thermal motion effects. Single-
crystal neutron diffraction studies have been limited to the
work of Jeffrey et al.8 at 15 K. Their study determined posi-
tions and ADPs to a good degree of precision. Table I gives
their experimental ADPs alongside our theoretical PIMD
values. The agreement between the two sets of ADPs is quite
good, with many of the displacement parameters being
within 3	 of each other.
The good agreement between the experimental and the-
oretical ADPs means that the differences between the theo-
retical time-averaged rave
MD and equilibrium structures re
should provide suitable positional corrections for the experi-
mental structure. Even at temperatures as low as 15 K, these
corrections are sizeable, ranging in magnitude from 0.021 Å
for the N atom to 0.115 Å for D1. The refinement of Jeffrey
et al.8 employed a segmented rigid-body TLS model,37 in
which the CNO2 and CD3 were treated as rigid fragments, to
correct bond lengths for librational effects. In addition, an
anharmonic distance correction was applied to the C–D dis-
tances to correct for bond-lengthening effects due to the an-
harmonicity of the bond-stretching motion. The TLS distance
corrections therefore provide a useful benchmark for the
MD-corrected values and the comparison is presented in
Table II. For the heavy-atom bond lengths, we calculate quite
small corrections, which are comparable to the experimental
uncertainties. Our calculated corrections are of the same
magnitude but opposite in sign to the TLS corrections. This
probably arises because the experimental TLS corrections for
the heavy-atom distances neglect the Morse contributions
that result in longer experimental bonds. For the C–D dis-
tances, both methods determine large corrections of approxi-
mately 0.015–0.02 Å. The agreement between the two meth-
ods is not that surprising because, at low temperatures, the
“harmonic” librational effects, which the TLS method deals
FIG. 3. Plot of 23rG, free
2 squares, 23rG
2 triangles, and Ueq circles for the
carbon atom in d3-nitromethane at temperatures from 4.2 to 228 K.
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with very well, will dominate. The C–D corrections are more
than 14 times the bond-length uncertainties, demonstrating
that they are highly significant.
Table III gives some of the intramolecular interbond and
torsion angles in the experimental time-averaged and equi-
librium structures. Thermal motion seems to affect the inter-
bond angles only slightly but there are substantial corrections
to the torsion angles, which are greater than 30	. The TLS
method is based on an assumption of harmonic curvilinear
motion, but it is evident from the torsional corrections that
the librational motion of the methyl group is highly anhar-
monic.
In addition to studying methyl-group rotation, previous
interest in nitromethane has also focused on the O¯D−C
intermolecular hydrogen-bonding interaction.8 The 15 K ex-
perimental structure has a number of short contacts between
O atoms and D atoms, some of which are listed in Table IV.
The corrections to the distances are large and in every case
statistically significant, with values ranging from 10 to 40
times the distance uncertainties. However, the corrections do
not alter the conclusions of Jeffrey et al.,8 who used an
O¯H distance criterion of 2.7 Å, and found that O1 has
four H bonds while O2 has none. The two different N–O
distances also differ by 0.004515 Å in the time-averaged
experimental structure, further suggesting that they have dif-
ferent intermolecular bonding environments. The MD simu-
lations and TLS corrections suggest that this difference is
significant with small and similar corrections for these dis-
tances Table II. The presence of such large corrections to
intermolecular distances, even at 15 K, shows the pitfalls of
ignoring thermal motion effects.
Increasingly, structural studies are focusing on compar-
ing intermolecular distances, particularly for understanding
more about the processes of cocrystallization and polymor-
phism. When precision is essential it is now common to
study materials at low temperatures as was the case with
nitromethane, with two reports of crystal structures at 4.2 K
and one at 15 K. While going to lower temperatures reduces
the effects of thermal motion it does still remain significant.
Methyl groups will always be extreme cases, due to the po-
tential for large-amplitude rotations of the groups, but in ni-
tromethane, there are still significant corrections for heavy-
atom intermolecular distances. For example, the N¯N
intermolecular experimental equilibrium distance of re
MD
=4.0042 Å is 0.024 Å longer in the time-averaged struc-
ture rave
exp
. More studies, on a wide range of crystal structures,
are required to understand the extent of this issue, especially
with crystal structures being used to fit force fields and pa-
rameterize semi-empirical methods such as the PM6
method,38 which used structural information from the Cam-
bridge Structural Database39 and also as direct input into
computational techniques such as the Pixel method,40 which
uses theoretical calculations to determine lattice and intermo-
lecular binding energies.
TABLE II. Experimental time-averaged bond lengths in Å in ni-
tromethane, rave
exp
, together with the reported TLS corrections r=rTLS
−rave
exp and the MD-derived corrections rMD=re−raveMD. Note that TLS cor-
rected distances were previously reported to only three decimal places with
no uncertainties.
rave
exp rTLS rMD
rC−N 1.48559 0.002 0.00409
rN−O1 1.22709 0.004 0.00289
rN−O2 1.22259 0.002 0.00149
rC−D1 1.075113 0.018 0.015913
rC−D2 1.073614 0.018 0.018314
rC−D3 1.073913 0.017 0.014413
TABLE III. Selected experimental time-averaged aveexp bond angles and
torsion angles in degrees of d3-nitromethane, together with the experimen-
tal equilibrium values eMD determined from the experimental equilibrium
structure after applying the PIMD-derived position corrections.
ave
exp e
MD =e
MD
−ave
exp
C−N−O1 118.21 118.11 0.1
O1−N−O2 123.71 123.81 0.1
N−C−D1 107.71 107.41 0.3
O1−N−C−D1 151.71 148.01 3.7
O1−N−C−D2 89.41 92.91 3.5
O1−N−C−D3 29.91 26.41 3.5
TABLE I. Experimental Ref. 8 and theoretical ADPs in Å2 for d3-nitromethane at 15 K.
U11 U22 U33 U12 U23 U31
C Expt. 0.00593 0.00743 0.01033 0.00152 0.00052 0.00052
PIMD 0.00651 0.00741 0.00861 0.00191 0.00041 0.00091
N Expt. 0.00472 0.00552 0.00742 0.00062 0.00002 0.00022
PIMD 0.00481 0.00501 0.00581 0.00051 0.00021 0.00011
O1 Expt. 0.00643 0.00913 0.01003 0.00083 0.00013 0.00213
PIMD 0.00721 0.00991 0.00861 0.00101 0.00061 0.00231
O2 Expt. 0.00933 0.00843 0.01083 0.00123 0.00373 0.00033
PIMD 0.01041 0.00961 0.00891 0.00201 0.00361 0.00061
D1 Expt. 0.03536 0.04397 0.01854 0.02346 0.00175 0.00875
PIMD 0.04381 0.05141 0.01611 0.03171 0.00301 0.00911
D2 Expt. 0.01845 0.02595 0.06108 0.00464 0.01495 0.01905
PIMD 0.01631 0.02251 0.05991 0.00201 0.00901 0.01701
D3 Expt. 0.02295 0.01654 0.04616 0.00504 0.01454 0.00844
PIMD 0.02121 0.01711 0.04351 0.00291 0.01461 0.00321
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2. High-resolution powder neutron diffraction data
at 4.2 K
As well as the single-crystal studies highlighted above,
the crystal structure of d3-nitromethane has also been studied
a number of times using powder neutron diffraction. The
most precise study was performed by David et al.11 using the
HRPD machine at the ISIS facility. The large volume of data
collected by the HRPD machine allowed for the refinement
of ADPs. This study focused on comparing powder diffrac-
tion results at 4.2 K with the 15 K single-crystal work of
Jeffrey et al.8 To ensure that the comparison was meaningful
the same TLS approach that was used for the 15 K data by
Jeffrey et al.8was applied to correct the 4.2 K bond lengths
for thermal effects. Table IV compares the MD and TLS-
determined equilibrium distances at 4.2 and 15 K. Being able
to compare equilibrium structures at two temperatures is
very important as the equilibrium structures particularly
bond lengths and angles should be very similar if the cor-
rections and indeed the experimental structures are correct.
The work by David et al.11 found that the single-crystal data
were superior and the larger uncertainties in the 4.2 K dis-
tances ensure that the data from the two temperatures are in
reasonable agreement. It is highly encouraging that differ-
ences between the equilibrium geometries at the two tem-
peratures are smaller when the MD corrections are used, in
all but one case. The sole discrepancy is in the C–D1 dis-
tance, which has a very small Morse correction compared to
D2 and D3, which we attribute to the unusual orientation
of the experimental thermal ellipsoids/PDFs.
C. Temperature dependence of thermal motion
The simulations described here can also be used to study
the temperature dependence of the anharmonic thermal mo-
tion in the crystal structure of d3-nitromethane. In order to
quantify the effects of temperature on the atomic position
distributions, we examine here the ADPs determined in
PIMD simulations.
Figure 4 shows the U11 values of the O1 atom as a
function of temperature. The isotropic displacement param-
eter, U, for a harmonic oscillator is given by41
Uharm =

2m
 coth 2kbT , 11
where  is the frequency of vibration of the oscillator and m
is the associated mass. A fit of this function to U11 for O1 is
also shown in Fig. 4. At large values of T, the function is
effectively linear while, as t→0, it approaches a finite value
due to the ZPE contribution to the motion. Deviations from
the ideal harmonic behavior were defined by Bürgi et al.41 as
“positive anharmonicity” when the thermal motion in-
creases faster than the harmonic behavior would suggest and
“negative anharmonicity” when the thermal motion in-
creases slower than the harmonic behavior. At higher tem-
peratures, more of the free-energy surface is explored. Thus
positive anharmonicity represents a broadening of the free-
energy surface away from the equilibrium point while a
steeper surface is implied in the case of negative anharmo-
nicity. Figure 4 clearly demonstrates that the dynamics of the
O1 atom exhibit positive anharmonicity. The numerical
PDFs, calculated from the PIMD simulations, show nearly
Gaussian distributions for the O atoms at low temperatures
but, as Fig. 5 shows, the distributions become asymmetric at
higher temperatures.
One approach to correcting the harmonic model ADPs
for such temperature-dependent anharmonicity is to substi-
tute an effective frequency, effT, in Eq. 11. The effective
frequency can be defined by a Grüneisen parameter, ,41
effT = 1 − VT − VminVmin  , 12
where V is cell volume and Vmin is the volume at the lowest
experimental temperature. The volume term is equivalent to
the thermal expansion coefficient, T. This approach is re-
TABLE IV. Selected experimental time-averaged intermolecular distances,
rave
exp
, for d3-nitromethane, together with the PIMD-corrected experimental
equilibrium values, reMD. All values are given in Å.
rave
exp re
MD r=re
MD
−rave
exp Molecule
rO1¯D1 2.3861 2.4041 0.018 12 −x ,2−y , 12 +z
rO1¯D2 2.5822 2.5722 0.010 12 +x , 32 −y ,1−z
rO1¯D3 2.5661 2.6051 0.039 12 +x , 52 −y ,1−z
rO1¯D2 2.4652 2.4532 0.012 1+x ,y ,z
rO2¯D1 2.6922 2.7032 0.011 −x ,− 12 +y , 12 −z
rO2¯D3 2.8592 2.7792 0.080 12 −x ,2−y ,− 12 +z
FIG. 4. Temperature dependence of U11 in Å2 of the O1 atom in
d3-nitromethane, as determined in PIMD simulations. For comparison, the
simple harmonic model of Eq. 11 and the modified harmonic model with
effective frequency given by Eq. 12 the Grüneisen fit are also shown.
FIG. 5. Two-dimensional slice through the numerical PDFs of
d3-nitromethane at 228 K. The NO2 fragment is in the plane of the paper,
and probability density increases from red to blue.
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ferred to as a quasiharmonic model. Equation 11, with the
effective frequency given by Eq. 12, was used to fit the
calculated U11 values of the O1 atom. The thermal expan-
sion T was fitted to the function a1T+a2T2 after Schwarzen-
bach et al.42 and the harmonic frequency  was treated as a
fitting parameter. The dashed line in Fig. 4 represents the
quasiharmonic fit, which models the temperature dependence
significantly better than the harmonic model, although a mul-
tifrequency model would be expected to yield an even better
fit. This fitting procedure gives a value of 3.05 for the Grü-
neisen parameter. We note that this value is consistent with
the work of Bürgi et al.,41 who analyzed the temperature
dependence of the ADPs of hexamethylenetetramine HMT
by treating the molecule as a rigid body. In that case, values
for  of between 2.3 and 5.3 were determined for a variety of
models applied to the ADPs of HMT at temperatures ranging
from 15 to 298 K.
In contrast to the oxygen atoms, the deuterium atoms’
ADPs the Uii values for D1 are plotted in Fig. 6 show
negative anharmonicity. There is an upper limit on the size of
ADPs due to the pseudoaxis of symmetry of the deuterium
atoms. The U33 value of D1 follows the linear high-
temperature behavior predicted by the harmonic model,
which is an indication that the anharmonicity is primarily in
the x and y directions. This makes sense in terms of the
orientation of the D1 atom and the axis of rotation. The
numerical PDFs depicted in Fig. 7 show how the harmonic
model of three separate atoms is far from reality. Our simu-
lations predict significant deviations from the trivariate
Gaussian behavior, clearly demonstrating the importance of
anharmonicity.
Figure 8 shows the bonded distance corrections as a
function of temperature, as determined in PIMD simulations.
The sampling uncertainties in the distance corrections are
typically less than 0.1 pm. The C–D corrections rise to very
large values of 0.1 Å. As we see in Fig. 8 and Table II,
the usual effect of librational motion of a molecule is to
shorten the time-averaged intramolecular bond lengths.2 As
we might expect from the D1 ADP behavior, the C–D1
the correction begins to plateau at higher T. In contrast, the
smaller C–N and N–O1 corrections continue to rise. This is
consistent with the concept of positive anharmonicity, where
the free-energy surface appears more anharmonic as the tem-
perature rises. Closer inspection of Fig. 8 shows that, at low
temperatures, the time-averaged lengths of the C–N and
N–O1 bonds are longer than their equilibrium values i.e.,
the distance correction re−rave
MD is negative Table V. The
bond stretches are modeled using Morse potentials and, for
an isolated diatomic molecule, such an asymmetric potential
results in a time-averaged bond length longer than the equi-
librium length as the temperature increases. The initial de-
crease of the distance corrections in Fig. 8 is the result of this
lengthening effect competing with the usual librational short-
ening behavior. However, we find that this effect is quite
small and only present at the lowest temperatures.
IV. CONCLUSION
A series of classical MD and quantum PIMD simulations
have been performed on d3-nitromethane at temperatures
ranging from 4.2 to 228 K. The results compare favorably to
the existing low-temperature neutron-diffraction data sets. In
particular, the experimental equilibrium structures have been
determined at 4.2 and 15 K. The corrections to atomic posi-
tions are large in magnitude, ranging from 0.02 to 0.1 Å at
15 K. As a result, corrections to C–D distances, intermolecu-
lar distances, and torsions are large and statistically signifi-
cant, highlighting the importance of including anharmonic
thermal motion effects in diffraction studies.
The use of PIMD simulations has been important for
determining the distance corrections at low temperatures,
where classical MD fails to capture the effects of quantum
fluctuations in the atomic positions. A comparison was made
between the full PIMD simulations and an approximation
based on the work of Feynman and Hibbs,28 which has been
used a number of times for liquid simulations. The FH ap-
proximation overestimates the swelling effect in the quantum
FIG. 6. Uii values in Å2 of the D1 atom in d3-nitromethane at tempera-
tures between 4.2 and 228 K, as determined in PIMD simulations.
FIG. 7. Isosurface of a the trivariate Gaussian PDFs and b numerical
atomic PDFs from the PIMD simulation of d3-nitromethane at 228 K. The
harmonic isosurface is plotted at the 90% probability level. The numerical
isosurface has been chosen so that the N-atom isosurfaces are similar in both
plots.
FIG. 8. PIMD distance corrections re−raveMD; in pm to rC−D1, rN
−O1, and rC−N at temperatures between 4.2 and 228 K.
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regime. This is clearly a result of the presence of significant
intra- and intermolecular forces in the solid state, which re-
duce the “quantum swelling” of the atomic distributions.
The temperature dependence of the ADPs and correc-
tions has also been explored. The ADPs deviate significantly
from the ideal behavior expected for harmonic oscillators. It
has been shown that a simple quasiharmonic model can re-
produce the temperature dependence adequately. The devia-
tions can be correlated with the numerical PDFs and distance
corrections. In studying nitromethane, the MD method has
been applied to the important class of methyl groups, which
are the classical example of curvilinear, anharmonic motion.
The numerical PDFs should provide useful insights for the
design and assessment of new anharmonic structure factor
equations.
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