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A method of obtaining the mean-square spline approximation by the use of 
dynamic programming is indicated. 
1. INTRODUCTION 
Given a function u(t) over the interval [0, T], defined explicitly by means 
of a table of values, an analytic expression or implicitly by an equation, it is 
often desirable to obtain an approximation in terms of a function of a standard 
type. One way to accomplish this is by means of an interpolation formula, 
of which the classic example is the Lagrange polynomial interpolation. Given 
the n+l points O<t,,<ti<*.. < t, < T, we seek a polynomial of 
degree 71, p,(t), with the property that p,(tJ = u(ti), i = 0, l,..., n. There 
are, however, many advantages to using instead a piecewise polynomial, or 
spline approximation [l]. In a previous paper we indicated the use of dynamic 
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programming in the effective determination of a cubic spline satisfying the 
foregoing interpolation condition [2]. 
It is also interesting to obtain a mean-square approximation, i.e., to deter- 
mine the polynomial of degree n which minimizes the quadratic functional 
Orthogonal polynomials yield a simple approach and solution to this classical 
problem. 
Here we wish to discuss the use of dynamic programming to treat the 
corresponding problem for splines, restricting our attention once again to 
cubic splines. The general case can be treatedby the same method. Throughout 
we keep the nodes (tJ, fixed. The problem of choosing the nodes in a most 
convenient fashion, as functionals of u(t), can also be treated by means of 
dynamic programming, but no longer permits an explicit analytic treatment 
(see [3] and [4] where a simple computational algorithm is presented). 
2. CUBIC SPLINES 
A cubic spline s,((t) with the nodes {ti} is determined by the following 
conditions: 
(a) sn(t) is a cubic polynomial in each of the intervals 
[tr , t,+J, K = 0, 1, 2 ,..., 1z - 1; to = 0, t, = T. (1) 
lb) 4th sn’( ), d n( ) t an S” t are continuous throughout [0, T]. 
It follows that sn(t) in the interval [tk , th.+J is completely specified once 
the values of s,,(t) and sn’(t) are fixed at the end points. Furthermore, as 
follows from standard interpolation formulas, in [&, t,+r] sn(t) is linear in 
these values, i.e., 
%(t) = &z(hJ %(t) + hz’(tJ W) + %&+A Gl(t) + ~n’bc+J 42(t), (2) 
where the polynomials a,(t), b,(t), c,(t) and d,(t) depend upon t, and tk+i . 
3. MINIMIZATION PROCEDURE 
Let us embed the original minimization problem within the family of 
problems: 
min Jk(U) = min 
s 
,r (U - ~~(1))~ dt, (1) 
I 
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K = 0, I,..., IZ - 1. We begin by considering the case where s*(t) and sn’(t) 
have specified values at t, . Then, we will minimize over the choice of these 
values. 
Hence we first introduce the functions 
f7ch 9 4 = mR1” J&4 k = 0, I,..., n. - 1 (2) 
where R is the set of spline functions restricted by the conditions 
ST&c) = Cl 9 s,'(tJ = c2 . (3) 
The minimization over cr and cg will be readily accomplished sincef,(c, , ca) 
is quadratic in c1 and cs , as follows inductively from the procedure below, 
or can readily be established ab initio. 
4. FUNCTIONAL EQUATIONS 
Let us use the additive property of the integral, 
(1) 
Then the principle of optimality of dynamic programming yields the relation 
where qk(cl , ca d, , C&J is the quadratic polynomial obtained from the evalua- 
tion of 
I 
tk+l 
(u - s,(t)y dt (3) 
tk 
when s,,(t) is the cubic determined by the conditions: 
s&r;) = Cl , sn’(tk) = c2 1 
S&k,,) = 4 9 s&+1) = 4 . 
(4) 
5. RECURRENCE RELATIONS 
The use of the quadratic character of the fb and qk enables the minimization 
in (2) to be carried out explicitly and recurrence relations for the coefficients 
of these functions to be determined. Since the details are very much as in [2], 
we shall omit the algebra. 
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