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Resumo
Nesse trabalho utilizamos ferramentas bem estabelecidas da literatura e propomos novas
ferramentas com boas propriedades para aplicação em dois problemas reais: análise de
precipitação diária em Seattle a fim de determinar semelhanças ou discrepâncias entre
registros anuais e detecção de fraude em uma empresa fornecedora de energia de Campinas.
Representamos o comportamento estocástico dessas séries via cadeias de Markov de ordem
finita. Apontamos similaridades e dissimilaridades entre as amostras desses processos por
meio de uma métrica baseada no Critério de Informação Bayesiano (BIC), possibilitando a
criação de clusters pautados nessa métrica. Além disso, utilizamos um método de estimação
do Modelo de Partições, também baseado no BIC, que particiona de maneira consistente
o espaço de estados tal que cada parte seja formada apenas por estados equivalentes, isto
é, estados cujas probabilidades de transição são iguais. Dessa forma, o modelo fornece
qualidade na estimação e o poder de interpretação das partes com estados equivalentes.
Em posse dessas ferramentas, construímos uma representação do processo anual de chuvas
e estabelecemos perfis de clientes fraudadores, postulando adicionalmente uma classificação
de risco de fraude para clientes.
Palavras-chave: Cadeias de Markov, Critério de Informação Bayesiano, Proximidade
entre Processos, Seleção de Modelos.
Abstract
In this work we use well established tools and propose new ones with good properties to
solve two practical problems: the analysis of daily rainfall data from Seattle in order to
define if the underlying annual processes are similar or not and the detecction of fraud
among consumers of an energy company in Campinas. We point out similarities and
dissimilarities between samples of the processes by using a metric based on the Bayesian
Information Criterion (BIC), allowing for the creation of a clustering technique based
on this metric. Besides that, we estimate Partition Markov Models through BIC that
consistently estimate the partition of the state space such that each part is a set of
equivalent states, that is, states that share the same transition probabilities. Thus, the
model provides quality in the estimation procedure and the interpretability of the parts
with equivalent states. With these tools, we build a representation for the annual rainfall
process, also we build profiles of fraudulent customers and we introduce a risk of fraud
classification of customers.
Keywords: Markov Chains, Bayesian Information Criterion, Proximity between Processes,
Model Selection.
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Introdução
Nesse trabalho, utilizamos ferramentas bem estabelecidas na literatura e, base-
ado nisso, desenvolvemos técnicas para a análise de duas aplicações em dados reais. Essas
técnicas são voltadas para cadeias de Markov de ordem finita em alfabetos finitos e nos
permitem comparar amostras desses processos fornecendo informações de similaridades e
dissimilaridades entre os mesmos, apontando ainda onde se encontram as maiores dife-
renças, caso existam. Essas comparações são feitas por uma medida baseada no Critério
de Informação Bayesiano (BIC) o qual apresenta boas propriedades e comportamento
consistente. Partindo da possibilidade de quantificar, de maneira consistente, a distinção
ou não de amostras de processos, nesse trabalho propomos um algoritmo para formação
de clusters baseado nessa medida. Uma vez que temos grupos de amostras de processos
semelhantes, isto é, podendo ser consideradas advindas de uma mesma lei, usamos uma
técnica de estimação, também baseada no BIC, que possibilita a redução de parâmetros
a estimar (probabilidades de transição). A estratégia agrupa as partes de uma partição
do espaço de estados, aqueles estados considerados equivalentes. Assim, tendo estados
equivalentes, esses compartilham das mesmas probabilidades de transição, possibilitando a
redução do número total de parâmetros. Essa diminuição é benéfica visto a capacidade de
precisar a estimação. Já a união de estados semelhantes em uma mesma parte da partição
possibilita inferência e interpretação do processo de origem das amostras.
Definimos inicialmente o caso mais simples de uma cadeia de Markov. Uma
cadeia de Markov discreta de ordem 1 é um processo pXn, n ¥ 1q sobre o alfabeto A que
satisfaz a condição
ProbtXn 1  j|X1  i1, . . . , Xn1  in1, Xn  inu 
ProbtXn 1  j|Xn  inu, (1)
para todo n ¥ 1 e para toda sequência i1, i2, . . . , in P A tal que ProbtX1  i1, X2 
i2, . . . , Xn  inu ¡ 0.
Denominamos a coleção de estados queXn pode assumir de alfabeto. Além disso,
as probabilidades condicionais ProbtXn 1  j|Xn  inu são denominadas probabilidades
de transição.
Exemplo 1. (Stewart, 2009) Modelo para Previsão do Tempo. Um estudo na cidade de
Belfast na Irlanda do Norte classificou o padrão temporal diário da cidade em chuvoso,
nublado e ensolarado. É possível considerar uma cadeia de Markov para modelar o compor-
tamento do tempo ao longo dos dias. Considere o alfabeto A  tC,N,Eu representando as
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três categorias: chuvoso (C), nublado (N) e ensolarado (E). Estimou-se as probabilidades
de transição, os valores são encontrados no diagrama da Figura 1.
Figura 1 – Diagrama de transição do tempo de Belfast
Note que o diagrama indica que caso o dia esteja chuvoso a probabilidade do
próximo dia continuar chuvoso é 0,8, enquanto ser nublado é 0,15 e ensolarado apenas
0,05. As probabilidades de transição de um dia nublado e ensolarado podem ser lidas na
Figura 1 de maneira similar.
Logo, o processo satisfaz a condição em 1, então para prever um novo estado o
processo necessita exclusivamente da informação do estado imediatamente anterior. Assim,
caso não assuma essa condição não temos uma cadeia de Markov. Porém, suponha que no
modelo de previsão de tempo de Belfast sabemos as probabilidades de transição partindo da
configuração dos últimos dois dias consecutivos, logo podendo partir de dois dias chuvosos
(CC), nublados (NN), ensolarados (EE), ou ainda partindo das configurações CN, CE, NC,
NE, EC e EN. A Figura 2 apresenta as probabilidades de transição para essa nova situação,
sendo as probabilidades partindo de dois dias seguidos chuvosos para um dia chuvoso,
nublado e ensolarado 0,6, 0,3 e 0,1 respectivamente. Já partindo de um dia nublado ou
ensolarado seguido de um dia chuvoso para um dia chuvoso, nublado e ensolarado são
0,8, 0,15 e 0,05 respectivamente. Agora partindo de um dia nublado ou ensolarado seguido
de um dia nublado são 0,7, 0,2 e 0,1 para dias chuvoso, nublado e ensolarado. Por fim,
partindo de um dia nublado ou ensolarado seguido de um dia ensolarado as probabilidades
são 0,5, 0,3 e 0,2 para um dia chuvoso, nublado e ensolarado.
Figura 2 – Diagrama de transição do tempo de Belfast Modificado
Analisando a Figura 2 vemos que agora a probabilidade de transição depende da
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informação do tempo dos dois últimos dias, isto é, dos dois últimos estados, não somente
do dia imediatamente anterior. Porém, caso passemos a considerar como estado atual
do processo a configuração dos dois dias recentes, podemos proceder de maneira similar
ao caso em 1, visto que podemos definir o espaço de estados S  A2 contendo todas as
configurações possíveis para os dois dias recentes.
Pelo Exemplo 1 observamos que se o processo tem o espaço de estados S pode
ocorrer das probabilidades de transição necessitarem de S  A2, sendo A  tC,N,Eu ou
de um histórico maior. Sendo assim, podemos estender a condição em 1 para uma cadeia
de Markov com estados em Ak. Um processo pXn, n ¥ 1q que assume valores em A tal que
para um k fixo inteiro satisfaz
ProbtXn 1  j|X1  i1, . . . , Xnk  ink, Xnk 1  ink 1, . . . , Xn  inu
 ProbtXn 1  j|Xnk 1  ink 1, . . . , Xn  inu,
para todo n ¥ k e para toda sequência i1, i2, . . . , in P A, ProbtX1  i1, X2  i2, . . . , Xn 
inu ¡ 0 é dito de ordem k, ou k-dependente. A ordem do processo pode ser interpretada
como quanto o processo deve considerar do passado para determinar a distribuição do
novo estado. Além disso, agora denotaremos S  Ak como o espaço de estados, sendo A o
alfabeto.
Em situações como a apresentada no Exemplo 1, é necessário um método
de estimação para a obtenção das probabilidades de transição. No caso dos processos
estocásticos, as probabilidades de transição são parâmetros a serem determinados, sendo
assim é possível não se ter a informação do número de parâmetros a serem estimados
caso o alfabeto seja infinito, por exemplo. Note ainda que mesmo com alfabeto finito o
número de parâmetros aumenta exponencialmente com o aumento da ordem, no Exemplo
1 com ordem 1 haviam 3p3 1q  6 parâmetros a serem estimados, enquanto com ordem
2 passamos a ter 32p3 1q  18 parâmetros, visto que cada um dos três estados demanda
duas probabilidades de transição, já que a terceira pode ser obtida sabendo-se que soma
das três deve ser um.
Sabe-se que a razão entre o número de vezes que o processo observado partiu de
um estado r P S para um elemento a P A e o total de vezes que r ocorreu na amostra é o
estimador sob a pseudo-verossimilhança (visto que condicionamos aos primeiros o valores,
sendo o a ordem do processo) para a probabilidade de transição de r para a.
Uma alternativa para a estimação dos processos de Markov de ordem finita
é proposta em García e González-López (2017). Nesse trabalho, é proposto o Modelo
Markoviano de Partições Mínimas (MMPM), em que utiliza-se o BIC para selecionar um
modelo mais parcimonioso em relação ao número de parâmetros e o valor da função de
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verossimilhança, pois o critério consiste em penalizar a verossimilhança de acordo com
o número de parâmeros. Sendo assim, utilizamos o BIC para construímos de maneira
consistente uma partição do espaço de estados tal que cada parte é formada de estados
que compartilham de uma mesma probabilidade de transição. Devida a diminuição do
número de parâmetros, fornecemos uma melhor qualidade na estimação das probabilidades.
Além disso, as partes formadas podem fornecer um poder de interpretação ao problema,
por exemplo, no campo da linguística, podemos formar partes compostas de palavras ou
sequências de palavras com a mesma probabilidade de transição, ou seja, palavras ou
sequências de palavras sinônimas no contexto estudado.
Também é possível utilizar o BIC, como proposto em García, Gholizadeh e
González-López (2018a), para analisar similaridades e dissimilaridades entre amostras
de processos possibilitando então detectar se essas estão sob uma mesma lei ou não,
aferindo inclusive o quanto estão próximas/distantes. Caso não estejam sob uma mesma lei,
podemos apontar onde estão essas dissimilaridades, mostrando quais estados apresentam
probabilidades de transição mais divergentes entre as duas amostras. Algumas aplicações
dessa ferramenta na área industrial, linguística e genética podem ser vistas em García e
González-López (2017), García, González-López e Andrade (2017), García, Gholizadeh e
González-López (2017), García, González-López e Andrade (2018), García, Gholizadeh
e González-López (2018b), Fernández et al. (2019), Cordeiro et al. (2019). Uma vez
detectadas amostras sob uma mesma lei, é possível o uso do MMPM para análise do
comportamento estocástico.
No Capítulo 1 introduziremos a métrica ds baseada no critério BIC entre duas
amostras que aponta, para uma estado s, se essas amostras podem ser consideradas
semelhantes ou não. Para essa métrica mostraremos suas propriedades, sua relação com o
critério BIC e o seu comportamento assintótico, finalizando com duas aplicações dessa
ferramenta em banco de dados reais. A primeira aplicação é feita em um banco de dados
sobre o perfil de perfil precipitação da cidade de Seattle e a segunda sobre análise de série
de consumo de energia de clientes de uma empresa fornecedora de energia de Campinas a
fim de detectar clientes fraudadores. As Seções 1.1, 1.2, 2.1 e 2.1 são dedicadas a essas
duas aplicações, sendo cada aplicação dividida em duas partes. As Seções 1.1 e 2.1 tratam
respectivamente de uma análise de similaridades entre os anos em relação a precipitação
e um modelo para previsão de chuvas. Já a Seção 1.2 aborda a formação de clusters
de clientes de acordo com seu consumo energético, finalizando na Seção 2.2 com uma
análise de perfis de consumo de clientes fraudadores e medidas de triagem contra fraude.
O Capítulo 2 será dedicado a explicar o MMPM, introduzindo sua relação com o BIC,
propriedades e comportamento assintótico, finalizando com sua aplicação nos bancos de
dados já citados. Para o primeiro banco de dados construiremos um modelo de previsão
de chuva já para o segundo banco construiremos perfis de consumo energético dos clientes
fraudadores.
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1 Similaridades e Dissimilaridades entre Pro-
cessos
Considere duas amostras de processos de Markov, em muitas situações práticas,
é do interesse saber o quanto essas amostras são próximas (ou distantes), por exemplo,
para a comparação de cepas de um vírus específico vindas de diferentes regiões climáticas
a fim de detetar semelhanças e diferenças. Em outras palavras, é do interesse saber se
essas amostras são governadas por uma mesma lei estocástica. Caso não sejam de uma
mesma lei é relevante também saber onde estão essas dissimilaridades, ou seja, em quais
estados do processo encontramos probabilidades de transição destoantes e ainda qual
estado apresenta a maior diferença.
Considere duas amostras dispostas em um mesmo espaço de estados e um estado
s P S, sendo S o espaço de estados. Para a estimativa das probabilidades de transição
partindo de s devemos decidir se consideraremos diferentes estimativas para cada uma das
amostras ou a mesma estimativa para as duas amostras. Para tomar uma decisão entre
esses dois cenários podemos utilizar um critério de decisão, nesse contexto sabemos que o
BIC é um critério bem estabelecido (Schwarz, 1978), pois é consistente para processos de
Markov (Csiszár e Shields, 2000; Csiszár e Talata, 2006; García e González-López, 2017),
logo uma boa alternativa para essa seleção é um método baseado nesse critério.
Sabe-se que na literatura, existe a alternativa de usar a entropia relativa, co-
nhecida também como distância de Kullback Leibler, a fim de medir a distância entre
distribuições, porém apesar dessa medida ser sempre não negativa temos que ela não é simé-
trica e nem satisfaz a desigualdade triangular, logo não é uma métrica. Em contrapartida,
a noção baseada no BIC que apresentaremos é de fato uma métrica.
Para formalizar esse problema, considere um processo de Markov pXt, t P Nq a
tempo discreto de ordem o (o   8) com alfabeto finito A e espaço de estados S  Ao, sendo
s P S um estado. Denotaremos uma string amam 1 . . . an por anm, com ai P A,m ¤ i ¤ n,
P pa|sq  ProbpXt  a|X
t1
to  sq e P psq  ProbpX t1to  sq para cada a P A e s P S.
Considere também Nnpsq e Nnps, aq como o número de ocorrências de s e s seguido do
elemento a respectivamente na amostra xn1 do processo pXt, t P Nq. Assim, temos que
Nnps, aq{Nnpsq para Nnpsq  0 é o estimador de máxima pseudo-verossimilhança de P pa|sq
com P psq  0. A verossimilhança para essa amostra é dada por
ProbpXt  x
n
1 q  P px
o
1q
¹
aPA
rPS
P pa|rqNnpr,aq.
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Nesse caso, os parâmetros a serem estimados constituem o conjunto de proba-
bilidades de transição tP pa|sq, a P A, s P Su, logo temos p|A|  1q|S| parâmetros a estimar
sendo |  | o cardinal de . Como visto em Csiszár e Shields (2000) o valor máximo da
pseudo-log-verossimilhança nesse caso é dada por
MLpS, xn1 q 
¸
aPA
sPS
Nnps, aq ln

Nnps, aq
Nnpsq


, @s P S tal que Nnpsq  0. (1.1)
A partir disso, o valor do BIC é obtido penalizando a log-verossimilhança em
relação ao número de parâmetros e tamanho da amostra (Schwarz, 1978). Sendo assim,
para o nosso caso, dada uma amostra xn1 , de tamanho n, o valor do BIC para uma cadeia
de Markov de ordem o é
BICpxn1 q  MLpS, xn1 q 
1
α
p|A|  1q|S| lnn,
em que o parâmetro α é um parâmetro de penalização. Posteriormente detalharemos mais
sobre a função desse parâmetro.
Considere agora duas cadeias de Markov pX1,t, t P Nq e pX2,t, t P Nq de ordem
o sobre um alfabeto A de espaço de estados S, denote por tP pa|squaPA e tQpa|squaPA os
conjuntos de probabilidades de transição de pX1,t, t P Nq e pX2,t, t P Nq respectivamente.
Considere também duas amostras independentes xn11,1 e xn22,1 de pX1,t, t P Nq e pX2,t, t P Nq
respectivamente. Dessa forma, o valor da verossimilhança para o modelo em conjunto
considerando, inicialmente, os dois conjuntos distintos de probabilidades condicionais e
amostras independentes é
P pxo1,1qP px
o
2,1q
¹
aPA
sPS
P pa|sqNn1 ps,aqQpa|sqNn2 ps,aq,
sendo Nn1ps, aq e Nn2ps, aq o número de ocorrências da string s seguida pelo elemento a
nas amostras xn11,1 e xn22,1 respectivamente.
Assim como em 1.1, o valor máximo da pseudo-log-verossimilhança nesse caso
é dada por ¸
aPA
rPS
"
Nn1pr, aq ln

Nn1pr, aq
Nn1prq


 Nn2pr, aq ln

Nn2pr, aq
Nn2prq

*
.
Porém considere que para uma string específica s P S ocorre P p|sq  Qp|sq, dessa forma
o número de parâmetros que anteriormente era 2p|A|  1q|S| agora é p2|S|  1qp|A|  1q e
o valor máximo da pseudo-log-verossimilhança incluindo essa condição é
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¸
aPA
rPSztsu
"
Nn1pr, aq ln

Nn1pr, aq
Nn1prq


 Nn2pr, aq ln

Nn2pr, aq
Nn2prq

*
 
¸
aPA
Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq


,
sendo Nn1 n2ps, aq  Nn1ps, aq  Nn2ps, aq e Nn1 n2psq  Nn1psq  Nn2psq.
Dito isso, agora podemos mostrar como usar o critério BIC para decidir se os
dois conjuntos de probabilidades da amostras para uma string específica r P S podem ser
considerados o mesmo conjunto. Definiremos agora a métrica ds que, baseada no BIC,
afere o quão próximos localmente os processos são.
Definição 1. Considere duas cadeias de Markov pX1,t, t P Nq e pX2,t, t P Nq de ordem o
com alfabeto finito A e espaço de estados S  Ao e suas amostras independentes xn11,1 e xn22,1
respectivamente. Defina para s P S
dspx
n1
1,1, x
n2
2,1q 
α
p|A|  1q lnpn1   n2q
¸
aPA
"
Nn1ps, aq ln

Nn1ps, aq
Nn1psq


 Nn2ps, aq ln

Nn2ps, aq
Nn2psq


Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq

*
,
sendo α um real positivo.
O parâmetro α será discutido quando mostrarmos a relação da medida ds com
o BIC. Veremos que essa medida é de fato uma métrica, apresentaremos a sua relação
com o BIC e mostraremos que ds é consistente. Para fins de demonstração, considere a
definição da entropia relativa D entre duas distribuições P e Q em A, DpP pq||Qpqq ¸
aPA
P paq ln

P paq
Qpaq


. Essa quantidade pode ser usada para representar a perda esperada
de informação quando um modelo é utilizado de forma equivocada. Um ponto útil para
fins de cálculo, como o que será utilizado a seguir, é o fato do valor da entropia relativa
ser sempre não negativo, fato conhecido como desigualdade de Gibbs.
Teorema 1. (García, Gholizadeh e González-López, 2018a) Considere três cadeias de
Markov pXi,t, t P Nq, i  1, 2, 3 de ordem o, com alfabeto finito A e espaço de estados
S  Ao e as amostras independentes xnii,1, i  1, 2, 3. Considere uma string s P S tal que
Nnipsq  0, para i  1, 2, 3, logo
i. dspxn11,1, xn22,1q ¥ 0, sendo que dspxn11,1, xn22,1q  0 ô
Nn1ps, aq
Nn1psq

Nn2ps, aq
Nn2psq
, @a P A
(não-negatividade);
ii. dspxn11,1, xn22,1q  dspxn22,1, xn11,1q (simetria) e
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iii. dspxn11,1, xn22,1q ¤ dspxn11,1, xn33,1q   dspxn22,1, xn33,1q (desigualdade triangular).
Demonstração. Considere a1, a2, . . . , an e b1, b2, . . . , bn números não negativos e denote
por a a soma dos ai, i  1, 2, . . . , n e b a soma dos bi, i  1, 2, . . . , n. Dessa forma, a
desigualdade log-soma é dada por:
n¸
i1
ai log
ai
bi
¥ a log a
b
,
com igualdade se, e somente se, ai
bi
são iguais para todo i. Assim, para (i), considerando
ai  Nnips, aq e bi  Nnipsq para i  1, 2, logo para todo a P A,
Nn1ps, aq ln

Nn1ps, aq
Nn1psq


 Nn2ps, aq ln

Nn2ps, aq
Nn2psq


¥ Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq


ô
Nn1ps, aq ln

Nn1ps, aq
Nn1psq


 Nn2ps, aq ln

Nn2ps, aq
Nn2psq


Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq


¥ 0.
Portanto, temos que dspxn11,1, xn22,1q ¥ 0, com igualdade quando
Nn1ps, aq
Nn1psq

Nn2ps, aq
Nn2psq
, @a P
A.
Veja que (ii) ocorre diretamente. Já (iii), assumindo por simplicidade que
n1  n2  n3, note que a expressão pode ser escrita da forma
0 ¤
¸
aPA
"
2Nn3ps, aq ln

Nn3ps, aq
Nn3psq


Nn1 n3ps, aq ln

Nn1 n3ps, aq
Nn1 n3psq


Nn2 n3ps, aq ln

Nn2 n3ps, aq
Nn2 n3psq


 Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq

*
. (1.2)
Logo, para demonstrar (iii) basta mostrar que o lado direto da inequação anterior é
positivo, para isso, observe que esse termo é equivalente a¸
aPA
"
Nn3ps, aq

2 ln

Nn3ps, aq
Nn3psq


 ln

Nn1 n3ps, aq
Nn1 n3psq


 ln

Nn2 n3ps, aq
Nn2 n3psq


 
¸
k1,2
Nnkps, aq ln

Nn1 n2ps, aq
Nn1 n2psq
N
Nnk n3ps, aq
Nnk n3psq

+

¸
aPA
¸
k1,2
"
Nn3ps, aq ln

Nn3ps, aq
Nn3psq
N
Nnk n3ps, aq
Nnk n3psq


 Nnkps, aq ln

Nn1 n2ps, aq
Nn1 n2psq
N
Nnk n3ps, aq
Nnk n3psq

*

¸
k1,2
"
Nn3psqD

Nn3ps, q
Nn3psq
Nnk n3ps, qNnk n3psq


 
¸
aPA
Nnkps, aq
Nn1 n2psq
Nn1 n2ps, aq
Nn1 n2ps, aq
Nn1 n2psq
ln

Nn1 n2ps, aq
Nn1 n2psq
N
Nnk n3ps, aq
Nnk n3psq

+
. (1.3)
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Sendo assim, temos também que Nnkps, aq ¤ n1, @k  1, 2, 3, visto que n1  n2  n3, logo
Nn1 n2ps, aq  Nn1ps, aq Nn2ps, aq ¤ 2n1, dessa forma
1
Nn1 n2ps, aq
¥
1
2n1
. Por outro lado,
Nnkps, aq ¥ 1 e Nn1 n2ps, aq ¥ 1, logo Nnkps, aqNn1 n2ps, aq ¥ 1 e
Nnkps, aqNn1 n2ps, aq
Nn1 n2ps, aq
¥
1
Nn1 n2ps, aq
¥
1
2n1
. Por fim,
¸
aPA
Nnkps, aq
Nn1 n2psq
Nn1 n2ps, aq
Nn1 n2ps, aq
Nn1 n2psq
ln

Nn1 n2ps, aq
Nn1 n2psq
N
Nnk n3ps, aq
Nnk n3psq


¥
1
2n1
¸
k1,2
D

Nn1 n2ps, q
Nn1 n2psq
Nnk n3ps, qNnk n3psq


.
Com isso temos que a expressão em 1.3 é maior que o termo
Nn3psq
¸
k1,2
D

Nn3ps, q
Nn3psq
Nnk n3ps, qNnk n3psq


 
1
2n1
¸
k1,2
D

Nn1 n2ps, q
Nn1 n2psq
Nnk n3ps, qNnk n3psq


,
que é positivo. Logo, 1.2 ocorre e (iii) segue.
O próximo resultado apresenta a relação entre ds e o BIC. Para isso, considere
duas cadeias de Markov pX1,t, t P Nq e pX2,t, t P Nq de ordem o com alfabeto finito A
e espaço de estados S  Ao e suas amostras independentes xn11,1 e xn22,1 respectivamente.
Temos que
BICpxn11,1, xn22,1q  MLpS, xn1 q 
1
α
p|A|  1q2|S| lnpn1   n2q

¸
aPA
rPS
Nn1pr, aq ln

Nn1pr, aq
Nn1prq


 
¸
aPA
rPS
Nn2pr, aq ln

Nn2pr, aq
Nn2prq



|A|  1
α
2|S| lnpn1   n2q. (1.4)
Logo, quando consideramos as duas amostras governadas por leis diferentes,
temos 2|S|p|A|  1q parâmetros a serem estimados. Por outro lado, considerando P pa|sq 
Qpa|sq@a P A para um s P S fixo, temos ao total p|A| 1qr2p|S| 1q  1s parâmetros, visto
que cada amostra tem uma string a menos e somamos p|A|  1q parâmetros oriundos da
utilização conjunta das duas amostras. Sendo assim temos
BICpxn11,1, xn22,1,sq 
¸
aPA
rPSztsu
Nn1pr, aq ln

Nn1pr, aq
Nn1prq


 
¸
aPA
rPSztsu
Nn2pr, aq ln

Nn2pr, aq
Nn2prq


 
¸
aPA
Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq



p|A|  1q
α
r2p|S|  1q   1s lnpn1   n2q. (1.5)
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Assim, veja o próximo resultado que apresenta a relação entre ds e o BIC.
Teorema 2. (García, Gholizadeh e González-López, 2018a) Considere duas cadeias
de Markov pX1,t, t P Nq e pX2,t, t P Nq de ordem o com alfabeto finito A e espaço de
estados S  Ao e suas amostras independentes xn11,1 e xn22,1 respectivamente. Denote por
tP pa|rquaPA,rPS e tQpa|rquaPA,rPS os conjuntos de probabilidades de transição de pX1,t, t P Nq
e pX2,t, t P Nq respectivamente. Dado s P S tal que Nnipsq  0, para i  1, 2,
BICpxn11,1, xn22,1q   BICpxn11,1, xn22,1,sq ô dspxn11,1, xn22,1q   1, (1.6)
em que BICpxn11,1, xn22,1q é composto pela log-verossimilhança com base nas duas amostras e
BICpxn11,1, xn22,1,sq que é composto pelas duas amostras e considerando P pa|sq  Qpa|sq @a P
A.
Demonstração. Temos que o BICpxn11,1, xn22,1q é dado por 1.4 e BICpxn11,1, xn22,1,sq por 1.5.
Assim, BICpxn11,1, xn22,1q   BICpxn11,1, xn22,1,sq se, e somente se,¸
aPA
"
Nn1ps, aq ln

Nn1ps, aq
Nn1psq


 Nn2ps, aq ln

Nn2ps, aq
Nn2psq


Nn1 n2ps, aq ln

Nn1 n2ps, aq
Nn1 n2psq

*
 
p|A|  1q
α
lnpn1   n2q
ô dspx
n1
1,1, x
n2
2,1q   1.
Dado o resultado, temos que o critério BIC indica se, para um determinado
estado s, devemos considerar apenas um conjunto de probabilidades condicionais (das
amostras conjuntamente) ou dois conjuntos (de cada amostra separadamente). Caso ds   1,
consideramos, para aquela string, que as amostras são governadas por uma mesma lei,
logo utilizaremos um único conjunto de probabilidades de transição na estimação. Caso
contrário, temos leis diferentes governando cada amostra e devemos utilizar dois conjuntos
de probabilidades condicionais. Veja que o parâmetro α na métrica ds exerce a função de
penalizar a verossimilhança em relação ao número de parâmetros. Note que quanto menor
o valor de α, maior a penalização da verossimilhança. Nesse trabalho, utilizaremos α  2
em todas as aplicações, pois como visto em Schwarz (1978) e García e González-López
(2017), ao decidir se duas amostras são governadas por uma mesma lei quando ds   1, com
α  2, é equivalente a usar o BIC na sua forma mais popular. Para fins de demonstração,
veja a relação da ds com a entropia relativa.
Lema 1. (García, Gholizadeh e González-López, 2018a) Considere duas cadeias de Markov
pX1,t, t P Nq e pX2,t, t P Nq de ordem o com alfabeto finito A e espaço de estados S  Ao e
suas amostras independentes xn11,1 e xn22,1 respectivamente, então para s P S,
dspx
n1
1,1, x
n2
2,1q 
α
p|A|  1q lnpn1   n2q
¸
k1,2
NnkpsqD

Nnkps, q
Nnkpsq
Nn1 n2ps, qNn1 n2psq


.
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Demonstração. Visto que Nn1 n2ps, aq  Nn1ps, aq  Nn2ps, aq, temos
dspx
n1
1,1, x
n2
2,1q 
α
p|A|  1q lnpn1   n2q
¸
k1,2
¸
aPA
Nnkps, aq

ln

Nnkps, aq
Nnkpsq



ln

Nn1 n2ps, aq
Nn1 n2psq



α
p|A|  1q lnpn1   n2q
¸
k1,2
Nnkpsq
¸
aPA
Nnkps, aq
Nnkpsq

ln

Nnkps, aq
Nnkpsq
N
Nn1 n2ps, aq
Nn1 n2psq



α
p|A|  1q lnpn1   n2q
¸
k1,2
NnkpsqD

Nnkps, q
Nnkpsq
Nn1 n2ps, qNn1 n2psq


.
O próximo resultado apresenta as propriedades assintóticas da métrica ds.
Teorema 3. (García, Gholizadeh e González-López, 2018a) Considere duas cadeias
de Markov pX1,t, t P Nq e pX2,t, t P Nq de ordem o com alfabeto finito A e espaço de
estados S  Ao e suas amostras independentes xn11,1 e xn22,1 respectivamente. Denote por
tP pa|rquaPA,rPS e tQpa|rquaPA,rPS os conjuntos de probabilidades de transição de pX1,t, t P Nq
e pX2,t, t P Nq respectivamente. Dado s P S tal que Nnipsq  0, para i  1, 2, P pa|sq ¡ 0,
Qpa|sq ¡ 0, @a P A e n  min pn1, n2q,
i. Se P pa|sq  Qpa|sq, @a P A, então dspxn11,1, xn22,1q ÝÝÝÑnÑ8 0, e
ii. Se Da P A : P pa|sq  Qpa|sq, então dspxn11,1, xn22,1q ÝÝÝÑnÑ8 8.
Demonstração. Para (i) temos que dspxn11,1, xn22,1q ¥ 0, logo basta mostrar que, para todo
δ ¡ 0, existe n0 tal que caso minpn1, n2q ¡ n0, então dspxn11,1, xn22,1q   cδ, sendo c uma
constante positiva.
Sabemos que Nn1 n2ps, aq
Nn1 n2psq
é o estimador de máxima verossimilhança de P pa|sq,
logo como consequência para i  1, 2 temos¹
aPA

Nn1 n2ps, aq
Nn1 n2psq

Nni ps,aq
¥
¹
aPA
P pa|sqNni ps,aq
ô
¸
aPA
Nnips, aq ln

Nn1 n2ps, aq
Nn1 n2psq


¥
¸
aPA
Nnips, aq lnP pa|sq
ô 
1
Nnipsq
¸
aPA
Nnips, aq ln

Nn1 n2ps, aq
Nn1 n2psq


¤ 
1
Nnipsq
¸
aPA
Nnips, aq lnP pa|sq
ô
¸
aPA
Nnips, aq
Nnipsq
ln

Nnips, aq
Nnipsq
N
Nn1 n2ps, aq
Nn1 n2psq


¤
¸
aPA
Nnips, aq
Nnipsq
ln

Nnips, aq
Nnipsq
N
P pa|sq


ô D

Nnips, q
Nnipsq
Nn1 n2ps, qNn1 n2psq


¤ D

Nnips, q
Nnipsq
P p|sq
 .
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Assim, temos
dspx
n1
1,1, x
n2
2,1q 
α
p|A|  1q lnpn1   n2q
¸
i1,2
NnipsqD

Nnips, q
Nnipsq
Nn1 n2ps, qNn1 n2psq


¤
α
p|A|  1q lnpn1   n2q
¸
i1,2
NnipsqD

Nnips, q
Nnipsq
P p|sq

¤
(A1.)
α
p|A|  1q lnpn1   n2q
¸
i1,2
Nnipsq
¸
aPA

Nni ps,aq
Nni psq
 P pa|sq
	2
P pa|sq
¤
p1q
α
p|A|  1q lnpn1   n2q
¸
i1,2
Nnipsq
¸
aPA
δ
lnpniq
NnipsqP pa|sq
¤
αδ|A|
p|A|  1q lnpn1   n2qp
¸
i1,2
lnpniq ¤
p2q
αδ|A|
p|A|  1qp
2 lnpnq
lnpn1   n2q
 
p3q
2α|A|
p|A|  1qp δ,
em que p  min tP pa|sq : a P Au e n  maxtn1, n2u. Veja que (1) é consequência do
Lema 6.2 de Csiszár e Talata (2006), assim, dado um δ ¡ 0, para cada ipi  1, 2q existe
um ki ¡ 0 tal que o   ki lnpniq. (2) ocorre pois n1n2 ¤ n2 ô
¸
k1,2
lnpniq ¤ 2 lnpnq. Já
(3) é consequência de 1   n   n1   n2 ô lnpnq{ lnpn1   n2q   1. Sendo assim, temos
que a constante c é dada por 2α|A|
p|A|  1qp e n0 é rmaxte
o
k1 , e
o
k2 us, visto que de acordo com
o Lema 6.2 do trabalho já citado, ni ¡ eo{ki , @i  1, 2.
Quanto para (ii), temos que pelo Lema 1,
dspx
n1
1,1, x
n2
2,1q 
α
p|A|  1q lnpn1   n2q
¸
k1,2
NnkpsqD

Nnkps, q
Nnkpsq
Nn1 n2ps, qNn1 n2psq


.
Veja que Nn1ps, aq
Nn1psq
ÝÝÝÝÑ
n1Ñ8
P pa|sq e Nn2ps, aq
Nn2psq
ÝÝÝÝÑ
n2Ñ8
Qpa|sq. Denote a lei da mistura por
P1,2, assim quando mintn1, n2u Ñ 8,
Nn1ps, aq
Nn1psq
Ñ P1,2pa|sq para P pa|sq  Qpa|sq. Dessa
forma, quando mintn1, n2u Ñ 8,
D

Nnkps, q
Nnkpsq
Nn1 n2ps, qNn1 n2psq


Ñ
#
D pP p|sq||P1,2p|sqq , se k  1 e
D pQp|sq||P1,2p|sqq , se k  2.
Além disso, temos que Nnkpsqlnpn1   n2q

nk
lnpn1   n2q
Nnkpsq
nk
, assim quando mintn1, n2u Ñ 8
temos
Nnkpsq
nk
Ñ
#
P psq, se k  1,
Qpsq, se k  2.
e nklnpn1   n2q
Ñ 8.
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Sendo assim, temos uma noção, definida em 1, para apontar similaridades /
dissimilaridades entre processos que de fato é uma métrica e apresenta bons resultados
assintóticos. Visto que a ds é uma métrica entre amostras, é do interesse um algoritmo
de formação de clusters (grupos de amostras de processos) baseado na ds, no qual cada
cluster é formado por amostras de processos similares, ou seja, amostras governadas por
uma mesma lei. Logo, clusters diferentes estão sob leis estocásticas diferentes segundo a
métrica ds.
Nesse contexto, defina para as amostras xn11,1 e xn22,1 a medida dmaxpxn11,1, xn22,1q :
maxtdspxn11,1, xn22,1q, s P Su. O dmax sintetiza a informação de semelhança ou não semelhança
entre as duas amostras de forma que caso o seu valor seja inferior a 1, para todo s P S a
ds é inferior a 1, então para toda string s P S as amostras são consideradas próximas, ou
seja, com mesma probabilidade de transição. A justificativa deste raciocínio é proveniente
do Teorema 2. Por outro lado, caso o dmax seja superior a 1, pelo menos um s P S gerou
o valor de ds acima de 1 e para essa string as amostras não podem ser consideradas com
uma mesma probabilidade de transição. Baseado no dmaxp, q, considere para a coleção
de p amostras txnii,1u
p
i1 o algoritmo para formação de clusters apresentado a seguir.
Algoritmo 1. Algoritmo de Clusterização
• Entrada: C  txnii,1upi1
1. M : C
2. M : tm1, . . . ,m|M |u
3. pi, jq : argmintdmaxpmi,mjq, i  j, i, j P t1, 2, . . . , |M |uu
* se dmaxpmi,mjq   1, M :MzrtmiuY tmius Ymij, em que mij 
tmi,mju e volte para 2
* caso contrário o processo acaba
• Saída: (clusters de C) tC1, . . . , Cku
Veja que o Algoritmo 1 inicia selecionando o(os) par(es) xnii,1 e x
nj
j,1 tais
que pi, jq  argmintdmaxpmi,mjq, i  j, i, j P t1, 2, . . . , |M |uu, assim podemos ter
diferentes pares pi, jq assumindo valor mínimo de dmax, pois é possível pares de amostras
coincidindo o valor de dmax. Caso isso ocorra, una cada par com mesmo valor de dmax.
No Exemplo 2 é ilustrado o procedimento.
Note também que quando definirmos a unidade mij : tx
ni
i,1, x
nj
j,1u após
verificarmos dmaxpxn

i
i,1, x
nj
j,1q   1, agora o número de ocorrências de s, para s P S, será
dado por Nni psq  Nnj psq e, da mesma forma, o número de ocorrências de s seguidos de
a, para a P A, será dado por Nni ps, aq Nnj ps, aq. Logo, todas as amostras que compõem
um cluster gerado contribuem para o calculo do dmax.
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Exemplo 2. Sejam xn11 , xn22 , . . . , xn77 amostras de processos estocásticos. Os valores de
dmax entre essas amostras são dados pela seguinte matriz

x
n2
2 x
n3
3 x
n4
4 x
n5
5 x
n6
6 x
n7
7
x
n1
1 d1,2 d1,3 0 d1,5 d1,6 d1,7
x
n2
2 d2,3 d2,4 d2,5 d2,6 d2,7
x
n3
3 d3,4 d3,5 0 0
x
n4
4 d4,5 d4,6 d4,7
x
n5
5 d5,6 d5,7
x
n6
6 0
fiffiffiffiffiffiffiffiffiffifl
,
em que os valores di,j ¡ 0, @i  j, i, j  1, 2, . . . , 7. Note que esses valores podem ser
inferiores a 1, somente não atingindo valor 0.
Veja que mintdmaxpxnii , x
nj
j q, i
  j, i, j  1, . . . , 7u  0 para os pares
p1, 4q, p3, 6q, p3, 7q, p6, 7q. Assim, seguindo o Algoritmo 1, teremos
M  txn22 , x
n5
5 , tx
n1
1 , x
n4
4 u, tx
n3
3 , x
n6
6 , x
n7
7 uu. Em seguida devemos calcular o dmax entre os
elementos de M . Caso algum valor de dmax seja menor que 1, forma-se um novo cluster
(ou novos), caso não ocorra, finaliza-se com 4 clusters, sendo dois ocupados com uma
amostra apenas. Vale ressaltar que dessa forma, no final, obrigatoriamente o dmax entre
os clusters é superior a 1.
Como visto anteriormente, a métrica ds, definida em 1 com as propriedades
vistas nos Teoremas 1 e 3, foi utilizada no Algoritmo 1 para a obtenção de clusters. Os
clusters obtidos por esse algoritmo são compostos por amostras que compartilham de uma
mesma lei estocástica, sendo assim, para cada cluster, é possível obter o comportamento
estocástico representado por aquelas amostras, ou seja, podemos obter as estimativas
das probabilidades de transição. Além disso, é possível obter o dmax entre os clusters,
possibilitando assim saber o quão próximos ou distantes os clusters estão. As Seções 1.1 e
1.2 apresentam aplicações em dados reais dos métodos vistos nessa Seção.
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1.1 Perfil de Precipitação Anual em Seattle
Nessa Seção analisamos a precipitação diária na cidade de Seattle a qual será
representada pelo processo Xi,t em que i  1949, . . . , 2018 são os anos. Essa aplicação
é baseada no artigo García et al. (b). O banco de dados foi obtido pela Seattle Tacoma
International Airport Station, WA US e pode ser encontrado em <https://www.ncdc.noaa.
gov/> (National Centers for Environmental Information). Cada ano tem aproximadamente
365 observações e por fim temos 25564 observações ao total. Definiremos Zi,t com i 
1949, . . . , 2018 a partir de Xi,t retratando dois aspectos: se no dia t choveu ou não e se
a precipitação do dia t foi igual ou superior a do dia t  1, logo gerou-se um alfabeto
A  t0, 1, 2, 3u para o processo Zi,t. Na Tabela 1 especifica-se o processo Zi,t.
Tabela 1 – Especificação do processo Zi,t com i  1949, . . . , 2018
Zi,t Condição de acordo com Xi,t e Xi,t1 Interpretação
0 0  Xi,t   Xi,t1 choveu no dia t 1 e não no dia t
1 0  Xi,t  Xi,t1 não choveu nos dias t 1 e t
2 0   Xi,t   Xi,t1
choveu nos dias t 1 e t; a precipitação
do dia t 1 foi maior que a do dia t
3 Xi,t ¡ 0;Xi,t ¥ Xi,t1
choveu no dia t; a precipitação
do dia t foi maior ou igual a do dia t 1
Note duas particularidades (i) Zi,t  1 não admite Xi,t ¡ Xi,t1 porque
consideramos Xi,t  0 (ii) Zi,t  3 admite que Xi,t1 pode ser 0, ou seja, pode não ter
chovido nesse dia. Além disso, algumas configurações do processo Zi,t não são possíveis,
por exemplo a string 00 é impossível pois seria necessária uma sequência em que 0 
Xi,t   Xi,t1 porém 0  Xi,t1   Xt2. Assim como a string 00, as strings 02, 10, 12, 21 e
31 também não são permitidas.
Baseado nessa codificação, que representa o verdadeiro valor da precipitação
por meio dos comportamentos vistos na Tabela 1, é esperado que exista um padrão anual
de precipitação. À vista disso, temos o interesse de verificar se de fato todos os anos seguem
o mesmo padrão, ou seja, se essas amostras anuais estão sob uma mesma lei. Além disso,
temos interesse em estimar as probabilidades de transição, porém faremos isso somente na
Seção 2.1.
Como vimos, cada ano tem cerca de 365 observações, um valor proposto em
García, González-López e Andrade (2018) para a ordem é dado por o   log|A| 365  4, 2559,
portanto consideramos o  3. Levando em consideração as restrições de configurações, o
espaço de estados S é composto de 26 estados de tamanho 3. Diante disso, calculamos o
dmax entre os pares de anos pi, jq sendo i  j, i, j P t1949, . . . , 2018u. A Figura 3 apresenta
o dendrograma entre esses anos usando o dmax.
Observamos que, com exceção de apenas dois pares de anos, o restante dos
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Figura 3 – Dendrograma entre os anos utilizando o dmax
pares resultaram em dmax inferior a 1, ou seja, encontramos similaridades entre a maioria
dos anos. Os dois pares com dmax ¥ 1 estão descritos na Tabela 2.
Tabela 2 – Pares de anos com dmax ¥ 1 com os valores de dmax e a string s que apontou
esse dmax
Anos dmax s
1959, 2000 1.0999 332
1971, 1987 1.0349 011
Observando a Tabela 2 notamos que a maior discrepância entre os anos 1959 e
2000 ocorreu na string s  332, que representa pelo menos 2 dias consecutivos de chuva
com aumento de precipitação seguidos de um dia de diminuição de volume. Notamos
também pela Figura 3 que o ano 2000 é o mais distante dos outros anos. Já entre os anos
1971 e 1987 a maior diferença ocorre na string s  011 que equivale a um dia de chuva
seguido por três dias sem chuva.
Pela Tabela 2 notamos que os valores de dmax são bem próximos de 1, logo
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passamos a considerar que o padrão de precipitação de todos os anos é regido por uma
mesma lei. Veja que nesse caso não houve a necessidade de formação de clusters, visto que
todas as amostras puderam ser consideradas sob uma mesma lei. Por fim, temos que, como
esperado, o comportamento anual de precipitação, sob a codificação adotada, é semelhante
ao longo dos anos estudados, indicando que não houveram grandes mudanças ao longo
dos anos e nem anos atípicos, em relação à codificação oferecida por Zi,t. Visto isso, agora
a motivação é obter as probabilidades de transição, pois assim será possível montar um
modelo de previsão de chuva a partir de um pequeno histórico de dias passados (nesse
caso três, pois o  3). No Capítulo 2 abordaremos a questão.
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1.2 Detecção de Fraude de Energia em Campinas
Os dados são séries de consumo mensal de energia de 8381 clientes de uma
companhia de luz (Companhia Piratininga de Força e Luz - CPFL) no período de janeiro de
2011 à junho de 2019, totalizando 102 meses. A análise desses dados é baseada em García
et al. (a). Temos dois tipos de clientes: Irregular (553 clientes) e Outro (7828 clientes). O
cliente Irregular foi classificado dessa forma, pois sua residência recebeu uma inspeção
e foi detectada uma fraude, enquanto a categoria Outro recebe os clientes que também
foram inspecionados e não foi detectada nenhuma fraude e nenhum outro problema como,
por exemplo, aparelho de medição de energia gasta com defeito.
A série de consumo de energia mensal de cada cliente i, xqii,1, é discretizada a
fim de representá-la por uma cadeia de Markov Zi,t discreta de ordem finita o e alfabeto
A, para i  1, 2, . . . , 8381. Para cada cliente i com série de consumo xqii,1, defina a amostra
zqii,1 do processo discreto Zi,t como
zi,t :
$''''&''''%
1, xi,t   xi,t1, xi,t   xi,t2
2, xi,t   xi,t1, xi,t ¥ xi,t2
3, xi,t ¥ xi,t1, xi,t   xi,t2
4, xi,t ¥ xi,t1, xi,t ¥ xi,t2.
Então, A  t1, 2, 3, 4u. A menor série de energia do conjunto tem tamanho 39, assim uma
indicação para a ordem é o   log4 39  2, 643, logo utilizamos o  2.
Na Tabela 9 (Seção 2.2) reportamos a relação dos estados s P S  A2 com o
consumo. Por construção, os estados refletem o comportamento do consumo de energia nos
tempos t 3, t 2, t 1 e t. Por exemplo, o estado 13 significa tXt ¥ Xt1 & Xt   Xt2u
(referente ao 3) e tXt1   Xt2 & Xt1   Xt3u (referente ao 1). Nesse caso algumas
combinações não são permitidas por construção, essas são 12, 22, 33, 43. Essa análise do
comportamento estocástico será mais aprofundada na Seção 2.2, aqui concentraremos na
distância entre as amostras.
Iniciamos utilizando o Algoritmo 1 para gerar clusters de clientes da classe
Irregular, visto que há valores de dmax maiores que 1 entre esses clientes. Essa formação
de grupos de clientes da classe Irregular que cometeram fraude mais similares pode indicar
tipos de práticas de fraude. Considere tI141 , . . . , I14k1 u os k1 clusters de clientes de classe
Irregular. Por outro lado, também aplicamos o Algoritmo 1 aos clientes da classe Outro
gerando os clusters tO141 , . . . , O14k0 u. Desse modo, poderemos classificar os modos de
consumo dentro de cada classe.
Uma vez que temos os clusters de cada classe, podemos compará-los usando
o dmax entre os clusters, quantificando as similaridades e dissimilaridades entre estes.
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Assim, poderemos identificar quais clusters da classe Outro são indistinguíveis em relação
à algum cluster da classe Irregular, aferindo um risco de má classificação dos clientes da
categoria Outro.
A aplicação do Algoritmo 1 no grupo Irregular gerou k1  12 clusters. A Tabela
3 apresenta o número de clientes em cada cluster e o valor máximo de dmax dentro de
cada cluster, denotaremos esses valores respectivamente por Ci e dmaxi para i  1, . . . , 12.
O valor de dmax máximo afere a homogeneidade de cada cluster da categoria Irregular, de
forma que quanto menor o valor de dmax, mais homogêneo o cluster é, enquanto valores
mais próximos de 1 indicam maior heterogeneidade.
Tabela 3 – Descrição dos k1  12 clusters da classe Irregular I14i , i  1, 2, . . . , 12, sendo
Ci o número de clientes no cluster i e dmaxi o maior valor de dmax associado
ao cluster i
i 1 2 3 4 5 6 7 8 9 10 11 12
Ci 5 30 6 29 19 18 118 12 44 121 76 75
dmaxi 0,000 0,478 0,484 0,516 0,666 0,793 0,828 0,887 0,893 0,929 0,948 0,965
Pela Tabela 3 vemos que o cluster de índice 1, que é composto por C1  5
clientes, apresenta o maior dmax igual a 0, ou seja, esse cluter é formado por 5 clientes com
sequência de código bastante semelhantes caracterizando-o como grupo mais homogêneo.
Enquanto o cluster 12, composto por 75 clientes, apresenta o maior dmax, sendo assim o
mais heterogêneo.
Quanto a classe Outro, aplicamos o Algoritmo 1 e obtivemos k0  391. Agora
é possível calcularmos o dmax entre esses clusters de classes diferentes para checar
similaridades e dissimilaridades. Para cada I14i , i  1, 2, . . . , 12 calculamos o dmax entre
este e os clusters da classe Outro O14j , j  1, 2, . . . , 391, veja a Tabela 4.
Pela Tabela 4 observamos valores de dmax inferiores a 1, indicando que alguns
clusters da categoria Outro apresentam comportamento parecido com clusters Irregular.
Na Tabela 5 reportamos os O14j com esse comportamento.
Veja que quanto menor o valor de dmax na Tabela 5, maior o risco associado
ao cluster O14j , pois isso o torna mais indistinguível de um cluster Irregular. Observamos
pela Tabela 5 que 87 clientes merecem uma inspeção mais detalhada visto que seus riscos
são elevados (valores a baixo de 0,7), priorizando os 36 clientes que estão na situação mais
crítica (dmax próximo de 0).
Na Seção 2.2 analisaremos o comportamento estocástico de cada cluster I04i , i 
1, 2, . . . , 12 separadamente por meio do MMPM, checando possíveis diferenças entre fraudes.
Além disso, compararemos os resultados vistos aqui com uma outra codificação motivada
posteriormente.
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Tabela 4 – Para cada I14i , i  1, 2, . . . , 12 é reportado o mínimo, a mediana e o máximo
valor de dmax obtido entre este e cada grupo O14j , j  1, 2, . . . , 391, sendo *
indicativo de que para algum O14j uma similaridade foi encontrada
Cluster Mínimo Mediana Máximo
I141   0, 001* 2,865 7,470
I142 1,024 3,230 9,780
I143 0,673* 2,425 7,865
I144 0,799* 2,946 10,713
I145 0,837* 2,738 9,878
I146 1,147 2,815 11,286
I147 0,991* 3,008 18,388
I148 0,917* 2,647 8,206
I149 1,163 3,324 13,183
I1410 1,066 2,895 12,370
I1411 1,042 3,128 10,593
I1412 1,062 3,036 16,403
Tabela 5 – Para I14i , i  1, 2, . . . , 12 são reportados os clusters O14j , j  1, 2, . . . , 391
com dmax   1, sendo * indicativo dos casos de maior risco
I14i O
14
j Clientes em O14j dmax
I141
O1475 36   0, 001*
O14116 9 0,960
I143
O14127 6 0,885
O14167 27 0,673*
O14242 11 0,853
O14248 16 0,848
O14297 24 0,727*
O14356 49 0,952
I144
O1472 7 0,8407
O14217 11 0,799
O14285 22 0,995
O14380 60 0,958
I145
O14243 13 0,837
O14261 19 0,925
I147 O
14
217 11 0,991
I148 O
14
270 10 0,917
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1.3 Conclusão
Introduzimos, nesse Capítulo, uma noção que tem a finalidade de quantificar
proximidades / distâncias entre amostras de processos de Markov em um mesmo espaço
de estados. Sendo possível apontar onde estão essas semelhanças ou diferenças. Definimos
essa noção ds em 1 e no Teorema 1 mostramos que a mesma é uma métrica. Essa noção
é baseada no critério BIC que, por sua vez, permite indicar se, para uma determinada
string s do espaço de estados, essas amostras podem ser consideradas semelhantes, ou
seja, com mesma probabilidade de transição (Teorema 2). O Teorema 3 garante que essa
métrica é consistente. Assim, essa métrica permite identificar de maneira consistente se
amostras podem ou não ser consideradas sob uma mesma lei estocástica. Visto que ds é
de fato uma métrica e tem bons resultados assintóticos podemos utilizar a sua capacidade
de quantificar proximidades para a construção de clusters de amostras. O Algoritmo 1
especifica como podemos usar a métrica ds para alocar amostras em clusters tais que cada
cluster é composto apenas de amostras governadas por uma mesma lei. Na Seção 1.1 foi
possível, por meio dessa métrica, verificar que o comportamento anual da precipitação
da cidade de Seattle, segundo a codificação estabelecida, não vem apresentando grandes
mudanças ao longo dos anos estudados. Já na Seção 1.2 foi possível usar o Algoritmo 1
com a finalidade de agrupar clientes com consumo energético próximos, tanto na categoria
Irregular quanto na categoria Outro, facilitando detectar semelhanças e diferenças entre
clusters de categorias diferentes.
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2 Modelo Markoviano de Partições Mínimas
García e González-López (2017) mostram que o BIC pode ser usado para
estimar de maneira consistente os Modelos Markovianos de Partições que incluem os
Modelos Markovianos de Alcance Variável, portanto é útil para uma família abrangente
de cadeias de Markov. Visto que cadeias de Markov de ordem finita são constantemente
usadas para modelar processos de memória finita, nesse trabalho, consideraremos uma
cadeia de Markov discreta estacionária sobre um alfabeto finito A.
Em um fenômeno com estrutura Markoviana é frequentemente observado um
alto grau de redundância, isto é, diferentes estados que refletem um mesmo efeito da lei
do processo. Por exemplo, voltando ao campo da linguística podemos observar palavras
sinônimas, logo em alguns casos, tratando da modelagem, as probabilidades de transição a
partir dessas palavras serão bastante semelhantes. Partindo para uma visão mais geral,
sequências de palavras também podem ser equivalentes. Veja Jääskinen et al. (2014),
Manning e Schütze (1999). Nesses modelos, podemos usar essa redundância para aprimorar
a qualidade da estimação.
Assim, nos MMPM utilizaremos o BIC para checar, de maneira consistente,
equivalência entre estados de um mesmo processo, diferentemente de como foi usado no
Capítulo 1. Montaremos partições do espaço de estados para representar essa redundância.
Seja pXt, t P Nq uma cadeia de Markov discreta sobre o alfabeto finito A de
ordem o   8 e espaço de estados S  Ao. Considere L  tL1, L2, . . . , L|L|u uma partição
de S.
Definição 2. Seja pXt, t P Nq uma cadeia de Markov discreta sobre o alfabeto finito A de
ordem o   8 e espaço de estados S  Ao:
i. s, r P S são equivalentes (denotados por s p r) se P pa|sq  P pa|rq @a P A.
ii. pXt, t P Nq é uma cadeia de Markov com partição L  tL1, L2, . . . , L|L|u se essa
partição é definida unicamente pela relação p apresentada no item (i).
Dada a Definição 2, temos que a relação de equivalência entre as strings define
uma partição L de S tal que suas partes são compostas por strings equivalentes, ou seja, as
strings s, r P S pertencem a partes diferentes se, e somente se, s e r possuem probabilidades
de transição diferentes.
Com a relação de equivalência entre as strings há uma diminuição de parâmetros
a serem estimados. Como já foi dito, caso não fosse estabelecida essa relação de equivalência
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haveriam |S|p|A|  1q parâmetros a serem estimados, porém com a equivalência das strings
esse número passa a ser |L|p|A|  1q, sendo |L| ¤ |S|.
Considere para todo L P L, P pL, aq 
¸
sPL
ProbpX t1to  s,Xt  aq, P pLq ¸
sPL
ProbpX t1to  sq e para P pLq ¡ 0 definimos P pa|Lq 
P pL, aq
P pLq
. Considere ainda,
para a amostra xn1 do processo pXt, t ¥ 1q e L P L, NnpL, aq 
¸
sPL
Nnps, aq e NnpLq ¸
sPL
Nnpsq. Sob essas condições, para uma amostra xn1 do processo pXt, t ¥ 1q temos que a
verossimilhança do modelo é dada por
P pXn1  x
n
1 q  P px
o
1q
¹
aPA
LPL
P pa|LqNnpL,aq.
Para NnpLq ¡ 0, @L P L, o valor máximo do produtório que compõe função
de verossimilhança é dada por
MLpL, xn1 q 
¹
aPA
LPL

NnpL, aq
NnpLq

NnpL,aq
. (2.1)
Nesse mesmo contexto da Definição 2, introduziremos o BIC para essa configuração na
próxima Definição.
Definição 3. Dada uma amostra xn1 da cadeia de Markov discreta pXt, t P Nq sobre o
alfabeto finito A de ordem o   8, espaço de estados S  Ao e uma partição L de S, o BIC
do modelo dado na Definição 2(ii) e de acordo com a verossimilhança modificada dada em
2.1 é BICpL, xn1 q  ln pMLpL, xn1 qq 
p|A|  1q|L|
2 lnn.
Vale ressaltar que os resultados apresentados nesse trabalho continuarão válidos
caso a constante |A|  12 da Definição 3 seja trocada por uma outra constante positiva
e finita. Os próximos conceitos serão úteis para encontrar, na prática, a partição ideal
segundo a Definição 2(ii) dentre todas as partições disponíveis. Restringiremos essa busca
em um subconjunto de partições com características interessantes em vista da Definição
2(ii).
Definição 4. Seja pXt, t P Nq uma cadeia de Markov discreta pXt, t P Nq sobre o alfabeto
finito A de ordem o   8 e espaço de estados S  Ao. Considere L  tL1, L2, . . . , L|L|u
uma partição de S:
i. L P L é uma boa parte de L se @s, s1 P L, ProbpXt  |X t1to  sq  ProbpXt 
|X t1to  s
1q, para t ¡ o;
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ii. L é uma boa partição de S se para cada i P t1, . . . , |L|u, Li está de acordo com 4(i).
As seguintes notações serão utilizadas nos próximos resultados:
a. Seja Lij a partição tal que Lij  tL1, . . . , Li1, Lij, Li 1, . . . , Lj1, Lj 1, . . . , L|L|u,
em que L  tL1, . . . , L|L|u é uma partição de S, Lij  Li Y Lj para 1 ¤ i   j ¤ |L|.
b. Seja P pLij, aq  P pLi, aq   P pLj, aq e P pLijq  P pLiq   P pLjq para a P A. Denote
ainda,
NnpLij, aq  NnpLi, aq  NnpLj, aq e NnpLijq  NnpLiq  NnpLjq.
O próximo resultado mostra que caso tenhamos uma partição com pelo menos
duas boas partes (Definição 4(i)), ou seja, não necessariamente uma boa partição (Definição
4(ii)), podemos, de maneira consistente, decidir se essas partes devem preferencialmente
ser unidas ou não por meio do BIC.
Teorema 4. (García e González-López, 2017) Seja pXt, t P Nq uma cadeia de Markov
discreta pXt, t P Nq sobre o alfabeto finito A de ordem o   8, espaço de estados S  Ao
e xn1 uma amostra desse processo. Considere L  tL1, L2 . . . , L|L|u uma partição de S e
suponha que existem Li e Lj com i  j que satisfazem Definição 4(i), ou seja, são boas
partes. Então, quando nÑ 8, P pa|Liq  P pa|Ljq @a P A se, e somente se
BICpLij, xn1 q ¡ BICpL, xn1 q,
em que Lij é definido em (a).
Demonstração. Defina
rnpL, aq 
NnpL, aq
n
e rnpLq 
NnpLq
n
, a P A,L P L. (2.2)
BICpL, xn1 q 
¸
aPA
ln
¹
LPL

rnpL, aq
rnpLq

NnpL,aq

p|A|  1q|L|
2 lnn.
Então,
BICpL, xn1 q  BICpLij, xn1 q 
¸
aPA
"
NnpLi, aq ln

rnpLi, aq
rnpLiq


 NnpLj, aq ln

rnpLj, aq
rnpLjq


NnpLij, aq ln

rnpLij, aq
rnpLijq

*

p|A|  1q
2 lnn. (2.3)
Logo, BICpL, xn1 q   BICpLij, xn1 q se, e somente se,¸
aPA
"
rnpLi, aq ln

rnpLi, aq
rnpLiq


  rnpLj, aq ln

rnpLj, aq
rnpLjq


 rnpLij, aq ln

rnpLij, aq
rnpLijq

*
¡
p|A|  1q
2 lnn.
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Aplicando a desigualdade log-soma, pois rnpL, aq e rnpLq são não-negativos, temos
rnpLi, aq ln

rnpLi, aq
rnpLiq


  rnpLj, aq ln

rnpLj, aq
rnpLjq


¥ prnpLi, aq   rnpLj, aqq ln

rnpLi, aq   rnpLj, aq
rnpLiq   rnpLjq


,
ou, equivalentemente,
rnpLi, aq ln

rnpLi, aq
rnpLiq


  rnpLj, aq ln

rnpLj, aq
rnpLjq


¥ rnpLij, aq ln

rnpLij, aq
rnpLijq


, (2.4)
com igualdade se, e somente se, rnpLi, aq
rnpLiq

rnpLj, aq
rnpLjq
, @a P A. Como consequência, a
expressão 2.3, ¸
aPA
"
rnpLi, aq ln

rnpLi, aq
rnpLiq


  rnpLj, aq ln

rnpLj, aq
rnpLjq


rnpLij, aq ln

rnpLij, aq
rnpLijq

*
¥ 0, (2.5)
com igualdade se, e somente se, rnpLi, aq
rnpLiq

rnpLj, aq
rnpLjq
, @a P A.
Considerando que p|A|  1q lnn2n ÝÝÝÑnÑ8 0 e a Equação 2.4, temos que se
lim
nÑ0
IBICpLij ,x1q¡BICpL,x1q  1, em que IW é função indicadora do conjunto W , então
lim
nÑ0
¸
aPA
"
rnpLi, aq ln

rnpLi, aq
rnpLiq


  rnpLj, aq ln

rnpLj, aq
rnpLjq


rnpLij, aq ln

rnpLij, aq
rnpLijq

*
¤ 0,
e, como visto na Equação 2.5, tomando o limite dentro do somatório e aplicando a
desigualdade log-soma obtemos¸
aPA
"
P pLi, aq ln

P pLi, aq
P pLiq


  P pLj, aq ln

P pLj, aq
P pLjq


 P pLij, aq ln

P pLij, aq
P pLijq

*
 0.
A expressão acima significa que P pLi, aq
P pLiq

P pLj, aq
P pLjq
@a P A, ou, equivalentemente, que
P pa|Liq  P pa|Ljq @a P A.
Agora, suponha que P pa|Liq  P pa|Ljq @a P A, como consequência temos
P pa|Lijq  P pa|Liq @a P A, (2.6)
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e
BICpL, xn1 q  BICpLij, xn1 q  ln
¹
aPA

NnpLi, aq
NnpLiq

NnpLi,aq
  ln
¹
aPA

NnpLj, aq
NnpLjq

NnpLj ,aq
 ln
¹
aPA

NnpLij, aq
NnpLijq

NnpLij ,aq

|A|  1
2 lnn
Considerando que NnpLij, aq
NnpLijq
é o estimador de máxima verossimilhança de P pa|Liq,
¹
aPA

NnpLij, aq
NnpLijq

NnpLij ,aq
¥
¹
aPA
P pa|Lijq
NnpLij ,aq.
Assim, BICpL, x1q  BICpLij, x1q é limitado superiormente por
ln
¹
aPA

NnpLi, aq
NnpLiq

NnpLi,aq
  ln
¹
aPA

NnpLj, aq
NnpLjq

NnpLj ,aq
 ln
¹
aPA
P pa|Lijq
NnpLij ,aq


|A|  1
2 lnn
 NnpLiqD

NnpLi, aq
NnpLiq
P p|Liq
 NnpLjqD NnpLj, aqNnpLjq
P p|Ljq
 |A|  12 lnn.
Aplicando o Lema 1 e e Lema 6.2 de Csiszár e Talata (2006), para algum δ ¡ 0 e n grande
suficiente, temos
D

NnpL, q
NnpLq
P p|Lq
 ¤ ¸
aPA

NnpL,aq
NnpLq
 P pa|Lq
	2
P pa|Lq
¤
¸
aPA
δ lnn
NnpLq
P pa|Lq
. (2.7)
Então, para algum δ ¡ 0 e n grande suficiente,
BICpL, xn1 q  BICpLij, xn1 q ¤
2δ|A|
p
lnn |A|  12 lnn
lnn

2δ|A|
p

|A|  1
2


,
em que p  mintP pa|Lq : a P A,L P tLi, Ljuu.
Em particular, para n suficientemente grande e assumindo δ   pp|A|  1q4|A| ,
BICpL, xn1 q  BICpLij, xn1 q   0.
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O próximo resultado mostra que é possível também decidir simultaneamente
se mais de duas boas partes, Definição 4(i), de uma partição que não necessariamente
satisfaz 4(ii) devem ser unidas.
Corolário 1. (García e González-López, 2017) Seja pXt, t P Nq uma cadeia de Markov
discreta sobre o alfabeto finito A de ordem o   8, espaço de estados S  Ao e xn1 uma
amostra desse processo. Se L  tL1, L2, . . . , L|L|u é uma partição de S com K1 boas partes
denotado por tLikuK1k1 e T é um conjunto de índices tal que T  tL1, L2, . . . , L|L|u, então,
P pa|Likq  P pa|Lilq @a P A, @k, l P T se, e somente se, quando n Ñ 8, BICpL, xn1 q  
BICpLT , xn1 q, em que LT denota a partição a qual une todas as partes em YkPTLik genera-
lizando a notação em (a).
Veja que segundo o Teorema 4 e Corolário 1 em caso de uma boa partição,
o BIC indicará preferência para união de duas de suas (boas) partes quase certamente
se para todos os elementos do alfabeto suas probabilidades de transição são iguais. Esse
resultado está destacado na Observação 1.
Observação 1. Seja pXt, t P Nq uma cadeia de Markov discreta sobre o alfabeto finito
A de ordem o   8, espaço de estados S  Ao, xn1 uma amostra desse processo. Seja
L  tL1, L2, . . . , L|L|u uma boa partição de S e tome i, j P t1, 2, , . . . , |L|u, i  j, tais que
Li e Lj satisfazem 4(i). Se P pa|Liq  P pa|Ljq para algum a P A, então BICpL, xn1 q ¡
BICpLij, xn1 q quase certamente.
Sendo assim, agora definiremos uma métrica dL no espaço de estados S que
quantifica o quanto as boas partes de uma partição estão próximas/distantes. Essa métrica
permite construir um algoritmo eficiente para estimação da partição dada em Definição 2.
Definição 5. Seja pXt, t P Nq uma cadeia de Markov discreta sobre o alfabeto finito
A de ordem o   8, espaço de estados S  Ao, xn1 uma amostra desse processo e L 
tL1, L2, . . . , L|L|u uma boa partição de S. Assim,
dLpi, jq 
1
lnn
¸
aPA
"
NnpLi, aq ln

NnpLi, aq
NnpLiq


 NnpLj, aq ln

NnpLj, aq
NnpLjq


NnpLij, aq ln

NnpLij, aq
NnpLijq

*
.
O próximo resultado mostra que dL é uma métrica no espaço de estado S.
Teorema 5. (García e González-López, 2017) Seja pXt, t P Nq uma cadeia de Markov
discreta sobre o alfabeto finito A de ordem o   8, espaço de estados S  Ao, xn1 uma
amostra desse processo e L  tL1, L2, . . . , L|L|u uma boa partição de S. Assim, para cada
n e para i, j, k P t1, 2, . . . , |L|u:
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i. dLpi, jq ¥ 0, sendo que dLpi, jq  0ô
NnpLi, aq
NnpLiq

NnpLj, aq
NnpLjq
@a P A;
ii. dLpi, jq  dLpj, iq;
iii. dLpi, kq ¤ dLpi, jq   dLpk, jq.
Demonstração. i. Tome um valor a P A e duas partes Li, Lj P L, defina a1  NnpLi, aq,
b1  NnpLiq, a2  NnpLj, aq e b2  NnpLjq. Logo,
¸
s1,2
as  NnpLij, aq e
¸
s1,2
bs 
NnpLijq. Assim, a1 ln

a1
b1


  a2 ln

a2
b2


¥
¸
s1,2
as ln
°
s1,2 as°
s1,2 bs

, com igualdade
ô
a1
b1

a2
b2
. Como consequência,
¸
aPA
"
NnpLi, aq ln

NnpLi, aq
NnpLiq


 NnpLj, aq ln

NnpLj, aq
NnpLjq

*
¥
¸
aPA
NnpLij, aq ln

NnpLij, aq
NnpLijq


,
com igualdade ô NnpLi, aq
NnpLiq

NnpLj, aq
NnpLjq
.
ii. É verdade por definição da dL.
iii. Temos que dLpi, kq ¤ dLpi, jq   dLpj, kq ô
0 ¤
¸
si,k
¸
aPA
NnpLj, aq

ln

NnpLj, aq
NnpLjq
 ln

NnpLsj, aq
NnpLsjq



 
¸
aPA
NnpLi, aq

ln

NnpLik, aq
NnpLikq


 ln

NnpLij, aq
NnpLijq


 
¸
aPA
NnpLk, aq

ln

NnpLik, aq
NnpLikq


 ln

NnpLkj, aq
NnpLkjq


,
e o lado direito dessa equação é equivalente a¸
si,k
NnpLjq
¸
aPA
NnpLj, aq
NnpLjq
ln

NnpLj, aq
NnpLjq
N
NnpLsj, aq
NnpLsjq


 
¸
si,k
¸
aPA
NnpLs, aqNnpLikq
NnpLik, aq
NnpLik, aq
NnpLikq
ln

NnpLik, aq
NnpLikq
N
NnpLsj, aq
NnpLsjq


¥ NnpLjq
¸
si,k
D

NnpLj, q
NnpLjq
NnpLsj, qNnpLsjq


 
1
n
¸
si,k
D

NnpLik, q
NnpLikq
NnpLsj, qNnpLsjq


¥ 0.
Agora mostraremos a relação da métrica dL com o BIC em vista do Teorema 4.
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Corolário 2. (García e González-López, 2017) Seja pXt, t P Nq uma cadeia de Markov
discreta sobre o alfabeto finito A de ordem o   8, espaço de estados S  Ao, xn1 uma
amostra desse processo e L  tL1, L2, . . . , L|L|u uma boa partição de S. Dado i, j, P
t1, 2, . . . , |L|u, i  j tais que Li e Lj são boas partes (Definição 4(i)):
BICpL, xn1 q   BICpLij, xn1 q ô dLpi, jq  
p|A|  1q
2 .
Demonstração. Veja Equação 2.3 da demostração do Teorema 4.
A partir disso, veremos que a partição definida em Definição 2 é uma boa
partição mínima. Essa boa partição mínima pode ser obtida tomando dentre todas as
possíveis partições a que maximiza o valor do BIC (Definição 3). Vale ressaltar que para
uma cadeia de Markov discreta de ordem o sob um alfabeto finito A, com S  Ao sendo o
espaço de estados, existe somente uma boa partição mínima de S. O próximo resultado
mostra que para n suficientemente grande podemos obter por meio do BIC a boa partição
mínima.
Teorema 6. (García e González-López, 2017) Seja pXt, t P Nq uma cadeia de Markov
discreta sobre o alfabeto finito A de ordem o   8, espaço de estados S  Ao e xn1 uma
amostra desse processo. Tome o conjunto P como o conjunto de todas as partições de S.
Defina
Ln  argmaxPPPtBICpL, xn1 qu.
Então, quando n Ñ 8, L  Ln, em que L é a boa partição mínima de S, seguindo a
Definição 2(ii).
Demonstração. Primeiramente mostraremos que uma boa partição gera o valor de BIC
máximo. Considere uma partição Lb  tLb1, Lb2, . . . , Lb|Lb|u de S que não é uma boa partição,
ou seja, pelo menos uma parte que a compõe não satisfaz 4(i). Suponha, sem perda de
generalidade, que Lb possui apenas uma parte que não é boa: Lb1. Suponha também que
BICpLb, xn1 q ¡ BICpL, xn1 q, @L P P. Agora, tome Lb  tS11, S12, . . . , S1k1 , Lb2, . . . , Lb|Lb|u,
em queYk1i1S1i  Lb1 e cada S1i verifica 4(i). Além disso, suponha que @i, j P t1, . . . , k1u, i 
j, P p|S1iq  P p|S1jq. Assim, pelo Corolário 1 e Observação 1, temos que BICpLb, xn1 q  
BICpLb , xn1 q ocorre quase certamente, o que é um absurdo dada a suposição de existência
de Lb tal que o BIC é máximo em P .
Adiante, veremos como identificar a boa partição mínima no espaço de boas par-
tições. Defina o conjunto de todas as boas partições: P 1  tL : L é uma boa partição de Su.
Tome uma boa partição arbitrária L  tL1, L2, . . . , L|L|u P P 1, logo, pelo Corolário 1, para
k1  |L| e tomando T  t1, . . . , |L|u de maneira apropriada, BICpL, xn1 q ¤ BICpLT , xn1 q
quase certamente.
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Veja que P   8, pois S   8. Nesse contexto, defina L  argmax
LPP 1
BICpLT , xn1 q
quando nÑ 8. Veja também que, por construção L P P 1. Se L  tL1 , . . . , L|L|u não
é minimal, então existe pelos menos um par de valores i e j tal que BICpL, xn1 q  
BICpLij, xn1 q e isso não é possível visto que L foi definido como o argumento que
maximiza o valor de BIC dentro da classe P 1 e, ainda, por construção Lij P P 1. Sendo
assim, L é a boa partição mínima.
Com essas ferramentas podemos utilizar o Algoritmo 2 para a obtenção da
partição que maximiza o valor do BIC para uma amostra de tamanho n, ou seja, obtenção
de Ln. A partir desse ponto re-escalaremos a métrica dL (Definição 5) para 2dL{p|A|  1q
para simplificar a desigualdade no Corolário 2. Considere xn1 uma amostra da cadeia de
Markov pXt, t P Nq de ordem o sobre o alfabeto finito A e S  Ao seu espaço de estados.
Seja L  tL1, L2, . . . , L|L|u uma boa partição de S,
Algoritmo 2. (García e González-López, 2011)
• Entrada: L
iÐ 0, j Ð 1, K  |L|
enquanto i   K  1
iÐ i  1
enquanto j   K
j Ð j   1
dÐ dLpi, jq
enquanto d   1
Li Ð Li Y Lj
para cada l em tj, . . . , Ku faça Ll Ð Ll 1
K Ð K  1
LÐ tL1, L2, . . . , LKu
dÐ dLpi, jq
• Saída: pLn  tL1, L2, . . . , LKu.
Caso não tenha nenhuma informação prévia sobre uma boa partição para iniciar
o algoritmo, uma alternativa proposta em García e González-López (2011) é escolher a
boa partição inicial no conjunto de sequências tal que nenhuma sequência é sufixo de
uma outra e as sequencias aparecem pelo menos B vezes na amostra, em que B é um
número positivo inteiro. O próximo resultado mostra que para n suficientemente grande o
Algoritmo 2 fornece a boa partição mínima como visto no Teorema 6.
Corolário 3. (García e González-López, 2017) Seja pXt, t P Nq uma cadeia de Markov
discreta sobre o alfabeto finito A de ordem o   8, espaço de estados S  Ao e xn1 uma
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amostra desse processo. pLn dado em 2 converge para L quase certamente, em que L é a
boa partição mínima.
Assim, segundo o Teorema 6 e Corolário 3, o Algoritmo 2 é uma boa técnica
para se obter a partição segundo a Definição 2 na prática.
Utilizando as ferramentas introduzidas nesse Capítulo é possível uma análise
estocástica que utiliza as redundâncias dos estados de um processo para a melhora da
estimação. Vimos como podemos particionar o espaço de estados de maneira consistente
a fim de alocar estados com mesma probabilidade de transição em uma mesma parte.
Além disso, vimos uma métrica que quantifica a distância entre as partes de uma partição,
possibilitando decidir na prática se preferencialmente essas devem ser unidas ou não. As
Seções 2.1 e 2.2 revisitam as aplicações apresentadas em 1.1 e 2.2 dando continuidade à
análise, porém agora incorporando os conceitos apresentados no presente Capítulo.
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2.1 Perfil de Precipitação Anual em Seattle
Como vimos na Seção 1.1, todos os anos foram considerados sob uma mesma lei
estocástica. Dessa forma, aplicamos o Algoritmo 2 para obtenção de uma partição do espaço
de estados S, visando usar a redundância das strings para melhorar a estimação, e obtivemos
suas respectivas probabilidades de transição associadas. As estimativas encontram-se na
Tabela 6.
Tabela 6 – MMPM para Zi,t e com destaque (em negrito) nas maiores probabilidades
Partição P p0|Liq P p1|Liq P p2|Liq P p3|Liq
L1  t011, 130, 201, 220, 230, 301, 320, 330u - 0,695 - 0,305
L2  t013, 032, 113, 132, 203, 222, 232, 303, 322, 332u 0,370 - 0,259 0,371
L3  t030u - 0,611 - 0,389
L4  t033, 133, 223, 233, 323, 333u 0,275 - 0,483 0,242
L5  t111u - 0,816 - 0,184
Analisando a Tabela 6, notamos que das cinco partes duas são compostas por
apenas uma string indicando que essas têm comportamento destoante em relação as outras.
Veja que 111 indica 4 dias consecutivos sem chuva e que a probabilidade de um novo dia
sem chuva é alta (0,81610), enquanto caso ocorra um dia de chuva seguido por dois sem
chuva (011) a probabilidade de um novo dia sem chuva é 0,69529 consideravelmente mais
baixa, logo o modelo diz que o número de dias sem chuva impacta na probabilidade de um
novo dia sem chuva. Veja também que a string 030 representa a sequência de dias: chuvoso,
não-chuvoso, chuvoso e não-chuvoso apresenta a probabilidade de transição para um dia
sem chuva (rompendo com a alternância) de 0,61085 contra 0,38915 a continuar chovendo.
Quanto as outras partes notamos que todas as strings que finalizam em 33
encontram-se na mesma parte, indicando que o dia anterior a dois dias seguidos de
acréscimos / estabilidades de precipitação não é um fato relevante para a estimativa das
probabilidades de transição, assim podemos considerar que a memoria é apenas 2. O mesmo
ocorre nos estados *01, *03, *13, *20, *22, *23 *32, pois nesses casos todas as strings que
finalizam da mesma forma compartilham da mesma parte. Entretanto, a memória 3 é
importante para as strings que finalizam em 11 e 30, pois enquanto 011 pertence a L1, 111
forma a parte L5 e, por outro lado, 030 compõe a parte L3 e os elementos do tipo *30,
com   1, 2, 3 pertencem a L1. Veja também que P p1|011q  0, 695, o que indica que 011
tem a tendência em formar 111.
Assim, para essa aplicação foi possível assumir que todas as séries anuais
de precipitação codificadas como visto na Tabela 1 são governadas por uma mesma lei
estocástica, visto que os valores mais altos de ds foram bem próximos de 1 (Tabela
2). Assumindo isso, na Tabela 6 podemos observar a partição do espaço de estados
S  A3  t0, 1, 2, 3u3 e estimativa das probabilidades de transição. Portanto, pela Tabela 6
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pudemos analisar as sequências de dias com mesmos valores de probabilidades de transição
em cada parte da partição, observando que cenários de tempo são equiprováveis e ainda
checando qual estado é mais provável para cada cenário.
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2.2 Detecção de Fraude de Energia em Campinas
Revisitaremos agora a aplicação apresentada na Seção 1.2. As Tabelas 7 e 8
apresentam os MMPM para cada cluster I14i , i  1, 2, . . . , 12. e a Tabela 9 apresenta o
comportamento refletido por cada string do processo Zi,t.
Tabela 7 – MMPM para os clusters I14i , i  1, 2, . . . , 6 sob codificação Zi,t com destaque
(em negrito) nas maiores probabilidades
Partição P p1|LiqP p2|LiqP p3|LiqP p4|Liq Partição P p1|LiqP p2|LiqP p3|LiqP p4|Liq
I141 I
14
2
11 41 0,615 0,000 0,385 0,000 11 0,521 0,000 0,338 0,140
13 0,545 0,091 0,000 0,364 13 23 0,323 0,186 0,000 0,492
14 24 44 0,176 0,265 0,000 0,559 14 34 24 0,245 0,358 0,000 0,397
31 42 34 0,286 0,000 0,143 0,571 21 31 41 0,380 0,000 0,342 0,278
32 42 0,403 0,000 0,140 0,457
44 0,420 0,283 0,000 0,297
I143 I
14
4
11 0,212 0,000 0,300 0,488 11 42 41 21 31 32 0,442 0,000 0,283 0,276
13 44 14 0,243 0,181 0,000 0,576 13 23 44 34 0,398 0,162 0,000 0,439
21 23 0,810 0,000 0,127 0,063 14 24 0,134 0,429 0,000 0,437
24 34 0,352 0,521 0,000 0,127
31 41 42 0,433 0,000 0,369 0,197
I145 I
14
6
11 21 32 0,410 0,000 0,276 0,314 11 21 32 31 42 0,457 0,000 0,164 0,379
13 0,369 0,084 0,000 0,547 13 44 14 23 0,201 0,276 0,000 0,522
14 23 24 44 34 0,240 0,319 0,000 0,441 24 34 0,451 0,234 0,000 0,315
31 41 0,508 0,000 0,364 0,128 41 0,388 0,000 0,454 0,158
42 0,489 0,000 0,060 0,451
Perceba que os estados descritos na Tabela 9 indicam uma trajetória que
finaliza em crescimento, crescimento/manutenção ou decrescimento, esse comportamento
é refletido nas partições geradas em cada MMPM associado aos clusters da categoria
Irregular. Considere dois grandes grupos: os que finalizam a trajetória de consumo crescendo
ou em manutenção (a) 13, 14, 23, 24, 34 e 44 e os que finalizam decrescendo (b) 11, 21,
31, 32, 41 e 42. Podemos ver que, exceto em dois casos que descreveremos à frente, o
restante dos modelos apresentam os estados separados nessas duas grandes classes, isto é,
em cada parte de cada modelo encontramos apenas estados de um tipo. Por exemplo, veja
o MMPM do cluster I1411 , este é composto por 5 partes, 2 partes são compostas por strings
em (b): L1  t11, 31, 42, 21, 32u e L5  t41u e 3 partes são compostas por strings em (a):
L2  t13, 23u, L3  t14, 24u e L4  t34, 44u. As exceções são os modelos associados ao
I141 na parte L5  t31, 42, 34u em que a string 34 pertence a (a) enquanto as outras da
mesma parte pertencem a (b), e no modelo associado a I143 na parte L3  t21, 23u, em
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Tabela 8 – MMPM para os clusters I14i , i  6, 7, . . . , 12 sob codificação Zi,t com destaque
(em negrito) nas maiores probabilidades
Partição P p1|Liq P p2|Liq P p3|Liq P p4|Liq Partição P p1|Liq P p2|Liq P p3|Liq P p4|Liq
I147 I
14
8
11 0,357 0,000 0,245 0,398 11 41 0,548 0,000 0,250 0,202
13 23 44 0,332 0,233 0,000 0,435 13 24 0,150 0,121 0,000 0,729
14 0,200 0,425 0,000 0,375 14 0,273 0,438 0,000 0,289
21 42 0,514 0,000 0,237 0,249 21 31 42 0,595 0,000 0,095 0,311
24 34 0,255 0,302 0,000 0,444 34 44 0,397 0,108 0,000 0,495
31 41 0,391 0,000 0,398 0,211
32 0,423 0,000 0,115 0,462
I149 I
14
10
11 32 21 31 42 0,527 0,000 0,164 0,309 11 31 21 0,458 0,000 0,275 0,266
13 34 24 14 44 0,176 0,305 0,000 0,520 13 34 44 24 0,289 0,268 0,000 0,443
23 0,459 0,059 0,000 0,482 14 0,178 0,386 0,000 0,436
41 0,564 0,000 0,392 0,044 23 0,387 0,127 0,000 0,486
32 42 0,434 0,000 0,183 0,382
41 0,439 0,000 0,362 0,198
I1411 I
14
12
11 31 42 21 32 0,496 0,000 0,253 0,251 11 21 32 0,523 0,000 0,167 0,311
13 23 0,368 0,117 0,000 0,515 13 23 34 0,261 0,244 0,000 0,495
14 24 0,194 0,406 0,000 0,400 14 24 0,211 0,373 0,000 0,416
34 44 0,228 0,235 0,000 0,537 31 42 0,497 0,000 0,271 0,232
41 0,516 0,000 0,336 0,148 41 0,391 0,000 0,390 0,219
44 0,332 0,336 0,000 0,332
que 21 pertence a (a) e 23 a (b).
Quanto a estimativa das probabilidades de transição (Tabelas 7 e 8), os clusters
mostram duas preferências (em negrito): pelo estado 1, casos: I141 , I142 , I143 , I144 , I147 ,
I149 , I1412 , e estado 4, casos restantes: I145 , I146 , I148 , I1410 , I1411 . O estado 1 indica
decrescimento do consumo no tempo t em relação a outros tempos t 1 e t 2, já o estado
4 indica crescimento/ manutenção do consumo no tempo t em relação aos tempos anteriores
t 1 e t 2. Temos ainda que para todos os modelos associados à I14i , i  1, 2, . . . , 12 as
duas probabilidades de transição mais altas são correspondentes aos estados 1 e 4. Note
também que quando a preferência (probabilidade mais elevada) é o estado 1, os outros
estados da parte que o contém (caso tenham outros estados) terminam em 1 ou 2, ou
seja, de acordo com a Tabela 9, indicam que o processo está decrescendo. Por outro lado,
quando a preferência é o estado 4, os elementos que formam a parte juntamente com
esse estado, de acordo com a Tabela 9, indicam que o processo está em manutenção ou
crescimento.
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Tabela 9 – Estados s P S e comportamento do consumo, segundo a codificação Zi,t
String Evento Final da Trajetória
11 Xt   Xt1   mintXt2, Xt3u decrescendo
13 Xt1 ¤ Xt   Xt2 & Xt1   Xt3 crescendo/manutenção
14 Xt1   Xt2 ¤ Xt & Xt1   Xt3 crescendo
21 Xt   Xt1   Xt2 & Xt3 ¤ Xt1 decrescendo
23 Xt3 ¤ Xt1 ¤ Xt   Xt2 crescendo/manutenção
24 Xt3 ¤ Xt1   Xt2 ¤ Xt crescendo
31 Xt   Xt2 ¤ Xt1 ¤ Xt3 decrescendo
32 Xt2 ¤ Xt   Xt1   Xt3 decrescendo
34 Xt2 ¤ Xt1 ¤ Xt & Xt1   Xt3 crescendo/manutenção
41 Xt   Xt2 ¤ Xt1 & Xt3 ¤ Xt1 decrescendo
42 Xt2 ¤ Xt   Xt1 & Xt3 ¤ Xt1 decrescendo
44 Xt ¥ Xt1 ¥ maxtXt2, Xt3u crescendo/manutenção
Visto que as interpretações estão divididas em duas características: final de
trajetória crescente ou decrescente, foi do interesse adotar uma nova codificação, mais
simplificada e baseada apenas em crescimentos / manutenção e decrescimentos. Assim,
defina para cada cliente i com série de consumo xqii,1, i  1, 2, . . . , 8381, a amostra yrii,1 do
processo discreto Yi,t como
yi,t :
#
0, xi,t   xi,t1,
1, xi,t ¥ xi,t1.
Então, o alfabeto será A  t0, 1u e para facilitar a interpretação adotaremos o  2. A
Tabela 10 apresenta o significado de cada estado em S  A2.
Sob essa nova codificação, aplicamos o Algoritmo 1 na classe de séries de
consumo Irregular, obtivemos tI011 , . . . , I01w1 u para w1  22. Enquanto para a categoria
Outro aplicamos o Algoritmo 1 e foram gerados os clusters tO011 , . . . , O01w0 u, com w0  128.
Sendo assim, nós obtivemos um crescimento dos clusters da classe Irregular, passando de
12 para 22, e um decrescimento do número de clusters da classe Outro, passando de 391
para 128. Seguindo uma análise análoga a feita para as amostras zqii,1, a Tabela 11 temos
a descrição dos w1  22 clusters da classe Irregular. Comparando os clusters da classe
Irregular sob a codificação Zi,t e sob Yi,t, vemos que o segundo caso quase dobra o número
de modalidades.
Para cada cluster I01i , i  1, 2, . . . , 22 calculamos o dmax entre esse e cada
cluster O01i , i1, 2, . . . , 128. Veja a Tabela 12, que apresenta os casos em que esses valores
de dmax são inferiores a 1. Como podemos ver, comparando com os resultados vistos em
4, o número de casos em que os clusters da classe Outro foram considerados indistinguíveis
dos clusters da classe Outro aumentou consideravelmente. De acordo com essa codificação,
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Tabela 10 – Estados s P S e comportamento do consumo, segundo a codificação Yi,t
Estados Evento
00 Xt   Xt1   Xt2
01 Xt ¥ Xt1&Xt1   Xt2
10 Xt   Xt1&Xt1 ¥ Xt2
11 Xt ¥ Xt1 ¥ Xt2
Tabela 11 – Descrição dos w1  22 clusters da classe Irregular I01i , i  1, 2, . . . , 22, sendo
Ci o número de clientes no cluster i e dmaxi o maior valor de dmax associado
ao cluster i
i 1 2 3 4 5 6 7 8 9 10 11
Ci 4 19 12 7 8 19 21 14 16 31 15
dmaxi   0, 001 0,175 0,196 0,241 0,247 0,300 0,368 0,370 0,408 0,412 0,443
Cluster 12 13 14 15 16 17 18 19 20 21 22
Ci 30 9 34 18 48 48 12 42 68 35 43
dmaxi 0,451 0,587 0,598 0,639 0,705 0,717 0,721 0,814 0,863 0,893 0,987
o único cluster da classe Irregular que não é associado com nenhum membro do conjunto
Outro é o I0120 que é composto pro 68 clientes. Além disso, enquanto a Tabela 5 aponta
apenas 3 casos de 12 clusters (25%) com dmax   0, 75 sob a codificação Zi,t, a codificação
Yi,t aponta 17 casos de 22 clusters (77%) com dmax inferior a 0,5 (Tabelas 13 e 14). Isso é
explicado pelo aumento no número de clusters da classe Irregular sob a codificação Yi,t
em relação à Zi,t, pois com essa nova codificação menos restrita temos mais casos para
comparar à classe Outro.
Tabela 12 – Para cada I01i , i  1, 2, . . . , 22 é reportado o mínimo, a mediana e o máximo
valor de dmax obtido entre este e cada grupo O01j , j  1, 2, . . . , 128, sendo *
indicativo de que para algum O01j uma similaridade foi encontrada
Cluster Mínimo Mediana Máximo Cluster Mínimo Mediana Máximo
I011   0, 0001* 5,5275 29,3418 I0112 0,212* 7,179 35,029
I012 0,223* 5,881 20,855 I0113 0,123* 6,060 23,934
I013 0,132* 5,646 26,391 I0114 0,474* 7,484 35,978
I014 0,238* 5,508 14,693 I0115 0,807* 6,319 30,182
I015 0,052* 4,669 17,643 I0116 0,381* 8,998 36,916
I016 0,273* 5,221 24,873 I0117 0,088* 10,210 44,606
I017 0,353* 8,258 32,664 I0118 0,191* 8,152 35,757
I018 0,157* 6,450 33,795 I0119 0,580* 9,758 46,892
I019 0,173* 6,887 29,933 I0120 1,109 10,858 34,376
I0110 0,062* 6,772 34,111 I0121 0,599* 7,012 36,268
I0111 0,228* 5,816 33,809 I0122 0,151* 8,214 37,610
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Tabela 13 – Para I01i , i  1, 2, . . . , 11 são reportados os clusters O01j , j  1, 2, . . . , 128
com dmax   1, sendo * indicativo dos casos de maior risco
I01i O
01
j Clientes em O01j dmax I01i O01j Clientes em O01j dmax
I011
O014 61   0, 001* I016
O0138 101 0,849
O0164 45 0,632* O0156 35 0,274*
O01103 54 0,854
I017
O0149 57 0,353*
I012
O0120 50 0,987 O0165 45 0,569*
O0154 27 0,759 O0191 86 0,873
O0166 12 0,863 O01120 118 0,888
O0180 115 0,224* O01124 27 0,420*
O0181 96 0,776
I018
O0124 43 0,640*
O0182 37 0,931 O0140 68 0,652*
I013
O0111 51 0,252* O0157 36 0,157*
O0179 72 0,132* O0177 28 0,901
O0181 96 0,770 I019
O0151 78 0,173*
I014
O0133 47 0,238* O0167 66 0,297*
O0139 92 0,709*
I0110
O012 25 0,784*
O0169 41 0,513* O0113 50 0,999
O0190 51 0,302* O01112 81 0,062*
O01108 142 0,764 O01116 75 0,944
O01111 143 0,570*
I0111
O0155 53 0,630*
I015
O019 67 0,864 O0163 39 0,997
O0119 53 0,052* O0183 48 0,228*
O0171 37 0,671*
O0187 125 0,757
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Tabela 14 – Para I01i , i P t12, 13, . . . , 22uzt20u são reportados os clusters O01j , j 
1, 2, . . . , 128 com dmax   1, sendo * indicativo dos casos de maior risco
I01i O
01
j Clientes em O01j dmax I01i O01j Clientes em O01j dmax
I0112
O0113 50 0,677* I0116
O0131 48 0,727*
O0132 60 0,212* O01109 23 0,381*
O0134 37 0,473*
I0117
O0130 41 0,088*
O0160 34 0,631* O0182 37 0,917
O0161 17 0,548* O0196 98 0,735*
I0113
O0125 76 0,969
I0118
O0126 18 0,942
O0163 39 0,123* O0191 86 0,191*
O0165 45 0,494* O01103 54 0,637*
O0194 140 0,736*
I0119
O0124 43 0,780
I0114
O0114 24 0,557* O0176 77 0,695*
O0153 51 0,550* O01119 157 0,580*
O0162 21 0,474* I0121
O0128 27 0,599*
O01113 202 0,944 O01127 27 0,761
I0115
O0173 46 0,807 I0122
O0120 50 0,666*
O0197 152 0,988 O01102 41 0,151*
As Tabelas 15 e 16 mostram o MMPM para cada cluster I01i , i  1, 2, . . . , 22
sob a codificação Yi,t.
Tabela 15 – MMPM para os clusters I01i , i  1, 2, . . . , 9 sob codificação Yi,t com destaque
(em negrito) nas maiores probabilidades
Partição P p0|Liq P p1|Liq Partição P p0|Liq P p1|Liq Partição P p0|Liq P p1|Liq
I011 I
01
2 I
01
3
00 0,767 0,233 00 10 0,356 0,644 00 0,234 0,766
01 10 11 0,391 0,609 01 11 0,570 0,430 01 10 0,484 0,516
11 0,632 0,368
I014 I
01
5 I
01
6
00 10 0,412 0,588 00 01 0,486 0,514 00 0,483 0,517
01 0,549 0,451 10 11 0,652 0,348 01 10 11 0,578 0,422
11 0,862 0,138
I017 I
01
8 I
01
9
00 0,569 0,431 00 01 0,627 0,373 00 01 0,548 0,452
01 0,388 0,612 10 11 0,418 0,582 10 0,385 0,615
10 11 0,472 0,528 11 0,732 0,268
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Tabela 16 – MMPM para os clusters I01i , i  10, 11, . . . , 22 sob codificação Yi,t com
destaque (em negrito) nas maiores probabilidades
Partição P p0|Liq P p1|Liq Partição P p0|Liq P p1|Liq Partição P p0|Liq P p1|Liq
I0110 I
01
11 I
01
12
00 0,554 0,446 00 11 10 0,585 0,415 00 11 0,463 0,537
01 10 11 0,486 0,514 01 0,442 0,558 01 10 0,560 0,440
I0113 I
01
14 I
01
15
00 11 0,587 0,413 00 0,366 0,634 00 0,339 0,661
01 10 0,361 0,639 01 0,620 0,380 01 10 11 0,590 0,410
10 11 0,490 0,510
I0116 I
01
17 I
01
18
00 0,396 0,604 00 10 0,380 0,620 00 10 0,598 0,402
01 10 0,459 0,541 01 11 0,645 0,355 01 11 0,373 0,627
11 0,596 0,404
I0119 I
01
20 I
01
21
00 10 0,503 0,497 00 01 11 0,546 0,454 00 10 0,489 0,511
01 0,590 0,410 10 0,357 0,643 01 11 0,623 0,377
11 0,411 0,589
I0122
00 0,382 0,618
01 0,542 0,458
10 0,446 0,554
11 0,692 0,308
Obtivemos 15 modelos com apenas 2 partes, 6 com 3 partes e 1 modelo
com 4 partes. Os estados 00 e 11, que representam respectivamente dois decrescimentos
consecutivos e dois crescimentos/manutenção consecutivos, constam alocados em partes
diferentes na maioria dos modelos, com exceção apenas de 4 casos: I01i , i  11, 12, 13, 20.
Os resultados sob essa nova codificação podem indicar a relevância da memória
do processo, visto que a codificação 1-4 considera um passado mais longo em relação a codi-
ficação 0-1 podendo ser capaz de representar de maneira mais realística o comportamento
do consumo energético das duas classes (compare as Tabelas 9 e 10). Na Subseção 2.2.1
utilizaremos das duas codificações para propor uma estratégia de detecção de sequências
da classe Outro que são potencialmente semelhantes as da classe Irregulares.
2.2.1 Risco
Cada uma das duas codificações apresentadas refletem características do com-
portamento da série de consumo original. Essas duas refletem informações complementares.
Assim, nesse Subseção consideraremos as duas codificações para criar um esquema para a
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tomada de decisão a fim de detectar fraudes não registradas.
Considere para cada cliente v P O14iv X O
01
kv , o par de valores dmax como
especificaremos a seguir. Note que O14iv e O
01
kv são os clustes de Outro tais que o cliente v
pertence. Defina para cada v P O14iv XO
01
kv
av  min1¤j¤12tdmaxpO
14
ikv
, I14j que
bv  min1¤j¤22tdmaxpO
01
ikv
, I01j qu.
Vale ressaltar que por construção, para todo cliente (em Outro) v D!iv P t1, 2, . . . , 391u tal
que v P O14iv e D!kv P t1, 2, . . . , 128u tal que v P O
01
kv .
Veja que av e bv representam riscos marginais, isto é, representações de risco
dados por cada codificação. Na Tabela 17 reportamos faixas de risco para os clientes da
classe Outro. Se considerarmos como baixo risco valores de dmax próximo de 1, digamos
no intervalo de p0, 9;8q  p0, 9;8q, então temos 79 casos (em negrito na Tabela 17) fora
desse intervalo que possivelmente devem ser inspecionados detalhadamente.
Tabela 17 – Frequência de clientes da categoria Outro, oi, i  1, 2, . . . , 7828, por faixas
de risco. No campo horizontal temos os indicativos de risco dado por av
(codificação Zi,t) e na vertical por bv (codificação Yi,t)
bvzav [0,0; 0,1] (0,1; 0,7] (0.7; 0,8] (0,8; 0,9] (0,9; 1,0) [1,0; 8)
[0,0; 0,1] 0 0 0 0 0 323
(0,1; 0,2] 0 27 0 0 7 343
(0,2; 0,3] 0 0 5 0 24 518
(0,3; 0,4] 0 0 0 0 30 184
(0,4; 0,5] 0 0 0 0 0 237
(0,5; 0,6] 0 0 0 0 10 447
(0,6; 0,7] 36 0 0 9 11 507
(0,7; 0,8] 0 0 2 0 28 588
(0,8; 0,9] 0 0 0 0 0 211
(0,9; 1,0) 0 0 0 11 6 469
[1; 8) 0 0 28 20 66 3681
Caso o número de casos que precisem ser reavaliados seja elevado para a
companhia, o critério de seleção descrito em Fernández et al. (2019) pode ser aplicado. Por
meio desse critério considerado robusto, é possível selecionar um cliente para representar
cada cluster, assim seria possível inspecionar pelo menos os representantes de cada cluster,
diminuindo o número de casos a reavaliar.
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2.2.2 Assertividade da Classificação
Essa Subseção é dedicada a avaliar a capacidade preditiva da classsificação
dada pelo algoritmo 1. O nosso interesse, nesse caso, é dedicado à classificação dos clientes
da classe Irregular, visto que esses passaram por uma inspeção que os detectou como
fraudadores.
Considere os clusters da classe Irregular definidos pelo Algoritmo 1 (sob codifi-
cação Zi,t, Yi,t ou outra): I1, I2, . . . , Ik1 ;
(i) Selecione aleatoriamente s% dos clientes irregulares e denote por vi1 , vi1 , . . . , visk1{100 ;
(ii) Aplique o Algoritmo 1 nos membros da classe Irregular sem os selecionados em (i) e
denote os clusters resultantes por I1 , I2 , . . . , Ik1 ;
(iii) Para cada elemento vij P Ivij encontre o cluster I

vij
tal que |Ivij X Ivij | ¥ |I

i X
Ivij |, @i P t1, 2, . . . , k

1u;
(iv) (a) Calcule dpvijq  dmaxpvij , Ivij q e
(b) salve o total de casos |j P ti1, . . . , isk1{100u : dpvijq   1|.
Veja que o cluster Ivij que verifica (iii) pode ser considerado o mais indicado
para o cliente vij , visto que o cliente vij é membro do cluster Ivij e os conjuntos Ivij
e Ivij compartilham o maior número de clientes em comum. A Tabela 18 apresenta a
porcentagem dos dados classificados no cluster mais indicado para a codificação Zi,t e Yi,t.
Tabela 18 – Valores (em porcentagem) do número de casos classificados no cluster mais
indicado. N = número de simulações com s = 15
Código N Mínimo 1o Quantil Mediana Média 3o Quantil Máximo
Zi,t
30 66,27 % 75,90 % 77,71 % 77,31 % 80,42 % 84,34 %
50 65,06 % 74,70 % 78,31 % 77,86 % 81,93 % 86,75 %
100 66,27 % 74,70 % 78,31 % 77,84 % 80,72 % 86,75 %
Yi,t
30 98,80 % 100,00 % 100,00 % 99,96 % 100,00 % 100,00 %
50 100,00 % 100,00 % 100,00 % 100,00 % 100,00 % 100,00 %
100 98,80 % 100,00 % 100,00 % 99,96 % 100,00 % 100,00 %
Pela Tabela 18 vemos que a porcentagem média de sucesso é maior que 77%
nos dois casos, e as menores porcentagens excedem 65%. Os valores de predição para o
código Yi,t são bem próximos ou iguais à 100 %, reiterando a discussão que tivemos na
Seção 2.2. Essa codificação usa uma memória mais curta, logo estabelece menos restrições
(Tabela 10) e consequentemente faz pouca distinção entre as amostras. Logo, os clientes
da classe Irregulares retirados nas simulações facilmente apresentaram semelhança (dmax
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  1) com seu respectivo cluster mais indicado, bem como apresenta semelhanças com
os outros clusters também. Portanto, entende-se que um trabalho futuro seria analisar o
processo Zi,t sob uma memória mais longa, garantindo mais certeza na classificação das
amostras.
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2.3 Conclusão
Com as ferramentas apresentadas nesse Capítulo é possível estudar o com-
portamento estocástico de um processo pXt, t P Nq a partir de pelo menos uma amostra
utilizando as redundâncias entre as strings pertencentes ao espaço de estados para a
melhora da estimação. Introduzimos essas ferramentas inicialmente incorporando a ideia
de equivalência entre strings pertencentes a um espaço de estados S e a formação de uma
partição de S tal que cada parte é composta por strings equivalentes (Definição 2). Após
isso, fornecemos uma ideia para obter, na prática, dentre todas as partições possíveis, essa
partição ideal. A ideia consiste em restringir essa procura em um conjunto de partições
que apresentam boas propriedades, denominadas boas partições, segundo a Definição 4.
No Teorema 4 e Corolário 1 mostramos que o partindo desse conjunto de partições, ou
de uma partição que seja composta por pelo menos duas partes que satisfaçam 4(i), o
BIC pode distinguir de maneira consistente se essas partes devem ou não estarem unidas,
satisfazendo 2. Desse modo, introduzimos a medida dL (Definição 5). Mostramos que
essa medida é associada ao BIC no Teorema 2, indicando que é possível utilizá-la para a
finalidade de quantificar distância entre as partes. Mostramos também que essa medida de
fato é uma métrica no Teorema 5. Já no Teorema 6 vimos que partição que fornece o valor
de BIC máximo para uma amostra de tamanho n atinge a menor boa partição segundo
a Definição em 2 quando n Ñ 8. Em posse dessas ferramentas, o Algoritmo 2 indica
como obter para uma amostra de tamanho n a partição que maximiza o BIC na prática.
No Corolário 3 garantimos que a partição fornecida pelo Algoritmo 2 converge para a
boa partição mínima quase certamente. Na Seções 2.1 e 2.2 utilizamos o Algoritmo 2 nas
aplicações fornecendo modelos estocásticos úteis para a análise de cada problemática.
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3 Considerações Finais
Nesta dissertação revisamos resultados estabelecidos na literatura para à de-
terminação de similaridades e dissimilaridades de sequências provenientes de processos
estocásticos. As noções abordadas neste trabalho decorrem do Critério de informação
Bayesiano (BIC) utilizado para a seleção de modelos no escopo de processos Markovianos
discretos de memoria finita e dispostos em alfabetos finitos (veja García, Gholizadeh e
González-López (2018a) e García e González-López (2017)). O Critério permite provar
a consistência estatística de todas as noções abordadas nesta dissertação (Definições 1,
5 e Teoremas 3 e 4). Já, se o problema de discriminação entre sequências é local, sob o
interesse de apenas um estado no espaço de estados, a noção derivada do critério BIC
(Definição 1) resulta uma métrica, e portanto verifica a desigualdade triangular entre outras
propriedades (veja Teorema 1). Aplicamos estas noções na comparação de processos anuais
de precipitação da cidade de Seattle, período: 1949-2018. Determinando que em termos de
aumentos/decrementos sequenciais (volumes de precipitação em dias t e t1), os processos
são similares. Isto é, as discretizações aqui consideradas não levam em consideração a
magnitude das precipitações, mas sim o comportamento de aumentos e decrementos.
Podem também ser apontadas 2 possíveis exceções para as comparações entre os pares de
anos (i) 1959 e 2000, (ii) 1971 e 1987. Informamos nestes casos as configurações onde as
discrepâncias ocorrem.
Com o propósito de desenvolver uma estratégia que permita definir as similari-
dades/discrepâncias entre grupos de sequências, ainda no escopo de processos Markovianos
discretos de memoria finita e dispostos em alfabetos finitos, é proposto o Algoritmo 1
(algoritmo de clusterização). Que usa as boas propriedades da noção dada pela Definição 1
e do método Aglomerativo de construção de clusters. Mostramos que esse algoritmo tem
bom desempenho vide uma análise de predição. Numa segunda aplicação, abordamos a
comparação de sequências de consumo de energia de clientes de uma fornecedora de energia
da cidade de Campinas. As informações disponíveis incluem duas categorias de clientes:
Irregular e Outro. Na classe Irregular encontram-se clientes que de fato receberam esta
classificação pela equipe de especialistas da empresa. Em primeira instância são criados
clusters de clientes da categoria Irregular (via ao Algoritmo 1) e também clusters da
classe Outro. A similaridade/dissimilaridade entre os grupos foi estabelecida de modo
a identificar quais clientes da classe Outro podem ter um comportamento semelhante a
algum da classe Irregular. Esta comparação permite definir o risco de fraude em clientes
da empresa. A noção de risco aqui proposta também permite hierarquizar os clientes
facilitando a inspeção.
Uma segunda temática abordada nesta dissertação corresponde ao processo de
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estimação dos Modelos de Partições (García e González-López, 2017) o qual estabelece
uma partição no espaço de estados do processo que agrupa em partes os estados que
compartilham a mesma probabilidade de transição para qualquer outro elemento do
alfabeto. O Modelo de Partições inclui as cadeias de Markov de alcance variável e as
cadeias de Markov de ordem fixa, portanto trabalhamos com processos Markovianos
discretos de memória finita e dispostos em alfabetos finitos. Neste contexto, o critério BIC
define uma métrica (Definição 5) para a estimação consistente da partição do processo e
das probabilidades de transição (veja Teorema 4). Aplicamos a modelagem às sequências
anuais de precipitação, considerando a discretização introduzida no Capítulo 1, deste modo
foi possível construir o perfil de comportamento do processo anual de chuvas da cidade
de Seattle, de modo a oferecer uma ferramenta de predição do comportamento anual da
precipitação. Do mesmo modo e já em posse dos clusters de clientes da classe Irregular
devidamente estabelecidos (veja as Tabelas 3 e 11) implementamos a estimação do Modelo
de Partições para cada cluster. O modelo de cada cluster da classe Irregular permite a
representação do processo de fraude e fornece uma ferramenta de predição de próximos
comportamentos desses clientes. Ou seja, o modelo é mais um critério que pode ser usado
para comparar com clientes da classe Outro.
Nas duas aplicações, enfrentamos dificuldades quanto a especificação do alfabeto
do processo, pois cada elemento reflete um comportamento da série original. Sendo assim,
caso esse alfabeto não represente a informação que precisamos para a análise do problema,
a interpretação do modelo será prejudicada. Por exemplo, para a modelagem do perfil
de precipitação, seria possível representar apenas acréscimos e decréscimos de volume de
chuva ao longo dos dias, porém para a previsão de chuvas é necessário poder prever não
somente se hoje irá chover mais ou menos que amanhã, mas saber se a chuva irá ocorrer
ou não. Logo, a especificação do processo é imprescindível para a análise.
Quanto aos dados de perfil de consumo, além da preocupação com o alfabeto,
havia o interesse em distinguir os clientes fraudadores, para a detecção futura de novos
irregulares. Logo, para comparação entre os clientes optamos pela criação de clusters,
pois assim o efeito dos diferentes tipos de consumo de energia (casas com poucos, muitos
moradores, clientes que viajam muito, residências alugadas, pessoas com padrões de vida
diferentes, etc) seriam representadas em grupos. Partindo desses grupos, o foco seria
apenas a análise de fraude ou não, cliente a cliente em futuras bases de dados. Um trabalho
futuro será analisar as séries de consumo usando o MMPM com inserção de uma covariável
(García, Londoño e Silva, ), nesse caso, poderia ser útil usar as particularidades de cada
cliente que possam interferir no seu padrão de consumo.
Um outro possível trabalho futuro, é modificar o Algoritmo 1 de modo a utilizar
a medida ds no lugar do dmax, visto que as propriedades do ds se aplicam ao dmax, isto
é, dmax também é assintoticamente consistente, porém não é métrica. Uma ideia é, por
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exemplo, a formação de clusters partindo da análise de um estado s em específico, pois
caso constatado que a informação dessa string reflete uma possível fraude (talvez de um
tipo específico de fraude), podemos detectar séries que cometeram esse tipo de fraude em
algum momento de seu histórico minimizando a confusão que pode ser causada por outra
string que tenha o ds máximo por algum outro motivo.
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APÊNDICE A – Resultado Auxiliar
A1. Considere as distribuições de probabilidade P e Q em A, logo
DpP ||Qq ¤
¸
aPA
pP paq Qpaqq2
Qpaq
.
Demonstração. Note que
DpP ||Qq 
¸
aPA
P paq log

P paq
Qpaq


¤
p1q
¸
aPA
P paq

P paq
Qpaq
 1



¸
aPA
pP paq Qpaqq2
Qpaq
,
sendo que (1) ocorre, pois x logpxq ¥ 1, para x ¡ 0.
