Abstract
Introduction
).
This leads to accurate models, but these data are often sparse and not always available, thus 62 limiting the population of lakes for which we can make predictions. A possible solution for this 63 issue is to build models that use widely available data that are correlated to many of the in situ 64 variables. For instance, landscape metrics of forests, agriculture, wetlands, and urban land in Adding to the monitoring data collected via the NLA, we used the 2006 NLCD data to examine data subset is randomly selected and with each new split, the subset of predictor variables are randomly selected. For a more detail description of random forests see Breiman (2001) and Random forests are able to handle numerous correlated variables without a decrease in prediction 137 accuracy; however, one possible shortcoming of this approach is that the resulting model may 138 be difficult to interpret, thus selecting the most important variables is an important first step. 
146
In our case, we predicted a continuous variable, chlorophyll a, directly thus varSelRF, does not 147 apply, and nearly all of our variables are continuous so the approach suggested by Strobl (2007) 148 is not necessary. Thus we developed an approach, similar to varSelRF but applied to random 149 forest with regression trees. With this approach we fit a full random forest model that includes 150 all variables and a large number of trees. We then rank the variables using the increase in mean 151 square error, which has been shown to be a less biased metric of importance than the mean 152 decrease in the Gini coefficient (Strobl et al. 2007) . Using this ranking, we then iterate through 153 the variables and create a random forest with the top two variables and record mean square error 154 and adjusted R 2 of the resultant random forest. We then repeat this process by adding the next 155 most important variable in order of importance. With this information we identify both the top 156 variables and the point at which adding variables does not improve the fit of the overall model. of predictor variables from which to select a minimum, easier to interpret set of variables.
Model Details

161
We used the randomForest package in R to build predictive models of chlorophyll a with two and percent increase in mean squared error. These measure the impact on the overall model 198 when a particular variable is included and thus can be used to assess importance (Breiman 2001).
199
The Gini Index has been shown to have a bias (Strobl et al. 2007 ), thus, we used percent increase 
Trophic State Probabilities
One of the powerful features of random forests is the ability to aggregate a very large number of (Landis and Koch 1977) . For the "GIS only" model this is seen with 52% of the lakes. Lastly, as 
Partial dependencies of explanatory variables
In line with past predictive modelling of chlorophyll a concentrations the "All variables" model 271 selected the water quality variables (turbidity, total organic carbon, total nitrogen, total phos- 
283
This would be a cause for concern with linear models; however, linearity is not an assumption of 284 tree-based modelling approaches such as random forest.
285
Turbidity was selected as the most important variable in the "All variables" model. of turbidity and we expect greater productivity to lead to increased turbidity (Hansson 1992).
291
We interpret this pattern as indicating that as chlorophyll a concentrations increase we see a
292
concomitant increase in turbidity due to increased algal cell densities.
293
Elevation was selected as an important predictive variable in both the all variables and the GIS need to be part of any management strategy. Building on these efforts through updated models, 361 direct prediction of cyanobacteria, and additional information on the regional differences will 362 help us get a better handle on the broad scale dynamics of productivity in lakes and the potential 363 risk to human health from cyanobacteria blooms.
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