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ABSTRACT 
In  this  paper  we  present  two  performance  optimization 
methods for a motion compensated (MC) 2D wavelet video 
coding technique, which isbased on two of the current state- 
of-the-art  codecs:  H.26L  TML9.4  and  JPEG2000  VM7.2. 
First, a new metric for motion vector selection is proposed to 
take both edge and texture complexity into account in motion 
prediction.  Second, a frame level rate allocation algorithm, 
which  is  an  extension  of  JPEG2000  PCRD  (Post 
Compression  Rate  Distortion)  optimization,  is  proposed. 
Experimental results demonstrate the significant performance 
improvements by these two techniques. 
1. INTRODUCTION 
Motion  compensated  2D  wavelet  video  coding  structures 
have been investigated since Shapiro's pioneer work on the 
embedded  wavelet  coding  technique  [l].  Due  to  its 
implementation  of  an  embedded  data  stream,  2D  wavelet 
coding is widely used  to  achieve rate  scalability, which  is 
identified  as  desirable in  the  latest video  coding standards  - 
[2][3]recently. 
Interestingly, although  the  idea  of  using  MC  2D  rate 
scalable wavelet coding [4]  dates back even earlier tban its 
DCT  counterpart,  the  Fine  Granularity  Scalability  (FGS) 
profiles  in  MPEG-4  [SI, the  use  of wavelet  suffers  from 
performance  and  complexity issues.  One  of  the reasons  is 
that most DCT-domain FGS codecs have used a  lot of the 
recent  advances  from  current  motion  prediction  and 
transform  coding  research,  including  variable  block  size, 
quatter-pixel (or even finer) motion search, 4x4 DCT coding, 
more  complicated  entropy  coding  and  rate  distortion 
optimizations.  In  this  paper,  we  first  present  an  MC  2D 
wavelet  video  compression  technique  based  on  H.26L 
TML9.4  [6] and JPEGZOOO  VM7.2  171.  We call it as MC- 
EBCOT hereafter, where EBCOT (Embedded Block Coding 
with Optimized Truncation) [SI is the coding kernel adopted 
in JPEG7.000.  In this codec, we incorporate many techniques 
mentioned above. However, we note that even with the direct 
use of these latest coding techniques, the performance of this 
wavelet  codec  in  non-scalable  (single  layer)  case  is  still 
inferior to that of  H.26L. Hence. we focus the rest of  our 
paper on improving the single layer coding efficiency rather 
than  exploring rate scalability as done in most other papers 
on this  topic.  Our argument  is  based  on  the  fact  that  the 
performance of a MC 2D wavelet rate scalable video codec 
depends  heavily  on  its  reference  quality.  Hence  the 
improvement  in  single  layer  will  be  fundamental  for  the 
overall performance. 
The rest of this paper is organized as follows. In Section 2 
we  introduce the structure of MC-EBCOT. We also present 
an analysis for sources of potential loss in traditional MC 2D 
wavelet codecs here. Based on these analyses a new  metric 
for motion vector  selection is proposed  in Section  3. The 
generalized JPEG2000 PCRD algorithm to  frame level rate 
allocation is discussed in Section 4. The experimental results 
are given in Section 5. Section 6 concludes our work with a 
brief remark on fiture work. 
2. MC-EBCOT 
The diagram of  MC-EBCOT  codec is  presented  in  Fig.  1. 
The  motion  prediction  part  adopts  some  newly  developed 
techniques in H.26L and JVT [9],  such as variable block size 
and  quarter-pixel  motion  search,  which  contribute 
approximately  1dB performance  gain  compared to H.2631- 
[IO].  The predictive error frame (PEF) obtained from motion 
prediction is sent to a JPEG2000 codec and encoded at data 
rate  Rent. The data stream for residue  frames is  thereafter 
sent with motion vectors generated during motion prediction 
with data rate  R,,  . Meanwhile the data stream is decoded at 
a data rate  Rrg at both the encoder and decoder. Generally 
Rmv  2 R,,  S Rent holds  and  R,e,  is  the base  layer data 
rate that all decoders can guarantee to achieve. In  this way 
both the encoder and decoder  are using the same reference 
frame  and  hence  avoid  drifting  problems. And  due to  the 
inherent  embedded  nature  of  JPEG2000  data  stream,  MC- 
EBCOT can also achieve rate scalability. However, since we 
are only interested in the single layer performance here, we 
assume  Re, = ReOc  throughout the rest of this paper unless 
otherwise specified 
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Although both H.26L and JPEG2000 are among the best 
available coding standards in the sense of coding efficiency, 
direct use of them does not  immediately make MC-EBCOT 
comparable to H.26L in single layer case. There is typically 
0.5-1  dB  loss  compared  to  H.26L  as  shown  in  the 
experimental results in Section 5. 
By investigating the performance gain in H.26L [IO],  we 
summarize the source of potential losses in our structure: 
6  Inaccurate motion vector selection and mode decision 
In  H.26L, only texture complexity is considered in motion 
vector  selection. This  does  not  affect  the performance  of 
H.26L based on block DCT. But the lack of considering edge 
complexity  between  blocks  hurts  MC-EBCOT  since  the 
residue frame is encoded by JPEG2000, which  is basically 
based on global wavelet transform coding.  . 
In  H.26L, the rate of  each residue frame is controlled by a 
quantization  parameter  QP,  which  roughly  represents  the 
complexity of that  frame. However,  in  embedded wavelet 
codec such as JPEG2000, all coefficients are encoded to the 
finest level first and hence there is no such control parameter 
as QP. In  our original MC-EBCOT, we assign constant data 
rate to each P frame, which is obviously not fair considering 
the complexity fluctuation across the sequences. 
Intra prediction 
In  H.26L  it  is  shown  in  [IO]  that  intra  prediction  yields 
approximately 0.5 dB gains on average. On the other hand, 
since  JPEG2000  employs  global  transform  coding  and  is 
therefore incapable of exploiting such local properties.  -  Loop filtering 
It was noted in [IO] that the loop filtering contribution is 0.1- 
0.2 dB in H.26L. In  our MC-EBCOT, we do not use loop 
filtering yet for the sake of simplicity. 
Inefficient wavelet transform 
Although JPEG2OOO  is one of the best still image codecs, we 
find that IPEG2000 may not be adequate for residue frames, 
where a lot of edges and discontinuities exist. Hence we have 
developed  a  more  efficient  wavelet  transform,  which  is 
described in  [I I]. 
In-Frame rate distortion optimization 
TML9.4  includes  some  sophisticated  modes  for  R-D 
optimization. However, this is not critical in the comparison 
since  the  R-D  optimization  modes  are  turned  off  in  our 
experiments. 
Inefficient frame level rate allocation 
I, 
We note that although the analyses above are targeted at 
the MC-EBCOT codec,  we believe  most  of  them  apply to 
other MC 2D wavelet codecs due to the inherent similarity in 
coding  structure.  Hence  here  we  present  two  general 
performance  optimization  techniques  in  this  paper,  as 
discussed in Section 3 and Section 4 respectively, to improve 
the single layer performance of MC-EBCOT. 
3. MOTION VECTOR SELECTION 
In  H.26L,  the  following  Lagrange  Multiplier  defines  the 
motion vector search criterion 
where R  is  the bit cost of a macroblock (MB) and D is the 
corresponding distortion.  The distortion  is evaluated by the 
SAD (sum of absolute difference) distortion 
L=D+/zR  (1) 
;e  MB 
where  a,and  are  the  original  and  reconstructed 
coefficients of the macroblock. Obviously, the SAD metric in 
(2)  approximates  the  complexity  of  texture  inside  each 
macroblock. 
However, as JPEG2000 is basically a global transform, the 
complexity of  each  frame depends not  only on the texture 
complexity  D,ex,u,,  but  also  the  edge  complexity  DedRe 
among blocks  inside the  frame.  Hence we propose  a new 
metric for distortion 
For  the  texture  complexity,  we  need  to  first  evaluate  the 
wavelet transform Coefficients of each macroblock. We then 
use the weighted mean square error (wMSE), as proposed in 
the R-D optimization in JPEG2000, of these coefficients as 
D,,,,,,  . Since it can be computationally expensive to get the 
accurate  wavelet  coefficients  at  each  motion  search 
operation, a simplest wavelet transform,  Ham transform, is 
used here. The wMSE distortion is then defined as 
(4) 
6, 
where  s[m]  and  3[m]are  the original and reconstructed 
coefficients of the block with Haar transform.  Wb,  denotes 
the  L2 -norm of the wavelet basis functions for the subband 
b, to which code-block  Bi belongs. Meanwhile, we use the 
conventional edge operator to get DedRe,  i.e., 
De& =  I bbl-  bIn1 I  (5) 
where T  is the boundary area of the adjacent blocks. b[m] 
and b[n]  are a pair of pixels in either horizontal or vertical 
edge areas. 
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In this section, we first give a brief introduction to the rate- 
distortion optimization algorithm in JPEG2000, i.e., the Post 
Compression  Rate  Distortion  (PCRD)  algorithm.  We  then 
generalize the idea of PCRD to frame level rate allocation. 
4.1. PCRD Algorithm in JPEGZOOO 
The  rate  distortion  problem  in  JPEG2000  is  basically 
formulated as follows. 
Given a target data rate budget R""  ,  truncate each of the 
independent code-block data stream such that the distortion 
is minimized subject to R"'  . 
The algorithm to solve this is referred to as PO,  since 
the R-D optimization is used after all data streams have been 
generated. The basic idea of PCRD is to collect both the bit 
cost R:  and distortion  Den'  at each truncating point  ni for 
each code-block. Then the R-D optimization is  solved with 
the following Lagrange Multiplier 
L=D(a)+a~(a)=C(D?(/1)+aR:'(a))  (6) 
It is obvious that in this operational model there exists some 
optimal  /1  in the sense that the distortion cannot be reduced 
without increasing  R""  . Hence, by collecting the bit cost 
for  each  corresponding  1,  PCRD  can  quickly  find  the 
optimal  such  that  SR""  and  the  particular 
truncating point n,(n)  for each code-block. 
4.2. Generalized Frame Level PCRD Algorithm 
We  generalize  the  idea  of  PCRD  to  frame  level  rate 
allocation by collecting the bit cost and distortion across the 
whole sequence (or par( of the sequence) for each particular 
A.  We then  use one fixed  2  for the whole sequences  to 
achieve the bit  budget. This  fixed  /z  algorithm is roughly 
comparable to the simple rate allocation in H.26L in which 
QP is fixed. 
However, it should be noted that in JPEG2000, each code- 
block is  independent, hence the change of  2  in one code- 
block does not affect the distortion of others, i.e., D:  's  are 
independent. However, in the frame level rate allocation, the 
distortion of one frame will propagate to the next frames due 
to  the use of motion compensation, which is known as the 
generalized drifting problem. Currently we  are investigating 
the distortion influence of  each coding pass for referenced 
frames  to  get  a more  accurate model.  Despite  the lack of 
considering dependency among the frames, our experimental 
results show that the preliminary algorithm described above 
already achieves significant visual quality improvement over 
the constant bit rate allocation scheme. 
5. EXPENMENTAL RESULTS 
This section  first presents  the performance of MC-EBCOT 
without  optimizations;  then  we  verifies  the  performance 
improvement with the new motion vector selection criterion 
and  frame  level  PCRD  rate  allocation  algorithm.  Two 
standard test sequences, Foreman QCIF and Coastguard CIF, 
are used here. The encoding frame rate is 30 framestsecond. 
Only the first frame is encoded as an I  frame while the rest 
are all encoded as P frames. The motion search range is *I6 
pixels,  seven variable block  sizes, including  16x16,  16x8, 
8x16,  8x8,  8x4,  4x8 and  4x4, are used with  quarter-pixel 
motion search. For H.26L, the context-based adaptive binary 
arithmetic  coding  (CABAC)  mode  is  used  while  R-D 
optimization mode is  off.  In MC-EBCOT, (9,7) Daubechies 
wavelet kemel is used with four level of decomposition. 
The performance of  MC-EBCOT without optimizations is 
shown in Fig. 2 and Fig. 3.  We see that there is generally 0.5- 
IdB loss in MC-EBCOT compared to H.26L. 
Forenan QCIF Y@SOfPs 
Fig. 2 Performance comparison ofMC-EBCOT and H.26L. 
Fig. 3 Pcrfomance comparison of MC-EBCOT and H.26L. 
The  experimental  results  of  the  new  motion  vector 
selection criterion are shown in Fig. 4 and Fig. 5. The results 
indicated that the new criterion gains 0.5-0.8 over the simple 
SAD criterion. In  addition, some sequences'  performance is 
comparable to H.26L, as shown in Fig. 5. 
The results of the new rate allocation algorithm are shown 
in  Fig.  6  and  Fig.  7.  While  this  simple  rate  allocation 
algorithm does not contribute much coding gain on average 
(generally  0.1-0.2  dB),  it  dramatically  reduces  the  quality 
variance across the sequences,  which also help to improve 
the perceptual quality. In Fig. 6, it is found that the standard 
variance reduces  from 0.8dB  to 0.3dB. Fig. 8 presents rate 
allocation corresponding to Fig. 7.  Not surprisingly, the new 
scheme introduces some rate fluctuations. We note that such 
small  rate  fluctuations can he smoothed  by buffer  control 
during packetization period  and hence will  not  lead  to big 
problems. 
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6. CONCLUSIONS AND FUTURE WORK 
In  this  paper, we  present  an MC  2D wavelet video  codec 
based  on H.26L  and  JPEG2000.  We  discuss  the  potential 
performance  loss  for this  traditional  coding  structure. We 
also develop two useful techniques, which can he used by the 
general structure. The experimental results confirm that our 
new  motion vector selection and frame level rate allocation 
can significantly improve the visually quality both objectively 
and subjectively. 
Currently we are developing frame level rate allocation for 
single  layer-multiple passes  wavelet  codec by  considering 
the drifting problem across subbands. 
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