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EXPRESSIVE CURVES
SERGEY FOMIN AND EUGENII SHUSTIN
Abstract. We initiate the study of a class of real plane algebraic curves which we
call expressive. These are the curves whose defining polynomial has the smallest
number of critical points allowed by the topology of the set of real points of a curve.
This concept can be viewed as a global version of the notion of a real morsification
of an isolated plane curve singularity.
We prove that a plane curve C is expressive if (a) each irreducible component
of C can be parametrized by real polynomials (either ordinary or trigonometric),
(b) all singular points of C in the affine plane are ordinary hyperbolic nodes, and
(c) the set of real points of C in the affine plane is connected. Conversely, an
expressive curve with real irreducible components must satisfy conditions (a)–(c),
unless it exhibits some exotic behaviour at infinity.
We describe several constructions that produce expressive curves, and discuss a
large number of examples, including: arrangements of lines, parabolas, and circles;
Chebyshev and Lissajous curves; hypotrochoids and epitrochoids; and much more.
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2 SERGEY FOMIN AND EUGENII SHUSTIN
Introduction
Let g(x) ∈ R[x] be a polynomial of degree n whose n roots are real and distinct.
Then g has exactly n− 1 critical points, all of them real, interlacing the roots of g.
In this paper, we study the two-dimensional version of this phenomenon. We call a
bivariate real polynomialG(x, y) ∈ R[x, y] (or the corresponding affine plane curve C)
expressive if all critical points of G are real, and their number and locations are
determined by the set CR = {(x, y) ∈ R2 | G(x, y) = 0}, as follows:
• there is a saddle at each hyperbolic node of C (i.e., a double point of CR),
• there is precisely one extremum inside each bounded region of R2 \ CR, and
• there are no other critical points.
An example is shown in Figure 1. For a non-example, see Figure 2.
Figure 1: The expressive curve C = {G(x, y) = 0} in the picture is a union of
three circles, shown in solid black. Dotted isolines represent level sets of G.
The polynomial G has 13 critical points: 6 saddles located at the double points
(the hyperbolic nodes of C) plus 7 extrema, one in each bounded region of R2\C.
Figure 2: A non-expressive curve whose components are a circle and an ellipse.
The bounded region at the bottom contains 3 critical points.
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Our main result (Theorem 7.17) gives an explicit characterization of expressive
curves, subject to a mild requirement of “L∞-regularity.” (This requirement forbids
some exotic behaviour of C at infinity.) We prove that a plane algebraic curve C
with real irreducible components is expressive and L∞-regular if and only if
• each component of C has a trigonometric or polynomial parametrization,
• all singular points of C in the affine plane are real hyperbolic nodes, and
• the set of real points of C in the affine plane is connected.
To illustrate, a union of circles is an expressive curve provided any two of them
intersect at two real points, as in Figure 1. On the other hand, the circle and the
ellipse in Figure 2 intersect at four points, two of which are complex conjugate.
(In the case of a pair of circles, those two points escape to infinity.)
The above characterization allows us to construct numerous examples of expressive
plane curves, including arrangements of lines, parabolas, circles, and singular cubics;
Chebyshev and Lissajous curves; hypotrochoids and epitrochoids; and much more.
See Figures 3–4 for an assortment of examples; many more are scattered throughout
the paper.
(a) (b) (c) (d) (e)
Figure 3: Irreducible expressive curves: (a) a singular cubic; (b) double limac¸on;
(c) (2, 3)-Lissajous curve; (d) 3-petal hypotrochoid; (e) (3, 5)-Chebyshev curve.
Figure 4: Reducible expressive curves: arrangements of six lines, four parabolas,
and two singular cubics.
On the face of it, expressivity is an analytic property of a function G : R2 → R2.
This is however an illusion: just like in the univariate case, in order to rule out
incidental critical points, we need G to be a polynomial of a certain kind. Thus,
expressivity is essentially an algebraic phenomenon. Accordingly, its study requires
tools of algebraic geometry and singularity theory.
For a real plane algebraic curve C to be expressive, one needs
#{critical points of C in the complex affine plane}
= #{double points in CR}+ #{bounded components of R2 \ CR}.(∗)
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Since a generic plane curve of degree d has (d− 1)2 critical points, whereas expres-
sion (∗) is typically smaller than (d − 1)2, we need all the remaining critical points
to escape to infinity. Our analysis shows that this can only happen if each (real)
irreducible component of C either has a unique point at infinity, or a pair of complex
conjugate points; moreover the components must intersect each other in the affine
plane at real points, specifically at hyperbolic nodes. The requirement of having
one or two points at infinity translates into the condition of having a polynomial or
trigonometric parametrization, yielding the expressivity criterion formulated above.
As mentioned earlier, these results are established under the assumption of L∞-
regularity, which concerns the behaviour of the projective closure of C at the line at
infinity L∞. This assumption ensures that the number of critical points accumulated
at each point p ∈ C ∩L∞ is determined in the expected way by the topology of C in
the vicinity of p together with the intersection multiplicity (C ·L∞)p. All polynomial
and trigonometric curves are L∞-regular, as are all expressive curves of degrees ≤ 4.
Section-by-section overview. Sections 1–4 are devoted to algebraic geometry
groundwork. Section 1 reviews basic background on plane algebraic curves, inter-
section numbers, and topological invariants of isolated singularities. The number of
critical points escaping to infinity is determined by the intersection multiplicities of
polar curves at infinity, which are studied in Section 2. Its main result is Proposi-
tion 2.5, which gives a lower bound for such a multiplicity in terms of the Milnor
number and the order of tangency between the curve and the line at infinity. When
this bound becomes an equality, a plane curve C is called L∞-regular.
In Section 3, we provide several criteria for L∞-regularity. We also show (see
Proposition 3.4) that for an L∞-regular curve C={G(x, y)=0} all of whose singular
points in the affine plane are ordinary nodes, the number of critical points of G is
completely determined by the number of those nodes, the geometric genus of C,
and the number of local branches of C at infinity. This statement relies on classical
formulas due to H. Hironaka [19] and J. Milnor [26].
Section 4 introduces polynomial and trigonometric curves, the plane curves pos-
sessing a parametrization t 7→ (X(t), Y (t)) in which both X and Y are polynomials,
resp. trigonometric polynomials. We review a number of examples of such curves,
recall the classical result of S. Abhyankar [1] characterizing polynomial curves as
those with a single place at infinity, and provide an analogous characterization for
trigonometric curves.
Expressive curves are introduced in Section 5. We formulate their basic properties
and discuss a large number of examples, which include an inventory of expressive
curves of degrees ≤ 4.
In Section 6, we introduce A’Campo’s divides and relate them to the notion of
expressivity.
Section 7 contains our main results. Using the aforementioned bounds and criteria,
we show (see Theorem 7.10) that an irreducible real plane algebraic curve is expres-
sive and L∞-regular if and only if it is either trigonometric or polynomial, and more-
over all its singular points in the complex affine plane are (real) hyperbolic nodes.
This criterion is then extended (see Theorem 7.17) to general plane curves with real
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irreducible components. Additional expressivity criteria are given in Section 8.
As a byproduct, we obtain the following elementary statement (see Corollary 7.19):
if C = {G(x, y) = 0} is a real polynomial or trigonometric affine plane curve that
intersects itself solely at hyperbolic nodes, then all critical points of G are real.
Multiple explicit constructions of expressive curves are presented in Sections 9–13,
demonstrating the richness and wide applicability of the theory. In Section 9, we de-
scribe the procedures of bending, doubling, and unfolding. Each of them can be used
to create new (more “complicated”) expressive curves from existing ones. Arrange-
ments of lines, parabolas, and circles, discussed in Section 10, provide another set of
examples. These examples are generalized in Section 11 to arrangements consisting
of shifts, dilations and/or rotations of a given expressive curve. Explicit versions
of these constructions for polynomial (resp., trigonometric) curves are presented in
Section 12 (resp., Section 13).
All expressive curves known to us can be obtained using the constructions de-
scribed in Sections 9–13.
In Section 14, we briefly discuss alternative notions of expressivity: a “topological”
notion that treats real algebraic curves set-theoretically, and an “analytic” notion
that does not require the defining equation of a curve to be algebraic.
Motivations and outlook. This work grew out of the desire to develop a global
version of the A’Campo–Guse˘ın-Zade theory [4, 6, 17, 18] of morsifications of iso-
lated singularities of plane curves. The defining feature of such morsifications is a
local expressivity property, which prescribes the locations (up to real isotopy) of the
critical points of a morsified curve in the vicinity of the original singularity. In this
paper, expressivity is a global property of a real plane algebraic curve, prescribing the
locations of its critical points (again, up to real isotopy) on the entire affine plane.
In a forthcoming follow-up paper, we are going to develop a global analogue—
in the setting of expressive curves—of A’Campo’s theory of divides and their links.
As shown in [11], this theory has intimate connections to the combinatorics of quivers,
cluster mutations, and plabic graphs.
It would be interesting to explore the phenomenon of expressivity in higher di-
mensions, and in particular find out which results of this paper generalize.
The concept of an expressive curve/hypersurface can be viewed as a generalization
of the notion of a line/hyperplane arrangement. (Expressivity of such arrangements
in arbitrary dimension can be established by a log-concavity argument.) This opens
the possibility of extending the classical theory of hyperplane arrangements [2, 9, 30]
to arrangements of expressive curves/surfaces.
Acknowledgments. We are grateful to Pavlo Pylyavskyy and Dylan Thurston for
the collaboration [11] which prompted our work on this project.
Graphs of curves were drawn with the Desmos online graphing tool. We used Sage
to compute resultants.
While cataloguing expressive curves of degrees ≤ 4, we made use of the classifica-
tions produced by A. Korchagin and D. Weinberg [23].
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1. Plane curves and their singularities
Definition 1.1. Let P2 denote the complex projective plane. We fix homogeneous
coordinates x, y, z in P2. Any homogeneous polynomial F ∈ C[x, y, z] defines a plane
algebraic curve C = Z(F ) in P2 given by
C = Z(F ) = {F (x, y, z) = 0}.
We understand the notion of a curve (and the notation Z(F )) scheme-theoretically: if
the polynomial F splits into factors, we count each component of the curve C = Z(F )
with the multiplicity of the corresponding factor.
For two distinct points p, q ∈ P2, we denote by Lpq the line passing through p and q.
The line at infinity L∞ ⊂ P2 is defined by L∞ = Z(z).
For F a smooth function in x, y, z, we use the shorthand
Fx =
∂F
∂x
Fy =
∂F
∂y
, Fz =
∂F
∂z
for the partial derivatives of F . The following elementary statement is well known,
and easy to check.
Lemma 1.2 (Euler’s formula). Let F = F (x, y, z) be a homogeneous polynomial of
degree d. Then
(1.1) d · F = xFx + yFy + zFz .
Definition 1.3. Let F ∈ C[x, y, z] be a homogeneous polynomial in x, y, z. For a
point q = (qx, qy, qz) ∈ P2, we denote
F(q) = qxFx + qyFy + qzFz .
The polar curve C(q) associated with a curve C = Z(F ) and a point q ∈ P2 is defined
by C(q) = Z(F(q)). In particular, for q = (1, 0, 0) ∈ L∞ (resp., q = (0, 1, 0) ∈ L∞),
we get the polar curve Z(Fx) (resp., Z(Fy)).
For a point p lying on two plane curves C and C˜, we denote by (C · C˜)p the
intersection number of these curves at p. We will also use this notation for analytic
curves, i.e., curves defined by analytic equations in a neighborhood of p.
Definition 1.4. Let C = Z(F ) be a plane algebraic curve, and p an isolated singular
point of C. Let us recall the following topological invariants of the singularity (C, p):
• the multiplicity mult(C, p) = (C ·L)p, where L is any line passing through p which
is not tangent to the germ (C, p);
• the κ-invariant κ(C, p) = (C ·C(q))p, where q ∈ P2 \ {p} is such that the line Lpq
is not tangent to (C, p);
• the number Br(C, p) of local branches (irreducible components) of the germ (C, p);
• the δ-invariant δ(C, p), which can be determined from
κ(C, p) = 2δ(C, p) + mult(C, p)− Br(C, p);
• the Milnor number µ(C, p) = (C(q′) · C(q′′))p, where the points q′, q′′ ∈ P2 are
chosen so that p, q′, q′′ are not collinear.
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More generally, for any point p ∈ C(q′) ∩ C(q′′), not necessarily lying on the curve C,
we can define the Milnor number
µ(C, p) = (C(q′) · C(q′′))p
(provided p, q′, q′′ are not collinear). Note that for p /∈ L∞, we can simply define
(1.2) µ(C, p) = (Z(Fx) · Z(Fy))p .
See [26, §5 and §10] and [14, Sections I.3.2 and I.3.4] for additional details as well as
basic properties of these invariants. See also Remark 1.5 and Proposition 1.6 below.
Remark 1.5. All invariants listed in Definition 1.4 depend only on the topological
type of the singularity at hand. The Milnor number µ(C, p) measures the complexity
of the singular point p viewed as a critical point of F . It is equal to the maximal
number of critical points that a small deformation of F may have in the vicinity of p.
The δ-invariant is the maximal number of critical points lying on the deformed
curve in a small deformation of the germ (C, p). The κ-invariant is the number of
ramification points of a generic projection onto a line of a generic deformation of the
germ (C, p).
Proposition 1.6 ([14, Propositions 3.35, 3.37, 3.38]). Let (C, p) be an isolated plane
curve singularity as above. Then we have:
µ(C, p) = 2δ(C, p)− Br(C, p) + 1 (Milnor’s formula);(1.3)
(C · C(q))p = κ(C, p) + (C · Lpq)p −mult(C, p) for any q ∈ P2 \ {p};(1.4)
κ(C, p) = µ(C, p) + mult(C, p)− 1.(1.5)
Example 1.7. Consider the quintic curve C = Z(F ) defined by the polynomial
F (x, y, z) = (x2 + z2)(yx2 + yz2 − x3) = (x+ iz)(x− iz)(yx2 + yz2 − x3).
It has two points on the line at infinity L∞, namely p1 = (0, 1, 0) and p2 = (1, 1, 0).
At p1, the cubical component has an elliptic node, and the two line components are
the two tangents to the cubic at p1. At p2, we have a smooth real local branch of
the cubical component. Direct computations show that
mult(C, p1) = 4 mult(C, p2) = 1
κ(C, p1) = 16 κ(C, p2) = 0
Br(C, p1) = 4 Br(C, p2) = 1
δ(C, p1) = 8 δ(C, p2) = 0
µ(C, p1) = 13 µ(C, p2) = 0
(C · L∞)p1 = 4 (C · L∞)p2 = 1
(Z(Fx) · Z(Fy))p1 = 16 (Z(Fx) · Z(Fy))p2 = 0
(C · Fx)p1 = 16 (C · Fx)p2 = 0
Note that (1.2) does not hold for p = p1; this is not a contradiction since p1 ∈ L∞.
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2. Intersections of polar curves at infinity
In this section, we study the properties of intersection numbers of polar curves at
their common points located at the line at infinity.
Lemma 2.1. Let F (x, y, z) ∈ C[x, y, z] be a non-constant homogeneous polynomial.
(i) The set Z(F(q′))∩Z(F(q′′))∩L∞ does not depend on the choice of a pair of distinct
points q′, q′′ ∈ L∞. Moreover this set is contained in C.
(ii) For a point p ∈ C ∩ L∞, the intersection multiplicity (Z(F(q′)) · Z(F(q′′)))p does
not depend on the choice of a pair of distinct points q′, q′′ ∈ L∞.
Proof. Any other pair qˆ′, qˆ′′ of distinct points in L∞ satisfies
(2.1)
qˆ′ = a11q′ + a12q′′,
qˆ′′ = a21q′ + a22q′′,
with
∣∣∣∣a11 a12a21 a22
∣∣∣∣ 6= 0.
Consequently
F(qˆ′) = a11F(q′) + a12F(q′′),
F(qˆ′′) = a21F(q′) + a22F(q′′)
and the first claim in (i) follows. To establish the second claim, set q′ = (1, 0, 0) and
q′′ = (0, 1, 0) (i.e., take the polar curves Z(Fx) and Z(Fy)), and note that by Euler’s
formula (1.1), F vanishes as long as Fz, Fy and z vanish.
To prove (ii), factor the nonsingular 2 × 2 matrix in (2.1) into the product of an
upper triangular and a lower triangular matrix; then use that, for bc 6= 0,
(2.2) (Z(aG1 + bG2) · Z(cG1))p = (Z(G2) · Z(G1))p .
Definition 2.2. For a plane projective curve C and a point p ∈ L∞, we denote
µ(C, p, L∞)def=(Z(Fx) · Z(Fy))p .
As pointed out above, if p lies on both Z(Fx) and Z(Fy), then it necessarily lies
on C, so µ(C, p, L∞) can only be nonzero at points p ∈ C ∩ L∞.
Remark 2.3. For p ∈ C ∩ L∞, the number µ(C, p, L∞) may differ from the Milnor
number µ(C, p) (cf. (1.2)), since the points p, q′, q′′ lie on the same line L∞. Moreover,
µ(C, p, L∞) is not determined by the topological type of the singularity (C, p), as it
also depends on its “relative position” with respect to the line L∞. The following
example illustrates this phenomenon. Consider the curves Z(x2y − z3 − xz2) and
Z(x2y2−yz3). Each of them has an ordinary cusp (type A2) at the point p = (0, 1, 0).
On the other hand, we have µ(C, p, L∞) = 4 in the former case versus µ(C, p, L∞) = 3
in the latter. Additional examples can be produced using Proposition 2.5 below.
Remark 2.4. The intersection number µ(C, p, L∞) is also different from “the Milnor
number at infinity” (as defined, for instance, in [7, 28]) since µ(C, p, L∞) depends on
the choice of a point p ∈ L∞. Moreover, µ(C, p, L∞) is not determined by the local
topology of the configuration consisting of the germ (C, p) and the line L∞.
EXPRESSIVE CURVES 9
Proposition 2.5. Let C = Z(F ) be an algebraic curve in P2. Let p ∈ C∩L∞. Then
(2.3) µ(C, p, L∞) ≥ µ(C, p) + (C · L∞)p − 1.
The proof of Proposition 2.5 will rely on two lemmas, one of them very simple.
Lemma 2.6. For any q ∈ L∞ \ {p}, we have
(C · Z(F(q)))p = µ(C, p) + (C · L∞)p − 1.
Proof. Using (1.4) and (1.5), we obtain:
(C · Z(F(q)))p = κ(C, p) + (C · L∞)p −mult(C, p) = µ(C, p) + (C · L∞)p − 1. 
Lemma 2.7. Let Q be a local branch (i.e., a reduced, irreducible component) of the
germ of the curve Z(Fy) at p. Then
(2.4) (Z(zFz) ·Q)p ≥ (Z(F ) ·Q)p .
Proof. We will prove the inequality (2.4) inductively, by blowing up the point p. As
a preparation step, we will apply a coordinate change intended to reduce the general
case to a particular one, in which the blowing up procedure is easier to describe.
Without loss of generality, we assume that p = (1, 0, 0). In a neighborhood of p,
we can set x = 1 and then work in the affine coordinates y, z. Abusing notation, for
a homogeneous polynomial G(x, y, z), we will write G(y, z) instead of G(1, y, z).
For any curve Z(G), the intersection multiplicity (G · Q)p can be computed as
follows. Write Q = {f(y, z) = 0}, where f(y, z) is an irreducible element of the ring
C{y, z} of germs at p of holomorphic functions in the variables y and z. By [14,
Proposition I.3.4], we have
f(y, z) = u(y, z)
∏
1≤i≤k
(y − ξi(z1/k)), u(y, z) ∈ C{y, z}, u(0, 0) 6= 0,
where each ξi is a germ at zero of a holomorphic function vanishing at the origin.
Then [14, Propostion I.3.10 (Halphen’s formula)] yields
(2.5) (G ·Q)p =
∑
1≤i≤k
ord0G(ξi(z), z).
It follows that the variable change (y, z) = τ(y1, z1)
def
= (y1, z
k
1 ) multiplies both sides
of (2.4) by k. For g ∈ C{y, z}, let us denote τ ∗g(y1, z1) = g ◦ τ(y1, z1)). Then τ ∗Q
splits into k smooth branches
Qi = {y1 − ξi(z1) = 0}, i = 1, ..., k,
and it suffices to prove the inequality (2.4) with Q replaced by each of the Qi’s.
Moreover, with respect to Qi, the desired inequality is of the same type. Namely,
τ ∗(Fy) = (τ ∗F )y1 , and hence Qi is a local branch of the polar curve Z((τ
∗F )y1) of
the curve τ ∗C = Z(τ ∗F ). Furthermore,
z1(τ
∗F )z1(y1, z1) = z1
∂
∂z1
[F (y1, z
k
1 )]
= z1Fy(y1, z
k
1 ) + kz
k
1Fz(y1, z
k
1 )
= z1(τ
∗Fy)(y1, z1) + k · (τ ∗(zFz))(y1, z1),
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which implies
(Z(z1(τ
∗F )z1) ·Qi)p = (Z(τ∗(zFz)) ·Qi)p, i = 1, ..., k.
We have thus reduced the proof of (2.4) to the case where Q is a smooth curve
germ transversal to the line L∞. To simplify notation, we henceforth write C,F, y, z
instead of ϕ∗C,ϕ∗F, y1, z1, respectively.
We proceed by induction on µ(C, p). If µ(C, p) = 0, then (C, p) is a smooth germ.
If C intersects L∞ transversally, then (C, p) is given by
F (y, z) = ay + bz + h.o.t., a 6= 0
(hereinafter h.o.t. is a shorthand for “higher order terms”), implying Fy(0, 0) = a 6= 0.
Thus the polar curve Z(Fy) does not pass through p; consequently both sides of (2.4)
vanish. If C is tangent to L∞ at p, then it is transversal to Q at p, so we have
(C ·Q)p = 1 = (Z(z) ·Q)p ≤ (Z(zFz) ·Q)p .
Suppose that µ(C, p) > 0. Then m
def
= mult(C, p) ≥ 2. If C and Q intersect
transversally at p (i.e., have no tangent in common), then
(C ·Q)p = mult(C, p) ·mult(Q, p) = m · 1 = m.
On the other hand, mult(Z(Fz), p) ≥ m− 1, and therefore
(Z(zFz) ·Q) ≥ mult(Z(zFz), p) ·mult(Q, p) ≥ m · 1 = m = (C ·Q).
If C and Q have a common tangent at p, we apply the blowing-up pi : P˜2 → P2 of
the plane at the point p. For a curve D passing through p, let D∗ denote its strict
transform, i.e., the closure of the preimage pi−1(D \ {p}) in P˜2. (For more details,
see [14, Section I.3.3, p. 185].). Since Q is smooth, the strict transform Q∗ is smooth
too, and intersects transversally the exceptional divisor E at some point p∗. More
precisely, if Q = Z(y−ηz−h.o.t.), then in the coordinates (y∗, z∗) given by y = y∗z∗,
z = z∗, we have E = Z(z∗) and p∗ = (η, 0). Since C and its polar curve Z(Fy) are
tangent to the line Z(y − ηz), the lowest homogeneous form of F (y, z) is divisible
by (y − ηz)2, while the lowest homogeneous form of Fy is divisible by y − ηz and,
moreover, mult(Z(Fy), p) = m− 1.
We now recall some properties of the blowing-up. For a curve D = Z(G(y, z))
passing through p, we have [14, Prop. I.3.21 and I.3.34, and computations on p. 186]:
(D∗ ·Q∗)p∗ = (D ·Q)p −mult(D, p) ·mult(Q, p) = (D ·Q)p −mult(D, p);∑
q∈D∗∩E δ(D
∗, q) = δ(D, p)− 1
2
mult(D, p)(mult(D, p)− 1);
D∗ = Z(z−mult(D,p)∗ G(y∗z∗, z∗)).
We see that
F ∗(y∗, z∗) = z∗−mF (y∗z∗, z∗),
(F ∗)y∗(y∗, z∗) = z
1−m
∗ Fy(y∗z∗, z∗) = (Fy)
∗(y∗, z∗).
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Thus Q∗ is a local branch of the polar curve (F ∗)y∗ = 0 of the strict transform C
∗.
Hence after the blowing-up we come to the original setting. Furthermore,
µ(C∗, p∗) = 2δ(C∗, p∗)− Br(C∗, p∗) + 1
≤ 2δ(C∗, p∗)
≤ 2∑q∈C∗∩E δ(C∗, q)
= 2δ(C, p)−m(m− 1)
= µ(C, p) + Br(C, p)− 1−m(m− 1)
≤ µ(C, p) +m− 1−m(m− 1)
< µ(C, p).
So we can apply the induction assumption. Observe that mult(Fz, p) = m − 1 + r
for some r ≥ 0. It follows that
(2.6)
(Z(F ) ·Q)p = (Z(F ∗) ·Q∗)p∗ +m,
(Z(zFz) ·Q)p = 1 + (Z(Fz) ·Q)p = (Z(Fz)∗) ·Q∗)p∗ +m+ r.
Now
z∗(F ∗)z∗ = −mz−m∗ F (y∗z∗, z∗) + y∗z1−m∗ Fy(y∗z∗, z∗) + z1−m∗ Fz(y∗z∗, z∗)
= −mF ∗(y∗, z∗) + y∗(F ∗)y∗(y∗, z∗) + zr∗(Fz)∗(y∗, z∗).
Finally, the latter formula, the induction assumption, and (2.6) imply
(Z(zFz) ·Q)p = (Z((Fz)∗) ·Q∗)p∗ +m+ r
= (Z(zr∗(Fz)
∗) ·Q∗)p∗ +m
≥ min{Z(z∗(F ∗)z∗) ·Q∗)p∗ , (Z(F ∗) ·Q∗)p∗}+m
≥ (Z(F ∗) ·Q∗)p∗}+m
= (Z(F ) ·Q)p . 
Proof of Proposition 2.5. We again assume p = (1, 0, 0). Set d = deg(F ). In the
local affine coordinates y, z (with x = 1), Euler’s formula (1.1) becomes
dF (1, y, z) = Fx(1, y, z) + yFy(1, y, z) + zFz(1, y, z).
Consequently µ(C, p, L∞) = (Z(Fx) · Z(Fy))p = (Z(dF − zFz) · Z(Fy))p.
Let B denote the set of local branches of the polar curve Fy = 0 at p. Then
µ(C, p, L∞) = (Z(dF − zFz) · Z(Fy))p
=
∑
Q∈B(Z(dF − zFz) ·Q)p
≥∑Q∈Bmin{(Z(F ) ·Q)p , (Z(zFz) ·Q)p}
=
∑
Q∈B(Z(F ) ·Q)p (by (2.4))
= (Z(F ) · Z(Fy))p
= µ(C, p) + (C · L∞)p − 1 (by Lemma 2.6). 
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3. L∞-regular curves
Definition 3.1. Let C = Z(F (x, y, z)) ⊂ P2 be a reduced plane algebraic curve
which does not contain the line at infinity L∞ as a component. The curve C (or the
polynomial F ) is called L∞-regular if at each point p ∈ C ∩ L∞, the formula (2.3)
becomes an equality:
(3.1) µ(C, p, L∞) = µ(C, p) + (C · L∞)p − 1.
In the rest of this section, we provide L∞-regularity criteria for large classes of
plane curves.
Proposition 3.2. Let C=Z(F (x, y, z))⊂P2 be a reduced algebraic curve of degree d
which does not contain L∞ as a component. Assume that the polynomial F (x, y, 1)
has ξ <∞ critical points, counted with multiplicities. Then we have
(3.2) ξ ≤ d2 − 3d+ 1−
∑
p∈C∩L∞
(µ(C, p)− 1),
with equality if and only if C is L∞-regular.
Proof. In view of Proposition 2.5, we have
(3.3)
∑
p∈C∩L∞
µ(C, p, L∞) ≥ d+
∑
p∈C∩L∞
(µ(C, p)− 1),
with equality if and only if C is L∞-regular. Since F has finitely many critical points,
Be´zout’s theorem for the polar curves Z(Fx) and Z(Fy) applies, yielding
(3.4)
∑
p∈C∩L∞
µ(C, p, L∞) = (d− 1)2 − ξ.
The claim follows. 
Example 3.3. As in Example 1.7, consider the quintic curve C = Z(F ) defined by
the polynomial
F (x, y, z) = (x2 + z2)(yx2 + yz2 − x3) = (x+ iz)(x− iz)(yx2 + yz2 − x3).
Set G(x, y) = F (x, y, 1) = (x2 + 1)(yx2 + y − x3). Then
Gx = 2x(yx
2 + y − x3) + (x2 + 1)(2xy − 3x2) = (x2 + 1)(4xy − 3x2)− 2x4,
Gy = (x
2 + 1)2,
and we see that G has no critical points in the complex (x, y)-plane; thus ξ = 0.
Using the values of Milnor numbers computed in Example 1.7, we obtain:
d2 − 3d+ 1−
∑
p∈C∩L∞
(µ(C, p)− 1) = 25− 15 + 1− (13− 1)− (0− 1) = 0.
It follows by Proposition 3.2 that C is L∞-regular. Alternatively, one can check
directly that the equality (3.1) holds at p1 and p2.
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Recall that the geometric genus of a plane curve C is defined by
(3.5) g(C) =
∑
C′∈Comp(C)
(g(C ′)− 1) + 1,
where Comp(C) is the set of irreducible components of C, and g(C ′) denotes the
genus of the normalization of a component C ′.
Proposition 3.4. Let C=Z(F (x, y, z))⊂P2 be a reduced algebraic curve of degree d.
Suppose that
• C does not contain the line at infinity L∞ as a component;
• all singular points of C in the affine (x, y)-plane P \ L∞ are ordinary nodes;
• the polynomial F (x, y, 1) ∈ C[x, y] has finitely many critical points.
Let ν denote the number of nodes of C in the (x, y)-plane, and let ξ denote the
number of critical points of the polynomial F (x, y, 1), counted with multiplicities.
Then we have
(3.6) ξ ≤ 2g(C)− 1 + 2ν +
∑
p∈C∩L∞
Br(C, p),
with equality if and only if C is L∞-regular.
Proof. By Hironaka’s genus formula [19] (cf. also [15, Chapter II, (2.1.4.6)]), we have
(3.7) g(C) = (d−1)(d−2)
2
−
∑
p∈Sing(C)
δ(C, p),
where Sing(C) denotes the set of singular points of C. Combining this with Milnor’s
formula (1.3), we obtain:∑
p∈C∩L∞
(µ(C, p)− 1) =
∑
p∈Sing(C)
(µ(C, p)− 1)
=
∑
p∈Sing(C)
(2δ(C, p)− Br(C, p))
= (d− 1)(d− 2)− 2g(C)− 2ν −
∑
p∈C∩L∞
Br(C, p).
Therefore
d2 − 3d+ 1−
∑
p∈C∩L∞
(µ(C, p)− 1) = 2g(C)− 1 + 2ν +
∑
p∈C∩L∞
Br(C, p),
and the claim follows from Proposition 3.2. 
Our next result (Proposition 3.6 below) shows that equation (3.1) holds under
certain rather mild local conditions, To state these conditions, we will need to recall
some terminology and notation.
Definition 3.5 ([14, Definitions I.2.14–I.2.15]). We denote by Γ(G) the Newton
diagram of a bivariate polynomial G, i.e., the union of the edges of the Newton
polygon of G which are visible from the origin. The truncation of G along an edge e
of Γ(G) is the sum of all monomials in G corresponding to the integer points in e.
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An isolated singularity of an affine plane curve {G(y, z) = 0} at the origin is
called Newton nondegenerate (with respect to the local affine coordinates (y, z)) if
the Newton diagram Γ(G) intersects each of the coordinate axes, and the truncation
of G along any edge of the Newton diagram is a quasihomogeneous polynomial
without critical points in (C∗)2.
Proposition 3.6. Let C = Z(F (x, y, z)) ⊂ P2 be a reduced curve not containing the
line at infinity L∞ = Z(z) as a component. Let p = (1, 0, 0) ∈ C ∩ L∞ be either a
smooth point of C, or a singular point of C such that
the singularity (C, p) is Newton nondegenerate, in the local coordinates y, z;(3.8)
(Z(y) · C)p < degC = degF.(3.9)
Then
(3.10) µ(C, p, L∞) = µ(C, p) + (C · L∞)p − 1.
Thus, if conditions (3.8)–(3.9) hold at every point p ∈ C∩L∞, then C is L∞-regular.
Remark 3.7. Although we did not find Proposition 3.6 in the literature, similar
results—proved using similar tools—appeared before, see for example [7].
Proof. If p is a smooth point of C with the tangent L 6= L∞, then
F (1, y, z) = ay + bz + h.o.t. (a 6= 0),
implying that p 6∈ Z(Fy). The L∞-regularity follows:
(Z(Fx) · Z(Fy))p = 0 = µ(C, p) + (C · L∞)p − 1.
If C is smooth at p with the tangent line L∞, then
F (1, y, z) = ayn + bz + h.o.t. (ab 6= 0, n > 1),
which implies the Newton nondegeneracy as well as condition (3.9):
(Z(y) · C)p = 1 < n ≤ degC .
Thus, this situation can be viewed as a particular case of the general setting where
we have a singular point p satisfying conditions (3.8)–(3.9). We next turn to the
treatment of this setting.
We proceed in two steps. We first consider semi-quasihomogeneous singular points,
and then move to the general case. We set x = 1 in a neighborhood of p and write
F (y, z) as a shorthand for F (1, y, z).
(1) Assume that Γ(F ) is a segment with endpoints (m, 0) and (0, n). By the as-
sumptions of the lemma, m ≤ d = degF and n < d. The Newton nondegeneracy
condition means that the truncation F Γ(F ) of F on Γ(F ) is a square-free quasihomo-
geneous polynomial.
Assuming that s = gcd{m,n}, m = m1s, n = n1s, we can write
F Γ(F )(y, z) =
s∑
k=0
aky
m1kzn1(s−k), where a0as 6= 0 .
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Consider the family of polynomials
Ft(y, z) = t
−mnF (ytn, ztm) = F Γ(F )(y, z) +
∑
in+jm>mn
cijt
in+jm−mnxiyj, t ∈ [0, 1].
Note that F0 = F
Γ(F ) and that the polynomials F and Ft, 0 < t < 1, differ by a
linear change of the variables. This together with the lower semicontinuity of the
intersection multiplicity implies
(3.11) µ(C, p, L∞) = (Z(Fy) · Z(dF − zFz))p ≤ (Z(F Γ(F )y ) · Z(dF Γ(F ) − zF Γ(F )z ))p .
Here
F Γ(F )y =
s∑
k=1
m1kaky
m1k−1zn1(s−k),
dF Γ(F ) − zF Γ(F )z =
s∑
k=0
(d− n1(s− k))akym1kzn1(s−k).(3.12)
Since as 6= 0 and n1s = n < d, these are nonzero polynomials, and moreover F Γ(F )y
splits into l1 ≥ 0 factors of type zn1 + αym1 , α 6= 0 and the factor ym−1−l1m1 , while
zF
Γ(F )
z − dF Γ(F ) splits into l2 ≥ 0 factors of type zn1 + βym1 , β 6= 0, and the
factor zn−l2n1 . Observe that the polynomials F Γ(F )y and zF
Γ(F )
z − F Γ(F ) are coprime.
Indeed, otherwise, they would have a common factor zn1 + γym1 with γ 6= 0, which
also would be a divisor of the polynomial
n1yF
Γ(F ) +m1(zF
Γ(F )
z − dF Γ(F )) = m1(n− d)F Γ(F )
contrary to the square-freeness of F Γ(F ). Since
(Z(y) · Z(z))p = 1,
(Z(y) · Z(zn1 + βym1))p = n1,
(Z(z) · Z(zn1 + αym1))p = m1 as α 6= 0,
(Z(zn1 + αym1) · Z(zn1 + βym1))p = m1n1 as α 6= β,
the right-hand side of (3.11) equals
l1l2 · (Z(zn1 + αym1) · Z(zn1 + βym1))p + l1(n− l2n1) · (Z(z) · Z(zn1 + αym1))p
+ (m− 1− l1m1)l2 · (Z(y) · Z(zn1 + βym1))p + (m− 1− l1m1) · (Z(y) · Z(z))p
=(m− 1)n
=(m− 1)(n− 1) +m− 1
=µ(C, p) + (C · L∞)p − 1 ,
which together with (2.3) yields the desired equality.
(2) Suppose that Γ(F ) consists of r ≥ 2 edges σ(1), ..., σ(r) successively ordered so
that σ(1) touches the axis of exponents of y at the point (m, 0), where m = (C ·L∞)p,
and σ(r) touches the axis of exponents of z at the point (0, n), where n = (C ·Z(y))p <
d = degF . By the hypotheses of the lemma, for any edge σ = σ(i), the truncation
F σ(y, z) is the product of yazb, a, b ≥ 0, and of a quasihomogeneous, square-free
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polynomial F σ0 , whose Newton polygon ∆(F
σ
0 ) is the segment σ0 with endpoints on
the coordinate axes, obtained from σ by translation along the vector (−a,−b).
Note that the minimal exponent of z in the polynomial dF (0, z)− zFz(0, z) is n,
and hence
(3.13) (Z(Fy) · Z(dF − zFz))p = (Z(yFy) · Z(dF − zFz))p − n .
Next, we note that the Newton diagram Γ(yFy) contains entire edges σ
(1), ..., σ(r−1)
and some part of the edge σ(r), while Γ(dF − zFz) = Γ(F ), since the monomials of
dF − zFz and of F on the Newton diagram Γ(F ) are in bijective correspondence,
and the corresponding monomials differ by a nonzero constant factor, cf. (3.12).
By [14, Proposition I.3.4], we can split the polynomial F inside the ring C{y, z}
into the product
F = ϕ1...ϕr, Γ(ϕi) = σ
(i)
0 , ϕ
σ
(i)
0
i = F
σ(i)
0 , i = 1, ..., r,
and similarly
dF − zFz = ψ1...ψr, Γ(ψi) = σ(i)0 , ψσ
(i)
0
i = (dF − zFz)σ
(i)
0 , i = 1, ..., r,
yF y = θ1...ψr, Γ(θi) = σ
(i)
0 , θ
σ
(i)
0
i = (yFy)
σ(i)
0 , i = 1, ..., r − 1,
while
θσ
(r)
0
r = (yFy)
σ(r) · z−c
for c the minimal exponent of z in (yFy)
σ(r) . Thus,
(3.14) (Z(yFy) · Z(dF − zFz))p =
∑
1≤i,j≤r
(Z(ψi) · Z(θj))p .
We claim that
(3.15) (Z(ψi) · Z(θj))p = (Z(ϕi) · Z(θj))p for all 1 ≤ i, j ≤ r .
Having this claim proven, we derive from (3.14) that
(Z(yFy) · Z(dF − zFz))p =
∑
1≤i,j≤r
(Z(ϕi) · Z(θj))p
= (Z(yFy) · Z(F ))p = (Z(y) · Z(F ))p + (Z(Fy) · Z(F ))p
= n+ κ(C, p) + (C · L∞)p −mult(C, p)
= n+ (µ(C, p) + mult(C, p)− 1) + (C · L∞)p −mult(C, p)
= n+ µ(C, p) + (C · L∞)p − 1 ,
which completes the proof in view of (3.13).
The equality (3.15) follows from the fact that both sides of the relation depend
only on the geometry of the segments σ
(i)
0 and σ
(j)
0 . Suppose that 1 ≤ i < j ≤ r. We
have σ(i) = [(m′, 0), (0, n′)], σ(j) = [(m′′, 0), (0, n′′)] with m
′
n′ >
m′′
n′′ . By the Newton-
Puiseux algorithm [14, pp. 165–170], the function ϕi(y, z) (or ψi(y, z)) splits into the
product of u(y, z) ∈ C{y, z}, u(0, 0) 6= 0, and n′ factors of the form
z − αym′/n′ + h.o.t., α 6= 0,
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and then by (2.5) we get
(Z(ϕi) · Z(θj))p = (Z(ψi) · Z(θi))p = m′′n′.
This holds even for j = r since the only monomial of θr(y, z) that comes into play
is βym
′′
, β 6= 0. The case 1 ≤ j < i ≤ r is settled analogously. Now suppose
1 ≤ i = j ≤ r. As we observed in the first part of the proof, the pairs of quasiho-
mogeneous polynomials ϕ
σ
(i)
0
i and θ
σ
(i)
0
i , ψ
σ
(i)
o
i and θ
σ
(i)
0
i are coprime (even for i = r!).
Then the above computation yields
(Z(ϕi) · Z(θi))p = (Z(ψi) · Z(θi))p = m′n′ ,
where σ
(i)
0 = [(m
′, 0), (0, n′)]. 
The following example shows that condition (3.9) in Proposition 3.6 cannot be
removed.
Example 3.8. Consider the cubic C = Z(xy2− z3− yz2) (cf. Remark 2.3). It has a
Newton nondegenerate singular point p = (1, 0, 0) ∈ L∞, an ordinary cusp with the
tangent line L = Z(y) 6= L∞. Thus (C · L) = 3 = deg(C), so (3.9) fails. Also,
µ(C, p, L∞) = (Z(y2) · Z(2xy − z2))p = 4,
µ(C, p) + (C · L∞)p − 1 = 2 + 2− 1 = 3.
so (3.10) fails as well.
For another (more complicated) instance of this phenomenon, see Example 5.11.
Corollary 3.9. Let C = Z(F (x, y, z)) ⊂ P2 be a reduced curve not containing the
line at infinity L∞ = Z(z) as a component. Let G(x, y) = F (x, y, 1). Assume that
the Newton polygon ∆(G) intersects each of the coordinate axes in points different
from the origin, and the truncation of G along any edge of the boundary ∂∆(G) not
visible from the origin is a square-free polynomial, except possibly for factors of the
form xi or yj. Then C is L∞-regular.
Proof. The intersection C∩L∞ is determined by the top degree form of G(x, y), which
has the form xiyjf(x, y), with f(x, y) a square-free homogeneous polynomial. Hence
C ∩L∞ consists of the points (0, 1, 0) (if i > 0), (1, 0, 0) (if j > 0), and deg(f) other
points, at which C is smooth and L∞-regular (see Proposition 3.6). The Newton
diagram of each of the points (0, 1, 0) and (1, 0, 0) consists of some edges of ∂∆(G)
mentioned in the lemma, and therefore these points (if they lie on C) satisfy the
requirements of Proposition 3.6. 
Remark 3.10. A reducible plane curve C = Z(F ) with L∞-regular components does
not have to be L∞-regular. For example, take F = (xy − 1)(xy − 2): each factor is
L∞-regular, but the product is not, since Fx and Fy have a common divisor 2xy− 3.
Conversely, a curve may be L∞-regular even when one of its components is not.
For example, take F = (x− y)(x2y+x3 +x2z+xz2 + z3): the product is L∞-regular
by Proposition 3.6; however, Z(x2y + x3 + x2z + xz2 + z3) is not.
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4. Polynomial and trigonometric curves
In Sections 4 and 5, we introduce several classes of affine (rather than projective)
plane curves. Before we begin, let us clarify what we mean by a real affine plane curve.
There are two different notions here: an algebraic and a topological one:
Definition 4.1. As usual, a reduced real algebraic curve C in the complex affine
plane A2 ∼= C2 is the vanishing set
C = V (G) = {(x, y) ∈ C2 | G(x, y) = 0}
of a squarefree bivariate polynomial G(x, y) ∈ R[x, y] ⊂ C[x, y]. We view C as a
subset of A2, and implicitly identify it with the polynomial G(x, y) (viewed up to
a constant nonzero factor), or with the principal ideal generated by it, the ideal of
polynomials vanishing on C.
Alternatively, one can consider a “topological curve” CR in the real affine (x, y)-
plane R2, defined as the set of real points of an algebraic curve C as above:
CR = VR(G) = {(x, y) ∈ R2 | G(x, y) = 0}.
In contrast to the real algebraic curve V (G) ⊂ C2, the real algebraic set VR(G)—
even when it is one-dimensional—does not determine the polynomial G(x, y) up to
a scalar factor. In other words, an algebraic curve C is not determined by the set of
its real points CR, even when CR “looks like” an algebraic curve. (Roughly speaking,
this is because C can have “invisible” components which either have no real points
at all, or all such points are isolated in R2.) There is however a canonical choice,
provided CR is nonempty and without isolated points: we can let C be the Zariski
closure of CR, or equivalently let G(x, y) be the minimal polynomial of CR, a real
polynomial of the smallest possible degree satisfying VR(G) = CR. (The minimal
polynomial is defined up to a nonzero real factor.)
Throughout this paper, we switch back and forth between a projective curve
Z(F (x, y, z)) and its affine counterpart V (G(x, y)), where G(x, y) = F (x, y, 1).
(Remember that the line at infinity L∞ = Z(z) = P2 \ A2 is fixed throughout.)
For example, we say that V (G) is L∞-regular if and only if Z(F ) is L∞-regular, cf.
Definition 3.1.
Definition 4.2. Let C be a complex curve in the affine (x, y)-plane. We say that
C is a polynomial curve if it has a polynomial parametrization, i.e., if there exist
polynomials X(t), Y (t) ∈ C[t] such that the map t 7→ (X(t), Y (t)) is a (birational,
i.e., generically one-to-one) parametrization of C.
A projective algebraic curve C = {F (x, y, z) = 0} ⊂ P2 is called polynomial if C
does not contain the line at infinity L∞ = {z = 0}, and the portion of C contained in
the affine (x, y)-plane (i.e., the curve {F (x, y, 1) = 0}) is an affine polynomial curve.
Remark 4.3. Not every polynomial map defines a polynomial parametrization. For
example, t 7→ (t2− t, t4−2t3 + t) is not a polynomial (or birational) parametrization,
since it is not generically one-to-one: (X(t), Y (t)) = (X(1− t), Y (1− t)).
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Example 4.4. The cubic y2 = x2(x−1) is a real polynomial curve, with a polynomial
parametrization t 7→ (t2+1, t(t2+1)). Note that this curve has an elliptic node (0, 0),
attained for imaginary parameter values t = ±√−1.
Example 4.5. The “witch of Agnesi” cubic x2y+y−1 is rational but not polynomial.
Indeed, if X(t) is a positive-degree polynomial in t, then Y (t) = 1
(X(t))2+1
is not.
Example 4.6 (Irreducible Chebyshev curves). Recall that the Chebyshev polynomi-
als of the first kind are the univariate polynomials Ta(x) (here a ∈ Z>0) defined by
(4.1) Ta(cosϕ) = cos(aϕ).
The polynomial Ta(x) has integer coefficients, and is an even (resp., odd) function
of x when a is even (resp., odd). We note that Ta(Tb(t)) = Tb(Ta(t)) = Tab(t).
Let a and b be coprime positive integers. The Chebyshev curve with parameters
(a, b) is given by the equation
(4.2) Ta(x) + Tb(y) = 0.
It is not hard to see that this curve is polynomial; let us briefly sketch why. (For a
detailed exposition, see [10, Section 3.9].) Without loss of generality, let us assume
that a is odd. Then the (a, b)-Chebyshev curve has a polynomial parametrization
t 7→ (−Tb(t), Ta(t)). Indeed, Ta(−Tb(t)) + Tb(Ta(t)) = −Tab(t) + Tab(t) = 0.
To illustrate, consider the Chebyshev curves with parameters (3, 2) and (3, 4)
shown in Figure 5. The (3, 2)-Chebyshev curve is a nodal Weierstrass cubic
(4.3) 4x3 − 3x+ 2y2 − 1 = 0,
or parametrically t 7→ (−2t2 +1, 4t3−3t). The (3, 4)-Chebyshev curve (see Figure 5)
is a sextic given by the equation
(4.4) 4x3 − 3x+ 8y4 − 8y2 + 1 = 0,
or by the polynomial parametrization t 7→ (−8t4 + 8t2 − 1, 4t3 − 3t).
Figure 5: The Chebyshev curves with parameters (3, 2) and (3, 4).
Lemma 4.7. For a real plane algebraic curve C, the following are equivalent:
(1) C is polynomial;
(2) C has a parametrization t 7→ (X(t), Y (t)) with X(t), Y (t) ∈ R[t];
(3) C is rational, with a unique local branch at infinity.
Proof. The equivalence (1)⇔(3) (for complex curves) is well known; see, e.g., [1].
The implication (2)⇒(1) is obvious. It remains to show that (3)⇒(2). The local
branch of C at infinity must by real, since otherwise complex conjugation would yield
another such branch. Consequently, the set of real points of C has a one-dimensional
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connected component which contains the unique point p ∈ C∩L∞. It follows that the
normalization map n : P1 → C ↪→ P2 (which is nothing but a rational parametriza-
tion of C) pulls back the complex conjugation on C to the antiholomorphic involution
c : P1 → P1 which is a reflection with a fixed point set Fix(c) ' S1, and p lifts to
a point in Fix(c). (There is another possible antiholomorphic involution on P1, the
antipodal one, corresponding to real plane curves with a finite real point set.) Thus,
we can choose coordinates (t0, t1) on P1 so that c(t0, t1) = (t0, t1) and the preimage
of p is (0, 1). Hence the map n can be expressed as
x = X(t0, t1), y = Y (t0, t1), z = t
d
0 ,
where (t0, t1) ∈ P1, X and Y are bivariate homogeneous polynomials of degree d =
degC, and by construction
x = X(t0, t1), y = Y (t0, t1),
which means that X and Y have real coefficients. 
Recall that a trigonometric polynomial is a finite linear combination of functions
of the form t 7→ sin(kt) and/or t 7→ cos(kt), with k ∈ Z≥0.
Definition 4.8. We say that a real curve C in the affine (x, y)-plane is a trigono-
metric curve if there exist real trigonometric polynomials X(t) and Y (t) such that
t 7→ (X(t), Y (t)) is a parametrization of CR, the set of real points of C, generically
one-to-one for t ∈ [0, 2pi).
A projective real algebraic curve C = {F (x, y, z) = 0} ⊂ P2 is called trigonometric
if C does not contain the line at infinity L∞ = {z = 0}, and the portion of C
contained in the affine (x, y)-plane is an affine trigonometric curve.
Remark 4.9. Not every trigonometric map gives a trigonometric parametrization.
For example, t 7→ (cos(t), cos(2t)) is not a trigonometric parametrization of its image
(a segment of the parabola y=2x2−1), since it is not generically one-to-one on [0, 2pi).
Example 4.10. The most basic example of a trigonometric curve is the circle t 7→
(cos(t), sin(t)), or more generally an ellipse
t 7→ (A cos(t), B sin(t)) (A,B ∈ R>0).
Example 4.11 (Lissajous curves). Let k and ` be coprime positive integers, with
` odd. The Lissajous curve with parameters (k, `) is a trigonometric curve defined
by the parametrization
t 7→ (cos(`t), sin(kt)).
The algebraic equation for this curve is
(4.5) T2k(x) + T2`(y) = 0,
cf. (4.1). (Indeed, T2k(cos(`t)) + T2`(cos(
pi
2
− kt)) = cos(2k`t) + cos(`pi − 2k`t) = 0.)
Note that (4.5) looks exactly like (4.2), except that now the indices 2k and 2` are
not coprime (although k and ` are).
To illustrate, the (2, 3)-Lissajous curve is given by the equation
(4.6) 8x4 − 8x2 + 1 + 32y6 − 48y4 + 18y2 − 1 = 0,
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or by the trigonometric parametrization
(4.7) t 7→ (cos(3t), sin(2t)).
Several Lissajous curves, including this one, are shown in Figure 6.
Figure 6: The Lissajous curves with parameters (2, 1), (3, 1), (2, 3), and (4, 3).
Example 4.12 (Rose curves). A rose curve with parameter q = a
b
∈ Q>0 is defined
in polar coordinates by r = cos(qθ), θ ∈ [0, 2pib). While a general rose curve has a
complicated singularity at the origin, it becomes nodal when q= 1
2k+1
, with k∈Z>0.
In that case, we get a “multi-limac¸on,” defined in polar coordinates by r = cos
(
θ
2k+1
)
,
or equivalently by
(4.8) rT2k+1(r)− x = 0.
Note that the left-hand side of (4.8) is a polynomial in r2 = x2 + y2, so it is an
algebraic equation in x and y. This is a trigonometric curve, with a trigonometric
parametrization given by
t 7→
(cos(kt) + cos((k + 1)t)
2
,
sin(kt) + sin((k + 1)t)
2
)
.
The cases k = 1, 2, 3 are shown in Figure 7.
In the special case k = 1, we get rT3(r) = 4r
4−3r2, and the equation (4.8) becomes
(4.9) 4(x2 + y2)2 − 3(x2 + y2)− x = 0.
This quartic curve is one of the incarnations of the limac¸on of E´tienne Pascal.
Figure 7: The rose curves r = cos
(
θ
3
)
(cf. (4.9)), r = cos
(
θ
5
)
, and r = cos
(
θ
7
)
.
Lemma 4.13. For a real plane algebraic curve C, the following are equivalent:
(1) C is trigonometric;
(2) there exist polynomials P (ϕ), Q(ϕ) ∈ C[ϕ] such that the map C∗ → A2 given by
(4.10) ϕ 7−→ (P (ϕ) + P (ϕ−1), Q(ϕ) +Q(ϕ−1))
is a birational parametrization of C.
(3) C is rational, with two complex conjugate local branches at infinity and with an
infinite real point set.
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Proof. (1)⇒ (2) The correspondence t ↔ ϕ = exp(t√−1) establishes a bianalytic
isomorphism between (0, 2pi) and S1 \ {1}. (Here S1 = {|ϕ| = 1} ⊂ C.) Under this
correspondence, we have
(4.11) a cos(kt) + b sin(kt) = a−b
√−1
2
ϕk + a+b
√−1
2
ϕ−k (a, b ∈ R),
so any trigonometric polynomial in t transforms into a Laurent polynomial in ϕ of
the form P (ϕ) + P (ϕ−1). Thus a trigonometric parametrization of a curve C yields
its parametrization of the form (4.10); this parametrization is generically one-to-one
along S1 and therefore extends to a birational map P1 → C.
(2)⇒ (1) A parametrization (4.10) of a curve C sends the circle S1 generically
one-to-one to CR, the real point set of C, see the formulas (4.11). The same for-
mulas (4.11) convert the parametrization (4.10) restricted to the circle S1 into a
trigonometric parametrization t ∈ [0, 2pi) 7→ (X(t), Y (t)) of CR.
(2)⇒ (3) A parametrization (4.10) intertwines the standard real structure in P2
and the real structure defined by the involution c(ϕ) = ϕ−1 on C \ {0}. Thus, it
takes the set S1 = Fix(c) to the set CR of real points of C, while the conjugate points
ϕ = 0 and ϕ = ∞ of P1 go to the points of C at infinity determining two complex
conjugate local branches at infinity.
(3)⇒ (2) Assuming (3), the normalization map n : P1 → C pulls back the stan-
dard complex conjugation in P2 to the standard complex conjugation on P1, while
the circle RP1 maps to the one-dimensional connected component of CR, and some
complex conjugate points α, α ∈ P1 go to infinity. The automorphism of P1 defined by
ϕ =
s− α
s− α
takes the points s = α and s = α to 0 and ∞, respectively, the circle RP1 to the
circle S1, and the standard complex conjugation to the involution c, see above. Hence
the parametrization n : P1 → C goes to a parametrization (4.10). 
Lemma 4.14. Let C be a real polynomial (resp., trigonometric) nodal plane curve,
with a parametrization {(X(t), Y (t))} as in Definition 4.2 (resp., Definition 4.8).
Assume that C has no elliptic nodes. Then CR = {(X(t), Y (t)) | t ∈ R}.
Proof. This lemma follows from the well known fact (see, e.g., [22, Proposition 1.9])
that the real point set of a real nodal rational curve C in RP2 is the disjoint union
of a circle RP1 generically immersed in RP2 and a finite set of elliptic nodes. 
If we allow elliptic nodes, the conclusion of Lemma 4.14 can fail, cf. Example 4.4.
Recall that an irreducible nodal plane curve of degree d has at most (d−1)(d−2)
2
nodes, with the upper bound only attained for rational curves.
Proposition 4.15 (G. Ishikawa [20, Proposition 1.4]). Let C be a trigonometric
curve of degree d with (d−1)(d−2)
2
real hyperbolic nodes. Then C has no inflection
points.
Proposition 4.16. Let C be a real polynomial curve of degree d with (d−1)(d−2)
2
real
hyperbolic nodes. Then C has no inflection points.
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Proof. By Hironaka’s genus formula (3.7), the projective closure Cˆ of C has a single
smooth point p on L∞, with (Cˆ · L∞)p = d. We then determine the number of
inflection points of C (in the affine plane) using Plu¨cker’s formula (see, e.g., [32,
Chapter IV, Sections 6.2–6.3]):
2d(d− 2)− (d− 2)− 6 · (d−1)(d−2)
2
= 0. 
Example 4.17. The curve
(4.12) t 7→ (cos((k − 1)t) + a cos(kt), sin((k − 1)t)− a sin(kt))
is a trigonometric curve of degree d = 2k. (It is a special kind of a hypotrochoid,
cf. Definition 7.12 below.) For appropriately chosen real values of a, this curve has
(d−1)(d−2)
2
= (k−1)(2k−1) real hyperbolic nodes, as in Proposition 4.15. See Figures 8
and 9.
In the special case k = 1 illustrated in Figure 8, we get a three-petal hypotrochoid,
a quartic trigonometric curve with 3 nodes given by the parametrization
(4.13) t 7→ (cos(t) + a cos(2t), sin(t)− a sin(2t)),
or by the algebraic equation
(4.14) a2(x2 + y2)2 + (−2a4 + a2 + 1)(x2 + y2) + (a2 − 1)3 − 2ax3 + 6axy2 = 0.
Figure 8: Three-petal hypotrochoids (4.13), with a = 3
4
(left) and a = 2 (right).
Figure 9: Five-petal hypotrochoids {(cos(2t) + a cos(3t), sin(2t) − a sin(3t))},
with a = 5
6
(left) and a = 2 (right). Each is a trigonometric curve of degree d=6,
with (d−1)(d−2)
2
= 10 nodes.
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5. Expressive curves and polynomials
Definition 5.1. Let G(x, y)∈R[x, y]⊂C[x, y] be a polynomial with real coefficients.
Let C = V (G) be the corresponding affine algebraic curve, and let CR = VR(G) be
the set of its real points, see Definition 4.1. We say that G(x, y) is an expressive
polynomial (resp., C is an expressive curve) if
• all critical points of G (viewed as a polynomial in C[x, y]) are real;
• all critical points of G are Morse (i.e., have nondegenerate Hessians);
• each bounded component of R2 \ CR contains exactly one critical point of G;
• each unbounded component of R2 \ CR contains no critical points;
• CR is connected, and contains at least two (hence infinitely many) points.
Remark 5.2. Let G(x, y) be a real polynomial with real Morse critical points. Then
each double point of VR(G) must be a critical point of G (a saddle). Also, each
bounded connected component of R2 \VR(G) must contain at least one critical point
(an extremum). Thus, for G to be expressive, it must have the smallest possible
number of complex critical points that is allowed by the topology of VR(G): a saddle
at each double point, one extremum within each bounded component of R2 \ VR(G),
and nothing else.
Example 5.3. The following quadratic polynomials are expressive:
• G(x, y) = x2 − y has no critical points;
• G(x, y) = x2 + y2 − 1 has one critical point (0, 0) (a minimum) lying inside the
unique bounded component of R2 \ VR(G);
• G(x, y) = x2 − y2 has one critical point (0, 0) (a saddle), a hyperbolic node.
The following quadratic polynomials are not expressive:
• G(x, y) = x2 − y2 − 1 has a critical point (0, 0) in an unbounded component of
R2 \ VR(G); besides, VR(G) is not connected;
• G(x, y) = x2 + y2 has VR(G) consisting of a single point;
• G(x, y) = x2 + y2 + 1 has VR(G) = ∅;
• G(x, y) = x2 − 1 and G(x, y) = x2 have non-Morse critical points.
Lemma 5.4. Let G(x, y) be an expressive polynomial. Then:
• G is squarefree (i.e, not divisible by a square of a non-scalar polynomial);
• G has finitely many critical points;
• each critical point of G is either a saddle or an extremal point;
• all saddle points of G lie on VR(G); they are precisely the singular points of V (G);
• each bounded connected component of R2 \ VR(G) is simply connected.
Proof. As the critical points of G are real and Morse, each of them is either a saddle
or a local (strict) extremum of G, viewed as a function R→ R. The extrema must be
located outside CR, one per bounded connected component of R2 \ CR. The saddles
must lie on CR, so they are precisely the double points of it. We conclude that G
has finitely many critical points. Consequently G is squarefree. Finally, since CR is
connected, each bounded component of R2 \ CR must be simply connected. 
EXPRESSIVE CURVES 25
Definition 5.1 naturally extends to homogeneous polynomials in three variables,
and to algebraic curves in the projective plane:
Definition 5.5. Let F (x, y, z)∈R[x, y, z]⊂C[x, y, z] be a homogeneous polynomial
with real coefficients, and C = Z(F ) the corresponding projective algebraic curve.
Assume that F (x, y, z) is not divisible by z. (In other words, C does not contain
the line at infinity L∞.) We call F and C expressive if the bivariate polynomial
F (x, y, 1) is expressive in the sense of Definition 5.1, or equivalently the affine curve
C \ L∞ ⊂ A2 = P2 \ L∞ is expressive.
In the rest of this section, we examine examples of expressive and non-expressive
curves and polynomials.
Example 5.6 (Conics). Among real conics (cf. Example 5.3), a parabola, an ellipse,
and a pair of crossing real lines are expressive, whereas a hyperbola, a pair of parallel
(or identical) lines, and a pair of complex conjugate lines (an elliptic node) are not.
Example 5.7. Let f1(x), f2(x) ∈ R[x] be two distinct real univariate polynomials of
degrees ≤ d such that f1 − f2 has d distinct real roots. (Thus, at least one of f1, f2
has degree d.) We claim that the polynomial
G(x, y) = (f1(x)− y)(f2(x)− y)
is expressive. To prove this, we first introduce some notation. Let x1, . . . , xd be the
roots of f1 − f2, and let z1, . . . , zd−1 be the roots of its derivative f ′1 − f ′2; they are
also real and distinct, by Rolle’s theorem. The critical points of G satisfy
Gx(x, y) = f
′
1(x)(f2(x)− y) + (f1(x)− y)f ′2(x) = 0,
Gy(x, y) = −f1(x)− f2(x) + 2y = 0.
It is straightforward to see that these equations have 2d− 1 solutions: d hyperbolic
nodes (xk, f1(xk)) = (xk, f2(xk)), for k = 1, . . . , d, as well as d − 1 extrema at the
points (zk,
1
2
(f1(zk)+f2(zk)), for k = 1, . . . , d−1. The conditions of Definition 5.1 are
now easily verified. (Alternatively, use the coordinate change (x, y˜) = (x, y − f1(x))
to reduce the problem to the easy case when one of the two polynomials is 0.)
Example 5.8 (Lemniscates). The lemniscate of Huygens (or Gerono) is given by
the equation y2 +4x4−4x2 = 0, or by the parametrization t 7→ (cos(t), sin(2t)). This
curve, shown in Figure 6 on the far left, is a Lissajous curve with parameters (2, 1),
cf. Example 4.11. The polynomial G(x, y) = y2 + 4x4 − 4x2 has three real critical
points: a saddle at the hyperbolic node (0, 0), plus two extrema (± 1√
2
, 0) inside
the two bounded connected components of R2 \ VR(G). Thus, this lemniscate is
expressive.
By contrast, another quartic curve with a similar name (and a similar-looking set
of real points), the lemniscate of Bernoulli
(5.1) (x2 + y2)2 − 2x2 + 2y2 = 0,
is not expressive, as the polynomial G(x, y) = (x2 + y2)2 − 2x2 + 2y2 has critical
points (0,±i) outside R2.
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Many more examples of expressive and non-expressive polynomials (or curves) are
given in Tables 1 and 2, and later in the paper.
expressive conics
G(x, y) real curve VR(G) critical points
x2 − y parabola none
x2 − y2 two lines saddle
x2 + y2 − 1 ellipse extremum
non-expressive conics
G(x, y) real point set VR(G) why not expressive?
x2 − y2 − 1 hyperbola saddle in an unbounded region
x2 + y2 + 1 imaginary ellipse VR(G) is empty
x2 + y2 elliptic node VR(G) is a single point
x2 + a (a ∈ R) two parallel lines critical points are not Morse
expressive cubics
G(x, y) real point set VR(G) critical points
x3 − y cubic parabola none
(x2 − y)x parabola and its axis single saddle
x3 − 3x+ 2− y2 nodal Weierstrass cubic one saddle, one extremum
(x− 1)xy two parallel lines + line two saddles
(x2 − y)(y − 1) parabola + line two saddles, one extremum
(x+ y − 1)xy three lines three saddles, one extremum
(x2 + y2 − 1)x ellipse + line two saddles, two extrema
non-expressive cubics
G(x, y) real point set VR(G) why not expressive?
x3 − y2 semicubic parabola critical point is not Morse
x3 − 3x− y2 two-component elliptic curve saddle in an unbounded region
x3 − 3x+ 3− y2 one-component elliptic curve saddle in an unbounded region
x3 + 3x− y2 one-component elliptic curve two non-real critical points
x3+xy2+4xy+y2 oblique strophoid two non-real critical points
x2y − x2 + 2y2 Newton’s species #54 two non-real critical points
yx2−y2−xy+x2 Newton’s species #51 two non-real critical points
x3 + y3 + 1 Fermat cubic critical point is not Morse
x3 + y3 − 3xy folium of Descartes two non-real critical points
x2y + y − x serpentine curve two non-real critical points
x2y + y − 1 witch of Agnesi two non-real critical points
x2y double line + line critical points are not Morse
x(x2 − y2) three concurrent lines critical point is not Morse
(x2 − y2 − 1)y hyperbola + line two non-real critical points
(xy − 1)x hyperbola + asymptote VR(G) is not connected
Table 1: Expressive and non-expressive conics and cubics. Unless specified
otherwise, lines are placed so as to maximize the number of crossings.
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d ξ G(x, y) real point set VR(G)
1 0 x line
2 0 x2 − y parabola
2 1 x2 − y2 two crossing lines
2 1 x2 + y2 − 1 ellipse
3 0 x3 − y cubic parabola
3 1 (x2 − y)x parabola and its axis
3 2 x3 − 3x+ 2− y2 nodal Weierstrass cubic
3 2 (x− 1)xy three lines, two of them parallel
3 3 (x2 − y)(y − 1) parabola crossed by a line
3 4 (x+ y − 1)xy three generic lines
3 4 (x2 + y2 − 1)x ellipse crossed by a line
4 0 y − x4 quartic parabola
4 0 (y − x2)2 − x
4 1 (y − x2)2 − x2 two aligned parabolas
4 1 (y − x2)2 + x2 − 1
4 1 (y − x3)x cubic parabola and its axis
4 2 (y − x2)2 − xy
4 2 (y − x2)x(x− 1) parabola + two lines parallel to its axis
4 3 y2 − (x2 − 1)2 co-oriented parabolas crossing at two points
4 3 y2 + 4x4 − 4x2 lemniscate of Huygens
4 3 x(x− 1)(x+ 1)y three parallel lines crossed by a fourth
4 3 4(x2 + y2)2− 3(x2 + y2)−x limac¸on
4 5 x(x− 1)y(y − 1) two pairs of parallel lines
4 5 (x2 + y2 − 1)(x2 − 2x+ y2) two circles crossing at two points
4 5 (y − x3 + x)y cubic parabola + line
4 5 (x3 − 3x+ 2− y2)(x− a) nodal Weierstrass cubic + line crossing it at∞
4 6 4x3 − 3x+ 8y4 − 8y2 + 1 (3, 4)-Chebyshev curve
4 6 (y − x2)(x− a)(y − 1) parabola + line + line parallel to the axis
4 6 (y − x2)(y − 1)(y − 2) parabola + two parallel lines
4 7 (y − x2 + 1)(x− y2 + 1) two parabolas crossing at four points
4 7 see (4.14) three-petal hypotrochoid
4 7 (x3−3x+2−y2)(x+y−a) nodal Weierstrass cubic + line
4 7 (x+y)(x−y)(x−1)(x−a) line + line + two parallel lines
4 7 (x2 + y2 − 1)x(x− a) ellipse + two parallel lines
4 8 (4y−x2)(x+y)(ax+y+1) parabola + two lines
4 8 (x2 + y2 − 1)(y − 4x2 + 2) ellipse and parabola crossing at four points
4 9 x(y + 1)(x− y)(x+ y − 1) four lines
4 9 (x2 + y2 − 1)x(x+ y − a) ellipse + two lines
4 9 (x2 + 4y2)(4x2 + y2) two ellipses crossing at four points
Table 2: Expressive curves C = {G = 0} of degrees d ≤ 4. Unless noted
otherwise, lines are drawn to maximize the number of crossings. The value a∈R
is to be chosen appropriately. We denote by ξ the number of critical points of G.
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Remark 5.9. Definition 5.1 can be generalized to allow arbitrary “hyperbolic” sin-
gular points, i.e., isolated real singular points all of whose local branches are real.
Remark 5.10. In can be verified by an exhaustive case-by-case analysis that every
expressive curve of degree d ≤ 4 is L∞-regular. Starting with d ≥ 5, this is no longer
the case, cf. Example 5.11 below: an expressive curve C need not be L∞-regular,
even when C is rational. Still, examples like this one are rare.
Example 5.11. Consider the real rational quintic curve C parametrized by
x = t2, y = t−1 + t−2 − t−3.
The set of its real points in the (x, y)-plane consists of two interval components cor-
responding to the negative and positive values of t, respectively. These components
intersect at the point (1, 1), attained for t = 1 and t = −1. The algebraic equation
of C is obtained as follows:
y − x−1 = t−1 − t−3,
(y − x−1)2 = t−2 − 2t−4 + t−6 = x−1 − 2x−2 + x−3,
x3y2 − 2x2y − x2 + 3x− 1 = 0.
The Newton triangle of C is conv{(0, 0), (3, 2), (2, 0)}, which means that
• at the point p1 = (1, 0, 0), the curve C has a type A2 (ordinary cusp) singularity,
tangent to the axis y = 0;
• at the point p2 = (0, 1, 0), the curve C has a type E8 singularity, tangent to the
axis x = 0.
In projective coordinates, we have C = Z(F ) where
F = x3y2 − 2x2yz2 − x2z3 + 3xz4 − z5,
Fx = 3x
2y2 − 4xyz2 − 2xz3 + 3z4,
Fy = 2x
3y − 2x2z2.
It is now easy to check that the only critical point of F (x, y, 1) is the hyperbolic node
(1, 1) discussed above. It follows that the curve C is expressive.
We next examine the behavior of the polar curves at infinity. In a neighborhood
of the point p2 = (0, 1, 0), we set y = 1 and obtain
Fx = 3x
2 − 4xz2 − 2xz3 + 3z4,
Fy = 2x
3 − 2x2z2.
The curve Z(Fx) has two smooth local branches at p2, quadratically tangent to the
axis Z(x); the curve Z(Fy) has the double component Z(x) and a smooth local
branch quadratically tangent to Z(x). Thus the intersection multiplicity is
(Z(Fx) · Z(Fy))p2 = 12 > µ(C, p2) + (C · L∞)p2 − 1 = 8 + 3− 1 = 10,
so L∞-regularity fails at p2. (The intersection at p1 is regular by Proposition 3.6.)
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Example 5.12 (Lissajous-Chebyshev curves). Let a and b be positive integers. The
Lissajous-Chebyshev curve with parameters (a, b) is given by the equation
(5.2) Ta(x) + Tb(y) = 0.
When a and b are coprime, with a odd, we recover the polynomial Chebyshev curve
with parameters (a, b), see (4.2). When both a and b are even, with a
2
and b
2
coprime,
we recover the trigonometric Lissajous curve with parameters (a
2
, b
2
), see (4.5). This
explains our use of the term “Lissajous-Chebyshev curve.” The general construc-
tion appears in the work of S. Guse˘ın-Zade [17], who observed (without using this
terminology) that the Lissajous-Chebyshev curve with parameters (a, b) provides a
morsification of an isolated quasihomogeneous singularity of type (a, b).
There is also a variant of the Lissajous-Chebyshev curve defined by
(5.3) Ta(x)− Tb(y) = 0.
When a (resp., b) is odd, this curve is a mirror image of the Lissajous-Chebyshev
curve (5.2), under the substitution x := −x (resp., y := −y). However, when both
a and b are even, the two curves differ. For example, for (a, b) = (4, 2), the curve
defined by (5.2) is the lemniscate of Huygens (see Example 5.8), whereas the curve
defined by (5.3) is a union of two parabolas.
It is not hard to verify that every Lissajous-Chebyshev curve (and every curve
V (Ta(x)− Tb(y))) is expressive. The critical points of Ta(x)± Tb(y) are found from
the equations
T ′a(x) = T
′
b(y) = 0,
so they are of the form (xi, yj) where x1, . . . , xa−1 (resp., y1, . . . , yb−1) are the (dis-
tinct) roots of Ta (resp., Tb). Since the total number of nodes and bounded compo-
nents of R2 \ CR is easily seen to be exactly (a− 1)(b− 1), the claim follows.
Figure 10: Lissajous-Chebyshev curves with parameters (2, 3), (2, 4), (2, 5),
(2, 6) (top row) and (3, 3), (3, 4), (3, 5), (3, 6) (bottom row).
Example 5.13 (Multi-limac¸ons). Recall that the multi-limac¸on with parameter k is
a trigonometric curve C of degree 2k + 2 given by the equation (4.8). It is straight-
forward to verify that the corresponding polynomial has 2k + 1 critical points, all
of them located on the x axis. Comparing this to the shape of the curve CR, we
conclude that C is expressive.
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6. Divides
The notion of a divide was first introduced and studied by N. A’Campo [5, 21].
The version of this notion that we use in this paper differs slightly from A’Campo’s,
and from the version used in [11].
Definition 6.1. Let D be a disk in the real plane R2. A divide D in D is the image
of a generic relative immersion of a finite set of intervals and circles into D satisfying
the conditions listed below. The images of these immersed intervals and circles are
called the branches of D. They must satisfy the following conditions:
• the immersed circles do not intersect the boundary ∂D;
• the endpoints of the immersed intervals lie on ∂D, and are pairwise distinct;
• these immersed intervals intersect ∂D transversally;
• all intersections and self-intersections of the branches are transversal.
We view divides as topological objects, i.e., we do not distinguish between divides
related by a diffeomorphism between their respective ambient disks.
A divide is called connected if the union of its branches is connected.
The connected components of the complement D \D which are disjoint from ∂D
are the regions of D. If D is connected, then each region of D is simply connected.
We refer to the singular points of D as its nodes.
Remark 6.2. Although all divides of interest to us are connected, we forego any
connectivity requirements in the above definition of a divide, which therefore is
slightly more general than [11, Definition 2.1].
The main focus of [11] was on the class of algebraic divides coming from real morsi-
fications of isolated plane curve singularities, see [11, Definition 2.3]. Here we study
a different (albeit related) class of divides which arise from real algebraic curves:
Definition 6.3. Let G(x, y) ∈ R[x, y] be a real polynomial such that each singular
point of the real algebraic set VR(G) = {G(x, y) = 0} ⊂ R2 is a hyperbolic node (an
intersection of two smooth real local branches). Then the portion of VR(G) contained
in a sufficiently large disk DR = {(x, y) ∈ R2 | x2 + y2 ≤ R2} gives a divide in DR.
Moreover this divide does not depend (up to homeomorphism) on the choice of R.
We denote this divide by DG.
Definition 6.4. If G(x, y) is an expressive polynomial, then all singular points
of VR(G) are ordinary hyperbolic nodes, so the divide DG is well defined. Divides
arising via this construction are called expressive. Any expressive divide is connected.
Numerous examples of expressive divides are scattered throughout this paper.
A non-example is shown in Figure 11.
Figure 11: A connected non-expressive divide.
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The following problem appears to be very difficult.
Problem 6.5. Find a criterion for deciding whether a given divide is expressive, cf.
Definition 6.4.
Remark 6.6. It is even harder to determine whether a divide can be realized by an
expressive curve of a given degree. For example, the divide can be realized by an
expressive sextic (the (2, 6)-Lissajous curve, see Figure 10) but not by an expressive
quadric—even though there exists a (non-expressive) quadric realizing this divide.
Proposition 6.7. Let G(x, y) ∈ R[x, y] be a real polynomial with ξ < ∞ critical
points. Assume that the real algebraic set VR(G) = {G = 0} ⊂ R2 is nonempty, and
each singular point of VR(G) is a hyperbolic node. Let ν be the number of such nodes,
and let ι be the number of interval branches of the divide DG. Then
(6.1) ξ ≥ 2ν − ι+ 1,
with equality if and only if the polynomial G is expressive.
Proof. Let K denote the union of the divide DG and all its regions, viewed as a closed
subset of R2. Let σ be the number of connected components of K. Since all these
components are simply connected, the Euler characteristic of K is equal to σ. On
the other hand, K can be split into 0-dimensional cells (the nodes, plus the ends of
interval branches), 1-dimensional cells (curve segments of D connecting nodes), ovals
(smooth closed components of DG), and regions. The number β of 1-dimensional
cells satisfies 2β=2ι+4ν (by counting endpoints), implying β= ι+2ν. We thus have
σ = χ(K) = (ν + 2ι)− (ι+ 2ν) + ρ− h = ι− ν + ρ− h,
where ρ is the number of regions in DG, and h denotes the total number of holes
(the sum of first Betti numbers) over all regions.
Denote u = ξ − ν − ρ. The set of critical points of G contains all of the nodes,
plus at least one extremum per region. Thus u = 0 if G has no other critical points,
and u > 0 otherwise.
Putting everything together, we obtain:
ξ = ν + ρ+ u = ν + σ − ι+ ν + h+ u = 2ν − ι+ σ + h+ u.
Since σ ≥ 1 and h, u ≥ 0, we get (6.1). Moreover ξ = 2ν − ι + 1 if and only if K is
connected, all regions are simply connected, and G has exactly ν + ρ critical points.
All these conditions are satisfied if G is expressive. Conversely, they guarantee
expressivity. (The curve VR(G) is connected if K is connected and every region is
simply connected.) 
Remark 6.8. Notice that Table 2 does not list any expressive quartic with ξ = 4.
We can now explain why. By Proposition 6.7, ξ = 4 and d = 4 would imply
that either ν = 2, ι = 1, or ν = 3, ι = 3. The latter option assumes three real
irreducible components of the quartic, i.e., a conic (necessarily a parabola) and two
lines crossing it, with three hyperbolic nodes total; such a configuration is impossible.
In the former case, it should be an irreducible quartic with µ(C, p, L∞) = 5, which
means that µ(C, p) = 2. Then p must be a cusp A2, but the local cuspidal branch
intersects its tangent line with multiplicity 3, not 4 as required.
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7. L∞-regular expressive curves
Proposition 7.1. Let C = Z(F ) ⊂ P2 be a reduced algebraic curve defined by a real
homogeneous polynomial F (x, y, z) ∈ R[x, y, z]. Assume that
(a) all irreducible components of C are real;
(b) C does not contain the line at infinity L∞ as a component;
(c) all singular points of C in the affine (x, y)-plane are real hyperbolic nodes;
(d) the polynomial F (x, y, 1) ∈ C[x, y] has finitely many critical points;
(e) the set of real points {F (x, y, 1) = 0} ⊂ R2 is nonempty.
Then the following are equivalent:
(i) the curve C is expressive and L∞-regular;
(ii) each irreducible component of C is rational, with a set of local branches at
infinity consisting of either a unique (necessarily real) local branch, or a pair of
complex conjugate local branches, possibly based at the same real point.
Proof. The proof is based on Propositions 3.4 and 6.7. Let us recall the relevant
notation, and introduce additional one:
d = deg(C),
ι = number of interval branches of DG
s = |Comp(C)| = number of irreducible components of C,
s1 = number of components of C with a real local branch at infinity,
s2 = number of components of C with a pair of complex conjugate
local branches at infinity.
Combining Propositions 3.4 and 6.7, we conclude that
2g(C)− 2 + ι+
∑
p∈C∩L∞
Br(C, p) ≥ 0,
or equivalently (see (3.5))
(7.1) 2
∑
C′∈Comp(C)
g(C ′) + ι+
∑
p∈C∩L∞
Br(C, p) ≥ 2s,
with equality if and only if C is both expressive and L∞-regular.
On the other hand, we have the inequalities∑
C′∈Comp(C)
g(C ′) ≥ 0,(7.2)
ι ≥ s1 ,(7.3) ∑
p∈C∩L∞
Br(C, p) ≥ s1 + 2s2 ,(7.4)
2s1 + 2s2 ≥ 2s,(7.5)
whose sum yields (7.1). Therefore we have equality in (7.1) if and only if each of
(7.2)–(7.5) is an equality. This is precisely statement (ii). 
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Example 7.2. The curve C from Example 5.11 satisfies requirements (a)–(e) of
Proposition 7.1. Since C is not L∞-regular, condition (ii) must fail. Indeed, while C
is rational, it has two real local branches at infinity, centered at the points p1 and p2.
Proposition 7.3. Let C be an expressive L∞-regular plane curve whose irreducible
components are all real. Then each component of C is either trigonometric or poly-
nomial.
Proof. Since C is L∞-regular and expressive, with real components, the requirements
(a)–(e) of Proposition 7.1 are automatically satisfied, cf. Lemma 5.4. Consequently
the statement (ii) of Proposition 7.1 holds. By Lemmas 4.7 and 4.13, this would
imply that each component of C is either trigonometric or polynomial, provided the
real point set of each component is infinite. It thus suffices to show is that each
component B of C has an infinite real point set in A2. In fact, it is enough to show
that this set is nonempty, for if it were finite and nonempty, then B—hence C—would
have an elliptic node, contradicting the expressivity of C (cf. Lemma 5.4).
It remains to prove that each component of C has a nonempty real point set in A2.
We argue by contradiction. Let C=Z(F ). Suppose that B=Z(G) is a component
of C without real points in A2. We claim that the rest of C is given by a polynomial of
the form H(G, z), where H ∈ R[u, v] is a bivariate polynomial. Once we establish this
claim, it will follow that the polynomials Fx and Fy have a non-trivial common factor
∂
∂u
(uH(u, v))
∣∣
u=G,v=z
, contradicting the finiteness of the intersection Z(Fx)∩Z(Fy).
Let us make a few preliminary observations. First, the degree d = degG = degB
must be even. Second, by Proposition 7.1, B has two complex conjugate branches
centered on L∞. Third, in view of the expressivity of C, the affine curve B ∩ A2 is
disjoint from any other component B′ of C, implying that
(7.6) B ∩B′ ⊂ L∞.
Consider two possibilities.
Case 1: B ∩ L∞ consists of two complex conjugate points p and p. Let Q and Q
be the local branches of B centered at p and p, respectively.
Let B′ = Z(G′) be some other component of C, of degree d′ = degB′ = degG′.
Since B′ is real and satisfies statement (ii) of Proposition 7.1 as well as (7.6), we get
B′ ∩B = B′ ∩ L∞ = B ∩ L∞ = {p, p};
moreover B′ has a unique local branch R (resp., R) at the point p (resp. p). We have
(R ·Q)p = (R ·Q)p = d′d2 , ((L∞)d
′ ·Q)p = ((L∞)d′ ·Q)p = d′d2 .
It follows that any curve Bˆ in the pencil Span{B′, (L∞)d′} satisfies
(7.7) (Bˆ ·Q)p ≥ d′d2 , (B′ ·Q)p ≥ d
′d
2
.
Pick a point q ∈ B∩A2. Since q 6∈ B′∪L∞, there exists a curve B˜ ∈ Span{B′, (L∞)d′}
containing q. It then follows by Be´zout and by (7.7) that B˜ must contain B as a
component. In particular, d′ ≥ d. By symmetry, the same argument yields d ≥ d′.
Hence d′ = d, B ∈ Span{B′, (L∞)d}, and the polynomial G′ defining the curve B′
satisfies G′ = αG+ βzd for some α, β ∈ C \ {0}. The desired claim follows.
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Case 2: B∩L∞ consists of one (real) point p. Then B has two complex conjugate
branches Q and Q centered at p.
Let B′ = Z(G′) be a component of C different from B, and let B′ have a unique
(real) local branch R, necessarily centered at p. Denote d′ = degB′ = degG′. Then
(R ·Q)p = (R ·Q)p = d′d2 , ((L∞)d
′ ·Q)p = ((L∞)d′ ·Q)p = d′d2 ,
which implies (cf. Case 1) that any curve Bˆ′ ∈ Span{B′, (L∞)d′} satisfies
(Bˆ′ · q)p ≥ d′d2 , (Bˆ′ ·Q)p ≥ d
′d
2
,
and then we conclude—as above—that there exists a curve B˜′ ∈ Span{B′, (L∞)d′}
containing B as a component. On the other hand,
(B ·R)p = d′d, ((L∞)d ·R)p = d′d,
which in a similar manner implies that there exists a curve B˜ ∈ Span{B, (L∞)d}
containing B′ as a component. We conclude that d′ = d, B ∈ Span{B′, (L∞)d}, and
finally, G′ = αG+ βzd for α, β ∈ C \ {0}, as desired.
Now let B′ = Z(G′) be a component of C different from B, and let it have a couple
of complex conjugate local branches R and R centered at p. Since B′ is real, we have
(B′ ·Q)p = (B′ ·Q)p = d′d2 , ((L∞)d
′ ·Q)p = ((L∞)d′ ·Q)p = d2 ,
and since B is real, we have
(B ·R)p = (B ·R)p = d′d2 , ((L∞)d ·R)p = ((L∞)d ·R)p = d
′d
2
.
Thus the above reasoning applies again, yielding d′ = d and B′ ∈ Span{B, (L∞)d}.
Hence G′ = αG+ βzd for α, β ∈ C \ {0}, and we are done. 
The following example shows that in Proposition 7.3, the requirement that all
components are real cannot be dropped.
Example 7.4. The quintic curve C = Z(F ) defined by the polynomial
F (x, y, z) = (x2 + z2)(yx2 + yz2 − x3)
has two non-real components Z(x ± z√−1). In Example 3.3, we verified that this
curve is L∞-regular. It is also expressive, because the polynomial G(x, y) = F (x, y, 1)
has no critical points in the complex affine plane (see Example 3.3) and the set of
real points
(7.8) VR(G) = {(x, y) ∈ R2 | y = x3x2+1}
is connected. On the other hand, the real irreducible component
C˜ = Z(yx2 + yz2 − x3)
is neither trigonometric nor polynomial because it has two real points at infinity, see
Example 1.7. Furthermore, C˜ is not expressive, since the polynomial yx2 + y − x3
has two critical points (±√−1,±3
2
√−1) outside R2.
Proposition 7.3 immediately implies the following statement.
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Corollary 7.5. An irreducible L∞-regular expressive curve is either trigonometric
or polynomial.
We note that such a curve also needs to be immersed, meeting itself transversally
at real hyperbolic nodes (thus, no cusps, tacnodes, or triple points).
We next provide a partial converse to Corollary 7.5.
Proposition 7.6. Let C be a real polynomial or trigonometric curve whose singular
set in the affine plane A2 = P2 \ L∞ consists solely of hyperbolic nodes. Then C is
expressive and L∞-regular.
Proof. By Lemmas 4.7 and 4.13, a real polynomial or trigonometric curve C = Z(F )
is a real rational curve with one real or two complex conjugate local branches at
infinity, and with a nonempty set of real points in A2. Thus, conditions (ii), (a), (b),
(c), and (e) of Proposition 7.1 are satisfied, so in order to obtain (i), we only need
to establish (d). That is, we need to show that the polynomial F has finitely many
critical points in the affine plane A2. We will prove this by contradiction.
Denote d = degC = degF . Suppose that Z(Fx)∩Z(Fy) contains a (real, possibly
reducible) curve B of a positive degree d′ < d.
We first observe that B ∩ C ∩ A2 = ∅. Assume not. If q ∈ B ∩ C ∩ A2, then
q ∈ Sing(C)∩A2, so q must be a hyperbolic node of C, implying (Z(Fx) ·Z(Fy))q =
µ(C, q) = 1; but since q lies on a common component of Z(Fx) and Z(Fy), we must
have (Z(Fx) · Z(Fy))q =∞.
Since B is real, and C has either one real or two complex conjugate local branches
at infinity, it follows that B ∩ C = L∞ ∩ C.
Case 1: C has a unique (real) branch Q at a point p ∈ L∞. Then (B ·Q)p = d′d.
On the other hand, ((L∞)d
′ ·Q)p = d′d. Hence any curve Bˆ ∈ Span{B, (L∞)d′} sat-
isfies (Bˆ ·Q)p ≥ d′d. For any point q ∈ C \{p} there is a curve B˜ ∈ Span{B, (L∞)d′}
passing through q. Hence C is a component of B˜, in contradiction with d′ < d.
Case 2: C has two complex conjugate branches Q and Q centered at (possibly
coinciding) points p and p on L∞, respectively. Since B is real, we have
(B ·Q)p = (B ·Q)p = ((L∞)d′ ·Q)p = ((L∞)d′ ·Q)p = d′d2 .
This implies that any curve Bˆ ∈ Span{B, (L∞)d′} satisfies both (Bˆ · Q)p ≥ d′d2 and
(Qˆ ·Q)p ≥ d′d2 , resulting in a contradiction as in Case 1. 
Remark 7.7. In Proposition 7.6, the requirement concerning the singular set cannot
be dropped: a real polynomial curve C may have elliptic nodes (see Example 4.4) or
cusps (consider the cubic (t2, t3)), preventing C from being expressive.
Remark 7.8. Proposition 7.6 implies that if a real curve C is polynomial or trigono-
metric, and also expressive, then it is necessarily L∞-regular. Indeed, expressivity in
particular means that all singular points of C are hyperbolic nodes.
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Example 7.9. Recall from Example 4.17 that for appropriately chosen values of
the real parameter a, the hypotrochoid C given by the equation (4.12) is a nodal
trigonometric curve of degree d = 2k with the maximal possible number of real
hyperbolic nodes, namely (d−1)(d−2)
2
= (k− 1)(2k− 1). Thus C has no other singular
points in the affine plane, and consequently is expressive by Proposition 7.6.
Combining Corollary 7.5 and Proposition 7.6, we obtain:
Theorem 7.10. For a real plane algebraic curve C, the following are equivalent:
• C is irreducible, expressive and L∞-regular;
• C is either trigonometric or polynomial, and all its singular points in the affine
plane A2 are hyperbolic nodes.
Example 7.11. Theorem 7.10 is illustrated in Table 3. Each real curve in this table
is either polynomial or trigonometric. We briefly explain why all these curves are
expressive (hence L∞-regular, see Remark 7.8).
Expressivity of Chebyshev and Lissajous curves was established in Example 5.12.
The limac¸on of Pascal was discussed in Example 5.13. In Example 7.9, we saw
that a hypotrochoid (4.12) is expressive for appropriately chosen values of a. For a
more general statement, see Proposition 7.15 below.
Regarding the remaining curves in Table 3, all we need to check is that each of
their singular points in the affine plane is a hyperbolic node. The curves V (xd − y)
are smooth, so there is nothing to prove. Same goes for the ellipse, as well as the
curves V ((y−x2)2−x) and V ((y−x2)2 +x2−1). Finally, the curve V ((y−x2)2−xy)
has a single singular point in A2, a hyperbolic node at the origin.
d ξ G(x, y) (X(t), Y (t)) V (G)
1 0 x− y (t, t) line
2 0 x2 − y (t, t2) parabola
2 1 x2 + y2 − 1 (cos(t), sin(t)) ellipse
3 0 x3 − y (t, t3) cubic parabola
3 2 4x3 − 3x+ 2y2 − 1 (−2t2 + 1, 4t3 − 3t) (3, 2)-Chebyshev
4 0 x4 − y (t, t4) quartic parabola
4 0 (y − x2)2 − x (t2, t4 + t)
4 1 (y − x2)2 + x2 − 1 (cos(t), sin(t)+cos2(t))
4 2 (y − x2)2 − xy (t2 − t, t4 − t3)
4 3 y2 + 4x4 − 4x2 (cos(t), sin(2t)) (1,2)-Lissajous
4 3 4(x2 +y2)2−3(x2 +y2)−x (cos(t)cos(3t), cos(t)sin(3t) limac¸on
4 6 4x3− 3x+ 8y4− 8y2 + 1 (−8t4 + 8t2 − 1, 4t3 − 3t) (3, 4)-Chebyshev
4 7 see (4.14) see (4.13) (2,1)-hypotrochoid
Table 3: Irreducible expressive curves C = V (G) of degrees d ≤ 4. All curves
are L∞-regular. For each curve, a trigonometric or polynomial parametrization
(X(t), Y (t)) is shown. We denote by ξ the number of critical points of G.
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Another rich source of examples of expressive curves is provided by the following
construction.
Definition 7.12 (Epitrochoids and hypotrochoids). Let b and c be coprime nonzero
integers, with b > |c|. Let u and v be nonzero reals. The trigonometric curve
x = u cos bt+ v cos ct,(7.9)
y = u sin bt− v sin ct.(7.10)
is called a hypotrochoid if c > 0, and an epitrochoid if c < 0. This is a rational curve
of degree 2b.
Example 7.13. A hypotrochoid with (coprime) parameters b and c has b+c “petals.”
When b = c + 1, we recover Example 4.17. Figure 8 shows the case (b, c) = (2, 1),
Figure 9 shows the case (b, c)=(3, 2), and Figure 15 (left) shows the case (b, c)=(3, 1).
Example 7.14. An epitrochoid with (coprime) parameters b and c (here b > −c > 0)
has b+c inward-pointing “petals.” When b = −c+1, we recover the “multi-limac¸ons”
of Example 4.12. Figure 7 shows the cases (b, c) = (2,−1), (b, c) = (3,−2), and
(b, c) = (4,−3). Figure 15 (right) shows the case (b, c) = (3,−1).
Proposition 7.15. Let C be an epitrochoid or hypotrochoid given by (7.9)–(7.10)
(As in Definition 7.12, b and c are coprime integers, with b > |c|; and u, v ∈ R∗.)
Then C is expressive and L∞-regular if it has (b+ c)(b− 1) hyperbolic nodes in A2.
In particular, this holds if |v||u| is sufficiently small.
Proof. Setting τ = eit, we convert the trigonometric parametrization (7.9)–(7.10)
of C into a rational one:
x = 1
2
(uτ 2b + vτ b+c + vτ b−c + u),
y = − i
2
(uτ 2b − vτ b+c + vτ b−c − u),
z = τ b.
This curve has two points at infinity, namely (1, i, 0) and (1,−i, 0), corresponding
to τ = 0 and τ = ∞, respectively. Noting that the line x + iy = 0 passes through
(1, i, 0), we change the coordinates by replacing y by
x+ iy = uτ 2b + vτ b−c.
In a neighborhood of (1, i, 0), this yields the following parametrization:
x = 1, x+ iy = 2v
u
τ b−c + h.o.t., z = 2
u
τ b + h.o.t.
Thus, at the point (1, i, 0) we have a semi-quasihomogeneous singularity of weight
(b − c, b), and similarly at (1,−i, 0). The δ-invariant at each of the two points is
equal to 1
2
(b− c− 1)(b− 1). Hence in the affine plane A2, there remain
1
2
(2b− 1)(2b− 2)− (b− c− 1)(b− 1) = (b+ c)(b− 1)
nodes. So if all these nodes are real hyperbolic (and distinct), then C is expressive
and L∞-regular by Proposition 7.6 (or Theorem 7.10).
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It remains to show that C has (b+ c)(b− 1) hyperbolic nodes as long as u, v ∈ R∗
are chosen appropriately (in particular, if |v||u| is sufficiently small). Consider the
rational parametrization of C given by
x+ iy = uτ b + vτ−c,
x− iy = uτ−b + vτ c,
z = 1.
We need to show that all solutions (τ, σ) ∈ (C∗)2 of
uτ b + vτ−c = uσb + vσ−c,(7.11)
uτ−b + vτ c = uσ−b + vσc,(7.12)
τ 6= σ(7.13)
satisfy |τ | = |σ| = 1. Let us rewrite (7.11)–(7.12) as
u(τ b − σb)− v(τσ)−c(τ c − σc) = 0,
−u(τσ)−b(τ b − σb) + v(τ c − σc) = 0.
The condition gcd(b, c) = 1 implies that at least one of τ b−σb and τ c−σc is nonzero
(or else τ = σ). Consequently
det
(
u −v(τσ)−c
−u(τσ)−b v
)
= uv(1− (τσ)−b−c) = 0,
meaning that ω = τσ must be a root of unity: ωb+c = 1. With respect to τ and ω,
the conditions (7.11)–(7.13) become:
ωb+c = 1,(7.14)
u(τ b − ωbτ−b) + v(τ−c − ω−cτ c) = 0,(7.15)
τ 2 6= ω.(7.16)
Let λ be a square root of ω, i.e., λ2 = ω. Then (7.16) states that τ /∈ {λ,−λ}.
For each of the b + c possible roots of unity ω, (7.15) is an algebraic equation of
degree 2b in τ . We claim that if u, v ∈ R∗ are suitably chosen, then all 2b solutions
of this equation lie on S1 = {|τ | = 1}. It is easy to see that this set of solutions
contains the two values τ = ±λ which we need to exclude, leaving us with 2(b− 1)
solutions for each ω satisfying (7.14). We also claim that all these 2(b + c)(b − 1)
solutions are distinct, thereby yielding (b + c)(b− 1) hyperbolic nodes of the curve,
as desired.
Let us establish these claims. Denote ε = λb+c ∈ {−1, 1}. Replacing τ by ρ = τλ−1
(thus τ = λρ), we transform (7.15) into
uε(ρb − ρ−b) = v(ρc − ρ−c).
Making the substitution ρ = eiα, we translate this into
(7.17) uε sin(bα) = v sin(cα).
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If | v
u
| is sufficiently small, then the equation (7.17) clearly has 2b distinct real solutions
in the interval [0, 2pi), as claimed. Finally, it is not hard to see that all resulting
2(b+ c)(b− 1) values of τ are distinct. 
We return to the general treatment of (potentially reducible) expressive L∞-regular
curves. First, a generalization of Proposition 7.6:
Proposition 7.16. Let C be a reduced real plane curve such that
• each component of C is real, and either polynomial or trigonometric;
• the singular set of C in the affine plane A2 consists solely of hyperbolic nodes;
• the set of real points of C in the affine plane is connected.
Then C is expressive and L∞-regular.
Proof. The proof utilizes the approach used in the proof of Proposition 7.6. Arguing
exactly as at the beginning of the latter proof, we conclude that all we need to show
is that the polynomial F defining C has finitely many critical points in the affine
plane A2. Once again, we argue by contradiction. Assuming that Z(Fx) ∩ Z(Fy)
contains a real curve B of a positive degree d′ < d = deg(C), and reasoning as in
the earlier proof, we conclude that for any component C ′ of C, there exists a curve
BˆC′ ∈ Span{B, (L∞)d′} containing C ′ as a component. In view of the connectedness
of CR and the fact that different members of the pencil Span{B, (L∞)d′} are disjoint
from each other in the affine plane A2, we establish that there is just one curve
Bˆ ∈ Span{B, (L∞)d′} that contains all the components of C—but this contradicts
the inequality d′ < d. 
Theorem 7.17. Let C be a reduced real plane algebraic curve, with all irreducible
components real. The following are equivalent:
• C is expressive and L∞-regular;
• each irreducible component of C is either trigonometric or polynomial,
all singular points of C in the affine plane A2 are hyperbolic nodes, and
the set of real points of C in the affine plane is connected.
Proof. Follows from Propositions 7.3 and 7.16. 
Corollary 7.18. Let C be an L∞-regular expressive plane curve whose irreducible
components are all real. Let C ′ be a subcurve of C, i.e., a union of a subset of
irreducible components. If the set of real points of C ′ in the affine plane is connected,
then C ′ is also L∞-regular and expressive.
Proof. Follows from Theorem 7.17. 
We conclude this section by a corollary whose statement is entirely elementary,
and in particular does not involve the notion of expressivity.
Corollary 7.19. Let C = V (G(x, y)) be a real polynomial or trigonometric affine
plane curve which intersects itself solely at hyperbolic nodes. Then all critical points
of the polynomial G(x, y) are real.
Proof. Immediate from Proposition 7.6 (or Theorem 7.10). 
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8. More expressivity criteria
We first discuss the irreducible case. By Theorem 7.10, an irreducible plane curve
is expressive and L∞-regular if and only if it is is either trigonometric or polynomial,
and all its singular points outside L∞ are real hyperbolic nodes. The last condition
is the usually the trickiest to verify.
One simple case is when the number of hyperbolic nodes attains its maximum:
Corollary 8.1. Let C be a real polynomial or trigonometric curve of degree d with
(d−1)(d−2)
2
hyperbolic nodes. Then C is expressive and L∞-regular.
Proof. In view of Hironaka’s formula (3.7), the curve C has no other singular points
besides the given hyperbolic nodes. The claim follows by Proposition 7.6. 
Examples illustrating Corollary 8.1 include Lissajous-Chebyshev curves (5.2) with
parameters (d, d−1) as well as hypotrochoids with parameters (k, k − 1) (cf. (4.12)).
Remark 8.2. In Corollary 8.1, the requirement that the curve C is polynomial
or trigonometric cannot be dropped. For example, there exists an irreducible real
quadric with three hyperbolic nodes which is not expressive.
Corollary 8.1 can be generalized as follows.
Corollary 8.3. Let C = V (G(x, y)) be a real polynomial or trigonometric curve
with ν hyperbolic nodes. Suppose that the Newton polygon of G(x, y) has ν interior
integer points. Then C is expressive and L∞-regular.
Proof. It is well known (see [8] or [13, Section 4.4]) that the maximal possible number
of nodes of an irreducible plane curve with a given Newton polygon (equivalently,
the arithmetic genus of a curve in the linear system spanned by the monomials in
the Newton polygon, on the associated toric surface) equals the number of interior
integer points in the Newton polygon. The claim then follows by Proposition 7.6. 
Applications of Corollary 8.3 include arbitrary irreducible Lissajous-Chebyshev
curves (5.2).
It is natural to seek an algorithm for verifying whether a given immersed real
polynomial or trigonometric curve C, say one given by an explicit parametriza-
tion, is expressive. By Theorem 7.10, this amounts to checking that each points of
self-intersection of C in the affine plane A2 corresponds to two real values of the
parameter. In the case of a polynomial curve
t 7→ (P (t), Q(t)),
this translates into the requirement that the resultant (with respect to either variable
s or t) of the polynomials
P̂ (t, s) =
P (t)− P (s)
t− s and Q̂(t, s) =
Q(t)−Q(s)
t− s
has distinct real roots.
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Example 8.4. Consider the sextic curve
t 7→ (−8t6 + 24t4 + 4t3 − 18t2 − 6t+ 1,−2t4 + 4t2 − 1).
In this case,
P̂ (t, s) = −2(2s2 + 2st+ 2t2 − 3)(2s3 + 2t3 − 3s− 3t− 1),
Q̂(t, s) = −2(s+ t)(s2 + t2 − 2).
The resultant of P̂ and Q̂ (which we computed using Sage) is equal to
−256(2s2 − 3)(2s2 − 2s− 1)(2s2 + 2s− 1)(8s6 − 24s4 − 4s3 + 18s2 + 6s− 1).
All its 12 roots are real, so the curve is expressive, with 6 nodes. See Figure 12.
Figure 12: The curve C = V (2x3 + 3x2 − 1 + (4y3 − 3y + x2
2
)2).
The case of a trigonometric curve can be treated in a similar way. Let C be a
trigonometric curve with a Laurent parametrization
t 7→ (x(t), y(t)) = (P (t) + P (t−1), Q(t) +Q(t−1))
(cf. (4.10)), with P (t) =
∑
k αkt
k, Q(t) =
∑
k βkt
k. We write down the differences
x(t)− x(s)
t− s =
∑
k
(tk−1 + tk−2s+ ...+ sk−1)
(
αk − αk
tksk
)
,
y(t)− y(s)
t− s =
∑
k
(tk−1 + tk−2s+ ...+ sk−1)
(
βk − βk
tksk
)
,
clear the denominators by multiplying by an appropriate power of ts, and require
that all values of t and s for which the resulting polynomials vanish (equivalently,
all roots of their resultants) lie on the unit circle.
Proposition 8.5. Let C = V (G) be an L∞-regular curve, with G(x, y) ∈ R[x, y].
Assume that CR is connected, and each singular point of it is a hyperbolic node, as
in Definition 6.3. Let ν denote the number of such nodes, and let ρ be the number
of regions of the divide DG. Then C is expressive if and only if
(8.1) ν + ρ = (d− 1)2 −
∑
p∈C∩L∞
µ(C, p, L∞).
Proof. By Be´zout’s theorem, the right-hand side of (8.1) is the number of critical
points of G in the affine plane, counted with multiplicities. Since each region of DG
contains at least one (real) critical point, and each node of CR is a critical point, the
only way for (8.1) to hold is for C to be expressive. 
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9. Bending, doubling, and unfolding
In this section, we describe several transformations which can be used to construct
new examples of expressive curves from existing ones. The simplest transformation
of this kind is the “bending” procedure based on the following observation:
Proposition 9.1. Let f(x, y), g(x, y) ∈ R[x, y] be such that the map
(9.1) (x, y) 7→ (f(x, y), g(x, y))
is a biregular automorphism of A2. If the curve C = V (G(x, y)) is expressive, then
so is the curve
C˜ = V (G(f(x, y), g(x, y))).
If, in addition, C is L∞-regular, with real components, then so is C˜.
Proposition 9.1 is illustrated in Figure 13.
Figure 13: The curves C = V (x2 + y2 − 1) and C˜ = V (x2 + (2y − 2x2)2 − 1).
Proof. The automorphism (9.1) is an invertible change of variables that restricts to a
diffeomorphism of the real plane R2. As such, it sends (real) critical points to (real)
critical points, does not change the divide of the curve, and preserves expressivity.
Let us now assume that C is expressive and L∞-regular, with real components. In
view of Theorem 7.16, all we need to show is that all components of C˜ are polynomial
or trigonometric. Geometrically, a polynomial (resp., trigonometric) component is a
Riemann sphere punctured at one real point (resp., two complex conjugate points)
and equivariantly immersed into the plane. This property is preserved under real
biregular automorphisms of A2. 
Remark 9.2. It is well known [31] that the group of automorphisms of the affine
plane is generated by affine transformations together with the transformations of
the form (x, y) 7→ (x, y + P (x)), for P a polynomial. This holds over any field of
characteristic zero, in particular over the reals.
Example 9.3. Several examples of bending can be extracted from Table 3. Applying
the automorphism (x, y) 7→ (x, y + x− xm) to the line V (x− y), we get V (xm − y).
The automorphism (x, y) 7→ (x, y − x2) transforms the parabola V (y2 − x) into
V ((y − x2)2 − x), the ellipse V (x2 + y2 − 1) into V (x2 + (y − x2)2 − 1), and the
nodal cubic V (y2 − xy − x3) into V ((y − x2)2 − xy). (In turn, V (y2 − xy − x3) and
V (4x3 − 3x+ 2y2 − 1) are related to each other by an affine transformation.)
Example 9.4. The polynomial expressive curves shown in Figure 14 (in red) are
obtained by bending a parabola and a nodal cubic.
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Figure 14: A curve C = V (G(x, y)) and the “doubled” curve C˜ = V (G(x, y2)).
On the left: G(x, y2) is the left-hand side of the equation (4.9). Cf. Figure 7.
On the right: G(x, y2) is the left-hand side of (4.14), with a = 2. Cf. Figure 8.
We next discuss the “doubling” construction which transforms a plane curve
C = V (G(x, y)) into a new curve C˜ = V (G(x, y2)). Proposition 9.5 below shows that,
under certain conditions, this procedure preserves expressivity. See Figure 14.
Proposition 9.5. Let C be an expressive L∞-regular curve whose components are
all real (hence polynomial or trigonometric, see Proposition 7.3). Suppose that
• each component B = V (G(x, y)) of C, say with degx(G) = d, intersects Z(y) in d
real points (counting multiplicities), all of which are smooth points of C; moreover,
these intersections occur in one of the following ways:
◦ d
2
points of quadratic tangency (this must be the case if B is trigonometric); or
◦ d−1
2
points of quadratic tangency and one point of transverse intersection; or
◦ d−2
2
points of quadratic tangency and 2 points of transverse intersection;
• all nodes of C lie in the real half-plane {y > 0};
• at each point of quadratic tangency between C and Z(y), the local real branch of
C lies in the upper half-plane {y > 0}.
Then the curve C˜ = V (G(x, y2)) is expressive and L∞-regular.
Proof. The curve C˜ is nodal by construction. It is not hard to see that the set C˜R is
connected, and all the nodes of C˜ are hyperbolic. (See the proof of Proposition 9.8
for a more involved version of the argument.) In view of Theorem 7.17, it remains
to show that all components of C˜ are real polynomial or trigonometric.
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We only treat the trigonometric case, since the argument in the polynomial case is
similar. (Cf. also the proof of Lemma 9.7, utilizing such an argument in a more com-
plicated context.) The natural map C˜→C lifts to a two-sheeted ramified covering
ρ : C˜∨→C∨ between respective normalizations. The restriction of ρ to C˜∨\ρ−1(Z(y))
is an unramified two-sheeted covering, and each component of C˜ contains a one-
dimensional fragment of the real point set, hence is real. In fact, ρ is not ramified at
all, since each point in C ∩ Z(y) lifts to a node, and hence to two preimages in C˜∨.
Since C∨ = C∗, it follows that C˜∨ is a union of at most two disjoint copies of C∗.
We conclude that C˜ consists of one or two trigonometric components. 
If a curve C = V (G(x, y)) satisfies the conditions in Proposition 9.5 with respect to
each of the coordinate axes Z(x) and Z(y), with all points in C∩Z(x) (resp., C∩Z(y))
located on the positive ray {x = 0, y > 0} (resp., {y = 0, x > 0}), the one can apply
the doubling transformation twice, obtaining an expressive curve C˜ = V (G(x2, y2)).
A couple of examples are shown in Figure 15.
Figure 15: A curve C = V (G(x, y)) and its “double-double” C ′ = V (G(x2, y2)).
Left: C is a nodal cubic tangent to both axes, C˜ is a 4-petal hypotrochoid, cf.
Definition 7.12, with b = 3, c = 1. Right: C is a cubic parabola tangent to both
axes, C˜ is an epitrochoid with b = 3, c = −1.
The remainder of this section is devoted to the discussion of “unfolding.” This is
a transformation of algebraic curves that utilizes the coordinate change
(9.2) (x, y) = (x, Tm(u)).
(As before, Tm denotes the mth Chebyshev polynomial of the first kind, see (4.1).)
A precise description of unfolding is given in Proposition 9.8 below. To get a general
idea of how this construction works, take a look at the examples in Figures 16–17.
As these examples illustrate, the bulk of the unfolded curve (viewed up to an isotopy
of the real plane) is obtained by stitching together m copies of the input curve C, or
more precisely the portion of C contained in the strip {−1 ≤ y ≤ 1}.
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Figure 16: An ellipse C = V (G(x, y)) and its unfolding C = V (G(x, T5(y))).
Here G(x, y) = y2 − √2xy + x2 − 1
2
. The green dashed lines are given by the
equations y=±1 (on the left) and T5(y)=16y5− 20y3 + 5y=±1 (on the right).
Figure 17: A curve C = V (G(x, y)) and its triple unfolding C = V (G(x, T3(y))).
Here G(x, y) = 8x3−12x2 +(2y+(x−1)2)2. The green dashed lines are given by
the equations y = ±1 (on the left) and T3(y) = 4y3 − 3y = ±1. Cf. Figure 12.
Lemma 9.6. Let C = V (F (x, y)) be a trigonometric curve. Suppose that
• the strip {−1 < y < 1} contains a one-dimensional fragment of CR;
• d = degx F is even;
• C intersects each of the lines y = ±1 in d/2 points;
• all of these points are smooth points of quadratic tangency between C and Z(y2−1).
Then for any m ∈ Z>0 , the curve C(m) defined by
(9.3) C(m) = V (F (x, Tm(u)))
is a union of trigonometric curves.
Proof. The natural map C(m) → C given by (9.2) lifts to the m-sheeted ramified
covering map ρ : C∨(m) → C∨ between the normalizations. The restriction
ρ : C∨(m) \ ρ−1(Z(y2 − 1))→ C∨ \ Z(y2 − 1)
is an unramified m-sheeted covering, and each of the components of C(m) contains a
one-dimensional fragment of the real point set, hence is real. Let us show that ρ is
not ramified at all. If p ∈ C ∩ Z(y − 1) and T−1m (1) consists of a simple roots and
b double roots, then p lifts to a smooth points (where C(m) is quadratically tangent
to the lines u = λ with λ running over all these simple roots) and b nodes, totaling
a+ 2b = m preimages in C∨(m).
As C is trigonometric, C∨=C∗. Since a cylinder can only be covered by a cylinder,
C∨(m) is a union of disjoint copies of C∗ (not necessarily m of them), so C(m) is a union
of trigonometric components. 
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Lemma 9.7. Let C = V (F (x, y)) be a real polynomial curve. Let d = degx F (x, y).
Suppose that
• the strip {−1 < y < 1} contains a one-dimensional fragment of CR;
• C intersects Z(y2 − 1) in 2d points (counting multiplicities), all of which are
smooth points of C;
• these points include d− 1 quadratic tangencies and two transverse intersections.
Then for any m ∈ R>0 , the curve C(m) defined by (9.3) is a union of polynomial or
trigonometric components.
Proof. It is not hard to see that C has a polynomial parametrization t 7→ (P (t), Q(t))
with Q(t) = ±Td(t). This follows from “Chebyshev’s equioscillation theorem” of
approximation theory (due to E. Borel and A. Markov, see, e.g., [29, Section 1.1]
or [25, Theorem 3.4]. In the rest of the proof, we assume that Q(t) = Td(t), as the
case Q(t) = −Td(t) is completely similar.
We note that one can slightly vary the coefficients of P while keeping the inter-
section properties of C with Z(y2 − 1) (and maintaining expressivity if C has this
property). Thus, we can assume that P (t) is a generic polynomial (in particular,
with respect to Q(t) = Td(t)).
Case 1: gcd(d,m) = 1. Observe that
(9.4) τ 7→ (x, u) = (P (Tm(τ)), Td(τ))
is a parametrization of a polynomial curve lying inside C(m). Indeed,
F (P (Tm(τ)), Tm(Td(τ))) = F (P (Tm(τ)), Td(Tm(τ))) = 0
because F (P (t), Q(t)) = 0.
Since dx
dτ
and du
dτ
never vanish simultaneously (thanks to the genericity of P and the
coprimeness of d and m), the map (9.4) is an immersion of C into the affine plane.
Since u = 0 at d points, while degx F (x, Tm(u)) = d, the image of this immersion is
the entire curve C(m), which is therefore polynomial.
Case 2: c = gcd(m, d) > 1. Let m = cr, d = cs. The curve C(m) is given in the
affine (x, u)-plane by the equations
x = P (t), Tm(u) = Td(t)
involving an implicit parameter t. Setting t = Tr(τ) we rewrite this as
x = P (Tr(τ)), Tm(u) = Tm(Ts(τ))
(since Td(Tr(τ)) = Tm(Ts(τ))). The equation Tm(u) = Tm(u
′) has solutions u = u′,
u = −u′ (for m even) as well as
arccosu = ± arccosu′ + 2pi k
m
, k = 0, . . . ,m− 1, u, u′ ∈ [−1, 1].
From this, we obtain the following components of C(m), all of which turn out to be
either polynomial or trigonometric. The polynomial components are:
x = P (Tr(τ)), u = Ts(τ),
x = P (Tr(τ)), u = −Ts(τ) (m ∈ 2Z).
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The trigonometric components are (here we set τ = cos θ):
x = P (cos(rθ)), u = cos(sθ ± 2pi k
m
), 0 < k < m
2
.
One can sort out which of these components are distinct by taking into account that
x is invariant with respect to the substitutions θ 7→ −θ and θ 7→ θ + 2pi j
r
. 
Proposition 9.8. Let C = V (G(x, y)) be an expressive L∞-regular curve all of
whose components are real (hence polynomial or trigonometric, cf. Proposition 7.3).
Suppose that
• each component V (F (x, y)) of C, say with degx(F ) = d, intersects Z(y2 − 1) in
2d real points (counting multiplicities), all of which are smooth points of C;
• moreover, these intersections occur in one of the following two ways:
◦ d points of quadratic tangency, or
◦ d− 1 points of quadratic tangency and two points of transverse intersection;
• all nodes of C lie in the strip {−1 < y < 1};
• at each point of quadratic tangency between C and Z(y2−1), the local real branch
of C lies in the strip {−1 ≤ y ≤ 1}.
Then the curve C(m) = V (G(x, Tm(y))) is expressive and L
∞-regular.
Proof. By construction, the curve C(m) is nodal. By Lemmas 9.6 and 9.7, the com-
ponents of C(m) are real polynomial or trigonometric. In view of Theorem 7.17, it
remains to show that the set C(m),R is connected, and that all the nodes of C(m) are
hyperbolic.
The set of real points CR is connected by Definition 5.1. Since all the nodes of C
lie inside the strip {−1 < y < 1}, it follows that the set CR ∩ {−1 ≤ y ≤ 1} is
connected.
Let {a1 < · · · < am+1} be the set of roots of the equation T 2m(a) = 1. Then each
set
(9.5) C(m),R ∩ {aj ≤ y ≤ aj+1}, j = 1, ...,m,
is an image of CR∩{−1 ≤ y ≤ 1} under a homeomorphism of the strip {−1 ≤ y ≤ 1}
onto the strip {aj ≤ y ≤ aj+1}. Furthermore, for each j = 2, ...,m, the pair of sets
C(m),R ∩ {aj−1 ≤ y ≤ aj} and C(m),R ∩ {aj ≤ y ≤ aj+1}
are attached to each other at their common points along the line Z(y − aj). (This
set of common points is nonempty since it includes the images of the intersection of
CR with one of the two lines Z(y± 1).) To obtain the entire set C(m),R , we attach to
the (connected) union of the m sets (9.5) the diffeomorphic images of the intervals
forming the set CR \ {−1 ≤ y ≤ 1} (if any). We conclude that C(m),R is connected.
Regarding the nodes of C(m), we observe that they come in two flavours. First,
as one of the m preimages of a node of C contained in the strip {−1 < y < 1};
all these preimages are real, hence hyperbolic. Second, as a preimage of a tangency
point between C and Z(y2 − 1); this again yields a hyperbolic node. 
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10. Arrangements of lines, parabolas, and circles
We next discuss ways of putting together several expressive curves to create a new
(reducible) expressive curve. Our key tool is the following corollary.
Corollary 10.1. Let C1, . . . , Ck be expressive and L
∞-regular plane curves such that
• each pair Ci and Cj intersect each other in A2 at (distinct) hyperbolic nodes, and
• the set CR of real points of the curve C = C1 ∪ · · ·Ck is connected.
Then C is expressive and L∞-regular.
Proof. Follows from Theorem 7.17. 
One easy consequence of Corollary 10.1 is the following construction.
Corollary 10.2 (cf. Example 5.7). Let f1(x), . . . , fk(x) ∈ R[x]. Assume that each
polynomial fi(x)− fj(x) has real roots, and all such roots (over all pairs {i, j}) are
pairwise distinct. Then the curve V (
∏
i(y − fi(x))) is expressive and L∞-regular.
Example 10.3 (Line arrangements). An arrangement of distinct real lines in the
plane forms an expressive and L∞-regular curve, as long as no three lines intersect
at a point. Parallel lines are allowed. See Figure 18.
Figure 18: A line arrangement.
Example 10.4 (Arrangements of parabolas). Let C be a union of distinct real
parabolas in the affine plane. Then C is an expressive and L∞-regular curve provided
• the set of real points of C is connected;
• no three parabolas intersect at a point;
• all intersections between parabolas are transverse;
• for each pair of parabolas P1 and P2, one of the following options holds:
– P1 and P2 differ by a shift of the plane, or
– P1 and P2 have parallel (or identical) axes, and intersect at 2 points, or
– P1 and P2 intersect at 4 points.
See Figures 19 and 20.
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Figure 19: An arrangement of four co-oriented parabolas. Each pair of parabolas
intersect transversally at two points.
Figure 20: Two arrangements of four parabolas. Each pair of parabolas intersect
transversally at one, two, or four points, all of them real.
Examples 10.3 and 10.4 have a common generalization:
Example 10.5 (Arrangements of lines and parabolas). Let C be a union of distinct
real lines and parabolas in the affine plane. Then C is an expressive and L∞-regular
curve provided
• the set of real points of C is connected;
• no three of these curves intersect at a point;
• all intersections between these lines and parabolas are transverse;
• each line intersects every parabola at one or two points;
• each pair of parabolas intersect in one of the ways listed in Example 10.4.
Another elegant application of Corollary 10.1 involves arrangements of circles:
Example 10.6 (Circle arrangements). Let {Ci} be a collection of circles on the real
affine plane such that each pair of circles intersect transversally at two real points,
with no triple intersections. Then the curve
⋃
Ci is expressive and L
∞-regular. See
Figure 21.
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Figure 21: A circle arrangement.
Here is a common generalization of Examples 10.3 and 10.6:
Example 10.7 (Arrangements of lines and circles). Let {Ci} be a collection of lines
and circles on the real affine plane such that each circle intersects every line (resp.,
every other circle) transversally at two points, with no triple intersections. Then the
curve
⋃
Ci is expressive and L
∞-regular. See Figure 22.
Figure 22: An arrangement of circles and lines.
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11. Shifts and dilations
In this section, we obtain lower bounds for an intersection multiplicity (at a point
p ∈ L∞) between a plane curve C and another curve obtained from C by a shift or
dilation. In Sections 12–13, we will use these estimates to derive expressivity criteria
for unions of polynomial or trigonometric curves.
Without loss of generality, we assume that p = (1, 0, 0) throughout this section.
To state our bounds, we will need some notation involving Newton diagrams:
Definition 11.1. Let C = Z(F (x, y, z)) be a plane projective curve that contains
neither of the lines Z(z) = L∞ and Z(y) as a component. Furthermore assume that
p = (1, 0, 0) ∈ C ∩L∞. We denote by Γ(C, p) the Newton diagram of the polynomial
(11.1) F1(y, z) = F (1, y, z) ∈ C[y, z]
at the point (0, 0), see Definition 3.5. Since F1 is not divisible by y or z, the Newton
diagram Γ(C, p) touches both coordinate axes. We denote by S−(Γ(C, p)) the area
of the domain bounded by Γ(C, p) and these axes.
Proposition 11.2. Let C = Z(F (x, y, z)) be a projective curve that contains neither
Z(z) = L∞ nor Z(y) as a component. Let c ∈ C∗, and let Cc denote the dilated curve
(11.2) Cc = Z(F (cx, cy, z)).
Assume that p = (1, 0, 0) ∈ C ∩ L∞. Then
(11.3) (C · Cc)p ≥ 2S−(Γ(C, p)).
Proof. In the coordinates (y, z), the dilation C ; Cc can be regarded as a transition
from the polynomial F1 (see (11.1)) to the polynomial Fc(y, z) = F (c, cy, z). The
polynomials F1 and Fc have the same Newton diagram at p (resp., Newton polygon).
Furthermore, let G(y, z) be a polynomial with the same Newton polygon and with
generic coefficients. By the lower semicontinuity of the intersection number, we have
(C · Cc)p ≥ (C · Z(G(y, z)))p.
By Kouchnirenko’s theorem [24, 1.18, The´ore`me III′], the total intersection multi-
plicity of the curves C and Z(G) in the torus (C∗)2 equals 2S(P ), twice the area of
the Newton polygon P of F1. Let us now deform F1 and G by adding all monomials
underneath the Newton diagram Γ(C, p), with sufficiently small generic coefficients.
Again by Kouchnirenko’s theorem, the total intersection multiplicity of the deformed
curves in (C∗)2 equals 2S(P ) + 2S−(Γ(C, p)). To establish the bound (11.3), it re-
mains to notice that the extra term 2S−(Γ(C, p)) occurring in the latter intersection
multiplicity geometrically comes from simple intersection points in a neighborhood
of p, obtained by breaking up the (complicated) intersection of C and Z(G) at p. 
To state the analogue of Proposition 11.2 for shifted curves, we need to recall some
basic facts about the Newton-Puiseux algorithm [14, Algorithm I.3.6]. This algorithm
assigns each local branch Q of a curve C at the point p = (1, 0, 0) ∈ C ∩ L∞ to an
edge E=E(Q) of the Newton diagram Γ(C, p), cf. Definition 11.1. We denote by
n(E) = (ny, nz) ∈ Z2>0
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the primitive integral normal vector to E, with positive coordinates.
Lemma 11.3 (cf. [14, Section I.3.1]). Let Q be a local branch of C at p=(1, 0, 0)∈C.
Assume that Q is is tangent to L∞. Let E = E(Q). Then
(11.4) n(E) = (ny, nz) =
1
r
(m, d)
where
d = d(Q) = (Q · L∞)p ,(11.5)
m = m(Q) = mult(Q) < d,(11.6)
r = r(Q) = gcd(m, d).(11.7)
We denote by FE(y, z) = FE(Q)(y, z) the truncation of F1 (see 11.1) along the edge
E = E(Q). The polynomial FE is quasihomogeneous with respect to the weighting
of y and z by ny and nz, respectively. We denote
ρ = ρ(Q) = lim
q=(1,y,z)∈Q
q→p
zny
ynz
∈ C∗,(11.8)
η(Q) = multiplicity of (zny − ρynz) as a factor of FE(y, z).(11.9)
It is not hard to see that ρ(Q) is well defined, and that η(Q) ≥ 1.
Proposition 11.4. Let C = Z(F (x, y, z)) be a projective curve not containing the
line Z(z) = L∞ as a component. Assume that p = (1, 0, 0) ∈ C ∩ L∞, and that C is
not tangent to the line Z(y) at p. Let a, b ∈ C, and let Ca,b denote the shifted curve
(11.10) Ca,b = Z(F (x+ az, y + bz, z)).
Then
(C · Ca,b)p ≥ 2S−(Γ(C, p))−mult(C, p) + (C · L∞)p +
∑
Q
min(r(Q), η(Q)− 1),
(11.11)
where the sum is over all local branches Q of C at p which are tangent to L∞.
(For the definitions of S−(Γ(C, p)), r(Q) and η(Q), see Definition 11.1, (11.5)–
(11.7) and (11.8)–(11.9), respectively.)
Proof. Since the intersection multiplicity is lower semicontinuous, we may assume
that a and b are generic complex numbers.
Let us denote
Q(C, p) = the set of local branches of C at p;
Q0(C, p) = the set of local branches tangent to L∞;
Q1(C, p) = the set of local branches transversal to L∞.
The local branches in Q0(C, p) correspond to the edges of Γ(C, p) such that ny < nz,
cf. Lemma 11.3. Let Γ0(C, p) denote the union of these edges. The local branches in
Q1(C, p), if any, correspond to the unique edge E(1,1)⊂Γ(C, p) with n(E(1,1))=(1, 1).
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powers of z
powers of y
E(1,1)
Γ0(C, p)
Figure 23: The Newton diagram Γ(C, p). The edge E(1,1) corresponds to the
local branches transversal to L∞. The remaining edges of Γ(C, p) form the
subdiagram Γ(C, p); they correspond to the local branches tangent to L∞.
Figure 23 illustrates the case where the edge E(1,1) is present; equivalently, some local
branches are transversal to L∞.
Let us consider the family of curves {Cλa,λb}0≤λ≤1 interpolating between C = C0,0
and Ca,b . Being equisingular at the point p, this deformation preserves the number of
local branches at p as well as their topological characteristics. It therefore descends
to families of individual local branches at p, yielding an equisingular bijection
Q(C, p) −→ Q(Ca,b, p)
Q 7−→ Qa,b .
Since the fixed point set of the shift (x, y, z) 7→ (x+ az, y+ bz, z) is the line L∞, this
bijection restricts to bijections Q0(C, p)→ Q0(Ca,b, p) and Q1(C, p)→ Q1(Ca,b, p).
To obtain the desired lower bound on (C ·Ca,b)p , we will exploit the decomposition
(11.12) (C · Ca,b)p =
∑
Q,Q′∈Q(C,p)
(Q ·Q′a,b)p = Σ00 + Σ01 + Σ10 + Σ11 ,
where we use the notation
Σεδ =
∑
Q∈Qε(C,p)
Q′∈Qδ(C,p)
(Q ·Q′a,b)p , for ε, δ ∈ {0, 1}.
Lemma 11.5. Suppose Q1(C, p) 6= ∅. Then
(11.13) Σ01 + Σ10 + Σ11 = 2S
−(E(1,1)),
where S−(E(1,1)) denotes the area of the trapezoid bounded by the edge E(1,1), the
coordinate axes, and the vertical line through the rightmost endpoint of E(1,1).
Proof. For Q ∈ Q1(C, p), the tangent lines to Q and Qa,b differ from each other. The
foregoing discussion implies that, for any Q ∈ Q1(C, p) and Q′ ∈ Q(C, p), we have
(Q ·Q′a,b)p = (Qa,b ·Q′)p = multQ ·multQ′.
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We then observe that∑
Q∈Q0(C,p)
multQ = `0
def
= length of the projection of Γ0(C, p) to the vertical axis,
∑
Q∈Q1(C,p)
multQ = `1
def
= length of the projection of E(1,1) to either of the axes,
implying
Σ01 + Σ10 + Σ11 = `0`1 + `1`0 + `
2
1 = 2S
−(E(1,1)). 
In light of (11.12) and (11.13), it remains to obtain the desired lower bound for
the summand Σ00 . To simplify notation, we will pretend, for the time being, that all
local branches are tangent to L∞, so that Q(C, p) = Q0(C, p) and Γ(C, p) = Γ0(C, p).
Let Q(E) denote the set of local branches of C at p associated with an edge E
of Γ(C, p). Equivalently, Q(E) = {Q ∈ Q(C, p) | E(Q) = E}.
Lemma 11.6. Let E1 and E2 be two distinct edges of the Newton diagram Γ(C, p).
Assume that E2 is located above and to the left of E1, so that
E1 =[(i1, j1), (i
′
1, j
′
1)], E2 =[(i2, j2), (i
′
2, j
′
2)], i
′
2<i2≤ i′1<i1 , j1<j′1≤j2<j′2 .
Then ∑
Q∈Q(E1)
∑
Q′∈Q(E2)
(Q ·Q′a,b)p =
∑
Q∈Q(E1)
∑
Q′∈Q(E2)
(Qa,b ·Q′)p = (j′1 − j1)(i2 − i′2).
Note that (j′1− j1)(i2− i′2) is the area of the rectangle formed by the intersections
of the horizontal lines passing through E1 with the vertical lines passing through E2.
See Figure 24.
powers of z
powers of y
E2
E1
j′2
j2 =j
′
1
j1
i′2 i2 = i
′
1 i1
Figure 24: Two edges in the Newton diagram Γ(C, p). Here Γ(C, p)=Γ0(C, p).
Proof. In the coordinates (1, y, z), the shift transformation
(1, y, z) 7→ (1 + az, y + bz, z)
converts the polynomial F1(y, z) = F (1, y, z) defining the affine curve C \ Z(x) into
the polynomial Fa,b(y, z) = F (1 + az, y + bz, z) defining Ca,b \ Z(x). Under this
transformation, each monomial yizj of F1 becomes
(11.14) yizj +
∑
i′,j′≥0
i′+j′>0
ci′j′y
i−i′zj+i
′+j′ .
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In view of the assumption Q(C, p) = Q0(C, p), the monomials appearing in the sum
above correspond to integer points lying strictly above the Newton diagram Γ(C, p)
of F1. In particular, Fa,b has the same Newton diagram Γ(C, p), and the same
truncations to its edges. Furthermore, each local branch Q ∈ Q(C, p) and its coun-
terpart Qa,b ∈ Q(Ca,b, p) are associated with the same edge of Γ(C, p). The union
of the local branches of Ca,b associated with the edge E1 can be defined by an ana-
lytic equation f(y, z) = 0 whose Newton diagram at the origin is the line segment
[(i1 − i′1, 0), (0, j′1 − j1)] (cf. the Newton-Puiseux algorithm [14, Algorithm I.3.6]).
For the same reason, a local branch Q of C at p associated with the edge E2 has a
parametrization
y = ϕ(t) = tm,
z = ψ(t) = αtd +O(td+1),
α 6=0, |t|1, d=(Q · L∞)p , m=mult(Q)
(cf. (11.5)–(11.6)) where d
m
=
j′2−j2
i2−i′2 . Since
j′2−j2
i2−i′2 >
j′1−j1
i1−i′1 , we obtain
f(ϕ(t), ψ(t)) = tm(i1−i
′
1)(β +O(t)), β 6= 0.
The statement of the lemma now follows from the fact that the total multiplicity of
the local branches of C at p associated with the edge E2 equals j
′
2 − j2 . 
We are now left with the task of computing
(11.15)
∑
E
∑
Q,Q′∈Q(E)
(Q ·Q′a,b)p ,
where the first sum runs over the edges E of the Newton diagram. In this part of
the proof, we continue to assume, for the sake of simplifying the exposition, that
all local branches are tangent to L∞. Since the shift (a, y, z) 7→ (1 + az, y + bz, z)
acts independently on the analytic factors of F1(y, z), we furthermore assume, in our
computation of
∑
Q,Q′∈Q(E)(Q ·Q′a,b)p (see (11.15)), that the Newton diagram Γ(C, p)
consists of a single edge E = [(0,M), (D, 0)], with M < D and n(E) = (ny, nz).
Pick a local branch Q ∈ Q(E). It admits an analytic parametrization of the form
(11.16) x = 1, y = ϕ(t) = tm, z = ψ(t) = αtd +O(td+1),
where t ranges over a small disk in C centered at zero, m = r(Q) · ny, d = r(Q) · nz,
and r(Q) = gcd(d,m), cf. (11.4) and (11.7).
Lemma 11.7. We have
(11.17)
∑
Q′∈Q(E)
(Q ·Q′a,b)p = dM −m+ d+ min(r(Q), η(Q)− 1).
Proof. The left-hand side of (11.17) is the minimal exponent of t appearing in the
expansion of Fa,b(ϕ(t), ψ(t)) into a power series in t. Since F1(ϕ(t), ψ(t)) = 0, we
may instead substitute (11.16) into the difference Fa,b(y, z)−F1(y, z), or equivalently
into the monomials of the second summand in (11.14) (corresponding to individual
monomials yizj of F1(y, z)). Evaluating y
i−i′zj+i
′+j′ at y = ϕ(t), z = ψ(t), we obtain
(tm)i−i
′
(td(α +O(t)))j+i
′+j′ = tmi+dj+(d−m)i
′+dj′(αj+i
′+j′ +O(t)).
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To get the minimal value of the exponent mi + dj + (d − m)i′ + dj′, we need to
minimize mi + dj (which is achieved for (i, j) ∈ E), and take i′ = 1 and j′ = 0.
Developing Fa,b(y, z) = F (1+az, y+ bz, z) into a power series in a and b, we see that
the corresponding monomials yi−i
′
zj+i
′+j′ = yi−1zj+1 in Fa,b(y, z)−F (1, y, z) add up
to bzFy(1, y, z). We conclude that the desired minimal exponent of t occurs when
we substitute (y, z) = (ϕ(t), ψ(t)) either into bzFEy (y, z) or into a monomial y
i−1zj+1
such that (i, j) is one of the integral points closest to the edge E and lying above E.
The latter condition reads nyi+ nzj = nzM + 1.
The truncation FE(y, z) of F1(y, z) has the form
(11.18) FE(y, z) =
n∏
k=1
(zny − βkynz)rk ,
where β1, . . . , βn ∈ C are distinct, and r1, . . . , rn ∈ Z>0. Developing FE(y, z) into a
power series in t, we see that the monomials of FE yield the minimal exponent of t.
Since F1(ϕ(t), ψ(t)) = 0, these minimal powers of t must cancel out, implying that,
for some k0 ∈ {1, . . . , n}, we have (cf. (11.8), (11.9)):
ρ = ρ(Q) = lim
t→0
(αtd)ny
(tm)nz
= αny = βk0 ,
η = η(Q) = rk0 .
The factorization formula (11.18) implies that
bzFEy (y, z) = bnzy
nz−1z
n∑
k=1
(
(−βk)rk(zny − βkynz)rk−1
∏
l 6=k
(zny − βlynz)rl
)
.
We then compute the minimal exponent for bzFEy (y, z):
bnzy
nz−1z
∣∣
y=ϕ(t),z=ψ(t)
= O(tmnz−m+d),
(zny − βkynz)rk−1
∣∣
y=ϕ(t),z=ψ(t)
= O(tdny(rk−1)), k 6= k0,
(zny − ρynz)η−1∣∣
y=ϕ(t),z=ψ(t)
= O(t(dny+1)(η−1)),
(zny − βlynz)rl
∣∣
y=ϕ(t),z=ψ(t)
= O(tdnyrl), l 6= k0,
(zny − ρynz)η∣∣
y=ϕ(t),z=ψ(t)
= O(t(dny+1)η),
bzFEy (y, z)
∣∣
y=ϕ(t),z=ψ(t)
= O(tdM−m+d+η−1).
Also, for nyi+ nzj = nzM + 1, we have
yi−1zj+1
∣∣
y=ϕ(t),z=ψ(t)
= O(tdM−m+d+r(Q)).
Consequently∑
Q′∈Q(E)
(Q ·Q′a,b)p = min(dM −m+ d+ η − 1, dM −m+ d+ r(Q)),
as desired. 
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We are now ready to complete the proof of Proposition 11.4. We first note that
in Lemma 11.7,
m = multQ, d = (Q · L∞)p ,
and moreover
(11.19)
∑
Q∈Q(E)
multQ = M,
∑
Q∈Q(E)
(Q · L∞)p = D.
Therefore ∑
Q,Q′∈Q(E)
(Q ·Q′a,b)p =
∑
Q
(dM −m+ d+ min(r(Q), η(Q)− 1))
= DM −M +D +
∑
Q
min(r(Q), η(Q)− 1).(11.20)
Note that DM is twice the area of the right triangle with hypotenuse E.
As illustrated in Figure 25, adding up the contributions DM from all edges E
of Γ0(C, p), together with the contributions coming from Lemmas 11.5 and 11.6, we
obtain 2S−(Γ(C, p)), cf. Definition 11.1.
Finally, in view of (11.19), we have∑
E⊂Γ0(C,p)
(−M +D) =
∑
Q∈Q0(C,p)
(−mult(Q) + (Q · L∞)p)
=
∑
Q∈Q(C,p)
(−mult(Q) + (Q · L∞)p)
= −mult(C, p) + (C · L∞)p .
Putting everything together, we obtain (11.11). 
E(1,1)
E2
E1
S−(E(1,1))
1
2
D2M2
1
2
D1M1(j
′
1−j1)(i2−i′2)
Figure 25: The area S−(Γ(C, p)) under the Newton diagram Γ(C, p) is obtained
by adding three kinds of contributions: (a) the area S−(E(1,1)) of the trapezoid
underneath the edge E(1,1), cf. Lemma 11.5; (b) the areas (j
′
1−j1)(i2− i′2) of
rectangles obtained from pairs of edges E1, E2 of Γ0(C, p), cf. Lemma 11.6; and
(c) the areas 1
2
DM of right triangles adjacent to the edges in Γ0(C, p), cf. (11.20).
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12. Arrangements of polynomial curves
In this section, we generalize Example 10.5 to arrangements of polynomial curves
obtained from a given curve by shifts, dilations, and/or rotations. We start by
obtaining upper bounds on the number of intersection points of two polynomial
curves related by one of these transformations. These bounds lead to expressivity
criteria for arrangements consisting of such curves.
Recall that for a, b ∈ C and c ∈ C∗, we denote by
Ca,b = Z(F (x+ az, y + bz, z)),(12.1)
Cc = Z(F (cx, cy, z))(12.2)
the curves obtained from a plane curve C = Z(F (x, y, z)) by a shift and a dilation,
respectively. We will also use the notation
(12.3) Ca,b,c = Z(F (cx+ az, cy + bz, z))
for a curve obtained from C by a combination of a shift and a dilation.
As before, we identify a projective curve C = Z(F (x, y, z)) with its restriction to
the affine plane A2 = P2 \ L∞ given by C = V (G(x, y)), where G(x, y) = F (x, y, 1).
Under this identification, we have
Ca,b = V (G(x+ a, y + b)),(12.4)
Cc = V (G(cx, cy)),(12.5)
Ca,b,c = V (G(cx+ a, cy + b)).(12.6)
Remark 12.1. Unless c = 1 (the case of a pure shift), the transformation C ; Ca,b,c
can be viewed as a pure dilation centered at some point o ∈ C (where o may be
different from 0).
Corollary 12.2. Let C be a real polynomial curve of degree d. Let C ∩ L∞ = {p}
and m = mult(C, p). Then we have, for a, b ∈ C and c ∈ C∗:
(C · Ca,b,c)p ≥ dm;(12.7)
(C · Ca,b)p ≥ (d− 1)(m+ 1) + gcd(d,m).(12.8)
Proof. In view of Remark 12.1 and the inequality
(d− 1)(m+ 1) + gcd(d,m) ≥ dm,
it suffices to establish (12.7) in the case a = b = 0, i.e., with Ca,b,c replaced by Cc.
The bounds (12.7)–(12.8) are obtained by applying Propositions 11.2 and 11.4 to
the case of a polynomial curve C, while noting that in this case,
S−(Γ(C, p)) = 1
2
md,
mult(C, p) = m,
(C · L∞)p = d,
r(Q) = η(Q) = gcd(d,m). 
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Proposition 12.3. Let C be a real polynomial curve with a parametrization
t 7→ (P (t), Q(t)), deg(P ) = d, deg(Q) = d′ 6= d.
Let a, b, c ∈ C, c 6= 0, and let Ca,b,c be the shifted and dilated curve given by (12.3).
Assume that C and Ca,b,c have N intersection points in A2 = P2\L∞. Then N ≤ dd′.
Proof. Without loss of generality, assume that d > d′. By Be´zout’s theorem, the
intersection multiplicity (C ·Ca,b,c)p at the point p = (1, 0, 0) ∈ L∞ is at most d2 −N .
Applying (12.7), with m = d−d′, we obtain d2−N ≥ d(d−d′). The claim follows. 
Proposition 12.3 and Theorem 7.17 imply that if C and Ca,b,c intersect at dd
′
hyperbolic nodes in the real affine plane, then the union C ∪ Ca,b,c is expressive.
Example 12.4. Let C be the (2, 3)-Chebyshev curve, the singular cubic given by
(12.9) 2x2 − 1 + 4y3 − 3y = 0
or parametrically by
t 7→ (4t3 − 3t,−2t2 + 1),
cf. (4.3). Applying Proposition 12.3 (with d = 3 and d′ = 2), we see that the curve C
and its dilation Ca,b,c (c 6= 1) can intersect in the real affine plane in at most 6 points.
When this bound is attained, the union C ∪Ca,b,c is expressive. Figure 26 shows one
such example, with a = b = 0 and c = −1 (so Ca,b,c is a reflection of C). Cf. also
Figure 34.
Figure 26: An expressive cubic and its reflection, intersecting at 6 real points.
The resulting two-component curve is expressive.
Proposition 12.5. Let C be a real polynomial curve with a parametrization
t 7→ (P (t), Q(t)), deg(P ) = d, deg(Q) = d′ < d.
Let a, b ∈ C, and let Ca,b be the shifted curve given by (12.1). Assume that C and
Ca,b have N intersection points in A2 = P2 \ L∞. Then
(12.10) N ≤ dd′ − d′ − gcd(d, d′) + 1.
Proof. We use the same arguments as in the proof of Proposition 12.3 above, with
the lower bound (12.7) replaced by (12.8):
N ≤ d2 − (C · Ca,b)p ≤ d2 − (d− 1)(m+ 1)− gcd(d,m)
= d2 − (d− 1)(d− d′ + 1)− gcd(d, d′)
= dd′ − d′ + 1− gcd(d, d′). 
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For special choices of shifts, the bound (12.10) can be strengthened. Here is one
example, involving the Lissajous-Chebyshev curves, see Example 5.12. (Note that
such a curve does not have to be polynomial: it could be trigonometric or reducible.)
Proposition 12.6. Let C be a Lissajous-Chebyshev curve given by
(12.11) Tk(x) + T`(y) = 0.
Let a ∈ C, and let Ca,0 (resp., C0,a) be the shift of C in the x (resp., y) direction.
Assume that C and Ca,0 (resp., C0,a) intersect at Nx (resp., Ny) points in A2. Then
Nx ≤ (k − 1)`,(12.12)
Ny ≤ k(`− 1).(12.13)
We note that in the case when gcd(k, `) = 1 and k < `, the bound (12.13)
matches (12.10), with d = k and d′ = `, whereas (12.12) gives a stronger bound.
Proof. Due to symmetry, it suffices to prove (12.13). The intersection of the curves
C and C0,a is given by{
Tk(x) + T`(y) = 0
Tk(x) + T`(y + a) = 0
⇐⇒
{
Tk(x) + T`(y) = 0
T`(y + a)− T`(y) = 0.
The equation T`(y+ a)− T`(y) = 0 has at most `− 1 roots; each of these values of y
then gives at most k possible values of x. 
Example 12.7. As in Example 12.4, let C be the (2, 3)-Chebyshev curve (12.9).
Applying Proposition 12.6 (with k = 2 and ` = 3), we see that the curve C and its
vertical shift C0,b (b 6= 0) can intersect in the affine plane in at most 4 points. More
generally, Proposition 12.5 (with d = 3 and d′ = 2) gives the upper bound of 4 for
the number of intersection points between C and its nontrivial shift Ca,b. On the
other hand, in the case of a horizontal shift, we get at most 3 points of intersection.
When these bounds are attained, with all intersection points real, the union C ∪Ca,b
is expressive. See Figure 27.
Figure 27: An expressive cubic and its shift, intersecting at 3 or 4 real points,
depending on the direction of the shift. The resulting two-component curve is
expressive.
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In addition to shifts and dilations, we can consider other linear changes of variables
that can be used to construct new expressive curves. Let us illustrate one such
construction using the example of Lissajous-Chebyshev curves:
Proposition 12.8. Let C be the (k, `)-Lissajous-Chebyshev curve given by (12.11),
with ` > k ≥ 2. For q ∈ C∗, q 6= 1, let C[q] denote the curve defined by
(12.14) Tk(
x
q`
) + T`(
y
qk
) = 0.
Assume that C and C[q] intersect at N points in A2. Then
(12.15) N ≤ k(`− 2).
Proof. Since Tk(x) = 2
k−1xk +O(xk−1) and T`(y) = 2`−1y` +O(y`−1), the equations
defining C and C[q] can be written as
2k−1xk +O(xk−2) + 2`−1y` +O(y`−2) = 0,(12.16)
2k−1q−k`xk +O(xk−2) + 2`−1q−k`y` +O(y`−2) = 0.(12.17)
Multiplying (12.16) by qk` and subtracting (12.16), we get an equation of the form
(12.18) O(xk−2) +O(y`−2) = 0.
We thus obtain a system of two algebraic equations of the form (12.16) and (12.18).
Their Newton polygons are contained in the triangles with vertices (0, 0), (k, 0), (0, `)
and (0, 0), (k− 2, 0), (0, `− 2), respectively. The mixed area of these two triangles is
equal to k(`−2) (here we use that ` > k ≥ 2 and therefore `−2
k−2 >
`
k
). By Bernstein’s
theorem [3], this system of equations has at most k(`− 2) solutions. 
Example 12.9. As in Examples 12.4 and 12.7, let C be the (2, 3)-Chebyshev
curve (12.9). Applying Proposition 12.8 (with k = 2 and ` = 3), we see that
the curve C and the rescaled curve C[q] defined by (12.14) can intersect in the affine
plane in at most 2 points. When they do intersect at 2 real points, the union C∪Ca,b
is expressive. See Figure 28.
Figure 28: An expressive cubic and its rescaling (12.14), intersecting at 2 real
points. The resulting two-component curve is expressive.
Remark 12.10. Let C ′ be a curve obtained from a plane curve C = V (G(x, y)) of
degree d by an arbitrary affine change of variables:
C ′ = V (G(c11x+ c12y + a, c21x+ c22y + b)).
Then C and C ′ intersect in A2 in at most d2 points. Thus, if they intersect at d2
hyperbolic nodes, then C ∪ C ′ is expressive. See Figure 29.
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Figure 29: Two expressive cubics related by a 90◦ rotation, and intersecting at
9 real points. The resulting two-component curve is expressive.
Example 12.11. Figures 30–31 show five different ways to arrange two Chebyshev
curves (the (2, 3)-Chebyshev cubic and the (3, 4)-Chebyshev quartic, respectively)
related to each other by an affine transformation of the plane A2 so that the resulting
two-component curve is expressive. These pictures illustrate:
(a) Proposition 12.8, cf. Example 12.9;
(b,c) Proposition 12.6, cf. Example 12.7;
(d) Proposition 12.3, cf. Example 12.4; and
(e) Remark 12.10.
(a) (b) (c) (d) (e)
Figure 30: Two expressive cubics forming a two-component expressive curve.
The two components intersect at 2, 3, 4, 6, and 9 real points, respectively.
(a) (b) (c) (d) (e)
Figure 31: Two expressive quartics forming a two-component expressive curve.
The two components intersect at 6, 8, 10, 12, and 16 real points, respectively.
Remark 12.12. More generally, consider a collection of expressive polynomial curves
related to each other by affine changes of variables (equivalently, affine transforma-
tions of the plane A2). Suppose that for every pair of curves in this collection, the
number of hyperbolic nodes in their intersection attains the upper bound for an ap-
propriate version of Proposition 12.3, 12.5, 12.6, 12.8, or Remark 12.10. Then the
union of the curves in the given collection is an expressive curve. See Figures 32–33.
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Figure 32: An expressive curve whose three components are translations of the
same nodal cubic. Each pair of components intersect at 4 hyperbolic nodes.
Figure 33: An expressive curve whose four components are singular cubics re-
lated to each other either by a horizontal translation or a dilation (with c = −1).
Each pair of components intersect at 3 or 6 hyperbolic nodes, respectively.
Figure 34: An expressive curve whose components are singular cubics related
to each other by dilations. Each pair of them intersect at 6 hyperbolic nodes.
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13. Arrangements of trigonometric curves
In this section, we generalize Example 10.6 to arrangements of curves obtained
from a given trigonometric curve by shifts, dilations, and/or rotations.
We continue to use the notation (12.1)–(12.6) for the shifted and dilated curves.
Corollary 13.1. Let C be a trigonometric curve of degree 2d, with two local branches
at infinity centered at distinct points p, p ∈ C ∩ L∞. Suppose that mult(C, p) = d,
i.e., these branches are transversal to L∞. Then we have, for a, b ∈ C and c ∈ C∗:
(13.1) (C · Ca,b,c)p ≥ d2.
If C and Ca,b,c intersect in N points in the affine plane A2, then N ≤ 2d2.
Proof. We apply Proposition 11.2, with S−(Γ(C, p)) = 1
2
d2, to obtain (13.1). It
follows that N ≤ (2d)2 − 2 · 1
2
d2 = 2d2. 
Example 13.2. Let C be an epitrochoid with parameters (2,−1), i.e., a limac¸on.
It has two conjugate points at infinity, each an ordinary cusp transversal to L∞.
This is a quartic trigonometric curve, so by Corollary 13.1 (with d = 2), any two
shifts/dilations of C intersect in at most 8 points in the affine plane. Thus, if they
intersect at 8 hyperbolic nodes, then C ∪Ca,b,c is expressive by Theorem 7.17. More
generally, an arrangement of limac¸ons related to each other by shifts and dilations
gives an expressive curve if any two of these limac¸ons intersect at 8 hyperbolic nodes.
See Figure 35.
Figure 35: A union of two limac¸ons related to each other by a shift or dilation
is expressive if they intersect at 8 hyperbolic nodes.
Corollary 13.3. Let C be a trigonometric curve of degree 2d, with two local branches
at infinity centered at distinct points p, p ∈ C∩L∞. Suppose that m = mult(C, p) < d,
i.e., C is tangent to L∞. Then we have, for a, b ∈ C and c ∈ C∗:
(C · Ca,b,c)p ≥ dm,(13.2)
(C · Ca,b)p ≥ (d− 1)(m+ 1) + gcd(d,m).(13.3)
If C and Ca,b,c (resp., Ca,b) intersect in N (resp., M) points in the affine plane A2,
then
N ≤ 4d2 − 2dm;(13.4)
M ≤ 4d2 − 2(d− 1)(m+ 1)− 2 gcd(d,m).(13.5)
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Proof. The proof is analogous to the proof of Corollary 12.2. We apply Propositions
11.2 and 11.4 to the case under consideration, taking into account that
S−(Γ(C, p)) = 1
2
dm,
(C · L∞)p = d,
r(Q) = η(Q) = gcd(d,m). 
Example 13.4. Let C be a hypotrochoid with parameters (2, 1), cf. Examples 4.17
and 7.13. It has two conjugate points at infinity; at each of them, C is smooth and
has a simple (order 2) tangency to L∞. By (13.2) (with d = 2 and m = 1), any
dilation of C intersects C in the affine plane A2 in at most 12 points. Similarly,
by (13.3), any shift of C intersects C in A2 in at most 10 points. When these bounds
are attained, and all intersections are hyperbolic nodes, the union of the two curves
is expressive. See Figure 36.
Figure 36: A union of two 3-petal hypotrochoids related to each other by a shift
(resp., dilation) is expressive if they intersect at 10 (resp., 12) hyperbolic nodes.
Corollary 13.5. Let C = Z(F ) be a trigonometric projective curve of degree 2d, with
two local complex conjugate branches Q,Q centered at the same point p ∈ C ∩ L∞.
Denote mult(C, p) = 2 multQ = 2m. Then we have, for a, b ∈ C and c ∈ C∗:
(C · Ca,b,c)p ≥ 4dm,(13.6)
(C · Ca,b)p ≥
{
4dm− 2m+ 2d+ 2 gcd(d,m)− 2 if (Q ·Q)p = dm,
4dm− 2m+ 2d+ 2 gcd(d,m) if (Q ·Q)p > dm.
(13.7)
Proof. Once again, we apply Propositions 11.2 and 11.4, with
S−(Γ(C, p)) = 2dm,
(C · L∞)p = 2d,
r(Q) = gcd(d,m),
η(Q) =
{
gcd(d,m), if (Q ·Q)p = dm,
2 gcd(d,m), if (Q ·Q)p > dm.
and similarly for Q. 
66 SERGEY FOMIN AND EUGENII SHUSTIN
Example 13.6. Let C be a lemniscate of Huygens
(13.8) y2 + 4x4 − 4x2 = 0,
see Example 5.8. It has a single point p = (0, 1, 0) at infinity, with two conjugate
local branches Q and Q. These branches are tangent to each other and to L∞; all
these tangencies are of order 2. Thus Corollary 13.5 applies, with d = 2, m = 1, and
(Q ·Q) = 2 = dm. The bound (13.7) yields (C · Ca,b)p ≥ 10, implying that C and a
shifted curve Ca,b intersect in A2 in at most 6 points. Thus, any arrangement of shifts
of C which intersect pairwise transversally in 6 real points produces an expressive
curve (assuming all these double points are distinct). See Figure 37.
Figure 37: Left: an expressive curve whose three components are translations of
the same lemniscate. Each pair of components intersect at six hyperbolic nodes.
Right: two lemniscates differing by a vertical shift, see Example 13.7.
For special choices of shifts and dilations, the bounds in the corollaries above can be
strengthened, leading to examples of expressive curves whose components intersect in
fewer real points than one would ordinarily expect. Here are two examples:
Example 13.7. Let C be the lemniscate (13.8). Since C is a Lissajous-Chebyshev
curve with parameters (4, 2), by Proposition 12.6, its vertical shift C0,b intersects C
in A2 in at most 4 points. Hence C∪C0,b is expressive for b ∈ (−2, 2). See Figure 37.
Example 13.8. Let C = V (G(x, y)) be the trigonometric curve defined by the
polynomial
(13.9) G(x, y) = x2 + y4 − 11y2 + 18y − 8 = x2 + (y + 4)(y − 1)2(y − 2).
It is easy to see that C is expressive, and that C intersects its dilation/reflection
C−1 = V (G(−x,−y)) in two points in A2, both of which are real hyperbolic nodes.
Hence the union C ∪ C−1 is expressive. See Figure 38.
Figure 38: A two-component expressive curve C ∪ C−1 from Example 13.8.
EXPRESSIVE CURVES 67
14. Alternative notions of expressivity
In this section, we discuss two alternative notions of expressivity. For the first
notion, algebraic curves are treated as subsets of R2, instead of the scheme-theoretic
point of view that we adopted above. For the second notion, bivariate polynomials
are replaced by arbitrary smooth functions of two real variables.
Viewing real algebraic curves set-theoretically, as “topological curves” in the real
affine plane, we arrive at the following definition:
Definition 14.1. Let C ⊂ R2 be the set of real points of a real affine algebraic curve,
see Definition 4.1. Assume that C is nonempty, with no isolated points. We say that
C is expressive if its (complex) Zariski closure C = C is an expressive plane algebraic
curve. Thus, a subset C ⊂ R2 is expressive if
• C is the set of real points of a real affine plane algebraic curve,
• C is nonempty, with no isolated points, and
• the minimal polynomial of C is expressive, see Definition 5.1.
As always, one should be careful when passing from a real algebraic set to an
algebraic curve, or the associated polynomial. A polynomial G(x, y) ∈ R[x, y] can
be expressive while the real algebraic set VR(G) is not; see Example 14.2 below.
Conversely, VR(G) can be expressive while G(x, y) is not, see Example 14.3. That’s
because G may not be the minimal polynomial for VR(G).
Example 14.2 (cf. Examples 1.7, 3.3, and 7.4). The real polynomials
G(x, y) = (x2 + 1)(x2y − x3 + y),
G˜(x, y) = x2y − x3 + y,
define the same (connected) real algebraic set C = VR(G) = VR(G˜) ⊂ R2, cf. (7.8).
As we saw in Example 7.4, G is expressive while G˜ is not. Consequently, the affine
algebraic curve V (G) is expressive while its real point set, the real topological curve C
is not—because G˜, rather than G, is the minimal polynomial of C.
Example 14.3. The real polynomials G(x, y) and G˜(x, y) given by
G(x, y) = xy(x2 + y2 + 1),
G˜(x, y) = xy,
define the same real algebraic set C=VR(G) =VR(G˜). Clearly, G˜ is expressive, and
so is the affine curve V (G˜), or the projective curve Z(xy). Since G˜ is the minimal
polynomial of C, this real algebraic set is expressive as well. On the other hand,
Gx = 3x
2y + y3 + y = y(3x2 + y2 + 1),
Gy = x
3 + 3xy2 + x = x(x2 + 3y2 + 1),
and we see that G has 9 critical points: (0, 0), (0,±i), (±i, 0), (1
2
i,±1
2
i), (−1
2
i,±1
2
i).
Since 8 of these points are not real, the polynomial G is not expressive; nor are the
curves V (G) and Z(xy(x2 + y2 + z2)).
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The following criterion is a direct consequence of Theorem 7.17.
Corollary 14.4. Let C ⊂ R2 be the set of real points of a real affine algebraic curve.
Assume that C is connected, and contains at least two (hence infinitely many) points.
Then the following are equivalent:
• the minimal polynomial of C is expressive and L∞-regular;
• each component of C = C is trigonometric or polynomial, and all singular points
of C in the complex affine plane A2 are real hyperbolic nodes.
We conclude this section by discussing the challenges involved in extending the
notion of expressivity to arbitrary smooth real functions of two real arguments.
Remark 14.5. Let G : R2 → R be a smooth function. Suppose that
• the set VR(G) = {G(x, y) = 0} ⊂ R2 is connected;
• VR(G) is a union of finitely many immersed circles and open intervals which in-
tersect each other and themselves transversally, in a finite number of points;
• the complement R2 \ VR(G) is a union of a finite number of disjoint open sets;
• all bounded connected components of this complement are simply connected;
• all critical points of G in R have a nondegenerate Hessian;
• these critical points are located as follows:
◦ one critical point inside each bounded connected component of R2 \ VR(G);
◦ no critical points inside each unbounded connected component of R2 \ VR(G);
◦ a saddle at each double point of VR(G).
One may be tempted to call such a (topological, not necessarily algebraic) curve
VR(G) expressive. Unfortunately, this definition turns out to be problematic, as one
and the same curve C = R2 can be defined by two different smooth functions one of
which satisfies the above-listed conditions whereas the other does not. An example
is shown in Figure 2, with the polynomial G given by
G(x, y) = (x
2
16
+ y2 − 1)((x− 1)2 + (y − 1)2 − 1).
As the picture shows, the function G is not expressive (in any reasonable sense). At
the same time, C can be transformed into an expressive curve (a union of two circles)
by a diffeomorphism of R2, and consequently can be represented as the vanishing set
of a smooth function satisfying the conditions listed above.
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