Abstract: Partial discharge (PD) is caused by the localised electrical field intensification in insulating materials. Early detection and accurate measurement of PD are very important for preventing premature failure of the insulating material. Detection of PDs in metal-clad apparatus through the transient Earth voltage method is a promising approach in non-intrusive on-line tests. However, the electrical interference from background environment remains the major barrier to improving its measurement accuracy. In this study, a wavelet-entropy-based PD de-noising method has been proposed. The unique features of PD are characterised by combining wavelet analysis that reveals the local features and entropy that measures the disorder. With such features, a feed-forward back-propagation artificial neural network is adopted to recognise the actual PDs from noisy background. Comparing with other methods such as the energybased method and the similarity-comparing method, the proposed wavelet-entropy-based method is more effective in PD signal de-noising.
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Introduction
Partial discharge (PD) measurement is an effective means of insulation monitoring. A lot of PD measuring methods have been proposed and reported to have good performance in detecting and identifying PDs in metal-clad apparatus such as the gas insulated switchgear and so on [1] . However, most existing methods cannot provide both good sensitivity and convenient installation at the same time. Traditional PD sensors such as coupling capacitors are usually used in off-line applications. Internal ultra-high frequency (UHF) couplers mounted on the inner side of the metal-cladding can provide real-time monitoring, but arranging a shutdown specifically to fit such couplers can rarely be justified for operational equipment [2] . In such cases, the non-intrusive measurement is more preferred. The acoustic detection method is a well-known non-intrusive technique. It has the advantages of being no interruption of operation, no response to electromagnetic interferences and capable of locating PD sources, but its sensitivity decreases greatly when apparatuses have more complex structure and metallic shield [3] . Unlike acoustic wave which can be easily attenuated, the radiating electromagnetic wave from PDs can induce a small pulse-like voltage on the inner surface of cladding and propagate a longer way. Such signal which is known as transient Earth voltage (TEV) leaks into the external space through dielectric openings or joints on the cladding and transmits to the earth through external cladding surface, on to which the non-intrusive TEV sensors are mounted [4, 5] . The implementation of the TEV-based technique is convenient to use and no electrical power shutdown is needed. It has been widely applied in high voltage (HV) and medium voltage apparatuses which are not fully shielded or with dielectric openings on their metalwork.
As a non-intrusive on-line measurement, the major problem needs to be addressed is the interferences from surroundings. Although the improvement of sensor design can shield many external noises, the TEV signals may still be polluted during propagation. The ordinary hardware-based de-noising methods such as differential circuit and noise gating cannot perform effectively since the TEV sensors should be relocated from one panel to another during detections [6] . The software-based methods provide more flexible solutions, among which recognising pulse features by AI classifier is the most popular way in extracting real PDs [7, 8] . It should be noticed that the way how the signals are characterised has direct influence on the de-noising results. The statistical evaluation such as pulse fingerprint and probability analysis which studies the j-q-n distribution patterns extract the common features of a group of pulses [6, 9] . These methods cannot distinguish the noisy pulses from PDs when they are mixed in a same signal. To reject the impulsive interferences one by one, some methods such as the waveform analysis and the frequency filtering techniques were proposed, but the time-domain methods cannot distinguish pulses occurring at the same time, while the frequency-domain methods cannot reject interferences that fall into the same frequency band with PDs [10] . Time-frequency analysis which reveals the energy variations with both time and frequency is more effective in representing the unique features of PDs and noises. Wavelet analysis with a varying resolution was proved to be an ideal tool in extracting time-frequency PD features [11] [12] [13] [14] . Since the commonly used wavelet features, that is, the energy-based features, would be inconsistent and unstable to represent pulses from a same source if the pulses' energy varies a lot, a more fuzzy and intelligent classifier is necessary to obtain better results. To simplify the design of the classifier and make the PD recognition less dependent on the AI technique, a reliable and robust wavelet-based characterisation which can stand the variations of PDs and provide unique features should be explored.
In this paper, we propose a novel approach, which adopts the wavelet-entropy and artificial neural network ANN to reject impulsive noises in TEV-based PD measurement. The basic idea is to characterise the pulses by wavelet-entropy and recognise real PD pulses from noisy signals. Comparing with the traditional magnitude-based features, the wavelet-entropy only measures the disorder of wavelet distributions and is thus stable to represent PDs. A series of experiments were performed to prove the feasibility and effectiveness of our approach.
The organisation of the remaining parts is as follows: Section 2 presents the experimental setup and introduces our non-intrusive sensor. Time-frequency characteristics of the noises and the wavelet features of the pulses are investigated in Section 3. The entropy theory and its advantages in representing PDs are illustrated in Section 4. Section 5 portrays the details of the proposed de-noising procedure. The parameters of ANN selection is introduced in Section 6 according to the wavelet-entropy features. Finally, the performance of the proposed PD de-noising method and comparisons with the prior ones are discussed in Section 7.
Experimental setup
In TEV measurement, the non-intrusive sensors are mounted to the external surface of the grounded metallic enclosure. They detect TEV signals that are produced by radiating electromagnetic waves of PDs and leak out the metal enclosure [4] . To demonstrate the feasibility of the TEV measurement and collect TEV-based PD signals, the following experimental test setup (as shown in Fig. 1 ) is adopted.
This system includes four parts: a metallic enclosure which simulates the cladding of electrical apparatus, a PD generation device which is placed inside the enclosure, the PD sensors that include two non-intrusive sensors and one commercial high frequency current transformer (HFCT) and the signal display (Tektronix TDS7104) and processing equipment.
The enclosure is an aluminium box with size of 1 m × 1 m × 2 m. The PD generator is with a needle-to-plane structure and simulates the PD sources in HV equipment. The detailed structure of the non-intrusive sensors was described in [15] and is also shown in Fig. 2a . The sensor is composed of four parts: part 1 is the female BNC interface, part 2 is a metal cover that shields environment interferences, part 3 is an outer conductor and part 4 is an inner conductor. The frequency response of the non-intrusive sensor is from 80 Hz to 9 MHz. Its amplitude response is portrayed in Fig. 2b . Here, |U o /U i | equals to the absolute value of output voltage divided by input voltage at different frequencies. In such frequency range, the impulsive PD energy is less likely to attenuate [16] .
The performance of the proposed non-intrusive sensor is demonstrated by comparing with an industrial HFCT (HFCT1400-100, produced by High Voltage Partial Discharge Ltd., U.K.). Their parameters are listed in Table 1 .
Owing to the small lower cut-off frequency (80 Hz), the PDs detected by the proposed TEV sensor would reveal long damping waveforms which can cause pulse-overlapping and difficult recognition. Accordingly, a Butterworth high-pass filter is employed before data analysis. The filter order is 3, and the cut-off frequency is selected to be 100 kHz [1, 16] . By adding a filter, the proposed PD measuring system can be as effective as industrial HFCTs. A number of experimental tests done in [15] have proved its performance. Fig. 3 shows three signals before and after filtering. Two of them are from the TEV sensors, one being attached to the inner surface of the enclosure and the other being attached to the outer surface of the enclosure. The other signal is from HFCT. Before filtering, the TEV-based PDs contain low frequency variations because of the fluctuation of sinusoidal energy. After filtering, the three signals are almost the same. These tests verify the theory of TEV and provide the basis for field test using non-intrusive PD sensing technique.
Features of PDs and noises

Noises in on-line PD measurement
In on-line PD measurement, noises can be produced by many kinds of sources and coupled with systems in different ways, showing different features. Therefore noise rejection has no omnipotent solution and is best approached by devising several techniques, each of which is tailored for a specific kind of noise. Many previous works and field tests suggest that the noises that may probably be rejected during on-site PD measurements are: the white noise, the sinusoidal and harmonic interferences, the repetitive pulses and the random pulses [17] . Those noises have different patterns and can be classified into two groups: the non-impulsive noise and the impulsive noise.
The non-impulsive noise includes the white noise and the sinusoidal interference. The white noise can be commonly found in on-site PD measurement. It generally comes from the measuring equipment or noisy environment. Its time-frequency spectrum in Fig. 4a shows that the white noise has equal power density throughout the whole frequency range. The sinusoidal interferences are usually generated by the communication equipment, and often reveal oscillating-frequency-dependent lines in their time-frequency spectrums such as the one shown in Fig. 4b . The non-impulsive noises can be effectively rejected by the wavelet thresholding techniques because of their time-invariant energy distributions in each frequency band [18] . The impulsive noise includes the repetitive pulse and the random pulse. The repetitive pulses are usually generated by electronics equipment. The random pulses generally come from switch operations, fault transients, lightning disturbances and so on. These noises also have impulsive waveforms and time-variant spectrums in time-frequency domain, as shown in Figs. 4c and d. Obviously, they cannot be removed by the level-dependent wavelet thresholding techniques and more effective methods should be explored.
Wavelet features of PD and the impulsive noises
Wavelet transform is effective in identifying sharp edge transitions of impulsive signals: the amplitudes of coefficients at fine scales are very small (almost zero) when the signal is piecewise regular, and the large magnitude coefficients only occur exclusively near the areas of major spatial activities [17, 19] . Using TEV sensor described in Section 2, the PD pulses generally have a short rise time (about 40 ns) and a wide spectrum (about 9 MHz), while the impulsive noises cannot have such features because of their mechanisms and propagation losses. To show the differences between PDs and noisy pulses, their wavelet coefficients of all scales are shown in Fig. 5 . According to the frequency response range of the measuring system, the second coiflet is adopted and the decomposition level is selected to be 9. All scales are plotted to a same time axis for easier comparison. Fig. 5a portrays the wavelet coefficients of a single PD pulse collected in the test shown in Fig. 1 . Large-amplitude coefficients can be found in all decomposition levels. Such phenomenon suggests a wide frequency range of the PD pulse. By comparing the maximum magnitude of the coefficients on each level, it is easy to conclude that most energy of the PD pulse is concentrated at lower frequency bands such as the seventh (d7: 195.3-390.6 kHz) and the eighth (d8: 97.65-195.3 kHz) levels. Accordingly, the PD pulse has a less oscillating waveform.
Figs. 5b and c show the wavelet coefficients of two typical examples of the impulsive noises: one being a repetitive pulse from the electronics equipment and the other being a random noise from the switching operation. TEV measurement is a local PD detecting method, and the interference sources are often far away from TEV sensors in practical applications. Owing to the energy attenuation and loss during propagation, the TEV-measured impulsive noises usually have narrower frequency spectrums than the local PD pulses. To simulate such energy loss, the TEV sensor is located a few metres away from the pulse sources. Thus, the wavelet coefficients of the repetitive noise in two higher frequency bands (d1 to d2: 6.25-25 MHz) are almost zero, and three high-frequency wavelet decomposition levels (d1-d3: 3.125-25 MHz) of the random pulse contain a large number of zeroes. Moreover, because of the different mechanisms and the resonance or distortion during propagation, the impulsive noises may have large-magnitude energy in high frequency bands which can cause oscillating waveforms. For example, the largest coefficients of the repetitive noise are in the fifth (d5: 781.25 kHz-1.56 MHz) and the sixth (d6: 390.625-781.25 kHz) levels, and the largest energy of the random pulse is in the sixth (d6: 390.625-781.25 kHz) level. The large-energy-containing frequency bands of both noisy pulses are higher than those of PDs. Comparing with noisy pulses, the PD pulse has more non-zero coefficients on high-frequency scales (wider frequency spectrum) and less oscillating waveforms, since most large-magnitude coefficients are contained in lower frequency bands. It is possible to adopt these features to classify PDs and impulsive noises. However, the number of wavelet coefficient is too large to represent the features for further classification. An operator is thus needed to reduce the feature dimension and characterise pulses properly. Describing the disorder of wavelet coefficient distributions seems to be a possible solution.
Entropy representation
Fundamentals of entropy
Entropy is a popular measure of uncertainty and disorder. It was first applied in power system for the control of generators [20] . Thereafter, many different applications of entropy were reported in various aspects of power system such as transient signal analysis and power quality evaluation [21, 22] . These applications of entropy suggest its potential in characterising PD signals. The uncertainty or disorder of the energy distribution of a single wavelet decomposition level contains a lot of pulse information. Entropy is thus adopted to reveal those underlying features. All the wavelet coefficients of ith detail level is considered to be a set X i . The entropy H i of set X i with possible values {x i1 , x i2 , …, x in } is defined as follows [23] 
where p(x ij ) is the probability of x ij . The probabilities are estimated by a statistic histogram whose x-axis contains 10 equal intervals of wavelet coefficients' magnitude. Here, b is the base of logarithm. It is usually set to 2, and the unit of entropy is 'bit' accordingly. This wavelet coefficient set is defined to be ordered when all the coefficients are zero. Almost all the wavelet coefficients concentrate in one or two bins of the statistic histogram for entropy calculation, and a small entropy is thus produced. When pulse energy appears, such coefficient set varies from order to disorder. Meanwhile, the distribution of statistic histogram becomes more uniform and produces a greater entropy value. Therefore the value of entropy can denote the order of the energy distribution of wavelet coefficients. Furthermore, its value only depends on the distribution or probability rather than the amplitude of the coefficients. When characterising a single pulse, the entropy values of all decomposition scales form an entropy vector H. To ensure all the entropy values fall into a common range [0 1] such that the comparison and illustration will be more straightforward, the entropy ratio ρ Ei , as shown in (2), is adopted in the following analysis
Effectiveness demonstration of entropy
High-frequency attenuation of the impulsive signals often happens in TEV measurement. The degree of this attenuation depends on many factors, such as the distance between pulse source and sensor, the surface impedance of metal cladding and so on. For a robust representation, the characteristics of a certain pulse detected by a same sensor should be similar no matter where it is collected. In other words, the features of a pulse should be insensitive to the attenuations during propagation. According to the definition of entropy in Section 2, the entropy value can be insensitive to the magnitude attenuation during propagation. This advantage is illustrated by comparing with another popular representation: the energy ratio [24] . The definition of the energy ratio can be found in Appendix.
A low-pass Butterworth filter (order 8, cut-off frequency 0.5 MHz) is adopted to simulate the high-frequency attenuation during propagation. The original PD pulse P 1 , as shown in Fig. 6a , is collected by the TEV sensor and sampled at the rate of 25 MSamples/s. The pulse P 2 is generated by filtering P 1 . The second coiflet is used and the decomposition level is 9. Figs. 6b and c illustrate the entropy ratios and the energy ratios of P 1 and P 2 , respectively. As demonstrated in Fig. 6c , the energy of filtered pulse P 2 of levels 1-5 (d1-d5: 390.625 kHz-12.5 MHz) decreases greatly when compared with the energy ratios of P 1 . The largest difference between two energy ratio vectors is around 0.26 at level 5. On the other hand, the entropy ratios of P 1 and P 2 are more similar. The largest difference is around 0.07 at level 9. Therefore when a same classifier is employed, the two pulses P 1 and P 2 are more likely to be recognised as one if the entropy-based representation is adopted.
PD recognition procedure
Although entropy is a robust representation, it is still not easy to judge pulse type by a simple rule. The entropy ratios of pulses of a same type, or even from a same source, may vary with many factors such as environment, propagation and so on. A classifier is thus needed to improve the de-noising efficiency. Just like the brain of human being, ANN provide a brain-like capability for solving problems. Owing to their excellent classification and recognition ability, ANNs are very popular and have been applied in many different areas, especially, the PD diagnosis [14, 25] .
The proposed PD recognition procedure includes three steps: measurement, characterisation and classification.
(1) Measurement: Both the PDs and the impulsive noises are measured. The PD pulses are collected by the TEV measuring system in experiments shown in Fig. 1 . The influence of the applied voltage is considered by carrying out tests under different applied voltages. The applied voltages are randomly selected and vary from inception voltage to the voltage that keeps stable PD occurrence. The noisy pulses were collected from an operating switchgear located in the Paya Ubi Industrial Park, Singapore. This switchgear is absolutely exclusive of PD occurrence. Two types of noisy pulses are measured: the repetitive pulses generated by the switching operation of electronics equipment, and the random pulses produced by breakers that operate occasionally. All these signals were sampled at a rate of 50 MSamples/s.
(2) Characterisation: As illustrated in Fig. 7 , the characterisation procedure contains two steps: the wavelet thresholding and the entropy calculation.
The wavelet thresholding method is adopted here to remove the non-impulsive noises and generate a higher signal-to-noise ratio. The details of the wavelet thresholding technique have been discussed by the authors in [26] . The universal threshold with hard thresholding function is used to achieve the largest estimation risk. The level-wise threshold is T = s 2 log e N , where σ is the estimation of noise and N is the size of signal.
After rejecting non-impulsive noises, the pulse energy is left. The de-noised signal can be divided into many pulse-containing segments. One segment is assumed to include only one pulse. The segments with overlapped pulses will not be discussed in this paper. The wavelet-entropy ratio vector of each pulse-containing segment is calculated according to (1) and (2) . Each segment generates an entropy ratio vector with a size J, which represents the number of decomposition level. (3) Classification: All the pulse-containing segments are analysed one-by-one. The wavelet coefficients of segments classified as real PDs are kept and reconstructed while those regarded as noises are rejected and deleted. Neural networks which can 'learn' from the given patterns is employed in this research. Since the wavelet-entropy produces a more effective representation of pulses and only a limited number of samples are available, a simple network is preferred. Therefore a three-layer feed-forward back-propagation (BP) neural network which can map any non-linear inputs to their output with minimal computational overheads is used to attain satisfying recognition. Here, 30 PDs, 80 repetitive pulses and 20 random pulses are used in the training process. The training is terminated when the number of iterations reaches one thousand or when the training error is smaller than 1 × 10
. The whole PD recognition procedure has been realised on a MATLAB-based platform. 
Selection of architecture and functions of ANN used in classification
To reach their best performance, suitable parameters and functions of ANN are selected for a particular application. In the following contents, the architecture and functions of the network are selected according to the requirements of wavelet-entropy-based PD recognition.
Selection of network architecture
The selection of network architecture is an important issue of the ANN application. A feed-forward BP network with only one hidden layer is effective enough for PD extraction [27] . The size of the network is discussed here according to the wavelet-entropy features.
(1) Size of input and output layers: Generally, smaller size of network leads to less calculation, shorter training duration and faster response. As long as the input layer and output layer can represent the patterns of external environment, the number of nodes should be as few as possible [28] .
The input of ANN has a same size with the entropy ratio vector, which equals to the wavelet decomposition level. Its size should be large enough to cover the whole pulse spectrum. As aforementioned, the signals are sampled at 50 MSamples/s and the lower cut-off frequency of TEV measuring system is 100 kHz. Therefore the smallest decomposition scale is 8 and the widest frequency range of the final approximation is from DC to 97.65 kHz (50 MHz/2 8 + 1 ) accordingly. However, to cover the PD energy that is not fully removed by the 3-order Butterworth high-pass filter in the proposed measuring system, the minimum level is chosen as 9 and the frequency band covered by the entropy vector is from 48.83 kHz to 25 MHz.
The output layer presents a pattern of the pulse types. As the unknown pulses only needs to be distinguished as PD or not, the smallest output layer size can be one: the output '1' represents PDs and '0' denotes interferences including both the repetitive pulses and the random pulses. (2) Size of hidden layer: The selection of hidden layer size is very important because too few neurons will result in under-fitting while too many nodes may cause over-fitting and huge calculation complexity [27] . A simple way to determine a suitable size is to try the possible numbers one by one [27] . For a selected ANN with size of 9-x-1, possible candidates of x are chosen from 2 to 8. Their performances are evaluated by mean-squared-errors (MSE) between the trained results and the desired responses. The average MSE is defined as
where C includes all the nodes at the output layer. The E MSE s of ANN with different sizes of x are shown in Table 2 . As the initial condition of ANN training is randomly selected, the MSE values are the averages of 20, 50 and 100 networks, respectively. All those networks are trained separately.
It can be seen from the table that the average MSE distributions always reach their minimums when the size of hidden layer is 4. The hidden layer size is thus set to 4 and the structure of network is 9-4-1.
Selection of functions
When selecting the network functions, both the activation function for neurons and the training function for network should be considered.
(1) Activation function: For neurons, three kinds of transfer functions: sigmoid function, log-sigmoid function and linear function are often used. The training performance of 50 ANNs with these different activation functions are shown in Table 3 . These networks have a same size of 9-4-1. According to the average E MSE s, the sigmoid function which increases monotonically and exhibits smoothness is adopted as the activation function [27] .
(2) Training function: For a whole network, the training function indicates the ways that ANN updates the weights and bias. Three commonly used algorithms are discussed here: the quasi-Newton (QN) optimisation, the Levenberg-Marquardt (LM) algorithm and the Bayesian regulation (BR). The mean values of the MSEs of 50 ANNs with same architecture are calculated and shown in Table 4 .
Obviously, the networks trained with LM algorithm and BR can generate smaller errors than the others. Therefore the LM algorithm with BR is selected to produce a better recognition and classification result.
PD recognition results and comparisons
In this section, PD recognition is performed using the proposed system. To illustrate its effectiveness, the proposed method is compared with the other two methods: the energy distribution with ANN and the wavelet-entropy with similarity comparison.
Recognition results of the proposed method
Six groups of PD and noise pulses are recognised and their results are listed in Table 5 . Each group contains all the PD and noisy pulses occurring in one measuring cycle (20 ms) . The PD signals were collected in laboratory tests and noisy pulses were collected in The actual E MSE s are the numbers in Table 4 multiplied by 1 × 10
. The training will not stop until the training performance is smaller than 1 × 10 −7 or the number of training epochs is larger than 1000. The actual E MSE s are the numbers in Table 2 multiplied by 1 × 10
. The training will not stop until its training performance is smaller than 1 × 10 −6 or the number of training epochs is larger than 1000. The actual E MSE s are the numbers in Table 3 Here, 'Ra' and 'Re' stand for random pulse and repetitive pulse, respectively. The results in Table 5 suggest two conclusions. First, the recognition rates are very good although there are some fluctuations under different conditions. The lowest recognition rate is 78.95% of group 3, and the highest is 97.22% of group 6. The average recognition rate of six groups is 86.75% which should be enough for practical use in most cases. Second, misjudgments are rare. Four out of six groups have no misjudgments. Only four noise pulses in total are misjudged as PDs, and the total misjudgment rate is 2.65%.
Comparison with wavelet-energy-based method
Wavelet energy was proved to be effective in representing and recognising PDs by many research works. Among them, the method proposed by Zhou et al. [29] was very popular. That method describes the wavelet energy distributions of single PD pulses. Such distribution consists of two parts: energy in approximations Ca and energy in details Cd. The Ca and Cd are both vectors with a same size which is actually the number of decomposition level. By analysing the Ca and Cd of real PD pulses, the noisy pulses with different energy distributions can be rejected and the noises contained in PD pulses can also be removed. This method reveals good de-noising results. To provide a further illustration of wavelet-entropy's effectiveness, the wavelet energy feature is adopted to de-noise the signals in Table 5 as a comparison. To compare with the previous method, the detail coefficients are considered here. The energy ratio vectors defined in Appendix and the BP network introduced in Section 6 are employed. The PD extraction results are listed in Table 6 .
Comparing with the proposed method, the energy-based one shows a less effective performance. Its average recognition rate is only 60.27% which is about one third lower than that of the entropy-based method. However, the energy-based method produces less misjudgments: only one pulse is misjudged and the total misjudgment rate is 0.66%. Although a higher misjudgment rate (2.65%) of the proposed method is found in Table 5 , such rate still remains at a very low level and is acceptable in practical applications.
Comparison with the similarity-comparing method
Besides ANN, it is also possible to reject impulsive noises by using some simple rules. As the wavelet-entropy distributions of the pulses from a same type are similar, comparing the similarities between the unknown pulse and the known types is a possible way in pulse classification. Yang et al. calculated similarities between the wavelet distributions of different PD pulses to recognise their sources [30] . In their research work, two UHF sensors were used to capture the PD signals within a transformer tank. There were three PD sources inside the tank, and the two sensors that were located on different panels measured those signals at the same time. The wavelet distributions of each pulse from different sensors was compared. The ones with larger similarities (>0.4 in [30] ) are considered to be from a same source. This method was demonstrated to have good performance in PD source recognition.
The performance of the similarity-based method is compared with the proposed method to illustrate the proper use of ANN. The signals in Table 5 are also processed by the similarity-comparing method. The procedure is as follows. First of all, a standard data base is found. The average entropy ratio vectors ρ Ek of 20 pulses from each type are taken as the standard distributions. After that, the similarities between the entropy ratio vector ρ Eu of any unknown pulse and all three standard entropy ratio vectors ρ Ek are calculated. Here, k stands for the type of pulses such as 'PD', 'Re' and 'Ra'. The largest similarity Sim k corresponds to the k type of pulses that the unknown pulse can be recognised as with highest confidence. The similarity Sim k is calculated as (4) 
Since ||ρ E || = 1, the formula in (4) can be rewritten to be Sim k = kr Eu .r Ek l
The PD extracting results with similarity-comparing method are illustrated in Table 7 . By simply comparing the similarities between the unknown pulse and the known features, this method requires less calculations and simpler judgments. However, the recognition rates vary a lot. The lowest recognition rate (group 5, 61.29%) is about one third less than the highest one (group 1, 90%). Furthermore, the similarity-comparing method produces a lower total recognition rate of 79.47%, and a higher total misjudgment rate of 5.96% than the proposed ANN-entropy-based method.
Conclusions
In this paper, the combination of the wavelet-entropy and neural network is used to solve the problem of impulsive noise reduction of TEV-based PD measurement. Based on the studies of pulse properties and comparisons with energy distribution, the wavelet-entropy is proved to be effective in characterising PD and noise pulses and reducing the feature dimension. Furthermore, with careful selection of the parameters, a neural network which is suitable for entropy-based PD recognition was constructed and trained. The test results demonstrated that the proposed wavelet-entropy-based PD recognition with neural network can effectively recognise most PD pulses in different tests and show a better performance than previous methods including the energy-based method and similarity-comparing method. So far, the proposed system is applied to recognise the needle-to-plane PD pulses that are generated in experimental environment. Its applications on different types of PDs from practical environment will be studied in future works.
