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MULTIPLIERS BETWEEN RANGE SPACES OF
CO-ANALYTIC TOEPLITZ OPERATORS
EMMANUEL FRICAIN, ANDREAS HARTMANN, AND WILLIAM T. ROSS
Abstract. In this paper we discuss the multipliers between range
spaces of co-analytic Toeplitz operators.
1. Introduction
This paper continues the study of the multipliers between two sub-
Hardy Hilbert spaces. By the term “multiplier” between two Hilbert
spaces H1,H2 of analytic functions on the open unit disk D = {|z| < 1}
we mean the set {ϕ ∈ O(D) : ∀f ∈ H1, ϕf ∈ H2}, where O(D) denotes
the analytic functions on D. By ‘sub-Hardy Hilbert spaces’ we mean
the Hilbert spaces which can be contractively embedded into the Hardy
space H2 of the unit disk. Prominent examples of these types of spaces
are the de Branges-Rovnyak spaces [9, 14].
The study of multipliers between two model spaces began with a paper
of Crofoot [3] and continued in [7]. This recent work was continued
further in [2] for two Toeplitz kernels. Since model spaces are special
examples of de Branges-Rovnyak spaces [9, 14], it seems natural to
expand this investigation to include the multipliers between two de
Branges-Rovnyak spaces. The multipliers from a de Branges-Rovnyak
space to itself were discussed in [4, 10, 11]. In particular, B. Davis
and J. McCarthy [4] obtained a nice description, in terms of growth
of Fourier coefficients, of functions f ∈ H∞ (the bounded analytic
functions on D) which multiply every de Branges–Rovnyak space into
itself.
This paper explores another type of sub-Hardy Hilbert space, closely
connected to de Branges–Rovnyak spaces, namely the range space
M (a) = TaH
2 of the co-analytic Toeplitz operator Ta on H
2 with
symbol a where a ∈ H∞.
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In [10] B. Lotto and D. Sarason obtained a characterization of the mul-
tipliers of M (a) into itself in terms of the boundedness of the product
of two Hankel operators. This characterization is rather difficult to
check and one of the aims of this paper is to give a complete functional
characterization in some particular situations. It was also observed
by Sarason in [15] that any function analytic in a neighborhood of D,
the closure of D, is a multiplier of every M (a) into itself (see also [9,
Theorem 24.6]). Since the constant functions belong to M (a), we see
that every function analytic in a neighborhood of D (in particular the
polynomials) belongs to every M (a). Note that in [9, 15], it is assumed
that a is an outer function in the closed unit ball of H∞ that is non
extreme (meaning log(1−|a|) ∈ L1(T)), but since for a ∈ H∞, the func-
tion a1 = a/λ (λ = 2‖a‖∞) is non-extreme and M (a) = M (a1) (see
Proposition 2.5), the result of Sarason is true for every a ∈ H∞. In par-
ticular, the function ϕ(z) = z multiplies M (a) into itself, which means
that the shift operator acts boundedly on M (a) for every a ∈ H∞.
To state our results, we set some basic terminology that will be dis-
cussed in more detail in the next section. In [6] we described the range
space M (a) for rational a ∈ H∞. Here one can show (see Proposition
2.6 below) that if ζ1, . . . , ζN are the zeros of a on the unit circle T, re-
peated according to their multiplicity, and the polynomial aˇ is defined
by
(1.1) aˇ(z) =
N∏
j=1
(z − ζj), ζj ∈ T,
then
M (a) = M (aˇ).
In [6, Cor. 6.21] we identified M (aˇ) as
(1.2) M (aˇ) = aˇH2 ∔PN−1,
where PN−1 denotes the polynomials of degree at most N − 1 and ∔
denotes the algebraic direct sum (not necessarily an orthogonal sum).
We denote the polynomials of the form (1.1) by A .
For a1, a2 ∈ H
∞, let
M(a1, a2) := {ϕ ∈ O(D) : ∀f ∈ M (a1), ϕf ∈ M (a2)}
denote the set of multipliers from M (a1) to M (a2). When a1 = a2 = a,
we set
M(a) := M(a, a)
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to be the multipliers from M (a) to itself. From standard theory of
reproducing kernel Hilbert spaces of analytic functions on D, one can
show that multipliers (from a space to itself) must be a subset of H∞.
Moreover, since the constant functions belong to M (a), the multiplier
space M(a) is always contained in M (a) ∩H∞. In Proposition 3.1 we
prove that when a ∈ A , the two sets coincide, that is
(1.3) M(a) = M (a) ∩H∞.
Since M(a) is an algebra, (1.3) shows that, at least for a ∈ A , the
set M (a) ∩ H∞ is an algebra. It is worth mentioning here that, for
general a ∈ H∞, Lotto and Sarason [11] proved that M (a)∩H∞ is not
always al algebra and thus some additional conditions on a need to be
imposed.
For more general a ∈ H∞ this is not always the case (see Remark 3.2).
Two of the main theorems of this paper are complete descriptions of
M(a1, a2) for certain a1, a2 ∈ A . For instance, when a1/a2 ∈ H
∞,
in other words, the zero set of a2 is contained in the zero set of a1
(counting multiplicity), then M (a1) ⊆ M (a2) (Proposition 2.5) and
we have the following:
Theorem 1.4. Suppose that a1, a2 ∈ A and h = a1/a2 ∈ H
∞. Then
M(a1, a2) = {ϕ ∈ M (a2) : hϕ ∈ H
∞}.
When the division is reversed, i.e., a2/a1 ∈ H
∞, in other words, the
zero set of a1 is contained in the zero set of a2 (counting multiplicity),
then M (a2) ⊆ M (a1) and we have the following:
Theorem 1.5. Suppose a1, a2 ∈ A with k := a2/a1 ∈ H
∞. Then
M(a1, a2) = k(M (a1) ∩H
∞).
When a ∈ A (and ‖a‖∞ 6 1) then M (a) = H(b), where H(b) is the
de Branges-Rovnyak space corresponding to b and b is the Pythagorean
mate for a: the unique outer function in H∞ such that b(0) > 0 and
|a|2 + |b|2 = 1 on T. It turns out that since a is a rational function
(in fact a polynomial), then b will also be a rational function. So, our
description of M(a1, a2) for certain a1, a2 ∈ A , yields a description
of the multipliers between the de Branges-Rovnyak spaces H(b1) and
H(b2) for the corresponding Pythagorean mates b1 and b2.
We have already noticed that the special function ϕ(z) = z multiplies
M (a) to itself for every a ∈ H∞. Our next result computes the norm
of the multiplication operator f 7→ zf on M (a).
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Theorem 1.6. If Sf = zf is the unilateral shift on H2, then, for any
outer function a ∈ H∞, SM (a) ⊆ M (a) and the norm of Sa := S|M (a)
is equal to
1
|a(0)|
(∫ 2π
0
|a(eiθ)|2
dθ
2π
)1/2
.
Finally, we explore, as was done in other multiplier space and range
space settings [4, 12], which functions belong to all of the multiplier
spaces M(a).
Theorem 1.7. ⋂
a∈H∞\{0}
M(a) = F ,
where F is the set of ψ ∈ H∞ whose Fourier coefficients satisfy
ψ̂(n) = O(e−c
√
n), n > 0,
for some c > 0.
Note that when ψ̂(n) = O(e−cn), then ψ is analytic on a neighborhood
of D (Hadamard’s formula for the radius of convergence of a power
series) and then, by the result of Sarason mentioned above, ψ is a
multiplier of every M (a). Thus Theorem 1.7 is an improvement of this
fact.
2. Basic fact about range spaces
For a ∈ H∞ and outer, the co-analytic Toeplitz operator Ta [1] on the
Hardy space H2 [5] is injective (Since a is outer, the analytic Toeplitz
operator Ta = T
∗
a has dense range). One can define the range space as
M (a) := TaH
2
and, since Ta is injective, endow M (a) with the range norm ‖ · ‖a
defined by
(2.1) ‖Taf‖a := ‖f‖H2 =
(∫ 2π
0
|f(eiθ)|2
dθ
2π
)1/2
.
In the above, we are norming, in the standard way, H2 functions via
their radial L2 = L2(dθ/2π) boundary values on T [5, p. 21]. One can
show [6, Corollary 3.4] that M (a) is a reproducing kernel Hilbert space
with kernel function
(2.2) kaλ = Ta(akλ), λ ∈ D,
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where
(2.3) kλ(z) =
1
1− λz
, z ∈ D,
is the standard reproducing kernel (the Cauchy kernel) for H2. By the
term “reproducing kernel” for M (a), we mean
〈f, kaλ〉a = f(λ), f ∈ M (a), λ ∈ D,
where 〈·, ·〉a is the inner product arising from the Hilbert space norm in
(2.1). From time to time we will need the corresponding inner product
on H2 which we will denote by 〈·, ·〉H2.
Observe that when a ∈ A , (1.2) implies that aH2 ⊆ M (a). In fact,
this is true for any function a ∈ H∞ since
Taf = TaTa/af, f ∈ H
2.
Let us complete this preliminary section by showing how to reduce
the problem of describing the multiplier space M(a1, a2), for rational
a1, a2 ∈ H
∞, to that of aˇ1, aˇ2 ∈ A described in (1.1). Basic theory
of Hardy spaces [5, p. 24] says that every a ∈ H∞ can be factored as
a = ua0, where u ∈ H
∞ is inner and a0 ∈ H∞ is outer. Using the
Douglas factorization lemma [14, p. 2], one can prove the following two
results.
Proposition 2.4. [9, Lemma 17.3] If a ∈ H∞ and a0 is its outer
factor, then M (a) = M (a0).
Proposition 2.5. [9, Lemma 17.5] If a1, a2 ∈ H
∞ and outer then
a1
a2
∈ H∞ ⇐⇒ M (a1) ⊆ M (a2).
Our final reduction from rational H∞ functions to the class A comes
from applying the previous two propositions. We leave the details to
the reader.
Proposition 2.6. Suppose a ∈ H∞ and rational and let aˇ be the poly-
nomial defined by
aˇ(z) =
N∏
j=1
(z − ζj),
where ζ1, . . . , ζN are the zeros of a on T, repeated according to multi-
plicity. Then M (a) = M (aˇ).
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3. Multiplier spaces
As already noticed, from the general theory of reproducing kernel
Hilbert spaces, a multiplier from such a space to itself must be a
bounded function and thus M(a) ⊆ H∞. Since the constant func-
tions belong to M (a) we see that M(a) ⊆ H∞ ∩M (a). For functions
a ∈ A , we have equality. Note that this fact was already observed
by Sarason [15] in the special case when a(z) = (1 − z)/2 (see also [9,
Corollary 28.29]).
Proposition 3.1. Suppose a ∈ A . Then M(a) = M (a) ∩H∞.
Proof. From the previous paragraph, we have the ⊆ containment.
Now suppose that ϕ ∈ M (a) ∩H∞. By (1.2)
ϕ = aϕ˜+ p, ϕ˜ ∈ H2, p ∈ PN−1, N = deg(a).
This implies that aϕ˜ = ϕ−p ∈ H∞. If f ∈ M (a) then, again by (1.2),
f = af˜ + q, f˜ ∈ H2, q ∈ PN−1,
and so
ϕf = (aϕ˜+ p)(af˜ + q) = a(aϕ˜f˜ + pf˜ + qϕ˜) + pq.
We have already shown that aϕ˜ ∈ H∞ and thus aϕ˜f˜ ∈ H2. Clearly
the terms pf˜ and qϕ˜ belong to H2 and so, using (1.2),
a(ϕ˜f˜ + pf˜ + qϕ˜) ∈ aH2 ⊆ M (a).
Since M (a) contains the polynomials, we have pq ∈ M (a) and thus
ϕf ∈ M (a). Hence ϕ ∈M(a) and the ⊇ inclusion follows. 
Remark 3.2. (1) Proposition 3.1 says that for a ∈ A , the set
M (a) ∩ H∞ is an algebra (since it is equal to the multiplier
algebra M(a)). For general a ∈ H∞ we do not always have
M(a) = M (a)∩H∞ since there are a ∈ H∞ such that M (a)∩
H∞ is not an algebra [11].
(2) For a general bounded outer function a we have H∞ ⊆ M(a) if
and only if the Toeplitz operator Ta/a¯ is invertible [9, Theorem
17.20]. In this case we in fact have M (a) = M (a) and M(a) =
H∞.
(3) In [10] they obtained the following characterization of M(a) for
a general bounded outer function a: Let ϕ ∈ M (a)∩H∞ and let
ψ ∈ H2 such that ϕ = Ta¯ψ. Then the following are equivalent:
(i) ϕ ∈ M(a); (ii) the operator H ∗¯
ψ
Ha¯ is bounded on H
2 (Hψ
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and Ha are Hankel operators). This result is difficult to check,
even when a ∈ A , which makes Proposition 3.1 all the more
useful.
The rest of this section contains the proofs of Theorem 1.4 and Theorem
1.5. First observe that M(a1, a2) is never trivial.
Proposition 3.3. For any a1, a2 ∈ A , a2H
∞ ⊆M(a1, a2).
Proof. Let ϕ ∈ H∞. Then for any f ∈ M (a1) we can use (1.2) to see
that
f = a1f˜ + p, f˜ ∈ H
2, p ∈ PN1−1, N1 = deg(a1).
Thus
(a2ϕ)f = a2ϕ(a1f˜ + p) = a2(a1ϕf˜ + ϕp) ∈ a2H
2 ⊆ M (a2). 
Proof of Theorem 1.4. We remind that 1 ∈ M (a1). This means that if
ϕ ∈ M(a1, a2) then ϕM (a1) ⊆ M (a2) and so ϕ = ϕ · 1 ∈ M (a2). By
(1.2),
(3.4) ϕ = a2ϕ˜+ p, ϕ˜ ∈ H
2, p ∈ PN2−1, N2 = deg(a2).
With h := a1/a2, which we assume to belong to H
∞, observe that
a1ϕ˜ =
ϕ− p
a2
a1 = h(ϕ− p)
and so
a1ϕ˜ ∈ H
∞ ⇐⇒ hϕ ∈ H∞.
Thus
{ϕ ∈ M (a2) : hϕ ∈ H
∞} = {ϕ ∈ M (a2) : ϕ˜a1 ∈ H∞}.
To complete the proof, we will now prove that
M(a1, a2) = {ϕ ∈ M (a2) : ϕ˜a1 ∈ H
∞}.
(⊆): Let ϕ ∈ M(a1, a2) and recall from (3.4) that ϕ = a2ϕ˜ + p. We
will show that a1ϕ˜ ∈ H
∞ by showing that a1ϕ˜ is a multiplier from H2
to itself. Indeed let f˜ ∈ H2 and define f = a1f˜ . From (1.2), f belongs
to M (a1). By our assumption that ϕ is a multiplier, ϕf ∈ M (a2).
Moreover,
ϕf = (a2ϕ˜+ p)(a1f˜) = a1a2ϕ˜f˜ + pa1f˜ .
For the second summand above, observe that
pa1f˜ = pa2hf˜ ∈ a2H
2 ⊆ M (a2).
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Since ϕf ∈ M (a2) by assumption, it must be the case that the first
summand, i.e., a1a2ϕ˜f˜ belongs to M (a2) and so
a1a2ϕ˜f˜ = a2F˜ +R, F˜ ∈ H
2, R ∈ PN2−1.
This means that
a1ϕ˜f˜ = F˜ +
R
a2
.
Clearly F˜ ∈ H2 and a1ϕ˜f˜ ∈ H
1. Thus, since R/a2 ∈ H
1 and rational,
it follows that R/a2 ∈ H
∞. In summary,
a1ϕ˜f˜ ∈ H
2, f˜ ∈ H2,
which makes a1ϕ˜ a multiplier of H
2 and hence bounded.
(⊇): Let f ∈ M (a1). Then by (1.2)
f = a1f˜ + p, f˜ ∈ H
2, p ∈ PN1−1, N1 = deg(a1).
If ϕ = a2ϕ˜+ q ∈ M (a2) with a1ϕ˜ ∈ H
∞ then
ϕf = (a2ϕ˜+ q)(a1f˜ + p) = a2(a1ϕ˜f˜ + ϕ˜p + hf˜q) + qp.
For the first summand above, observe that, by assumption a1ϕ˜ ∈ H
∞,
and also that ϕ˜p and hf˜q belong to H2 and so the first summand
belongs to a2H
2 ⊆ M (a2). Since M (a2) contains all the polynomials,
pq ∈ M (a2). Thus ϕ ∈M(a1, a2). 
Corollary 3.5. For a ∈ A , M(a, 1) = {ϕ ∈ H2 : aϕ ∈ H∞}.
Notice the above characterizes the multipliers from M (a) (the smaller
space) to H2 (the bigger space).
From Proposition 3.1, the multipliers from M (a) to itself must be
bounded functions. However, as the following example shows, for dif-
ferent a1, a2 ∈ A , it is possible for M(a1, a2) to contain unbounded
functions.
Example 3.6. If a1(z) = (1 + z)(1− z) and a2(z) = (1 + z), then the
unbounded function
ϕ(z) = (1 + z)1/2+ǫ(1− z)−1/2+ǫ, ǫ ∈ (0, 1
2
),
belongs to M(a1, a2). To see this observe that ϕ ∈ a2H
2 ⊆ M (a2) and
a1
a2
ϕ = (1− z)ϕ = (1 + z)1/2+ǫ(1− z)1/2+ǫ ∈ H∞.
Now apply Theorem 1.4.
RANGE SPACES 9
The proof of Theorem 1.5 is more involved and needs a little bit more
set-up. For
a =
N∏
j=1
(z − ζj), ζj ∈ T,
we have seen from (1.2) the decomposition
M (a) = aH2 ∔PN−1.
Since PN−1 is a finite dimensional space, it follows that aH2 is a closed
subspace of M (a) and standard functional analysis arguments (see for
instance [13, Theorem 5.16]) show that the projection with range aH2
and null space PN−1 is continuous and we have
(3.7) ‖af‖a ≍ ‖f‖H2, f ∈ H
2.
With this set up we are now ready to prove Theorem 1.5.
Proof of Theorem 1.5. By assumption, k = a2/a1 ∈ H
∞ We first show
that k ∈M(a1, a2). Indeed if f = a1f˜ + p ∈ M (a1), then
kf =
a2
a1
(a1f˜ + p) = a2f˜ + p
a2
a1
.
The first term belongs to a2H
2 ⊆ M (a2) while the second term is
analytic in a neighborhood of D (since it is a rational function in H2)
and hence belongs to M (a2). Thus k ∈M(a1, a2).
Next observe, from the inclusion M (a2) ⊆ M (a1) that
(3.8) M(a1, a2) ⊆M(a1).
We are now ready to prove
M(a1, a2) = k(M (a1) ∩H
∞).
(⊇): Let ϕ ∈ M (a1) ∩ H
∞ and f ∈ M (a1). By Proposition 3.1, ϕ ∈
M(a1, a1) and thus ϕf ∈ M (a1). We argued before that k ∈M(a1, a2)
and so kϕf ∈ M (a2). Hence kϕ ∈M(a1, a2).
(⊆): Let ϕ ∈ M(a1, a2). Since 1 ∈ M (a1) we see that ϕ ∈ M (a2) and
hence
(3.9) ϕ = a2ϕ˜+ p = ka1ϕ˜+ p, deg(p) 6 N2 − 1.
Our first step is to show that ϕ ∈ kM (a1) and to do this, we need
to show that p/k is a polynomial. To this end, let h ∈ H2 and put
f = a1h. Then
(3.10) ϕf = a2a1ϕ˜h+ pa1h.
10 FRICAIN, HARTMANN, AND ROSS
However, ϕf ∈ M (a2) (since ϕ ∈ M(a1, a2) and f ∈ a1H
2 ⊆ M (a1))
and so
(3.11) ϕf = a2ϕ˜f + t, deg(t) 6 N2 − 1
for some ϕ˜f ∈ H2. A calculation using (3.10) and (3.11) yields
a1ph = a2(ϕ˜f − a1ϕ˜h) + t.
Let g = ϕ˜f − a1ϕ˜h and observe that g ∈ H
1. Using the division
algorithm for polynomials we get
t = a1γ + δ, deg(δ) 6 N1 − 1.
This yields
a1hp = a2g + t = a2g + a1γ + δ,
that is
a1hp = a1(kg + γ) + δ.
Now observe that
kg = kϕ˜f − a1kϕ˜h = kϕ˜f − a2ϕ˜h = kϕ˜f − (ϕ− p)h
which belongs to H2 since ϕ ∈ H∞ (recall (3.8)). By the uniqueness
of the representation (1.2) and the equality a1hp = a1(kg + γ) + δ, we
conclude that δ = 0 and hp = kg + γ. Finally recall that g ∈ H1 and
so
|g(rξ)| .
1
1− r
.
Hence the function kg + γ has a radial limit at each zero of k, along
with its derivatives of order one less than the order of the zero of k.
Thus the same must be true for hp. But h was an arbitrary element of
H2. This means that p must have a zero at every zero of k of at least
the multiplicity of the zero of k. Conclusion: p/k is a polynomial b.
From the above and the representation of ϕ from (3.9) we know that
ϕ = k(a1ϕ˜+ b), deg(b) 6 N1 − 1.
Notice in the last step how we used that deg(p) 6 N2−1 and deg(k) =
N2 −N1. Note that
ϕ0 := a1ϕ˜ + b ∈ M (a1)
and so it remains to show that ϕ0 ∈ H
∞. Since ϕ ∈M(a1, a2) we know
that
(3.12) ‖ϕ(a1h)‖a2 . ‖a1h‖a1 , h ∈ H
∞.
However,
ϕa1h = ka1ϕ0h = a2hϕ0.
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From (3.7) we have
‖a1h‖a1 ≍ ‖h‖H2, ‖a2hϕ0‖a2 ≍ ‖hϕ0‖H2 .
Combining this with (3.12) we get
‖hϕ0‖H2 . ‖h‖H2 , h ∈ H
∞.
This means that the operator h 7→ ϕ0h, initially defined on H
∞ ⊆ H2,
extends to a bounded multiplication operator on H2. It is well known
that the multipliers of H2 must be bounded and so ϕ0 ∈ H
∞ which
completes the proof. 
Corollary 3.13. For a ∈ A , M(1, a) = aH∞.
Notice how the above corollary characterizes the multipliers between
H2 (the bigger space) and M (a) (the smaller space).
4. Onto multipliers
Crofoot [3] studied the onto multipliers between model spaces. Here we
discuss the onto multipliers between M (a1) and M (a2), i.e., ϕ ∈ O(D)
for which ϕM (a1) = M (a2).
Theorem 4.1. Suppose a1, a2 ∈ A with a2/a1 = h ∈ H
∞ \ C. Then
there are no multipliers from M (a1) onto M (a2).
Proof. Suppose there is a ϕ ∈ H2 with ϕM (a1) = M (a2). By Theorem
1.5 there is a ψ ∈ H∞ so that ϕ = hψ. But since 1 ∈ M (a2) there is a
g ∈ M (a1) such that 1 = ϕg. Thus 1/ϕ ∈ H
2 and hence ψ/ϕ = 1/h ∈
H2. However, 1/h is a non-constant rational function with poles on T
and thus can not belong to H2 – which yields a contradiction. 
Corollary 4.2. Suppose a1, a2 ∈ A with a1/a2 ∈ H
∞ \C. Then there
are no multipliers from M (a1) onto M (a2).
Proof. Suppose there is a ϕ ∈ H2 with ϕM (a1) = M (a2). Then
1
ϕ
M (a2) = M (a1). Apply Theorem 4.1 to obtain a contradiction. 
When a1 = a2, there are indeed plenty of onto multipliers.
Proposition 4.3. If a ∈ H∞ and λ ∈ C, |λ| < ‖a‖−1∞ , then
1
1− λa
M (a) = M (a).
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Proof. Fix λ ∈ D, |λ| < ‖a‖−1∞ , and a ∈ H
∞ and note that for any
f ∈ M (a) we have the identity
f
1− λa
= f + a
λf
1 − λa
which belongs to M (a) since the first term belongs to M (a) and the
second belongs to aH2 which is contained in M (a). Thus
1
1− λa
∈M(a, a).
On the other hand for f ∈ M (a), we have
(1− λa)f = f − a(λf) ∈ M (a)
for similar reasons as before. Thus (1−λa) ∈M(a, a) which completes
the proof. 
Question 4.4. Is there a tractable description of all of the onto mul-
tipliers from M (a) to itself?
5. Intersections of multiplier spaces
In this section, we prove Theorem 1.7. Recall that F denotes the set
of ψ ∈ H∞ whose Fourier coefficients
ψ̂(n) =
∫ 2π
0
ψ(eiθ)e−inθ
dθ
2π
satisfy
ψ̂(n) = O(e−c
√
n), n > 0,
for some c > 0 and let
B = {ϕ ∈ H∞ \ {0} : ‖ϕ‖∞ 6 1, log(1− |ϕ|) ∈ L1}
denote the (non-zero) non-extreme points in the closed unit ball ofH∞.
Also recall that
M(H (b)) = {ϕ ∈ Hol(D) : ϕH (b) ⊆ H (b)}
are the multipliers of H (b) to itself.
In [4] it was shown that
(5.1)
⋂
b∈B
M(H (b)) = F
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and in [12] it was shown that
(5.2)
⋂
ϕ∈H∞\{0}
M (ϕ) = F .
Proof of Theorem 1.7. From [9, Thm. 20.17] we know that if b ∈ B and
a is the so-called “Pythagorean mate” for b, meaning the unique a ∈ B
with a(0) > 0 and with |a|2 + |b|2 = 1 almost everywhere on T (such
mates exist by standard Hardy space theory [5] and the assumption
that b is non-extreme)
(5.3) M(H (b)) ⊆M(a).
Moreover, for any a ∈ H∞ \ {0} with ‖a‖∞ 6 1 (not necessarily non-
extreme) we have
M (a) = M (a/2)
and, more importantly, a/2 ∈ B. This all yields
(5.4)
⋂
a∈H∞\{0}
M (a) =
⋂
a∈B
M (a).
Our preliminary comment is that M (a) always contains the constant
functions and thus
(5.5) M(a) ⊆ M (a).
Putting this all together we have
F =
⋂
b∈B
M(H (b)) (by (5.1))
⊆
⋂
a∈B
M(a) (by (5.3))
⊆
⋂
a∈B
M (a) (by (5.5))
⊆
⋂
a∈H∞\{0}
M (a) (by (5.4))
= F (by (5.2)).
This completes the proof. 
6. The commutant and the norm of the shift on M (a)
We know that the identity function ϕ(z) = z belongs to M(a). This
means that if Sf = zf is the standard unilateral shift on H2, then the
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operator
Sa := S|M (a)
is a well defined bounded operator on M (a). The next result, which is
quite standard for the shift operator on many Hilbert spaces of analytic
functions, computes the commutant of Sa. If B(M (a)) denotes the
bounded operators on M (a), the commutant {Sa}
′ is defined to be
{Sa}
′ := {A ∈ B(M (a)) : ASa = SaA}.
Proposition 6.1. For a ∈ H∞ and outer,
{Sa}
′ = {Mϕ : ϕ ∈M(a)},
where Mϕ is the multiplication operator Mϕf = ϕf on M (a).
Proof. Clearly we have ⊇. To prove the other containment, let A ∈
B(M (a)) with ASa = SaA. This implies that for any polynomial p
A(p(Sa)1) = p(Sa)A(1),
equivalently, A(p) = pA(1). Since the polynomials are dense in M (a)
(see [9, Theorem 17.4]), for a given f ∈ M (a) we can find a sequence
of polynomials {pn}n>1 such that pn → f in the norm of M (a). Since
point evaluations on D are continuous in the norm of M (a) (indeed
M (a) is a reproducing kernel Hilbert space), we see that pn → f
pointwise on D. Since Apn → Af both in norm as well as pointwise on
D, we see that Af = A(1)f . Thus A(1) is a multiplier of M (a) and
A = MA(1). 
Remark 6.2. The above fact is quite standard for many spaces of
analytic functions (see also [8, Theorem 9.16] for a broader setting).
Making adjustments to the above proof, we can show that
{A ∈ B(M (a1),M (a2)) : ASa1 = Sa2A} = {Mϕ : ϕ ∈M(a1, a2)}.
In the above, Mϕ : M (a1) → M (a2), Mϕf = ϕf . One can also show
that this set is (operator) norm closed.
In the rest of this section we prove Theorem 1.6. For f ∈ O(D) let
Bf =
f − f(0)
z
denote the backward shift of f . It is well known that
Tzf = Bf, f ∈ H
2,
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and that B acts contractively on H2. Furthermore, since TzTa = TaTz
we conclude that BM (a) ⊆ M (a). This allows us to define
Xa := B|M (a).
Observe that Xa is also a contraction since for any f = Tag ∈ M (a)
we have
‖Xaf‖a = ‖TaTzg‖a = ‖Tzg‖H2 6 ‖g‖H2 = ‖f‖a.
Proposition 6.3. Let a be a bounded outer function. Then
X∗a = Sa + 1⊗a TaBa.
Proof. For f = Tag ∈ M (a) and λ ∈ D, we have
(X∗af)(λ) = 〈X
∗
af, k
a
λ〉a = 〈f,Xak
a
λ〉a.
Let P+ denote the orthogonal projection of L
2 onto H2 and P− =
Id−P+. Using the definition of Xa along with the identities
kaλ = Taakλ = T|a|2kλ,
and TaTz = TzTa, we obtain
Xak
a
λ = BTa(akλ) = TaB(akλ).
From here we get
(X∗af)(λ) = 〈f, TaB(akλ)〉a
= 〈g, B(akλ)〉L2
= 〈g, zakλ〉L2
= 〈ag, zkλ〉L2
= 〈P+(ag), zkλ〉L2 + 〈ag, P−(zkλ)〉L2
= 〈zf, kλ〉L2 + 〈ag, P−(zkλ)〉L2
= λf(λ) + 〈ag, P−(zkλ)〉L2 .
A short computation with power series shows that P−(zkλ) = z, whence
(X∗af)(λ) = λf(λ) + 〈ag, z〉L2 .
Observe now
〈ag, z〉L2 = 〈g, P+(az¯)〉L2
= 〈g, Ba〉L2
= 〈Tag, TaBa〉a
= 〈f, TaBa〉a
= (1⊗a TaBa)f.
Hence X∗af = Saf + (1⊗ TaBa)f , which yields the result. 
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Proof of Theorem 1.6. First, observe from Proposition 6.3 that Sa =
X∗a−1⊗aTaBa and so S
∗
a = Xa−TaBa⊗a1. Thus for every f ∈ M (a),
we have
S∗aSaf = XaSaf − 〈Saf, 1〉aTaBa = f − 〈Saf, 1〉aTaBa.
Next we see that
‖Saf‖
2
a = 〈S
∗
aSaf, f〉a
= ‖f‖2a − 〈Saf, 1〉a〈TaBa, f〉a
= ‖f‖2a − 〈f, S
∗
a1〉a〈TaBa, f〉a
But S∗a1 = Xa1− ‖1‖
2
aTaBa = −‖1‖
2
aTaBa, which yields
‖Saf‖
2
a = ‖f‖
2
a + ‖1‖
2
a |〈f, TaBa〉|
2
6 (1 + ‖1‖2a‖TaBa‖
2
a)‖f‖
2
a.
This proves the upper bound
‖Sa‖
2
a 6 1 + ‖1‖
2
a‖TaBa‖
2
a.
To obtain equality, observe that the previous computation shows that
‖Saf‖
2
a = ‖f‖
2
a + ‖1‖
2
a |〈f, TaBa〉a|
2 .
Applying this identity to f = TaBa we get
‖Sa(TaBa)‖
2
a = ‖TaBa‖
2
a + ‖1‖
2
a‖TaBa‖
4
a
= ‖TaBa‖
2
a(1 + ‖1‖
2
a‖TaBa‖
2
a)
and thus
‖Sa‖
2 = 1 + ‖1‖2a‖TaBa‖
2
a.
Also observe that
‖1‖2a =
∥∥∥Ta 1
a(0)
∥∥∥2
a
=
∥∥∥ 1
a(0)
∥∥∥2
H2
=
1
|a(0)|2
and
‖TaBa‖
2
a = ‖Ba‖
2
H2 = 〈SS
∗a, a〉H2
= 〈a− a(0), a〉H2
= ‖a‖2H2 − |a(0)|
2,
to conclude
‖Sa‖
2 = 1 + ‖1‖2a‖TaBa‖
2
a
= 1 +
1
|a(0)|2
(‖a‖2H2 − |a(0)|
2) =
‖a‖2H2
|a(0)|2
. 
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