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ABSTRAK 
Abstrak 
Analisa tl.mdamental ditujuk:an untuk: memilih saham yang ak:an dibeli atau 
dijual dengan cara menganalisa kemungkinan perkembangan perusahaan di masa 
depan. Salah satu tahap dalam analisa fundamental adalah analisa k:ineija 
keuangan perusahaan. Untuk memudahkan publik dalam menilai kineija 
keuangan perusahaan, pengamat independen atau badan rating k:husus 
memberikan rating sebagai indikator kineija. Karena banyaknya data rasio 
keuangan yang harus dianalisa tiap tahunnya diperlukan adanya otomatisasi. 
Dalam penelitian ini digunakan Jaringan Syaraf Tiruan Self-Organizing Maps 
(SOM) untuk melakukan otomatisasi. Data rasio keuangan didapatkan dari 
majalah lnfoBank. Sebagai evaluasi, basil pengelompokan dari SOM 
dibandingkan dengan basil rating dari pengamat independen InfoBank. 
Jaringan syaraf tiruan Self-Organizing Maps (SOM) membentuk model 
vektor yang mewakili vektor dari ruang input yakni rasio finansial bank. Model 
vektor ini tersusun dalam bentuk grid dua dimensi yang disebut peta (map) . 
Selama proses training input vektor dibandingkan dengan model vektor untuk: 
mencari BMU (best matching unit) berdasarkan Euclidean distance yang terkecil. 
Model vektor disekitar BMU atau yang disebut neighbour dan BMU akan 
diupdate nilainya menggunakan parameter learning rate (a). Iterasi ini terns 
berlangsung hingga didapatkan average quantization error yang mendekati nol. 
Model vek:tor yang terbentuk dapat dianggap sebagai cluster center, dimana hila 
digabungkan akan membentuk cluster yang lebih besar dan lebih mudah untuk 
diinterpretasi. 
Pada percobaan pertama SOM bela jar tanpa pengawasan (unsupervised 
learning) dimana cluster yang terbentuk: hanya berdasarkan rasio keuangan. Pada 
percobaan kedua SOM belajar dengan semi-pengawasan (semi-supervised 
learning) dimana jaringan diarahk:an untuk membentuk cluster tertentu dengan 
mengikutkan variabel rating pada proses latihan. Ketepatan pengelompokan dari 
SOM dengan basil rating dari InfoBank dihitung dengan menggunakan parameter 
Cluster Coefficient ofDetermination (kcluster) . 
Hasil percobaan pertama menunjukkan SOM memiliki ketepatan 49% 
dalam memetak:an rating InfoBank. Percobaan kedua menunjukkan SOM 
memiliki ketepatan 100% dengan rating Info Bank. Percobaan kedua 
membuktikan bahwa SOM dapat dilatih untuk membentuk cluster tertentu dengan 
menambahkan variabel bobot. 
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1 
Dalam dunia pasar modal hampir semua investasi mengandung unsur 
ketidakpastian atau resiko. Pemodal tidak tahu pasti hasil yang akan diperolehnya 
dari investasi yang dilakukannya. Yang dapat dilakukan oleh pemodal adalah 
memperkirakan berapa keuntungan yang diharapkan dari investasinya, dan 
seberapa jauh kemungkinan hasil yang sebenarnya nanti akan menyimpang dari 
hasil yang diharapkan [19]. 
Beberapa penelitian yang berhubungan dengan analisa saham pernah 
dilakukan oleh I Made Suarta [13] dan Ali Ridho [1]. I Made Suarta meneliti 
penggunaan algoritma genetik untuk menyelesaikan permasalahan optimasi 
portofolio. Sedangkan Ali Ridho menggunakan metode quadratic programming 
dan AHP (Analytical Hierarchy Process) untuk masalah yang sama. Pada 
permasalahan optimasi portofolio berusaha dicari gabungan saham-saham yang 
akan memberikan tingkat utilitas (expected utility index) yang maksimum. Model 
penelitian ini menggunakan sejarah harga saham dari perusahaan-perusahaan yang 
diteliti. 
Salah satu faktor yang perlu diperhatikan dalam portfolio investment 
adalah kualitas atau keamanan saham tersebut [16]. Analis investasi menyarankan 
untuk mengamati seberapa baiknya kinerja strategi-strateginya, bukan kinerja 
saham-sahamnya [18]. Kinerja strategi-strategi dari emiten lebih tercermin pada 
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laporan keuangan daripada kineij a sahamnya [ 18]. Untuk itu sebel urn melakukan 
analisa portofolio diperlukan analisa fundamental dari emiten yang mengeluarkan 
saham tersebut. Analisa Fundamental adalah salah satu alat anahsa saham yang 
lebih ditujukan untuk memilih saham yang akan dibeli atau dijual [21]. 
Dalam melakukan analisa fundamental yang paling dibutuhkan adalah 
rasio keuangan, yang biasanya dapat ditemukan di laporan keuangan perusahaan 
tersebut. Keterbatasan yang ada selama ini ialah rasio keuangan tersebut dianalisis 
secara univariat, sehingga hasilnya tidak mampu menjelaskan secara maksimal 
gambaran umum dari rasio-rasio keuangan yang ada [17]. Salah satu metode yang 
dapat digunakan untuk menyelesaikan masalah ini adalah analytical hierarchy 
process (AHP) [1]. Dengan AHP dibentuk peringkat dari sejumlah saham yang 
dianalisa dengan menggunakan bobot preferensi. Saham terbaik adalah saham 
yang nilai preferensi dari rasio-rasio keuangan emitennya tertinggi dibanding 
yang lain. Model ini dirasa kurang untuk analisa fundamental karena tidak adanya 
class interval yang menentukan standar kriteria. Sehingga hila saham tersebut 
berada pada peringkat satu belum tentu saham tersebut adalah saham yang baik. 
Belum lagi hila saham yang dianalisa sangat banyak, akan ditemui kesulitan 
menentukan saham sampai urutan keberapa yang layak dipilih. 
Metode lain yang pernah dlilakukan untuk melakukan analisa fundamental 
adalah analisa multivariat. Mochamad Tibiyani [17] menggunakan metode 
statistik multivariat untuk mengelompokan perusahaan di Bursa Efek Surabaya 
berdasarkan rasio keuangannya. Penggunaan analisis multivariat dengan 
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menggunakan metode statistik memiliki keterbatasan penggunaan asums1 
distribusi normal dari data yang diteliti [3]. Selain itu dalam membandingkan 
rasio keuangan perusahaan haruslah diperhatikan sektor dari perusahaan yang 
diteliti [22]. Karena variabel rasio yang sama dari sektor yang berbeda memiliki 
nilai rasio yangjauh berbeda [22]. 
Salah satu metode komputasi yang banyak dikembangkan saat ini adalah 
jaringan syaraf tiruan. Jaringan syaraf tiruan mempunyai kemampuan untuk 
mengenali pola sebuah system dari contoh-contoh yang diberikan [14]. Banyak 
sekali metode jaringan saraf tiruan, dua yang terkenal adalah propagasi balik 
(Back Propagation) dan Self-Organizing Maps. Penggunaan metode propagasi 
balik untuk mengklasifikasikan kesehatan Bank [15] atau untuk memprediksi 
kebangkrutan perusahaan [6] pemah dilakukan pada penelitian sebelumnya. Pada 
penelitian tersebut berusaha dicari sebuah classifier untuk membedakan bank 
yang sehat [ 15] atau perusahaan yang akan tetap solvent [ 6] dengan yang tidak 
sehat atau akan bangkrut. 
Pada penelitian yang dilakukan oleh Kadek [15] didapatkan bahwa metode 
JST propagasi balik memiliki keakuratan yang lebih tinggi dari metode statistik. 
Akan tetapi data yang digunakan untuk melatih jaringan adalah data basil 
klasifikasi menggunakan kriteria yang dikeluarkan oleh InfoBank. Sehingga hasil 
pemetaan yang terjadi akan mengacu pada rating dari InfoBank [15]. Padahal 
pada tahun-tahun berikutnya InfoBank terus merubah metode penilaiannya, 
sehingga JST yang terbentuk mungkin tidak valid lagi. Selain itu analis investasi 
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mensyaratkan minimal pengamatan selama 3 (tiga) tahun terhadap ras10 
keuangan dari perusahaan emiten [18]. 
Pada penelitian yang dilakukan oleh Back [6] dibandingkan antara metode 
JST propagasi balik dan Self-Organizing Maps dalam memprediksi kebangkrutan 
suatu perusahaan, dengan menggunakan sampel data satu hingga tiga tahun 
sebelum perusahaan tersebut bangkrut. Dari basil penelitian ini didapatkan JST 
propagasi balik lebih baik dibanding Self-Organizing Maps. Akan tetapi dalam 
penelitian ini SOM belajar dengan supervisi (supervised learning), padahal SOM 
memiliki kelebihan dalam hal belajar tanpa supervisi (unsupervised learning). 
Penelitian lain dengan menggunakan Self-Organizing Map (SOM) untuk 
Competitive Benchmarking pernah dilakukan oleh Barbro Back dan Vanharanta 
terhadap perusahaan Pulp and Paper [3,5] dan Telekomunikasi [2,4]. Disini 
kemampuan belajar SOM dalam mengenali pol a tanpa supervisi (unsupervised 
learning) digunakan. Dengan menggunakan algoritma SOM, perusahaan-
perusahaan yang dianalisa akan membentuk kelompok berdasarkan kesarnaan 
karakteristik keuangannya. Sayangnya penelitian ini tidak menggunakan 
perhitungan bobot dalam memberikan label/predikat terhadap kelompok yang 
terbentuk. Karena pada kenyataannya rasio-rasio seperti profitability selalu 
dianggap lebih baik dibanding rasio yang lain. Selain itu mereka tidak 
membandingkannya dengan metode lain sehingga keakuratannya tidak diketahui. 
Oleh karena itu dalam tugas akhir ini kami melakukan klasifikasi 
pemilihan saham bank di Indonesia dengan melibatkan pembobotan dalam 
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memberikan label/predikat terhadap kelompok yang terbentuk dari SOM. Untuk 
memberikan labeVpredikat pada tiap cluster, kami menghitung nilai rata-rata tiap 
rasio dari semua bank dalam satu cluster. Kemudian nila rata-rata tersebut kami 
gunakan sebagai acuan untuk menghitung skor tiap cluster sesuai aturan dari 
InfoBank. Metode InfoBank menggunakan penghitungan bobot dan kriteria dalam 
menghitung skor. Acuan untuk pembentukan peta menggunakan hasil penelitian 
Back dan Vanharanta [2,3,4,5]. 
Sebagai evaluasi kami membandingkan kelompok yang terbentuk dari 
SOM dengan pengelompokan dari InfoBank. Ketepatan SOM dalam memetakan 
rating dihitung dengan parameter cluster coefficient of determination (!?!cluster) 
[22]. Disini kami melakukan dua percobaan, pada percobaan pertama SOM 
belajar tanpa pengawasan (unsupervised learning) dimana cluster yang terbentuk 
hanya berdasarkan rasio keuangan. Pada percobaan kedua SOM belajar dengan 
semi-pengawasan (semi-supervised learning) dimana jaringan diarahkan untuk 
membentuk cluster tertentu dengan menambahkan variabel bobot pada data 
training. 
1.2 Tujuao dan Manfaat 
Merancang dan mengembangkan perangkat lunak yang berfungsi untuk 
mengklasifikasikan saham bank di Indonesia. Dengan perangkat lunak ini 
pengguna dapat : 
Melihat pengelompokan perusahaan berdasarkan kinerja rasio keuangan. 
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Analisa kinetja rasio keuangan berdasarkan pergerakannya dari tahun ke tahun 
bukan hanya kondisi sekarang. 
Dengan bantuan perangkat lunak ini diharapkan investor dapat menentukan 
saham-saham mana yang layak untuk dibeli atau dijual. 
1.3 Perumusan Masalah 
Beberapa masalah dalam pembuatan tugas akhir ini ialah : 
Pengelompokan perusahaan dengan menggunakan rasio-rasio keuangan yang 
dianalisa secara bersama-sama termasuk ke dalam masalah analisa multivariat. 
Masalah ini akan berusaha diselesaikan dengan metode jaringan syaraf tiruan 
Self-Organizing Maps. 
Bagaimana menvisualisasikan kelompok - kelompok perusahaan tersebut, 
serta pergerakannya dari tahun ke tahun ke dalam ruang dua dimensi . 
Masalah ini akan berusaha diselesaikan dengan metode visualisasi U-matrix. 
(unified distance matrix). 
1.4 Batasan Masalah 
Perangkat lunak ini tidak ditujukan untuk memperkirakan harga suatu saham 
dimasa depan. Model analisis seperti itu membutuhkan asumsi-asumsi tentang 
keadaan masa depan yang secara realita sangat sulit diterapkan untuk keadaan 
saat ini. 
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Tugas akhir ini menggunakan rasio keuangan dari industri perbankan sebagai 
contoh dalam analisa data dan pembahasan. 
1.5 Metodologi Togas Akhir 
Metodologi yang digunakan untuk menyelesaikan tugas akhir ini adaJah: 
1. Studi literatur 
Pada tahap ini hal yang dilakukan adalah mencari, mengumpulkan dan 
mempelajari segala macam informasi yang berhubungan dengan analisa 
fundamental, perbankan, Self-Oganizing Maps dan U-matrix. 
2. Pengumpulan Data 
Penelitian ini membutuhkan rasio-rasio keuangan dari bank-bank di Indonesia. 
Data untuk penelitian ini didapatkan dari majalah InfoBank [8,9,10,11 ,12]. 
Tiap tahunnya rasio yang digunakan oleh InfoBank untuk menilai kinerja 
keuangan selalu berbeda, meskipun ada beberapa rasio yang tetap 
dipertahankan. Kami menggunakan rasio yang digunakan selama 5 tahun 
(1997-2001) berturut-turut oleh InfoBank sebagai dasar untuk 
mengelompokan kinerja bank dengan menggunakan SOM. Rasio-rasio 
tersebut adalah ROA, ROE, LDR, BO/PO, NIM dan CAR Tidak semua Bank 
mempunyai data lengkap rasio keuangan selama 5 tahun berturut-turut, tetapi 
tetap kami masukkan dalam penelitian ini. Total jumlah Bank yang diteliti 
adalah 149 bank dengan total data 636 record (masing-masing record terdiri 
dari 6 variabel rasio ). 
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3. Desain dan Implementasi perangkat lunak 
Pada tahap iru dilakukan preprocessing terhadap data yang digunakan, yakrll 
meliputi proses penskalaan (scale by range), pengeditan (cut off extreme 
values), dan pengkodean variabel bobot. Perancangan dan pembuatan sistem 
perangk:at lunak Se?f Organizing Maps. Dan penentuan parameter-parameter 
SOM yang akan digunakan untuk uji coba berdasarkan jumal penelitian yang 
dijadikan acuan. 
4. Uji Coba perangkat lunak 
Uji coba perangkat lunak ini terdiri dari : 
Percobaan untuk mendapatkan peta yang terbaik, yakni peta yang nemiliki 
nilai average quantization error (E) terkecil (£<0.05). 
Identifikasi cluster dengan visualisasi U-matrix 
Model vektor yang terbentuk sebenamya merupakan cluster center. Untuk 
memudahkan proses interpretasi, model vektor ini dapat digabung untuk 
membentuk cluster yang lebih besar. Untuk memudahkan proses 
penggabungan ini digunakan visualisasi U-matrix. 
Identifikasi karakteristik cluster dengan Component plane 
Component plane digunakan untuk melihat komponen rasio yang secara 
khusus membentuk cluster serta kemungkinan menghilangkan komponen 
rasio yang menyebabkan noise pada pembentukan peta. 
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Menggabtmgkan model vektor dengan pewarnaan manual 
Setelah secara implisit bentuk cluster ditampilkan dengan U-matrix, 
selanjutnya untuk menjadikannya eksplisit perlu dilakukan pemberian 
wama secara manual. 
Memberikan labeVpredikat pada tiap cluster dengan menghitung nilai rata-
rata tiap rasio dari semua bank dalam satu cluster. Kemudian nil a rata-rata 
tersebut digunakan sebagai acuan untuk menghitung skor tiap cluster 
sesuai aturan dari InfoBank. 
5. Evaluasi 
Evaluasi dilakukan dengan menggunakan nilai If cluster. R2 cluster adalah 
pengukur ketepatan pemetaan rating ke dalam cluster yang terbentuk. Nilai 
Kcluster yang kecil mengindikasikan pemetaan rating yang jelek (residual 
variance yang tinggi dari rating pada tiap cluster). Nilai If cluster yang tinggi 
mengindikasikan pemetaan rating yang bagus (residual variance yang rendah 
pada tiap cluster). 
6. Penulisan Laporan Tugas Akhir 
Tahap akhir dari proses tugas akhir ini adalah pembuatan laporan atau 
dokumentasi secara Lengkap dan menyeluruh dari semua kegiatan yang telah 
dilakukan. 
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1.6 Sistematika Pembahasan 
Adapun sistematika yang dipakai dalam pembahasan laporan tugas akhir 
ini adalah: 
BABI Merupakan pendahuluan yang meliputi latar belakang, 
permasalahan, tujuan, pembatasan masalah dan sistematika laporan. 
BABII Membahas tentang dasar teori yang digunakan pada tugas akhir. 
BABIIT Membahas perancangan dan implementasi perangkat lunak. 
BABIV Membahas uji coba dan evaluasi perangkat lunak. 
BABV Membahas penutup yang berisi kesimpulan dan saran. 
BABII 
DASARTEORI 
2.1 Analisa Saham 
BABII 
DASAR TEORI 
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Pada era saat ini, dunia pasar modal merupakan bagian dari realitas 
ekonomi yang membuka peluang bagi diperolehnya dana-dana diluar system 
perbankan. Secara formal pasar modal dapat didefinisikan sebagai pasar untuk 
berbagai instrumen keuangan jangka panjang yang bisa diperjual belikan, baik 
dalam bentuk hutang ataupun modal sendiri, baik yang diterbitkan oleh 
pemerintah, public authorities, maupun perusahaan swasta [ 19]. 
Dalam pasar modal salah satu yang diperjual belikan adalah saham. Saham 
merupakan bukti kepemilikan atas suatu perusahaan yang berbentuk Perseroan 
Terbatas (PT). Pemilik saham suatu perusahaan disebut sebagai pemegang saham, 
merupakan pemilik perusahaan. Tanggung jawab pemilik perusahaan yang 
berbentuk PT terbatas pada modal yang disetorkan. 
Tujuan kita melakukan analisa terhadap saham-saham yang kita minati 
untuk menjadi altematif investasi adalah supaya kita mendapatkan gambaran yang 
lebih jelas terhadap kemampuan perusahaan tersebut untuk tumbuh dan 
berkembang di masa yang akan datang. Dalam melakukan analisa saham 1m 
terdapat dua pendekatan, yaitu analisa fundamental dan analisa teknikal [19]. 
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2.1.1 Analisa Teknikal 
Analisa teknikal merupakan upaya untuk memperkirakan harga saham 
dengan mengamati perubahan harga saham tersebut di waktu yang lalu [19]. 
Analisa ini tidak memperhatikan faktor-faktor fundamental (seperti kebijaksanaan 
pemerintah, pertumbuhan ekonomi, pertumbuhan penjualan perusahaan, 
pertumbuhan laba, perkembangan tingkat bunga, dan sebagainya), yang mungkin 
mempengaruhi harga saham. 
Analisa teknikal pada dasamya merupakan upaya untuk menentukan 
kapan akan membeli atau menjual saham, dengan memanfaatkan indikator-
indikator teknis ataupun menggunakan analisis gratis. 
2.1.2 Analisa Fundamental 
Analisa fundamental mencoba memperkirakan perkembangan harga 
saham di masa yang akan datang dengan memperkirakan nilai faktor-faktor 
fundamental yang mempengaruhi harga saham di masa yang akan datang, dan 
menerapkan hubungan variabel-variabel tersebut sehingga diperoleh taksiran nilai 
saham [19]. 
Karena banyak sekali faktor fundamental yang mempengaruhi harga 
saham, maka tmtuk melakukan analisa fundamental diperlukan berbagai tahapan 
analisis. Tahapan yang dilakukan dirnulai dengan analisis dari (1) kondisi makro 
ekonomi atau kondisi pasar, (2) diikuti dengan analisis industri, dan (3) akhimya 
analisis kondisi spesifik perusahaan [19]. 
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Analisis Ekonomi/Pasar/Makro 
Kondisi-kondisi makro yang perlu dicermati diantaranya pertumbuhan 
ekonomi, tingkat suku bunga, tingkat int1asi, nilai tukar mata uang, neraca 
perdagangan dan kebijaksanaan pemerintah. 
Analisis Industri 
Para pemodal yang percaya bahwa kondisi ekonomi dan pasar cukup baik 
untuk melakukan investasi, selanjutnya perlu menganalisis industri-industri apa 
saja yang diharapkan akan memberikan basil yang paling baik. Untuk melakukan 
anaiisis industri, langkah pertama yang dapat dilakukan adalah dengan 
mengidentifikasikan tahap kehidupan produknya. T ahap ini bermaksud untuk 
mengenali apakah industri tempat perusahaan beroperasi merupakan industri yang 
masih akan berkembang cepat, sudah stabil, ataukah sudah menurun. Langk:ah 
berikutnya adalah menganalisis industri dalam kaitannya dengan kondisi 
perekonomian. Langkah ketiga adalah anal isis kualitatif terhadap industri tersebut, 
yang dimasudkan untuk membantu pemodal menilai prospek industri di masa 
yang akan datang. 
Analisis Perusahaan 
Komponen utama dari analisis perusahaan adalah analisis laporan 
keuangan dan analisis rasio. Laporan keuangan yang dikeluarkan oleh emiten 
merupakan salah satu pedoman yang penting bagi investor untuk menilai kondisi 
emiten tersebut. Analisis rasio merupakan salah satu alat untuk membantu kita 
dalam menganalisa laporan keuangan perusahaan. Analisis rasio menyediakan 
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indikator bagi pengukuran kinerja manajemen, antara lain tingkat profitabilitas, 
likuiditas, pendapatan, pemanfaatan asset, dan kewajiban suatu perusahaan. 
2.1.3 Pembentukan Portofolio 
Portofolio berarti sekumpulan investasi. Tahap ini menyangkut identifikasi 
sekuritas-sekuritas mana yang akan dipilih, dan berapa proporsi dana yang akan 
ditanamkan pada masing-masing sekuritas tersebut. Pemilihan banyak sekuritas 
( dengan kata Jain pemodal melakukan diversifikasi) dimaksudkan untuk 
mengurangi resiko yang ditanggung [19]. Faktor-faktor yang perlu diperhatikan 
dalam melakukan penanaman dana dalam bentukporifolio investment adalah [16]: 
1. Tingkat bunga (untukjenis obligasi) 
2. Capital gain yang mungkin bisa diraih (untukjenis saham) 
3. Kualitas atau keamanan (terutama untukjenis saham) 
4. Mudah diperjualbelikan 
5. Jangka waktujatuh temponya (untuk: obligasi, sertifikat, deposito) 
6. Pajak yang harus dibayar 
7. Diversifikasi (jangan ditanam pada satu jenis portofolio) 
8. Ekspektasi (harapan dan keuntungan di masa datang) 
Beberapa penelitian tentang optimasi portofolio [1,13] merupakan upaya 
untuk: memaksimalkan capital gain (item 2). Untuk mendapatkan basil yang lebih 
baik , perlu juga diperhatikan syarat kualitas dan keamanan dari saham yang 
diperjual belikan (item no 3). Kualitas dan keamanan dari suatu saham dinilai 
dari kualitas perusahaan yang mengeluarkan saham tersebut. Kinerja suatu 
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perusahaan dapat diukur dari laporan keuangannya. Menganalisa laporan 
keuangan suatu perusahaan merupakan bagian dari analisa fundamental. 
2.1.4 Perbankan di Indonesia 
fndustri Perbankan di Indonesia merupakan hal yang menarik untuk 
diamati karena beberapa hal sebagai berikut : 
1. T idak transparannya Bank Indonesia 
Tingkat kesehatan suatu Bank di Indonesia tidak dipublikasikan, 
karena Indonesia menggunakan sistem tertutup yang berlindung pada undang-
undang kerahasiaan Bank [15]. Data yang dipublikasikan hanya mencakup 
informasi yang sangat umum berupa laporan keuangan dan sejumlah rasio 
finansial Ini sebenamya bertentangan dengan undang-undang pasar modal 
dimana sebuah perusahaan publik harus menganut sistem transparasi. Hal ini 
mendorong pengamat independen, baik perorangan atau lembaga konsultan 
menentukan sendiri indikator kualitas kesehatan Bank. 
Tata cara penilaian tingkat kesehatan bank sebenamya telah diatur oleh 
Bank Indonesia dalam surat edaran No. 26/5/BPPP tanggal 29 Mei 1993 (16]. 
Metode penilaian tingkat kesehatan bank tersebut dikenal dengan istilah 
CAMEL. Metode CAMEL menghitung besamya masing-masing rasio pada 
komponen-komponen berikut : 
C: Capital (untuk rasio-rasio kecukupan modal bank: CAR) 
A: Asset (untuk rasio-rasio kualitas aktiva: BDR,CAD) 
M: l'vfanagement (untuk menilai kualitas manajemen) 
E: Earnings (untuk rasio-rasio rentabilitas bank: ROA,BOPO) 
L: Liquidity (untuk rasio-rasio 1ikuiditas bank: LDR) 
2. Rating Pengamat Independen 
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Keterbatasan pengamat independen dalam menilai tingkat kesehatan 
bank terletak pada aspek kualitatif yakni kualitas manajemen. Pengamat 
independen seperti InfoBank [8,9,10,11,12] menggunakan beberapa 
kombinasi rasio untuk menggantikan hal ini. 
3. Perkembangan perbankan 
Rapor perbankan yang semula merah sejak pertengahan tahun 1997, 
menjadi biru pada tahun 2000 karena banyak disubsidi negara [12]. Akan 
tetapi sejumlah bank yang telah menelan subsidi tersebut kini kembali ke 
dalam perawatan BPPN seperti BIT, Lippo Bank dan BCA (yang kini telah 
dijual sebagian sahamnya oleh pemerintah). Hal ini mendorong untuk meneliti 
bagaimana sebenamya pergerakan bank- bank tersebut bila dilihat dari rasio 
keuangan yang lain. 
2.2 Analisa Laporan Keuangan 
2.2.1 Laporan Keuangan 
Laporan keuangan dari sebuah perusahaan terdiri dari neraca dan laporan 
rugi-laba. Laporan keuangan dari perusahaan yang berbeda sektor sangat berbeda. 
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Dalam melakukan analisa terhadap laporan keuangan haruslah dilakukan per~ 
sektor, karena alasan berikut [22]: 
Perusahaan yang berbeda sektor menunjukkan nilai yang sangat berbeda untuk 
variabel yang sama (misalnya:hutang jangka panjang dari sebuah bank secara 
rata-rata akan Jebih besar dari sebuah perusahaan baja). 
Seringkali sebuah variabel tidak dapat diterapkan bagi perusahaan di sebuah 
sektor tetapi sangat cocok untuk perusahaan di sektor lain (misalnya:sebuah 
bank tidak akan memiliki inventori bahan baku seperti yang dimiliki oleh 
sebuah perusahaan baja). 
Perbedaan mendasar terdapat antara institusi keuangan dan perusahaan 
industri. Bagian selanjutnya akan menjelaskan rasio keuangan yang paling sering 
diterapkan di institusi keuangan, khususnya perbankan. 
2.2.2 Rasio Keuangan 
Kinerja keuangan dari sebuah perusahaan dapat dianalisa dengan melihat 
neraca dan laporan rugi labanya [22]. Agar data ini lebih mudah dipahami dan 
lebih mungkin dibandingkan antar perusahaan, sering digunakan rasio keuangan. 
Rasio-rasio Profitabilitas 
Rasio-rasio ini dimaksudkan untuk mengukur efisiensi penggunaan aktiva 
perusahaan [20]. Rasio ini memberikan jawaban a:Jdljr tentang efektifitas 
manajemen perusahaan. 
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Return On Asset (ROA) 
Rasio ini digunakan untuk mengukur kemampuan manaJemen dalam 
memperoleh keuntungan secara keseluruhan. Semakin besar nilai ROA, semakin 
besar pula tingkat keuntungan yang dicapai, dan semakin baik pula posisi bank 
tersebut dari segi penggunaan aset [20]. Rasio ini dapat dirumuskan sebagai 
berikut: 
ROA = net income I total asset x I 00% 
Return On Equity (ROE) 
Rasio ini merupakan perbandingan antara laba setelah pajak terhadap rata-
rata modal sendiri (equity). Artinya sejauh mana bisnis bank memberikan 
keuntungan kepada para pemodal atau pemilik saham [20]. Rasio ini dapat 
dirumuskan sebagai berikut: 
ROE = net income I total equity x 100% 
Rasio-rasio Likuiditas 
Analisis rasio likuiditas adalah analisis yang dilakukan terhadap 
kemampuan bank dalam memenuhi kewajiban jangka pendeknya (sudah jatuh 
tempo) [20]. 
Loan to Deposit Ratio (LDR) 
LDR menyatakan seberapa jauh kemampuan bank dalam membayar 
kembali penarikan dana yang dilakukan deposan dengan mengandalkan kredit 
yang diberikan sebagai sumber likuiditasnya. Semakin tinggi rasio tersebut 
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memberikan indikasi semakin rendahnya kemampuan likillditas bank yang 
bersangkutan [20]. Rasio ini dapat dirumuskan sebagai berikut: 
LDR = total loans I total deposit x 100% 
Efisiensi 
Efisiensi Operasional (Bo!Po) 
Nilai ini merupakan perbandingan biaya operasional terhadap pendapatan 
operasional. Semakin tinggi rasio ini semakin rendah tingkat laba bank. Hasil 
yang optimal (kriteria dasar) dari rasio ini menurut ketentuan BI adalah maksimal 
92%. Rasio ini dapat dirumuskan sebagai berikut: 
Operate = operational cost I operational income 
Net Interest Margin (NJM) [15] 
Rasio NIM merupakan perbandingan pendapatan bunga bersih dengan 
aktiva produktif. Rasio minimal NIM yang dianggap baik berkisar 6%. Artinya 
hila selisih antara suku bunga simpanan dan pinjaman yang dilemparkan bank 
sebesar 6%, bank tersebut dinilai sudah cukup untung. Makin tinggi rasio NIM 
bisa berarti makin besar tingkat keuntungan bank dari spread suku bunga 
pmJaman-pmJaman. Dilain pihak NIM yang tinggi juga mencerminkan bank 
beroperasi dengan sumber dana mahal, sehingga kreditnyajuga harus mahal. Atau 
bisa jadi kredit yang disalurkan, cukup beresiko sehingga bunga yang dikenakan 
bank menjadi tinggi. Sebaliknya rasio NIM yang rendah bisa diartikan bahwa 
kredit yang diberikan bank terse but bermasalah (kredit macet ), sehingga 
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berpengaruh pada tingkat pendapatan bunga yang diterima bank. Rasio ini dapat 
dirumuskan sebagai berikut : 
NJM = net interest income I earning asset 
Permodalan 
Capital to Asset Ratio [15] 
Rasio kecukupan modal (Capital Adequacy Ratio) digunakan sebagai 
indikator kemampuan bank menutup penurunan aktiva akibat teijadinya kerugian 
atas aktiva bank, dengan modal sendiri. Kerugian-kerugian tersebut 
mengakibatkan berkurangnya modal bank. Penghitungan capital adequacy ratio 
melibatkan penentuan ATMR (Aktiva Tertimbang Menurut Resiko). ATMR 
hanya dapat dilakukan oleh Bank Indonesia secara intern karena tidak 
dipublikasikannya data A TMR. 
Pada penelitian ini digunakan data CAR sebagai Capital to Asset Ratio 
yang merupakan perbandingan antara jumlah modal sendiri dengan total asset, 
bukan sebagai rasio kecukupan modal. Rasio CAR dapat dirumuskan sebagai 
berikut: 
CAR = total equity I total asset 
2.3 Rating InfoBank 
Tiap tahunnya InfoBank mengeluarkan rating perbankan di Indonesia. Dan 
hingga tahun 2001 hal ini telah dilakukan untuk keenam kalinya. Metode rating 
InfoBank menggunakan penghitungan bobot dan kriteria terhadap rasio keuangan 
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sebuah bank untuk menghjttmg mlai skor-nya [8,9,10,11,12]. Total skor yang 
didapatkan akan menentukan predikat dari bank tersebut. Kriteria adalah nilai 
standar dari tiap rasio yang dianggap baik. Kriteria im didapatkan dari rata-rata 
industri ataupun ketentuan dari Bank Indonesia. Berikut adalah cara penghitungan 
skor InfoBank untuk rasio-rasio yang kami bahas pada Bah 2.2.2. 
Return On Asset (ROA) 
ROA = net income/total asset x I 00% 
Aturan penentuan skor : 
ROA <= 0 skor = 0 
0 < ROA <Kriteria skor = ROA(%) I Kriteria x Bobot 
ROA >=Kriteria skor = Bobot 
Return On Equity (ROE) 
ROE = net income I total equity x 100% 
Aturan penentuan skor : 
ROE <=O skor= 0 
O<ROE<Kriteria skor =ROE(%) I Kriteria x Bobot 
ROE >=Kriteria skor = Bobot 
Loan to Deposit Ratio (LDR) 
LDR = total loans / total deposit xJOO% 
Aturan pemberian skor : 
LDR < 85% skor = 75% x Bobot 
85% <= LDR <= 110 skor = 100% x Bobot 
110% < LDR <=135 skor = 50% x Bobot 
135% < LDR <=170 skor = 25% x Bobot 
LDR > 160 skor = 0 
Efisiensi Operasional (Bo!Po) 
Operate = operational cost / operational income 
Aturan penentuan skor : 
Operate <=Kriteria skor=Bobot 
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Kriteria < Operate<= 100% skor =Bobot-( operate-Kriteria/100-KriteriaxBobot) 
Operate > 1 00% skor = 0 
Net Interest Margin 
NIM = net interest income I earning asset 
NIM <= O skor = 0 
0< NIM<Kriteria skor = NIM(%) I Kriteria x Bobot 
NIM >= 6% skor = Bobot 
Capital to Asset Ratio 
CAR = total equity I total asset 
Aturan penentuan skor : 
CAR <= 0 skor = 0 
O<CAR< Kriteria skor =CAR(%) I Kriteria x Bobot 
CAR >= Kriteria skor = Bobot 
Kemudian skor yang didapatkan dijumlah dan bank yang bersangkutan diberi 
predikat sesuai dengan total skor-nya sebagaimana ditunjukkan pada Tabel2.1. 
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Tabel 2.1 Predikat InfoBank 
INTERVAL PREDIKAT 
81<= X <=100 Sangat bagus 
66 <= X <81 Bagus 
51 <= X <66 Kurang bagus 
0 <= X <51 Tidak bagus 
Bobot dan kriteria yang digunakan dalam penelitian ini kami sajikan pada Tabel 
2.2. 
Tabel 2.2 Kriteria dan bobot 
KRTTERIA Bobot Kriteria 
(%) (%) 
1. Rentabilitas 
A ROA 15 1.5 
B. ROE 10 12 
2. Likuiditas 
A LDR 25 85-110 
3. Efisiensi 
A BO/PO 15 92 
B. NIM 10 6 
4. Permodalan 
A CAR 25 8 
Beberapa hal utama yang menyebabkan kami menggunakan data dan rating dari 
InfoBank dalam penelitian ini adalah : 
Metode penghitungan rating 
a. Tiap tahunnya, rasio, bobot dan kriteria yang digunakan untuk menilai 
k:inerja keuangan selalu berbeda, mesk:ipun ada beberapa rasio yang tetap 
dipertahankan. Kami menggunakan rasio yang digunakan selama 5 tahun 
(1997-2001 ) berturut-turut oleh InfoBank sebagai dasar untuk 
mengelompokan kinerja bank dengan menggunakan SOM. Perlu diketahui 
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bahwa edisi InfoBank 1997-2001 menilai kinerja bank pada tahun 
sebelurnnya, sehingga rating tersebut adalah untuk tahun 1996-2000. Hasil 
pengelompokan dari SOM kami bandingkan dengan hasil rating InfoBank 
untuk melihat seberapa jauh perbedaan dari kedua metode ini. Rasio yang 
digunakan oleh InfoBank tiap tahunnya kami sajikan pada Tabel 2.3, 
sedangkan Tabel2.4 menjelaskan singkatan dari rasio tersebut. 
Tabel2.3 Rasio lnfoBank tiap tahun 
1996 1997 1998 1999 2000 
Asset IB/AP IB/AP GWM GWM 
Activa CP/AP CP/AP APL/AP NPL 
Deposit DER PDB/HB PDB/HB 
Credit PDB/HB 
Equity I Profit I I I Overhead 1 
I I 1 Decrease 1 I BPMK i 
ROA, ROE, LDR, BO/PO, NIM, CAR 
15 rasio 10 rasio 9 rasio 9 rasio 8 rasio 
Tabel2.4 Keterangan Singkatan Rasio 
Rasio Keteran an 
Asset Pertumbuhan Asset 
Pertumbuhan Aktiva Produktif 
Per tumbuhan Dana Pihak Keti a 
Pertumbuhan Kredit 
BPMK Batas Maksimum Pemberian Kredit 
~--=IB~/AP~----~fu~te=r~brulld===Ak~u~·v~a~P~ro~~===·~f-----------------; 
DER Debt To Equi Ratio 
CP/AP Cadangan Penyisihan & Penghapusan Aktiva 
Produkti£1 Aktiva roduktif 
APL/AP A1.'1iva Produk'1ifLancarffota1 Aktiva Produktif 
NPL 
PDB/HB nvelesaian I Hasil bun a 
GWM 
25 
b. Dalam menentukan kriteria, InfoBank selalu memperhartikan kondisi 
perbankan terkini. Hal ini kami gunakan sebagai pengganti peranan 
domain expert dalam menilai peringkat dari kelompok yang terbentuk dari 
SOM. 
Perbedaan tahun perhitungan dan pengumpulan data 
Masalah ini lebihjauh kamijelaskan pada Bab 3.2.1 . 
2.4 Dasar Penelitian 
Penelitian sebelumnya yang mendasari tugas akhir ini adalah penelitian 
yang dilakukan o1eh Barbro Back dan Vanharanta [2 ,3,4,5]. Dalam pene]itian 
mereka kinerja keuangan dari perusahaan telekomunikasi serta pulp & paper 
dianalisa dengan menggtmakan Self-Organizing Maps. Peta (map) yang terbentuk 
digunakan sebagai alat visualisasi pergerakan kinerja perusahaan-perusahaan 
tersebut dari tahun ke tahun. 
Dalam penelitian tm kami mencoba meneruskan penelitian tersebut 
dengan titik berat pada : 
Pembandingan antara rating kelompok yang terbentuk dari SOM dengan 
kelompok rating yang dikeluarkan oleh InfoBank. Disini dilakukan dua 
macam percobaan : 
(a) Pengelompokan hanya menggunakan rasio keuangan 
Disini SOM belajar tanpa supervisi (unsupervised learning) [14] , tidak 
ada informasi tambahan pada data training. 
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(b) Pengelompokan dengan menggunakan bobot 
Disini SOM belajar dengan semi supervisi (semi-supervised learning). 
Informasi rating dari InfoBank ditambahkan pada data training. Proses ini 
dapat dik:atakan menambahkan bobot pada proses training [22}. 
Ketepatan SOM dalam memetakan rating dihitung dengan menggunakan 
cluster coejjisen of determination [22]. 
Penggunaan bobot dalam menginterpretasi kelompok yang terbentuk. 
Sesuai dengan sifat dari analisa deskriptif, dibutuhkan pengetahuan yang lebih 
jauh tentang domain yang diteliti . Dalam beberapa penelitian tentang SOM 
yang kami survey [2,3,4,5,22] selalu disebutkan peranan domain expert dalam 
menentukan label/predikat dari kelompok yang terbentuk dari proses SOM. 
Disini kami mencoba menggunakan pendekatan bobot dan kriteria untuk 
menggantikan peranan domain expert tersebut. 
2.5 Jaringan Syaraf Tiruan 
Jaringan syaraf timan dikembangkan dengan meniru fisiologi dari jaringan 
syaraf otak manusia pada tingkat yang paling sederhana dengan tujuan bisa 
meniru fungsi-fungsi mendasar syaraf manusia. Untuk tujuan tersebut Jaringan 
Syaraf Timan dibentuk dari elemen yang dapat melakukan sebagian fungsi-fungsi 
mendasar seperti unit pernroses, memori sementara, jalur konduksi, fungsi transfer 
dan sebagainya, dimana fungsi yang dilakukan elemen tersebut mirip dengan apa 
yang dilakukan oleh sel syaraf otak manusia (15]. 
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2.5.1 Sistem Syaraf Biologis 
Elemen-elemen Jaringan Syaraf Tiruan diatur sedemikian rupa sehingga 
akan menyerupai anatomi otak manusia. Oleh karena itu Jaringan Syaraf Timan 
dapat menunjukkan sejumlah karakteristik yang dimiliki oleh otak manusia, 
diantaranya [15] : 
Kemampuan untuk belajar dari pengalaman 
Kemampuan untuk melakukan generalisasi terhadap input baru dari 
pengetahuan yang dimilikinya. 
Kemampuan mengabstraksi karakteristik penting dari input yang mengandung 
data yang tidak penting. 
2.5.2 Struktur Syaraf dan Sel SyarafBiologis 
Dalam otak manusia dewasa terdapat kurang lebih 100 milyar set syaraf 
Satu unit sel syaraf ini dinamakan neuron. Setiap neuron berhubungan dengan 
sekitar 10 ribu neuron lain membentuk suatu struktur. Gambar 2. 1 adalah struktur 
jaringan syarafbiologis manusia. 
INPUT fro• o<hr , .. ,,,.,,, OUTPUT ro oth!r DfVDti 
Axon 
Tenninal bi8Il.CheS 
DendriE• 
Gambar 2.1 Struktur Jaringan SyarafBiologis 
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Dendrit merupakan sekumpulan serat bercabang (sera but) yang berfungsi 
menerima masukan (input) berupa sinyal impuls dari neuron lain. Sedangkan 
akson (axon) merupakan serat panjang bercabang yang berfungsi mengeluarkan 
impuls hasil olahan (ouput) neuron untuk dikirimkan kepada neuron lain. Titik 
penghubung antara percabangan akson dan dendrit adalah sinaps, atau dalam 
bentuk jamak disebut sinapsis. 
Ak:son dan dendrit yang dihubungkan merupakan titik neuron yang 
berlainan. Hubungan-hubungan ini, pada jumlah besar membentuk suatu strukutr 
jaringan syaraf biologis. Sebuah impuls dipicu oleh badan sel dikirim ke 
sepanjang percabangan akson sampai ke ujung serat. Ketika impuls diterima 
dendrit di dalam sinaps, teijadi peningkatan pada neuron target untuk 
mengaktifkan impuls menuju akson. Output sebuah neuron dapat diterima oleh 
banyak neuron. Sebaliknya sebuah neuron dapat menerima output dari banyak 
t . "f•• 
/.r. :: ~ ior.;;,..,. .. . ' ' ' WI v; · · ~!.0 E'iS neuron lain. 
Dari uraian tersebut disimpulkan tiga sifat dasar neuron, yaitu : 
Kemampuan bereaksi terhadap rangsangan yang masuk melalui sinaps. 
Kemampuan meneruskan sinyal eksitasi (impuls) ke neuron lain. 
Kemampuan mempengaruhi neuron lain misalnya sel-sel otot dan sel-sel 
kelenjar. 
2.5.3 Karakteristik Jaringan Syaraf Tiruan 
Jaringan Syaraf Tiruan merupakan salah satu bidang ilmu informatika 
yang dikembangkan berdasarkan sistem syaraf biologis yang terdapat pada 
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manusia. Arsitektur JST sangat berbeda dengan komputer tradisional yang dikenal 
sebagai komputer Von Neumon. Pada arsitektur komputer tradisional, hanya 
terdapat sebuah unit pemroses tunggal, dimana ribuan proses komputasi dilakukan 
disini secara sekuensial. Sebaliknya unit pemroses dalam Jaringan Syaraf Timan 
hanya dapat melakukan satu atau beberapa kalkulasi secara para1el, karena jumlah 
unit pemrosesnya tidak dibatasi. 
Pengukuran kinerja komputer Von Neumon dilakuk:an dengan menghitung 
jumlah instruksi yang dilakukan CPU setiap detiknya, sebaliknya kinerja Jaringan 
Syaraf Timan dinilai dengan menghitung berapa banyak bobot interkoneksi 
(bobot pada tiap hubungan antar neuron) yang mampu diubah tiap detiknya. 
Untuk memecahk:an suatu permasalahan, Jaringan Syaraf Timan tidak 
diprogram, tetapi melakukan proses belajar dari contoh yang diberikan (learn by 
example). Untuk itu disediakan satu himpunan data training yang dikenal sebagai 
pola pelatihan (training-set). 
2.5.4 Pelatihan Jaringan Syaraf Tiruan 
Terdapat dua metode belajar Jaringan Syaraf Timan, yaitu : 
Pelatihan dengan supervisi (supervised learning) 
Pelatihan ini membutuhkan training set bempa pasangan pola input-output. 
Suatu vektor input disajikan pada Jaringan Syaraf Timan kemudian vektor 
output akan dihitung. Selisih antara vektor output dengan vektor target, 
digunakan untuk mengatur kembali nilai bobot jaringan sampai pada level 
error tertentu. 
30 
Pelatihan tanpa superv:isi (unsupervised learning) 
Pelatihan ini tidak memerlukan vektor target output, sehingga tidak ada 
perbandingan respon yang ideal. Salah satu tipe jaringan Syaraf Tiruan adalah 
Self Organizing Maps (SOM). 
2.6 Self-Organizing Maps (SOM) 
Self-Organizing Afaps (SOM) adalah algoritma jaringan syaraf tiruan yang 
berdasarkan pada pe]atihan tanpa pengawasan (unsupervised learning) [14]. 
Dalam cara belajar ini kita memberikan sejumlah pola dan membiarkan jaringan 
membentuk cluster-cluster sesuai dengan jenis-jenis pola tanpa menghendaki 
output tertentu. 
2.6.1 Dasar Algoritma 
Dasar dari SOM terdiri dari M neuron yang terletak pada grid dimensi 
rendah (low -odimension grid) biasanya 1 atau 2 dimensi. Dimensi yang 1ebih tinggi 
dimungkinkan, tetapi biasanya tidak digunakan karena visuaHsasinya masih 
menjadi masalah [14]. Output dari jaringan (topology) bisa hexagonal ataupun 
persegi panjang sebagaimana ditunjukkan pada Garnbar 2.2. 
DDCJ~ [J[J[:J[:J 
DODD 
DOD~ . [ ~ .i 
Gambar 2.2 Pola Output SOM 
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SOM adalah jaringan dengan dua buah layar, sebagaimana ditunjukkan 
pada Gambar 2.3. Layar pertama darijaringan adalah layar masukan (input layar). 
Tipe yang kedua adalah layar kompetisi (competitive layer) [14]. Antara layar 
pertama dengan layar kedua adalah saling terhubung, dimana setiap unit 
masukkan dihubungkan kesemua unit di dalam layar kompetisi . 
Input Vector 
[ x.1 ~ x1, x3... ~nJ 
weights 
Node OJ) on the SOM has a weight vector Cn-1, w2 , _ wn) 
Gambar 2.3 Struktur Jaringan SOM 
Dasar dari algoritma SOM adalah iterasi. Setiap neuron i mempunyai d-
dimensi model vektor mi=[ mi 1, . . . . ,mid]. Pada setiap langkah training, input data 
vektor x dibandingkan dengan semua model vektor. Jarak antara x dan model 
vektor dihitung dengan rumus Euclidean distance. BMU, yang disini diberi 
lambang b, adalah map unit dengan model vektor terdekat dengan x : 
Selanjutnya, model vektor diupdate. BMU dan topological neighbours 
berpindah mendekati input vektor pada ruang input sebagaimana ditunjukkan 
pada Gambar 2.4. 
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/ 
' 
...  ~ · ··· .. 
...... ••" 
Gambar 2.4 Mengupdate tetangga (neighborhoud) 
Aturan update untuk model vektor dari unit i adalah : 
mi(t+ /) = mi(t) + a(t) hbi(t) [ x(t)- mi(t)] 
dimana t adl 1ambang waktu, a(t) adalah learning rate dan hbi(t) adalah 
neighborhood kernel. Neighborhood kernel dapat berupa fungsi Gaussian atau 
himpunan tetangga disekitar BMU atau yang lebih dikenal dengan istilah 
"bubble". Learning rate (a(t)) adalah faktor pengali yang menentuk:an kecepatan 
belajar jaringan dan diset dengan nilai antara nol sampai satu. Untuk faktor 
pengali yang cukup besar akan didapatkan basil belajar yang cepat, tetapi dengan 
pemetaan yang kasar. Dan untuk faktor pengali yang kecil akan didapatkan 
pemetaan yang bagus dengan waktu belajar yang lebih lama. 
Proses pelatihan dilangsungkan dalarn dua tahap yakni tahap pengurutan 
(ordering phase) dan tahap konvergensi (convergence phase). Pasa proses 
pengurutan, nilai dari neighbourhoud radius hampir sama dengan diameter 
jaringan dan terus berkurang sampai satu selama proses latihan. Dan ni1ai learning 
rate yang digunakan relatif besar pada proses pertama ini dan terns berkurang 
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sampai nilai 0 (no!) selama proses latihan. Pada fase kedua digunakan 
neighbourhoud radius dan learning rate yang lebih kecil dari fase pertama. Waktu 
training untuk fase kedua ini lebih lama dari fase pertama. 
Kualitas dari map dapat diketahui dengan jalan menghitung average 
quantization error (E) [14]. Average Quantization Error menggambarkan jarak 
rata-rata antara BMU dan sampel data vektor. Average Quantization Error 
dihitung dengan E = ~ t.~milxi-m .. ll}. dimana N adalah jumlah sample, xi 
adalah input data vektor, dan me ada1ah best matching unit (BMU). 
SOM memiliki sifat algoritma vector quantization dan vector projection 
[ 14 J. Quantization dari N sample training ke M prototype mengurangi data set asli 
menjadi lebih kecil, tetapi tetap representatif untuk proses selanjutnya. Analisis 
lebih lanjut seperti clustering atau visualisasi, dilakukan menggunakan prototype 
model daripada dengan semua data, seperti ditunjukkan pada Gambar 2.5. 
.. . 
... 
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• 
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•••• 
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D • 
Gambar 2.5 SOM sebagai langkah intermediate 
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2.6.2 Contob pengelompokan rasio dengan SOM secara manual 
Untuk: mempermudah pemahaman terhadap penggunaan algoritma SOM 
untuk pengelompokan bank, kami menggunakan contoh sepuluh data dengan dua 
buah variabel rasio keuangan. Data asli biasanya tidak langsung digunakan tetapi 
perlu diproses terlebih dahulu. Lebih detil tentang data preprocessing kami bahas 
pada Bab 3.2.1.4. Disini kami menggunakan data asli sebagai contoh. 
Tabel 2.5 Contoh data rasio keuangan Bank 
NO ROA ROE BANK 
1 55 27 A 
2 87 31 B 
3 87 67 c 
4 44 27 D 
5 76 4 E 
6 66 92 F 
7 21 36 G 
8 20. 7 H 
9 8 16 I 
10 69 31 J 
Langkah 1 
Penentuan dimensi peta dan newark topology 
Kami menggt.makan peta 5x5 dan topologi persegi panjang (rectangular) . 
Penentuan nilai model vekior secara random. Nilai random ini berkisar 
antara nilai minimum hingga maksimum dari input vektor. 
Tabel 2.6 adalah representasi dari peta (map) dengan model vektor yang 
telah diinisialisasi secara random. 
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TabeJ 2.6 Peta 5x5 yang teJah diinisiahsasi random 
Langkah 2 
Penentuan parameter training : 
Neighbourhoud radius =2, learning rate (a) = 0,5, training length =10. 
Pada percobaan sebenamya dilakuk:an dua fase training dan jumlah proses 
looping (training length) yang lebih besar. 
Langkah 3 
Tiap input vektor dibandingkan dengan model vektor untuk mencari BMU 
dengan rumus Euclidean distance: SQRT((pn-x/ +(qn-y/)) . 
Pada iterasi pertama, BMU dari input vektor (55,27) adalah model vektor 
(55,32). 
Langkah4 
Selanjutnya dicari vektor tetangga (neighbour) yang jarak euclidean posisi 
koordinatnya dari BMU kurang atau sama dengan neighbourhoud radius. 
Vektor-vektor tetangga dan BMU ini nantinya yang akan diupdate nilainya. 
Peta model vektor merepresentasikan posisi koordinat pada ruang dua dimensi 
sebagaimana ditunjukkan pada Tabel 2.7. Vektor-vektor tetangga yang 
nilainya akan diupdate pada iterasi pertama kami tunjukkan pada Tabel 2.8 
dengan tulisan yang dicetak miring. 
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Tabel2.7 Koordinat dari peta model vektor 
Tabel 2.8 Posisi model vektor yang akan diupdate 
(0,0) (1,0) (2,0) (3,0) (4,0) 
(0,1) (1 '1) (2, 1) (3, 1) (4, 1) 
(0,2) (1,2) {2,2) (3,2) {4,2) 
(0,3} (1,3} (2,3) (3,3) (4,3) 
(0,4) (1,4) (2,4) BMU (4,4) 
- Langkah 5 
Vektor tetangga dan BMU diupdate dengan menggunakan rumus : 
m;(t+ 1) = m;(t) + a(t) [ x(t)- m;(t)] 
Tabel2.9 adalan peta yang baru, dimana model-model vektor yang mengalami 
proses update kami tunjukkan dengan tulisan yang dicetak miring. 
Tabel 2.9 Model vektor yang baru 
' f6,92) 158,71) f80,21) (39,92) f25,37) 
(39,88) '11,77) 36,37) 37,82) 28,68) 
'58, 17) f72,82) '17,8) 131.0,55.5) '62,48) 
'33,8) 24,9) 137,44.5} 160,52.5) 155,47) 
(67,87) (72.5,41 .5) (39.5,52.5) (55,29.5) (62,51 .5) 
Input yang kedua (87,31) akan dibandingkan dengan model vektor yang baru 
untuk mencari BMU, kemudian kembali ke langkah 3-5 dan begitu seterusnya 
hingga jumlah iterasi yang ditentukan. Pada setiap iterasi, radius akan 
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dikurangi secara linear hingga mencapai nilai 1. Rumus pengurangan radius 
secara linear adalah : 
rad= 1.0 + (radius - 1.0) x (length- iter) I length, 
dimana length adalah jumJah iterasi dan iter adalah index dari iterasi. 
Learning rate (alpha) juga akan berkurang secara linear hingga mencapai nilai 
0. Rumus pengurangan learning rate secara linear adalah : 
alp=alpha x (tength- iter) I length 
Langkah 6 
Kuaiitas dari peta yang telah terbentuk dihitung dengan menggunakan rumus 
Average Quantization Error = E = !. f.min~lx; -mJ}, 
N ";i " . . -··· 
Peta dianggap baik bila telah memiliki E yang mendekati nol (nilai spesifik-
nya tergantlillg dari masalah yang diteliti). Bila hal ini belum tercapai maka 
proses training perlu dit"lmlai lagi dari awal dengan mengubah parameter SOM 
sepet1i learning rate, neighbour radius dan training length. Pada contoh ini 
niiai E masih sangat besar yakni 11.3, tetapi tetap kami gunakan untuk proses 
selanjutnya. Tabel 2.10 adalah peta final setelah 10 iterasi. 
Tabel 2.10 Peta final 
1(6,92) !<72.535,38.3) l<8o.4o4,19.647) 1<46.628,36.440) 1<22.013,30.697) 1 
!(58.2,79.6) !<62.115,35.16) !<65.682,29.454) !(61.069,34.499) 1<23.849,49.669) 1 
!(69.6,37) 1<66.1 ,s8.8s) 1<45.868,3o.o4o) !<3s.s5,45.525) !<62,48) 1 
I< s7 .45,46. 7) !{52.035,45.785) (52.45,44.225) 1(54.4,43.575) !{55 47) I 
1(66, 75,8825} 
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Langkah 7 
Untuk menentukan cluster dari input vektor (data), tiap input vektor dicari 
B:tv1U-nya pada peta. Tabel 2.11 adalah cluster dari input vektor. 
Tabet 2.11 Cluster input vek."tor 
IF(66,92) IC(87,67) I IA(55,27) I 
Langkah 8 
Langkah selanjutnya cluster yang terbentuk diberi label secara manual. Ba1is 
k-5 kolom ke 2 dapat diinterpretasi sebagai kelompok bank yang paling baik 
karena bank yang terietak disana memiliki nilai ROA dan ROE yang paling 
tinggi diantara yang lain. Sedangkan baris ke-1 kolom ke-5 dapat 
diinte1 pretasi sebagai kelompok bank yang paling jelek karena bank yang 
tetletak disana memiliki nilai ROA dan ROE yang paling rendah diantara 
yang lain. Dengan memberikan label terhadap masing-masing model vektor 
akan didapatkanjumlah kategori maksimal sama denganjumlah model vekior, 
atau dalam contoh ini bila tiap model vek.ior mewakili 1 bank akan didapatkan 
25 kategori Jumlah ini terlalu banyak untuk dimenget1i perbedaannya. Untuk 
mengurangi kompleksitas 1m model vektor yang berdekatan dapat 
digabungkan untuk membentuk cluster yang lebih besar. 
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Langkah 9 
Saiah satu cara untuk menggabungkan model vektor iaiah dengan cara 
menvisualisasikan model vekior dengan metode U-matrix. Dengan bantuan 
visualisasi U-matrix akan didapatkan gambaran tentang bentuk cluster. 
Ketera:ngan lebih detil tentang visualiasi U-mairix kami bahas pada bab 2.6.3. 
Gambar 2.6 adalah visuaiisasi U-matrix dari peta final pada Tabel2. iO. Disini 
bentuk cluster masih sangat sulit Ui1tuk diinterpretasi karena nilai E yang 
masih sangat besar. 
• • • • 
• • • • 
• • • • 
• • • • • 
. fl .. .. .. 
Gambar 2.6 Visualisasi U-malrix peta final 
2.6.3 Visualisasi 
Ada banyak teknik untuk memvisualisasikan SOM. Berdasarkan 
tujua:nnya, teknik tersebut dapat dibagi menjadi 3 kelompok : visualisasi bentuk 
dan struktur clusier, visualisasi komponen dan visualisasi data pada map [14]. 
a. Bentuk dan struktur Cluster 
Visualisasi dimulai dengan cara memberikan keseluruhan ide bentuk dari 
peta pada ruang input. Terutama apakah ada cluster, dan jika ada bagaimana 
hubungannya satu sama lain. Teknik visualisasi yang paling sering digunakan 
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untuk mendeteksi cluster dari SOM adalah distance matrices : sebuah matrix 
jarak antara map unit yang bertetangga. Distance matrices dapat menyimpan 
semua jarak antara map unit, serta jarak antara map units dengan dengan 
tetangganya seperti pada metode U-matrix. 
J arak antara neuron yang berdekatan dihitung dan ditampilkan dengan 
wama yang berbeda antar node. Wama yang gelap antar neuron berarti jarak yang 
jauh dan menunjukkan gap antara nilai codebook di dalam input space. Wama 
yang terang antar neuron mengindikasikan codebook vektor saling berdekatan 
satu sama lain dalam ruang input. Area yang terang dapat diinterpretasikan 
sebagai cluster dan area yang gelap sebagai pemisah cluster. Ini dapat menjadi 
presentasi yang membantu jika seseorang hendak menemukan cluster didalam 
data input tanpa memiliki informasi lebih dulu tentang cluster. Pada Gambar 2. 7 
kita dapat melihat neuron dari network ditandai dengan titik hitam . 
• • • • • • • 
• • • • • • 
• • • • • • • 
• • • • • • . . 
• • • • • • • • •· 
Gambar 2.7 Representasi SOM menggunakan U-matrix 
b. Component dari peta (Component planes) 
Component plane dapat dianggap sebagai potongan dari peta dimana 
hanya nilai sebuah variabel yang ditampilkan [22]. Dengan cara ini distribusi dari 
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setiap variabel pada peta dapat dengan mudah diinspeksi. Nilai dari variabel pada 
peta ditampilkan dengan warna RGB. 
Dengan Component plane kita dapat mengetahui : 
Variabel atau kombinasi variabel apa yang secara khusus membentuk 
cluster. 
Gambar 2.8 merupakan contoh penggunaan Component plane untuk hal 
ini. Peta yang dibentuk dari training 3 buah variabel (X,Y,Z) 
divisualisasikan dengan U-matrix dan Component plane. 
Gambar 2.8 U-matrix dan Component plane dengan 3 variabel 
Dari visualisasi dengan U-matrix pada Gambar 2.8 dapat diidentifikasi ada 
3 cluster yang. Cluster I dibentuk oleh nilai X dan Z yang tinggi, cluster II 
dibentuk oleh nilai Y dan Z yang tinggi dan cluster III dibentuk oleh nilai 
X, Y,Z yang rendah. 
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Variabel-variabel yang sangat berhubungan [22]. 
Component plane pada Gambar 2.9 menunjukkan dua buah variabel yang 
sangat berhubungan. Informasi ini dapat digunakan untuk mengurangi 
jumlah variabel pada proses training dengan jalan mengikutkan salah satu 
variabel saja. 
Gambar 2.9 Dua variabel yang sangat berhubungan 
Variabel-variabel yang menyebabkan noise pada pembentukan peta [22]. 
Variabel yang menunjukkan distribusi yang acak sebagaimana ditunjukkan 
pada Gambar 2.10, hanya menambahkan noise pada pembentukan peta, 
karena tidak berkontribusi pada distribusi dari perusahaan pada peta. Ini 
dapat terjadi karena varian dari variabel (yang telah dinormalisasi) jauh 
lebih rendah dari varian variabel yang lain. Variabel ini dapat dihilangkan 
pada proses pembentukan peta untuk meningkatkan hasil. 
Gambar 2.10 Variabel yang acak 
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Variabel-varibel yang palsu (spurious) [22]. 
Variabel ini ditunjukkan pada Component plane pada Gambar 2.11, 
dengan nilai yang tidak tepat dengan cluster yang terbentuk. Atau dengan 
kata lain variabel ini tidak berkontribusi pada pembentukan cluster. 
Gambar 2.11 Variabel yang tidak berkontribusi pada pembetukan cluster 
c. Data pada peta 
Menginvestigasi hubungan antara SOM dan Data Vektor sangatlah 
menarik karena menawarkan sebuah cara untuk mengidentifikasi daerah dari map 
berdasarkan sampel data yang telah dikenali, serta untuk mencek seberapa 
baikkah map yang terbentuk. 
2.6.4 Clustering 
Untuk menghasilkan informasi kuantitatif, kelompok dari map unit dapat 
disimpulkan. Clustering adalah tentang menemukan kelompok yang menarik dari 
data. Definisi yang diterima luas dari optimal clustering adalah partisi yang 
meminimumkan jarak diantaranya dan memaksimalkan jarak antar cluster. Akan 
tetapi hal ini menyisakan banyak ruang untuk variasi, karena jarak didalam dan 
antar cluster dapat didefiniskan dengan banyak cara. 
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a. Identifikasi cluster dengan U-matrix 
Model vektor (neuron) dari SOM sebenamya merupakan cluster center, 
akan tetapi hasil yang lebih baik dapat dicapai dengan menggabungkan map unit 
ke dalam cluster yang lebih besar. Kita dapat langsung menggunakan distance 
matrices sebagai dasar untuk melakukan clustering. Karena distance matrices 
menghitungjarak rata-rata antara tiap model dengan tetangganya. 
Metode visualisasi U-matrix menggunakan warna untuk memudahkan kita 
dalam melihat cluster yang timbul. Wama terang menunjukkan neuron yang jarak 
euclidean dengan tetangganya sangat dekat, sedangkan warna yang gelap 
menunjukkan neuron yang jarak dengan tetangganya cukup jauh. Secara implist 
cluster adalah model vektor yang memiliki warna yang hampir sama [22]. 
b. Cluster Coefficient of determination 
Dalam penelitian ini, selain digunakan sebagai pembanding, Cluster 
Coefficient of determination {Ifcluster) kami gunakan juga untuk membentuk 
cluster yang optimal. Bila sebuah model vektor digabungkan dengan sebuah 
cluster meningkatkan nilai R1 cluster . maka kami gabungkan, bila tidak maka 
model vektor tersebut kami gabungkan dengan cluster yang lain atau membentuk 
cluster yang baru. 
Cluster Coefficient of determination (If cluster) mengukur proporsi dari 
total variance dalam rating yang dihitung dengan varian pada cluster [22]. Atau 
dapat dinyatakan dengan persamaan : 
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SST=SSC +SSE 
Dimana SST adalah total varian dari rating, SSC adalah varian dari rating 
pada cluster dan SSE adalah residual variance dari rating pada cluster. Karena 
varian dari rating pada cluster sulit untuk diukur, digunakan residual variance 
pada cluster. Secara matematika dapat dinyatakan sebagai : 
fi cluster = SSC = 1 - SSE 
SST SST 
Total vanance (SST) dari rating adalah vanan dari distribusi rating. 
Residual variance (SSE) dari cluster dapat diestimasi sebagai kuadrat dari rating 
perusahaan (bank) dikurangi rata-rata rating pada cluster. 
ri adalah rating dari InfoBank pada sebuah bank, rc1uster adalah rata-rata rating dari 
bank-bank yang terletak pada satu cluster, N adalah jumlah bank yang diamati . 
k cluster adalah pengukur ketepatan pemetaan rating ke dalam cluster 
yang terbentuk. Nilai k cluster yang kecil mengindikasikan pemetaan rating yang 
jelek (residual variance yang tinggi dari rating pada tiap cluster). Nilai R2cluster 
yang tinggi mengindikasikan pemetaan rating yang bagus (residual variance yang 
rendah pada tiap cluster). 
BAB III 
PERANCANGAN DAN PEMBUATAN 
PERANGKATLUNAK 
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BAB III 
PERANCANGAN DAN PEMBUATAN PERANGKAT LUNAK 
3.1 Spesifikasi Perangkat Lunak 
Perangkat lunak yang dikembangkan dalam tugas akhir 1m memiliki 
kemampuan : 
a. Membentuk kelompok bank (cluster) berdasarkan kinetja rasio keuangan. 
Pembentukan cluster disini termasuk ke dalam analisa multivariat 
karena banyaknya variabel rasio keuangan yang diamati. Kami menggunakan 
metode Self-Organizing Maps untuk menye1esaikan masa]ah ini. 
b. Pergerakan posisi bank tiap tahun 
Pengguna dapat memi1ih bank-bank tertentu yang ingin diamati, dan 
melihat pergerakannya dari tabun ke tahun. 
Perangkat lunak ini dibuat menggunakan bahasa pemograman Borland C++ 
Builder versi 4.0. 
3.2 Perancangan Perangkat Lunak 
3.2.1 Perancangan data 
3.2.1.1 Pemihban Industri 
Mengumpulkan laporan-laporan keuangan dari emiten adalah masalah 
tersendiri. Pertama, karena angka-angka yang dikeluarkan mungkin berbeda 
jangka waktunya. Sehingga kalau kita langsung menggunakan rasio keuangan 
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yang telah disajikan, kita tidak akan mendapatkan basil yang akurat. Dibutuhkan 
banyak waktu dan tenaga untuk melakukan penyesuaian pada tiap bank. Dengan 
alasan tersebut kami menggunakan data yang disediakan oleh pihak ketiga yakni 
Majalah InfoBank. 
Tiap tahunnya InfoBank mempublikasikan peringkat bank-bank baik 
nasional maupun swasta yang ada di Indonesia. Perlu diketahui bahwa tidak 
semua bank yang diteliti oleh Info Bank maupun yang diteliti dalam tugas akhir ini 
telah mencatatkan sahamnya di pasar modal (Lampiran A). Akan tetapi bank 
tersebut tetap kami masukkan dalam pembentukkan cluster karena dapat 
meningkatkan basil yang ingin dicapai . Selain itu sebenamya investor dapat 
membeli saham sebuah perusahaan tanpa menunggu perusahaan tersebut go-
public. Daftar Bank serta tahun laporan keuangan yang digunakan dalam 
penelitian ini kami sajikan pada Lampiran B. 
3.2.1.2 Pemi1ihan Rasio Keuangan 
Rasio yang digunakan dalam penelitian ini tidak menggunakan semua 
rasio keuangan yang digunakan oleh lnfoBank. Hal ini disebabkan karena tidak 
konsistennya InfoBank menggunakan rasio-rasio tertentu tiap tahunnya, sehingga 
kami hanya mengambil rasio-rasio yang dipergunakan selama 5 tahun berturut-
turut. Menggunakan acuan dari penelitian yang dilakukan oleh Barbro Back 
[2,3,4,5], kelompok rasio yang kami gunakan kami anggap dapat menggambarkan 
kinerja dari sebuah perusahaan. Beberapa perbedaan jenis rasio yang digunakan 
oleh Back dengan yang kami gunakan dalam penelitian ini kami anggap tetap 
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relevan karena industri yang dianalisa adalah industri yang berbeda, yang penting 
tetap mewakili kelompok rasio yang sama. Tabel 3.1 menerangkan perbedaan 
antara rasio keuangan yang digunakan oleh Vanharanta (Pulp and Paper) dan 
penelitian ini (Perbankan). 
Tabel 3.1 Perbedaan Jenis Rasio yang digunakan 
Kriteria Rasio 
Profitabilty 
Likuiditas 
Efisiensi 
Permodalan! 
Solvabilitas 
Tu as Akhir 
ROA 
ROE 
LDR 
Biaya Operasional I 
Pendapatan Operasional 
NIM 
CAR 
3.2.1.3 Penggunaan bobot 
Equity to Capital 
Interest Covera e 
Pengertian bobot disini adalah menambahkan variabel tertentu pada data 
training untuk mengarahkan SOM membentuk cluster berdasarkan aturan tertentu. 
Penambahan rasio pada kategori profitability misalnya, dapat dikatakan 
menambahkan bobot agar SOM membentuk cluster berdasarkan kategori ini [22]. 
Akan tetapi karena kurangnya data penelitian, pembobotan model ini tidak dapat 
kami lakukan. Sebagai gantinya kami mencoba menggunakan rating dari 
info Bank sebagai bobot datam percobaan ini. Sebelumnya rating Info Bank diubah 
dulu menjadi angka numerik seperti pada Tabel 3.2. Dari study Jiteratur telah 
kami ketahui bahwa SOM akan bergerak mendekati variabel train ini karena nilai 
variannya yang lebih besar dari variabel yang lain. 
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Tabel 3.2 Pengkodean rating InfoBank 
Kode 
s 4 
3 
2 
1 
3 .2.1. 4 Preprocessing data 
Untuk memudahkan proses latihan dari SOM serta meningkatkan kualitas 
dari map yang dihasilkan, input data harus distandarisasi. Misalnya sebuah rasio 
memiliki range antara 0 hingga l sedangkan rasio yang lain memiliki range antara 
- 100 hingga 100, kontribusi rasio kedua akan lebih besar dari rasio pertama dalam 
membentuk cluster. Dalam penelitian ini kami menggunakan metode scaling by 
range, dimana setiap input data dirubah dalam range 0 hingga 1. Nilai terbesar 
dari input data diberi nilai l , yang terkecil diberi nilai 0. Sedangkan nilai yang lain 
diskalakan antara ini. Hal ini dilakukan untuk masing-masing jenis rasio. 
Dari pengujian terhadap kenormalan data dengan uji SahpiroWilks dan 
Lilliefor dengan menggunakan perangkat lunak SPSS kami dapatkan bahwa 
semua variabel yang kami gunakan tidak berdistribusi normal seperti pada Tabel 
3.3. Pedoman untuk uji ini adalah: 
Nilai Sig. atau signiftkansi atau niJai probabilitas < 0.05, Distribusi 
adalah tidak normal. 
Nilai Sig. atau signiflkansi atau nilai probabilitas > 0.05, Distribusi 
adalah normal. 
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Tabe13.3 Uji kenormalan pada data ash 
Rasia Statistic Sig 
ROA 0,345 0,000 
ROE 0,429 0,000 
LOR 0,430 0,000 
80/PO 0,307 0,000 
NIM 0,159 0,000 
CAR 0,420 0,000 
RATING 0207 0000 
Meskipun SOM tidak membutuhkan asumsi kenormalan data, tetapi nilai 
yang ekstrim dapat rnempengaruhi pembentukan peta, meskipun telah 
distandarisasi. Untuk itu kami mencoba metode yang dilakukan oleh Roger Tan 
[22] dengan jalan mengganti nilai variabel yang ekstrim dengan niJai tertentu. 
Tiap variabel dihitung sebuah cut-off, sehingga sekitar 2,5% dari observasi 
akan terletak diatas median tambah nilai cut-off atau dibawah median dikurangi 
nilai cut-off Kemudian observasi yang memiliki nilai lebih besar (atau lebih 
kecil) dari median tambah (atau kurang) dari cut-offnilainya akan diganti dengan 
nilai cut-off ini. Perlu diperhatikan bahwa penggantian ini tidak merubah data 
penelitian menjadi berdistribusi normal, seperti yang kami tunjukkan pada Tabel 
3.4. Dalam penelitian ini kami mencoba dengan data yang diedit menggunakan 
metode perhitungan cut-off ataupun dengan data asli. Gambar 3.1 adalah contoh 
cut-off pada data berdistribusi normal. 
Tabe13.4 Uji kenormalan pada data edit 
Rasia Statistic Sig 
ROA 0350 0,000 
ROE 0,366 0,000 
LOR 0,211 0,000 
80/PO 0,299 0,000 
NIM 0,132 0,000 
CAR 0152 0000 
RATING 0207 0000 
The Normal Distribution vvith the 
5% Cut-Off Point (Two-Tailed} 
-3 2S -2 75 -2.25 - 1.75 - 1.~5 -.75 -.25 .25 .7S 1.25 t 75 2 ~5 2.75 3.25 
-3.00 -2.50 -2.00 -1.50 -1.00 -.50 0.00 .50 1.00 1.5') 2.00 2.50 3.00 3.50 
Gambar 3.1 Contoh cut-off 
3.2.1.5 Data Input 
51 
Data rasio bank yang telah distandarisasi dan akan diproses kami simpan 
dalam file teks berekstensi *.dat. Penggunaan file teks dimaksudkan untuk 
menyederhanakan dan mempercepat proses baca-tulis. File ini memiJiki struktur 
sebagaimana ditunjukkan pada Gambar 3.2. 
6 =>dimensi dari data vektor 
0.63284 0.97695 0.00627 0.37745 0.48407 0.03019 Tokai_Lippo_Bank_2000-., Data rasio 
0.63054 0.97686 0.00490 0.37039 0.50111 0.02976 Tokai_Lippo_Bank_1999 ~yang telah 
0.63792 0.97724 0.00560 0.35785 0.56450 0.02926 Tokai_Lippo_Bank_l998 distandarisasi 
Gambar 3.2 Struktur file data input 
3.2.1.6 Data Output 
Ada dua tipe data output dalam perangkat lunak ini, yang pertama ialah 
code file (*.cod) yang menyimpan informasi model vektor. Tipe data output kedua 
adalah colored code file (*.cid) yang selain menyimpan informasi model vektor 
juga menyimpan informasi cluster dalam bentuk warna serta bank-bank yang 
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terletak pada model vektor tersebut. File code (*.cod) memiJiki struktur file 
sebagaimana ditunjukkan pada Gambar 3.3. 
6 hexa 12 8 bubble=> dimensi data vektor, network topology, map size, neighborhoudfimction 
0.29576 0.965964 0.0769238 0.761107 0.28213 0.0225806 } Model Vektor 
0.355582 0.928892 0.0554977 0.729667 0.324358 0.0244075 
Gambar 3.3 Struktur code file 
Colored code file (*.cid) memiliki struktur sebagaimana ditunjukkan pada 
Gambar 3.4. 
6 hexa 12 8 bubble=> dimensi data vektor, network topology. map size, neighborhoudfimction 
7631988 7566195 5000268 ..... __ . _. =>informasi cluster dalam bentuk warna 
0.29576 0.965964 . ........ Bank_Universal_ l998 =>Model vektor dan bank-bank yang terletak 
pada cluster tersebut (BMU) 
Gambar 3.4 Struktur Colored code file 
3.2.1.7 Strukur Data Vektor 
Model vektor disusun dengan menggunakan link-list. Struk:tur data dari model 
vektor kami sajikan pada Gambar 3.5. 
3.2.1.8 Data Bank 
struct data_ entry { 
float *points; 
union { 
int *label_array; 
int label; 
} lab; 
short num_labs; 
struct data_ entry *next; }; 
Gambar 3.5 Stmktur data model vektor 
Data bank digunakan untuk melihat informasi dari bank-bank yang 
dianalisa. Informasi ini disimpan dalam tabel paradox (*.db) agar memudahkan 
proses query. Tipe data dari tiapjield dijelaskan pada Tabel 3.5. 
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Tabel 3.5 Tipefield database 
Nama Field Ti e data Keteran an 
Bank Al hanumerik Nama Bank 
ROA Number Return On Asset Ratio 
ROE Number 
LOR Number 
BOPO Number erasional 
NTM Number 
CAR Number Ca ita/ to Asset Ratio 
Ratin Number Ratin menurut InfoBank 
Cluster Lon Int Letak Bank dalam cluster 
R Number Untuk:men cluster 
3.2.2 Perancangan Proses 
Metodologi yang digunakan untuk mengaplikasikan SOM menurut Back[3] 
kami sajikan dalam bentukjlowchart pada Gambar 3.6, atau secara singkat dapat 
kami jelaskan sebagai berikut : 
a. Memilih data yang akan digunak.an, sangat disarankan untuk terlebih dahulu 
melakukan preprocessing data sehingga proses training menjadi lebih cepat. 
b. Memilih network topology, learning rate dan neighbourhood radius. 
c. Membangun network, dengan jalan melatih jaringan hingga didapatkan 
average quantization error yang cukup kecil. 
d. Memilih peta terbaik untuk dianalisis lebih lanjut. Mengidentifikasi cluster 
dengan U-matrix dan menginterpretasi cluster (memberikan label) 
menggunakanfeature plane (Component plane) . 
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Start 
Gambar 3.6 Flowchart proses SOM 
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3.2.2.1 Proses Inisiahsasi 
Network topology yang kami gunakan di sini adalah Hexagonal, dimana 
tiap neuron bertetangga dengan 6 neuron yang lain. Hexagonal lebih baik untuk 
tujuan visualisasi [3]. Dimensi dari map haruslah rectangular daripada square. 
Prinsip yang biasanya digunakan ialah p(x) = 1.3 x p(y) [3]. Dalam penelitian ini 
kami melakukan percobaan dengan map 7x5, 9x6 dan 12x8. Yang terbaik yang 
akan kami gunakan untuk proses lebih lanjut. Inisialisasi model vektor dilakukan 
secara random. Potongan program untuk inisialisi secara random sajikan pada 
Gambar 3.7. 
while (entr != NULL) { 
for (i = 0; i <dim; i++) { 
entr->points[i] = ((float) rand() I RAND_MAX.); } 
Gam bar 3. 7 Insialisasi random 
3.2.2.2 Proses Training 
Banyaknya kombinasi parameter training yang dimungkinkan, tidak kami 
coba semua dalam peneltian ini. Kami menggunakan acuan dari beberapa jurnal 
penelitian lain tentang SOM, serta penelitian yang mendasari tugas akhir ini. 
V ariasi dari kombinasi yang disarankan juga kami lakukan untuk mencari hasil 
terbaik. 
Training step 
Jumlah looping untuk final training haruslah minimal 500 kali jumlah dari 
neuron. Sedangkanjumtah looping pada fase pertama training adalah 10% jumlah 
looping pada final step [14]. Pada penelitian ini untuk map 7x5 kami 
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menggunakan acuan 1 750 step pada training pertama dan 17500 pada proses 
training kedua [3]. Untuk map 9x6 kami menggunakan acuan 2700 pada step 
pertama dan 27000 pada step kedua. Sedangkan pada map 12x8 kami 
menggunakan 4800 step pada training pertama dan 48000 pada proses training 
kedua. 
Learning rate 
Learning rate (alpha) digunakan untuk mengendalikan seberapa besar 
pengaruh dari winning input (BMU) terhadap network disekitamya. Nilainya 
haruslah cukup besar pada fase pertama dan sangat kecil pada fase fmal. Untuk 
semua map (7x5,9x6,12x8), pada fase pertama kami menggunakan acuan 0,5 dan 
0,05 pada fase terakhir [3]. Nilai alpha akan terns berkurang selama proses 
training hingga nol. Dalam perangkat lunak ini terdapat dua pilihan fungsi 
pengurangan nilai alpha yakni fungsi inverse yang menggunakan nilai konstanta, 
dan fungsi linear dimana nilai alpha akan berkurang secara liniar. Potongan 
program untuk fungsi inverse kami sajikan pada Gambar 3.8, sedangkan fungsi 
linear kami tunjukkan pada Gam bar 3. 9. 
float inverse_alpha(long iter, long length, float alpha) 
{ float c; 
c =length I inv_alpha_constant; 
return (alpha* c I (c +iter)); } 
Gambar 3.8 Fungsi inverse alpha 
float linear_alpha(long iter, long length, float alpha) 
{ return (alpha * (float) (length - iter) I (float) length); } 
Gambar 3.9 Fungsi linear alpha 
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Neighbourhoud 
Neighbourhood radius digunakan untuk mengendalikan seberapa besar 
network yang terpengaruh oJeh winning input (BMU). Pada fase pertama nilai ini 
haruslah lebih besar dari setengah diameter network. Pada fase final nilainya 
haruslah 10% dari fase pertama [14]. Potongan program untuk mencari BMU 
(best matching unit) kami sajikan pada Gambar 3.10. 
for (i = 0; i <dim; i++) 
{ diff = codetmp->points[i}- sample->points[i}; 
difference += diff * diff; 
if (difference > diffsf) break; } 
if (difference < diffsf) { 
win->winner = codetmp; 
win->index = p.index; 
win->diff = difference; 
diffsf "' difference; } 
Gam bar 3.10 Pencarian BMU 
Setelah BMU ditemukan, vektor tetangga disekitar BMU yang memiliki jarak 
Euclidean kurang atau sama dengan radius, dan juga BMU sendiri, akan diupdate. 
Potongan program untuk mencari vektor tetangga kami sajikan pada Gam bar 3 .11 . 
lndex=O; 
while (codetmp != NULL) 
{ tx = index % xdim; 
ty = index I xdim; 
if (dist(bx, by, tx, ty) <=radius) adapt(codetmp, sample, codes->dimension, alpha); 
codetmp = next~entry(&p) ; 
index++; } 
Gam bar 3.11 Pencarian vektor tetangga 
Potongan program untuk mengupdate vektor tetangga kami sajikan pada Gambar 
3.12. 
{ inti; 
for (i = 0; i <dim; i++) 
codetmp->points[i} += alpha *(sample->points[i) - codetmp->points[i]); } 
Gambar 3.12 Perubahan nilai vektor tetangga 
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Average Quantization Error (E) 
Nilai average quantization error (E) menyatakan jarak Euclidean antara 
tiap data dengan model vektor. Nilai yang kecil melambangkan data yang telah 
terpetakan dengan baik. Nilai yang optimal sangat tergantung dari masalah yang 
dihadapi . Dalam percobaan ini kami menggtmakan acuan dari penelitian yang 
dilakukan oleh Barbro Back [2,3,4,5], yang juga menganalisa nilai rasio keuangan 
untuk jangka waktu beberapa tahun. Kami menganggap nilai £<0.05 telah cukup 
optimal. (Back menggunakan map dengan E = 0.048624 [3]). 
Potongan program untuk menghitung average quantization error kami sajikan 
pada Gambar 3.13 
for (; dtmp != NULL; dtmp = next_entry(&p)) 
{find_winner(codes, dtmp, &win_info, 1) 
qerror += sqrt((double) win_info.diff); } 
Gambar 3.13 Menghitung average quantization error 
3.2.2.3. Modul Visualisasi 
Berikut adalah algoritma untuk mengimplementasikan visualisasi map 
dengan U-matrix. 
Langkah 1 
Buat map dengan dimensi x dan y =(2*dimensi model vektor-1) 
Langkah2 
Hi tung jarak euclidean antara model vektor dengan tetangganya, simpan basil 
perhitungan ini ke U-matrix. Diagram alir untuk langkah ini dapat dilihat di 
Gambar 3.14. 
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Langkah 3 
Beri nilai untuk model vektor di U-matrix dengan median dari nilai 
disekelilingnya. 
Langkah4 
Memperbaiki pewamaan U-matrix dengan mengisi kembali niJai tiap node di 
U-matrix dengan rata-rata dari nodenya sendiri dan node di sekelilingnya .. 
Alokasi memori 
untuk u-matrix 
uxdim=2*mxdim-1 
uydim=2*mydim-1 
I ""' for j=O;j<mydim;j++ I I for i=O;i<mxdim ;i++ I 
,.../ ............ 
<~mxdim~~Y 
""y/ 
uvalue[2*i+1J [2*j] = Euc_Dist(mvalue[iJOJ-mva lue[i+1JOJ) 
No 
/~ 
>----No .. C i>O > 
"T/ 
/~J...__" 
.("/ j<mydim-~ 
"""" j%2 // 
""--'--/~ 
Yes 
uvalue[2*i][2*j+1]=Euc_Dist(mvalue-[i][j]-[i][j+1]) Yes 
I uvalue[2*i-1 ][2*j+1 ]"'Euc_Dist(mvalue[i][j]-mvalue[i-1JU+1]]) 
~J<~y~~'>- i ~(j% 2) ~// Y es+!Lj _ u_v_a_lu-e[_2_*i_1 J_[2-*j_+_1 J_=_Eu_c ___ o_is~t(c-m-va_l_ue_[i_lli_·J-_m_v_al-ue_l_i+_1_][j_+_1 J_J)__j 
v·· 
No 
uvalue[2*i+1 J[2*j+1 ]=Euc_Dist(mva lue[i][j}-mvalue[i}[j+1]]) 
\_~ __ En_d __ )
Gambar 3.14 Diagram alir salah satu proses U-matrix 
Struktur data untuk visualisasi U-matrix kami sajikan pada Gam bar 3.15. 
struct umatrix { 
int mxdim, mydim; 
int topol; 
rntdim; 
float -•mvalue; 
struct entries *codes; 
int uxdim, uydim; 
float **uvalue; } 
Gambar 3.15 Struktur data U-matrix 
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Untuk menampilkan distribusi nilai tiap variabel rasio pada peta digunakan 
Component plane. NiJai tiap variabel rasio ditampiJkan dengan wama RGB. 
Potongan program untuk merubah nilai tiap variabel rasio menjadi wama RGB 
ditampilkan pada Gambar 3.16. 
TColor colorOfHex(int x, int y, int pp,float val) 
{ TColor retColor; 
float tmp; 
int tmp1 ; 
if ( colorMax<O) 
colorMax= 0; 
tmp= 1020/(colorMax-colorMin); 
tmp*= (val-colorMin); 
tmp1 = (int)tmp; 
if(tmp1 <=255) 
retColor= TColor(RGB(O,O,tmp1)}; 
else if ((tmp1<=510)&&(tmp1>255)) 
retColor=TColor(RGB(O,tmp1-255,510-tmp1)); 
else if ((tmp1<=765)&&(tmp1>510)) 
retCofor= TCofor(RGB(tmp1-51 0,255, 0)); 
else if (tmp1<=1020) 
retColor= TColor(RGB(255, 1020-tmp1,0)); 
retum retColor; } 
Gambar 3.16 Merubah nilai menjadi wama RGB 
3.2.2.4 Proses Clustering 
Proses clustering baru dapat dilakukan hila telah terbentuk map yang 
memiliki average quantization error (E) yang dianggap cukup kecil (dalam 
percobaan ini £<0.05). Untuk menentukan cluster diperlukan pengamatan 
terhadap U-matrix, Component plane dan data yang ada pada tiap model vektor. 
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Khusus penelitian ini ditambahkan kriteria !?!cluster yang merupakan nilai 
ketepatan antara kelompok yang dibentuk oleh SOM dengan InfoBank. Diagram 
alir data untuk proses clustering kami sajikan pada Gambar 3.17 . 
.. 
ldentifikasi cluster dengan 
I u-matrix 
Ye 
... I 
ldentifikasi karakteristik cluster I 
dengan component plane I 
~ 
' pengurangan 
1
1 
Beri wama modelvektor sebaga1 ~-~ 
tanda cluster 
Lthat ntlat R2cluster 
Yes 
Simpan file sebagai 
colored code file 
( End 
s 
Gambar 3.17 Proses Clustering 
BABIV 
UJI COBA DAN EV ALUASI 
PERANGKATLUNAK 
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BABIV 
UJI COBA DAN EVALUASI PERANGKAT LUNAK 
Percobaan dalam penelitian ini terdiri dari beberapa langkah : 
Pemiliban peta (map) terbaik 
Peta terbaik adalah peta yang memiliki average quantization error (E) 
mendekati nol (dalam penelitian ini menggunakan acuan £<0,05), yang berarti 
semua input telah direpresentasikan dengan baik oleh model vektor. Pada 
percobaan ini dilakukan pencarian peta terbaik pada data yang menggunakan 
variabel bobot ataupun tanpa variabel bobot dengan kombinasi antara 
penggunaan data yang telah diedit ataupun data ash, dan mengubah kombinasi 
parameter SOM. 
ldentifikasi cluster dengan visualisasi U-matri.x 
Model vektor yang terbentuk sebenarnya merupakan cluster center. Untuk 
memudahkan proses interpretasi, model vektor ini dapat digabung untuk 
membentuk cluster yang lebih besar. Untuk memudahkan proses 
penggabungan ini digunakan visualisasi U-matrix. 
Identifikasi karakteristik cluster dengan Component plane 
Fungsi detil dari Component plane dijelaskan pada Bah 2.6.3. Pada percobaan 
ini khususnya Component plane digunakan untuk melihat komponen rasio 
yang secara khusus membentuk cluster serta kemungkinan menghiJangkan 
komponen rasio yang menyebabkan noise pada pembentukan peta. 
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Menggabungkan model vektor dengan pewarnaan manual 
Setelah secara implisit bentuk cluster ditampilk:an dengan U-matrix, 
selanjutnya untuk menjadikannya eksplisit perlu dilakukan pemberian warna 
secara manual. Karena penelitian ini menggunakan nilai If cluster sebagai 
evaluasi, nilai ini dapat pula digunakan untuk membantu penggabungan model 
vektor. Secara lengkap langkah penggabungan ini terdiri dari : 
- Memberi warna secara manual pada peta sebagai tanda cluster 
- Meng-assign semua bank penebtian ke dalam peta 
- Melihat nilai R2 cluster, bila diperlukan merubah ukuran cluster dengan 
jalan merubah pewarnaan 
Memberikan label pada cluster dengan aturan lnfoBank 
Untuk memberikan predikat/label pada cluster kami menggunakan metode 
dari InfoBank. Nilai mean dari tiap rasio bank-bank yang terletak pada satu 
cluster diberi nilai skor dengan menggunakan aturan yang kami jelaskan pada 
Bah 2.3. Skor tersebut kemudian dijumlahkan dan dinterpretasi predikatnya. 
Memilih saham perbankan terbaik di Indonesia 
Pada bagian terakhir kami memberikan contoh penggunaan perangkat lunak 
untuk memilih saham perbankan terbaik di Indonesia. Selain itu kami juga 
mencoba menganalisa pergerakan tiga bank swasta nasional yakni BCA,BII 
dan LippoBank. 
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4.1 Pernilihan peta (map) terbaik 
Tipe dari percobaan untuk memilih peta terbaik kami sajikan pada Tabel4.1. 
Percobaan I 
- Tanpa variabel bobot 
- Menggunakan data asli 
- Mengubah kombinasi 
parameter SOM 
Keterangan Tabel 4.1 : 
Tabel4.1 Tipe Percobaan 
Percobaan II 
. - Tanpa variabel bobot 
- Menggunakan data 
yang telah diedit 
- Mengubah kombinasi 
arameter SOM 
Percobaan III 
- Dengan variabel bobot 
- Menggunakan data asli 
- Mengubah kombinasi 
parameter SOM 
Parameter SOM yang diubah adalah map dimension, learning rate, 
neighbourhoud radius dan training length. 
Pada percobaan kedua tidak dihasilkan map yang memiliki average quantization 
error (E) lebih kecil dari 0.05 (Lampiran D). Sehingga map ini tidak kami 
gunakan untuk proses clustering lebih lanjut. Percobaan pertama dan ketiga 
menghasilkan map dengan £<0.05, sehingga kami melanjutkan proses analisa 
lebih lanjut untuk kedua percobaan ini. Sebagai bahan perbandingan, untuk 
percobaan pertama kami gtmakan dua macam peta yakni peta dengan dimensi 
12x8 dan 9x6. Untuk memudahkan penyebutan tipe percobaan, di bah selanjutnya 
kami menyebut percobaan dengan dimensi 12x8 (tanpa variabel bobot) sebagai 
"tanpa bobot 1" dan dengan dimensi 9x6 (tanpa variabel bobot) dengan "tanpa 
bobot 2". Sedangkan percobaan ketiga kami sebut sebagai percobaan "dengan 
bobof;. Hasil percobaan terbaik yang kami gunakan untuk proses selanjutnya 
kami sajikan pada Tabel 4.2. 
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Tabel4.2 Peta yang dipilih 
Parameter Tanpa bobot 1 Tanpa bobot 2 Dengan bobot 
Map Dimension 12x8 9x6 12x8 
Training length 1 5000 2700 4800 
Training rate 1 0,5 0,5 0,5 
Radius 1 12 12 9 
Training length 2 50000 27000 48000 
Training rate 2 0,05 0,05 0,05 
Radius rate 2 1 1 1 
Quantization 0,027133 0,033196 0,037185 
4.2 Identifikasi cluster dengan U-matrix 
Gambar 4.1, 4.2 dan 4.3 adalah cluster yang teridentifikasi menggunakan 
visualasi U-matrix pada peta yang dipilih. 
Gambar 4.1 Cluster teridentifikasi (tanpa bobot 1) 
Gambar 4.2 Cluster teridetifikasi (tanpa bobot 2) 
Gambar 4.3 Cluster teridentifikasi (dengan bobot) 
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4.3 Karakteristik cluster dengan menggunakan component plane 
Dari pengamatan terhadap component plane pada Gambar 4.4, yakni 
percobaan tanpa bobot 1 didapatkan informasi sebagai berikut : 
Rasio yang secara khusus membentuk cluster kami sajikan pada Tabel4.3 
Tabel4.3 Karakteristik cluster (tanpa bobot 1) 
No Cluster 
I 
III ROA,ROE yang tinggi, LDR,BO/PO,CAR yang rendah serta N1M 
an sedan 
IV ROA dan ROE yang sangat bervariasi dari sedang h:ingga rendah, 
LDR bervariasi dari sedang h:ingga tinggi, BO/PO bervariasi antara 
sedan h:in a tin i serta N1M an rendah 
Tidak ditemukan variabel yang menyebabkan noise pada pembentukan 
peta. 
ROA ROE LDR 
RO/PO NlM CAR 
Gambar 4.4 Component plane percobaan tanpa bobot 1 
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Dari pengamatan terhadap component plane pada Gam bar 4. 5, yakni 
percobaan tanpa bobot 2 didapatkan informasi sebagai berikut : 
Rasio yang secara khusus membentuk cluster kami sajikan pada Tabel4.4. 
No Cluster 
I 
II 
III 
IV 
Tabel4.4 Karakteristik cluster (tanpa bobot 2) 
Karakteristik 
ROA bervariasi dari rendah hingga sedang, 
ROE sangat bervariasi dari rendah hingga tinggi, 
LDR bervariasi dari rendah hingga tinggi, 
BO/PO bervariasi dari sedang hingga tinggi, 
NIM bervariasi dari rendah hin a sedan 
ROA,ROE yang tinggi, LDR,BO/PO,CAR yang rendah serta NIM 
an sedan 
Tidak ditemukan variabel yang menyebabkan noise pada pembentukan 
peta. 
ROA ROE LDR 
RO!PO NTM C.AR 
Gambar 4.5 Component plane percobaan tanpa bobot 2 
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Dari pengamatan component plane pada Gambar 4.6, yakni percobaan 
dengan bobot, diketahui bahwa cluster yang terbentuk dari percobaan ini 
ditentukan oleh variabel rating. Percobaan ini membuktikan bahwa SOM dapat 
dilatih untuk membentuk cluster tertentu dengan menambahkan variabel tertentu 
pada data. Dominasi variabel rating dalarn membentuk cluster disebabkan karena 
nilai variannya yang jauh lebih besar dari variabel yang lain [22]. Sifat dari 
variabel bobot tidak harus seperti ini, menambahkan variabel rasio X yang 
menunjukkan profitabilitas dapat dikatakan memberikan bobot lebih pada 
penilaian profitablitas bank [22]. 
• 
Gambar 4.6 Component plane dan U-matrix pada percobaan dengan bobot 
4.4 Menggabungkan model vektor dengan pewarnaan manual 
Pemberian wama pada peta dilakukan untuk memberikan tanda pada 
penggabungan model vektor (cluster center). Selanjutnya cluster yang terbentuk 
dianalisa dengan parameter R2 cluster. Untuk mendapatkan nilai R2 cluster semua 
data penelitian kami cari BMU-nya pada peta. Untuk mendapatkan R2cluster yang 
optimal kami merubah-rubah ukuran tiap cluster dengan jalan mengubah 
pewamaan . 
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Pada percobaan "tanpa bobot 1" kami mendapatkan nilai R2 cluster yang 
sangat kecil yakni =19%,. Pada percobaan "tanpa bobot 2" kami mendapatkan 
nilai R2 cluster =49%. Sedangkan pada percobaan ketiga didapatkan nilai R2 cluster 
=100%. Nilai R2cluster 100% pada percobaan ketiga berarti bahwa cluster yang 
terbentuk benar-benar sesuai dengan predikat InfoBank, Tetapi nilai ini kami 
gunakan sebagai model validitas saja. Kami menggunakan percobaan tanpa bobot 
2 untuk proses selanjutnya. 
4.5 Memberi label pada cluster dengan aturan lnfoBank 
Beberapa literatur yang kami survey menggunakan Component plane dan 
data yang terletak pada cluster sebagai dasar untuk me1akukan label terhadap 
cluster [2,3,4,22]. Secara khusus pula dikatakan, dibutuhkan bantuan seorang 
domain expert untuk memberikan label terhadap cluster. Untuk menggantikan 
peranan domain expert, kami menggunakan metode pemberian predikat dengan 
aturan Info Bank .. 
Untuk memberikan predikat pada tiap cluster kami menghitung nilai rata-
rata tiap rasio dari semua bank dalam satu cluster. Kemudian nilai rata-rata 
tersebut kami gunakan sebagai acuan untuk menghitung skor tiap cluster sesuai 
aturan dari majalah InfoBank. Sebagai standar kriteria kami gtmakan standar 
tahun 2000 sebagaimana kami tunjukkan pada Tabel 2.2. Gambar 4.7 adalah 
cluster final yang telah diberi label. 
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Gambar 4.7 Cluster final 
Dalam memberikan label, interval skor yang didapat tidak lagi sesuai hila 
dibandingkan dengan metode InfoBank, karena kami menggunakan nilai rata-rata 
rasio dari bank-bank yang ada dalam satu cluster. Penyesuaian yang kami lakukan 
adalah langsung memberikan predikat yang lebih baik pada cluster yang memiliki 
nilai skor lebih tinggi . Dari pemberian skor dengan metode InfoBank didapatkan 
nilai yang sama untuk grup A dan B. Keputusan memberikan predikat lebih baik 
pada cluster A didapatkan dengan pengamatan terhadap nilai ROA ROE, dan 
CAR yang lebih tinggi dari kelompok B. Tabel4.5 menjelaskan nilai skor masing-
masing cluster, nilai rasio rata-rata dalam satu cluster serta interpretasi 
predikatnya. 
Tabel 4.5 Label cluster dengan aturan InfoBank 
10 ROA ROE LOR BO NIM CAR Skor Predikat 
A 5,60 42.77 100,5 64.38 6.76 38.57 100 SANGAT BAGUS 
B 3.05 25.4 89.5 80.99 14.86 29.47 100 BAG US 
c 0.97 14.06 97. 92 91.47 91.47 20.93 93.16 CUKUP BAGUS 
D -16,4 -111 112 180 180.8 0.95 12.5 TIDAKBAGUS 
Pada percobaan kedua dengan menggunakan variabel rating infobank 
sebagai variabel training tidak kami Iakukan perhitungan seperti metode diatas. 
Karena Nilai R2cluster =100%, maka label kelompok yang terbentuk dapat 
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langsung ditentukan dari rating ini. Gambar 4.8 adalah cluster final pada 
percobaan dengan bobot. Keterangan labeL cluster dari Gambar 4.8 karni sajikan 
pada Tabel 4.6. 
. c . 8 
.n 
Gambar 4.8 Cluster final (dengan bobot) 
Tabel4.6 Keterangan label cluster 
Label 
A 
B 
c 
D 
4.6 Contob Penggunaan program 
4.6.1. Analisa Bank listing di bursa BEJ 
Disini kami mencoba menganalisa bank-bank yang tercatat di bursa 
saham BEJ (Bursa Efek Jakarta). 
Tabel4. 7 Posisi Bank Listing pada cluster 
NO. NAMA BANK 1996 1997 1998 1999 2000 
1. Bank Negara Tbk CB CB TB TB CB 
2. Bank Danamon CB - TB TB CB 
3. Bank Global Int'l Tbk CB B TB CB CB 
4 Bank Int'l Indonesia CB CB TB TB CB 
5. Bank Bali Tbk CB CB TB TB CB 
6. Bank Pikko Tbk SB B CB CB TB 
7 Bank Universal Tbk CB CB TB TB TB 
8 Bank Lippo Tbk CB CB TB TB CB 
9 Bank Mayapada Tbk CB B TB TB TB 
10 Bank NISP Tbk CB CB B CB CB 
Tabel 4.8 Posisi Bank Listing menurut aturan InfoBank 
NO. NAMA BANK 1996 1997 1998 1999 2000 
1. Bank Negara Thk CB CB TB TB CB 
2. Bank Danamon SB 
-
TB TB CB 
3. Bank Global lnt'lThk B SB TB CB B 
4 Bank lnt'l lndonesia SB B TB TB B 
5. Bank Ba!i_'fl?k SB B TB TB CB 
·-
6. Bank Pikko Thk SB SB B CB CB 
7 Bank UniversalThk 
' 
SB CB TB 
' 
TB CB 
8 Bank Lippo Thk SB B TB CB SB 
9 Bank Mayapada Thk SB B TB TB TB 
10 Bank NISP Thk SB SB B 8 SB 
Ket : SB : Sangat bagus ,B : Bagus ,CB: Cukup bagus, TB : Tidak bagus 
«_" : Laporan keuangan bank tidak tersedia 
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Dari Tabel diatas diketahui bahwa untuk bank-bank listing model SOM 
memiliki kesamaan paling tinggi dengan metode rating InfoBank pada tahun 
1998. dan 1999. Dari Tabel diatas juga dapat diketahui dari 10 bank yang listing 
di BEJ, saham NISP yang paling bagus untuk dipilih. Melihat kondisinya tidak 
pemah termasuk dalam kategori tidak bagus, baik dengan metode rating Infobank 
ataupun dengan metode SOM. 
Tabel 4.9. Rasio Keuangan Bank NISP. Tbk 
TAHUN ROA ROE LOR 80/PO NIM CAR I 
I ---·- --~·--- ·------ ---- ~ - --------2000 1,3 13,61 86,79 90,81 3,64 9,94 
1999 0,58 4,88 85,65 95,37 3,78 14,8 
1998 1,15 7,99 84,81 96,26 11 ,42 14,39 
1997 1,67 12,08 85 87,45 5,82 13,8 
1996 1, 13,3 86,1 85,32 5,24 13,79 
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4.6.2. Bank Central Asia, Lippo Bank, BII 
Kami mencoba menganalisa tiga bank swasta nasional yang pada mulanya 
mayoritas sahamnya dimiliki oleh grup konglomerasi di Indonesia, yakni BCA 
(Grup Salim), Lippo Bank (Grup Lippo), dan BIT (Grup Sinar Mas). Pergerakan 
ketiga bank tersebut dapat dilihat pada Gambar 4.9 . 
• • 
D 
• • • .c 
• • • EPP02000 • A2000 • B • 
Gambar 4.9 Pergerakan tiga bank swasta nasional pada cluster 
Ket. Gambar 4.9: : pergerakan bank BCA 
....................... : pergerakan bank BII 
Tabel 4.10 Posisi Bank pada cluster 
NAMA BANK 1996 1997 1998 1999 2000 
BCA CB CB TB B 
BII CB CB TB TB CB 
Li a Bank CB CB TB TB CB 
Tabe14.11 Posisi Bank menurut aturan InfoBank 
NAMA BANK 1996 1997 1998 1999 2000 
BCA B CB B SB 
BII SB B TB TB B 
Li oBank SB B TB CB SB 
Ket: SB: Sangat bagus ,B: Bagus ,CB: Cukup bagus, TB: Tidak bagus 
"-" : Laporan keuangan bank tidak tersedia 
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Tabel4.12 Rasio keuangan Bank Central Asia (BCA) 
TAHUN ROA ROE LOR 80/PO NIM CAR 
2000 2,68 17,37 92,37 6,47 20,33 
1999 0,78 6,43 88,23 -10,2 41 ,95 
1998 Data tidak tersedia 
1997 0,38 5,32 94,48 96,47 2,3 7,18 
1996 0,57 7,87 90,91 94,82' 2,27 7,23 
Tabel 4.13 Rasio keuangan Bank International Indonesia (Ell) 
I TAHUN ROA ROE LOR 80/PO !NIM CAR 
2000 0,69 6,26 84,84 97,79 1,97 7,57 
1999 
-5,55 -87,11 94,44 140,89 -3,42 4,43 
1998 
-39,6 381 ,27 162,29 245,46 -4,88 -26,03 
1997 1,15 11 ,03 98,38 90,9 5,23 11,69 
1996 1,76 10,72 88,4 88,6 6,14 15,24 
Tabel 4. 14 Rasio keuangan Lippo Bank 
I TAHUN ROA I ROE LOR 80/PO NIM CAR 
2000 1 06 7,02 73,31 91 ,24 5,86 21 ,08 
' 
1999 
-8,44. -252,07 81 ,29 168,81 --8,68 16,33 
' 
1998 
-60,99 -382,74 102,57 297,43 -9,73 -39,42 
' 1997 1,02 9,61 88,81 91 ,89 5,38 10,23 
1996 2,36 10,1 96,9 77,92 8,54 33,18 
Pada tahun 1998 dan 1999 Lippo Bank dan BII berada pada kategori tidak 
bagus. Karena tidak tersedianya data rasio keuangan BCA pada tahun 1998 kita 
baru dapat melihat posisinya pada tahun 1999 yakni pada kategori tidak bagus. 
Masalah yang dihadapi ketiga bank ini terutama karena terlalu banyak 
menyalurkan pinjaman kepada group-nya sendiri yang melebihi batas maksimum 
pemberian kredit yang diijinkan oleh Bank Indonesia. Kredit tersebut sebagian 
besar kemudian menjadi kredit macet. 
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Kembalinya bank-bank tersebut kedalam kategori cukup bagus dan bagus 
pada tahun 2000 lebih disebabkan karena bank-bank tersebut masuk kedalam 
program rekapitalisasi, dimana kemudian bank-bank tersebut disuntik dana dalam 
bentuk BLBI (bantuan likuiditas bank Indonesia). LippoBank dan BIT masuk: 
program rekapitalisasi sejak 13 Maret 1999. 
BABV 
KESIMPULAN DAN SARAN 
5.1 KESJMPULAN 
BABV 
KESIMPULAN DAN SARAN 
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1. Keiompok bank yang terbentuk dari SOM dengan tanpa bobot memiliki 
ketepatan dengan rating dari InfoBank sebesar 49%. Sedangkan kelompok 
yang terbentuk dengan menggunakan bobot memiiiki ketepatan rating dari 
InfoBank sebesar 100%. Percobaan kedua membuktikan bahwa SOM dapat 
dilatih untuk membentuk cluster tertentu dengan menambahk:an variabel bobot 
2. Penggunaan bobot dan skor dari InfoBank dalam memberikan label terhadap 
kelompok yang terbentuk mampu menggantik:an peranan dari domain expert 
[2,3,4,5,22]. 
5.2 SARAN 
Perangkat lunak ini masih banyak kekurangannya. Pengembangan dan 
perbaikan perangkat lunak ini misalnya dengan : 
l. Menambahkan tool visualisasi yang lain sebagai pelengkap dari metode 
U-matrix dan Component plane, seperti data histogram, sammon mapping, 
color coding dan proyeksi 3D. 
2. Menambahkan jumlah rasio yang dianalisa menggunakan acuan dari pihak -
pihak iain seiain dari InfoBank, serta industri lain selain dari perbankan. 
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Lampiran A 
I 
Tabel A-1. Daftar Saham Perbankan di BEJ 
NO. I KODE NAMA (PT) EFEK 
1. BBNJ 1 Bank Negara Thk* 
2. BCIC Bank Century Intervest Corp Thk 
3. BDMN Bank Danamon* 
4. BDTA Bank Palapa Thk 
5. BGIN Bank Global Int'l Thk* 
6. BNGA Bank N iaga Thk 
7. BNll Bank Int'l Indonesia* l -8. I BNLI Bank Bali Thk* 
9. BNPK Bank Pikko Thk* 
10. BNTA Bank Tiara Asia 
11. BUNI Bank Universal Thk* 
12. IDVS Bank Indovest Thk 
13. INPC Inter-Pacific Bank Thk 
14. LPBN Bank Lippo Thk* 
15. MAYA Bank Mayapada Thk* 
16. NISP Bank NISP Thk* 
17. PDFC BankPDFCI 
18 PNBN Bank Pan Indonesia Thk 
19. RAI\'IA BankRama 
20. TMBN Bank Tamara Thk 
21. UNBN Bank Unibank Thk 
Keterangan tabel : 
* Adalah bank yang datanya ada dan diteliti dalam tugas akhir ini 
Data ini berlaku sampai dengan 20 Mei 1999 
A-I 
o:i 
I 
....... 
Lampiran B 
Tabel B-1. Daftar Bank Penelitian 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
._?_L~ 
-------
BankJatim 1997-2000 
Bank Mega 1996-2000 
Bank Mas 1996-2000 
Bank Liman lntemrutional 1996-2000 
Bank Hanvit h1donesia 2000 
BPDDIY 97 99-00 
Bank UOB Indonesia 96-98,00 
Bank Sulut 2000 
Bank Dlipo Intemational 1996-2000 
Bank Metro Express 1996-2000 
Bank Merincorp 1997-2000 
' 
CitiBank 1996-2000 I 
BPD Sumsel 1998-2000 I 
Bank Swadesi 1996-2000 ! I 
BankHalim -1996-2000 i 
-1 
Bank Yudha Bhakti 1996-2000 
' 
Bank Purba D.anarta 1997-2000 
-BPD Bengikulu 97-98,2000 
Bank of T~o Mitsubishi 1996-2000 
-ANZ Panin Bank I 997-2000 ' 
Bank Hagakita 1996-2000 I i 
BankNISP 1996-2000 I 
' 
Bank Syari ' ah Mandiri 99-00 I 
Bank DBS Indonesia 1997-2000 
'fo}saiLippo Bank I 997-2000 
68 
69 
70 
80 
8[ 
c; 
I 
t-..) 
------=1--ndone~-- - . _ ?196-2000_ 
if___________ _1996:..~900_ 
Intemattional ____ ~lJ96-2000_ 
--------- _1296-2000_ 
1997-2000 
!'erdania ___ ~ 1996-2000 
~a E~~angan__ J 1996-2000_ 
gg_ ~999-2000 
------- - ---
r 1996-2000 
1996-2000 
·~rsP 1997 -2ci0o-
BankMasE 
----ll996-2ooo-
Kar~'Yo hldone:;i; =-------
nwealth 
tiered Bank 
1 I:ndonesia ----
-------Bank Chinatn rust Indonesia 
-----
Bank IBJ lnd< mesia 
Korea Excl amge Bank Danamon_ 
s1a 
--------Swadhanna 
---· -----
ldonesia 
----------
96 99-00 ~----
tera 1996-2000 
----
1999-2000 
-----1996-2000 
------
1996-2000 
-----
mo 1996-2000 
----Chase Man !tttan Bank 
-----
----
Bank Swag: una 
------------------
ank Haga __________ 19'96-2000 
------~k Arta Nia~ Kencana _____ 1997-2000 
-----
ank of America 1 9'97--2000 
------------------
ank Centratama Nasional 96,99_:-00 __ 
---------------
ank Societe Generale Indonesia __ 96,98-00 __ 
ank Victoria International 19'96--2000 
~Fuji Intllndonesia 1996--2000 
SBC 19'99-2000 
------------ ------
Sanwa Indonesia 19'96-2000 
_Ra~ndonesia _____ 1996--2000 
-----
f-.-=:..:::..--+ B~ Media __ 1996-2000 
------Bank Fama.lnternatitonal __ 19'96-2000 
-------Bank Bintang Manll!!B_@l 1996-2000 
-·- Bank Danamon Indonesia 96 98-00 
-96 Bank 1------
97 Bank 
Mu'amalat 2000 
~ 
Sri Partha 1996-2000 I 
98 Bank PNB Paribas Indonesia --1997-2000 
Bank NTB 1999-2000 
-, 
~ 
D~Bali 1996-2000 b~9tt:.: 
Bank 
Arltardaera!!.__ ________ ,_2§~-98 ,00 -~ 
CIC 
r.~j BP ~ _Bank 
Bank 
-
Maluku 
Index Celindo 
Ut:ama lntemational 
k Royal Indonesia I i07 I:~ kGlobal 
1996-2000 
------~ 
99-00 
1996-2000 
~ 
~_-oo I 
-- ~ 
1996-2000 I 
-1996-2000 I I 
o:; 
I 
w 
108 
113 
1141 
I lndosuez Indonesia Bank 
---------· ---
Bank International Indonesia 
-· -----------Bank Prima Express __ 
ABN Amro Bank 
--- -
BankSumut 
---~-~-----~-~---~-----
Bank Amos Indonesia 
----
Bank Himpunan Saudara 1902__ 
Bank Indomomex 
Bank Prima Master 
-------
BankMayora 
Bank Bisnis 
Bank Ganesha ~ 1996-2000 
-- ----
Bank N~------ 1996-2000 
Bank Windu Kencana 1996-2000 
Bank Panin 1996-2000 
--------- ---- -
Bank Harfa 1997-2000 
Bank Negara Indonesia __ 
Bank Allfmdo 
-----------
Bank Arlta Graha 
- - ----------
129 
---130 
-i3 1 
132 
133 
-----
134 
135 
136 
137 
138. 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148. 
149 
--r--------
J!~ Mitra Nilaga _______ 1996-2000 
-------1 
Bank Ina Perdana 1997-2000 
-Bank Inter Pacific _____ 96-98 00 i 
Bank Bali 1996-2ooo I 
--
______ , 
-~-~nk _Tabungan ~~gan! ________ 1996-2000 
---------
Bank Akita 1996-2000 
--
Bank Swasarindo International 1996-2000 
Bangkok Bank 1997-2000 
--------------
Bank Harmoni 1996-2000 
Keppel Tatlee Buana Banlk 1996-2000 
Bank Universal 1996-2000 
--
-----
BPDAceh 1997-2000 
-- ------
Bank Pikk:o 1996-2000 
RaboBank Jnt] Indonesia 97-00 
Bank Jasa Arta 1996-2000 
American Express Bank 1997-2000 
Bank Mayapacla 1996-2000 
Maybank lndoco!l?___ 97,99-00 
BankiFI 1996-2000 
Bank Credit Lyonnais Indonesia 96,98-00 
-Bank Tugu 1996-2000 
Lampiran C 
Tabel C-1 Bobot dan kriteria InfoBank 1997-2000 
KRITERIA 
1. RENT ABlLIT AS 
A. ROA 
B. ROE 
2. LIKUIDITAS 
A LDR 
.B. GIRO W AJIB MINIMUM (GWM) 
C. INTERBANK/AKHVA PRODUKTIF 
-3. EFISIENSI 
A BIAY A OPERASIONAL/ 
PENDAPATAN OPERASIONAL 
.B. NET INTEREST MARGIN (NIM) 
4. PERMOIDALAN 
A CAPITAL OF ASSET RATIO (CAR) 
.B. DEBT TO EQUITY RATIO (DER) 
5. KUALIT AS ASET 
A NON PERFORMING LOAN (NPL) 
lB . PENDAPATANBUNGADALAM 
PENYELESAIANIHASIL BUNGA 
c. AKTIV A PRODUKTIF LANCAR/ 
TOT AI AKTIV A PRODUKTIF 
ID. CADANGAN PENGHAPUSAN AKTIV AI 
AKTIV A PRODUKTIF 
Sumber : Biro Riset ImfoBank 
n 
I ,..... 
2000 
Bobot (%) Kriteria (%) 
12.5 1.5 
7.5 12 
10 85-11 0 
10 5 
-- --
-
12.5 92 
7.5 6 
20 8 
-- --· 
20 5 
-- --
--
--
Bobot 
(%) 
12.5 
7.5 
10 
10 
----=-
15 
5 
20 
--
--
10 
10 
--
1999 1998 1997 
Kriteria Bobot (%) Kriteria Bobot (%) Stan dar 
(%) (%) Max(~ 
1. 5 12.5 1.5 12.5 1.5 
1-· 13 7.5 12 7.5 11 
85-110 10 85-110 10 85-110 
5 
-- -- --
--
-- 10 1---- 20 10 17 ----~--- f---------
------
92 15 92 15 92 
7 5 6 5 6 
8 20 12 15 12 
-- -- -- 5 9 
-
--
-- --· -- -- --
17 10 4 10 4 
65 
-- -- -- --
--
10 18 10 8 
----
Lampirao C 
Tabel C-2 Bobot dan kriteria InfoBank 1996 
No 1996 
KRITERIA Bobot(%) Kriteria (%) 
1 Penunbuhan Asset 5 25 
2 Pertumbuhan Aktiva Produktif 5 25 
3 Pertumbuhan Dana Pihak Ketiga 5 25 
4 Pertumbuhan Kredit 5 25 
5 Pertumbuhan Modal sendiri 5 25 
6 Pertumbuhan Laba 5 30 
7 Capital to Asset Ratio (CAR) 10 12 
8 Net Interest Margin (NIM) 15 6 
9 Return on Asset (ROA) 10 1,5 
10 Return on Equity (ROE) 10 18 
11 Loan to Deposit Ratio (LDR) 5 85-110 
12 Efisiensi Operasional (BO/PO) 5 92-100 
13 Efisiensi Asset 5 2-5 
14 Cadangan Penghapusan Aktiva 10 0,5-3 
15 Batas Maksimum Pemberian Kredit 
-10 12,5 
Sumber : Biro Riset InfoBank 
C-2 
Lampiran D 
I abel D-1 Hasil percobaan tanpa bobot dengan data edit 
Ma 7x5 
2 3 4 
1750 1750 1750 1750 
0,5 0,4 0,6 0,9 
12 12 12 12 
2 17500 17500 17500 17500 
0,05 0,04 0,06 0,09 
1 I I 1 
uantization error 0 162063 0 166911 0,161817 0 15378 
Ma 9x6 
1 2 3 4 
2700 2700 2700 5000 
05 05 04 05 
9 12 12 12 
2 27000 27000 27000 50000 
0,05 005 004 005 
1 1 I 1 
uantization error 0 147441 0 143977 0,149529 0 142316 
Ma 12x8 
] 2 3 4 
4800 4800 4800 5000 
0,5 05 0,4 05 
14 12 12 9 
2 48000 48000 48000 50000 
0,05 005 0,04 0 05 
1 1 1 1 
uantization error 0 125050 0 122172 0 184818 0 121882 
D-1 
Tabel D-2 Hasil percobaan tanpa bobot dengan data asli 
M 75 ap x 
Parameter 1 2 3 4 
Training length 1 1750 1750 1750 2000 
Training rate 1 0,5 0,5 0,4 0,5 
Radius 1 12 9 12 12 
Training length 2 17500 17500 17500 20000 
Training rate 2 0,05 0,05 0,04 0,05 
Radius 2 1 1 1 1 
Quantization error 0,036819 0,036275 0,037375 0,036258 
M 96 ap x 
Parameter I 2 3 4 
Training length 1 2700 2700 2700 5000 
Training rate 1 0,5 0,5 0,4 0,5 
Radius 1 12 15 15 15 
Training length 2 27000 27000 27000 50000 
Training rate 2 0,05 0,05 0,04 0,05 
Radius 2 1 I 1 1 
Quantization error 0,33196 0,032271 0,033797 0,032108 
M 12 8 ap X 
Parameter 1 2 3 4 
Training len!rth 1 5000 4800 4800 5000 
I Training rate 1 0,5 0,5 0,4 0,5 
Radius 1 12 15 15 15 
Training length 2 50000 48000 48000 50000 
Training rate 2 0,05 0,05 0,04 0,05 
Radius 2 1 1 1 1 
Quantization error 0,027133 0,027986 0,028322 0,027488 
D-2 
Tabel D-3 Hasil percobaan dengan bobot dengan data asli 
M 7 5 ap x 
Parameter 1 2 "' 4 J 
Training length 1 1750 1750 1750 2000 
Training rate 1 0,5 0,5 0,4 0,5 
Radius 1 12 9 12 12 
Training length 2 17500 17500 17500 20000 
Training rate 2 0,05 0,05 0,04 0,05 
Radius 2 1 1 1 1 
Quantization error 0,053034 0,55521 0 057771 0,055754 
M 96 ap x 
Parameter 1 2 3 4 
Training length 1 2700 2700 2700 3000 
Training rate 1 0,5 0,5 0,4 0,5 
Radius 1 12 15 15 15 
Training I ength 2 27000 27000 27000 50000 
Training rate 2 0,05 0,05 0,04 0,05 
Radius2 1 1 1 1 
Quantization error 0,049976 0,048906 0,050319 0,049183 
M 12 8 ap · x 
I Parameter 1 2 3 4 
I Training length 1 4800 4800 5000 5000 
~Training rate 1 0,5 0,5 0,4 0,5 
Radius I 12 15 15 15 
I Training length 2 48000 48000 48000 50000 
i 
Training_rate 2 0,05 0,05 0,04 0,05 
Radius 2 1 1 1 1 
I Quantization error 0 038272 0 038165 0 03882 0 037057 
D-3 

