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In 1954, Schafroth proposed a mechanism for superconductivity that is physically
possible, but ended up not being the explanation of the well known BCS supercon-
ductors. The proposal argued correctly that a Bose condensate of charged bosons
should also be a superconductor. In 1996, V.I. Yudson proposed a way to produce
a charged boson by attaching two free charges to an exciton in a semiconductor, to
make a “quaternion”. While that state was never seen in III-V semiconductors, our
calculations show that it is predicted to be stable in structures made with monolay-
ers of transition metal dichalcogenide (TMD) materials. We present experimental
spectroscopic measurements that agree with this theory, which indicate that we have
observed this charged-boson state in this type of structure. This opens up a new
path for pursuing room temperature superconductivity.
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2In 1996, V.I. Yudson published an intriguing paper [1] in which he proposed the exis-
tence of stable four-carrier complexes in bilayer semiconductor structures, which may be
called “quaternions.” The geometry considered by Yudson is shown in Figure 1(a). Two
semiconductor layers are placed side by side to make a bilayer structure, and this bilayer
structure is placed parallel to a nearby metal layer. Under optical pumping, an exciton can
be created which then picks up two free electrons (or two holes). At first glance, one would
not expect that a complex with three times more negative charge than positive would be
stable, although “trions” (two electrons and one hole, or vice versa) are known to be stable
in many semiconducting systems [2, 3]. The presence of the metal layer, however, produces
image charge below the surface, so that much of the repulsive interaction in the quaternion
is canceled out.
Such four-particle complexes are charged bosons: an even number of fermions with a
net charge–and therefore will respond to electric field. A Bose-Einstein condensate of these
complexes would be a Schafroth superconductor [4]. Schafroth superconductivity was origi-
nally proposed as the explanation of what are now known as BCS superconductors; although
this theory did not explain the behavior of those superconductors, it is still fundamentally
correct that a charged Bose condensate will be a superconductor. Such a state has never
been observed experimentally. This would be a different mechanism from earlier proposals
for exciton-mediated superconductivity; in one proposal [5], it was argued that the presence
(a) (b)
FIG. 1. a) Quaternion geometry proposed in Ref. [1]. The gray region indicates the metallic layer
with image charge. b) Symmetric quaternion geometry considered here. See text for notations.
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FIG. 2. a) Illustration of the fabricated structure. b) Image of the structure, with the layers labeled.
c) Normalized photoluminescence spectrum at various temperatures. The dashed lines are fits to
the Varshni equation for band gap shift of the lines, discussed in the Supplementary Information
file. X0 = exciton, T− = trion, P = impurity lines, and Q = the candidate for the quaternion
emission. The doping density for the p:WSe2 is ∼1017−18 cm−3 (Nb dopant).
of a magnetic field would cause neutral excitons to respond to an electric field; in another
proposal [6], exciton-polaritons were proposed to play the same role as phonons in Cooper
pairs.
Like a Bose condensate of excitons, a Bose condensate of quaternions would be metastable
to recombination and require optical pumping for steady state. But as the burgeoning field
experimental and theoretical work on Bose condensates of exciton-polaritons has shown [7–
11], such a steady-state, optical pumped system can indeed undergo condensation, including
the effects of superfluidity, and can reach equilibrium in steady state with a well-defined
temperature [12, 13]. The quaternion particles discussed here do not have a polariton nature,
4and therefore are more similar to pure exciton condensates, such as interlayer excitons in
bilayer systems [14–16], which are subject to much greater disorder effects. However, since
the quaternions have charge, they will have much stronger interactions, which may cause a
condensate of such particles to be more readily in the Thomas-Fermi regime with a common
chemical potential which smooths out disorder effects.
We consider a variant of the Yudson geometry, which is structurally a trion in one layer
bound to a free carrier in a parallel layer, as shown in Figure 1(b). Our calculations, dis-
cussed below, indicate that this complex is more stable than the Yudson geometry. For the
experiments, we fabricated the structure shown in Figure 2(a), based on two-dimensional
monolayers of transition-metal dichalgogenides (TMDs). While the original proposal by
Yudson was for III-V semiconductor quantum wells, TMD bilayer systems have a number
of advantages. First, the intrinsic exciton binding energy is much larger, of the order of
hundreds of meV, and therefore the excitons are stable at room temperature; in the WSe2
layers used here, the exciton binding energy has been found experimentally to range from 0.1
to 0.8 eV [17–19], depending on the dielectric constant of the surrounding material. Also,
hexagonal boron nitride (hBN) can be used as a good insulating barrier to prevent tunneling
current while still allowing Coulomb interaction between free carriers in the layers [20].
We used niobium as the metal, with a spacer layer of 15 nm of hBN between the metal and
the first TMD monolayer, a 7-nm spacer between the layers, and a capping hBN layer. Figure
2(b) shows an image of the stack of layers, and Figure 2(c) shows the photoluminescence
(PL) spectrum as temperature is varied. As seen in the PL, a line appears, which we label Q,
between the direct exciton line and the trion line, both of which have well-identified energies
in these TMD monolayers. As shown below, the energy of the Q line is consistent with
calculations of the quaternion binding energy.
We have reproduced this behavior in a second sample (Figure S1 of the Supplementary
Information file), and we have examined a number of control structures, with the data given
in the supplementary file for this publication. The control experiments can be summarized
as follows:
• The monolayer exciton and trion lines are easily identifiable from comparison to sam-
ples with only monolayers. In a single, undoped monolayer of WSe2 encapsulated in
hBN, with no metal layer, we see the same direct exciton line, with energy about 15
5meV higher than when there is a metal layer, with no quaternion line and very low
trion emission (Figure S2 of the Supplementary Information file). In a single, p-doped
monolayer of WSe2 encapsulated in hBN, with no metal layer, the direct exciton line
appears nearly at the same energy, with no quaternion line, and a relatively strong
trion emission is seen (Figure S3 of the Supplementary Information file).
• In a single, p-doped monolayer of WSe2 encapsulated in hBN in the presence of a metal
layer, we see the direct exciton energy at nearly exactly the same energy as in the full
bilayer stack with metal, and we see the strong trion line shifted lower by about 30
meV than in the full bilayer stack (Figure S4 of the Supplementary Information file),
consistent with the theory presented here.
• In bilayer structures with and without a metal layer, the appearance of an indirect
(interlayer) exciton line is a strong function of the thickness of the hBN layer between
the TMD layers; for a 2-nm layer the indirect exciton line appears prominently (Figure
S5 of the Supplementary Information file), while for a 7-nm layer, as used in the
structure of Figure 2 presented here, there is no discernible indirect exciton line. The
identification of the indirect exciton line in this and other samples was confirmed by
lifetime measurements showing it has much longer lifetime than the direct exciton [21].
• The quaternion Q line appears only in the two samples with the full bilayer structure
with the parallel metal layer (Figure 2(c) here, and Figure S1 of the Supplementary
Information file). In a full bilayer structure without the metal layer, the quaternion
line does not appear (Figure S5 of the Supplementary Information file).
The change of intensity of the Q line as temperature changes may be explained by several
effects. First, for a quaternion to be formed, an exciton must find two free electrons (or
holes), which means that their relative numbers will be determined by a mass-action equation
[22]. Second, the number of free carriers will change as a function of temperature; at low
temperature, these carriers will mostly be bound to impurities, and therefore the trion and
quaternion intensities will drop. Third, at high temperature, all of the PL lines undergo
thermal broadening, which makes it hard to distinguish one line from another.
These results, and the identification of the Q line as a quaternion, are consistent with the
straightforward theory based on the configuration space method of the binding energy calcu-
6lation for exciton complexes [23], which we present below with the additional inclusion of the
added image charges in the metal layer. The configuration space method was recently proven
to be efficient for the binding energy calculations as applied to quasi-1D [24] and quasi-2D
bilayer semiconductors [25, 26] where it offers easily tractable analytical solutions [23]. The
method itself was originally pioneered by Landau [27], Gor’kov and Pitaevski [28], and Hol-
stein and Herring [29] in their studies of molecular binding and magnetism. The method
provides an upper bound for the ground-state binding energy and captures essential kine-
matics of the formation of the complex, helping understand the general physical principles
that underlie its stability.
We proceed from the assumption that, as shown in Fig. 1(b), the in-plane (intralayer,
direct) trion makes the “core” to attach a like charge from the other monolayer to form the
quaternion complex we observe. The reason for this assumption is that the axial symmetry
of such a complex relative to the axis perpendicular to the bilayer, supplemented by the
image charges of the same symmetry in the metallic layer, makes its ground-state coordinate
wave function even (no nodes). From general quantum mechanics, in order for a quantum
system to remain stable its ground-state wave function must have no nodes [27]. Hence, we
start with the intralayer trion binding energy calculation in the presence of image charges.
In the configuration space approach a singly charged exciton complex, the negative X− or
positive X+ trion, is regarded as a bound system of two equivalent excitons sharing the
same hole (or electron) [23]. The trion bound state forms due to the exchange under-barrier
tunneling between the equivalent configurations of the electron-hole system in the configu-
ration space of the two independent relative electron-hole motion coordinates representing
the two equivalent excitons separated by the center-of-mass-to-center-of-mass distance ∆ρ
as sketched in Fig. 1(b). The exchange tunneling rate integral JX±(∆ρ) controls the binding
strength. The binding energy of the trion ground state is given by [25]
EX± = −JX± (∆ρ =∆ρX± ) (1)
with ∆ρX± obtained variationally to maximize the tunneling rate. Originally developed for
the exciton complexes formed by interlayer (indirect) excitons [25, 26], this approach remains
valid in the case of the zero interlayer distance as well, to give the tunneling rate integral for
7the direct intralayer trion as follows [26]
JX± (∆ρ)=2
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∆ρ
4
(
r0+
{
1
σ
}
∆ρ/λ
)
(2∆ρ− 1)
]
r0+
{
1
σ
}
∆ρ/λ
r0 + ∆ρ

λ∆ρ{
σ
1
}
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Here, the upper or lower term should be taken in the curly brackets for the positive or
negative trion, respectively. The 3D “atomic units” are used [27–29] with distance and
energy measured in units of the exciton Bohr radius a∗B = 0.529 A˚ ε/µ and exciton Rydberg
energy Ry∗ = h¯2/(2µm0a∗2B ) = 13.6 eVµ/ε
2, respectively, where ε represents the effective
average dielectric constant of the heterostructure and µ=me/(λm0) stands for the exciton
reduced effective mass (in units of the free electron mass m0) with λ=1 +σ and σ=me/mh.
To properly take into account the screening effect for the three charges confined in the
monolayer, we use the Keldysh-Rytova interaction potential (see Ref. [30]) with r0 =2piχ2D
representing the screening length parameter where χ2D is the in-plane polarizability of the
2D material [31, 32]. Seeking the extremum for JX± (∆ρ) in the physically significant region
∆ρ> 1 can be done with only the leading terms in small 1/∆ρ included in the procedure.
This gives [26]
∆ρX± =
13−
{
σ
1/σ
}
8
−
(
3 + 2
{
σ
1/σ
})
r0 . (3)
Substituting this in Eq. (2), one obtains the binding energies per Eq. (1) for the positive and
negative direct trion in a single monolayer in the absence of a metal.
In the presence of a metal, the total potential energy of the intralayer trion is
U(ρ, d) = U0(ρ) + 2
(
4√
(2d)2 + ρ2
− 2√
(2d)2 + (2ρ)2
− 3
2d
)
, (4)
where ρ is the distance between the hole and the electron in the monolayer shown in Fig. 1(b)
and U0(ρ) is the electron-hole potential interaction energy in the absence of a metal which is
already included in Eq. (2). The extra second term comes from the image charge interaction
with d being the distance of the monolayer from the metal (the distance between the image
and the original). This term is seen to increase the trion binding energy. For the quaternion,
8in a similar manner, the total potential energy with the image charge interaction included is
U(ρ, d, l) = U0(ρ) + 2
(
4√
(2d)2 + ρ2
− 2√
(2d)2 + (2ρ)2
− 3
2d
+
2√
l2 + ρ2
− 1
l
+
2
2d+ l
− 1
2d+ 2l
− 4√
(2d+ l)2 + ρ2
)
, (5)
where in addition to d and ρ defined above, l is the thickness of the spacer layer between the
two TMD monolayers — see Fig. 1(b).
Next, we look at the recombination energies to be able to interpret the PL emission
spectra in Fig. 2(c) in terms of Eqs. (1)–(5). Our main task is to explain the position of
the Q line, which shows up and stays firmly there in the presence of a metal, relative to the
direct exciton emission line (X0) and the intralayer trion line (T−). Our room-temperature
exciton emission line X0 is positioned at 1.65 eV, which exactly corresponds to the room-
temperature WSe2 bandgap of 1.89 eV and the exciton binding energy of 240 meV reported
recently from precision measurements [19]. We also observe the T− line shifted lower by
30 meV relative to the X0 line. We note that the X0 line can only be affected negligibly by
the presence of a metal due to the overall exciton neutrality, as opposed to the T− and Q
lines, which makes the set of Eqs. (1)–(5) sufficient to complete our task. The PL photon
energy is given by the initial energy minus the final energy. In the exciton recombination
process, the final state is nothing, so the energy of the photon emitted is the bandgap minus
the exciton binding energy in the presence of a metal. As discussed above, experimentally
there is a very little (negligible) X0 line energy shift with or without the metal layer, which
is a consequence of the exciton neutrality. For the intralayer trion, the final state is a single
electron (or hole), which in the presence of a metal has the energy 2 [−1/(2d)] due to the
image-charge interaction. For the quaternion, there are two final electrons (or two holes),
and so for the same reason the final energy is 2 [−1/(2d)−1/(2d+2l)]. Subtracting these
final state energies, together with U0(ρ), from U(ρ, d) and U(ρ, d, l) in Eqs. (4) and (5),
respectively, and adding the intralayer trion binding energy with no metal present as given
by Eqs. (1)–(3), we obtain the recombination energies of interest in the presence of a metal
as functions of d and l, which in our experiment are equal to 15 nm and 7 nm, respectively.
Figure 3(a) shows the recombination energies for the intralayer trion and quaternion as
functions of d and l calculated in atomic units (a.u.) with the screening parameter r0 = 0.05.
9(a)
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FIG. 3. (a) The recombination energies for the intralayer trion and quaternion as functions of d
and l calculated in atomic units from Eqs. (1)–(5) with σ=1 and r0=0.05. The blue spot indicates
our experimental d and l in these units (with ε=6.4). (b) The trion and quaternion recombination
energies relative to the bandgap, calculated as functions of d in nanometers for the experimental
value of l= 7 nm, with ε= 5 (dashed lines) and ε= 6.4 (solid lines), and me =mh = 0.48m0. The
horizontal dotted blue lines trace the exciton binding energy of 240 meV [19] and the trion binding
energy of 30 meV we observe. The vertical dashed green line traces d= 15 nm in our experiment.
See text for details on the calculations and other material parameters used.
One can see that, apart from the domain of very short d and l, the quaternion recombination
energy is always above that of the trion. Obviously, this comes from the fact that adding of
an extra like-charge carrier to a charged three-particle system (intralayer trion) results in an
extra repulsion in the entire four-particle complex. This lowers its binding energy to give an
increase in the recombination energy. One can also see that the quaternion recombination
energy goes slowly up as d increases, to exceed the exciton recombination energy for d large
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enough (d =∞ corresponds to the no-metal situation), which would make it unstable to
conversion down to excitons and/or trions. Thus, the intervening hBN layer thickness plays
a crucial role, and we see all three recombination lines individually because our experimental
conditions are different from those of Ref. [19], for example, where a TMD monolayer was
placed directly onto a metal. The decrease of the screening parameter r0 shifts both surfaces
in Fig. 3(a) up (not shown here) due to the trion (the “core” for both quaternion and trion)
binding energy decrease caused by the increased repulsion of like charges in it.
Figure 3(b) shows the relative recombination energies for the trion and quaternion in eV,
calculated as functions of the distance d from the nearest monolayer to the metal surface
expressed in nanometers. This figure is the cross-section of Fig. 3(a) converted to physical
units with l=7 nm and then shifted vertically by choosing the appropriate r0 value to match
the 1.89 eV bandgap with the binding energies of 240 meV and 30 meV for the direct exciton
and the intralayer trion, respectively. The figure is obtained for two values of the average
effective dielectric constant of our system, ε=5 and ε=6.4, to compare. The former would
be taken if the dielectric response is dominated by the hBN value εhBN ' 5 [33], while the
latter appears to be more realistic in our case to also include a large dielectric permittivity
∼ 13−14 of the TMD layers themselves [31]. The effective masses are taken to be 0.48m0
for both electron and hole [34], to give σ=1 with equal binding energies for the positive and
negative trions per Eqs. (1)–(3). With these material parameters we obtain a∗B = 1.10 nm,
Ry∗ = 0.13 eV for ε = 5, and for the higher value of ε = 6.4, we obtain a∗B = 1.41 nm
and Ry∗ = 0.08 eV. These values imply that the distance of l = 7 nm corresponds to 6.35
in atomics units for ε = 5, and 4.96 in atomic units for ε = 6.4. These l values can then
be used in Eq. (5) to eliminate the l variable from it, whereby Eqs. (1)–(5) provide the
crosscuts of Fig. 3(a) as functions of d (with fixed r0) per the procedure described at the
end of the previous paragraph. By using known values of a∗B and Ry
∗, these functions can
be converted to physical units, followed by choosing the parameter r0 to vertically shift the
curves obtained to match the WSe2 bandgap energy structure. We find r0 =0.0124 and 0.043,
in atomic units, for ε=5 and 6.4, respectively. The relatively low r0 values we thus obtain are
consistent with the experimental reports of the exciton emission linewidth approaching the
homogeneous limit for TMD monolayers embedded in between thick hBN layers [35]. As seen
in Fig. 3(b), both choices of ε put the quaternion line in between the trion and the exciton.
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However, in the case of ε = 5, for the value of d = 15 nm in our sample, the quaternion is too
close to the exciton and so should hardly be resolvable experimentally. For ε = 6.4, all three
lines are well separated in energy, in agreement with what we see in the PL spectra shown in
Fig. 2(c). One can also see that increasing d pushes up the quaternion recombination energy
to exceed that of the exciton, making the quaternion unstable as mentioned above.
All of the other lines which we do (or do not) observe spectroscopically can be identified
as known lines, as follows:
• Impurity lines are seen even without the metal layer (Figures S2, S3, and S5 in the
Supplementary Information file) at energies in agreement with previous work on 2D
monolayers [36], and occur only at low temperature.
• The intralayer trion line showing up at 1.7 eV at elevated temperatures is well identified
in other works [37] and occurs separately from the new line, and coexists with it (e.g.,
at T ∼ 80− 100 K in Figure 2(c)).
• The intralayer biexciton line is well established [38] appear at lower energy than the
intralayer trion line and should barely be affected by the presence of a metal due to
the overall biexciton electroneutrality. We see evidence of this line in Figures S4 and
S5 of the Supplementary Information file, where it is well separated from the Q line,
and occurs at the same location with and without the metal layer.
• Interlayer exciton lines occur at much lower energy due to the band offset between the
layers, because the PL photon emitted comes from an interlayer recombination process,
as confirmed by other works [39] and our own work with related samples (Figure S5 of
the Supplementary Information file, and Ref. [21]).
• Charged interlayer excitons, which we do not see, consisting of two holes in one mono-
layer, and one electron in the other layer (or vice versa), require a thinner interlayer
spacer to be visible spectroscopically (∼ 1 nm as opposed to 7 nm we have in the
sample used for Figure 2) and will also have PL energy shifted down, below the inter-
layer exciton line, since they also require an interlayer photon recombination. They
also have small binding energies (∼10−15 meV demonstrated both theoretically and
experimentally [25, 39]).
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• Interlayer biexcitons require high excitation power and so far were not observed in
TMD bilayers to our knowledge due to their vanishingly small binding energy [25].
They would not be stabilized by the presence of a metal either because of their overall
electrical neutrality.
• The trion state formed by the exciton in one monolayer and a hole (or electron) in the
other monolayer cannot show up in our spectra, as such a state possesses no intrinsic
axial symmetry necessary for it to be stable. From general quantum mechanics, the
ground state of a stable quantum system must have no nodes [27]. For a few-particle
complex to be stable, the coordinate wave function of the complex has to be even
(no nodes), which in our case can only occur if the complex has an axially symmetric
charge distribution relative to the axis perpendicular to the bilayer. This is one of
the main features of the quaternion complex we claim to observe, and what is totally
absent from such a trion complex. Adding a metal does not change the symmetry and
so does not help stabilize this state.
In conclusion, the existence of doubly-charged excitonic complexes, or quaternions, in
bilayer TMD structures near metallic layers, is to expected from theoretical calculations,
which show that this complex is quite robust to variation of the material parameters and
layer distances. Our spectroscopic studies, summarized in Fig. 2 for WSe2 bilayer structures
near niobium metal and in the Supplementary Information file for the control samples, give
a candidate spectral line in full agreement with the theory predictions. Further confirmation
of the existence of this state may be obtained by observing motion of them in response to
an in-plane electric field, since they have net charge, or by two-dimensional spectroscopy
methods.
The question remains what would be needed to have a realistic room temperature super-
conductor made from a condensate of these complexes. Bose condensation occurs generally
at high density, which means that experiments with high excitation intensity could push
the density high enough for condensation, but collisional Auger nonradiative recombination
may deter this. In general, it has been difficult to see coherent light emission, i.e., spectral
narrowing and increase of the temporal coherence as seen in interferometry, from indirect
exciton condensates, which is the primary telltale for exciton condensation. It may be that
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mixing these quaternion states resonantly with photons to create a polaritonic state may
be the best path toward condensation; the polariton effect also reduces the effective mass
of the particles, which reduces the needed density for condensation and also averages over
disorder on length scales of the wavelength of light. Our results here indicate, in any case,
that quaternion physics in bilayer systems with metal layers is a promising field of research.
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