We provide a solution to the heretofore open problem of stabilization of systems with arbitrarily long delays at the input and output of a nonlinear system using output feedback only. The solution is global, employs the predictor approach over the period that combines the input and output delays, addresses nonlinear systems with sampled measurements and with control applied using a zero-order hold, and requires that the sampling/holding periods be sufficiently short, though not necessarily constant. Our approach considers a class of globally Lipschitz strict-feedback systems with disturbances and employs an appropriately constructed successive approximation of the predictor map, a high-gain sampled-data observer, and a linear stabilizing feedback for the delay-free system. The obtained results guarantee robustness to perturbations of the sampling schedule and different sampling and holding periods are considered. The approach is specialized to linear systems, where the predictor is available explicitly.
Introduction
Summary of Results of the Paper. Even though numerous results have been developed in recent years for the stabilization of nonlinear systems with input delays by state feedback [15, 17, 19, 20, 21, 22, 25, 26, 37] , and although additional delays in state measurements are allowed in our recent work [17] , the problem of stabilization of systems with arbitrarily long delays at the input and/or output by output feedback has remained open.
In this work we provide a solution to this problem. Our solution addresses nonlinear systems with sampled measurements and with control applied using a zero-order hold, with a requirement that the sampling/holding periods be sufficiently short, though not necessarily constant. Our solution also employs the predictor approach to provide the control law with an estimate of the future state over a period that combines the input and output delays.
Our approach considers a class of globally Lipschitz strict-feedback systems with disturbances and employs an appropriately constructed successive approximation of the predictor map, a high-gain sampled-data observer, and a linear stabilizing feedback for the delay-free system. The obtained results can be applied to the linear time-invariant case as well, providing robust global sampled-data stabilizers, which are completely insensitive to perturbations of the sampling schedule and guarantee exponential convergence in the absence of measurement and modelling errors.
Our approach achieves input-to-state stability with respect to plant disturbances and measurement disturbances, as well as global exponential stability in the absence of disturbances.
Problem
Statement and Literature. As in [15, 17, 19, 20, 21, 22] we consider nonlinear systems of the form: . We employ the predictor-based approach, which is ubiquitous for linear systems (see the references in [20, 21] ) and is different from other approaches for systems with input delays [25, 26, 37] , where the stabilizing feedback for the delay free system is either applied or is modified and stability is guaranteed for sufficiently small input delays. The input in (1.1) can be applied continuously or with zero-order hold (see [17] ) and the measured output is usually assumed to be the state vector n t x ℜ ∈ ) ( . In [17] , we extended predictor-based nonlinear control to the disturbance-free case (i. where y is the measured output, the discrete time instants i τ are the sampling times and 0 ≥ r is the measurement delay. The motivation is that sampling arises simultane-ously with input and output delays in control over networks. Few papers have studied this problem (exceptions are [13] where input and measurement delays are considered for linear systems but the measurement is not sampled and [18] where the unicycle is studied).
In the absence of delays, in sampled-data control of nonlinear systems semiglobal practical stability is generally guaranteed [8, 29, 30] , with the desired region of attraction achieved by sufficiently fast sampling. Alternatively, global results are achieved under restrictive conditions on the structure of the system [7, 12, 32, 39] . Simultaneous consideration to sampling and delays (either physical or sampling-induced) is given in the literature on control of linear and nonlinear systems over networks [5, 6, 11, 30, 32, 35, 36, 39, 41] , but almost all available results rely on delay-dependent conditions for the existence of stabilizing feedback and in most cases the stability domain is depends on the sampling interval/ delay. Exceptions are the papers [2, 23] , where prediction-based control methodologies are employed.
The assumption that the state vector is measured is seldom realistic. Instead, measurement is a function of the state vector, i.e., the measured output of system (1.1) is given by: is the measurement error. The measurements are obtained at discrete time instants (the sampling times).
We study the following problem in this paper: find a feedback law, which utilizes the sampled measurements and applies the input with zero-order hold, given by j u t u = ) ( , ( n i ,..., 1 = ) are locally Lipschitz, bounded functions. In this case, we can show stabilizability of system (1.1) even under perturbations of the sampling schedule, by combining the sampleddata observer design in [14] and the approximate predictor control proposed in [15] . The feedback design is based on the corresponding delay free system The above control scheme has long been in use for linear systems [24, 27, 28, 40] and it has been used even for partial differential equation systems [9] , but is novel for nonlinear systems. Moreover, even for Linear Time-
, we provide new sampled-data feedback stabilizers that are robust to perturbations of the sampling schedule and guarantee exponential convergence in the absence of measurement and modeling errors. 
Notation
is not the essential supremum but the actual supremum.
Throughout the paper, for 0 = r we adopt the convention
Globally Lipschitz Systems
We consider system (1.4) with output
is the set of sampling times and is a partition of 
. Inequalities (2.2), (2.3) guarantee that system (1.4) is forward complete, i.e., for every
of system (1.4) with initial condition 
The proposed observer/predictor-based feedback law consists of three components: 1) A high-gain sampled-data observer for system (1. 
is a constant to be chosen sufficiently large by the user and
is an arbitrary non-negative locally bounded input that is unknown to the user. The sampling sequence , i.e., the sampling schedule is arbitrary. In order to justify the use of the high-gain sampled-data observer (2.5), we emphasize that system (2.5) is the feedback interconnection of the usual high-gain observer of system (1.4) 
We next define the mapping
We define for all n x ℜ ∈ :
The operator u m l P , is a nonlinear operator which provides an estimate of the value of the state vector of system (1.5) after τ + r time units when the input
is applied. The operator is constructed based on the following procedure: -first, we divide the time interval
, -secondly, we apply the method of successive approximations to each one of the subintervals; more specifically we apply 1 ≥ l successive approximations in order to get an estimate of the value of the state vector at the end of each one of the subintervals.
The following result was proved in [15] and is stated here for the convenience of the reader. 
and n x ℜ ∈ the following inequality holds: 
Inequality (2.10) guarantees that by choosing m l, sufficiently large then we can predict the value of the solution of (1.5) τ + r time units ahead, based only on the initial condition n x ℜ ∈ and the applied input
. The prediction is given by
We are now able to define the approximate predictor mapping
defined by:
Using (2.2), (2.3), (2.10) and the Gronwall-Bellman lemma, we conclude that the following inequality holds for the solution of (1.4) for all r t ≥ : (2.13) More specifically, inequality (2.13) follows from (2.10) and the fact that
is the solution of (1.4) with initial condition
. By virtue of (2.4) and (2.13), we obtain the following inequality for all
where
rd Component (Delay-Free Stabilizing Feedback): Due to the triangular structure of system (1.4), the results in [38] in conjunction with (2.2), (2.3), imply that there exists n k ℜ ∈ , a symmetric positive definite matrix
We are now in a position to construct a stabilizing observer-based predictor feedback. Let 0 2 > T be the "holding period". The feedback law is given by (2.5) with
In order to be able to show that the dynamic feedback law (2.5), (2.16) is successful, we need to assume that the upper diameter of the sampling partition and the holding period are sufficiently small. This is made in the following assumption. (2.13) and
The following theorem guarantees that an appropriate selection of the parameters of the dynamic feedback law (2.5), (2.16) can guarantee the ISS property for the closedloop system (1.4) with (2.5), (2.16). 
Theorem 2.2: Consider system (1.4) under assumptions (A), (B
) and a non-decreasing function (2.5) and (2.16) 
By assumption (B), the user can select sufficiently large integers 1 , ≥ m l so that inequality (2.21) holds. Indeed, the selection of sufficiently large integers 1 , ≥ m l makes the
; see Proposition 2.1) we can select a sufficiently large integer 1 ≥ l so that C becomes sufficiently small. Clearly, inequality (2.22) is an ISS-like inequality, which guarantees the ISS property from the inputs
in an almost uniform way for the input
loc b L for the closed-loop system (1.4), (2.5) and (2.16). More specifically, the effect of the inputs in (2.22) is expressed by means of "fading memory estimates" (see [16] ), which are particularly useful for proving exponential stability in the case where ξ or d are functions of the state (for hybrid systems with delays the equivalence between "fading memory" estimates and "Sontag-like" estimates has not been established).
The proof of Theorem 2.2 is technical because the closed-loop system (1.4), (2.5) and (2.16) is a hybrid system which involves delays: for such systems even local existence of the solution is not trivial. The proof relies on the following methodology: 1) First, we prove that the solution of the closed-loop system (1.4), (2.5) and (2.16) exists for all times and for arbitrary initial conditions and inputs. This is achieved by Lemmas 2.3 and 2.4 below. Moreover, we show that the solution satisfies certain bounds which are useful for the subsequent analysis. 2) A second step (Lemma 2.5) is to show that the observer (2.5) provides estimates of the state vector which converge exponentially to the actual values of the state in the absence of errors.
3) A third step (Lemma 2.6) in the proof is to show that the applied control action (with Zero-Order Hold) is "close" to the control action that the nominal controller x k u ′ = would give in the absence of input delays. However, in order to be able to guarantee this we have to require that sampling is fast enough and that the approximate predictor is sufficiently accurate. 4) Finally, the proof is completed by using all bounds that we have obtained in the previous steps and employing a small-gain argument.
The proofs of the following lemmas are provided in Appendix A. 
Lemma 2.3 (Bound on Observer State): Consider system (1.4) under the assumptions of Theorem 2.2. For every
exists for all 0 ≥ t and satisfies the following inequality: 
Lemma 2.4 (Closed-Loop Solution Exists for all Times):
Consider system (1.4) 
As remarked above, having completed the first step of the proof of Theorem 2.2 (which guarantees existence of the solution of the closed-loop system (1.4), (2.5) and (2.16) for all times and for arbitrary initial conditions and inputs), we are ready to proceed to the second step: to show that the observer (2.5) can provide estimates of the state vector. This is achieved by the following lemma. As explained above, the third step of the proof of Theorem 2.2 is to show that the applied control action (with Zero-Order Hold) is "close" to the control action that the nominal controller x k u ′ = would give in the absence of input delays. This is achieved by the following lemma. ( ) 
Lemma 2.5 (Convergence of Observer
) ]; 0 , ([ 0 0 n r C x ℜ − ∈ , ( ) ℜ − − ∈ ∞ ); 0 , [ 0 τ r u L , ℜ × ℜ ∈ n w z ) , ( 0 0 , ( ) n loc d b ℜ × ℜ × ℜ ℜ ∈ + + ∞ ; ) , , ( L ξ the solution )) ( ), ( , )( ,0 ) 0 ( u u T r = +τ , 0 ) 0 ( x x T r = , ) , ( )) 0 ( ),) ( ) ( exp sup ) ( ) ( ) ( exp sup ) ( ) ( exp sup ) 0 ( ) ( ) ( exp ) ( ) (( ) ( ) ( ) ( ) ( ) ( ) ( )
Lemma 2.6 (Zero-Order
ℜ × ℜ × ℜ − − × ℜ − ∈ ∞ n n r r C w z u x ); 0 , [ ) ]; 0 , ([ ) , , , ( 0 0 0 0 0 τ L , ( ) n loc d b ℜ × ℜ × ℜ ℜ ∈ + + ∞ ; ) , , ( L ξ (independent of 0 > σ ) the solution )) ( ), ( , ) ( , ) ( ( t w t z u t T x t T r r τ +
of the closed-loop system (1.4), (2.5) and (2.16) with initial condition
Combining inequalities (2.27), (2.32), (2.25), (2.24) and inequality (2.26), we obtain the existence of constants 0
) satisfying inequality (2.22). The proof is complete.
Specialization to Linear Time Invariant Systems
For the LTI case (1.6), where the pair of matrices The above prediction scheme is exact for the case 0 ≡ d . Therefore, the following corollary can be proved in exactly the same way with Theorem 2.2. 
of the closed-loop system consisting of (1.6) with 
and corresponding to inputs
The advantage of the sampled-data feedback stabilizer (3.2) compared to other stabilizers for (1.6) (see for example [24] ) is that the closed-loop system (1.6), (3.2) is completely insensitive to perturbations of the sampling schedule (this is guaranteed by inequality (2.22) and the fact that possible perturbations of the sampling schedule are quantified by means of the input ( )
Illustrative Example
In this section we consider the two dimensional system x f x and consequently system (4.1) is of the form (1.4) and satisfies the global Lipschitz assumption made in Section 2. The onedimensional, disturbance-free version of system (4.1) was studied in [15] . Here, we study system (4.1) with output available at discrete time instants: 
of the closed-loop system (4.1) with . It was found that the selection
was appropriate in order to guarantee the ISS property from the input
for the closed-loop system. Figures 1, 2 and 3 show the time evolution of the state and the input for initial conditions 1 ) ( ) (
It is shown that all variables converge to zero for the disturbance-free case, while all variables ultimately follow an oscillation pattern for the case of external periodic forcing. The disturbance of amplitude 0.5 generates state oscillations whose amplitude is almost 2. This is the consequence of the limitation to the achievable disturbance attenuation performance that is caused by the presence of the significant dead time 2 / 1 = +τ r .
Concluding Remarks
We have expanded the applicability of delaycompensating stabilizing feedback to nonlinear systems where only output measurement is available and where such measurement is subject to long delays. Our designs employ either exact or approximate predictor maps. We perform state estimation using high-gain sampled-data observers. Our results guarantee ISS in the presence of disturbances for globally Lipschitz systems, provided the sampling/holding periods are sufficiently short. Numerous relevant open problems remain that include multiple delays on inputs, states, and in the output map or quantization issues (as in [3, 4, 31] ), or the possible use of emulation-based observers (as in [1] ). Moreover, the issue of robustness with respect to variations of the input delay is crucial and can have serious effects (see for example [12] ): it will be the topic of future work. 
Integrating the differential inequality (A.1) we obtain for all ) , [ 
Proof of Lemma 2.4:
We prove the lemma by proving the following claim for all
of the closed-loop system (1.4), (2.5) and (2.16) with initial condition 
Using (2.14), (2.16) 
The fact that the claim holds for all ]
is a direct consequence of (A.8). The proof is complete. . Using (2.2) and (A.13), we obtain for r t ≥ a.e.: is an arbitrary sampling time with . Inequality (2.27) is a direct consequence of the above inequality. The proof is complete
