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Abstract
We discuss appropriate infrared cutoffs and their adiabatic limit for field theories on the non-
commutative Minkowski space in the Yang-Feldman formalism. In order to do this, we consider a
mass term as interaction term. We show that an infrared cutoff can be defined quite analogously
to the commutative case and that the adiabatic limit of the two-point function exists and coincides
with the expectation, to all orders.
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I. INTRODUCTION
Already since the 1930s there are speculations that spacetime has a noncommutative
structure at small scales. A model that is particularly interesting, motivated from the
discussion of limitations of optimal localization of experiments [1] and string theory in a
constant background B-field [2], is the noncommutative Minkowski space. It is generated
by selfadjoint coordinates qµ that fulfill the commutation relations
[qµ, qν ] = iσµν .
For the purpose of our study, σ can be any antisymmetric matrix, i.e., we also allow for
so-called space-time noncommutativity (σ0i 6= 0).
There are several inequivalent approaches to quantum field theory on the noncommutative
Minkowski space which all have some advantages and disadvantages (for a discussion, see
e.g. [3]). The modified Feynman rules proposed by Filk [4] are easy to handle from a
computational point of view. However, they lead to a non-unitary S-matrix in the case of
space-time noncommutativity [5]. Nevertheless, they are widely used and in this context the
issue of UV/IR-mixing was first discussed [6]: Nonplanar graphs become UV-finite due to
phase factors, but this regularization disappears when the external momentum goes to zero.
This raises the question of the renormalizability of such models.
The Hamiltonian approach first proposed by Doplicher, Fredenhagen and Roberts [1]
leads (with a suitable definition of the product of quantum fields) to a UV-finite scalar
field theory [7]. However, there are unresolved IR-problems. Furthermore, the free and the
interaction part of the Hamiltonian are treated in different ways, which is quite unnatural
in gauge theories. In fact, there are problems with the Ward identities already at the tree
level [8].
In the case of space-time noncommutativity, the most promising approach is the Yang-
Feldman formalism [9], which has been proposed for the study of noncommutative field
theories by Bahns et al [10]. However, this formalism is underdeveloped in comparison to
the other approaches to quantum field theory, also in the commutative case. There are open
questions, on the conceptual as well as on the computational level. On the conceptual side,
there is the issue of an appropriate infrared cutoff that makes the perturbative expansion
well-defined. Of course, we finally ,i.e., after computation of the n-point function that
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interests us, want to remove this cutoff, i.e., carry out the adiabatic limit. Since mass terms
have in general the worst infrared behavior, we will focus on a mass term as interaction term
in a massive scalar field theory and compute the two-point function of the interacting field.
On the computational side, this will help to identify mass and field-strength renormalizations
in interacting models.
Furthermore, it is a crucial feature of perturbation theory that the parameters of a given
model are determined by renormalization conditions and do not have to coincide with the
”bare” parameters that are used to set up the theory. In particular, one may add a finite
mass term Lint = −µφ2 in order to account for a physical mass that is not the free or bare
mass m. For the consistency of the theory it is crucial that this is equivalent to defining√
m2 + µ as the free mass1. Of course, this has to be understood in the sense of formal
power series in µ.
We start with a discussion of the problem in the commutative case. In order to avoid
infrared problems, we multiply the interaction mass term with a test function g. Our goal
is to compute the adiabatic limit (g → 1) of the two-point function
〈φ(f)φ(h)〉 (1)
of the interacting field, which, in the Yang-Feldman formalism2, is defined as a formal power
series φ =
∑∞
n=0 µ
nφn that fulfills the equation of motion
(+m2)φ = −µgφ.
Obviously, φ0 satisfies the free field equation. We identify it with the incoming field. Then
the higher terms are recursively defined by
φn(x) = −
∫
d4y ∆R(x− y)g(y)φn−1(y).
Here ∆R is the retarded propagator. At nth order in µ, the two-point function (1) is then
n∑
k=0
〈φk(f)φn−k(h)〉. (2)
1 In the context of algebraic perturbation theory, this requirement was formulated as a renormalization
condition by Hollands and Wald [11]. They call it the principle of perturbative agreement.
2 In the present case this is of course equivalent to the definition via retarded products (see, e.g., [12]).
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A well-known theorem of Epstein and Glaser [13] guarantees the existence of the adiabatic
limit. For the convenience of the reader we included it in Appendix B. Of course, we expect
to find
(2π)2
∫
d4k fˇ(k)hˇ(−k) 1
n!
(
d
dm2
)n
∆ˆm
2
+ (k) (3)
in the adiabatic limit. That this is indeed true is the statement of the following
Theorem 1. Let {gˇa}a be a sequence of Schwartz function with support in a closed subset
of Vn = {p ∈ R4| |p0| < 2m/n} that converges to (2π)2δ4 in the sense of rapidly decreasing
distributions. Then the adiabatic limit (a→∞) of (2) is (3).
We will prove this theorem in Sec. II.
Going to the noncommutative case, there are two immediate problems. The first is to
find an appropriate infrared cutoff, i.e., the analog of multiplying with g as above. Then the
next question is the existence of the adiabatic limit. Of course, there is no Epstein-Glaser
theorem for the noncommutative Minkowski space. The phase factors that are responsible
for the UV/IR-mixing mentioned above may spoil the calculation. It is thus not clear if
the adiabatic limit exists at all, if it is unique (i.e., independent of the sequence of “cutoff
functions”), and if it yields the expected result. If this was not the case, we would have
difficulties to make any sense of these theories. We discuss these questions in Sec. III.
We show that an infrared cutoff can be defined quite analogously to the commutative case
and that it yields the correct adiabatic limit. This paves the way for a forthcoming study
of dispersion relations in interacting noncommutative field theories in the Yang-Feldman
formalism [14].
Our conventions are summarized in Appendix A. Appendix B contains the theorem of
Epstein and Glaser mentioned above. In Appendix C we prove a technical lemma.
II. THE COMMUTATIVE CASE
We start with proving Theorem 1 for the case n = 1. In Sec. II B we do this for all orders.
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A. First order
For n = 1, (2) is given by
−
∫
d4x0d
4x1d
4x2 f(x0)h(x2)ga(x1)
[∆R(x0 − x1)∆+(x1 − x2) + ∆+(x0 − x1)∆A(x1 − x2)]
=− (2π)2
∫
d4k0d
4k1 fˇ(k0)hˇ(−k1)gˇa(k1 − k0)
[
∆ˆR(k0)∆ˆ+(k1) + ∆ˆ+(k0)∆ˆA(k1)
]
.
Using (A1) and setting ±x = k00/1 − ω0/1, this can be written as
1
2π
∫
d3k0
2ω0
d3k1
2ω1
dx gˇa(ω1 − ω0 − x,k1 − k0)[
fˇ(ω0 + x,k0)hˇ(−ω1,−k1)
(
1
x+ iǫ
− 1
x+ 2ω0 + iǫ
)
−fˇ(ω0,k0)hˇ(−ω1 + x,−k1)
(
1
x+ iǫ
− 1
x− 2ω1 + iǫ
)]
. (4)
We first deal with the two terms involving 1
x+iǫ
. We write
fˇ(ω0 + x,k0) = fˇ(ω0,k0) + xF (ω0 + x,k0)
hˇ(−ω1 + x,−k1) = hˇ(−ω1,−k1) + xH(−ω1 + x,−k1)
where F and H are smooth functions with F (ω0,k0) = ∂
0fˇ(ω0,k0) and H(−ω1,−k1) =
∂0hˇ(−ω1,−k1). Then the terms of zeroth order in x cancel. The terms of first order in x
now yield
2π
∫
d3k
1
(2ωk)2
[
∂0fˇ(ωk,k)hˇ(−ωk,−k)− fˇ(ωk,k)∂0hˇ(−ωk,−k)
]
in the adiabatic limit.
Remark 1. Note that it was crucial here to consider the sum of 〈φ0(f)φ1(h)〉 and
〈φ1(f)φ0(h)〉. The individual terms are divergent. This is a nice illustration of Remark
4 in [13].
It remains to treat the two terms involving 1
x±2ω0/1+iǫ
. If we assume that gˇa is supported
in a closed subset of V1 = {p ∈ R4| |p0| < 2m}, then the singularity x = ∓2ω0/1 lies outside
the support of gˇa. Thus, we may carry out the adiabatic limit and obtain
−2π
∫
d3k
1
(2ωk)3
[
fˇ(ωk,k)hˇ(−ωk,−k)− fˇ(ωk,k)hˇ(−ωk,−k)
]
.
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Combining all this, we get
2π
∫
d3k
(
− 1
4ω3k
fˇ(ωk,k)hˇ(−ωk,−k)
+
1
4ω2k
[
∂0fˇ(ωk,k)hˇ(−ωk,−k)− fˇ(ωk,k)∂0hˇ(−ωk,−k)
])
.
Thus, the adiabatic limit of (2) exists for n = 1. We still have to check that it coincides
with (3). We compute
d
dm2
∆m
2
+ (f, h) =− (2π)2
∫
d4k fˇ(k)hˇ(−k) 1
2π
θ(k0)δ
′(k2 −m2)
=− 2π
∫
d3k
∫ ∞
0
ds
2
√
s
fˇ(
√
s,k)hˇ(−√s,−k)δ′(s− ω2k)
=2π
∫
d3k
(
− 1
4ω3k
fˇ(ωk,k)hˇ(−ωk,−k)
+
1
4ω2k
[
∂0fˇ(ωk,k)hˇ(−ωk,−k)− fˇ(ωk,k)∂0hˇ(−ωk,−k)
])
.
Thus, we have proven Theorem 1 for n = 1.
B. nth order
At nth order, the two-point function is
(−1)n
∫ n+1∏
i=0
d4yi f(y0)h(yn+1)
n∏
i=1
ga(yi)
n∑
m=0
∆R(y0 − y1) . . .∆R(ym−1 − ym)∆+(ym − ym+1)∆A(ym+1 − ym+2) . . .∆A(yn − yn+1).
In momentum space this is
(−1)n(2π)2
∫ n∏
i=0
d4ki fˇ(k0)hˇ(−kn)
n∏
l=1
gˇa(kl − kl−1)
n∑
m=0
∆ˆR(k0) . . . ∆ˆR(km−1)∆ˆ+(km)∆ˆA(km+1) . . . ∆ˆA(kn).
Thus, in the notation of Appendix B, we have
FˆR(p, q) = (−1)n(2π)2
∫ n∏
i=0
d4ki δ(p1 − k0)δ(p2 + kn)
n∏
l=1
δ(ql − kl + kl−1)
n∑
m=0
∆ˆR(k0) . . . ∆ˆR(km−1)∆ˆ+(km)∆ˆA(km+1) . . . ∆ˆA(kn). (5)
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We discuss the support properties of FR. By definition, it has retarded support (see
Appendix B). By using the advanced instead of the retarded propagator, one gets the dis-
tribution FA. It is obtained from FR by interchanging the retarded and advanced propagators
in (5). With a slight modification of the argument of Epstein and Glaser (see Appendix B)
one can show that the difference FˆR(p, q)− FˆA(p, q) vanishes for q ∈ Rn given by (B2).
Remark 2. In the present case, this can be shown in a direct way: Write
∆ˆR/A(k) =
ˆ¯∆(k)± 1
2
∆ˆ(k) =
1
(2π)2
(
−P 1
k2 −m2 ± iπǫ(k
0)δ(k2 −m2)
)
.
If one now computes the difference FˆR − FˆA, all the terms with an even number of ∆ˆs drop
out and we are left with
(−1)n
(2π)2n−1
∑
I⊂{1,...,n}
|I| even
(iπ)|I|−1
∏
i∈I
δ(k2i −m2)
∏
j∈Ic
P
−1
k2j −m2
∑
m∈I

∏
l∈I
l<m
ǫ(k0l )

 θ(k0m)

∏
l∈I
l>m
ǫ(−k0l )

 .
Due to the fact that |I| is even, the sum over m will vanish if all the {k0i }i∈I are positive.
Now we assume that the support of the gˇs is such that their product vanishes if (ki −
kj)
2 < 4m2 ∀i, j. Then the terms where some of the {k0i }i∈I are negative vanish because
(ki − kj)2 ≥ 4m2 when ki and kj are on opposite mass shells.
Thus, we can conclude from Theorem 4 that FˆR(p, q) is a tempered distribution in p and
infinitely differentiable in q for q ∈ Rn. Thus, it is possible to integrate it (over q) with a
rapidly decreasing distribution with support in Rn. Note that if gˇ has support in Vn, the
product of the gˇs will have support in Rn.
Using (A1) we can write the above as
1
(2π)2n−1
∫ n∏
i=0
d4ki
2ωi
fˇ(k0)hˇ(−kn)
n∏
l=1
gˇa(kl − kl−1)
n∑
m=0
[
δ(k0m − ωm)
m−1∏
j=0
(
1
k0j − ωj + iǫ
− 1
k0j + ωj + iǫ
)
n∏
j=m+1
(
1
k0j − ωj − iǫ
− 1
k0j + ωj − iǫ
)]
.
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We assume that the gˇas have support in a closed subset of Vn. Then
1
k0j+ωj±iǫ
can not become
singular, so we may write
1
k0j − ωj ± iǫ
− 1
k0j + ωj ± iǫ
=
1
k0j − ωj ± iǫ
2ωj
k0j + ωj
.
We abbreviate
T (k) =
2ωk
k0 + ωk
.
Now we Taylor expand fˇ , hˇ and T in xj = k
0
j − ωj , i.e. we write
fˇ(ω + x,k) =
n∑
k=0
xk
k!
∂k0 fˇ(ω,k) +
xn+1
(n + 1)!
f˜(ω + x,k)
where f˜ is smooth. hˇ(−k) and T (k) are expanded similarly.
The strategy is now as follows: We show that the term involving only the polynomial
parts of the Taylor expansion is finite and gives exactly the desired result. Then it remains
to show that the terms that involve at least one rest term of the Taylor expansion vanish.
This will be done by a scaling argument that refers to the theorem of Epstein and Glaser.
We start with the first task. With the coordinate transformation
−y1 = x1 − x0; . . . − ym−1 = xm−1 − xm−2; −ym = −xm−1
−ym+1 = xm+1; −ym+2 = xm+2 − xm+1; . . . − yn = xn − xn−1
and using ∂l0T (ωk,k) = l!(−2ωk)−l, we may write the term involving only the polynomial
parts as
1
(2π)2n−1
∫ n∏
i=0
d3ki
2ωi
n∏
j=1
dyj
n∏
l=1
gˇa(ωl − ωl−1 − yl,kl − kl−1)
n∑
m=0
[
(−1)n−m
m∏
s=1
1∑m
t=s yt + iǫ
n∏
r=m+1
1∑r
t=m+1 yt + iǫ(
n∑
l0=0
(−∑mt=1 yt)l0
l0!
(−∂0)l0 fˇ(ω0,k0)
)
m∏
s=1
(
n∑
ls=0
(−∑mt=s yt)ls
(2ωs−1)
ls
)
n∏
r=m+1

 n∑
lr+1=0
(∑r
t=m+1 yt
)lr+1
(2ωr)
lr+1



 n∑
ln+1=0
(∑n
t=m+1 yt
)ln+1
ln+1!
∂
ln+1
0 hˇ(−ωn,−kn)


]
.
Now we need the following lemma, which is proven in Appendix C:
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Lemma 2.
n∑
m=0
(−1)m
m−1∏
r=0
(−∑mt=r+1 yt)lr∑m
t=r+1 yt + iǫ
· δlm0 ·
n∏
r=m+1
(
∑r
t=m+1 yt)
lr∑r
t=m+1 yt + iǫ
= Pl0,...,ln(y1, . . . , yn),
where Pl0,...,ln is a homogeneous polynomial of degree d :=
∑n
r=0 lr − n if d ≥ 0 and equals 1
for d = 0 and 0 for d < 0.
Thus, we get
2π
∑
∑n+1
t=0 lt=n
∫
d3k
(−1)n+l0
(2ωk)n+1+
∑n
t=1 lt
1
l0!
1
ln+1!
∂l00 fˇ(ωk,k)∂
ln+1
0 hˇ(−ωk,−k)
in the adiabatic limit. This is
2π
∑
l1+l2≤n
∫
d3k
cn,l1+l2
(2ωk)2n+1−l1−l2
(−1)l1
(
l1 + l2
l2
)
∂l10 fˇ(ωk,k)∂
l2
0 hˇ(−ωk,−k)
with
cnl =
(−1)n
l!
1
22n+1−l
(
2n− l
n
)
.
It is straightforward to show that this coincides with (3).
It remains to show that the terms involving f˜ , h˜ or T˜ vanish in the adiabatic limit. We
sketch how to do this. Since Epstein and Glaser have shown that the adiabatic limit is
independent of the sequence of test functions, we may restrict our attention to a limited
class. We will assume factorization, i.e., gˇa(k) = gˇ
t
a(k
0)gˇsa(k), compact support, and scaling
behavior: suppgˇa ⊂ B(Ca−1), ‖gˇta‖α < C ′αa1+|α|, and ‖gˇsa‖α < C ′′αa3+|α|. Here we used the
notation B(z) = {k ∈ R4| |k| < z} and ‖f‖α = supk |∂αf |. Now, from |ω1 − ω2| ≤ |k1 − k2|
it follows that
n∏
l=1
gˇta(ωl − ωl−1 + xl − xl−1)gˇsa(kl − kl−1)|xm=0
has support in xl ∈ [−ca−1, ca−1] ∀l for some constant c. Furthermore, we have
sup
y∈[−ca−1,ca−1]
∣∣∣∣∂αy
∫
dx
xn
x± iǫga(y − x)
∣∣∣∣ < c′αa1−n+|α|
for some constant c′α. It follows that after carrying out the n integrations over the xs, we
get a smooth bounded function of the ωs whose bound decreases at least as a−1. Then we
may carry out the k integrations and end up with a sequence that decreases at least as a−1.
This concludes the proof of Theorem 1.
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Remark 3. So far we have shown that the right adiabatic limit in nth order is obtained if
the functions gˇa have support in Vn. This seems to be rather restrictive, as for example gˇa
cannot be analytic and therefore ga cannot have compact support. But the result can be
generalized to functions which can be decomposed into
ga = g
0
a + g
1
a
with g0a as before and gˇ
1
a having arbitrary support but going to 0 fast enough in a, that is,
gˇ1a(k1) ·
n∏
t=2
gˇ0a(kt) −−−→
a→∞
0 in S(R4n).
An example for such a sequence ga is easily constructed if we take an arbitrary function
g ∈ S(R4) with g(0) = 1 and scale it, i.e., ga(x) := g(x/a). For the decomposition we then
take a cutoff function b ∈ S(R4) with b(k) = 0 if |k0| ≥ 2m/n and b(k) = 1 if |k0| < m/n and
define gˇ0a(k) = b(k)gˇa(k), gˇ
1
a(k) = (1− b(k))gˇa(k). Thus, also cutoff functions with compact
support in position space can be used.
Remark 4. So far we considered the two-point function obtained by taking the vacuum
expectation value. Since the construction of the interacting field is purely algebraic, one
might wonder if one can use some other (quasifree) state. This, however, is not possible.
First of all, the theorem of Epstein and Glaser is not applicable in this case. A direct
computation for the case n = 1 shows that if one uses a scaling test function sequence one
obtains a bounded sequence. Thus, there are cluster points, but most probably no unique
limit that is independent of the choice of the test function sequence.
III. THE NONCOMMUTATIVE CASE
In order to prepare our analysis, we introduce some notation. Following [1], the free field
on the noncommutative Minkowski space Eσ is defined by
φ(q) = (2π)−2
∫
d4k φˆ(k)⊗ e−ikq.
Here φˆ(k) is the usual field operator on the Fock space. In order to get a well-defined
operator one has to apply some suitable state on the Eσ-part of the tensor product. Such
states are easily constructed if one introduced the trace on Eσ: Treikq = (2π)2δ4(k). This
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is the analog of the integral in the commutative case. Suitable states are now given by
φ(f) = Trφf , where f is a test function. By this we mean
f(q) =
1
(2π)2
∫
d4k fˇ(k)eikq,
with fˇ ∈ S(R4).
Now the Yang-Feldman equation for a mass term is formally given by
φn(q) =
∫
d4x ∆R(x)φn−1(q − x). (6)
However, the question of an appropriate infrared cutoff and its adiabatic limit has not been
discussed in great detail3.
In [15] the following type of infrared cutoff was proposed. Using the trace introduced
above, one can define the quadratic interaction term
Sint = −µTr
(
g1φg2φ
)
. (7)
Here g1 and/or g2 are test functions. This is analogous to the procedure in the commutative
case. Obviously, if the algebra was commutative, this would be the same as using g = g1g2
as cutoff function. Then the equation of motion is
(
+m2
)
φ = −µ/2 (g1φg2 + g2φg1) .
Note that for the perturbation series to be well-defined it is not important that both g1 and
g2 are test functions. In fact, we might set g2 = 1 from the beginning.
At mth order, the interacting field is4
φm(q) =
(−1)m
(2π)2(m+1)
∫
d4p
m∏
j=1
(d4kjd
4lj) φˆ0(p)e
i(−p+
∑m
t=1(kt+lt))q
m∏
r=1
[
gˇ1(kr)gˇ
2(lr)∆ˆR(p−
r∑
t=1
(kt + lt)) cos
(
1
2
{
(kr − lr)σ
[−p+ r−1∑
t=1
(kt + lt)
]
+ krσlr
})]
.
3 In [3] it was proposed to multiply the retarded propagator in (6) with a test function g(x), compute the
relevant n-point functions, and then take the adiabatic limit g → 1. However, one can show that even on
the ordinary (commutative) Minkowski space one does not obtain the correct adiabatic limit, already at
first order.
4 Here we use the Weyl formula eikµq
µ
eilνq
ν
= e−ikµσ
µν lν/2ei(k+l)µq
µ
.
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Thus, at nth order, the two-point function is
(−1)n
(2π)2(n−1)
∫ n∏
j=1
(d4kjd
4lj)d
4pd4p˜d4p1d
4p2 fˇ(p1)hˇ(p2)
n∏
j=1
gˇ1(kj)gˇ
2(lj)∆ˆ+(p)δ(p+ p˜)
n∑
m=0
[
δ(p1 − p+
m∑
t=1
(kt + lt)) δ(p2 − p˜+
n∑
t=m+1
(kt + lt))
m∏
r=1
∆ˆR(p−
m∑
t=r
(kt + lt)) cos
(
1
2
{
(kr − lr)σ
[− p+ m∑
t=r+1
(kt + lt)
]
+ krσlr
})
n∏
r=m+1
∆ˆR(p˜−
r∑
t=m+1
(kt + lt)) cos
(
1
2
{
(kr − lr)σ
[−p˜ + r−1∑
t=m+1
(kt + lt)
]
+ krσlr
})]
,
where we have relabeled in each summand the variables kj and lj from 1 to m:
k1 → km, k2 → km−1 . . . and l1 → lm, l2 → lm−1 . . . ,
and use the higher indices for the parts coming from φ(h). Performing the p˜ and the p
integration, we obtain
(−1)n
(2π)2(n−1)
∫ n∏
j=1
(d4kjd
4lj)d
4p1d
4p2 fˇ(p1)hˇ(p2)
n∏
j=1
gˇ1(kj)gˇ
2(lj)
n∑
m=0
[
∆ˆ+(p1 +
m∑
t=1
(kt + lt)) δ(p1 + p2 +
n∑
t=1
(kt + lt))
m∏
r=1
∆ˆR(p1 +
r−1∑
t=1
(kt + lt)) cos
(
1
2
{
(kr − lr)σ
[−p1 − r∑
t=1
(kt + lt)
]
+ krσlr
})
n∏
r=m+1
∆ˆR(−p1 −
r∑
t=1
(kt + lt)) cos
(
1
2
{
(kr − lr)σ
[
p1 +
r−1∑
t=1
(kt + lt)
]
+ krσlr
})]
.
In order to extend the sum in the argument of the second cos to r, we have to subtract
2krσlr. As cos is even these factors can now be pulled outside the sum, and we obtain
1
(2π)2n
∫ n∏
j=1
(d4kjd
4lj)d
4p1d
4p2 fˇ(p1)hˇ(p2)
n∏
j=1
gˇ1(kj)gˇ
2(lj)
n∏
r=1
cos
(
1
2
{
(kr − lr)σ
[
p1 +
r∑
t=1
(kt + lt)
]− krσlr}
)
FˆR(p1, p2, k1 + l1, . . . , kn + ln).
The last two lines are again a tempered distribution in the ps and infinitely differentiable
in the ks and ls as long as each kj + lj lies inside Vn. In order to achieve this, we may for
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example require gˇ1 and gˇ2 to have support in a closed subset of V2n. Obviously, the adiabatic
limit exists and since the cosines give 1 there, it is the usual one. Thus, we have proven the
following
Theorem 3. Let φ be the interacting field defined via the Yang-Feldman formalism for the
interaction term (7) with gi replaced by sequences {gia}a. Let {gˇ1a}a and {gˇ2a}a be sequences
of Schwartz functions with support in a closed subset of V2n that both converge to (2π)
2δ4 in
the sense of rapidly decreasing distributions. Or let gˇ2a = (2π)
2δ4 and {gˇ1a}a be a sequence
of Schwartz functions with support in a closed subset of Vn that converges to (2π)
2δ4 in the
sense of rapidly decreasing distributions. In both cases the abiabatic limit of (2) is (3).
Remark 5. As was already mentioned in Remark 3, it is possible to allow also for test
functions gˇ with larger support.
APPENDIX A: CONVENTIONS AND USEFUL FORMULAE
We use the signature (+,−,−,−). S denotes the Schwartz space, S ′ its dual. The Fourier
transformation and its inverse in d dimensions are defined by
fˆ(k) =
1√
2π
d
∫
ddx f(x)eikx; fˇ(k) = fˆ(−k).
Free field of mass m:
φˆ(k) =
√
2πδ(k2 −m2) [θ(k0)a(k) + θ(−k0)a†(−k)] .
Propagators:
∆+(x− y) = 〈φ(x)φ(y)〉
∆ˆ+(p) =
1
2π
θ(p0)δ(p
2 −m2) = 1
2π
δ(p0 − ωp)
2ωp
∆ˆR(p) = lim
ǫց0
1
(2π)2
−1
p2 −m2 + iǫp0
= lim
ǫց0
1
(2π)2
1
2ωp
(
1
p0 + ωp + iǫ
− 1
p0 − ωp + iǫ
)
(A1)
∆A(x) = ∆R(−x)
The definition of ∆R/A is chosen such that (x +m
2)∆R/A(x− y) = δ(4)(x− y).
Furthermore, P denotes the principal value of an integral, θ is the step function and
ǫ(x) = θ(x)− θ(−x) is the sign function.
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APPENDIX B: THE THEOREM OF EPSTEIN AND GLASER
Epstein and Glaser consider vacuum expectation values (l-point functions) FR/A(p, q), p ∈
R
4l, q ∈ R4n of time ordered products defined by retarded or advanced solutions. Obviously,
they have retarded (advanced) support:
suppFR/A ⊂
{
(x, y) ∈ R4(l+n)|{y} ⊂ {x}+ V¯∓
}
. (B1)
Here V¯± denotes the closed forward/backward light cone. Furthermore, the difference of
the retarded and the advanced product can be written as a sum over commutators, where
on one side of the commutator only the interaction terms appear5. Thus, if one computes
the vacuum expectation value of this difference and inserts intermediary states between the
factors of the commutator, the vacuum insertion vanishes. The insertions of projectors on
the particle states then lead to the following support property of the Fourier transforms:
FˆR(p, q)− FˆA(p, q) = 0 for q in
Rn =

q ∈ R4n|
(∑
i∈I
qi
)2
< 4m2 and 6= m2 ∀I ⊂ {1, . . . , n}

 (B2)
Thus, one may apply the following
Theorem 4. If a pair of tempered distributions FR/A ∈ S ′(R4(l+n)) has the support (B1) and
their Fourier transforms coincide for q ∈ Rn, then their Fourier transforms are tempered
distributions in p and infinitely differentiable in q for all q ∈ Rn.
Thus, using a sequence {Gˇa(q)}a of test functions with support in a closed subset of Rn
that converges in O′C(R4n)6 to (2π)2nδ(4n), one can carry out the adiabatic limit a → ∞.
The result is independent of the sequence {Gˇa}a and a tempered distribution in p. Of course
it does not matter if one uses the retarded or the advanced product.
APPENDIX C: PROOF OF LEMMA 2
We extend Lemma 2 to
5 This is easy to see in the modern notationR(eiA; eiB) = S(B)−1S(A+B), A(eiA; eiB) = S(A+B)S(B)−1,
see, e.g., [11].
6 Since FˆR/A is a tempered distribution it can only have polynomially bounded growth.
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Lemma 5. For n ∈ N and lr ∈ N0, r = 0, . . . , n
n∑
m=0
(−1)m
m−1∏
r=0
(−∑mt=r+1 yt)lr∑m
t=r+1 yt + iǫ
· δlm0 ·
n∏
r=m+1
(
∑r
t=m+1 yt)
lr∑r
t=m+1 yt + iǫ
= Pl0,...,ln(y1, . . . , yn), (C1)
where (with a :=
∑n
t=0 lt) we have:
I : If a < n then Pl0,...,ln = 0.
II : If a = n then Pl0,...,ln = 1.
III : If a > n then Pl0,...,ln(y1, . . . , yn) is a homogeneous polynomial of degree a − n and
further we have:
IIIa : If ln = 0 the term with highest power in yn is (−yn)a−n.
IIIb : If n = 2 and l0 = 0 the term with highest power in y1 is y
a−n
1 .
Proof. The case n = 1 is almost trivial, where we have of course x1
x1+iǫ
= 1 as a distribution.
For n = 2 the cases where (l0, l1, l2) equals to (a permutation of) (1, 0, 0), (1, 1, 0), (≥ 2,≥
1, 0) or (≥ 1,≥ 1,≥ 1) are easily checked. For the case (l0, l1, l2) = (0, 0, 0) we compute
1
y1 + iǫ
1
y1 + y2 + iǫ
− 1
y2 + iǫ
1
y1 + iǫ
+
1
y1 + y2 + iǫ
1
y2 + iǫ
=
1
y1 + y2 + iǫ
y1 + y2
y1y2 + i(y1 + y2)ǫ
− 1
y1y2 + i(y1 + y2)ǫ
= 0.
The remaining cases are permutations of (b, 0, 0) with b ≥ 2. We show it here for l1 = b:
(y1)
b−1
y1 + y2 + iǫ
− (−y2)
b−1
y1 + y2 + iǫ
=
1
y1 + y2 + iǫ
(y1 + y2)
b−2∑
k=0
yk1(−y2)b−2−k =
b−2∑
k=0
yk1(−y2)b−2−k.
(C2)
For the cases l0 or l2 = b this can also be done and the parts IIIa and IIIb of the lemma are
easily checked explicitly.
Now we want to work by induction. For this, we assume n ≥ 3 and that the Lemma has
been proven for all lower orders. From the sum (C1) we split off the terms with m = n
(−1)nδln0
n∏
r=1
(−∑nt=r+1 yt)lr∑n
t=r+1 yt + iǫ
=: A
and with m = n− 1
(−1)n−1δln−10
n−1∏
r=1
(−∑n−1t=r+1 yt)lr∑n−1
t=r+1 yt + iǫ
· y
ln
n
yn + iǫ
=: B.
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The remaining summands each have a factor
(
∑n−1
t=m+1 yt)
ln−1∑n−1
t=m+1 yt + iǫ
(
∑n
t=m+1 yt)
ln∑n
t=m+1 yt + iǫ
= δ
ln−1
0
1∑n−1
t=m+1 yt
ylnn
yn + iǫ
− δln0
1∑n
t=m+1 yt
(−yn)ln−1
yn + iǫ
+ P0,ln−1,ln(
n−1∑
t=m+1
yt, yn), (C3)
where we used the induction hypothesis for n = 2. If we reinsert these terms into the
remaining sum we can split this into three parts, which we label according to the order in
(C3) by C,D and E. Now we can combine A +D to
− δln0
(−yn)ln−1
yn + iǫ
n−1∑
m=0
(−1)m
m−1∏
r=0
(−∑mt=r+1 y′t)l′r∑m
t=r+1 y
′
t + iǫ
· δl′m0 ·
n−1∏
r=m+1
(
∑r
t=m+1 y
′
t)
l′r∑r
t=m+1 y
′
t + iǫ
= −δln0
(−yn)ln−1
yn + iǫ
Pl0,...,ln−2,0(y1, . . . , yn−1 + yn), (C4)
with l′i = li and y
′
i = yi for i ≤ n− 2 and l′n−1 = 0 and x′n−1 = xn−1 + xn. The terms B +C
give
δ
ln−1
0
ylnn
yn + iǫ
n−1∑
m=0
(−1)m
m−1∏
r=0
(−∑mt=r+1 yt)lr∑m
t=r+1 yt + iǫ
· δlm0 ·
n−1∏
r=m+1
(
∑r
t=m+1 yt)
lr∑r
t=m+1 yt + iǫ
= δ
ln−1
0
ylnn
yn + iǫ
Pl0,...,ln−2,0(y1, . . . , yn−1). (C5)
Now we have a closer look at
E =
n−2∑
m=0
(−1)m
m−1∏
r=0
(−∑mt=r+1 yt)lr∑m
t=r+1 yt + iǫ
· δlm0 ·
n−2∏
r=m+1
(
∑r
t=m+1 yt)
lr∑r
t=m+1 yt + iǫ
· P0,ln−1,ln(
n−1∑
t=m+1
yt, yn).
The last polynomial gives 0 if ln−1+ ln < 2. Otherwise, by IIIb, the term with highest power
in
∑n−1
t=m+1 yt from P0,ln−1,ln is (
∑n−1
t=m+1 yt)
ln−1+ln−2 and we can write it as
P0,ln−1,ln(
n−1∑
t=m+1
yt, yn) =
ln−1+ln−2∑
α=0
(
n−2∑
t=m+1
yt)
ln−1+ln−2−αP˜α(yn−1, yn),
where P˜α(yn−1, yn) is a homogeneous polynomial of degree α and P˜0 = 1. If ln = 0 we can
deduce from the explicit formula (C2) that in each P˜α(yn−1, yn) we have a term (−yn)α.
Now we pull in E the sum over α to the front and for each summand use the induction
hypothesis for n− 2 to get
E =
ln−1+ln−2∑
α=0
Pl0,...,ln−3,ln−2+ln−1+ln−2−α(y1, . . . , yn−2) · P˜α(yn−1, yn). (C6)
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So E is a homogeneous polynomial of degree
∑n
r=0 lr − 2− (n− 2)− α + α =
∑n
r=0 lr − n.
We have to check the following cases:
• ln−1 = ln = 0: E = 0 and
A+D +B + C =
1
yn + iǫ
[
Pl0,...,ln−2,0(y1, . . . , yn−1)− Pl0,...,ln−2,0(y1, . . . , yn−1 + yn)
]
.
These polynomials are of degree
∑n
r=0 lr− (n−1) if this is greater or equal to 0. If we
expand the powers of yn−1 + yn of the second polynomial we see that terms with no
factor yn vanish and from the remaining terms one factor is canceled by the prefactor.
So the remaining expression is of degree
∑n
r=0 lr − n and I to IIIa are easily checked.
• ln−1 = 1, ln = 0: E = B + C = 0 and
A+D =
yn
yn + iǫ
Pl0,...,ln−2,0(y1, . . . , yn−1 + yn).
This is of degree
∑n
r=0 lr − (n− 1) =
∑n
r=0 lr − n. Again, I to IIIa are easily checked.
• ln−1 = 0, ln = 1: similar
• ln−1 ≥ 2, ln = 0: B + C = 0. A + D and E both vanish if
∑n
r=0 lr − n < 0, so I is
checked. Set a′ :=
∑n−2
r=0 lr. To show II we assume a
′+ ln−1−n = 0 from which follows
a′ − n ≤ −2. So from (C4) we see that the polynomial in A +D vanishes. In E only
the term with α = 0 gives a contribution, which is 1.
Now we want to show III and IIIa: We have a′+ ln−1−n > 0 and see that both A+D
and E are homogeneous polynomials of the right degree. We still have to show that
not both are zero and they do not cancel each other. This is done if we show IIIa. For
that, we have to look at the cases:
1. a′ − n < −2: A+D = 0. The sum over α in E only goes to α = a′ + ln−1 − n as
for higher α the first polynomial in E vanishes. The term with highest degree in
yn comes from α = a
′ + ln−1 − n and is (−yn)a′+ln−1−n.
2. a′ − n = −2: A +D = 0 and in E the term with highest α = ln−1 − 2 gives just
(−yn)a′+ln−1−n. All other terms are of lower order in yn.
3. a′ − n > −2: The highest degree of yn in E is ln−1 − 2 < a′ + ln−1 − n whereas
A+D gives a term (−yn)ln−1−1 · (−yn)a′−(n−1) = (−yn)a′+ln−1−n.
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• ln−1 = 0, ln ≥ 2: similar
• ln−1 ≥ 1, ln ≥ 1: A +D = B + C = 0, only E gives a contribution. I to III are again
easily checked.
This completes the proof.
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