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Figure 2. Disinhibitory circuit involving Vip and Sst inhibitory neurons.
Vip neurons receive the strongest excitation from associational/long-range projections also
targeting Pvalb inhibitory neurons and pyramidal cells (Pyr). Vip inhibitory neurons in turn
inhibit Sst inhibitory cells which inhibit all other neurons. Activation of Vip neurons by associ-
ational input will therefore disinhibit neurons receiving inhibition from Sst cells — in particular
the distal dendrites of pyramidal neurons. Disinhibition of Pvalb inhibitory cells may increase
inhibition onto the soma of pyramidal cells. The main excitatory associational input onto
pyramidal cell dendrites arrives in cortical layer I (colored pink) which matches the local
inhibition received from Sst cells.
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R20of whiskers with related motor
information in the primary
somatosensory cortex, as well as
establishing the association of a
specific tone with a positive or negative
experience in primary auditory cortex.
Exciting (disinhibiting) future for
cell-type-specific circuit neuroscience
Future experiments will need to
address these open questions by
silencing Vip cells during the relevant
behaviors, such as whisking or
reinforcement, and recording the
activity of pyramidal cells. It would also
be highly interesting to see whether
inhibiting the disinhibitory Vip/Sst
circuitry interferes with learning or
the execution of a learned behavior or
with other network computations.
Moreover, Sst cells inhibit all other
inhibitory neurons except themselves
[15]. Howdoes disinhibition of the other
inhibitory cells affect their spiking or
plasticity and how does this influence
pyramidal cells? It will be fascinating to
see how the use of ever more specific
transgenic mouse lines, targeting
particular cell types, will elucidate the
design and function of neuronal circuits
which underlie themost basic andmost
complex network computations
governed by genetic programs.References
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Over EvenlyThe distribution and number of reciprocal DNA exchange events (crossovers)
along meiotic chromosomes is tightly controlled. A recent report shows that
unperturbed meiotic chromosome structure is important for this control, and
that crossovers in turn modify chromosome structure locally.Liisa Kauppi
Gametes (sperm or eggs) are the
end product of meiosis. One of the
hallmarks of meiosis is the formation of
crossovers. These structures are sitesof reciprocal DNA exchange between
chromosomes. Crossovers are
required to hold homologous
chromosomes together until the first
meiotic cell division and without
them chromosome segregation into
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Figure 1. The synaptonemal complex and crossover control.
Intact meiotic chromosome structure is required for crossover control in the nematode Caeno-
rhabditis elegans, pictured top left. Top right: In meiotic nuclei with unperturbed levels of
SYP-1, each of the six pairs of homologous chromosomes receives one crossover [4]. Boxed:
Upon syp-1 partial RNAi, crossover interference is attenuated. HTP-3 is a chromosome axis
marker, HIM-8 marks the X chromosome. (Images courtesy of Diana Libuda.)
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R21daughter cells fails. Given this crucial
role, it is perhaps not surprising that
crossovers are under exquisite
regulatory control: there is at least one
crossover per chromosome, and the
formation of a crossover in one location
prevents others from forming nearby.
The former layer of control is known
as crossover assurance; the latter is
called crossover interference [1,2].
Crossover formation takes place in the
context of a zipper-like proteinaceous
scaffold called the synaptonemal
complex. It has long been debated
what (if any) role the synaptonemal
complex plays in mediating crossover
interference. A new study by Libuda
et al. [3] provides convincing
evidence that an intact synaptonemal
complex is indeed required for
normal crossover interference at
least in some organisms, and that
crossover formation in turn results in
changes in synaptonemal complex
structure.
The experimental system used, the
nematode Caenorhabditis elegans,
has a tubular gonad (Figure 1) that
makes it particularly suitable for
studying meiosis. Within the gonad,
germ cells are organized in a
‘production line’ array such that
different meiotic stages are found
in particular sections. Another
experimental advantage of C. elegans
is that gene products of interest can be
knocked down in vivo by feeding the
animals an RNAi-expressing construct.
Libuda et al. used partial RNAi against
SYP-1, a tranverse filament protein of
the synaptonemal complex, which
resulted in aw3-fold reduction of
SYP-1 levels. In this setting of
perturbed, but importantly not
abolished, synaptonemal complex
structure they analyzed crossover
number and distribution along meiotic
chromosomes. Crossovers were
visualized with GFP-tagged COSA-1
protein. COSA-1 (for crossover site-
associated-1), recently identified in
the Villeneuve lab, forms bright foci
whose number consistently peaks at
precisely six per nucleus [4].
C. elegans, then, probably has themost
stringent crossover control of any
organism studied to date: on each
chromosome pair, of which there are
six, exactly one crossover is
formed — no more, no fewer (Figure 1).
At work here is yet another facet of
crossover control, a process called
crossover homeostasis. This refers to
the capacity of the germcell tomaintaina stable crossover number when faced
with lower or higher double-strand
break numbers than usual [5,6].
Double-strand breaks, the initiating
lesions of meiotic recombination, form
in several-fold excess compared to
crossovers; that is, a relatively small
fraction of them matures into
crossovers (see e.g. [7] and references
therein).
In the presence of an intact
synaptonemal complex, it is not
possible to increase the number of
COSA-1 foci beyond six per nucleus,
even with excessive double-strand
break induction by ionizing radiation
[4]. When Libuda et al. depleted SYP-1,
however, this highly robust crossover
control was disrupted. Now they
observed (again following excessive
double-strand break induction) that on
average more than seven COSA-1 foci
formed per nucleus. Since perturbed
synaptonemal complex structure
resulted in elevated crossovernumbers, indicating compromised
crossover control, would crossover
interference also be affected? To
examine the extent of crossover
interference, one needs to be able to
measure the distance between two
(or more) crossovers on the same
chromosome. To achieve this, Libuda
et al. made use of an elegant
experimental tool, namely worms
where chromosome IV is fused with
the X chromosome end-to-end, an
arrangement known asmnT12 [8]. Long
fusion chromosomes sometimes form
two crossovers [4], allowing for
inter-COSA-1 focus distances to be
measured both under wild-type and
syp-1 partial RNAi conditions. In
worms with unperturbed SYP-1, one
or two (but not more) COSA-1 foci were
seen on the mnT12 chromosome.
When a chromosome had two foci,
these were spaced far apart (Figure 1).
In SYP-1 depleted worms, COSA-1
foci on the mnT12 chromosome were
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inwhalf of nuclei). Furthermore, these
COSA-1 foci showed a more random
distribution along the chromosome, as
is expected if crossover interference
is reduced (Figure 1). Closer analysis
of COSA-1 focus co-occurrence in
neighboring chromosome segments by
the authors revealed exactly that syp-1
RNAi results in substantially attenuated
but not entirely abrogated crossover
interference.
These findings strongly support
the idea that crossover interference
is mediated at least in part by the
synaptonemal complex. This view
(reviewed, for example, in [9,10])
gradually lost favor to the idea that
synapsis plays little or no role in
interference, largely based on
interpretations of observations in
budding yeast zip1 mutants [11–13];
see [14] for an in-depth discussion.
Since Zip1 has roles in both
synapsis and crossover formation [12],
however, it is difficult to draw any
straightforward conclusions about
interference from a mutant lacking this
protein altogether.
Given that Libuda et al.’s results
provide a strong argument for the
synaptonemal complex contributing to
crossover interference, it is also worth
re-examining data on this topic in
mammals. In mice (and to a variable
extent, other organisms), two levels
of interference appear to operate:
that between early recombination
intermediates, marked by, for example,
MSH4, and late intermediates, that is,
crossovers which are marked by MLH1
[15]. In Sycp1-/- mice, which fail to
assemble the central element of the
synaptonemal complex, interference
between early recombination
intermediates is unaffected [15].
Because synaptic defects in these
mice result in the elimination of
spermatocytes by apoptosis relatively
early, prior to MLH1 focus formation, it
is not possible to determine whether
SYCP1 contributes to MLH1
interference [15]. The same is true for
many other mouse mutants. Recently,
it has been shown that in Sycp1-/-mice,
the localization of RNF212 is impaired
[16]. RNF212 is a ‘precrossover’
recombination protein that co-localizes
with a subset of MSH4/5 sites, at
least some of which may thus be
designated to become crossovers [16].
These two studies can be viewed as
consistent with synapsis-dependent
crossover interference. However, afinding that is at least at first glance
more difficult to reconcile with this
model is the phenotype of Sycp3-/-
oocytes. SYCP3 is a component of
axial elements of the synaptonemal
complex. In Sycp3-/- mice, the
structure of axial elements is highly
abnormal and chromosome synapsis is
severely compromised; nevertheless,
a subset of chromosomes achieves
end-to-end homologous alignment
and partial or even full synapsis [17].
Despite the defects, a few Sycp3-/-
oocytes progress far enough along to
manifest MLH1 foci, so crossover
interference can be analyzed
cytologically. Average MLH1 focus
numbers were significantly
decreased, but MLH1 interference was
still detectable [18]. However,
considering that on the one hand some
synapsis is present, and on the other
hand that structural abnormalities
of Sycp3-/- chromosomes are severe,
it is not obvious what the implication
of this result is for the role of
axial proteins and/or synapsis in
crossover interference in unperturbed
meiosis.
Another exciting finding in the Libuda
et al. paper is that crossovers are
associated with substantial local
expansion of chromosome axis length.
The expansion wasw0.4 microns per
COSA-1 focus. This expansion is not
due to double-strand breaks per se,
since chromosome segments
without COSA-1 foci (but presumably
originally with a double-strand break
in some fraction of cells) did not
show the increase in axis length.
Rather, the authors propose, local axis
remodeling resulting from crossover
designation could trigger other
structural changes more distally along
the chromosome. Such structural
changes could, by preventing local
expansion elsewhere along the
chromosome, inhibit further
crossover designations. That is, axis
remodeling first locally, then more
distally, could implement interference.
It is also possible that the local
expansion associated with COSA-1
foci is simply a manifestation of
synaptonemal complex and cohesion
disassembly at and near crossover
sites, mandatory to perform the
crossover-associated DNA strand
gymnastics. Nevertheless, Libuda
et al.’s proposed model of local
events influencing (inhibiting) similar
events nearby and/or at some
distance via chromosome structures isan attractive one. It would add to the
list of feedback loops [19,20] that
help make meiotic progression,
despite its complexity, so astonishingly
robust.References
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E-mail: liisa.kauppi@helsinki.fihttp://dx.doi.org/10.1016/j.cub.2013.11.007Cell Migration: Sinking in a GradientHow chemoattractant gradients form and persist in complex tissues is a key
question in cell migration. Two studies now show that CXCR7 acts as a sink in
the migrating zebrafish lateral line primordium to generate SDF1 gradients.Konstadinos Moissoglu,
Ritankar Majumdar,
and Carole A. Parent*
Directed cell migration is involved in a
variety of physiological functions, such
as embryonic development, neuronal
differentiation, immune function,
vascular remodeling and wound
healing, and contributes to
pathological states, including
atherosclerosis, chronic inflammation
and cancer [1]. Cells migrate either
individually or physically connected in
groups. To migrate in a specific
direction, cells are guided by
extracellular gradients, chemical
and/or physical in nature, along which
they move. Chemical gradients can
be established by diffusion of
chemoattractants from a distant focal
source. A classic example is the release
of bacterial byproducts that attract
immune cells to a site of infection [2]. It
is further thought that within the
complex environment of a tissue, cells
must be able to integrate multiple
signals and often navigate through
overlapping gradients [3]. In addition,
tissue components in the vicinity of
migrating cells can influence gradient
formation. For example, proper
guidance of zebrafish trigeminal
sensory neurons is mediated by a
dynamic SDF1 source controlled
transcriptionally by miR-430 and
post-transcriptionally by the decoy G
protein-coupled receptor CXCR7 [4].
Similarly, glycosaminoglycans on the
surface of endothelial cells are thought
to bind and immobilize chemokines,
thereby facilitating the formation of
gradients [5]. Remarkably, migrating
cells themselves can modify existinggradients by influencing the availability
of chemoattractants that operate in an
autocrine or paracrine fashion. For
example, Dictyostelium cells secrete
phosphodiesterases to breakdown
cAMP during chemotaxis [6] and
human keratinocytes at the front of a
wound release higher levels of EGF [7].
In addition, migrating cells can
contribute to the formation of new
gradients as evidenced by the
production and release of secondary
chemoattractants (such as LTB4)
during neutrophils’ chemotaxis [8]
and the polarized remodeling of the
extracellular matrix (ECM) and release
of pro-migratory factors by colon
carcinoma cells [9]. Two separate
studies [10,11] now address how
chemical gradients are formed and
maintained in complex tissues.
The posterior lateral line primordium
in zebrafish is composed ofw200
epithelial-like cells that migrate along
the body of the fish to reach the tip of
the tail after about 20 hours. This group
of cells migrates on a pre-patterned
path of the chemokine SDF1,
depositing differentiated multicellular
sensory structures at regular intervals
along the body. Although SDF1 is
uniformly distributed along this route,
no directional migration of the
primordium is observed in the absence
of SDF1 or its receptor CXCR4,
although the cells remain motile [12].
Three scenarios have been proposed
to account for the directional collective
migration in this system. One is the
presence of sink receptors that bind
and internalize SDF1, titrating its
concentration along the length of the
primordium. Second, the same
alternative receptors could regulateCXCR4 expression/activity and hence
SDF1 availability. Finally, this receptor
could direct cell migration through
its own, distinct SDF1-dependent
signaling. The two new papers [10,11]
address these questions using in vivo
sensors that report SDF1 activity.
These sensors are based on the
internalization of CXCR4 upon SDF1
binding such that the readout inversely
correlates with extracellular SDF1
levels. The effort led by Holger Knaut
[10] utilized the green–red ratio of a
membrane-tethered GFP and Kate2
tagged to the carboxyl terminus of
CXCR4 as a measure of SDF1 levels
perceived by the primordium. Darren
Gilmour’s group [11] resolved the SDF1
activity temporally by using a tandem
fluorescence protein approach. Here,
CXCR4 was tagged with a fast-folding
GFP and a slower-maturing tagRFP.
The red/green fluorescence was used
as an indicator of the time spent by
CXCR4 on the membrane. Both groups
show that, although SDF1 uniformly
distributes along the migratory route
of the primordium, a steady, linear
gradient of SDF1 is observed across
the primordium cell mass. They next
tested whether chemokine receptors
are required for shaping and
maintaining this gradient. Earlier work
had indicated that the chemokine
receptor CXCR7 is expressed at the
rear of the primordium andmay act as a
scavenger receptor for SDF1 [12,13].
Both studies now report a loss of the
SDF1 gradient in CXCR7-null mutants.
Furthermore, both teams measured an
accumulation of GFP-tagged SDF1 in
CXCR7-postive endosomes within
cells at the rear of the tissue (Figure 1).
Whether CXCR7 acts as a sink or
produces distinct signals for primordial
migration was powerfully addressed by
engineering an external source of
CXCR7 in the posterior line nerve,
which closely follows the rear of the
migrating primordium. Importantly,
both groups show that such an
