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Abstract
The network influence model is a model for binary outcome variables that accounts for
dependencies between outcomes for units that are relationally tied. The basic influence
model was previously extended to afford a suite of new dependence assumptions and be-
cause of its relation to traditional Markov random field models it is often referred to as the
auto logistic actor-attribute model (ALAAM). We extend on current approaches for fitting
ALAAMs by presenting a comprehensive Bayesian inference scheme that supports testing
of dependencies across subsets of data and the presence of missing data. We illustrate dif-
ferent aspects of the procedures through three empirical examples: masculinity attitudes
in an all-male Australian school class, educational progression in Swedish schools, and un-
employment among adults in a community sample in Australia.
Keywords: Auto-logistic actor attribute model; Exponential family models; Ising model;
Contagion; Social Influence; peer effects
1 Introduction
In social statistics it has become commonplace to take dependencies between outcomes into
account using multilevel models (e.g. Goldstein, 1995; Snijders and Bosker, 2011). Thus we
may account for compositional or contextual factors in for example school classes when we
consider educational outcomes by using random effects for class rooms or neighbourhoods. If we
acknowledge the possibility of our observational units being connected with each other through
social networks, we can account for some of the dependence this induces using multilevel models
(Tranmer et al., 2014) but we cannot capture the detail and diversity of what the social networks
literature has termed social influence (Robins, 2015). The notion of attitudes and information
spreading through friendship networks was already a premise in Moreno’s (1934) seminal work
explaining a runaway epidemic in a reformatory. Coleman, Katz, and Menzel’s (1957) study of
the diffusion of the prescription of a novel drug among a network of physicians has been followed
by numerous empirical studies of spread on different types of networks (for example Strang, 1991;
Strang and Soule, 1998; Strang and Tuma, 1993; Valente, 1995, 2005, 2012).
Social influence in social network analysis can broadly be seen as representing processes
whereby people tend to be, or become, similar to their friends (or contacts) in their behaviours,
attitudes, or beliefs. Social influence is sometimes referred to as social contagion (e.g. Robins et
al., 2012, Burt, 1987) by analogy to how diseases spread through contact between individuals.
Network models are indeed frequently used to model disease spread and epidemics (Rolls et al.
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2012, 2013a, 2013b; Jenness, Goodreau, Morris, 2016; Krivitsky and Morris 2017) even though
the mechanisms of social contagion may differ. The current canonical empirical framework
for investigating social influence is stochastic actor-oriented models, SAOM (Steglich et al.,
2010). While a powerful tool, SAOM require longitudinal network data and researchers do not
always have the resources or opportunity to collect network data at multiple points in time. For
cross-sectional network data, even if you have to assert the existence of contagion or influence,
controlling for dependencies is a statistical reality (see e.g. Bailey and Hoff, 2015) and neglecting
these dependencies may have adverse effects (Doreian, Teuter, & Wang, 1984; Lubbers & Snijders,
2007). Consequently we defer to other work for discussions and analysis of identification (Manski,
1993; An, 2011; Bramoulle´, Djebbari, and Fortin, 2009) and focus here on the inferential aspects
of a well-defined framework for accounting for network dependence in individual outcomes.
We consider a class of models for investigating social influence for cross-sectional data called
auto-logistic actor-attribute models (ALAAM) (Robins et al., 2001; Daraganova and Robins,
2013) where the outcome of interest is binary. A number of continuous models for social influence
exist (Marsden & Friedkin, 1994; Leenders, 2002; Doreian, 1982; Agneessens and Koskinen, 2016;
Sewell, 2017; Vitale et al., 2016) that can easily be modified to suit binary outcome variables
(Koskinen and Stenberg, 2012; Zhang et al., 2013) but these do not afford specifying the types
of dependencies that the ALAAM does.
Gibbs random fields, such as the auto-logistic Ising model (Besag, 1972), have been studied in
great detail in statistics and employed in various forms in spatial statistics for modelling binary
outcomes with neighbourhood dependencies. To accommodate interpretations in terms of the
Behavioural and Social Sciences, Robins et al. (2001) elaborated on these Gibbs-distributions and
derived a class of ‘social influence’ models from a set of specific dependence assumptions. These
were later extend by Daraganova (2009) to form a family of actor-attribute auto-logistic models
for inferring contagion in cross-sectional data. Exponential random graph models (ERGM) is a
related class of models aimed at modelling the network ties conditional on fixed actor covariates
(see Lusher et al., 2013, for an introduction). There are known problems with ERGM (Handcock,
2003; Schweinberger, 2011) and it is well-known that simple model-specifications do not work
(Snijders et al., 2006). For ALAAM this is less of an issue but inhomogeneous ALAAM still
present considerable challenges relative to the simpler Ising model. Møller et al. (2006) proposed
an auxiliary variable MCMC for Bayesian inference for auto logistic models. While this works
well for the Ising model, for the inhomegenous ALAAM of the more elaborate model of Robins
et al. (2001), the auxiliary variable MCMC fails and modified MCMC samplers are required
(Koskinen, 2008). To accommodate the challenges presented by realistic ALAAM specifications
with multiple covariates, we draw on an adoption of the exchange algorithm (Murray et al., 2006)
that has previously been applied by Caimo and Friel (2011) to exponential family random graph
models.
Maximum likelihood estimation for the elaborated model as described in Daraganova and
Robins (2013) is implemented in the statistical software package MPnet (Wang et al., 2014) and
is becoming increasingly more popular (some recent studies include acquisition of norms through
networks, Kashima et al., 2013; network effects on performance, Letina, 2016; and ‘contagion’ of
depression and PTSD, Bryant et al., 2017). Here we improve on a previous Bayesian inference
approach (Koskinen, 2008) and provide a straightforward inference scheme and demonstrate
how this caters to the practical issues often encountered when working with complex empirical
network data, such as handling missing data, performing goodness-of-fit, and choosing between
competing models. We introduce the model by describing it in some detail. We then proceed
to outline various aspect of inference for the model, something that we then illustrate in three
empirical examples.
2
2 Notational preliminaries
We consider directed graphs represented as di-graphs G(V,E) on a fixed set of nodes V =
{1, 2, . . . , n}, with an arc-set E ⊂ V (2) = {(i, j) ∈ V × V : i 6= j}. In social network research,
the nodes typically represent n individuals and E the set of connections amongst them (Robins,
2015). We further assume a stochastic binary vertex labelling ϕ : V → {0, 1}, that corresponds
to the binary out-come variable of interest for the nodes of the graph. We represent G(V,E, ϕ)
by its n× n binary adjacency matrix X = (Xij : (i, j) ∈ V 2), where the tie-indicators
Xij =
{
1, if there is a tie from i to j in G
0, else
,
and the attribute indicators Y = (Yi)
n
i=1
Yi =
{
1, if ϕ(i) = 1
0, else
.
We denote the space of all adjacency matrices by X = {0, 1}V (2) and the support of the attribute
vector by Y = {0, 1}V . We allow for binary and continuous, fixed and exogenous covariates, but
suppress the notational dependency on these for the sake of exposition.
The data structure is thus of the kind where we can imagine that we survey employees in
an organisation about whom they go to for advice and whether they approve of a certain work-
place policy. In that scenario, we might ask the question of wether people that share advice
are also more likely to share the same opinion about the policy. In the examples to follow in
Section 5, V consists of 108 males in a Year 10 level Australian secondary school; 403 sixth grade
students across 19 school classes in Sweden; and 551 adult individuals in Australia. For the
first two cases, the network ties X are friendship nominations (both directed) and for the third,
nominations of whom who are close to and/or with whom you discuss employment matters
(treated as undirected). The outcome variables (Y ) are a binary masculine attitudes index,
progression to higher education (intention), and employment status, respectively.
3 The auto-logistic actor attribute model
The general form of the log-linear model used here is
pθ(y|x) = Pr(Y = y|X = x, θ) = exp{θ>z(y, x)− ψ(θ)},
where z(·) is a p× 1 vector-valued function on G, θ ∈ Rp are the natural parameters, and
ψ(θ) = log
∑
y∈Y
exp{θ>z(y, x)},
is a normalising constant. The vector of sufficient statistics z(·) can be chosen arbitrarily but
may also be derived from a set of dependence assumptions. In particular, following Frank and
Strauss (1986), Robins et al. (2001) provided a set of dependence assumptions and derived their
corresponding sufficient statistics. This was later elaborated upon and extended by Daraganova
(2009).
3
3.1 Dependence
The simplest form of an ALAAM is a model in which Yi and Yj are independent conditional on
X and a fixed set of exogenous covariates, for all i, j ∈ V . In this case the ALAAM reduces
to a logistic regression model. A simple relaxation of this independence is a model where the
conditional probabilities obey the Markov property
Pr(Yi = yi|Y−i = y−i, X = x, θ) = Pr(Yi = yi|YN(i) = yN(i), X = x, θ),
where N(i) = {j ∈ V : Xij = 1} is the set of neighbours of {i}. This is a Markov random
field, a family of models that have a long history in statistical mechanics. In particular, under
some conditions Markov random fields can be expressed in terms of Gibbs distributions, like the
auto-logistic Ising model (Besag, 1972).
To define a class of coherent models with identified sufficient statistics, we proceed by briefly
summarising their definitions by following Robins et al. (2001). We begin by defining the
chain graph, which is a directed dependence graph on the variables M = {M1, . . . ,Mr} =
{Y1, Y2, . . . , Yn, X12, X13, . . . , Xn(n−1)}, where directed ties from variables Mi (i = n + 1, . . . , r)
to variables Mi (i = 1, . . . , n), indicate dependence on exogenous variables. Let M be the index
set for the variables in M with the mapping σ : V ∪ V (2) → M. In Figure 1 (a) the tie-
variables Xij , Xik, and Xi`, are considered exogenous and given, and the attribute variable Yi is
considered endogenous. The set of sufficient statistics associated with a dependence assumption
is derived out of the moral graph (Lauritzen and Spiegelhalter, 1988) of the chain graph. The
moral graph is obtained from marrying the parents of directed ties (the ‘senders’) and turning
all ties un-directed. The sufficient statistics of the model are counts of all configurations in (y, x)
that correspond to cliques in the moral graph.
Let D be defined as the chain-graph on M, where there are directed ties from the Network
block X to the Attribute block Y , and where there may be undirected ties between nodes in the
Attribute block. For a given chain graph D, denote the moral graph by T (M, E). The statistic
zA =
∏
{i:V(i)∈A} Yi
∏
{ij:V(ij)∈A}Xij is zero for any subset A ⊂ T that is not a clique of T
(Robins et al., 2001). The relation to standard log-linear models lie in the fact that the relevant
statistics are all interaction terms.
3.1.1 Network Activity Dependence
Robins et al. (2001) drew on the Markov dependence assumption for networks of Frank and
Strauss (1086) to derive a model for Y that depends on X. An attribute variable Yi is condition-
ally dependent on the network tie-variable Xk` if and only if {i} ∩ {k, `} = ∅. This dependence
assumption defines the chain graph (a) in Figure 1 whose moral graph is (b) in Figure 1. Cliques
in T are the singletons of type Yi, two-cliques of the type (Xij , Yi), (Xik, Yi), and (Xi`, Yi),
as well as three-cliques corresponding to labeled network 2-stars (Xij , Xik, Yi) and four-cliques
corresponding to labeled network 3-stars (Xij , Xik, Xi`, Yi), as well as higher order cliques, all
corresponding to the association of different stars with the attribute value yi = 1. The full form
of the ALAAM is
pθ(y|x) = exp
(∑
i
yi
xi+∑
s=0
∑
(k1,...,ks)∈(V−is )
θi,k1,...,ksxi,k1 · · ·xi,ks − ψ(θ)
)
In the summation,
(
A
s
)
denotes all s-element sub-sets of A. To reduce the number of parameters,
the following homogeneity assumption may be imposed:
θi,k1,...,ks = θs
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Network Block
Xij
Xik
Xi`
Attribute Block
Yi
Xij
Xik
Xi`
Yi
(a) (b)
Figure 1: Dependence graph (a) and Moral graph (b) of network activity dependence model
(Robins et al., 2001)
for all i ∈ V and (k1, . . . , ks) ∈
(
V−i
s
)
. Thus, for example the interaction terms XikXijYi and
XjkXjiYj both contribute to the same sufficient statistic. The homogeneity constraints are also
crucial for estimation of ERGM (Koskinen et al., 2018).
While this network activity dependence model takes the dependence on network ties into
account, the nodal outcomes are conditionally independent for all i ∈ V conditional on X. Thus,
while the Markov dependence assumption of Frank and Strauss (1986) for the conditional model
of X given Y induces dependencies, that dependence assumption does not induce dependence
for the elements of Y given X.
3.1.2 Network Contagion Dependence
Although a number of different social influence and social contagion mechanisms have been
specified in terms of networks (Friedkin, 1984; Marsden and Friedkin, 1994; Burt, 1987) we
consider contagion here primarily in terms of an association of Yi and Yj for pairs (i, j) ∈ E. This
might manifest itself in a large number of homophilous ties relative to the number heterophilous
ties as exemplified in Figure 2. To induce dependence between outcomes Yi and Yj we may
add undirected ties between variables in the attribute block in Figure 1. This would result in
the graph in Figure 3 and consequently we would indeed obtain sufficient statistics of the form
XijYjYi. However, YjYi would be a clique in the moral graph for all (i, j) ∈ V (2) (as would,
of course, interactions for all k-tuppels
(
V
k
)
). In other words, the dependence graph would be
complete and all outcomes would become dependent and, consequently, a model could not be
derived using the Hammersley-Clifford theorem. Robins et al. (2001) could not define a coherent
dependence assumption like that of the Markov dependence assumption for ERGM and instead
drew on item response theory to define a model that afforded a contagion term.
Following how realization-dependence (Baddeley & Mo¨ller, 1989) was used by Pattison and
Robins (2002) and subsequently Snijders et al. (2006) for extra-Markov dependencies for ERGM,
Daraganova (2009) derived a suit of statistics for ALAAM from dependence assumptions defined
by partial dependence graphs. The partial dependence graph QB, is a graph on M\B, where
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Figure 2: Example statistics of heterophilous (left), yi = 0, yj = 1 and homophilous (right) tie,
yi = 1, yj = 1.
Network Block
Xij
Xik
Xi`
Attribute Block
Yi
Yj Xij
Xik
Xi`
Yi
Yj
(a) (b)
Figure 3: Dependence graph (a) and Moral graph (b) of model with dependence between at-
tributes that share tie-variables
{i, j} ∈ QB if variables Mi and Mj are conditionally dependent conditional on variablesM\B ∪
{i, j}, and Mk = 0 for k ∈ B. In the model, the parameter for the statistic A ⊂ M is non-zero
only if A is a clique of T and A is a clique of QB for all B ⊂M\A.
The partial dependence graphs allow us to specify contagion dependence assumption with
dependence between Yi and Yj for distinct i, j conditional on outcomes in X, in addition to the
dependencies of the network activity model. For example, YiYjXij may be a clique in QB for
M\B = {σ(i), σ(j), σ(ij)}, but YiYj does not have to be a clique in a graph where σ(ij) ∈ B.
That is, Yi and Yj may be conditionally independent when Xij = 0, but conditionally dependent
when Xij = 1.
Making some further homogeneity assumptions and setting some higher-order statistics to
zero, we arrive at the following contagion model
pθ(y|x) = exp
{
θ0
n∑
i=1
yi+θout
n∑
i=1
yi
∑
j 6=i
xij+θin
n∑
i=1
yi
∑
j 6=i
xji+θcon
∑
i,j:i 6=yj
yiyj(xij+xji)−ψ(θ)
}
(1)
Note that while (1) includes an interaction term similar to that of Besag’s (1972) classic auto-
logistic model, it is subtly different in the definition of the neighbourhood.
3.1.3 More Elaborate Dependence Assumptions
Daraganova (2009) elaborate further on outcome-dependent dependence assumptions for undi-
rected graphs and derive statistics that correspond to more elaborate forms of contagion and
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Figure 4: More elaborate statistics. Grey node indicates yi = 1, white node yi = 0, 1.
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(a) (b)
Figure 5: Statistics associated with closure. Grey node indicates yi = 1, white node yi = 0, 1.
influence processes. It has been argued that more long-range patterns of influence may occur,
for example indirect influence through friends. Daraganova (2009) proposes an indirect partial
dependence assumption whereby any two attribute variables Yi and Yj may be conditionally de-
pendent given everything else if and only if there is a two-path connecting them, i.e. xik = xkj = 1
for some k ∈ V, k 6= i, j. This leads to statistics (c) of Fig. 4. Influence of this nature has been
proposed by Burt (1987) who argues that individuals that are in structurally equivalent positions
may be subject to the same types of influences. Robins (2015) refer by the term generalised so-
cial influence to the phenomena whereby a person’s position in a network might influence their
individual-level outcomes. Further dependence assumptions may be defined to obtain statistics
like those in Figure 5, that capture the effect of triadic closure.
3.2 Simulation
The expression of Eq. 1 cannot be evaluated analytically as the normalising constant κ(θ) is a
sum over all of Y. Simulation for Markov random fields is however straightforward and has a
long history. Many algorithms have been proposed and they typically draw on the conditional
independence that implies that
logit
{
Prθ(Yi = 1|Y−i = y−i, X = x)
}
= θ>{z(∆+i y, x)− z(∆−i y, x)}
where z(·) is the vector of sufficient statistics, ∆+i y is the vector y with element i set to one, and
∆−i y is the vector y with element i set to zero. For a nearest neighbour algorithm we can update
y iteratively by selecting i at random from V and either updated it using a Gibbs-update, or
through a Metropolis up-dating step by proposing to change the value from yi to 1−yi. It is also
possible to update multiple variables in parallel using Besag’s (1974) coding scheme approach for
the Ising mode. For example, outcomes for nodes that are isolated in a graph can be updated
7
independently of all other values. Blocks of variables may also be updated independently of each
other if they are well separated in the sense of Pattison et al. (2013).
4 Inference
4.1 Estimation
The main obstacle to Bayesian inference for the model Eq. 1, is that the posterior is doubly
intractable in the sense that both the normalising constant of the posterior and the likelihood
are intractable. With prior distribution pi(θ), the posterior distribution is
pi(θ|y, x) = exp{θ
>z(y, x)− ψ(θ)}pi(θ)∫
exp{θ>z(y, x)− ψ(θ)}pi(θ)dθ
where we note that the numerator contains the intractable normalising constant ψ(θ) and the
denominator involves an intractable integral (of an intractable expression). MCMC may be
performed by numerically approximating ψ(θ), either by interpolation on a grid (which is much
more straightforward for auto logistic models than for ALAAM) or through simulation-based
methods. The auxiliary variable MCMC elegantly avoids having to evaluate ψ(θ) by drawing
variables from an auxiliary distribution with he same set of parameters (Møller et al., 2006).
The performance of the auxiliary-variable MCMC relies critically on how well the values of the
parameters in the auxiliary distribution represents the true but unknown posterior. The linked
importance sample auxiliary variable MCMC (Koskinen, 2008) alleviates this issue by introducing
bridging distributions, linking the reference distribution to the likelihood. The performance of
linked importance sample auxiliary variable MCMC is however dependent on a good choice of
auxiliary variable parameters. The exchange algorithm (Murray et al., 2006) removes the need
for the parameters of the auxiliary variable to be fixed and in the process not only reduces
computational overheads but also automatically tunes the auxiliary parameters in the course of
the MCMC. Caimo and Friel (2011) adopted the exchange algorithm to ERGM approximating
the Gibbs up-dating step by a Metropolis MCMC.
For model Eq. 1, the exchange MCMC has as its target distribution the joint distribution
pi(θ, y∗, θ∗|y, x, ) ∝ exp{θ>z(y, x)− ψ(θ)}pi(θ)h(θ∗|θ) exp{θ>z(y∗, x)− ψ(θ∗)}
where y∗ is a variable with the same distributional form as y but with a parameter θ∗, the prior
of which is h(θ∗|θ). Marginalising this joint posterior with respect to y∗ and θ∗, we obtain our
desired posterior for θ given y.
We draw a sample {θt, y∗t , θ∗t }Tt=1 by in each iteration t, given the current values θt−1, y∗t−1,
and θ∗t−1, proposing θ
∗ from h(θ∗|θt−1), and conditional on the proposed value, draw y∗ from
pθ∗(·|x). Given these proposed values, we propose to swap the parameters with probability
min{1, H}
H =
pθ∗(y|x)pθt−1(y∗|x)
pθt−1(y|x)pθ∗(y∗|x)
h(θt−1|θ∗)
h(θ∗|θt−1)
pi(θ∗)
pi(θt−1)
,
setting θt = θ
∗ and θ∗t = θt−1. As for ERGM (Caimo and Friel, 2011), the acceptance ratio
simplifies (for non-curved forms of ERGM) to
H = exp{(θt−1 − θ∗)>(z(y∗, x)− z(y, x))}pi(θ∗)/pi(θt−1)
It is convenient to use a symmetric proposal distribution for h(·|·). In particular, we propose
a simplistic multivariate normal with mean vector θt−1 and a variance-covariance matrix that
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is set to cp−1/2 times the inverse of Covθ0(z(Y, x), z(Y, x)), approximated from a short initial
sample (y(t)) from the model defined by the initial value θ0. For exponential family models in
canonical form we have that I(θ) = Covθ0(z(Y, x), z(Y, x))
−1 (this procedure was also used by
Koskinen et al., 2013, for tuning the algorithm for ERGM).
4.2 Missing data
Assume that we observe data y only for a subset of actors given by the missing data indicator
(Ii)
n
i=1, where Ii = 1 if the response yi is unobserved for i and Ii = 0 if the response yi is observed
for i. Following Rubin (1976) and Little and Rubin (1987) we define a missing data mechanism
f(I|y, φ) conditional on the response variables where the parameter φ is distinct from the model
parameters θ. Initialising y by assigning initial values to missing entries, with a prior pi(φ), the
estimation is carried out as above with two additional updating steps in each iteration. The first
consists of updating the missing values and is done by for each i ∈ {i ∈ V : Ii = 1} proposing to
set yi = 1− yi, and accepting this with probability
min
[
1, exp{θ>(z(∆iy, x)− z(y, x))}f(I|∆iy, φ)
f(I|y, φ)
]
where ∆iy is y with element i toggled and set to 1 − yi. To update φ, propose a move to φ∗
drawn from a proposal distribution q(·|φ), and accept this with probability
min
{
1,
f(I|y, φ∗)pi(φ∗)
f(I|y, φ)pi(φ)
}
.
If data are missing not at random (MNAR) we can define a missing data generating mechanism
to test the sensitivity of our inference for θ to deviations from data being missing at random
(MAR).
When analysing social selection using ERGM, there are a number of ways of accounting for
missing tie-variables (Handcock and Gile, 2010; Koskinen et al., 2010). When modelling tie-
variables, accounting for key missing attributes is more complicated. While methods for jointly
handling missing ties and missing attributes have been proposed (Koskinen et al., 2013), a more
straightforward (albeit less principled) approach would be to perform multiple imputation for
binary attributes using the ALAAM procedure above and, for example, using the network effects
model (Marsden and Freidkin, 1994; Lenders, 2002; implemented in the routine lnam in the
R-package sna, Butts, 2016) for continuous attributes.
4.3 Goodness of fit
For ERGM it has become standard practice to evaluate model fit by considering the predictive
distributions for a range of different features of the network (Hunter et al., 2008; Robins and
Lusher, 2013). This is partly because the high-dimensional network space admits a number of
projections. The outcomes in an influence model have a range-space Y that is considerably more
straightforward to summarise. Given the suite of different statistics that the different dependence
assumptions of Daraganova (2009) imply, it is still however necessary to consider a number of
functions of Y × X as these may inform us of dependencies in data that we have not captured.
Similar to the Bayesian goodness-of-fit (GOF) for ERGM (Koskinen et al., 2010; Koskinen et
al., 2013), the GOF distribution is the posterior predictive distribution, marginalised over the
parameters (and not based on a plug-in point estimate, as in MPNet for ALAAM, Wang et al.,
2014). The predictive distribution {y(t)} is obtained from drawing yt from the ALAAM defined
by the posterior draw θt. In the MCMC that generate the posterior draws, whenever θ is updated
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we set θ = θ∗, as the auxiliary variable y∗ is drawn from the distribution pθ∗(·|x) = pθ(·|x), the
draw of y∗ is also a draw from the posterior predictive distribution. Thus, if we let y(t) = y∗
for every t such that θt 6= θt−1, and y(t) = y(t−1), otherwise, we have a draw {y(t)} from the
posterior predictive distribution at the termination of the estimation algorithm. Note that the
Bayesian GOF is based on draws of replicate data from the predictive distribution pi(·|y) and as
such account for uncertainty in parameters. Assuming that we have models M1, . . . ,MK with
posterior distributions pi(Mk|y), we can average the predictive distributions over models.
4.4 Model selection
Caimo and Friel (2013) propose an across-model procedure to evaluate model evidence for ERGM.
They note that within-model estimation of evidence that relies on density estimation of the
posterior breaks down for high-dimensional parameter vectors (greater than 5). Friel (2013)
proposes an elegant method for estimation of Bayes factors of pair-wise nested models based on
the MCMC updating in the exchange algorithm and demonstrate their application to two simple
Markov random field models (the Ising model and a Markov two-star ERGM) (Everitt et al.,
2017, propose direct estimation of the marginal likelihood using an importance sampling scheme
that circumvents the need to evaluate ψ(·) using the trick of Møler et al., 2006). Here we aim
to provide a within-model estimation scheme that works for the types of complex models that
you would expect when modelling outcomes in the social and behavioural sciences. We follow
an adoption of Chib and Jeliazkov (2001) that has previously been used for ERGM (Koskinen,
2004). First we note from the so-called basic marginal likelihood identity that
m(y) =
pθ(y|x)pi(θ)
pi(θ|y)
where m(y) is the marginal likelihood or equivalently the normalising constant of the posterior
distribution of θ given y. This equality holds for any choice of θ and thus we can calculate the
marginal likelihood by picking any value θ′ and evaluate the basic marginal likelihood for θ = θ′
We can use the path sampler to evaluate the likelihood ordinate (as in Hunter and Handcock,
2006, and Caimo and Friel, 2013; for details see e.g. Gelman and Meng, 1998) but obtaining a
good numerical approximation of the posterior ordinate pi(θ′|y) is hard.
The exchange algorithm constitutes a reversible MCMC that converges to draws from our
target distribution. If we analyse it as such we can think of it as a Metropolis algorithm that uses
a proposal distribution q(θ, θ′) and then accepts this move with a probability α∗(θ, θ′). Here,
the proposal is clearly q(θ, θ′) = h(θ′|θ) but what can we say about α∗(·, ·)? In order for the
move to be accepted, we need to draw y∗ from pθ′(y∗|x) and conditional on this we accept with
probability α(θ, θ′|y∗). Thus, if we marginalise with respect to the probability of y∗ we obtain
the implied acceptance probability unconditional on y∗:
α∗(θ, θ′) =
∑
α(θ, θ′|y∗)pθ′(y∗|x)
where
α(θ, θ′|y∗) = min
[
1, exp{(θ − θ′)>(z(y∗)− z(y))}
]
Proceeding by the method of Chib and Jeliazkov (2001), by reversibility of the Metropolis algo-
rithm
pi(θ|y)q(θ, θ′)α∗(θ, θ′) = α∗(θ′, θ)q(θ′, θ)pi(θ′|y)
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for any choice of θ′ and θ. Integrating both sides of this expression with respect to θ and solving
for pi(θ′|y) we see that we can write the posterior ordinate in terms of a ratio of two expectations
pi(θ′|y) =
Eθ|y
[
Ey∗|θ′
{
α(θ, θ′|y∗)h(θ′|θ)}]
Eh(θ|θ′)
[
Ey∗|θ
{
α(θ′, θ|y∗)}] (2)
We can evaluate the numerator using the Monte-Carlo estimate, taking θ from our posterior draws
{θt} and for the inner expectation we can take a sample of of auxiliary variables for each θ′. We
may also change the order of the expectations in the numerator, meaning that we draw one large
sample {y(g)}Gg=1 from the distribution defined by θ = θ′ and average α(θ(t), θ′|y(g))h(θ′|θ(t)). For
the denominator we draw a number of {θj} from the proposal distribution h(·|θ′) and similarly
calculate Monte Carlo averages of the conditional acceptance probability α(·) across samples
from Y.
With missing data in Y , the likelihood is given by exp{ψ(θ, φ, I)− ψ(θ)} where ψ(θ, φ, I) =
log[
∑
yi:Ii=1
exp{θ>z(y, x)}f(I|y, φ)]. We can evaluate ψ(θ, φ, I) using the path sampler with
the restriction that Yi = yi are fixed for i such that Ii = 0. With missing data Eq. (2) needs
to be modified to account for the uncertainty in the missing outcomes. When evaluating the
numerator of Eq. (2), the Monte Carlo average over the joint posterior of θ and {yi|Ii = 1} by
taking the corresponding draws from the joint posterior. For the denominator of Eq. (2), the
Monte Carlo average will be taken with respect to draws from h(θ|θ′) and draws of {yi|Ii = 1}
from the conditional distribution pθ′(y|x). The Monte Carlo estimate of (2) with missing data
is written
pˆi(θ′|{yi : Ii = 0}) =
∑G
g=1G
−1∑T
t=1 T
−1α(θt, θ′|y(g), vt)h(θ′|θt)∑J
j=1 J
−1∑M
m=1M
−1α(θ′, θj |y(j,m), uj)
(3)
where {vt} are posterior draws of {yi : Ii = 1}, {y(g)} are draws from pθ′(·|x), {θj} are inde-
pendent draws from h(·|θ′), {uj} are draws of {yi : Ii = 1} from the model pθj (·|x), and finally
{y(j,m)} are M draws from p(·|θj). The numerator in Eq. 3 is computationally cheap to evaluate
as we only need one large sample {y(g)} from the distribution defined by θ′. The denominator in
Eq. 3 does however require a sample of size M from the model defined by θj for all j = 1, . . . , J .
The variance of the estimator is not very sensitive to the size of M .
4.4.1 Prior distributions
There are good reasons for performing inference for ALAAM with prior distributions that are
proper (probability distributions). With an improper prior distribution for θ, the posterior
distribution is proper if the observed vector of statistics is in the relative interior of the convex
hull on Z, where Z is the image of Y under z(·) (this follows trivially from the properties of
exponential families, Barndorff-Nielsen,1978; see e.g. Koskinen et al., 2010). Since there are
instances where z(y, x) does not fall in the (relative interior of the) convex hull on Z (Handcock ,
2003), a proper prior distribution formally is a safeguard against the risk of the posterior not being
defined. The Bayes factor pi(y|Mi)/pi(y|Mj) is only properly defined if the prior distributions
for the parameters of both models are proper. A convenient choice for prior distribution for
the canonical parameters for an exponential family model is a multivariate normal distribution
Np(µ,Σ). While it can be motivated to set µ = 0 a priori to reflect no bias on the parameters,
setting the scale through Σ is less straightforward. For related binomial models, Chen et al.
(2008) argue the merits of using Jeffreys’ prior (Jeffreys, 1946). Here, this would translate to the
prior being pi(θ) ∝ |I(µ0)|1/2, for µ = 0 which motivates the scalable normal prior with variance
covariance matrix λI(µ0)
−1. The information matrix is straightforward to obtain as the Monte
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Carlo estimate of the variance covariance of the model sufficient statistics under θ = µ0. For
some data sets where
∑
i yi is small, it may be motivated to use a data-dependent prior with
(µ0)1 = θˆMLE , where θˆMLE = − log(y¯ − 1). As λ will shrink the prior distribution and pull
parameters towards the origin, setting (µ0)1 = θˆMLE will reduce the influence of the intercept
which is largely a nuisance.
4.4.2 Posterior deviance
To evaluate model fit with constant or reference priors, posterior predictive p-values (Meng,
1994) may be applied for any function of the network and attributes that are typically used in
GOF (Hunter et al., 2008; Robins and Lusher, 2013). For single value summaries of model fit we
may also consider functions of the deviance. In the context of complex network models, Aitkin
et al. (2017) considered evidence in terms of the posterior distribution of the deviance (a full
discussion of this approach is given in Aitkin, 2010). This provides a useful graphical represen-
tation of relative fit of a model that can be summarised using the deviance information criterion
(Spiegelhalter et al., 2002; Gelman et al., 2004). As the likelihood of Eq. 1 is intractable, we
need to evaluate the log-likelihood for each draw θt numerically using the path-sampler (Hunter
and Handcock, 2006; Gelman and Meng, 1998). With missing data defined as in Section 4.2, the
likelihood is estimated as ˆ`(θt) = ψˆ(θt, φ, I) − ψˆ(θt). Here the likelihood is estimated using the
path sampler relative to the MLE for a nested independent model.
5 Applications
We demonstrate the proposed inference procedures using three datasets. The first dataset ex-
plores the dependence of attitudes of individuals on their peers and is of a canonical network
form, with a network census of a single school class, something which allows us to illustrate the
basic features of the modelling framework. The second dataset has several features that you
might expect to come across in studies of substance use, attitudes, and behaviours in adolescents
and children. We illustrate how to perform the inference procedure in the face of missing data.
The dataset also has outcomes for pupils across several school classes, something which allows us
to explore how the strength of social influence may be tested across settings. Finally, we adopt
the Bayesian inference scheme to snowball-sampled data.
5.1 Masculine attitudes in a school class
Lusher and Dudgeon (2007) (see also Lusher and Robins, 2009) developed a scale, MAI, for
measuring male dominance attitudes. In school classes it may be of interest to know if a (male)
pupil’s attitudes to masculinity is contingent on those of his friends. MAI scores as well as
friendship nominations were collected for 106 pupils in a Year 10 level school class in a single-
sex, religious secondary school in Australia (Lusher, 2011). Our response variable yi is the
MAI dichotomised at the mean. Controls are: ‘dominant culture’ (indicates if i has an Anglo-
Australian ethno-cultural background (1) or not (0)); the socio economic status of the pupil’s
household (as measured by standardised SES based on postcode); the occupational score for
the father of pupil (original range is 0 to 100 according to Jones and McMillan, 2001, but here
standardised); the equivalently defined occupational score for the mother of pupil (see Lusher,
2011, for further details of the network data).
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Figure 6: Friendship network among 106 pupils in an all-male school. Dominant culture
indicated by squares (1) and circles (0), and outcome black (yi = 1), grey (yi = 0).
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Figure 7: MCMC output for contagion-model for masculine attitudes in an Australian school
5.1.1 Direct contagion
Figure 7 provides the MCMC output for a model defined as in Eq. (1) 20,000 draws using the
standard settings of Section 4.1 (with c = 1 and I(θ˜) estimated from a simulation of statistics
under the MLE for a logistic regression with contagion parameter set to 0). The autocorrelation
for the contagion parameter is fairly large even at large lags. This can be improved upon by
setting the proposal covariance matrix equal to the covariance of the posteriors (this reduces the
SACF greatly). According to the posterior summaries provided in Table1, there is evidence for
a positive contagion parameter.
5.1.2 Indirect contagion
To infer whether there is evidence of influence on MAI being transmitted through indirect ties
we add the statistic yi
∑
j yj
∑
k,k 6=i,j xikxkj , corresponding to the configuration (c) in Figure 4.
In addition we include a statistic for number of nodes that are reachable from an individual, the
number of indirect ties
∑
i yi
∑
j,k xikxkj . The potential for a brokerage effect on Y is controlled
for by the mixed 2-path effect
∑
i yi
∑
j,k xijxik. The results for the elaborated model are pro-
vided in Table 2. The introduction of the additional contagion effect reduces the direct contagion
(posterior correlation of −.69), making interpretation less conclusive than in the simpler model.
14
Table 1: Posterior summaries for model (1) with controls estimated for contagion-model for
masculine attitudes in a school in Australia
mean sd ESS SACF 10 SACF 30 2.5 perc 97.5 perc
intercept -4.94 5.78 269.73 0.72 0.37 -16.23 6.33
contagion 0.17 0.07 251.07 0.70 0.35 0.03 0.29
outdegree 0.03 0.07 292.16 0.72 0.37 -0.10 0.16
indegree -0.12 0.06 293.03 0.74 0.42 -0.23 -0.00
domculture -0.32 0.43 235.78 0.70 0.38 -1.28 0.47
SES 5.04 6.14 271.11 0.73 0.38 -7.90 17.11
father -0.00 0.01 281.46 0.68 0.34 -0.02 0.01
mother 0.00 0.01 285.92 0.68 0.31 -0.01 0.01
Table 2: Posterior summaries for model with indirect contagion estimated for masculine attitudes
in a school in Australia
mean sd ESS SACF 10 SACF 30 2.5 perc 97.5 perc
intercept -6.83 6.53 314.11 0.78 0.44 -20.14 5.31
contagion 0.21 0.13 281.64 0.79 0.51 -0.05 0.48
indirect cont -0.02 0.02 275.48 0.79 0.52 -0.06 0.01
outdegree -0.48 0.27 242.09 0.80 0.54 -1.02 0.02
indegree 0.07 0.16 324.60 0.79 0.50 -0.27 0.38
brokerage -0.01 0.02 323.54 0.79 0.51 -0.05 0.02
indirect ties 0.07 0.03 211.01 0.80 0.53 0.02 0.13
domculture -0.41 0.49 292.16 0.79 0.51 -1.30 0.59
SES 7.28 6.64 305.18 0.77 0.43 -6.32 20.32
father -0.01 0.01 1256.67 0.78 0.46 -0.03 0.01
mother -0.00 0.01 305.47 0.79 0.49 -0.02 0.01
The number of indicted ties is positive with a large posterior probability suggesting that pupils
that are indirectly connected to many others are likely to have masculine attitudes.
5.1.3 GOF
The posterior predictive distributions for some functions of (Y,X) are provided in Table 4. For
reference predictive distributions for a latent network effects model (LNAM) are provided. For
this model we assume that the n × 1 vector and the standard network effects model (Marsden
and Friedkin, 1994) u = αWu + β>B + , where W is the row-normalised adjacency matrix,
α ∈ (−1, 1) is the network effects parameter, B is a matrix with the same fixed covariates as
for the model in Table 1, and  are i.i.d. standard normal variates. As Y is binary, we use u as
the latent variable for a probit link-function by letting yi = 1{ui ≥ 0}. Estimation of α and β
largely follows Koskinen and Stenberg (2012). We assume the same form prior, as described in
Section 4.4, for the β in the network effects model and θ in the complex contagion model with
the exception that the α in the former is not included in the regression parameters.
For this relatively limited set of attribute and network interactions, the ALAAM more or
less consistently outperforms the LNAM judging by the posterior predictive p-values of Table 4.
However, for this dataset there is no clear evidence of the LNAM completely failing to reproduce
a statistics. The goodness-of-fit does also illustrate that the simpler specification of ALAAM is
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Table 3: Posterior summaries for latent network autocorrelation model (LNAM) with controls
estimated for contagion-model for masculine attitudes in a school in Australia
mean sd
intercept -7.52 3.91
alpha 0.49 0.18
outdegree -0.04 0.03
indegree 0.13 0.04
domculture -0.61 0.31
SES 7.85 4.11
father -0.01 0.01
mother 0.01 0.00
Table 4: Posterior predictive p-values for ALAAM and latent network autocorrelation models
ALAAM LNAM
statistic observed mean p-value mean p-value
intercept 55.00 55.87 0.21 53.02 0.20
direct contagion 272.00 277.94 0.25 250.54 0.17
reciprochal contagion 75.00 78.17 0.24 74.39 0.22
indirect contagion 2069.00 2132.74 0.26 1880.53 0.17
closure contagion 763.00 790.04 0.26 695.57 0.17
transitive contagion 456.00 534.64 0.24 456.68 0.28
indegree 428.00 432.53 0.24 393.71 0.14
outdegree 478.00 488.87 0.21 481.77 0.23
two-paths 3859.00 3972.61 0.22 3786.91 0.22
out-2-star 2362.00 2404.59 0.22 2452.69 0.17
in-2-star 1780.00 2082.39 0.19 1701.24 0.18
out-triangles 1368.00 1404.57 0.21 1385.58 0.22
in-triangles 1210.00 1191.38 0.23 1048.03 0.11
transitive triangles 1004.00 1033.12 0.23 951.75 0.19
indirecct ties 3957.00 3914.89 0.25 3895.86 0.24
sufficient for explaining higher-order dependencies such as indirect contagion.
5.2 Stockholm Birth Cohort
The Stockholm Birth Cohort is a large cohort study in the Stockholm Metropolitan area that
includes a detailed surveys and school-class network data (Stenberg and V˚agero¨, 2006; Stenberg
et al. 2007; Stenberg, 2018). The networks are the best-friend nominations of school children
and for each pupil there are a range of sociological, psychological, and educational variables. The
survey was carried out in May 1966 when the pupils were nearing the end of the sixth grade.
This is the time when they would have started considering whether they were going to proceed
to higher secondary education (grades 10 and above) and been been talking about this with
their peers. We chose for our example 19 school classes out of the 1966 survey. We let X be the
directed best-friend network (this had a cap of three nominations), and y be indicators yi = 1
of whether pupils i said that they intended to proceed to higher secondary school, and yi = 0
otherwise (in accordance with the model of Koskinen and Stenberg, 2012). By design there are
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Figure 8: Best friend network in four schools in SBC. Sex indicated by squares (girl) and circles
(boys), and outcome black (yi = 1), grey (yi = 0), and white for missing.
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Figure 9: MCMC output for contagion-model for progression to upper-secondary school in SBC
no ties between pupils in different school classes. The average network size is 21.2, the average
density is 0.14 with a minimum of 0.084 and a maximum of 0.45 (the most dense network is
the smallest network consisting of 5 pupils). The proportion of missing entries range from 0 to
0.286 with an average of 0.079. We apply the ALAAM specified by Eq. 1 but set the parameter
for out-stars (of the form yixi,+) to zero as the nominations were capped at three and there is
little variance in the out-degree distribution. In addition to this structural part, we control for:
sex (female:1); family support (an 11-point scale measuring the family’s attitude toward school
ranging from least positive, 0 to most positive 10); average school marks (scaled to range from 0
to 10); an indicator of whether the father’s social class is one (the highest social class in a 5-point
ordinal categorisation).
The results from the MCMC with 10,000 iterations with constant priors pi(θ) ∝ c are sum-
marised in Figure 9 and posterior summaries are provided in Table 5 (the table is based on
default settings with a burnin of 1000 and thinning of 20 iteration). Mixing of the MCMC can
be said to be satisfactory with default settings. There is strong evidence for a positive family
attitude to school and high grades to increase the likelihood of the intention to proceed to higher
education. The evidence is inconclusive for other effects. In particular, the contagion parameter
is positive with posterior probability 0.93.
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Table 5: Model 1 posterior summaries for model (1) with controls estimated for contagion-model
for progression to upper-secondary school in SBC (Posterior means, sd, and probability interval
based on a thinned sample of 10,000 iterations, taking every 20th iteration, with burnin of 1000;
SACF and ESS based on un-thinned sample)
mean sd ESS SACF 10 SACF 30 2.5 perc 97.5 perc
intercept -9.67 1.11 178.03 0.68 0.32 -11.83 -7.51
contagion 0.16 0.10 183.10 0.68 0.32 -0.04 0.35
indegree -0.07 0.11 183.55 0.67 0.32 -0.29 0.13
sex -0.09 0.29 134.35 0.70 0.39 -0.66 0.47
family attitude 0.48 0.09 164.22 0.70 0.32 0.33 0.65
marks 0.99 0.15 168.66 0.68 0.32 0.69 1.28
social class 1 0.59 0.32 198.40 0.66 0.24 -0.06 1.19
Table 6: Model 2 posterior summaries for model (1) with controls estimated for contagion-model
for progression to upper-secondary school in SBC (Posterior means, sd, and probability interval
based on thinned sample of 10,000 iterations, taking every 20th iteration, with burnin of 1000;
SACF and ESS based on un-thinned sample)
mean sd ESS SACF 10 SACF 30 2.5 perc 97.5 perc
intercept -10.13 1.19 168.32 0.76 0.44 -12.81 -8.04
contagion 0.24 0.12 143.31 0.72 0.39 0.02 0.48
indegree -0.08 0.12 122.80 0.75 0.41 -0.33 0.13
sex -0.09 0.28 126.04 0.76 0.45 -0.69 0.47
family attitude 0.48 0.08 140.26 0.72 0.38 0.34 0.65
marks 1.01 0.14 265.08 0.72 0.40 0.76 1.31
composition 0.91 0.55 137.33 0.74 0.39 -0.25 1.97
social class 1 0.57 0.34 143.59 0.73 0.37 -0.07 1.21
contagion × social class 1 -0.21 0.16 152.15 0.72 0.37 -0.51 0.11
5.2.1 Testing difference in contagion
The classes come from 4 schools that differ in socio economic status of uptake area as reflected
in the composition of social class of pupils. We divide the schools into one subset with less than
15% of students (across school classes) from the highest social class and a subset with more than
15% of students from the highest social class. Table 6 present the results for a model (M−2) that
includes an interaction of the contagion parameter and an indicator for the type of school (= 1
for schools with low proportion of pupils from the highest social class) as well as the main effect.
There is stronger evidence than for model 1 for a contagion effect (the contagion parameter is
positive with 0.988 posterior probability). There is weak evidence for contagion being absent in
schools with a lower proportion of pupils from the highest social class (the posterior distribution
for θ2 + θ9 has a mean of 0.0328 and a standard deviation of 0.144 and is negative with 0.435
posterior probability).
There is an indication of a difference in the posteriors in Figure 10 but can we test M1 against
M2? Consider first evaluating the evidence for M1 against M2 based on the results in Tables 5
and 6 that are based on improper priors. We estimate the likelihood as in Section 4.4.2, relative
to the MLE for a model with the contagion parameter, composition, and contagion interaction
set to zero (we estimate ˆ`(θt) for a thinned sample of 226 posterior draws, using 20 bridges and
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Figure 10: The posteriors of contagion parameters for model 1 and model 2 and the interaction
of contagion and composition with 95% probability intervals
Table 7: DIC for Models 1 and 2 fitted to SBC
D¯ + pD D¯ + pV
Model 1 332.94 333.68
Model 2 330.32 329.73
100 samples for each; In fact, using half, 113, of these posterior draws, and only 5 samples for
each give virtually identical results). Figure 11 (left panel) shows that the deviance distributions
are stochastically ordered (AItkin et al., 2017) and that model 2 is the preferred model. Based
on the posterior deviances of Figure 11 (left panel) , we provide two versions of the DIC measure
(Spiegelhalter et al., 2002; Gelman et al., 2004) in Table 7, both of which suggest that M2 is
preferred over M1.
Examining the evidence for the two models in Figure 11 (right panel), the interaction model,
Model 2, is preferred for λ between one and 4. As λ gets larger, the prior variance increases,
penalising model complexity and thus favouring the more parsimonious model (c.p. Bartlett,
1957). The precision of the estimates of the evidence here is however not sufficient to draw firm
conclusions.
5.2.2 Sensitivity to MAR assumption
To test the sensitivity of the posteriors to violations of the missing at random assumption, we
posit the MNAR missing data mechanism assuming the logistic form
logit
{
Pr(Ii = 1|y, x)
}
= φ0 + φ1yi + φ2x+i
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Figure 11: Left panel: The posterior deviance for model 1 (solid) and model 2 (dashed) . Right
panel, model evidence for model 1 (o−) and model 2 (∗−) for prior Np(µ0, λI(µ0)−1) with scale
λ and µ0 = 0
independently for all i ∈ V conditional on y. With φ1 < 0 the interpretation would be that pupils
that do not intend to proceed to higher secondary education are less likely to respond. Assuming
that receiving few best-friend nominations is associated with social isolation, a negative φ2 would
mean that socially relatively isolated pupils are more likely to be missing. Fixing φ only φ1 will
affect inference as the covariate dependent φ2 and the intercept φ0 cancel out in simulating Yi
for missing cases. Figure 12 plots the change in credibility intervals for some of the parameters
of model 2. If missingness is strongly predicted by an intention to proceed to higher secondary
education (φ1 positive), the contagion effect is weakened. If pupils not intending to proceed
are more likely to be missing, the contagion effect is strengthened. The strength of the MNAR
mechanism also affects the composition parameter and the interaction with composition and
contagion. The bias, as represented by φ1, does however need to be strong to have an effect
(at φ1 = 4, yi = 1 almost with probability 1 for missing cases). While missings in Y is not
automatically associated with being a non-responder and having missing out-going nominations,
pupils with missing on Y nominate fewer people, and if these missings are imputed by Y = 1,
this means increasing the number of isolates that have Y = 1 when in fact these pupils might
have missing values on their out-going ties.
5.3 Unemployement in a large network
When the node-set of a network is not unambiguously defined or the population size is too big to
allow for a complete census of the network, we may still want to estimate network-related effects
from a sample of the population network. We consider here the case of the dataset analysed
previously by Daraganova and Pattison (2013) that consists in total of 551 individuals obtained
from a three-wave snowball sample (Frank, 2005; Frank & Snijders, 1994; Goodman, 1961) in
Australia. Drawing on Besag’s (1974) coding scheme, Pattison et al. (2013) demonstrated how
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Figure 12: Posterior summaries (95% CI) for parameters of model 2 for SBC agains MNAR
parameter φ1
the dependence assumptions of an ERGM can be used to define a conditional inference scheme.
For ALAAM this translates to estimating the model as described above with the condition that
yi remains fixed at their observed values for i ∈ A ⊂ V , where A is a set that separates (Pattison
et al., 2013) data in Y ×X . For the three-wave snowball sample this means conditioning on the
outcomes of nodes in zone 3 (184 nodes), and conditional on this modelling the outcomes of the
seed nodes, and zones 1 and 2 (367 nodes). The outcome variable of interest is employment status
with ‘employed individuals’ were those individuals who worked full or part time, and students
who worked part time (Y = 1); and (2) ‘unemployed individuals’ were those individuals who
did not work at the time of the interview (Y = 0). In addition we use a reduced set of other
variables, namely the number of network partners (degree); sex (male: 0; female: 1); and age
(ranging from 19 to 67 with a mean of 37).
The results of Table 8 largely agree with the analysis of Daraganova and Pattison (2013),
and there is clear evidence of a positive association between people that are relationally tied (the
posterior mean is 0.322) and a greater risk of being unemployed the more people that you are
connected to. Of course, for a sample of a community network we cannot discount the possibility
that the network and outcomes are spatially clustered (Butts, 2003; Daraganova et al., 2012;
Koskinen and Lomi, 2013) or that there are other geographical network effects (Sohn et al.,
2019).
6 Summary
Building on previous work on ALAAM (Robins et al., 2001; Daraganova, 2009; Daraganova and
Robins, 2013) we draw on advances in modelling Markov random fields (Friel, 2013; Caimo and
Friel, 2011) to improve on previous Bayesian estimation schemes (Koskinen, 2008) for the social
influence model.
We illustrated various aspects of fitting the model using three example datasets. We found
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Table 8: Posterior summaries for a model for employment status for a sample from Victoria,
Australia, estimated conditional on outcomes in waves 3 and greater
mean sd 2.5 perc 97.5 perc
intercept −1.582 0.246 −2.119 −1.13
contagion 0.324 0.131 0.03 0.548
degree −0.106 0.048 −0.204 −0.005
sex 0.541 0.264 0.01 1.099
age 0.001 0.128 −0.264 0.242
that pupils that have friends that have male-dominance attitudes also tend to have male-
dominance attitudes themselves. Posterior predictive p-values show that a simple model with
direct contagion is sufficient for explaining more complex interactions and in addition shows that
the ALAAM compares favourably with an alternative network dependence model. For a Swedish
dataset we found that pupils that have friends that intend to proceed to higher education are
more likely to have the same intention themselves. We also found tentative evidence for this
‘contagion’ effect to be present in schools with pupils of higher social class than in schools with
a lower proportion of pupils from a high social class. The estimates for the contagion effect was
demonstrated to be robust to violations of the missing at random assumption. Finally, a dataset
collected using snowball sampling in Australia showed that people that have unemployed friends
are more likely to be unemployed themselves.
A benefit of the Bayesian estimation approach for ALAAM is that the coherent treatment of
uncertainty allows greater flexibility in handling missing data and performing model evaluation
relative to the maximum likelihood approach. This likelihood-based framework is also readily
extended to hierarchical modelling so that we for example can analyse social influence jointly for
multiple datasets (c.p. the continuous case, Agneessens and Koskinen, 2016). This multilevel
approach would be better suited to investigate network-level effects like the case of differences
in contagion for different types of schools. Further extensions to the model itself are of course
possible and we may consider multiple types of ties, e.g. for independent effects contagion yiyjx
(r)
ij
for relations r = 1, . . . , R; but we may also consider algebras (Pattison, 1993) on
∏R
r=1 Xr in
our modelling peer effects - what combinations of different types of social relations are most
predictive of an outcome.
While distinguishing social influence and social contagion from social selection, the tendency
for ties to change conditional on nodal variables, requires longitudinal data (Steglich et al., 2010),
when only cross-sectional network data are available, accounting for peer-dependence through
network ties is still necessary. A Bayesian ALAAM framework allows us to take a number
of different types of network dependencies into account. Investigating social influence, social
contagion, and social diffusion has a long tradition of empirical applications in network research
(Robins, 2015) and here we have not touched on the potentially rich source of network data that
online sources constitute. Indeed, the study of online opinion formation and the spread of fake
news through online networks is an increasingly popular field (see e.g., Brady et al., 2017).
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