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Abstract
In dimension reduction problems, the adopted technique may produce disparities
between the representation errors of two or more different groups. For instance, in
the projected space, a specific class can be better represented in comparison with
the other ones. Depending on the situation, this unfair result may introduce ethical
concerns. In this context, this paper investigates how a fairness measure can be
considered when performing dimension reduction through principal component
analysis. Since both reconstruction error and fairness measure must be taken into
account, we propose a multi-objective-based approach to tackle the Fair Principal
Component Analysis problem. The experiments attest that a fairer result can be
achieved with a very small loss in the reconstruction error.
1 Introduction
In the Machine Learning (ML) framework, one is generally concerned in projecting a statistical
model able to perform a specific task, without an explicit knowledge on the relation between the
inputs and outputs involved in the addressed problem [6]. Machine Learning techniques has been
highlighted in the last years for its broad scope of application in so many different areas, such as
pattern recognition [2], signal processing [15], audio and image processing [3] and others [10].
Besides its use in technical problems, Machine Learning models have also been applied in tasks
with social and economical impacts, e.g., credit concession [11], recidivism prediction [4] and
gerrymandering [14]. Since the ML approach is strongly dependent on the available data, the models
can incorporate some biases present in the training samples [1]. Once an unfair decision is made, the
previous bias is reinforced, accentuating even more the social disparities. Therefore, apart from the
performance measure, such as Mean Squared Error (MSE) or accuracy, the ML models must also
incorporate some fairness measure in order to deal with social biases [19].
The fairness concern can be treated (i) in the pre-processing step [7, 21, 19], (ii) during the model
training [23] or even (iii) in a post-processing step [16]. For instance, in the pre-processing framework,
which is the focus of this paper, fairness is generally associated with how one manages the acquired
dataset. Suppose a dataset composed by n samples and d attributes. An example of fairness analysis
is the disparities that one may have when performing dimension reduction in scenarios with a large
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number of attributes (e.g., from d to r-dimensional space, where d >> r). As presented in [19], for
a specific dataset, the dimension reduction provided by a classical Principal Components Analysis
(PCA) [12] procedure can be biased towards one group of the population, leading to different
reconstruction errors for different groups of individuals. For example, as mentioned in [19], in a
situation where sensitive attribute is the gender (male and female), the classical PCA may lead to
a systematically lower reconstruction error for the male population. In such a scenario, since the
projected data better represents males than females, the application of PCA may lead to a disparate
classification. Hence, one may note the importance of incorporating some fairness treatment in PCA.
Motivated by the aforementioned disparities, the main goal of this work is to introduce a fairness
measure when dealing with dimension reduction by using PCA. More specifically, alongside the
“total” reconstruction error (the reconstruction error by using all samples, without a separation into
groups), we also consider a fairness measure in the seek for a projection matrix. However, differently
from existing works which incorporate both objectives into a single one [19], we address this problem
in a multi-objective optimization fashion [17]. Therefore, in our formulation, called Multi-Objective
Fair Principal Component Analysis (MOFPCA), both criteria are optimized simultaneously.
The fairness measure considered here is simply the disparity between the obtained reconstruction
errors of each class. Since the projection matrix that minimizes the total reconstruction error
does not lead, necessarily, to the minimum difference between the individual reconstruction errors,
the resolution of our proposal tends to lead to a set of optimal solutions (in the sense of Pareto
optimality [17]), frequently referred to as non-dominated set. Among these solutions, we could attest
that we may perform a dimension reduction that can lead to a small value of reconstruction error and
also with a fair representation between the classes.
The paper is organized as follows. In Section 2, we describe the existing works related to our
proposal. The Fair PCA framework addressed in this paper is presented in Section 3. In Section 4,
we discuss the multi-objective optimization formulation and the adopted evolutionary algorithm.
Section 5 presents the numerical experiments and, finally, the concluding remarks and future works
are described in Section 6.
2 Related works
The problem of Fair PCA was first tackled, up to the best of our knowledge, in [18], where a fair
dimensionality-reduction is achieved when one cannot get information about the protected classes
from the projected data points. The authors propose a Semi Definite Program for PCA and Kernel
PCA, taking the fairness into account. With the projected dataset, the authors tackle a classification
problem, considering a health dataset, where the disparate impact was used as a fairness measure.
Another very interesting work is [19], where the authors proposed a fairness criteria based on the
loss function. As a first step, one independently performs PCA for groups XA and XB . For each
execution of PCA, the reconstruction error for each group is calculated and the loss function indicates
how far from these two benchmarks the total reconstruction error (obtained with PCA on all samples)
lies. In the optimal scenario, we would obtain a PCA that deviates equally each population from
their ideally reconstruction error. The authors have proposed an algorithm that performs this task,
obtaining as a solution a set of r + 1 dimensions (or r + k, if the sensitive attribute can assume
k + 1 values). This solution achieves the fairness measure and a reconstruction error equal to a
r-dimensional PCA.
The work conducted in[20] also presents some applications in the context of Fair Machine Learning.
For instance, the authors treat the problem of low-rank decomposition. They propose some algorithms
able to consider the fairness requirement and that tighten the number of required extra dimensions
proportional to
√
k.
In the context of multi-objective optimization, fairness in PCA has also been addressed in [13]. The
authors proposed a gradient descent algorithm for the Fair PCA projection matrix, where no extra
dimension is required to perform the task. Moreover, the concept of non-dominance is based on the
gradient direction and, therefore, only consider first order information, which may lead to dominated
solutions in more general scenarios, where the cost function may not be convex and it is necessary
use more robust algorithms to explore the feature space.
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A common point on the works [19, 13] is that they search for a projection matrix U¯ that is different1
from the one obtained by the classical PCA (represented here by U). On the other hand, our proposal
uses the principal components u1,u2, . . . ,ud obtained from the application of PCA on all samples
and perform the Fair PCA by choosing the ones (i.e., the columns of U = [u1,u2, . . . ,ud]) that lead
to a good performance in the fairness sense. This difference is depicted in Figure 1.
Other Approaches
Original Dataset Fair PCA Reduced Dataset
Proposed Approach
Original Dataset Classical
PCA
U ∈ Rd×d Fairness
Sort
Reduced Dataset
Figure 1: Comparative of the previous approaches and the proposed one.
In other words, aiming at reducing the number of attributes to a r-dimensional space, we combine r
principal components of PCA differently from the solution that minimizes the total reconstruction
error (which is given by the first r principal components). Therefore, the multi-objective proposed
framework acts in the selection of the components that optimizes both reconstruction error and
fairness measure simultaneously.
3 Problem formulation
In this section, we define the PCA problem and the fairness measure considered in our experi-
ments. Moreover, we present the multi-objective formulation of a PCA that takes into account a fair
representation of the different groups in dimension reduction.
3.1 Principal Component Analysis
Consider a data matrix X ∈ Rn×d, with n as the number of d-dimensional samples. Roughly
speaking, the aim of Principal Components Analysis [12] is to seek for an orthogonal projection
matrix U ∈ Rd×r that reduces the data dimension while minimizing the reconstruction errorR(U),
given by
R(U) =
∥∥∥X−XUUT∥∥∥2
F
, (1)
where ‖·‖F is the Frobenius norm [9]. Mathematically, the optimization problem tackled by PCA
can be expressed by:
min
U
R(U)
s.t. UTU = I,
(2)
where I is the identity matrix. Therefore, matrix U maps a point from Rd to Rr (UT is the inverse
mapping, taking a point from Rr to Rd). Without loss of generality, let us consider that the first l
columns of U represent the first l principal components.
3.2 Fair principal component analysis and the multi-objective formulation
In Machine Learning, the columns of X are often referred as to the attributes. Moreover, in social
and economical problems, some of the attributes can carry historic biases (the so-called sensitive
attributes). Examples are gender, race and education levels. As mentioned in Section 1, [19] discussed
the disparate results that one may achieve by using PCA with respect to the reconstruction errors for
1If U¯ is the same as the one given by PCA, no improvement is achieved in terms of fairness.
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groups with different sensitive attribute values. This can raise ethical problems, since a specific group
can be harmed in automatic decision systems not aware of data biases.
Aiming at overcoming disparate results in dimension reduction, it is fundamental to take into account
a fairness measure when dealing with such a problem. In this paper, the considered fairness measure
is directly associated with the reconstruction errors for individual classes. Thus, in order to formulate
this criterion, let us consider a binary sensitive attribute such that the samples can be divided as
X =
[
XA
XB ,
]
(3)
where XA and XB represent the samples that have the sensitive attribute equal to 0 and 1, respectively.
In this case, we can define the proposed fairness measure as follows:
F
(
Uˆ
)
=
(∥∥∥XA −XAUˆUˆT∥∥∥2
F
−
∥∥∥XB −XBUˆUˆT∥∥∥2
F
)2
, (4)
In short, the idea in (4) is that the fairness measure evaluates the disparity between the reconstruction
errors for classes XA and XB . Ideally, in the fairest projection, matrix Uˆ is the one leading to
F(Uˆ) = 0.
In this paper, we consider that both total reconstruction error and fairness measure are equally
important in the dimension reduction problem. Therefore, both objectives should be considered in
the optimization problem in order to find the projection matrix. In a scenario in which Equations (1)
and (4) are simultaneously optimized (without combining them into a single cost-function), the
optimization problem is typically modeled as a multi-objective one [17]. Formally, it is expressed by
min
U∗
[R(U∗),F(U∗)] , (5)
where U∗ =
[
u∗(1),u
∗
(2), . . . ,u
∗
(r)
]
is the adjusted projection matrix whose columns are composed
by the principal components extracted from U. It is important to recall that u∗(1),u
∗
(2), . . . ,u
∗
(r) are
not, necessarily, the first r columns of U. For example, if the columns 1, 3 and 6 of U are a solution
of (5),
[
u∗(1),u
∗
(2),u
∗
(3)
]
= [u1,u3,u6]. Moreover, one does not need to include an orthogonality
constraint on U∗, since the selected columns already ensure this property. In the next section, we will
detail the multi-objective framework, alongside with the dominance concept, which characterizes its
optimal solutions.
4 Multi-objective optimization
As mentioned in the last section, this paper proposes to deal with a Fair PCA framework by means of a
multi-objective optimization. In this scenario, instead of taking into account either the reconstruction
error or the fairness measure individually (or a combination of them in a single scalar cost), one
optimizes both cost functions simultaneously.
In mono-objective optimization, the notion of optimality is quite simple. One only needs to compare
the cost-function values obtained by the feasible solutions and select the one that minimizes (or
maximizes) it. However, in a multi-objective optimization, this notion must be extended to a vector-
valued cost-function. Therefore, in our case, the optimal solution should be the one that leads to
minimum values of J = [R(U∗),F(U∗)].
Very often multi-objective optimization problems involve conflicting cost-functions. As a conse-
quence, one rarely finds a single solution that optimizes all objectives simultaneously. In the addressed
dimension reduction problem, we suppose that there are conflicts between the adopted cost-functions.
A solution that minimizes the reconstruction error may not be the fairest one. On the other hand,
a solution the optimizes the fairness measure may lead to a higher value of reconstruction error.
However, although we are dealing with this compromise, we may have a set of solutions that achieve
good performances on both of them. Therefore, in order to determine this set, called non-dominated
set, the characterization of an optimal solution is based on the concept of dominance [5, 17], defined
as follows:
Definition 1 (Dominance): Consider two feasible solutions U˜ and U˜′. We say that U˜ dominates
U˜′ if U˜ is as good as U˜′ in all objectives and U˜ is strictly better than U˜′ in at least one objective.
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Based on this concept, we say that a solution is non-dominated if none of the objectives (reconstruction
error and fairness measure, in our case) can be improved without degrading some of the others.
Mathematically, it is defined as follows:2
Definition 2 (Non-dominated solution): A solution U˜ is a non-dominated solution if there is no
other solution U˜′ such that (i) bothR(U˜′) ≤ R(U˜) and F(U˜′) ≤ F(U˜) and (ii) eitherR(U˜′) <
R(U˜) or F(U˜′) < F(U˜).
It is worth mentioning that the set of all non-dominated solutions composes the Pareto front [5, 17].
4.1 SPEA2 algorithm
Several existing methods deal with multi-objective optimization problems. For example, we have the
classical ones, such as the weighted sum [17], and the techniques based on evolutionary computa-
tion [5]. In the MOFPCA formulation expressed in (5), we tackle a multi-objective combinatorial
optimization problem. For such a problem, as mentioned in [8], a method that can be used is the
Strength Pareto Evolutionary Algorithm (SPEA) [25]. After some years of its development, an
improved version was proposed, called SPEA2 [24]. Given that SPEA2 is able to deal with the
addressed MOFPCA problem with a quite simple implementation, we adopt this technique in our
experiments.
SPEA2 is a multi-objective iterative technique based on evolutionary computation. When adopting
such a technique, we generally use some specific concepts, as described in the sequel. We also
highlight the particularities of each one in the addressed MOFPCA problem.
• Individual: an individual q leads to a possible solution for the multi-objective problem. In
our proposal, since we search for projection matrix U∗ whose columns are composed by r
principal components extracted from the classical PCA (from a total of d), an individual
comprises a combination of r coefficient indices. For example, for a projection from d = 10
to r = 4-dimensional space, an individual could be q = [1, 4, 8, 9], which leads to a
projection matrix U˜ = [u1,u4,u8,u9].
• Population: the population P is composed by a set of individuals. The size of population,
represented by P¯ is predefined before the algorithm starts. Moreover, in order to define
the initial population, we randomly generated the individuals. In this procedure, we also
ensured that they are different. Therefore, we can cover a large region of the feasible space.
• External set: another element used in SPEA2 is the external set, represented by E. In the
beginning of the algorithm, the external set is empty. However, after each generation (or
iteration) g, it is updated with the non-dominated solutions found so far. Similarly as in the
population, we also predefine the external set size E¯.
• Fitness: based on bothR(U˜) and F(U˜), the fitness value indicates how good (or bad) is
the performance of an individual q in terms of dominance. Therefore, based on this measure,
we can rank the individuals and select the best ones after each generation. For more details
about how we calculate the fitness measure, see [24].
• Crossover and mutation: both crossover and mutation are evolutionary operators used to
generate new individuals. The crossover consists in generating a new individual q, which
will be used in generation g + 1, by randomly taking parts of two different individuals of
generation g. In mutation, we create a new individual used in generation g + 1 by randomly
modifying a part (some indices, in our case) of an individual of generation g. An import
aspect in the addressed problem associated with both operators is that we must ensure the
feasibility of the new created individuals. In this case, when applying both operators, we
must verify that there is no repetition in the indices that compose each individual.
With the aforementioned concepts been clarified, the steps of SPEA2 are presented in Algorithm 1
(for more details of each step, see [24]). As inputs, we predefine the initial population P, the
(initially) empty external set E, the population size P¯ , the external set size E¯, the maximum number
of iterations G and the crossover rate α. In the first step, we calculate the fitness values for all
2Definition 2 assumes that all objectives should be minimized, which is the scenario addressed in this paper.
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individuals in both population and external set. These values are used in step 2 in order to select the
best individuals found so far and update the external set. At this point, if we achieve the maximum
number of iterations, we set E as the non-dominated solutions and stop the algorithm. Otherwise, we
move to the mating selection step (step 3). In this step, we perform a binary tournament selection
on the external set in order to define the set of individuals that will be submitted to the evolutionary
operators in the variation step (step 5). It is worth mentioning that, in step 5, α% of the new population
P is obtained through crossover and the other (1− α)% through mutation. The variation step ends
by setting g = g + 1 and the algorithm return to step 1.
Algorithm 1 SPEA2
Input: P, E, P¯ , E¯, G and α.
Output: External set E.
Set g = 1.
while g ≤ G do
Step 1: Fitness assignment. For each individual in P and E, calculate the fitness measure.
Step 2: Selection. Based on the fitness values, select the best E¯ individuals and update E.
if g = G then
Step 3: Termination. Define the external set E as the non-dominated set and stop the algorithm.
end if
Step 4: Mating selection. Select P¯ individuals for the next step through a binary tournament
selection in E.
Step 5: Variation. Apply crossover and mutation on the individuals selected on the previous step
and generate the new population P. Set g = g + 1.
end while
When SPEA2 finishes, we achieve a set of non-dominated solutions. In terms of Pareto optimality,
they are equally optimal. Therefore, one cannot say that a specific non-dominated solution is better
than other one by taking into account the considered reconstruction error and fairness measure. In
other words, we are not able to select the optimal one that solves our MOFPCA problem. However,
an interesting aspect of the multi-objective approach is that we can visualize the compromise between
the non-dominated solutions. For instance, we can see how much we are willing to lose in the
reconstruction error in order to improve fairness.
4.2 On the selection of a non-dominated solution
Although all solutions in the non-dominated set are equally optimal, it would be interesting to select
a single one to compare with the classical PCA. In that respect, given the non-dominated set, we
selected the one that minimizes the sum of the achieved reconstruction error and fairness measure
weighted by factors associated with the scales of each cost-function. Mathematically, the selected
solution U∗ is obtained by
min
U∗
λR(U∗) + (1− λ)F(U∗)
s.t. U∗ ∈ Ω, (6)
where λ is the weighting factor and Ω is the set of projection matrices associated with the non-
dominated solutions in E. The idea here is to assume that both cost-functions are equally important
and, therefore, λ will only compensate the difference between the scales of the reconstruction error
and the fairness measure. For this purpose, we define λ as
λ =
MFM
MRE +MFM
, (7)
where MRE is the reconstruction error achieved by projecting the dataset in the first principal
component and MFM is the minimum fairness measure that we can obtain by projecting the data
into a 1-dimensional space. One may remark that the weight associated with F(U∗) is 1 − λ =
1−MFM/ (MRE +MFM ) = MRE/ (MRE +MFM ).
5 Numerical experiments
In order to verify the application of the proposed multi-objective-based approach for a fair PCA
problem, we consider the Default Credit dataset [22]. It comprisesm = 23 attributes and n = 30, 000
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samples. Among the attributes, we adopt the education level as the sensitive one. Therefore, we
have n1 = 5, 385 and n2 = 24, 615 samples associated with a lower (high school and others) and a
higher (graduate school and university) education levels, respectively. It is worth mentioning that
some related works [19, 13], mentioned in Section 2, also used this dataset in their experiments.
Figure 2 presents the obtained reconstruction error and fairness measure for different numbers of
dimensions3. We compare the results provided by PCA, i.e., by taking the coefficients that minimizes
the total reconstruction error of the projected data, and by MOFPCA. One may note in Figure 2a
that our proposal led to reconstruction errors very close to the one obtained by PCA, which are the
benchmark for this cost function. However, in terms of the fairness measure, Figure 2b indicates
a relevant difference between the considered approaches. For instance, MOFPCA led to fairness
measures much lower in comparison with the ones obtained through PCA.
  
(a) Reconstruction error.
  
(b) Fairness measure.
Figure 2: Results for both cost functions and different numbers of features.
The difference between the reconstruction errors for each class can be visualized in Figure 3. The
results in Figure 3b attested that this difference, when applying our proposal, tends to zero for all
dimension reduction with at least r = 4. On the other hand, the reconstruction errors of both lower
and higher education levels are very similar only for r ≥ 4.
  
(a) PCA.
  
(b) MOFPCA.
Figure 3: Reconstruction errors for lower and higher education levels.
3The SPEA2 parameters were experimentally defined by G = 100, α = 50, P¯ =
min
(
100, round
(
1
2
d!
r!(d−r)!
))
and E¯ = round
(
P¯ /2
)
, where round(·) returns the closest integer. All
codes are available at https://github.com/GuilhermePelegrina/mofpca.git.
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Table 1: Principal components obtained with PCA and MOFPCA used in the projection.
Dimension r = 1 r = 5 r = 10 r = 13
PCA v1 v1, . . . ,v5 v1, . . . ,v10 v1, . . . ,v13
MOFPCA v1 v1, . . . ,v3,v7,v8 v1, . . . ,v7,v9, . . . ,v11 v1, . . . ,v11,v13,v14
The aforementioned results can be explained by the presence of non-dominated solutions that have a
good performance on both objectives. For instance, consider the non-dominated solutions presented
in Figure 4. This is the case when we project the data into r = 10 dimensions. One may note that
some compromising solutions, which includes the selected one for this dimension reduction, achieved
small values for both reconstruction error and fairness measure. Although the selected solution does
not minimize the reconstruction error, the loss in this cost function is compensated by the gain in the
fairness measure.
  
Figure 4: Non-dominated solutions for 10 features.
Table 1 presents a comparison between the classical PCA and the proposed MOFPCA for some
projected dimensions. We can note that a simple changing in the components used in the projected
dimension increases fairness. For instance, with respect to the matrix associated with the selected so-
lution presented in Figure 4, it is composed by the columns v1, . . . ,v7,v9, . . . ,v11 of V . Therefore,
by changing the 8-th column of V by the 11-th one, we could improve the fairness in this dimension
reduction problem.
6 Final remarks
In this work, we proposed a multi-objective framework for the Fair Principal Component Analysis.
Our approach consists in a different sort of the components given by the classical PCA, which gives an
approach with low computational costs and easily to deploy in already running systems. Furthermore,
the set of non dominated solutions provides a suitable portfolio of choices to the stakeholders and
decision makers, presenting, clearly, the trade-off between the objectives.
Finally, all the analysis presented here can be easily extended to the case of multivalued attributes
and also consider other objectives for the system deploy, such as financial aspects and development
time. For future works, we intend to apply our proposal to other datasets, specially the ones that have
a large number of attributes and/or more than two groups in the sensitive attribute. Moreover, we
would like to explore non-linear projections, such as autoencoders. Since our proposal is applied on a
pre-processing step, another future goal is to verify the MOFPCA impact on the classification.
Broader Impact
The broader impact of this work can be summarized as follows:
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• Since our proposal for a Fair PCA comprises to choose the principal components in an order
different from the classical one (which minimizes the reconstruction error), its implementa-
tion is computationally simple. One only needs to perform the Machine Learning step that
uses the classical PCA and, thereafter, select the components that increase fairness. It is
simply a general additional bloc added to the machine learning pipeline.
• The application of the considered multi-objective approach, based on SPEA2, provides a set
of non-dominated solutions. Although one is not able to select the best one, since they are
equally optimal in the sense of Pareto optimality, one may clearly see the trade-off between
the two criteria. This is very useful in practice, since it allows a clear dialogue between
the stakeholders involved in the decision problem about the considered machine learning
method. Therefore, we may say that the proposed method provides suitable choices for the
decision makers.
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