Integrated media workstations are increasingly being used for creating, editing, and monitoring sound that is associated with video or computer-generated images. While the requirements for high quality reproduction in large-scale systems are well understood, these have not yet been adequately translated to the workstation environment. In this paper we discuss several factors that pertain to high quality sound reproduction at the desktop including acoustical and psychoacoustical considerations, signal processing requirements, and the importance of dynamically adapting the reproduced sound as the listener's head moves. We present a desktop audio system that incorporates several novel design requirements and integrates vision-based listener-tracking for accurate spatial sound reproduction. We conclude with a discussion of the role the pinnae play in immersive (3-D) audio reproduction and present a method of pinna classification that allows users to select a set of parameters that closely match their individual listening characteristics.
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INTRODUCTION
Numerous applications are currently envisioned for integrated media workstations. The principal function of such systems is to manipulate, edit, and display still images, video, and computer animation and graphics. The necessity, however, to accurately monitor the sound associated with visual images created and edited in the desktop environment has only recently been recognized. This is largely due to the increased use of digital audio workstations that have benefited from rapid advances both in main CPU computational power, as well as in special-purpose DSP's. Many sound editing operations that could previously only be performed in calibrated (and very costly) dubbing stages are now routinely performed on digital audio workstations. In addition to accurate reproduction of the measurable characteristics of sound (e.g., frequency response and dynamic range), D auditory scenes. Furthermore, many acoustical and psychoacoustical issues that pertain to sound reproduction in large rooms have not yet been correctly translated to the desktop environment.
In this paper we examine several key issues in the implementation of high quality desktop-based audio systems. Such issues include the optimization of the frequency response over a given frequency range, the dynamic range, and stereo imaging subject to constraints imposed by room acoustics and human listening characteristics. Several problems that are particular to the desktop environment will be discussed including the frequency response anomalies that arise due to the local acoustical environment, the proximity of the listener to the loudspeakers, the acoustics associated with small rooms, and the location and orientation of the listener's head relative to the loudspeakers. We will address these issues from three complementary perspectives: identification of limitations that affect the performance of desktop audio systems; evaluation of the current status of desktop audio system development with respect to such limits; and delineation of technological considerations that impact present and future system design and development.
LIMITATIONS OF DESKTOP AUDIO SYSTEMS
There are two classes of limitations that impede the implementation of seamless audio reproduction. The first class encompasses limitations imposed by physical laws, and its understanding is essential for determining the feasibility of a particular technology with respect to the absolute physical limits. Many such fundamental limitations are not directly dependent on the choice of systems, but instead pertain to the actual process of sound propagation and attenuation in irregularly-shaped rooms. For example, in order to recreate a environment for a listener it is necessary to encode the acoustical characteristics of the remote location during the recording and then decode those characteristics locally in the user's environment. Furthermore, the influence of the local acoustic environment on the perception of spatial attributes such as direction and distance, as well as in colorations that arise from anomalies in the frequency response, must be taken into account. The situation is further complicated by the fact that the decoding process includes the physiological signal processing performed by the human hearing mechanisms. This processing translates level and time differences and direction-dependent frequency response effects caused by the pinna, head, and torso into sound localization cues through a set of amplitude and phase transformations known as the head-related transfer functions (HRTFs).
The second class of limitations contains a number of constraints that arise purely from technological considerations. These technological constraints are equally useful in understanding the potential applications of a given system and are imposed by the particular technology chosen for system implementation. For example, there are two choices for delivering sound in a desktop environment. The first is based on headphones that are capable of reproducing signals to each ear individually. While in certain applications this method can be very effective because it eliminates crosstalk, it suffers from three main drawbacks: (1) there are large errors in sound position perception associated with headphones, especially for the most important visual direction, out in front; (2) it is very difficult to externalize sounds and avoid the "inside-the-head" sensation; and (3) headphones are uncomfortable for extended periods of time [3, 4] . In this paper we will focus our discussion on loudspeaker-based reproduction.
REQUIREMENTS FOR HIGH QUALITY SOUND
A significant amount of work in the area of high quality sound production and reproduction in large rooms has originated from the film industry. A well-defined set of standards has been developed for sound monitoring conditions in dubbing stages to ensure the transparent reproduction of program material in theaters. Such standards include loudspeaker positioning for multichannel monitoring, loudspeaker frequency response and directivity requirements, precise sound pressure level calibration, control of room acoustics parameters (such as reverberation time and discrete reflections), and background noise levels. Meeting these standards ensures that material produced in one professional dubbing stage can be monitored under identical conditions in another dubbing stage or in a movie theater. The design challenge in desktop audio systems is to successfully map these standards onto the desktop environment through appropriate acoustical and psychoacoustical scaling and system design.
Acoustical Considerations
In a typical desktop sound monitoring environment delivery of stereophonic sound is A potential solution that alleviates the problems of early reflections in small rooms is near-field monitoring. In theory, the direct sound is dominant when the listener is very close to the loudspeakers thus reducing the room effects to below audibility. In practice, however, there are several issues that must be addressed in order to provide high quality sound. One such issue relates to the large reflecting surfaces that are typically present near the loudspeakers. Strong reflections from a console or a video/computer monitor act as baffle extensions for the loudspeaker resulting in a boost of mid-bass frequencies.
Furthermore, even if it were possible to place the loudspeakers far away from large reflecting surfaces, this would only solve the problem for middle and high frequencies.
Low frequency room modes do not depend on surfaces in the local acoustical environment, but rather on the physical size of the room. These modes produce standing waves that give rise to large variations in frequency response (Fig. 3) . Finally, another factor that has a negative effect on the quality of reproduced sound relates to the physical size of the loudspeakers. Typical two-way designs in which the tweeter is physically separated from the woofer exhibit strong radiation pattern changes in the crossover frequency range.
Amplitude and phase matching in this frequency range becomes critical and as a result such speakers are extremely sensitive to placement and typically produce a flat frequency response for direct sound in one exact position. This limitation makes typical two-way speakers unsuitable for near-field monitoring.
The current state-of-the-art in desktop reproduction systems is rather poor both for lowcost as well as for high-cost near-field monitors ( 
Design Requirements
In order to address the problems described above, a set of solutions has been developed for single listener desktop reproduction that delivers sound quality equivalent a calibrated adjusting the equalization dynamically. An early version of such a system is described in a later section of this paper.
Equalization Requirements
The desktop environment presents an unusual set of requirements for equalization as compared to sound systems designed for larger venues. Conventional processing methods based on 1/3-octave-band, constant-Q equalization that are derived from the critical band theory of hearing are not applicable in this case. The basic assertion of critical band theory states that frequency components that lie very close to each other are perceived differently from those components that are further apart. In a conventional listening environment in which the listener typically sits farther away from the loudspeakers (and thus perceives more of the reverberant field), it is possible to equalize using conventional methods. In a desktop listening environment, however, this theory breaks down because the direct field is dominant and the effects of the room are only present at low frequencies.
The number of standing waves per 1/3-octave necessary for a diffuse sound field is high enough only above a certain frequency (called the Schroeder frequency). Below this frequency standing waves can give rise to level variations that can cause frequency components that lie very close to each other to be reproduced at very different levels. This violates the conditions necessary for equalization based on critical band theory and instead necessitates the use of parametric equalizers with filters that can be precisely tuned in center frequency and bandwidth.
One advantage provided by desktop sound systems over their large room counterparts arises from the fact that standing waves are formed very rapidly as compared to the buildup time observed in large rooms. In a large room the equalized steady-state sound combined with non-equalized reflected (transient) sound can give rise to a worse overall sound quality. In the desktop environment the time difference of arrival between the direct and transient sound is so small that equalization of the steady-state sound is perceived as optimal for the combined sound as well.
LISTENER LOCATION CONSIDERATIONS
In large rooms multichannel sound systems are used to convey sound images that are primarily confined to the horizontal plane and are uniformly distributed over the audience crosstalk. These time differences combined with reflection and diffraction effects caused by the head lead to frequency response anomalies that are perceived as a lack of clarity [12] .
This problem can be solved by adding a crosstalk cancellation filter to the signal of each loudspeaker. The idea is to design a filter that generates a signal out of phase and delayed by the amount of time it takes the sound to reach the opposite ear. This signal combines with the in-phase signal from the opposite loudspeaker to create a cancellation of the undesired crosstalk. This method was initially introduced by Schroeder and Atal [13] and later refined by Cooper and Bauck [14] who coined the term "transaural audio." While this solution may be satisfactory for the static case, as soon as the listener moves even slightly, the conditions for cancellation are no longer met and the phantom image moves towards the closest loudspeaker because of the precedence effect. In order, therefore, to achieve the highest possible quality of sound for a non-stationary listener and preserve the spatial information in the original material it is necessary to know the precise location of the listener relative to the loudspeakers. In the section below we describe an experimental system that incorporates a novel listener-tracking method in order to overcome the difficulties associated with two-ear listening, as well as the technological limitations imposed by loudspeaker-based desktop audio systems.
Vision-Based Listener Tracking
Computer vision has historically been considered problematic particularly for tasks that require object recognition. Up to now the complexity of vision-based approaches has prevented them from being incorporated into desktop-based integrated media systems.
Recently, however, the Laboratory of Computational and Biological Vision at USC, has developed a vision architecture that is capable of recognizing the identity, spatial position (pose), facial expression, gesture identification, and movement of a human subject, in real time. This highly versatile architecture integrates a broad variety of visual cues in order to identify the location and orientation of a listener's head within the image.
The first step in determining head position involves finding the listener's silhouette. This is accomplished by first performing motion detection based on difference images under the assumption that the cameras are fixed in space. A conventional stereo algorithm is then used to detect pixel disparity within the regions of the image that are moving. The tracking accuracy of this algorithm is typically higher than traditional stereo algorithms because we confine our search only to those regions that are moving. Once the disparities for changing pixels have been determined, a disparity histogram is used to detect disparity intervals that are characterized by strong image motion. This histogram represents the number of changing pixels as a function of their disparity (Fig. 4a) . A moving person typically gives rise to a local maximum in this representation. We then construct a binary silhouette image by activating the pixels that correspond to a local maximum in the disparity histogram. A silhouette image is thus generated for every section of the image that is moving.
Following the silhouette detection process we use two additional detection processes to find the location of the head within the silhouette. The first uses a look-up table to check for colors corresponding to skin tones and the second identifies regions of the silhouette that are convex (Fig. 4b) . The binary outputs from both detectors are clustered and bounding boxes are computed for each cluster whose size is likely to correspond to the size of the head at the distance where the associated silhouette image was detected. The center of the head position is computed from the center of the bounding box and the disparity associated with the silhouette image based on a simple pinhole camera model. The estimates of discrete head positions are then converted to trajectories.
In order to make this algorithm practical for desktop audio applications, it is necessary to account for periods of time during which the listener's head does not move. The algorithm first performs a thinning that assigns a single representative position estimate to closely-spaced estimates. This representative estimate is then checked to see if it belongs to an existing trajectory. Under the assumption of spatio-temporal continuity, for every position estimate in frame M, the algorithm finds the closest head position determined for the previous frame (M -1) and connects it to the current estimate. If no estimate can be found that is sufficiently close, then it is assumed that a new head appeared in the image.
While there are several alternative methods for tracking humans (e.g., magnetic, ultrasound, infrared, laser), they are typically based on tethered operations or require artificial fiducials to be worn by the user. Furthermore, these methods do not offer any additional functionality to match what can be achieved with vision-based methods (e.g., face and expression recognition, ear classification). In the following section we describe a novel desktop audio system that we have developed that meets all of the design requirements and acoustical considerations described above and incorporates the visionbased tracking algorithm that allows us to modify the reproduced signal in response to listener movements.
DESKTOP AUDIO SYSTEM WITH HEAD TRACKING
Our prototype desktop audio system is based on the MicroTheater™ system developed by TMH Corporation [15] . This is desktop multichannel system that was designed to provide professional sound editors with a monitoring platform that translates the experience of a dubbing stage to the desktop using a combination of acoustic, psychoacoustic, and signal processing methods. The frequency response anomalies that were present due to the local acoustical environment have been eliminated as can be seen in the frequency response plot that is very flat (± 2 dB) from 30 Hz to 20 Khz.
For the head-tracking experiment we used only the two front loudspeakers that are positioned on the sides of a video monitor at a distance of 45 cm from each other and 50 cm from the listener's ears (Fig. 6) . The seating position height is adjusted so that the listener's ears are at the tweeter level of the loudspeakers (117 cm from the floor), which combined with the high-horizontal-directivity design of the loudspeakers minimizes colorations in the sound due to off-axis lobing.
The vision-based tracking algorithm described above has been incorporated using a standard video camera connected to an SGI Indy workstation. This tracking system provides us with the coordinates of the center of the listener's head relative to the loudspeakers and is currently capable of operating at 10 frames/sec with an error of ±1.5 cm. The goal of the experiment was to render a virtual (phantom) sound source in the center of the screen while the head of the listener is moving left or right in the plane parallel to the loudspeaker baffles.
When the listener is located at the exact center position (the sweet spot), sound from each loudspeaker arrives at the corresponding ear at the exact same time (i.e., with zero ipsilateral time delay). At any other position of the listener in this plane, there is a relative time difference of arrival between the sound signals from each loudspeaker (Fig. 6 ). This time difference causes the perceived location of the sound image to shift towards the loudspeaker that is closer to the listener. In order to maintain proper stereophonic perspective, the ipsilateral time delay must be adjusted as the listener moves relative to the loudspeakers.
The head coordinates provided from the tracking algorithm were used to determine the necessary time delay adjustment. This information is processed by a 32-bit DSP processor board (ADSP-2106x SHARC) resident in a pentium-based PC. The required relative time delay between the two channels varies from 0 µs in the center spot to 340 µs in the extreme left or right positions. The DSP board is used to delay the sound from the loudspeaker that is closest to the listener so that sound arrives with the same time difference as if the listener were positioned in the exact center between the loudspeakers. In other words, we have demonstrated stereophonic reproduction with an adaptively-optimized sweet spot. To achieve seamless operation for continuous listener movement, a linear interpolation scheme was used to address the problem of audible clicks that result from instantaneous changes in the digital delay between the two channels.
While the enhanced functionality provided by the head tracking system is promising, there are still several issues that must be addressed. We are currently in the process of identifying the computational bottlenecks of both the tracking and the audio signal processing algorithms and integrating both into a low-cost PC-based platform for real-time operation (30 frames/sec). Furthermore, we are expanding the capability of the current single-camera system to include a second camera in a stereoscopic configuration that will provide depth information and pose estimation for head rotations.
DESKTOP IMMERSIVE AUDIO
Desktop audio systems, such as those associated with multimedia PC's, are increasingly being used for reproduction of program material that makes use of 3-D audio processing. Such processing typically relies on head-related transfer functions that have been averaged over a number of test subjects or measured using a dummy-head ear.
Systems based on such non-individualized HRTF's have been shown to suffer from serious drawbacks that arise from the fact that each listener usually has characteristics that are significantly different from the average ear [16] . Furthermore, in order to map the entire three-dimensional auditory space requires a large number of tedious and timeconsuming measurements. This process must be repeated for every intended listener in order to produce accurate results.
Vision-Based Pinna Classification
The human pinna is a rather sophisticated instrument that has been shown to play a key role in sound localization [17] [18] [19] . The pinna folds act as miniature reflectors that create small time delays which in turn give rise to comb filtering effects in the frequency domain.
These ridges are arranged in such a way as to optimally translate a change in angle of the incident sound into a change in the pattern of reflections. It has been demonstrated [17] that the human ear-brain interface can detect delay differences as short as 7 µs.
Furthermore, as the sound source is moved towards 180° in azimuth (directly behind the listener) the pinna also acts as a low-pass filter, thus providing additional localization cues.
In order to circumvent the inaccuracies in sound localization that arise from variations in the pinna characteristics of different listeners we are developing a method for pinna classification. The novelty of our approach is that is based on visual recognition of pinna physiology and selection of the appropriate set of HRTF filters. We are currently in the process of establishing a database of pinna images and associated measured directional characteristics. A picture of the pinna from every new listener will allow us to select the HRTF from our database that corresponds to the ear whose pinna shape is closest to the new ear.
The basic principles used in this vision-based ear classification scheme rely on the elastic graph matching method that places graph nodes at appropriate fiducial points of the pattern [20] . Selected features from a new pinna shape can then be compared with those in the database to determine the best match. In elastic graph matching, visual features from an image are represented in the form of a vector (jet). Each component of these multidimensional vectors is the result of the convolution of a local grey level value with a
Gabor wavelet of a particular frequency and orientation. Jets are calculated at several different points from a modelgraph that is chosen to represent the object to be classified (Fig. 8) . The modelgraph we designed for the pinna consists of 19 jets, each representing one key geometrical feature on the pinna. We used 5 frequencies and 8 orientations for the Gabor wavelets for a total of 40 components in each jet.
Comparison among jets and graphs is performed through a similarity function that is defined as the normalized dot product of two jets over the entire modelgraph. This gives us a method for comparison that is robust to changes in illumination and contrast. The first step in the procedure we used was to manually place nodes on key features of 13 pinnae to create appropriate modelgraphs (Fig. 7) . These modelgraphs were then used to automatically find the modelgraph of any new pinna.
Initial results have shown successful matching of ears from unknown listeners to those already in our database including two artificial ears from the KEMAR dummy-head system.
We are currently in the process of performing listening tests to determine the improvement in localization that results from the pinna matching. We are also working on an improved version of the matching method that will select transfer function characteristics from several stored pinna to best match the corresponding characteristics of the new pinna. An appropriate set of weighting factors will then be determined to form a synthetic HRTF that closely resembles that of the new listener.
CONCLUSIONS
We have examined the acoustical, psychoacoustical, and signal processing design requirements for implementing desktop audio systems for high fidelity sound reproduction.
We proposed a set of solutions that pertain to the loudspeaker design in order to place the listener in the direct dominant field, adjustments for reflecting and diffracting surfaces in the local acoustical environment, and parametric equalization that is not based on 1/3 octave bands. We also presented a desktop audio system design that incorporates a novel listener-tracking algorithm based on principles of computer vision. This novel system adjusts the output from each loudspeaker in real time based on the location of the listener's head. Finally, we presented a method for pinna classification based on elastic graph matching that can be used to select the appropriate set of head-related transfer function filters by performing a visual match with one of the measured pinnae in our database. We are currently working on implementing a system that incorporates all of these features to render multichannel program material from just two loudspeakers for a moving listener. 
