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We introduce a general method for building neural networks on quantum computers. The quantum
neural network is a variational quantum circuit built in the continuous-variable (CV) architecture,
which encodes quantum information in continuous degrees of freedom such as the amplitudes of the
electromagnetic field. This circuit contains a layered structure of continuously parameterized gates
which is universal for CV quantum computation. Affine transformations and nonlinear activation
functions, two key elements in neural networks, are enacted in the quantum network using Gaussian
and non-Gaussian gates, respectively. The non-Gaussian gates provide both the nonlinearity and the
universality of the model. Due to the structure of the CV model, the CV quantum neural network
can encode highly nonlinear transformations while remaining completely unitary. We show how
a classical network can be embedded into the quantum formalism and propose quantum versions
of various specialized model such as convolutional, recurrent, and residual networks. Finally, we
present numerous modeling experiments built with the Strawberry Fields software library. These
experiments, including a classifier for fraud detection, a network which generates Tetris images,
and a hybrid classical-quantum autoencoder, demonstrate the capability and adaptability of CV
quantum neural networks.
I. INTRODUCTION
After many years of scientific development, quantum
computers are now beginning to move out of the lab and
into the mainstream. Over those years of research, many
powerful algorithms and applications for quantum hard-
ware have been established. In particular, the potential
for quantum computers to enhance machine learning is
truly exciting [1–3]. Sufficiently powerful quantum com-
puters can in principle provide computational speedups
for key machine learning algorithms and subroutines
such as data fitting [4], principal component analysis
[5], Bayesian inference [6, 7], Monte Carlo methods [8],
support vector machines [9, 10], Boltzmann machines
[11, 12], and recommendation systems [13].
On the classical computing side, there has recently
been a renaissance in machine learning techniques based
on neural networks, forming the new field of deep learn-
ing [14–16]. This breakthrough is being fueled by a
number of technical factors, including new software li-
braries [17–21] and powerful special-purpose computa-
tional hardware [22, 23]. Rather than the conventional
bit registers found in digital computing, the fundamen-
tal computational units in deep learning are continu-
ous vectors and tensors which are transformed in high-
dimensional spaces. At the moment, these continuous
computations are still approximated using conventional
digital computers. However, new specialized computa-
tional hardware is currently being engineered which is
fundamentally analog in nature [24–31].
Quantum computation is a paradigm that further-
more includes nonclassical effects such as superposition,
interference, and entanglement, giving it potential ad-
vantages over classical computing models. Together,
these ingredients make quantum computers an intrigu-
ing platform for exploring new types of neural networks,
in particular hybrid classical-quantum schemes [32–39].
Yet the familiar qubit-based quantum computer has the
drawback that it is not wholly continuous, since the
measurement outputs of qubit-based circuits are gen-
erally discrete. Rather, it can be thought of as a type
of digital quantum hardware [40], only partially suited
to continuous-valued problems [41, 42].
The quantum computing architecture which is most
naturally continuous is the continuous-variable (CV)
model. Intuitively, the CV model leverages the wave-
like properties of nature. Quantum information is en-
coded not in qubits, but in the quantum states of fields,
such as the electromagnetic field, making it ideally
suited to photonic hardware. The standard observables
in the CV picture, e.g., position xˆ or momentum pˆ, have
continuous outcomes. Importantly, qubit computations
can be embedded into the quantum field picture [43, 44],
so there is no loss in computational power by taking the
CV approach. Recently, the first steps towards using
the CV model for machine learning have begun to be
explored, showing how several basic machine learning
primitives can be built in the CV setting [45, 46]. As
well, a kernel-based classifier using a CV quantum cir-
cuit was trained in [10]. Beyond these early forays, the
CV model remains largely unexplored territory as a set-
ting for machine learning.
In this work, we show that the CV model gives a na-
tive architecture for building neural network models on
quantum computers. We propose a variational quan-
tum circuit which straightforwardly extends the notion
of a fully connected layer structure from classical neural
networks to the quantum realm. This quantum circuit
contains a continuously parameterized set of operations
which are universal for CV quantum computation. By
stacking multiple building blocks of this type, we can
create multilayer quantum networks which are increas-
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2ingly expressive. Since the network is made from a uni-
versal set of gates, this architecture can also provide a
quantum advantage: for certain problems, a classical
neural network would require exponentially many re-
sources to approximate the quantum network. Further-
more, we show how to embed classical neural networks
into a CV quantum network by restricting to the special
case where the gates and parameters of the network do
not create any superposition or entanglement.
This paper is organized as follows. In Sec. II, we
review the key concepts from deep learning and from
quantum computing which set up the remainder of the
paper. We then introduce our basic continuous-variable
quantum neural network model in Sec. III and explore
it in detail theoretically. In Sec. IV, we validate and
showcase the CV quantum neural network architecture
through several machine learning modeling experiments.
We conclude with some final thoughts in Sec. V.
II. OVERVIEW
In this section, we give a high-level synopsis of
both deep learning and the CV model. To make this
work more accessible to practitioners from diverse back-
grounds, we will defer the more technical points to later
sections. Both deep learning and CV quantum compu-
tation are rich fields; further details can be found in
various review papers and textbooks [14, 16, 40, 47–49].
A. Neural networks and deep learning
The fundamental construct in deep learning is the
feedforward neural network (also known as the multi-
layer perceptron) [16]. Over time, this key element has
been augmented with additional structure – such as con-
volutional feature maps [50], recurrent connections [51],
attention mechanisms [52], or external memory [53] –
for more specialized or advanced use cases. Yet the ba-
sic recipe remains largely the same: a multilayer struc-
ture, where each layer consists of a linear transformation
followed by a nonlinear ‘activation’ function. Mathe-
matically, for an input vector x ∈ Rn, a single layer L
performs the transformation
L(x) = ϕ(Wx+ b), (1)
where W ∈ Rm×n is a matrix, b ∈ Rm is a vector, and ϕ
is the nonlinear function. The objects W and b – called
the weight matrix and the bias vector, respectively – are
made up of free parameters θW and θb. Typically, the
activation function ϕ contains no free parameters and
acts element-wise on its inputs.
The ‘deep’ in deep learning comes from stacking mul-
tiple layers of this type together, so that the output of
one layer is used as an input for the next. In general,
each layer Li will have its own independent weight and
bias parameters. Summarizing all model parameters by
the parameter set θ, an N -layer neural network model
is given by
y = fθ(x) = LN ◦ · · · ◦ L1(x), (2)
and maps an input x to a final output y.
Building machine learning models with multilayer
neural networks is well-motivated because of various
universality theorems [54–56]. These theorems guaran-
tee that, provided enough free parameters, feedforward
neural networks can approximate any continuous func-
tion on a closed and bounded subset of Rn to an arbi-
trary degree of accuracy. While the original theorems
showed that two layers were sufficient for universal func-
tion approximation, deeper networks can be more pow-
erful and more efficient than shallower networks with
the same number of parameters [57–59].
The universality theorems prove the power of the
neural network model for approximating functions, but
those theorems do not say anything about how to actu-
ally find this approximation. Typically, the function to
be fitted is not explicitly known, but rather its input-
output relation is to be inferred from data. How can we
adjust the network parameters so that it fits the given
data? For this task, the workhorse is the stochastic gra-
dient descent algorithm [60], which fits a neural network
model to data by estimating derivatives of the model’s
parameters – the weights and biases – and using gradi-
ent descent to minimize some relevant objective func-
tion. Combined with a sufficiently large dataset, neural
networks trained via stochastic gradient descent have
shown remarkable performance for a variety of tasks
across many application areas [14, 16].
B. Quantum computing and the CV model
The quantum analogue of the classical bit is the qubit.
The quantum states of a many-qubit system are nor-
malized vectors in a complex Hilbert space. Various at-
tempts have been made over the years to encode neural
networks and neural-network-like structures into qubit
systems, with varying degrees of success [61]. One
can roughly distinguish two strategies. There are ap-
proaches that encode inputs into the amplitude vector
of a multiqubit state and interpret unitary transforma-
tions as neural network layers. These models require
indirect techniques to introduce the crucial nonlinearity
of the activation function, which often lead to a non-
negligible probability for the algorithm to fail [62–64].
Other approaches, which encode each input bit into a
separate qubit [65, 66], have an overhead stemming from
the need to binarize the continuous values. Further-
more, the typical neural network structure of matrix
multiplication and nonlinear activations becomes cum-
bersome to translate into a quantum algorithm, and the
advantages of doing so are not always apparent. Due to
these constraints, qubit architectures are arguably not
the most flexible quantum frameworks for encoding neu-
3ral networks, which have continuous real-valued inputs
and outputs.
Fortunately, qubits are not the sole medium avail-
able for quantum information processing. An alternate
quantum computing architecture, the CV model [67], is
a much better fit with the continuous picture of compu-
tation underlying neural networks. The CV formalism
has a long history, and can be physically realized us-
ing optical systems [68, 69], in the microwave regime
[70–72], and using ion traps [73–75]. In the CV model,
information is carried in the quantum states of bosonic
modes, often called qumodes, which form the ‘wires’ of
a quantum circuit. Continuous-variable quantum infor-
mation can be encoded using two related pictures: the
wavefunction representation [76, 77] and the phase space
formulation of quantum mechanics [78–81]. In the for-
mer, we specify a single continuous variable, say x, and
represent the state of the qumode through a complex-
valued function of this variable called the wavefunction
ψ(x). Concretely, we can interpret x as a position coor-
dinate, and |ψ(x)|2 as the probability density of a parti-
cle being located at x. From elementary quantum the-
ory, we can also use a wavefunction based on a conjugate
momentum variable, φ(p). Instead of position and mo-
mentum, x and p can equivalently be pictured as the
real and imaginary parts of a quantum field, such as
light.
In the phase space picture, we treat the conjugate
variables x and p on equal footing, giving a connection
to classical Hamiltonian mechanics. Thus, the state of
a single qumode is encoded with two real-valued vari-
ables (x, p) ∈ R2. For N -qumodes, the phase space em-
ploys 2N real variables (x,p) ∈ R2N . Qumode states
are represented as real-valued functions F (x,p) in phase
space called quasiprobability distributions. ‘Quasi’ refers
to the fact that these functions share some, but not
all, properties with classical probability distributions.
Specifically, quasiprobability functions can be negative.
While normalization forces qubit systems to have a uni-
tary geometry, normalization gives a much looser con-
straint in the CV picture, namely that the function
F (x,p) has unit integral over the phase space. Qumode
states also have a representation as vectors or density
matrices in the countably infinite Hilbert space spanned
by the Fock states {|n〉}∞n=0, which are the eigenstates of
the photon number operator nˆ. These basis states rep-
resent the particle-like nature of qumode systems, with
n denoting the number of particles. This is analogous to
how square-integrable functions can be expanded using
a countable basis set like sines or cosines.
The phase space and Hilbert space formulations give
equivalent predictions. Thus, CV quantum systems can
be explored from both a wave-like and a particle-like
perspective. We will mainly concentrate on the former.
Gaussian operations
There is a key distinction in the CV model between
the quantum gates which are Gaussian and those which
are not. In many ways, the Gaussian gates are the
“easy” operations for a CV quantum computer. The
simplest single-mode Gaussian gates are rotation R(φ),
displacement D(α), and squeezing S(r). The basic
two-mode Gaussian gate is the (phaseless) beamsplitter
BS(θ), which can be understood as a rotation between
two qumodes. More explicitly, these Gaussian gates pro-
duce the following transformations on phase space:
R(φ) :
[
x
p
]
7→
[
cosφ sinφ
− sinφ cosφ
] [
x
p
]
, (3)
D(α) :
[
x
p
]
7→
[
x+ Re(α)
p+ Im(α)
]
, (4)
S(r) :
[
x
p
]
7→
[
e−r 0
0 er
] [
x
p
]
, (5)
BS(θ) :
x1x2p1
p2
 7→
cos θ − sin θ 0 0sin θ cos θ 0 00 0 cos θ − sin θ
0 0 sin θ cos θ

x1x2p1
p2
 .
(6)
The ranges for the parameter values are φ, θ ∈ [0, 2pi],
α ∈ C ∼= R2, and r ∈ R.
Notice that most of these Gaussian operations have
names suggestive of a linear character. Indeed, there is
a natural correspondence between Gaussian operations
and affine transformations on phase space. For a system
of N modes, the most general Gaussian transformation
has the effect [
x
p
]
7→M
[
x
p
]
+
[
αr
αi
]
, (7)
where M is a real-valued symplectic matrix and α ∈
CN ∼= R2N is a complex vector with real/imaginary
parts αr/αi. This native affine structure will be our
key for building quantum neural networks.
A matrix M is symplectic if it satisfies the relation
MTΩM = Ω where
Ω =
[
0 1
−1 0
]
(8)
is the 2N × 2N symplectic form. A generic symplec-
tic matrix M can be split into a type of singular-value
decomposition – known as the Euler or Bloch-Messiah
decomposition [48, 49] – of the form
M = K2
[
Σ 0
0 Σ−1
]
K1, (9)
where Σ = diag(c1, . . . , cN ) with ci > 0, and K1 and
K2 are real-valued matrices which are symplectic and
orthogonal. A matrix K with these two properties must
have the form
K =
[
C D
−D C
]
, (10)
4with
CDT −DCT = 0 (11)
CCT +DDT = 1. (12)
We will also need later the fact that if C is an arbitrary
orthogonal matrix, then C ⊕ C is both orthogonal and
symplectic. Importantly, the intersection of the sym-
plectic and orthogonal groups on 2N dimensions is iso-
morphic to the unitary group on N dimensions. This
isomorphism allows us to perform the transformations
Ki via the unitary action of passive linear optical inter-
ferometers.
Every Gaussian transformation on N modes (Eq. (7))
can be decomposed into a CV circuit containing only the
basic gates mentioned above. Looking back to Eqs. (3)-
(6), we can recognize that interferometers made up of
R and BS gates are sufficient to generate the orthogo-
nal transformations K1, K2, while S gates are sufficient
to give the scaling transformation Σ ⊕ Σ−1. Finally,
displacement gates complete the full affine transforma-
tion. Alternatively, we could have defined the Gaussian
transformations as those quantum circuits which con-
tain only the gates given above. The Gaussian trans-
formations are so-named because they map the set of
Gaussian distributions in phase space to itself.
Universality in the CV model
Similar to neural networks, quantum computing
comes with its own inherent notions of ‘universality.’
To define universality in the CV model, we need to first
introduce operator versions of the phase space variables,
namely xˆ and pˆ. The xˆ operator has a spectrum con-
sisting of the entire real line:
xˆ =
∫ ∞
−∞
x|x〉〈x|dx, (13)
where the vectors |x〉 are orthogonal, 〈x|x′〉 = δ(x−x′).
This operator is not trace-class, and the vectors |x〉 are
not normalizable. In the phase space representation,
the eigenstates |x′〉 correspond to ellipses centered at
x = x′ which are infinitely squeezed, i.e., infinitesimal
along the x-axis and correspondingly infinite in extent
on the p-axis. The conjugate operator pˆ has a similar
structure:
pˆ =
∫ ∞
−∞
p|p〉〈p|dp, (14)
where 〈p|p′〉 = δ(p−p′) and 〈p|x〉 ∼ e−ipx. Each qumode
of a CV quantum computer is associated with a pair of
operators (xˆi, pˆi). For multiple modes, we combine the
associated operators together into vectors (xˆ, pˆ).
These operators have the commutator [xˆj , pˆk] = iΩjk,
which leads to the famous uncertainty relation for simul-
taneous measurements of xˆ and pˆ. Connecting to Eq.
(3), we can associate pˆ with a rotation of the operator
Classical CV quantum computing
feedforward neural network CV variational circuit
weight matrix W symplectic matrix M
bias vector b displacement vector α
affine transformations Gaussian gates
nonlinear function non-Gaussian gate
weight/bias parameters gate parameters
variable x operator xˆ
derivative ∂
∂x
conjugate operator pˆ
no classical analogue superposition
no classical analogue entanglement
TABLE I. Conceptual correspondences between classical
neural networks and CV quantum computing. Some con-
cepts from the quantum side have no classical analogue.
xˆ; more concretely, pˆ is the Fourier transform of xˆ. In-
deed, we can transform between xˆ and pˆ with the special
rotation gate F := R(pi2 ). Using a functional represen-
tation, the xˆ operator has the effect of multiplication
xˆψ(x) = xψ(x). In this same representation, pˆ is pro-
portional to the derivative operator, pˆψ(x) = −i ∂∂xψ(x),
as expected from the theory of Fourier transforms.
Universality of the CV model is defined as the ability
to approximate arbitrary transformations of the form
UH = exp(−itH), (15)
where the generator H = H(xˆ, pˆ) is a polynomial func-
tion of (xˆ, pˆ) with arbitrary but fixed degree [67]. Cru-
cially, such transformations are unitary in the Hilbert
space picture, but can have complex nonlinear effects
in the phase space picture, a fact that we later make
use of for designing quantum neural networks. A set
of gates is universal if it can be used to build any UH
through a polynomial-depth quantum circuit. In fact, a
universal gate set for CV quantum computing consists
of the following ingredients: all the Gaussian transfor-
mations from Eq. (3)-(6), combined with any single
non-Gaussian transformation, which corresponds to a
nonlinear function on the phase space variables (x,p).
This is analogous to classical neural networks, where
affine transformations combined with a single class of
nonlinearity are sufficient to universally approximate
functions. Commonly encountered non-Gaussian gates
are the cubic phase gate V (γ) = exp(iγ3 xˆ
3) and the Kerr
gate K(κ) = exp(iκnˆ2).
III. CONTINUOUS-VARIABLE QUANTUM
NEURAL NETWORKS
In this section, we present a scheme for quantum neu-
ral networks using the CV framework. It is inspired
from two sides. First, from the structure of classical
neural networks, which are universal function approxi-
mators and have demonstrated impressive performance
on many practical problems. Second, from variational
5U1(θ1,φ1)
S(r1)
U2(θ2,φ2)
D(α1) Φ(λ1)
S(r2) D(α2) Φ(λ2)
...
...
...
S(rN ) D(αN ) Φ(λN )︸ ︷︷ ︸
Layer L
FIG. 1. The circuit structure for a single layer of a CV quan-
tum neural network: an interferometer, local squeeze gates,
a second interferometer, local displacements, and finally lo-
cal non-Gaussian gates. The first four components carry
out an affine transformation, followed by a final nonlinear
transformation.
quantum circuits, which have recently become the pre-
dominant way of thinking about algorithms on near-
term quantum devices [10, 34, 35, 37, 82–86]. The main
idea is the following: the fully connected neural network
architecture provides a powerful and intuitive ansatz for
designing variational circuits in the CV model.
We will first introduce the most general form of the
quantum neural network, which is the analogue of a
classical fully connected network. We then show how
a classical neural network can be embedded into the
quantum formalism as a special case (where no super-
position or entanglement is created), and discuss the
universality and computational complexity of the fully
quantum network. As modern deep learning has moved
beyond the basic feedforward architecture, considering
ever more specialized models, we will also discuss how
to extend or specialize the quantum neural network to
various other cases, specifically recurrent, convolutional,
and residual networks. In Table I, we give a high-level
matching between neural network concepts and their
CV analogues.
A. Fully connected quantum layers
A general CV quantum neural network is built up as
a sequence of layers, with each layer containing every
gate from the universal gate set. Specifically, a layer L
consists of the successive gate sequence shown in Fig. 1:
L := Φ ◦ D ◦ U2 ◦ S ◦ U1, (16)
where Ui = Ui(θ,φ) are general N -port linear opti-
cal interferometers containing beamsplitter and rotation
gates, D = ⊗Ni=1D(αi) and S = ⊗Ni=1S(ri) are collec-
tive displacement and squeezing operators (acting inde-
pendently on each mode) and Φ = Φ(λ) is some non-
Gaussian gate, e.g., a cubic phase or Kerr gate. The
collective gate variables (θ,φ, r,α,λ) form the free pa-
rameters of the network, where λ can be optionally kept
fixed.
L1 L2 L3
L4
L5 L6
FIG. 2. An example multilayer continuous-variable quan-
tum neural network. In this example, the later layers are
progressively decreased in size. Qumodes can be removed
either by explicitly measuring them or by tracing them out.
The network input can be classical, e.g., by displacing each
qumode according to data, or quantum. The network output
is retrieved via measurements on the final qumode(s).
The sequence of Gaussian transformations D ◦ U2 ◦
S ◦ U1 is sufficient to parameterize every possible uni-
tary affine transformation on N qumodes. In the phase
space picture, this corresponds to the transformation of
Eq. (7). This sequence thus has the role of a ‘fully con-
nected’ matrix transformation. Interestingly, adding a
nonlinearity uses the same component that adds univer-
sality: a non-Gaussian gate Φ. Using z = (x,p), we can
write the combined transformation in a form reminis-
cent of Eq. (1), namely
L(z) = Φ(Mz+α). (17)
Thanks to the CV encoding, we get a nonlinear func-
tional transformation while still keeping the quantum
circuit unitary.
Similar to the classical setup, we can stack multiple
layers of this type end-to-end to form a deeper network
(Fig. 2). The quantum state output from one layer is
used as the input for the next. Different layers can be
made to have different widths by adding or removing
qumodes between layers. Removal can be accomplished
by measuring or tracing out the extra qumodes. In fact,
conditioning on measurements of the removed qumodes
is another method for performing non-Gaussian trans-
formations [68]. This architecture can also accept clas-
sical inputs. We can do this by fixing some of the gate
arguments to be set by classical data rather than free pa-
rameters, for example by applying a displacement D(x)
to the vacuum state to prepare the state D(x)|0〉. This
scheme can be thought of as an embedding of classical
data into a quantum feature space [10]. The output
of the network can be obtained by performing measure-
ments and/or computing expectation values. The choice
of measurement operators is flexible; different choices
(homodyne, heterodyne, photon-counting, etc.) may be
better suited for different situations.
6B. Embedding classical neural networks
The above scheme for a CV quantum neural network
is quite flexible and general. In fact, it includes classical
neural networks as a special case, where we don’t create
any superposition or entanglement. We now present a
mathematical recipe for embedding a classical neural
network into the quantum CV formalism. We give the
recipe for a single feedforward layer; multilayer networks
follow straightforwardly. Throughout this part, we will
represent N -dimensional real-valued vectors x using N -
mode quantum optical states built from the eigenstates
|xi〉 of the operators xˆi:
x↔ |x〉 := |x1〉 ⊗ · · · ⊗ |xN 〉. (18)
For the first layer in a network, we create the input x
by applying the displacement operator D(x) to the state
|x = 0〉. Subsequent layers will use the output of the
previous layer as input. To read out the output from
the final layer, we can use ideal homodyne detection in
each qumode, which projects onto the states |xi〉 [49].
We would like to enact a fully connected layer (Eq.
(1)) completely within this encoding, i.e.,
|x〉 7→ |ϕ(Wx+ b)〉. (19)
This transformation will take place entirely within the
x coordinates; we will not use the momentum variables.
We thus want to restrict our quantum network to never
mix between xˆ and pˆ. To proceed, we will break the
overall computation into separate pieces. Specifically,
we split up the weight matrix using a singular value de-
composition, W = O2ΣO1, where the Ok are orthogonal
matrices and Σ is a positive diagonal matrix. For sim-
plicity, we assume that W is full rank. Rank-deficient
matrices form a measure-zero subset in the space of
weight matrices, which we can approximate arbitrarily
closely with full-rank matrices.
Multiplication by an orthogonal matrix. The first
step in Eq. (16) is to apply an interferometer U1, which
corresponds to the rightmost orthogonal matrix K1 in
Eq. (9). In order not to mix xˆ and pˆ, we must restrict
to block-diagonal K1. With respect to Eqs. (10)-(12),
this means that C is an orthogonal matrix and D = 0.
This choice corresponds to an interferometer which only
contains phaseless beamsplitters. With this restriction,
we have
U1|x〉 = U1
[
N⊗
i=1
|xi〉
]
=
N⊗
i=1
∣∣∣∣∣
N∑
j=1
Cijxj
〉
= |Cx〉. (20)
The full derivation of this expression can be found in
Appendix A. Thus, the phaseless linear interferometer
U1 is equivalent to multiplying the encoded data by an
orthogonal matrix C. To connect to the weight matrix
W = O1ΣO2, we choose the interferometer which has
C = O1. A similar result holds for the other interfer-
ometer U2.
Multiplication by a diagonal matrix. For our next el-
ement, consider the squeezing gate. The effect of squeez-
ing on the xˆi eigenstates is [87]
S(ri)|xi〉 = √ci|cixi〉, (21)
where ci = e
−ri . An arbitrary positive scaling ci can
thus be achieved by taking ri = log(ci). Note that
squeezing leads to compression (positive ri, ci ≤ 1),
while antisqueezing gives expansion (negative ri, ci ≥
1), matching with Eq. (5). A collection of local squeez-
ing transformations thus corresponds to an elementwise
scaling of the encoded vector,
S(r)|x〉 = e− 12
∑
i ri |Σx〉, (22)
where Σ := diag({ci}) > 0. We note that since the
|xi〉 eigenstates are not normalizable, the prefactor has
limited formal consequence.
Addition of bias. Finally, it is well-known that the
displacement operator acting locally on quadrature
eigenstates has the effect
D(αi)|xi〉 = |xi + αi〉, (23)
for αi ∈ R, which collectively gives
D(α)|x〉 = |x+α〉. (24)
Thus, to achieve a bias translation of d, we can simply
displace by α = d.
Affine transformation. Putting these ingredients to-
gether, we have
D ◦ U2 ◦ S ◦ U1|x〉 ∝ |O2ΣO1x+ d〉
= |Wx+ d〉, (25)
where we have omitted the parameters for clarity.
Hence, using only Gaussian operations which do not mix
x and p, we can effectively perform arbitrary full-rank
affine transformations amongst the vectors |x〉.
Nonlinear function. To complete the picture, we
need to find a non-Gaussian transformation Φ which
has the following effect
Φ|x〉 = |ϕ(x)〉, (26)
where ϕ : R→ R is some nonlinear function. We will re-
strict to an element-wise function, i.e., Φ acts locally on
each mode, similar to the activation function of a clas-
sical neural network. For simplicity, we will consider ϕ
to be a polynomial of fixed degree. By allowing the de-
gree of ϕ to be arbitrarily high, we can approximate any
function which has convergent Taylor series. The most
general form of a quantum channel consists of appending
an ancilla system, performing a unitary transformation
on the combined system, and tracing out the ancilla.
7For qumode i, we will append an ancilla i′ in the x = 0
eigenstate, i.e.,
|x〉i 7→ |x〉i|0〉i′ , (27)
where, for clarity, we have made the temporary nota-
tional change |xi〉 ↔ |x〉i.
Consider now the unitary Vϕ := exp (iϕ(xˆi)⊗ pˆi′),
where ϕ(xˆi) is understood as a Taylor series using pow-
ers of xˆi. Applying this to the above two-mode system,
we get
exp (−iϕ(xˆi)⊗ pˆi′)|x〉i|0〉i′ = exp (−iϕ(xi)pˆi′)|x〉i|0〉i′
=Di′(ϕ(xi))|x〉i|0〉i′
=|x〉i|ϕ(x)〉i′ , (28)
where we have recognized that pˆ is the generator of dis-
placements in x. We can now swap modes i and i′ (using
a perfectly reflective beamsplitter) and trace out the an-
cilla. The combined action of these operations leads to
the overall transformation
|xi〉 7→ |ϕ(xi)〉. (29)
Alternatively, we are free to keep the system in the form
|xi〉|ϕ(xi)〉; this can be useful for creating residual quan-
tum neural networks.
Together, the above sequence of Gaussian operations,
followed by a non-Gaussian operation, lead to the de-
sired transformation |x〉 7→ |ϕ(Wx + b)〉, which is the
same as a single-layer classical neural network. We
remark finally that the states |x〉 were used in order
to provide a convenient mathematical embedding; in a
practical CV device, we would need to approximate the
states |x〉 via finitely squeezed states. In practice, the
general quantum neural network framework does not re-
quire any particular choice of basis or encoding. Because
of this additional flexibility, the full quantum network
has larger representational capacity than a conventional
neural network and cannot be efficiently simulated by
classical models, as we now discuss.
C. The power of CV neural networks
None of the transformations considered in the pre-
vious section ever generate superpositions or entangle-
ment. A distinguishing feature of quantum physics is
that we can act not only on some fixed basis states, e.g.,
the states |x〉, but also on superpositions – that is, linear
combinations – of those basis states, |ψ〉 = ∫ ψ(x)|x〉dx,
where ψ(x) is a multimode wavefunction. The general
CV neural network provides greater freedom in the al-
lowed operations by leveraging the power of universal
quantum computation. Indeed, the quantum gates in a
single layer form a universal gate set, which implies that
a CV quantum neural network shares all the capabilities
of a universal CV quantum computer.
To see this, consider an arbitrary quantum computa-
tion and its decomposition in terms of a circuit consist-
ing of a sequence of gates from universal gate set. We
assign a quantum neural network to this circuit by re-
placing each gate in the circuit by a single layer. Since
each layer contains all gates from the universal set, it can
reproduce the action of the single selected gate by set-
ting the parameters of all other gates to zero. Therefore
the full network can also replicate the complete quan-
tum circuit.
Since CV quantum neural networks are capable of
universal CV quantum computation, in general we do
not expect that they can be efficiently simulated on a
classical computer. This statement can be put on firmer
ground by considering a simple modification to the clas-
sical neural network embedding from Sec. III B. Specif-
ically, we carry out a Fourier transform on all modes
at the beginning and end of the network. The result is
that input states |x〉 are replaced by momentum eigen-
states |p〉 and the position homodyne measurements are
replaced with momentum homodyne measurements. A
momentum eigenstate is an equal superposition over all
position eigenstates and thus this circuit can be inter-
preted as acting on an equal superposition of all classical
inputs.
The resulting circuits, consisting of input momentum
eigenstates, a unitary transformation that is diagonal
in the position basis, and momentum homodyne mea-
surements, are known as continuous-variable instanta-
neous quantum polynomial (CV-IQP) circuits. It was
proven in Ref. [88] that efficient exact classical sim-
ulation of CV-IQP circuits would imply a collapse of
the polynomial hierarchy to third level. This result was
extended in Ref. [89] to the case of approximate classi-
cal simulation, under the validity of a plausible conjec-
ture concerning the computational complexity of eval-
uating high-dimensional integrals. Thus, even a simple
modification of the classical embedding presented above
gives quantum neural networks the ability to perform
tasks that would require exponentially many resources
to replicate on classical devices.
D. Beyond the fully connected architecture
Modern deep learning techniques have expanded be-
yond the basic fully connected architecture. Powerful
deep learning software packages [17–21] have allowed re-
searchers to explore more specialized networks or com-
plicated architectures. For the quantum case, we should
also not feel restricted to the basic network structure
presented above. Indeed, the CV model gives us flex-
ibility to encode problems in a variety of representa-
tions. For example, we can use the phase space picture,
the wavefunction picture, the Hilbert space picture, or
some hybrid of these. We can also encode information in
coherent states, squeezed states, Fock states, or super-
positions of these states. Furthermore, by choosing the
gates and parameters to have particular structure, we
can specialize our network ansatz to more closely match
a particular class of problems. This can often lead to
more efficient use of parameters and better overall mod-
8FIG. 3. Quantum adaptations of the convolutional layer, recurrent layer, and residual layer. The convolutional layer is
enacted using a Gaussian unitary with translationally invariant Hamiltonian, resulting in a corresponding symplectic matrix
that has a block Toeplitz structure. The recurrent layer combines an internal signal from previous layers with an external
source, while the residual layer combines its input and output signals using a controlled-X gate.
els. In the rest of this section, we will highlight potential
quantum versions of various special neural network ar-
chitectures; see Fig. 3 for a visualization.
Convolutional network. A common architecture in
classical neural networks is the convolutional network,
or convnet [50]. Convnets are particularly well-suited
for computer vision and image recognition problems be-
cause they reflect a simple yet powerful observation:
since the task of detecting an object is largely inde-
pendent of where the object appears in an image, the
network should be equivariant to translations [16]. Con-
sequently, the linear transformation W in a convnet is
not fully connected; rather, it is a specialized sparse lin-
ear transformation, namely a convolution. In particular,
for one-dimensional convolutions, the matrix W has a
Toeplitz structure, with entries repeated along each di-
agonal. This is similar to the well-known principle in
physics that symmetries in a physical system can lead
to simplifications of our physical model for that system
(e.g., Bloch’s Theorem [90] or Noether’s Theorem [91]).
We can directly enforce translation symmetry on a
quantum neural network model by making each layer
in the quantum circuit translationally invariant. Con-
cretely, consider the generator H = H(xˆ, pˆ) of a Gaus-
sian unitary, U = exp(−itH). Suppose that this gener-
ator is translationally invariant, i.e., H does not change
if we map (xˆi, pˆi) to (xˆi+1, pˆi+1). Then the symplectic
matrix M that results from this Gaussian unitary will
have the form
M =
[
Mxx Mxp
Mpx Mpp
]
, (30)
where each Muv is itself a Toeplitz matrix, i.e., a one-
dimensional convolution (see Appendix B). The matrix
M can be seen as a special kind of convolution that re-
spects the uncertainty principle: performing a convolu-
tion on the x coordinates naturally leads to a conjugate
convolution involving p. The connection between trans-
lationally invariant Hamiltonians and convolutional net-
works was also noted in [59].
Recurrent network. This is a special-purpose neural
network which is used widely for problems involving se-
quences [92], e.g., time series or natural language. A
recurrent network can be pictured as a model which
takes two inputs for every time step t. One of these
inputs, x(t), is external, coming from a data source or
another model. The other input is an internal state h(t),
which comes from the same network, but at a previ-
ous time-step (hence the name recurrent). These inputs
are processed through a neural network fθ(x
(t),h(t)),
and an output y(t) is (optionally) returned. Similar
to a convolutional network, the recurrent architecture
encodes translation symmetry into the weights of the
model. However, instead of spatial translation symme-
try, recurrent models have time translation symmetry.
In terms of the network architecture, this means that the
model reuses the same weights matrix W and bias vec-
tor b in every layer. In general, W or b are unrestricted,
though more specialized architectures could also further
restrict these.
This architecture generalizes straightforwardly to
quantum neural networks, with the inputs, outputs,
and internal states employing any of the data-encoding
schemes discussed earlier. It is particularly well-suited
to an optical implementation, since we can connect the
output modes of a quantum circuit back to the input us-
ing optical fibres. This allows the same quantum optical
circuit to be reused several times for the same model.
We can reserve a subset of the modes for the data input
and output channels, with the remainder used to carry
forward the internal state of the network between time
steps.
Residual network. The residual network [93], or
resnet, is a more recent innovation than the convolu-
tional and recurrent networks. While these other mod-
els are special cases of feedforward networks, the resnet
uses a modified network topology. Specifically, ‘short-
cut connections,’ which perform a simple identity trans-
formation, are introduced between layers. Using these
shortcuts, the output of a layer can be added to its
input. If a layer by itself would perform the transfor-
mation F , then the corresponding residual network per-
forms the transformation
x 7→ x+ F(x). (31)
To perform residual-type computation in a quantum
neural network, we look back to Eq. (28), where a two-
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FIG. 4. Machine learning problems and architectures explored in this work: A. curve fitting of functions f(x) is achieved
through a multilayer network, with x encoded through a position displacement on the vacuum and f(x) through a position
homodyne measurement at output; B. credit card fraud detection using a hybrid classical-quantum classifier, with the classical
network controlling the parameters of an input layer; C. image generation of the Tetris dataset from input displacements to
the vacuum, with output image encoded in photon number measurements at the output mode; D. hybrid classical-quantum
autoencoder for finding a continuous phase-space encoding for the first three Fock states.
mode unitary was given which carries out the transfor-
mation
|x〉|0〉 7→ |x〉|ϕ(x)〉, (32)
where ϕ is some desired non-Gaussian function. To com-
plete the residual computation, we need to sum these
two values together. This can be accomplished using
the controlled-X (or SUM) gate CX [43], which can
be carried out with purely Gaussian operations, namely
squeezing and beamsplitters [94]. Adding a CX gate
after the transformation in Eq. (32), we obtain
|x〉|0〉 7→ |x〉|x+ ϕ(x)〉, (33)
which is a residual transformation. This residual trans-
formation can also be carried out on arbitrary wavefunc-
tions ψ(x) in superposition, giving the general mapping∫
ψ(x)|x〉dx 7→
∫
ψ(x)|x〉|x+ ϕ(x)〉dx. (34)
IV. NUMERICAL EXPERIMENTS
We showcase the power and versatility of CV quan-
tum neural networks by employing them in a range of
machine learning tasks. The networks are numerically
simulated using the Strawberry Fields software platform
[95] and the Quantum Machine Learning Toolbox app
which is built on top of it. We use both automatic differ-
entiation with respect to the quantum gate parameters,
which is built into Strawberry Fields’ TensorFlow [20]
quantum circuit simulator, as well as numerical algo-
rithms to train these networks. Automatic differentia-
tion techniques allow for a direct use of established op-
timization algorithms based on stochastic gradient de-
scent. On the other hand, numerical techniques such as
the finite-difference method or Nelder-Mead will allow
training of hardware-based implementations of quantum
neural networks.
We study several tasks in both supervised and un-
supervised settings, with varying degrees of hybridiza-
tion between quantum and classical neural networks.
Some cases employ both classical and quantum networks
whereas others are fully quantum. The architectures
used are illustrated in Fig. 4. Unless otherwise stated,
we employ the Adam optimizer [96] to train the net-
works and we choose the Kerr gate K(κ) = exp(iκnˆ2)
as the non-Gaussian gate in the quantum networks. Our
results highlight the wide range of potential applications
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FIG. 5. Experiment A. Curve fitting with continuous-variable quantum neural networks. The networks consist of six layers
and were trained for 2000 steps with a Hilbert-space cutoff dimension of 10. As examples, we consider noisy versions of the
functions sin(pix), x3, and sinc(pix), displayed respectively from left to right. We set a standard deviation of  = 0.1 for the
noise. The training data is shown as red circles. The outputs of the quantum neural network for the test inputs are shown
as blue crosses. The outputs of the circuit very closely resemble the noiseless ground truth curves, shown in green.
of CV quantum neural networks, which will be further
enhanced when deployed on dedicated hardware which
exceeds the current limitations imposed by classical sim-
ulations.
A. Training quantum neural networks
A prototypical problem in machine learning is curve
fitting: learning a given relationship between inputs and
outputs. We will use this simple setting to analyze the
behaviour of CV quantum neural networks with respect
to different choices for the model architecture, cost func-
tion, and optimization algorithm. We consider the sim-
ple case of training a quantum neural network to repro-
duce the action of a function f(x) on one-dimensional
inputs x, when given a training set of noisy data. This
is summarized in Fig. 4(a). We encode the classical in-
puts as position-displaced vacuum states D(x)|0〉, where
D(x) is the displacement operator and |0〉 is the single-
mode vacuum. Let |ψx〉 be the output state of the cir-
cuit given input D(x)|0〉. The goal is to train the net-
work to produce output states whose expectation value
for the quadrature operator xˆ is equal to f(x), i.e., to
satisfy the relation 〈ψx|xˆ|ψx〉 = f(x) for all x.
To train the circuits, we use a supervised learning
setting where the training and test data are tuples
(xi, f(xi)) for values of xi chosen uniformly at random
in some interval. We define the loss function as the
mean square error (MSE) between the circuit outputs
and the desired function values
L =
1
N
N∑
i=1
[f(xi)− 〈ψxi |yˆ|ψxi〉]2. (35)
To test this approach in the presence of noise in the data,
we consider functions of the form f˜(x) = f(x) + ∆f
where ∆f is drawn from a normal distribution with zero
mean and standard deviation . The results of curve
fitting on three noisy functions are illustrated in Fig. 5.
Avoiding overfitting. Ideally, the circuits will pro-
duce outputs that are smooth and do not overfit the
noise in the data. CV quantum neural networks are in-
herently adept at achieving smoothness because quan-
tum states that are close to each other cannot differ
significantly in their expectation value with respect to
observables. Quantitatively, Ho¨lder’s inequality states
that for any two states ρ and σ it holds that
|Tr[(ρ− σ)X]| ≤ ‖ρ− σ‖1‖X‖∞ (36)
for any operator X. This smoothness property of quan-
tum neural networks is clearly seen in Fig. 5, where
the input/output relationship of quantum circuits gives
rise to smooth functions that are largely immune to the
presence of noise, while still being able to generalize
from training to test data. We found that no regular-
ization mechanism was needed to prevent overfitting of
the problems explored here.
Improvement with depth. The circuit architecture is
defined by the number of layers, i.e., the circuit depth.
Fig. 6 (top) studies the effect of the number of layers on
the final value of the MSE. A clear improvement for the
curve fitting task is seen for up to six layers, at which
point the improvements saturate. The MSE approaches
the square of the standard deviation of the noise, 2 =
0.01, as expected when the circuit is in fact reproducing
the input-output relationship of the noiseless curve.
Quantum device imperfections. We also study the
effect of imperfections in the circuit, which for photonic
quantum computers is dominated by photon loss. We
model this using a lossy bosonic channel, with a loss pa-
rameter η. Here η = 0% stands for perfect transmission
(no photon loss). The lossy channel acts at the end of
each individual layer, ensuring that the effect of photon
loss increases with circuit depth. For example, a circuit
with six layers and loss coefficient η = 10% experiences
a total loss of 46.9%. The effect of loss is illustrated in
Fig. 6 (bottom) where we plot the MSE as a function of
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FIG. 6. MSE as a function of the number of layers and as a
function of photon loss. The plots correspond to the task of
fitting the function sin(pix) in the interval x ∈ [−1, 1]. (Top)
Increasing the number of layers is helpful until a saturation
point is reached with six layers, after which little improve-
ment is observed. (Bottom) The networks can be resilient
to imperfections, as seen by the fact that only a slight de-
viation in the mean square error appears for losses of 10%
in each layer. The fits with a photon loss coefficient of 10%
and 30% are shown in the inset.
η. The quality of the fit exhibits resilience to this imper-
fection, indicating that the circuit learns to compensate
for the effect of losses.
Optimization methods. We also analyze different op-
timization algorithms for the sine curve-fitting prob-
lem. Fig. 7 compares three numerical methods and two
methods based on automatic differentiation. Numeri-
cal SGD approximates the gradients with a finite dif-
ferences estimate. Nelder-Mead is a gradient-free tech-
nique, while the sequential least-squares programming
(SLSQP) method solves quadratic subproblems with ap-
proximate gradients. These latter two converge signif-
icantly slower, but can have advantages in smoothness
and speed per iteration. The Adam optimizer with
adaptive learning rate performed better than vanilla
SGD in this experiment.
Penalties and regularization. In the numerical sim-
ulations of quantum circuits, each qumode is truncated
to a given cutoff dimension in the infinite-dimensional
Hilbert space of Fock states. During training, it is pos-
sible for the gate parameters to reach values such that
the output states have significant support outside of the
truncated Hilbert space. In the simulation, this results
in unnormalized output states and unreliable compu-
tations. To address this issue, we add a penalty to
the loss function that penalizes unnormalized quantum
states. Given a set of output states {|ψxi〉}, we define
FIG. 7. Loss function for the different optimizers mentioned
in the text.
the penalty function
P ({|ψxi〉}) =
∑
i
(|〈ψxi |ΠH|ψxi〉|2 − 1)2, (37)
where ΠH is a projector onto the truncated Hilbert
space of the simulation. This function penalizes un-
normalized states whose trace is different to one. The
overall cost function to be minimized is then
C = L+ γP ({|ψxi〉}), (38)
where γ > 0 is a user-defined hyperparameter.
An alternate approach to the trace penalty is to reg-
ularize the circuit parameters that can alter the energy
of the state, which we refer to as the active parameters.
Fig. 8 compares optimizing the function of Eq. (37)
without any penalty (first column from the left), im-
posing an L2 regularizer (second column), using an L1
regularizer (third column), and using the trace penalty
(fourth column). Without any strategy to keep the pa-
rameters small, learning fails due to unstable simula-
tions: the trace of the state drops in fact to 0.1. Both
regularization strategies as well as the trace penalty
manage to bring the loss function to almost zero within
a few steps while maintaining the unit trace of the state.
However, there are interesting differences. While L2 reg-
ularization decreases the magnitude of the active param-
eters, L1 regularization dampens all but two of them.
The undamped parameters turn out to be the circuit
parameters for the nonlinear gates in layer 3 and 4, a
hint that these nonlinearities are most essential for the
task. The trace penalty induces heavy fluctuations in
the loss function for the first 20 steps, but finds param-
eters that are larger in absolute value than those found
by L2 regularization, with a lower final loss.
B. Supervised learning with hybrid networks
Classification of data is a canonical problem in ma-
chine learning. We construct a hybrid classical-quantum
neural network as a classifier to detect fraudulent trans-
actions in credit card purchases. In this hybrid ap-
proach, a classical neural network is used to control the
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FIG. 8. Cost function and circuit parameters during 60 steps of stochastic gradient descent training for the task of fitting
the sine function from Fig. 6. The active parameters are plotted in orange, while all others are plotted in purple. As
hyperparameters, we used an initial learning rate of 0.1 which has an inverse decay of 0.25, a penalty strength γ = 10, a
regularization strength of 0.5, batch size of 50, a cutoff of 10 for the Hilbert-space dimension, and randomly chosen but fixed
initial circuit parameters.
gate parameters of the quantum network, the output of
which determines whether the transactions are classified
as genuine or fraudulent. This is illustrated in Fig. 4(b).
Data preparation. For the experiment, data was
taken from a publicly available database of labelled his-
torical credit card transactions which are flagged as ei-
ther fraudulent or genuine [97]. The data is composed
of 28 features derived through a principal component
analysis of the raw data, providing an anonymization
of the transactions. Of the 284, 807 provided transac-
tions, only 0.172% are fraudulent. We create training
and test datasets by splitting the fraudulent transac-
tions in two and combining each subset with genuine
transactions. For the training dataset, we undersample
the genuine transactions by randomly selecting them so
that they outnumber the fraudulent transactions by a
ratio of 3 : 1. This undersampling is used to address
the notable asymmetry in the number of fraudulent and
genuine transactions in the original dataset. The test
dataset is then completed by adding all the remaining
genuine transactions.
Hybrid network architecture. The first section of the
network is composed of a series of classical fully con-
nected feedforward layers. Here, an input layer accepts
the first 10 features. This is followed by two hidden lay-
ers of the same size and the result is output on a layer of
size 14. An exponential linear unit (ELU) was used as
the nonlinearity. The second section of our architecture
is a quantum neural network consisting of two modes
initially in the vacuum. An input layer first operates on
the two modes. The input layer omits the first inter-
ferometer as this has no effect on the vacuum qumodes.
This results in the layer being described by 14 free pa-
rameters, which are set to be directly controlled by the
output layer of the classical neural network. The in-
put layer then feeds onto four hidden layers with fully
controllable parameters, followed by an output layer in
the form of a photon number measurement. An output
encoding is fixed in the Fock basis by post-selecting on
single-photon outputs and associating a photon in the
first mode with a genuine transaction and a photon in
the second mode with a fraudulent transaction.
Training. To train the hybrid network, we perform
SGD with a batch size of 24. Let p be the probability
that a single photon is observed in the mode correspond-
ing to the correct label for the input transaction. The
cost function to minimize is
C =
∑
i∈data
(1− pi)2, (39)
where pi is the probability of the single photon being
detected in the correct mode on input i. The probabil-
ity included in the cost function is not post-selected on
single photon outputs, meaning that training learns to
output a useful classification as often as possible. We
perform training with a cutoff dimension of 10 in each
mode for approximately 5× 104 batches. Once trained,
we use the probabilities post-selected on single photon
events as classification, which could be estimated ex-
perimentally by averaging the number of single-photon
events occurring across a sequence of runs.
Model performance. We test the model by choosing
a threshold probability required for transactions to be
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FIG. 9. Experiment B. (Left) Confusion matrix for the test dataset with a threshold probability of pth = 0.61. (Right)
Receiver operating characteristic (ROC) curve for the test dataset, showing the true negative rate against the false negative
rate as a parametric plot of the threshold probability. Here, the ideal point is given by the circle in the top-left corner, while
the triangle denotes the closest point to optimal among chosen thresholds. This point corresponds to the confusion matrix
given here, with threshold pth = 0.61.
classified as genuine. The confusion matrix for a thresh-
old of pth = 0.61 is given in Fig. 9. By varying the clas-
sification threshold, a receiver operating characteristic
(ROC) curve can be constructed, where each point in
the curve is parametrized by a value of the threshold.
This is shown in Fig. 9, where the true negative rate is
plotted against the false negative rate. An ideal classi-
fier has a true negative rate of 1 and a false negative rate
of 0, as illustrated by the circle in the figure. Conversely,
randomly guessing at a given threshold probability re-
sults in the dashed line in the figure. Our classifier has
an area under the ROC curve of 0.963, compared to the
optimal value of 1.
For detection of fraudulent credit card transactions,
it is imperative to minimize the false negative rate (bot-
tom left square in the confusion matrix of Fig. 9), i.e.,
the rate of misclassifying a fraudulent transaction as
genuine. Conversely, it is less important to minimize
the false positive rate (top right square) – these are the
cases of genuine transactions being classed as fraudu-
lent. Such cases can typically be addressed by sending
verification messages to cardholders. The larger false
positive rate in Fig. 9 can also be attributed to the
large asymmetry between the number of genuine and
fraudulent data points.
The results here illustrate a proof-of-principle hybrid
classical-quantum neural network able to perform clas-
sification for a problem of genuine practical interest.
While it is simple to construct a classical neural net-
work to outperform this hybrid model, our network is
restricted in both width and depth due to the need to
simulate the quantum network on a classical device. It
would be interesting to further explore the performance
of hybrid networks in conjunction with a physical quan-
tum computer.
C. Generating images from labeled data
Next, we study the problem of training a quantum
neural network to generate quantum states that encode
grayscale images. We consider images of N ×N pixels
specified by a matrix A whose entries aij ∈ [0, 1] indicate
the intensity of the pixel on the ith row and jth column
of the picture. These images can be encoded into two-
mode quantum states |A〉 by associating each entry of
the matrix with the coefficients of the state in the Fock
basis:
|A〉 = 1√N
N−1∑
i,j=0
√
aij |i〉|j〉, (40)
where N = ∑N−1i,j=0 |aij |2 is a normalization constant.
We refer to these as image states. The matrix coef-
ficients aij are the probability amplitude of observing
i photons in the first mode and j photons in the sec-
ond mode. Therefore, given many copies of a state |A〉,
the image can be statistically reconstructed by averag-
ing photon detection events at the output modes. This
architecture is illustrated in Fig. 4(c).
Image encoding strategy. Given a collection of im-
ages A1, A2, . . . , An, we fix a set of input two-mode co-
herent states |α1〉|β1〉, |α2〉|β2〉, . . . , |αn〉|βn〉. The goal
is to train the quantum neural network to perform the
transformation |αi〉|βi〉 → |Ai〉 for all i = 1, 2, . . . , n.
Since the transformation is unitary, the Gram matrix of
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FIG. 10. Experiment C. Ouput images for the ‘LOTISJZ’ tetromino image data. The top row shows the output two-mode
states where the intensity of the pixel in the ith row and jth column is proportional to the probability of finding i photons
in the first mode and j photons in the second mode. The bottom row is a close-up in the image Hilbert space of up to 3
photons, renormalized with respect to the probability of projecting the state onto that subspace. In other words, this row
illustrates the states |ψi〉 of Eq. (44). The fidelities of the output states |ψi〉 with respect to the desired image states are
respectively 99.0%, 98.6%, 98.6%, 98.1%, 98.0%, 97.8%, and 98.8% for an average fidelity of 98.4%. The probabilities pi
of projecting the state onto the image space of at most three photons are respectively 5.8%, 36.0%, 21.7%, 62.1%, 40.7%,
71.3%, and 5.6% .
input and output states must be equal, i.e., it must hold
that
〈αi|αj〉〈βi|βj〉 = 〈Ai|Aj〉 (41)
for all i, j.
In general, it is not possible to find coherent states
that satisfy this condition for arbitrary collections of
output states. To address this, we consider output
states with support in regions of larger photon num-
ber and demand that their projection onto the image
Hilbert space of at most N − 1 photons in each mode
coincides, modulo normalization, with the desired out-
put states. Mathematically, if V is the unitary trans-
formation performed by the quantum neural network,
the goal is to train the circuit to produce output states
V|αi〉|βi〉 such that
ΠN V|αi〉|βi〉 = √pi|Ai〉, (42)
where ΠN =
∑N−1
i,j=0 |i〉〈i|⊗ |j〉〈j| is a projector onto the
Hilbert space of at most N − 1 photons in each mode
and pi = Tr[ΠN V|αi〉〈αi| ⊗ |βi〉〈βi|V†] is the probabil-
ity of observing the state in the subspace defined by this
projector. The quantum neural network therefore needs
to learn not only how to transform input coherent states
into image states, it must also learn to employ the ad-
ditional dimensions in Hilbert space to satisfy the con-
straints imposed by unitarity. This approach still allows
us to retrieve the encoded image by performing photon
counting, albeit with a penalty of pi in the sampling
rate.
As an example problem, we select a database of 4× 4
images corresponding to the seven standard configura-
tions of four blocks used in the digital game Tetris.
These configurations are known as tetrominos. For a
fixed value of the parameter α > 0, the seven input
states are set to
|ϕ1〉 = |α〉|α〉
|ϕ2〉 = | − α〉| − α〉
|ϕ3〉 = |α〉| − α〉
|ϕ4〉 = | − α〉|α〉
|ϕ5〉 = |iα〉|iα〉
|ϕ6〉 = | − iα〉| − iα〉
|ϕ7〉 = |iα〉|α〉,
each of which must be mapped to the image state of a
corresponding tetromino.
Training. We define the states
|Ψi〉 := V|ϕi〉, (43)
|ψi〉 := Π4|Ψi〉‖Π4|Ψi〉‖ , (44)
i.e., |Ψi〉 is the output state of the network and |ψi〉 is
the normalized projection of the output state onto the
image Hilbert space of at most 3 photons in each mode.
To train the quantum neural network, we define the cost
function
C =
7∑
i=1
|〈ψi|Ai〉|2 + γP ({|Ψi〉}), (45)
where |A1〉, |A2〉, . . . , |A7〉 are the image states of the
seven tetrominos, P is the trace penalty as in Eq. (37)
and we set γ = 100. By choosing this cost function
we are forcing each input to be mapped to a specific
image of our choice. In this sense, we can view the
images as labeled data of the form (|ϕi〉, |Ai〉) where the
label specifies which input state they correspond to. We
employed a network with 25 layers (see Fig. 4(c)) and
fixed a cutoff of 11 photons in the numerical simulation,
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FIG. 11. Experiment D. (Left) Learning a continuous phase-space encoding of the Fock states. The quantum decoder
element of a trained classical-quantum autoencoder can be investigated by varying the displacement on the vacuum, which
represents the chosen encoding method. The hybrid network has learned to encode the Fock states in different regions of
phase space. This is illustrated by a contour plot showing, for each point in phase space, the largest fidelity between the
output state for that displacement and the first three Fock states. The thin white circle represents a clipping applied to input
displacements during training, i.e., so that no displacement can ever reach outside of the circle. The white circles at points
(0.37,−1.08), (0.92, 1.02), and (−1.20, 0.53) represent the input displacements leading to optimal fidelities with the |0〉, |1〉,
and |2〉 Fock states, the white lines represent the lines interpolating these optimal displacements, and the white squares
represent the halfway points. (Right) Visualizing the wavefunctions of output states. The top row represents the position
wavefunctions of states with highest fidelity to |0〉, |1〉, and |2〉, respectively. The bottom row represents the wavefunctions of
states with intermediate displacements between the points corresponding to |0〉 and |1〉, |0〉 and |2〉, |1〉 and |2〉, respectively.
Each wavefunction is rescaled so that the maximum in absolute value is ±1, while the x axis denotes positions in the range
[−4.5, 4.5].
setting the displacement parameter of the input states
to α = 1.4.
Model performance. The resulting image states are
illustrated in Fig. 10, where we plot the absolute value
squared of the coefficients in the Fock basis as grayscale
pixels in an image. Tetrominos are referred to in terms
of the letter of they alphabet they resemble. We fixed
the desired output images according to the sequence
‘LOTISJZ’ such that the first input state is mapped
to the tetromino ‘L’, the second to ‘O’, and so forth.
Fig. 10 clearly illustrates the role of the higher-
dimensional components of the output states in satis-
fying the constraints imposed by unitarity: the net-
work learns not only how to reproduce the images in
the smaller Hilbert space but also how to populate the
remaining regions in order to preserve the pairwise over-
laps between states. For instance, the input states |ϕ1〉
and |ϕ2〉 are nearly orthogonal, but the images of the
‘L’ and ‘O’ tetrominos have a significant overlap. Con-
sequently, the network learns to assign a relatively small
probability of projecting onto the image space while
populating the higher photon sectors in orthogonal sub-
spaces. Overall, the network is successful in reproducing
the images in the space of a few photons, precisely as it
was intended to do.
D. Hybrid quantum-classical autoencoder
In this example, we build a joint quantum-classical
autoencoder (see Fig. 4(d)). Conventional autoencoders
are neural networks consisting of an encoder network fol-
lowed by a decoder network. The objective is to train
the network to act as an identity operation on input
data. During training, the network learns a restricted
encoding of the input data – which can be found by in-
specting the small middle layer which links the encoder
and decoder. For the hybrid autoencoder, our goal is to
find a continuous phase-space encoding of the first three
Fock states |0〉, |1〉, and |2〉. Each of these states will be
encoded into the form of displaced vacuum states, then
decoded back to the correct Fock state form.
Model architecture. For the hybrid autoencoder, we
fix a classical feedforward architecture as an encoder
and a sequence of layers on one qumode as a decoder,
as shown in Fig. 4(d). The classical encoder begins
with an input layer with three dimensions, allowing for
any real linear combination in the {|0〉, |1〉, |2〉} sub-
space to be input into the network. The input layer
is followed by six hidden layers of dimension five and a
two-dimensional output layer. We use a fully connected
model with an ELU nonlinearlity.
The two output units of the classical network are used
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to set the x and p components of a displacement gate
acting on the vacuum in one qumode. This serves as
a continuous encoding of the Fock states as displaced
vacuum states. In fact, displaced vacuum states have
Gaussian distributions in phase space, so the network
has a resemblance to a variational autoencoder [98]. We
employ a total of 25 layers with controllable parameters.
The goal of the composite autoencoder is to physically
generate the Fock state originally input into the net-
work. Once the autoencoder has been trained, by re-
moving the classical encoder we are left with a method
to generate Fock states by varying the displacement of
the vacuum. Notably, there is no need to specify which
displacement should be mapped to each Fock state: this
is automatically taken care of by the autoencoder.
Training. Our hybrid network is trained in the fol-
lowing way. For each of the Fock states |0〉, |1〉, and
|2〉, we input the corresponding one-hot vectors (1, 0, 0),
(0, 1, 0) and (0, 0, 1) into the classical encoder. Suppose
that for an input |i〉 the encoder outputs the vector
(xi, pi). This is used to displace the vacuum in one
mode, i.e., enacting D(αi)|0〉 with αi = (xi, yi). The
output of the quantum decoder is the quantum state
|Ψi〉 = VD(αi)|0〉, with V the unitary resulting from
the layers. We define the normalized projection
|ψi〉 = Π3|Ψi〉‖Π3|Ψi〉‖ (46)
onto the subspace of the first three Fock states, with Π3
being the corresponding projector. As we have discussed
previously, this allows the network to output the state
|ψi〉 probabilistically upon a successful projection onto
the subspace. The objective is to train the network so
that |ψi〉 is close to |i〉, where closeness is measured
using the fidelity |〈i|ψi〉|2. As before, we introduce a
trace penalty and set a cost function given by
C =
2∑
i=0
(
|〈i|ψi〉|2 − 1
)2
+ γP ({|Ψi〉}), (47)
with γ = 100 for the regularization parameter. Ad-
ditionally, we constrain the displacements in the input
phase space to a circle of radius |α| = 1.5 to make sure
the encoding is as compact as possible.
Model performance. After training, the classical en-
coder element can be removed and we can analyze the
quantum decoder by varying the displacements α ap-
plied to the vacuum. Fig. 11 illustrates the resulting
performance by showing the maximum fidelity between
the output of the network and each of the three Fock
states used for training. For the three Fock states |0〉,
|1〉, and |2〉, the best matching input displacements each
lead to a decoder output state with fidelity of 99.5%.
The hybrid network has learned to associate differ-
ent areas of phase space with each of the three Fock
states used for training. It is interesting to investigate
the resultant output states from the quantum network
when the vacuum is displaced to intermediate points be-
tween the three areas. These displacements can result in
states that exhibit a transition between the Fock states.
We use the wavefunction of the output states to visu-
alize this transition. We plot on the right-hand side of
Fig. 11 the output wavefunctions which give best fidelity
to each of the three Fock states |0〉, |1〉, |2〉, respectively.
Wavefunctions are also plotted for displacements which
are the intermediate points between those corresponding
to: |0〉 and |1〉; |0〉 and |2〉; and |1〉 and |2〉, respectively.
These plots illustrate a smooth transition between the
encoded Fock states in phase space.
V. CONCLUSIONS
We have presented a quantum neural network archi-
tecture which leverages the continuous-variable formal-
ism of quantum computing, and explored it in detail
through both theoretical exposition and numerical ex-
periments. This scheme can be considered as an ana-
logue of recent proposals for neural networks encoded
using classical light [31], with the additional ingredient
that we leverage the quantum properties of the electro-
magnetic field. Interestingly, as light-based systems are
already used in communication networks (both classical
and quantum), an optical CV neural network could be
wired up directly to communication channels, allowing
us to avoid the costly interconversion of classical and
quantum information.
We have proposed variants for several well-known
classical neural networks, specifically fully connected,
convolutional, recurrent, and residual networks. We en-
vision that in future work specialized neural networks
will also be inspired purely from the quantum side. We
have numerically analyzed the performance of quan-
tum neural network models and demonstrated that they
show promise in the tasks we considered. In several of
these examples, we employed joint architectures, where
classical and quantum networks are used together. This
is another promising direction for future exploration, in
particular given the current technological lead of classi-
cal computers and the expectation that near-term quan-
tum hardware will be limited in size. The quantum
part of the model can be specialized to process classi-
cally difficult parts of a larger computational to which
it is naturally suited. In the longer term, as larger-scale
quantum computers are built, the quantum component
could take a larger role in hybrid models. Finally, it
would be a fruitful research direction to explore the role
that fundamental quantum physics concepts – such as
symmetry, interference, entanglement, and the uncer-
tainty principle – play in quantum neural networks more
deeply.
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Appendix A: Linear interferometers
In this section, we derive Eq. (20) for the effect of a
passive interferometer on the eigenstates |x〉. A simple
expression for an eigenstate of the xˆ quadrature with
eigenvalue x can be found in Appendix 4 of Ref. [99]
|x〉 = pi−1/4 exp
(
−1
2
x2 +
√
2xaˆ− 1
2
a†2
)
|0〉, (A1)
where aˆ = 1√
2
(xˆ + ipˆ) is the bosonic annihilation op-
erator, and |0〉 is the single mode vacuum state. The
last expression is independent of any prefactors used to
define the quadrature operator xˆ in terms of aˆ and aˆ†.
This can be easily generalized to N modes:
|x〉 =
N⊗
i=1
|xi〉
= pi−
N
4 exp
(
−1
2
xTx+
√
2xT aˆ† − 1
2
(aˆ†)T aˆ†
)
|0〉,
(A2)
where now
x = (x1, . . . , xN )
T , (A3)
aˆ† = (aˆ†1, . . . , aˆ
†
N )
T , (aˆ†)T = (aˆ†1, . . . , aˆ
†
N ), (A4)
and |0〉 is the multimode vacuum state. Now consider
a (passive) linear optical transformation U
aˆ†i → U aˆ†iU† =
∑
j
Uij aˆ
†
j , (A5)
aˆ† → U aˆ†, (aˆ†)T → (aˆ†)T UT . (A6)
In general, U is an arbitrary unitary matrix, UU† = 1N .
We will however restrict U to have real entries and thus
to be orthogonal. In this case, U† = UT and hence
UTU = UUT = 1N .
We can now examine how the multimode state |x〉
transforms under such a linear interferometer U :
U|x〉 (A7)
= U
[
pi−
N
4 exp
(
− 12xTx+
√
2xT aˆ† − 12 (aˆ†)T aˆ†
)
|0〉
]
= U exp
(− 12xTx+√2xT aˆ† − 12 (aˆ†)T aˆ†)
pi
N
4
U†U|0〉
=
exp
(U [− 12xTx+√2xT aˆ† − 12 (aˆ†)T aˆ†]U†)
pi
N
4
|0〉.
We can use the transformation in Eq. (A5) to write
U|x〉 =exp
(− 12xTx+√2xTU aˆ† − 12 (aˆ†)TUTU aˆ†)
pi
N
4
|0〉.
(A8)
Now we use that UTU = UUT = 1N to write the last
expression as
U|x〉 =exp
(− 12xTUUTx+√2xTU aˆ† − 12 (aˆ†)T aˆ†)
pi
N
4
|0〉.
(A9)
Let us define the vector y = UTx and, to match the
notation of Eq. (20), the orthogonal matrix C = UT , in
terms of which we find
U|x〉
=
exp
(− 12xTUUTx+√2xTU aˆ† − 12 (aˆ†)T aˆ†)
pi
N
4
|0〉
=
exp
(− 12yTy +√2yT aˆ† − 12 (aˆ†)T aˆ†)
pi
N
4
|0〉
=|y〉
=|Cx〉. (A10)
Note that the output state is also a product state.
This simple product transformation is a corollary of the
elegant results of Ref. [100]: “Given a nonclassical pure-
product-state input to anN -port linear-optical network,
the output is almost always mode entangled; the only
exception is a product of squeezed states, all with the
same squeezing strength, input to a network that does
not mix the squeezed and antisqueezed quadratures.”
In our context the x eigenstates are nothing but in-
finitely squeezed states and the fact that our passive
linear optical transformation is orthogonal immediately
implies that squeezed and antisqueezed quadratures are
not mixed.
Appendix B: Convolutional networks
In this section, we derive the connection between
a translationally-invariant Hamiltonian and a Block
Toeplitz symplectic transformation. The notion of
translation symmetry and Toeplitz structure are both
connected to one-dimensional convolutions. Two-
dimensional convolutions, naturally appearing in image
processing applications, are connected not with Toeplitz
matrices, but with doubly block circulant matrices [16].
We will not consider this extension here, but the basic
ideas are the same.
Suppose we have a Hamiltonian operator H =
H(xˆ, pˆ) which generates a Gaussian unitary U =
exp(−itH) on N modes. We are interested only in
the matrix multiplication part of an affine transforma-
tion, i.e., H does not generate displacements. Under
these conditions, H has to be quadratic in the opera-
tors (xˆ, pˆ),
H =
[
xˆT pˆT
] [
Hxx Hxp
Hpx Hpp
][
xˆ
pˆ
]
, (B1)
where each Huv is an N × N matrix. We will call the
inner matrix in this equation H˜. In the phase space
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picture, the symplectic transformation MH generated
by H is obtained via the rule [49]
MH = exp(ΩH˜), (B2)
where Ω is the symplectic form from Eq. (8).
We now fix H to be translationally invariant, i.e., H
does not change under the transformation[
xˆ
pˆ
]
7→
[
T xˆ
T pˆ
]
, (B3)
where we have introduced the shift operator T which
maps xˆi 7→ xˆi+1 and pˆi 7→ pˆi+1. We assume periodic
boundary conditions on the modes, xˆN 7→ xˆ1 and pˆN 7→
pˆ1, which allows us to represent translation as an N×N
orthogonal matrix:
T =
∑
i
|i+ 1〉〈i|. (B4)
The translationally-invariant condition on H translates
to the statement that
[T,Huv] = 0 (B5)
for u,v ∈ {x,p}.
In the 2N -dimensional phase space, the N -
dimensional translation matrix takes the form T ⊕ T .
Considering the expression
[ΩH˜, T ⊕ T ] =
[
[Mpx, T ] [Mpp, T ]
−[Mxx, T ] −[Mxp, T ]
]
= 0, (B6)
we see that the symplectic matrix MH from Eq. (B2)
must also be symmetric under translations:
[MH , T ⊕ T ] = 0. (B7)
Writing this matrix in a block form,
MH =
[
Mxx Mxp
Mpx Mpp
]
, (B8)
we conclude that we must also have
[Muv, T ] = 0 (B9)
for each u,v ∈ {x,p}. Expressing this in the equivalent
form
TTMuvT = Muv, (B10)
we see that the following condition must hold on the
entries of each Muv:
[Muv]ij = [Muv]i+1,j+1. (B11)
In other words, when the generating Hamiltonian is
translationally invariant, each block of the correspond-
ing symplectic matrix is a Toeplitz matrix, which im-
plements a one-dimensional convolution.
[1] Jacob Biamonte, Peter Wittek, Nicola Pancotti,
Patrick Rebentrost, Nathan Wiebe, and Seth Lloyd.
Quantum machine learning. Nature, 549(7671):195,
2017.
[2] Peter Wittek. Quantum machine learning: what quan-
tum computing means to data mining. Academic Press,
2014.
[3] Maria Schuld and Francesco Petruccione. Quantum
computing for supervised learning. Upcoming mono-
graph.
[4] Nathan Wiebe, Daniel Braun, and Seth Lloyd. Quan-
tum algorithm for data fitting. Physical Review Let-
ters, 109(5):050505, 2012.
[5] Seth Lloyd, Masoud Mohseni, and Patrick Reben-
trost. Quantum principal component analysis. Nature
Physics, 10(9):631, 2014.
[6] Guang Hao Low, Theodore J Yoder, and Isaac L
Chuang. Quantum inference on bayesian networks.
Physical Review A, 89(6):062315, 2014.
[7] Nathan Wiebe and Christopher Granade. Can small
quantum systems learn? arXiv:1512.03145, 2015.
[8] Ashley Montanaro. Quantum speedup of monte carlo
methods. Proc. R. Soc. A, 471(2181):20150301, 2015.
[9] Patrick Rebentrost, Masoud Mohseni, and Seth Lloyd.
Quantum support vector machine for big data classifi-
cation. Physical Review Letters, 113(13):130503, 2014.
[10] Maria Schuld and Nathan Killoran. Quantum machine
learning in feature Hilbert spaces. arXiv:1803.07128,
2018.
[11] Mohammad H Amin, Evgeny Andriyash, Jason Rolfe,
Bohdan Kulchytskyy, and Roger Melko. Quantum
Boltzmann machine. Physical Review X, 8(2):021050,
2018.
[12] Maria Kieferova and Nathan Wiebe. Tomography
and generative data modeling via quantum Boltzmann
training. arXiv:1612.05204, 2016.
[13] Iordanis Kerenidis and Anupam Prakash. Quantum
recommendation systems. arXiv:1603.08675, 2016.
[14] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton.
Deep learning. Nature, 521(7553):436, 2015.
[15] Ju¨rgen Schmidhuber. Deep learning in neural net-
works: An overview. Neural Networks, 61:85–117,
2015.
[16] Ian Goodfellow, Yoshua Bengio, Aaron Courville, and
Yoshua Bengio. Deep learning, volume 1. MIT press
Cambridge, 2016.
[17] James Bergstra, Olivier Breuleux, Fre´de´ric Bastien,
Pascal Lamblin, Razvan Pascanu, Guillaume Des-
jardins, Joseph Turian, David Warde-Farley, and
Yoshua Bengio. Theano: A CPU and GPU math com-
19
piler in Python. In Proc. 9th Python in Science Conf,
volume 1, 2010.
[18] Yangqing Jia, Evan Shelhamer, Jeff Donahue, Sergey
Karayev, Jonathan Long, Ross Girshick, Sergio
Guadarrama, and Trevor Darrell. Caffe: Convolutional
architecture for fast feature embedding. In Proceedings
of the 22nd ACM international conference on Multime-
dia, pages 675–678. ACM, 2014.
[19] Dougal Maclaurin, David Duvenaud, and Ryan P
Adams. Autograd: Effortless gradients in numpy. In
ICML 2015 AutoML Workshop, 2015.
[20] Mart´ın Abadi, Ashish Agarwal, Paul Barham, Eu-
gene Brevdo, Zhifeng Chen, Craig Citro, Greg S Cor-
rado, Andy Davis, Jeffrey Dean, Matthieu Devin, et al.
Tensorflow: Large-scale machine learning on heteroge-
neous distributed systems. arXiv:1603.04467, 2016.
[21] Adam Paszke, Sam Gross, Soumith Chintala, Gregory
Chanan, Edward Yang, Zachary DeVito, Zeming Lin,
Alban Desmaison, Luca Antiga, and Adam Lerer. Au-
tomatic differentiation in PyTorch. 2017.
[22] Sharan Chetlur, Cliff Woolley, Philippe Vandermersch,
Jonathan Cohen, John Tran, Bryan Catanzaro, and
Evan Shelhamer. cudnn: Efficient primitives for deep
learning. arXiv:1410.0759, 2014.
[23] Norman P Jouppi, Cliff Young, Nishant Patil, David
Patterson, Gaurav Agrawal, Raminder Bajwa, Sarah
Bates, Suresh Bhatia, Nan Boden, Al Borchers, et al.
In-datacenter performance analysis of a tensor process-
ing unit. In Proceedings of the 44th Annual Interna-
tional Symposium on Computer Architecture, pages 1–
12. ACM, 2017.
[24] Carver Mead. Neuromorphic electronic systems. Pro-
ceedings of the IEEE, 78(10):1629–1636, 1990.
[25] Chi-Sang Poon and Kuan Zhou. Neuromorphic silicon
neurons and large-scale neural networks: challenges
and opportunities. Frontiers in Neuroscience, 5:108,
2011.
[26] Lennert Appeltant, Miguel Cornelles Soriano, Guy
Van der Sande, Jan Danckaert, Serge Massar, Joni
Dambre, Benjamin Schrauwen, Claudio R Mirasso,
and Ingo Fischer. Information processing using a single
dynamical node as complex system. Nature Commu-
nications, 2:468, 2011.
[27] Alexander N Tait, Mitchell A Nahmias, Bhavin J Shas-
tri, and Paul R Prucnal. Broadcast and weight: an
integrated network for scalable photonic spike process-
ing. Journal of Lightwave Technology, 32(21):3427–
3439, 2014.
[28] Don Monroe. Neuromorphic computing gets ready for
the (really) big time. Communications of the ACM,
57(6):13–15, 2014.
[29] Alexander N Tait, Mitchell A Nahmias, Yue Tian,
Bhavin J Shastri, and Paul R Prucnal. Photonic neuro-
morphic signal processing and computing. In Nanopho-
tonic Information Physics, pages 183–222. Springer,
2014.
[30] Kristof Vandoorne, Pauline Mechet, Thomas
Van Vaerenbergh, Martin Fiers, Geert Morthier,
David Verstraeten, Benjamin Schrauwen, Joni
Dambre, and Peter Bienstman. Experimental demon-
stration of reservoir computing on a silicon photonics
chip. Nature Communications, 5:3541, 2014.
[31] Yichen Shen, Nicholas C Harris, Scott Skirlo, Mi-
hika Prabhu, Tom Baehr-Jones, Michael Hochberg,
Xin Sun, Shijie Zhao, Hugo Larochelle, Dirk Englund,
et al. Deep learning with coherent nanophotonic cir-
cuits. Nature Photonics, 11(7):441, 2017.
[32] Jonathan Romero, Jonathan P Olson, and Alan
Aspuru-Guzik. Quantum autoencoders for efficient
compression of quantum data. Quantum Science and
Technology, 2(4):045001, 2017.
[33] Kwok Ho Wan, Oscar Dahlsten, Hle´r Kristja´nsson,
Robert Gardner, and MS Kim. Quantum generali-
sation of feedforward neural networks. npj Quantum
Information, 3(1):36, 2017.
[34] Guillaume Verdon, Michael Broughton, and Jacob Bia-
monte. A quantum algorithm to train neural networks
using low-depth circuits. arXiv:1712.05304, 2017.
[35] Edward Farhi and Hartmut Neven. Classification with
quantum neural networks on near term processors.
arXiv:1802.06002, 2018.
[36] Kosuke Mitarai, Makoto Negoro, Masahiro Kita-
gawa, and Keisuke Fujii. Quantum circuit learning.
arXiv:1803.00745, 2018.
[37] Maria Schuld, Alex Bocharov, Krysta Svore, and
Nathan Wiebe. Circuit-centric quantum classifiers.
arXiv:1804.00633, 2018.
[38] Edward Grant, Marcello Benedetti, Shuxiang Cao,
Andrew Hallam, Joshua Lockhart, Vid Stojevic, An-
drew G Green, and Simone Severini. Hierarchical
quantum classifiers. arXiv:1804.03680, 2018.
[39] Hongxiang Chen, Leonard Wossnig, Simone Sev-
erini, Hartmut Neven, and Masoud Mohseni. Uni-
versal discriminative quantum neural networks.
arXiv:1805.08654, 2018.
[40] Gerardo Adesso, Sammy Ragy, and Antony R Lee.
Continuous variable quantum information: Gaussian
states and beyond. Open Systems & Information Dy-
namics, 21(01n02):1440001, 2014.
[41] Alejandro Perdomo-Ortiz, Marcello Benedetti, John
Realpe-Go´mez, and Rupak Biswas. Opportunities
and challenges for quantum-assisted machine learning
in near-term quantum computers. arXiv:1708.09757,
2017.
[42] Marcello Benedetti, John Realpe Go´mez, and Alejan-
dro Perdomo-Ortiz. Quantum-assisted Helmholtz ma-
chines: A quantum-classical deep learning framework
for industrial datasets in near-term devices. Quantum
Science and Technology, 2018.
[43] Daniel Gottesman, Alexei Kitaev, and John Preskill.
Encoding a qubit in an oscillator. Physical Review A,
64(1):012310, 2001.
[44] Emanuel Knill, Raymond Laflamme, and Gerald J Mil-
burn. A scheme for efficient quantum computation
with linear optics. Nature, 409(6816):46, 2001.
[45] Hoi-Kwan Lau, Raphael Pooser, George Siopsis, and
Christian Weedbrook. Quantum machine learning
over infinite dimensions. Physical Review Letters,
118(8):080501, 2017.
[46] Siddhartha Das, George Siopsis, and Christian Weed-
brook. Continuous-variable quantum Gaussian process
regression and quantum singular value decomposition
of nonsparse low-rank matrices. Physical Review A,
97(2):022315, 2018.
[47] Alessandro Ferraro, Stefano Olivares, and Matteo GA
Paris. Gaussian states in continuous variable quantum
information. arXiv preprint quant-ph/0503237, 2005.
[48] Christian Weedbrook, Stefano Pirandola, Rau´l Garc´ıa-
20
Patro´n, Nicolas J Cerf, Timothy C Ralph, Jeffrey H
Shapiro, and Seth Lloyd. Gaussian quantum informa-
tion. Reviews of Modern Physics, 84(2):621, 2012.
[49] Alessio Serafini. Quantum Continuous Variables: A
Primer of Theoretical Methods. CRC Press, 2017.
[50] Yann LeCun, Bernhard Boser, John S Denker, Don-
nie Henderson, Richard E Howard, Wayne Hubbard,
and Lawrence D Jackel. Backpropagation applied to
handwritten zip code recognition. Neural Computa-
tion, 1(4):541–551, 1989.
[51] David E Rumelhart, Geoffrey E Hinton, and
Ronald J Williams. Learning representations by back-
propagating errors. Nature, 323(6088):533, 1986.
[52] Jimmy Ba, Volodymyr Mnih, and Koray Kavukcuoglu.
Multiple object recognition with visual attention.
arXiv:1412.7755, 2014.
[53] Alex Graves, Greg Wayne, and Ivo Danihelka. Neural
turing machines. arXiv:1410.5401, 2014.
[54] Kurt Hornik, Maxwell Stinchcombe, and Halbert
White. Multilayer feedforward networks are universal
approximators. Neural Networks, 2(5):359–366, 1989.
[55] George Cybenko. Approximation by superpositions of
a sigmoidal function. Mathematics of control, signals
and systems, 2(4):303–314, 1989.
[56] Moshe Leshno, Vladimir Ya Lin, Allan Pinkus, and
Shimon Schocken. Multilayer feedforward networks
with a nonpolynomial activation function can approx-
imate any function. Neural Networks, 6(6):861–867,
1993.
[57] Wolfgang Maass, Georg Schnitger, and Eduardo D
Sontag. A comparison of the computational power of
sigmoid and boolean threshold circuits. In Theoretical
Advances in Neural Computation and Learning, pages
127–151. Springer, 1994.
[58] Guido F Montu´far. Universal approximation depth
and errors of narrow belief networks with discrete
units. Neural Computation, 26(7):1386–1407, 2014.
[59] Henry W Lin, Max Tegmark, and David Rolnick. Why
does deep and cheap learning work so well? Journal
of Statistical Physics, 168(6):1223–1247, 2017.
[60] Le´on Bottou. Online learning and stochastic ap-
proximations. On-line learning in neural networks,
17(9):142, 1998.
[61] Maria Schuld, Ilya Sinayskiy, and Francesco Petruc-
cione. The quest for a quantum neural network. Quan-
tum Information Processing, 13(11):2567–2586, 2014.
[62] E Torrontegui and JJ Garcia-Ripoll. Universal quan-
tum perceptron as efficient unitary approximators.
arXiv preprint arXiv:1801.00934, 2018.
[63] Yudong Cao, Gian Giacomo Guerreschi, and Ala´n
Aspuru-Guzik. Quantum neuron: an elementary build-
ing block for machine learning on quantum computers.
arXiv preprint arXiv:1711.11240, 2017.
[64] Krysta Svore Nathan Wiebe Maria Schuld,
Alex Bocharov. Circuit-centric quantum classi-
fiers. arXiv preprint arXiv:1804.00633, 2018.
[65] Edward Farhi and Hartmut Neven. Classification with
quantum neural networks on near term processors.
arXiv preprint arXiv:1802.06002, 2018.
[66] Kwok Ho Wan, Oscar Dahlsten, Hle´r Kristja´nsson,
Robert Gardner, and MS Kim. Quantum generali-
sation of feedforward neural networks. npj Quantum
Information, 3(1):36, 2017.
[67] Seth Lloyd and Samuel L Braunstein. Quantum com-
putation over continuous variables. Physical Review
Letters, 82(8):1784, 1999.
[68] Ulrik L Andersen, Jonas S Neergaard-Nielsen, Peter
Van Loock, and Akira Furusawa. Hybrid discrete-
and continuous-variable quantum information. Nature
Physics, 11(9):713, 2015.
[69] Jun-ichi Yoshikawa, Shota Yokoyama, Toshiyuki Kaji,
Chanond Sornphiphatphong, Yu Shiozawa, Kenzo
Makino, and Akira Furusawa. Invited article: Gen-
eration of one-million-mode continuous-variable clus-
ter state by unlimited time-domain multiplexing. APL
Photonics, 1(6):060801, 2016.
[70] K Moon and SM Girvin. Theory of microwave para-
metric down-conversion and squeezing using circuit
QED. Physical review letters, 95(14):140504, 2005.
[71] Borja Peropadre, Gian Giacomo Guerreschi, Joon-
suk Huh, and Ala´n Aspuru-Guzik. Proposal for
microwave boson sampling. Physical review letters,
117(14):140505, 2016.
[72] SM Girvin. Schrodinger cat states in circuit qed. arXiv
preprint arXiv:1710.03179, 2017.
[73] Chao Shen, Zhen Zhang, and L-M Duan. Scalable
implementation of boson sampling with trapped ions.
Physical review letters, 112(5):050504, 2014.
[74] DM Meekhof, C Monroe, BE King, Wayne M Itano,
and David J Wineland. Generation of nonclassical mo-
tional states of a trapped atom. Physical Review Let-
ters, 76(11):1796, 1996.
[75] Ch Monroe, DM Meekhof, BE King, and David J
Wineland. A schro¨dinger cat superposition state of
an atom. Science, 272(5265):1131–1136, 1996.
[76] Erwin Schro¨dinger. Quantisierung als Eigenwertprob-
lem. Annalen der Physik, 385(13):437–490, 1926.
[77] Erwin Schro¨dinger. An undulatory theory of the me-
chanics of atoms and molecules. Physical Review,
28(6):1049, 1926.
[78] Hermann Weyl. Quantenmechanik und Gruppentheo-
rie. Zeitschrift fu¨r Physik, 46(1-2):1–46, 1927.
[79] Eugene Wigner. On the quantum correction for ther-
modynamic equilibrium. Physical Review, 40(5):749,
1932.
[80] Hilbrand Johannes Groenewold. On the principles of
elementary quantum mechanics. In On the Princi-
ples of Elementary Quantum Mechanics, pages 1–56.
Springer, 1946.
[81] Jose´ E Moyal. Quantum mechanics as a statistical
theory. In Mathematical Proceedings of the Cambridge
Philosophical Society, volume 45, pages 99–124. Cam-
bridge University Press, 1949.
[82] Alberto Peruzzo, Jarrod McClean, Peter Shadbolt,
Man-Hong Yung, Xiao-Qi Zhou, Peter J Love, Ala´n
Aspuru-Guzik, and Jeremy L O’Brien. A variational
eigenvalue solver on a photonic quantum processor.
Nature Communications, 5, 2014.
[83] Nikolaj Moll, Panagiotis Barkoutsos, Lev S Bishop,
Jerry M Chow, Andrew Cross, Daniel J Egger, Ste-
fan Filipp, Andreas Fuhrer, Jay M Gambetta, Marc
Ganzhorn, et al. Quantum optimization using varia-
tional algorithms on near-term quantum devices. arXiv
preprint arXiv:1710.01022, 2017.
[84] Pierre-Luc Dallaire-Demers and Nathan Killoran.
Quantum generative adversarial networks. arXiv
preprint arXiv:1804.08641, 2018.
[85] Marcello Benedetti, Edward Grant, Leonard Woss-
21
nig, and Simone Severini. Adversarial quantum circuit
learning for pure state approximation. arXiv preprint
arXiv:1806.00463, 2018.
[86] Vojtech Havlicek, Antonio D Co´rcoles, Kristan
Temme, Aram W Harrow, Jerry M Chow, and
Jay M Gambetta. Supervised learning with quan-
tum enhanced feature spaces. arXiv preprint
arXiv:1804.11326, 2018.
[87] Pieter Kok and Brendon W Lovett. Introduction to op-
tical quantum information processing. Cambridge Uni-
versity Press, 2010.
[88] T. Douce, D. Markham, E. Kashefi, E. Diamanti,
T. Coudreau, P. Milman, P. van Loock, and G. Ferrini.
Continuous-variable instantaneous quantum comput-
ing is hard to sample. Physical Review Letters, 118(7),
2017.
[89] J. M. Arrazola, P. Rebentrost, and C. Weedbrook.
Quantum supremacy and high-dimensional integra-
tion. arXiv:1712.07288, 2017.
[90] Felix Bloch. U¨ber die Quantenmechanik der Elektro-
nen in Kristallgittern. Zeitschrift fu¨r Physik, 52(7-
8):555–600, 1929.
[91] E Noether. Invariante Variationsprobleme.
Nachrichten von der Gesellschaft der Wissenschaften
zu Go¨ttingen, Mathematisch-Physikalische Klasse,
1918:235–257, 1918.
[92] Alex Graves. Supervised sequence labelling with recur-
rent neural networks. PhD thesis, Technische Univer-
sita¨t Mu¨nchen, 2012.
[93] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian
Sun. Deep residual learning for image recognition. In
Proceedings of the IEEE conference on computer vision
and pattern recognition, pages 770–778, 2016.
[94] Xanadu Quantum Technologies. Strawberry Fields
online documentation: Controlled-X gate. https:
//strawberryfields.readthedocs.io/en/latest/
conventions/gates.html#controlled-x-gate, 2018.
[Online; accessed 15-June-2018].
[95] Nathan Killoran, Josh Izaac, Nicola´s Quesada, Ville
Bergholm, Matthew Amy, and Christian Weedbrook.
Strawberry Fields: A software platform for photonic
quantum computing. arXiv:1804.03159, 2018.
[96] Diederik P Kingma and Jimmy Ba. Adam: A method
for stochastic optimization. arXiv:1412.6980, 2014.
[97] Andrea Dal Pozzolo, Olivier Caelen, Reid A Johnson,
and Gianluca Bontempi. Calibrating probability with
undersampling for unbalanced classification. In Com-
putational Intelligence, 2015 IEEE Symposium Series
on, pages 159–166. IEEE, 2015.
[98] Diederik P Kingma and Max Welling. Auto-encoding
variational Bayes. arXiv preprint arXiv:1312.6114,
2013.
[99] Stephen M Barnett and Paul M Radmore. Methods in
theoretical quantum optics, volume 15. Oxford Univer-
sity Press, 2002.
[100] Zhang Jiang, Matthias D Lang, and Carlton M Caves.
Mixing nonclassical pure states in a linear-optical net-
work almost always generates modal entanglement.
Physical Review A, 88(4):044301, 2013.
