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Resumen— Actualmente, los vehículos aéreos de micros escala 
(MAVs) se han tornado populares para múltiples aplicaciones 
como rescate, vigilancia, mapeo, entre otras. Para todos los casos, 
es necesario un óptimo desempeño de los vídeos capturados a 
bordo, y uno de los principales problemas constituyen los 
movimientos indeseados entre fotogramas consecutivos. Para 
solventar esta problemática existes diferentes enfoques que, 
aplicados a post-procesamiento, consiguen una estabilización 
robusta en la imagen. Sin  embargo, muy pocos algoritmos son 
capaces de ser aplicados en tiempo real.  
En este artículo se presenta un nuevo enfoque que puede ser 
implementado en tiempo real sin que se generen movimientos 
falsos. Nuestra propuesta usa una combinación de un filtro pasa-
bajos, y la información de la acción de control para la estimación 
de la intención de movimiento. Adicionalmente, se presenta la 
aplicación de nuestra propuesta en el algoritmo de detección de 
caras, en el cual, la robustez se incrementa al ser implementado a 
partir de la secuencia estable de vídeo. 
Palabras clave—Estabilización de video, Intención de 
Movimiento, Filtro, Control, Micro Vehículos Aéreos, detección 
de caras. 
I. INTRODUCCIÓN 
Ha habido un creciente interés en el desarrollo de sistemas 
aéreos no tripulados (UAVs) por su versatilidad en 
aplicaciones. Un grupo particular de UAVs que ha obtenido 
relevancia corresponde a los vehículos aéreos de micro escala, 
cuya principal ventaja respecto a otros UAVs radica en su 
habilidad para volar en entornos estrechos. Un sistema de 
guidado, navegación y control [1] robusto es necesario para 
llevar a cabo esta tarea, y depende de la información de entrada 
obtenida desde los sensores y dispositivos de captura de 
imágenes a bordo del vehículo. 
Problemas comunes presentes en la captura de imágenes, en 
sistemas de dinámica compleja, son  los movimientos 
indeseados generados durante el vuelo. Estas rotaciones y 
traslaciones de la imagen se deben a las propiedades 
aerodinámicas propias de vehículos aéreos de micro escala. 
En la literatura [2] [3] [4], existen múltiples técnicas para 
compensar los efectos indeseados. Recientemente, el algoritmo 
L1-Optimal [5] de estabilización de video utilizado en el editor 
de YouTube ha sido introducido. Generalmente, tres fases 
pueden ser distinguidas en el proceso: 
 
• Estimación del movimiento local. 
• Estimación de la intención de movimiento. 
• Compensación del movimiento. 
 
Estimación del movimiento local: En esta fase, se 
determinan los parámetros que relacionan la imagen 
compensada con la imagen definida como referencia, 
fotograma a fotograma en toda la secuencia de video. Los 
algoritmos de estabilización de video generalmente usan dos 
enfoques para la estimación del movimiento. Uno basado en 
optical flow (flujo óptico) [6] y otro basado en el modelo de 
transformación geométrica [7] [8] [9]. En el presente artículo, 
se ha optado por la segunda propuesta con base en su 
desempeño. 
El modelo de transformación depende de la estimación de 
los parámetros de movimiento, donde las detección y 
descripción de punto de interés constituyen el primer paso. 
Para llevar a cabo esta tarea se pueden encontrar diversos 
algoritmos [10] [11], sin embargo, SIFT [12] (Scale Invariant 
Feature Transform) y SURF (Speed Up Robust Feature) [13] 
son los algoritmos que se usan con mayor frecuencia en la 
mayor parte de problemas relativos a visión por computador 
[14].  
 La segunda parte del proceso de estimación de movimiento 
consiste en la búsqueda de correspondencias para fotogramas 
consecutivos. Esta parte es crítica debido a que los parámetros 
de movimiento estimados son directamente dependientes de la 
fiabilidad de los puntos en correspondencia calculados. 
RANSAC es la técnica del estados del arte utilizada para 
estimar los parámetros del modelo matemático desde un 
conjunto de puntos con posibles falsas correspondencias [15] 
[16] [17]. 
Estimación de la intención de movimiento: En la segunda 
fase, para asegurar la coherencia en la secuencia de 
movimiento completa, es importante validar los parámetros 
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estimados en los movimientos globales, y no solo relativos, 
entre fotogramas consecutivos. Para ello, el principal concepto 
usado es la estimación de la intención de movimiento, cuyo 
objetivo es obtener los movimientos deseados y eliminar los 
temblores de alta frecuencia del movimiento acumulado 
estimado. 
Varios métodos de suavizado de movimiento han sido 
usados para la estimación del movimiento, tal es el caso del 
filtro de partículas [8], filtro de kalman [9], filtro gaussiano 
[18], entre otros. Nuestro enfoque es una combinación del filtro 
pasa-bajos de segundo orden que usa el mínimo número de 
fotogramas necesarios para la estimación de la intención de 
movimiento, con la acción de control para obtener una 
intención de movimiento confiable. 
Compensación del movimiento: Finalmente, el fotograma 
actual es compensado usando los parámetros obtenidos en la 
fase de estimación robusta para generar una secuencia de video 
estable. 
El presente artículo ha sido organizado de la siguiente 
forma: En la sección 2, un enfoque para la estimación de la 
intención de movimiento basado en un filtro pasa-bajos es 
introducido. La fiabilidad del algoritmo es contemplada en la 
sección 3 para su aplicación en el algoritmo de detección de 
caras en tiempo real. Resultados experimentales y conclusiones 
son presentados en la sección 4 y 5, respectivamente. 
II. PROPUESTA EN LA ESTIMACIÓN DE LA INTENCIÓN DE 
MOVIMIENTO 
En nuestra propuesta se ha utilizado el algoritmo SURF 
para la detección y descripción de puntos de interés. Esto se 
debe a que SURF ha demostrado ser considerablemente más 
rápido que SIFT sin comprometer su fiabilidad [14] [19]. 
Asimismo se ha utilizado el criterio de la diferencia de nivel de 
gris como función coste en el algoritmo RANSAC para la 
desestimación de falsas correspondencia. 
Luego de la estimación del movimiento  local a partir de los 
puntos en correspondencia obtenidos [20, 21, 22], la nueva fase 
implica la intención de movimiento, por lo que es importante 
explicar primeramente este concepto. El algoritmo RANSAC 
basado en la minimización de la diferencia de nivel de gris es 
suficiente para obtener un buen desempeño en la compensación 
de la imagen de escenarios estáticos [23, 24, 31, 32]. Sin 
embargo, nuestro objetivo es conseguir una estabilización 
robusta de secuencias de video obtenidas con cámaras a bordo 
de micro vehículos aéreos. La mayor parte de los videos 
inestables capturados con robots voladores o dispositivos de 
mano contienen escenarios dinámicos debido principalmente al 
movimiento de la cámara. En este sentido, algunos 
movimientos de dispositivos de captura pueden ser eliminados, 
y generar una secuencia de video estable incluso en escenarios 
dinámicos. 
El proceso de aproximación de los movimientos del 
dispositivo de captura se conocen como intención de 
movimiento. Hemos mencionado que existen múltiples 
algoritmos para la estabilización de video que usan métodos de 
suavizado para la estimación de la intención de movimiento. 
Nuestra propuesta utiliza un filtro pasa-bajos Butterworth de 
segundo orden con una frecuencia de corte ubicada en 66.67 
Hz, filtro muy común en procesos de suavizado de señales 
[25]. 
Adicionalmente, se ha mencionado que se utilizó el 
AR.Drone 1.0, un cuadricóptero de bajo costo construido por la 
empresa francesa Parrot, como plataforma de experimentación 
por múltiples razones: bajo costo, conservación de la energía, 
vuelo seguro y dimensiones del vehículo.  
En este contexto, los más comunes problemas con la 
captura de video en cámaras a bordo son: desplazamientos 
significativos y movimientos a gran velocidad. El principal 
motivo de estos problemas es la dinámica compleja del 
cuadricóptero durante vuelos interiores. Adicionalmente, 
efectos como escenas cuadro a cuadro, videos de baja 
frecuencia, congelamiento de la imagen, pueden ser generados 
por problemas de conexión con el drone. 
Utilizando un filtro pasa bajo como estimador de la 
intención de movimiento, se pueden solucionar los problemas 
comunes para vuelos interiores. Sin embargo, los problemas de 
congelamiento de la imagen pueden generarse dependiendo de 
la calidad de la conexión. Detectar y corregir estos problemas 
de congelamiento no es complicado, sin embargo es importante 
eliminar los parámetros que provienen de los fotogramas 
congelados con el objetivo de cambiar adecuadamente el 
fotograma de referencia. 
Una vez que los parámetros de la transformación afine 
(escala, rotación y traslación XY) son extraídos, y los valor de 
las imágenes congeladas son eliminados, el filtro pasa-bajos 
obtiene la intención de movimiento como una salida sin señales 
de alta frecuencia. La idea es que los valores de baja frecuencia 
corresponden al movimiento intencional, mientras que los de 
alta frecuencia son referidos a movimientos indeseados. 
Evidentemente la frecuencia de corte depende de la aplicación 
y las características del sistema. 
 
Fig. 1.  Escala 
Los movimientos indeseados pueden ser estimados 
mediante la substracción de la intención de movimiento, 
obteniendo una señal de alta frecuencia. Esta señal es usada 
entonces en la compensación de la imagen para eliminar 
vibraciones y simultáneamente mantener la intención de 
movimiento. En la figura 2, se puede apreciar la tanto señal 
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correspondiente a la intención de movimiento, estimada con el 
filtro pasa bajo (gráfico superior), como la señal de alta 
frecuencia a ser compensada (gráfico inferior) para el caso del 
ángulo. Figuras similares pueden obtenerse para la escala, y 
traslación en el eje-x y eje-y (figuras 1, 3, 4). 
Es importante mencionar que cada fotograma compensado 
se obtiene utilizando la matriz de transformación afín  , 
construida con los valores instantáneos de traslación  y , 
escala  y rotación ∅, como se muestra a continuación, y 
aplicada al respectivo fotograma original :  
 
  =  cos∅ − sin∅  sin∅  cos∅ 0 0 1  (1) 
  = .   (2) 
 
 
Fig. 2.  Ángulo 
 
Fig. 3.  Traslación en el eje-x 
 
Fig. 4.  Traslación en el eje-x 
III. FIABILIDAD Y DETECCIÓN DE ROSTROS 
Una vez obtenido un algoritmo robusto para la 
estabilización de vídeo, el nuevo enfoque hace referencia a la 
fiabilidad de la estimación del movimiento. Muchas de las 
técnicas de estabilización de vídeo permiten obtener videos 
estables en post-producción, con movimientos estimados que 
difieren considerablemente de los reales. A esto se lo conoce 
como movimiento fantasma y es explicado en [26]. 
Evidentemente, para solventar esta problemática es necesario 
definir una métrica de evaluación. 
En la literatura se pueden encontrar métricas de evaluación 
subjetiva, como es el caso del cuadrado de opinión media MOS 
(mean opinion square), el cual es muy común en la evaluación 
de la calidad de multimedia comprimida [27]. La segunda 
opción consiste en las métricas de evaluación objetiva tales 
como bounding boxes,  líneas de referencia, o secuencias 
sintéticas[28]. La ventaja de las tres métricas de evaluación es 
que los parámetros de movimiento pueden ser directamente 
comparados con el movimiento real. Sin embargo, el método 
mayormente utilizado para medir la efectividad y desempeño 
de secuencias estables de vídeo es la fidelidad de 
transformación entre fotogramas ITF [29] (inter-frame 
transformation fidelity), cuya expresión matemática es: 
  =  !∑ #$%&' !()  (5) 
donde %*+,-.  es el número de fotogramas en el vídeo y #$%&' es la relación de señal a ruido de pico entre dos 
fotogramas consecutivos ', ' + 1 que puede ser definido 
como: 
 #$%&' = 10 log3 456789:( (6) 
 ;$<' = 8∗ ∑ ∑ ‖?++ ∗ ?++@, A − B,CD@, A‖EF)38)3 (10) 
donde 8GH es la intensidad de pixel máxima, ;$<' es 
el error cuadrático medio entre imágenes monocromáticas de 
tamaño ; ∗ %.  
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El problema de los movimientos fantasmas [26] es 
solventado por nuestro algoritmo mediante el uso la acción de 
control como puerta lógica que permite la ejecución del filtro 
pasa-bajo única y exclusivamente cuando una intención de 
movimiento tele-operado este presente. Adicionalmente 
nuestro algoritmo tiene una histéresis luego de la ejecución del 
sistema permitiendo alcanzar la máxima posición (o mínima 
dependiendo de la señal de la acción de control) luego del 
efecto de la nueva acción de control. 
Una vez que se ha conseguido una secuencia de vídeo 
estable, robusta y fiable, se aplica un algoritmo para la 
detección de caras. Existen diversas propuestas en la literatura, 
de las cuales se ha escogido el algoritmo de Viola-Jones basado 
en una cascada de clasificadores. 
Una cascada de clasificadores procesa eficientemente 
regiones de la imagen para determinar la presencia de un objeto 
consigna, en este caso las caras. Cada fase en la cascada aplica, 
de forma incremental, un clasificador más complejo que 
permite al algoritmo desestimar rápidamente regiones que no 
contengan la consigna. Si el objeto deseado no es encontrado 
en ninguna de las fases del clasificador, el detector desecha 
inmediatamente la región y el proceso es finalizado. Para el 
caso del escalado, el detector es capaz de cambiar la escala de 
las imágenes de entrada y localizar el objeto consigna. En cada 
incremento de la escala, una ventana deslizante, cuyo tamaño 
es igual al de la imagen de entrenamiento, busca la imagen 
escala para localizar el objeto. 
El algoritmo de Viola-Jones [30] es robusto ante cambios 
de escala, sin embargo sus debilidades se vuelven evidentes 
ante rotaciones en la imagen. Es justo este punto en el cual, 
utilizando el enfoque planteado para la estabilización de vídeo, 
y combinándolo con la detección de rostros, el algoritmo de 
Viola-Jones incrementa su robustez. 
 
IV. RESULTADOS Y DISCUSIONES 
Se ha mencionado que se usó un AR.Drone 1.0 como 
plataforma de experimentación y sus principales problemas. 
Además es necesario mencionar que nuestra propuesta ha sido 
implementada en una laptop cuyas características son: 
 
• Modelo: Acer Aspire 5951G 
• Procesador: Intel ® Core ™ i7-2670QM 2.20GHz 
con Turbo Boost up para 3.1GHz 
• RAM: 16.0 GB (15.9 GB Usable) 
 
Se han procesado las imágenes reales utilizando cuatro 
diferente escenarios capturados con la cámara a bordo, uno 
para cada lado en un espacio cuadrilátero. 
En la tabla I, se presentan los resultados para cuatro 
diferentes escenas utilizando dos métricas de evaluación: ITF y 
el número de fotogramas con rostro detectado. 
 
 
 
 
TABLE I.  FUNCIÓN COSTO 
Nombre del 
Vídeo Métrica de Evaluación Original 
Nuestra 
Propuesta 
Vídeo 1 
ITF (dB) 14.09 19.48 
Número de fotogramas con 
rostro detectado 102/1000 143/1000 
Vídeo 2 
ITF (dB) 13.43 19.52 
Número de fotogramas con 
rostro detectado 289/1000 322/1000 
Vídeo 3 
ITF (dB) 14.65 19.89 
Número de fotogramas con 
rostro detectado 91/1000 188/1000 
Vídeo 4 
ITF (dB) 16.96 21.12 
Número de fotogramas con 
rostro detectado 129/1000 476/1000 
 
Al aplicar el algoritmo de Viola-Jones en la secuencia de 
vídeo estabilizada mediante nuestra propuesta, se maximiza la 
robustez de este método de detección de caras. Este hecho se 
ve reflejado en un incremento en el número de fotogramas con 
rostro detectado al implementar el algoritmo de Viola-Jones 
sobre la secuencia de vídeo estabilizada utilizando nuestra 
propuesta, respecto a la número de fotogramas con rostro 
detectado sobre la secuencia original. 
 
 
Fig. 5.  Detección de caras en secuencias de video estabilizadas 
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Se había mencionado que las debilidades del algoritmo de 
Viola-Jones se evidencian en imágenes donde los rostros de 
personas se encuentran inclinados. A diferencia del video 
original capturado con un AR.Drone, que por su naturaleza 
aerodinámica contiene rotaciones indeseadas, en la secuencia 
estable de vídeo las inclinaciones son eliminadas, permitiendo 
minimizar el número de fotogramas en que las caras no pueden 
ser detectadas. En la Figura 8 se puede visualizar uno de estos 
fotogramas. 
VI. CONCLUSIONES Y TRABAJOS FUTUROS 
Luego de llevar a cabo un estudio inicial de la eficiencia del 
filtro pasa-bajos, se ha constatado experimentalmente que 
posee un óptimo desempeño para estimar la intención de 
movimiento, eliminando rotaciones y traslaciones indeseadas. 
Sin embargo, este método puede ser optimizado utilizando un 
menor número de fotogramas sin minimizar el ITF.  
La frecuencia de corte depende de las características del 
modelo, por lo que la información del sistema de captura 
implica una considerable contribución a la fase de calibración. 
La importancia de la fidelidad del movimiento estimado 
respecto al real es evidente en sistemas de dinámica compleja 
como micro vehículos aéreos, donde esta fidelidad puede 
significar la diferencia que prevenga un accidente.  
El algoritmo de Viola-Jones permite detectar caras en 
tiempo real, sin embargo no es robusto ante rotaciones en la 
imagen. Al utilizarlo en combinación con la propuesta de 
estabilización de vídeo se puede maximizar su robustez como 
detector.  
Como trabajo futuro, se ha planteado evaluar nuestro 
método de estabilización de vídeo en ambientes agresivos con 
turbulencia y problemas de comunicación, así como aplicarlo 
en sistemas de control basados en visión para micro vehículos 
aéreos. 
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