This paper presents a new approach for human walking modeling from monocular image sequences. A kinematics model and a walking motion model are introduced in order to exploit prior knowledge. The proposed technique consists of two steps. Initially, an efficient feature point selection and tracking approach is used to compute feature points' trajectories. Peaks and valleys of these trajectories are used to detect key framesframes where both legs are in contact with the floor. Secondly, motion models associated with each joint are locally tuned by using those key frames. Differently than previous approaches, this tuning process is not performed at every frame, reducing CPU time. In addition, the movement's frequency is defined by the elapsed time between two consecutive key frames, which allows handling walking displacement at different speed. Experimental results with different video sequences are presented.
Introduction
3D human body representations opens a new and attractive field of applications, from more realistic movies to interactive environments. Unfortunately, it is not possible to completely recover 3D information from 2D video sequences when no other extra information is given or can be estimated (i.e. intrinsic and extrinsic camera parameters should be provided to compute the real 3D data up to a scale). However, since several video sequences are populated with objects with known structure and motion such as humans, cars, etc, prior knowledge would arguably aid the recovery of the scene. Prior knowledge in the form of kinematics constraints (average size of an articulated structure, degrees of freedom (DOFs) for each articulation), or motion dynamics (physical laws ruling the objects' movements), is a commonplace solution to handle the aforementioned problem. In this direction, our work is devoted to depth augmentation of common human walking video sequences. Although this work is only focused on walking modeling, which is the most frequent type of locomotion of persons, other kinds of cyclic movement could also be modeled with the proposed approach (e.g. movements such as running or climbing down/upstairs).
3D motion models are required for applications such as: intelligent video surveillance, pedestrian detection for traffic applications, gait recognition, medical diagnosis and rehabilitation, human-machine interface [1] . Due to the widely interest it has generated, 3D human motion modeling is one of the most active area within the computer vision community.
In this paper a new approach to cope with the problem of human walking modeling is presented. The main idea is to search for a particular kinematics configuration throughout the frames of the given video sequence, and then to use the extracted information in order to tune a general motion model. Walking displacement involves the synchronized movements of each body part-the same is valid for any cyclic human body displacement (e.g., running, jogging). In this work, a set of curves, obtained from anthropometric studies [2] , is used as a coarse walking model. These curves need to be individually tuned according to the walking attitude of each pedestrian. This tuning process is based on the observation that although each person walks with a particular style, there is an instant in which every human body structure achieves the same configuration. This instant happens when both legs are in contact with the floor. Then, the open articulated structure becomes a closed structure. This closed structure is a rich source of information useful to tune most of the motion model's parameters. The outline of this work is as follows. Related works are presented in the next section. The proposed technique is described in section 3. Experimental results using different video sequences are presented in section 4. Conclusions and further improvements are given in section 5.
Previous Works
Vision-based human motion modeling approaches usually combine several computer vision processing techniques (e.g. video sequence segmentation, object tracking, motion prediction, 3D object representation, model fitting, etc.). Different techniques have been proposed to find a model that matches a walking displacement. These approaches can be broadly classified into monocular or multi camera approaches. A multicamera system was proposed by [3] . It consists of a stereoscopic technique able to cope not only with self-occlusions but also with fast movements and poor quality images. This approach incorporates physical forces to each rigid part of a kinematics 3D human body model consisting of truncated cones. These forces guide each 3D model's part towards a convergence with the body posture in the image. The model's projections are compared with the silhouettes extracted from the image by means of a novel approach, which combines the Maxwell's demons algorithm with the classical ICP algorithm. Although stereoscopic systems provide us with more information for the scanned scenes, 3D human motion systems with only one cameraview available is the most frequent case.
Motion modeling using monocular image sequences constitutes a complex and challenging problem. Similarly to approach [3] , but in a 2D space and assuming a segmented video sequence is given as an input, [4] proposes a system that fits a projected body model with the contour of a segmented image. This boundary matching technique consists of an error minimization between the pose of the projected model and the pose of the real body-all in a 2D space. The main disadvantage of this technique is that it needs to find the correspondence between the projected body parts and the silhouette contour, before starting the matching approach. This means that it looks for the point of the silhouette contour that corresponds to a given projected body part, assuming that the model posture is not initialized. This problem is still more difficult to handle in those frames where self-occlusions appear or edges cannot be properly computed.
Differently than the previous approaches, the aspect ratio of the bounding box of the moving silhouette has been used in [5] . This approach is able to cope with both lateral and frontal views. In this case the contour is studied as a whole and body parts do not need to be detected. The aspect ratio is used to encode the pedestrian's walking way. However, although shapes are one of the most important semantic attributes of an image, problems appear in those cases where the pedestrian wears clothes not so tight or carries objects such as a suitcase, handbag or backpack. Carried objects distort the human body silhouette and therefore the aspect ratio of the corresponding bounding box.
In order to be able to tackle some of the problems mentioned above, some authors propose simplifying assumptions. In [6] for example, tight-fitting clothes with sleeves of contrasting colors have been used. Thus, the right arm is depicted with a different color than the left arm and edge detection is simplified especially in case of self-occlusions. [7] proposes an approach where the user selects some points on the image, which mainly correspond to the joints of the human body. Points of interest are also marked in [8] using infrared diode markers. The authors present a physics-based framework for 3D shape and non-rigid motion estimation based on the use of a non-contact 3D motion digitizing system. Unfortunately, when a 2D video sequence is given, it is not likely to affect its content afterwards in such a way. Therefore, the usefulness of these approaches is restricted to cases where access in making the sequence is possible.
Recently, a novel approach based on feature point selection and tracking was proposed in [9] . This approach is closely related to the technique proposed in this work. However, a main difference is that in [9] feature points are triangulated together and similarity between triangles and body parts is studied, while in the current work, feature point's trajectories are plotted on the image plane and used to detect key frames. Robustness in feature point based approaches is considerably better than in those techniques based on silhouette, since silhouette does not only depend on walking style or direction but also on other external factors such as those mentioned above. Walking attitude is easier captured by studying the spatio-temporal motion of feature points.
3
The Proposed Approach
We may safely assume that the center of gravity of a walking person moves with approximately constant velocity. However, the speed of other parts of the body fluctuates. There is one instant per walking cycle (without considering the starting and ending positions) in which both feet are in contact with the floor, in other words with null velocity. This happens when the pedestrian changes from one pivot foot to the other. At that moment the articulated structure ( Fig. 1 ) reaches the maximum hip angles. Frames containing these configurations will be called key frames and can be easily detected by extracting static points (i.e. pixels defining the boundary of the body shape contained in the segmented frames that remain static at least in three consecutive frames) through the given video sequence. Information provided by these frames is used to tune motion model parameters. In addition, the elapsed time between two consecutive key frames defines the duration of a half walking period-indirectly the speed of the movement. Motion models are tuned and used to perform the movement from the current key frame to the next one. This iterative process is applied until all key frames are covered by the walking model (input video sequence). Human motion modeling based on tracking of point features has recently been used in [9] . Human motion is modeled by the joint probability density function of the position and velocity of a collection of body parts, while no information about kinematics or dynamics of the human body structure is considered. This technique has been tested only on video sequences containing pedestrians walking on a plane orthogonal to the camera's viewing direction.
Assuming that a segmented video sequence is given as an input (in the current implementation some segmented images were provided by the authors of [10] and others were computed by using the algorithm presented in [11] ) the proposed technique consists of two stages. In the first stage feature points are selected and tracked throughout the whole video sequence in order to find key frames' positions. In the second stage a generic motion model is locally tuned by using kinematics information extracted from the key frames. The main advantage comparing with previous approaches is that matching between the projection of the 3D model and the body silhouette image features is not performed at every frame (e.g., hip tuning is performed twice per walking cycle). The algorithm's stages are fully described below together with a brief description of the 3D representation used to model the human body.
Body Modeling
Modeling the human body implies firstly the definition of a 3D articulated structure, which represents the body's biomechanical features; and secondly the definition of a motion model, which governs the movement of that structure.
Several 3D articulated representations have been proposed in the literature. Generally, a human body model is represented as a chain of rigid bodies, called links, interconnected to one another by joints. Links are generally represented by means of sticks [7] , polyhedron [12] , generalized cylinders [13] or superquadrics [6] . A joint interconnects two links by means of rotational motions about the axes. The number of independent rotation parameters defines the DOFs associated with that joint.
Considering that a human body has about six hundred muscles, forty just for a hand, the development of a highly realistic model is a computational expensive task, involving a high dimensionality problem. In computer vision, where models with only medium precision are required, articulated structures with less than thirty degrees of freedom are generally adequate. (e.g. [6] , [3] ). In this work, an articulated structure defined by 16 links is initially considered. This model consists of 22 DOF, without modeling the palm of the hand or the foot and using a rigid head-torso approximation (four for each arm and leg and six for the torso, which are three for orientation and three for position). However, in order to reduce the complexity, a simplified model of 12 DOF has been finally chosen. This simplification assumes that in walking, legs' and arms' movements are contained in parallel planes (see illustration in Fig. 1 ). In addition, the body orientation is always orthogonal to the floor, thus the orientation is reduced to only one DOF. Hence, the final model is defined by two DOF for each arm and leg and four for the torso (three for the position plus one for the orientation).
The simplest 3D articulated structure is a stick representation with no associated volume or surface. Planar 2D representations, such as a cardboard model, have been also widely used. However, volumetric representations are preferred in order to generate more realistic models. Volumetric representations such as parallelepipeds, cylinders, or superquadrics have been extensively used. For example, [3] , proposes to model a person by means of truncated cones (arms and legs), spheres (neck, joints and head) and right parallelepipeds (hands, feet and body). Most of these shapes can be modeled by means of superquadrics [14] . Superquadrics are a compact and accurate representation generally used to model human body parts. ε is the squareness parameter in the latitude plane and 2 ε is the squareness parameter in the longitudinal plane. Furthermore, superquadric shapes can be deformed with tapering, bending and cavities. In our model, the different body parts are represented with superquadrics tapered along the y-axis. The parametric equation is then written as: measurements. An example can be seen in Fig. 2 . The movements of the limbs are based on a hierarchical approach (the torso is considered the root) using Euler angles. The body posture is synthesized by concatenating the transformation matrices associated with the joints, starting from the root.
Feature Point Selection and Tracking
Feature point selection and tracking approaches were chosen because they allow capturing the motion's parameters by using as prior knowledge the kinematics of the body structure. In addition, point-based approaches seem to be more robust in comparison with silhouette based approaches. Next, a brief description of the techniques used is given.
Feature Point Selection
In this work, the feature points are used to capture human body movements and are selected by using a corner detector algorithm. Let I(x,y) be the first frame of a given video sequence. Then, a pixel (x,y) is a corner feature if at all pixels in a window W S around (x,y) the smallest singular value of G is bigger than a predefined σ; in the current implementation W S was set to 5x5 and σ = 0.05. G is defined as: 
and (I x , I y ) are the gradients obtained by convolving the image I with the derivatives of a pair of Gaussian filters. More details about corner detection can be found in [16] . Assuming that at the beginning there is no information about the pedestrian's position in the given frame, and in order to enforce a homogeneous feature sampling, input frames are partitioned into 4 regular tiles (2x2 regions of 240x360 pixels each in the illustration presented in Fig. 3 ).
Feature Point Tracking
After selecting a set of feature points and setting a tracking window W T (3x3 in the current implementation) an iterative feature tracking algorithm has been used [16] . Assuming a small interframe motion, feature points are tracked by minimizing the sum of squared differences between two consecutive frames. Points, lying on the head or shoulders, are the best candidates to satisfy the aforementioned assumption. Most of the other points (e.g. points over the legs, arms or hands, are missed after a couple of frames). Fig.  3(top) illustrates feature points detected in the first frame of the video sequence used in [17] . Fig. 3(bottomleft) depicts the trajectories of the feature points when all frames are considered. On the contrary, Fig.  3 (bottom-right) shows the trajectories after removing static points. In the current implementation we only use one feature point's trajectory. Further improvements could be to merge feature points' trajectories in order to generate a more robust approach.
Motion Model Tuning
The outcome of the previous stage is the trajectory of a feature point (Fig. 4(top) ) consisting of peaks and valleys. Firstly, the first-order derivative of the curve is computed to find peaks' and valleys' positions by seeking the positive-to-negative zero-crossing points. Peaks correspond to those frames where the pedestrian reaches the maximum height, which happens in that moment of the half walking cycle when the hip angles are minimum. On the contrary, the valleys correspond to those frames where the two legs are in contact with the floor and then, the hip angles are maximum. So, the valleys are used to find key frames, while the peaks are used for footprint detection. The frames corresponding to each valley of Fig. 4 (top) are presented in Fig.  4 (middle) and (bottom). An interesting point of the proposed approach is that in this video sequence, in spite of the fact that the pedestrian is carrying a folder, key frames are correctly detected and thus, the 3D human body configuration can be computed. On the contrary, with an approach such as [4] , it will be difficult since the matching error will try to minimize the whole shape (including folder). After detecting key frames, which correspond to the valleys of the trajectory, it is necessary to define also the footprints of the pedestrian throughout the sequence. In order to achieve this, body silhouettes were computed using an image segmentation algorithm [11] . For some video sequences the segmented images were provided by [10] . Footprint positions are computed as follows.
Throughout a walking displacement sequence, there is always, at least, one foot in contact with the ground, with null velocity (pivot foot). In addition, there is one instant per walking cycle in which both feet are in contact with the floor (both with null velocity). The foot that is in contact with the floor can be easily detected by extracting its defining static points. A point is considered as a static point The result of the previous stage is a set of static points distributed along the pedestrian's path. Now, the problem is to cluster those points belonging to the same foot. Static points defining a single footprint are easily clustered by studying the peaks' positions in the feature point's trajectory. All those static points in a neighborhood of 3 ± F from the frame corresponding to a peak position (F) will be clustered together and will define the same footprint (fp i ). Fig. 5(right) shows an illustration of static points detected after processing consecutive frames.
As it was introduced above, key frames are defined as those frames where both feet are in contact with the floor. At every key frame, the articulated human body structure reaches a posture with maximum hip angles. In the current implementation, hip angles are defined by the legs and the vertical axis containing the hip joints. This maximum value, together with the maximum value of the hip motion model (Fig. 6 ) are used to compute a scale factor κ . This factor is utilized to adjust the hip motion model to the current pedestrian's walking. Actually, it is used for half the walking cycle, which does not start from the current key frame but from a quarter of the walking cycle before the current key frame until halfway to the next one. The maximum hip angle in the next key frame is used to update this scale factor.
This local tuning, within a half walking cycle, is illustrated with the 2D articulated structure shown in Fig.  7 , from Posture 1 to Posture 3. A 2D articulated structure was chosen in order to make the understanding easier, however the tuning process is carried out in the 3D space. The two footprints of the first key frame are represented by the points A and B, while the footprints of the next key frame are the corresponding points Figure 5 . (left) Five consecutive frames used to detect static points. (right) Footprints computed after clustering static points generated by the same foot (peaks in a feature point's trajectory (Fig. 4(top) ). As aforementioned, the computed factors i κ are used to scale the hip angles. The difference in walking between people implies that all the motion curves should be modified by using an appropriate scale factor for each one. In order to estimate these factors an error measurement (registration quality index: RQI) is introduced. The proposed RQI measures the quality of the matching between the projected 3D model and the corresponding human silhouette. It is defined as: RQI = overlappedArea/totalArea, where total area consists of the surface of the projected 3D model plus the surface of the walking human figure less the overlapped area, while the overlapped area is defined by the overlap of these two surfaces. Firstly, the algorithm computes the knee scale factor that maximizes the RQI values. In every iteration, an average RQI is computed for all the sequence. In order to speed up the process the number of frames was subsampled. Afterwards, the elbow and shoulder scale factors are estimated similarly. They are computed simultaneously using an efficient search method.
Experimental Results
The proposed technique has been tested with video sequences used in [17] and [10] , together with our own video sequences. Despite that the current approach has been developed to handle sequences with a pedestrian walking over a planar surface, in a plane orthogonal to the camera direction, the technique has been also tested with an oblique walking direction (see Fig. 11 ) showing encouraging results. The video sequence used Figure 10 . 3D models corresponding to the frames presented in Fig. 9 (top) and (bottom) respectively. as an illustration throughout this work consists of 85 frames of 480x720 pixels each, which have been segmented using the technique presented in [11] . Some of the computed 3D walking models are presented in Fig. 8(bottom) , while the original frames together with the projected boundaries are presented in Fig. 8(top) . Fig. 9 (top) presents a few frames of a video sequence defined by 103 frames (240x320 pixels each), while Fig. 9 (bottom) corresponds to a video sequence defined by 70 frames (240x320 pixels each). Although the speed and walking style is considerably different, the proposed technique can handle both situations. The corresponding 3D models are presented in Fig. 10 (top) and (bottom) respectively.
Finally, the proposed algorithm was also tested on a video sequence, consisting of 70 frames of 240x320 pixels each, containing a diagonal walking displacement (Fig. 11) . The segmented input frames have been provided by the authors of [10] . Although the trajectory was not on a plane orthogonal to the camera direction, feature point information was enough to capture the pedestrian's attitude.
Conclusions and Future Work
A new approach towards human motion modeling has been presented. It exploits prior knowledge regarding a person's movement as well as human body kinematics constraints. At this paper only walking has been modeled. Although constraints about walking direction and planar surfaces have been imposed, we expect to extend this technique in order to include frontal and oblique walking directions [18] . A preliminary result has been presented in Fig. 11 . Modeling other kinds of human body cyclic movements (such as running or going up/down stairs) using this technique constitutes a possible extension and will be studied. In addition, the use of a similar approach to model the displacement of other articulated beings (animals in general [19] ) will be studied. Animal motion (i.e. cyclic movement) can be understood as an open articulated structure, however, when more than one extremity is in contact with the floor, that structure becomes a closed kinematics chain with a reduced set of DOFs. Therefore a motion model could be computed by exploiting these particular features.
Further work will also include the tuning of not only motion model's parameters but also geometric model's parameters in order to find a better fitting. In this way, external objects attached to the body (like a handbag or backpack) could be added to the body and considered as a part of it. frames illustrating the final result (segmented input has been provided by [10] ).
