Abstract. This paper describes an approach to Case Based Reasoning (CBR) for image categorisation. The technique is founded on a time series analysis mechanism whereby images are represented as time series (curves) and compared using time series similarity techniques. There are a number of ways in which images can be represented as time series, this paper explores two. The first considers the entire image whereby the image is represented as a sequence of histograms. The second considers a particular feature (region of interest) contained across an image collection, which can then be represented as a time series. The proposed techniques then use dynamic time warping to compare image curves contained in a case base with that representing a new image example. The focus for the work described is two medical applications: (i) retinal image screening for Age-related Macular Degeneration (AMD) and (ii) the classification of Magnetic Resonance Imaging (MRI) brain scans according to the nature of the corpus callosum, a particular tissue feature that appears in such images. The proposed technique is described in detail together with a full evaluation in terms of the two applications.
Introduction
In its traditional form Case Based Reasoning (CBR) is typically directed at tabular data. Current research within the domain of CBR seeks to widen the scope of the technology by, amongst other initiatives, applying it to alternative forms of data such as images, sound, video, etc. There are two principal issues to be considered when applying CBR to non-standard data. The first is how to best represent the input so as to facilitate CBR. The second is the nature of the similarity checking mechanism to be applied. The two issues are closely related. One potential solution is to translate the input data format into an appropriate tabular format so that traditional approaches to CBR can be applied. In the case of image datasets this involves the application of segmentation and registration techniques. This paper proposes the adoption of an alternative approach to image representation whereby salient images features are encapsulated using time series.
Referring back to the two issues identified above the questions to be addressed are: (i) how can images best be translated into time series; and (ii) given an example time series represented image, how can we identify the most similar image within a Case Base (CB). With respect to the time series representation of images, we may consider images in their entirety or in terms of some sub region that features across the image set. The first takes into account the entire image while the second is directed at some specific feature within the image. Which is the most appropriate depends in part on the nature of the application. If the content of the entire image is important or if there is no single defining feature, then the first should be adopted. The second approach is only applicable if there is some feature that exists across the image set that is significant with respect to a particular application. Once a time series representation has been generated a similarity checking mechanism is required. Essentially this entails some form of curve comparison. The technique promoted in this paper is Dynamic Time Warping (DTW). This was selected because it is well understood and operates on curves that are not necessarily of the same unit length.
The intention of the paper is to provide an insight into the operation of time series analysis CBR with respect to the above. To act as a focus for the analysis, two specific applications are considered: (i) the screening of retinal images for Age-related Macular Degeneration (AMD), and (ii) the categorisation of Magnetic Resonance Imaging (MRI) brain scans. AMD is an eye condition that affects the macula, the central portion of the retina. It is the leading cause of irreversible blindness in the elderly and is a growing global healthcare challenge due to our ageing population; early detection may offer an opportunity for the application of timely treatment to inhibit the progress of the condition. A good way of identifying the early onset of AMD is through the identification of "fatty deposits" (called drusen) and pigment abnormality in the retina. Currently this is achieved by visual inspection, by clinicians, of the "fundus" photograph. This is a time consuming process and subject to human factors such as skills and tiredness; automated screening is therefore seen as beneficial even if only a coarse grading can be achieved.
The screening of retinal images for AMD requires the entire image to be taken into consideration. The second application, the categorisation of MRI brain scans is directed at a particular region within such scans, namely the corpus callosum. The corpus callosum connects the two hemispheres of the brain. It is conjectured that the size and shape of the corpus callosum dictates certain human abilities (such as mathematical or musical abilities), human characterises (such as "handedness") and certain medical conditions (such as epilepsy).
The rest of this paper is organised as follows. Section 2 provides some background with respect to time series analysis, DTW and CBR. The two applications, that form the focus of the work reported in this paper, are then described in Sections 3 and 4 respectively. The sections also include a full evaluation of the proposed approaches using real data. A summary and some conclusions are then presented in Section 5.
Background
Time Series Analysis (TSA) is concerned with the study of data that can be represented as one or more curves with a view to extracting knowledge using this representation. Note that the data dimensions do not necessarily need to include time, TSA may be applied to any form of data that can be represented as a sequence of one or more curves. The fundamental issues of TSA are: (i) how to measure similarity between time series and (ii) how to compress the time series while maintaining discriminatory power. Similarity can be measured in terms of ( [2] ): (i) similarity in time, (ii) similarity in shape and (iii) similarity in change. Related areas are Time Series Data Mining (TSDM), forecasting and the analysis of moving object data. An example of the last can be found in [24] . Keogh and Kasetty [18] give a survey of TSDM. For a discussion of time series forecasting see [1] .
Dynamic Time Warping (DTW) is a technique whereby two time series can be compared. The technique does not require the two curves to be of the same length and takes into account a certain amount of "skew" to obtain a best fit. DTW was first proposed by Sakoe and Chiba [27] and was originally applied to speech recognition problems, but subsequently has been applied in much wider areas of application [19] . Given two time series: Q = {q 1 , q 2 , . . . , q i , . . . , q n } and C = {c 1 , c 2 , . . . , c j , . . . , c m }, these can be aligned using DTW by constructing a n by m grid (matrix) such that the value for element (i, j) is the squared Euclidean distance from point c j on curve C, a comparator sequence, to point q i on curve Q, the query sequence, i.e. a sequence we wish to compare to C with the aim (say) of categorising Q. The best match between the two sequences Q and C is the warping path that minimises the total cumulative distance from grid element (0, 0) to (n, m). A warping path is any contiguous set of matrix elements from (0, 0) to (n, m). The warping cost associated with a particular path is its cumulative distance. DTW tends to produce better results than using a straight forward point-to-point comparison, however it tends to be computationally expensive. A number of tricks can be used to speed up the process. For example we can coarsen the data to produce an approximate path (i.e. do not use every sample point). Alternatively, from the observation that we can expect the best path to approximate to the line from (0, 0) to (n, m), we can omit many calculations. Work has been done on the nature of the warping window (for example use of the "Sakoe-Chiba band" or the "Itakura parallelogram".)
Case Based Reasoning (CBR) has a well established body of literature associated with it. Recommended reference works include [21] and [20] . For a review of the application of CBR in medical domains see [16] or [3] . For a discussion on the crossover between data mining and CBR interested readers are referred to [25] .
AMD Screening
The motivation for AMD screening was introduced in Section 1. The objective is to detect the presence of drussen (a primary indicator of AMD) in retina images collected as part of a screening programme; thus we wish to categorise/classify retina images as positive (evidence of AMD detected) or negative (normal). Three example images are presented in Fig. 1 . The image on the right ( and other pathological features. Inspection of the images indicates the difficulty in detecting the drusen. This is thus one of our motivations for employing CBR techniques, rather than to attempt to detect these features using other techniques such as image segmentation. The optic disc (OD), a bright coloured disc featured in the retinal images in Fig. 1 from which all blood vessels emanate, connects the retina to the "optic nerve". The macula, clearly visible in the center of the image given in Fig. 1 [c] as a dark coloured region, acts as a light detector and provides humans with the central vision essential for seeing fine details and with the colour vision (the macula is obscured by drusen in Figures 1[a] and [b] ).
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Time Series CBR for AMD Screening
To represent images of the form shown in Fig. 1 the approach advocated in this paper is to consider the images in terms of pixel values using the Red-GreenBlue (RGB) colour model and the Hue-Saturation-Intensity (HSI) representation of the RGB model. As such each image can be represented as a sequence of histograms, with length M , to which a curve can easily be fitted. Each histogram is represented as a curve h i , such that each point along the curve, h i (m) takes some value β (where 0 ≤ m < M , and β is the number of occurrences of intensity value m in image i).
Prior to translating the images into time series some enhancement to the histograms was undertaken. The enhancement was done by applying a Contrast Limited Adaptive Histogram Equalisation (CLAHE) [33] technique. CLAHE computes histogram for different parts of an image and equalises each histogram separately. This image enhancement process increased the visibility of edges in the retinal images, as can be seen by comparing the enhanced image given in Fig. 2[a] with the image given in Fig. 1[c] . Initial experiments [13] , indicated that the green and saturation channels produced the best results. The green channel was thus selected as the most appropriate for retina representation using the RGB model because of its ability to show the greatest contrast compared to other colour channels, seen as essential for retinal object identification [4, 32] . The saturation component was selected as this has also been shown to produce good performance in identifying AMD featured retinal images [13] . The technique described here thus considers only the green and saturation channels. The length of the histograms, M , was set to 256 (number of RGB colour space cells) for the green channel histograms and 101 (with values ranging from 0 to 100) for the saturation histograms. It was also found that the removal of pixels representing blood vessels enhanced the categorisation process. This was achieved by applying a retinal blood vessels segmentation algorithm [29] to segment the blood vessels. The identified blood vessels pixels were replaced by null values and consequently omitted from the histogram generation process. Fig. 2[b] gives an example of a retinal image with blood vessel pixels removed (indicated in white) by applying this process to the image given in Fig. 2[a] .
Further experiments [14] , indicated that the optic disc can obscure the presence of drusen. It is technically possible to remove the pixels representing the optic disc in the same way that blood vessel pixels were removed. To achieve this, a variation of optic disc detection using the horizontal and vertical axis of retinal images as proposed in [23] was applied. The retinal blood vessels binary image and the enhanced green channel image was utilised to generate both the horizontal and vertical signals, instead of using the original green channel image [23] . The optic disc pixel values were then replaced with null values. Fig.  2[c] shows the retinal image given in Fig. 2[b] with the optic disc removed. It is also worth noting that the back coloured pixels (around the retina image) were excluded as well when the histograms were generated.
However, the routine removal of the optic disc can result in the removal of pixels representing drusen; especially where the drusen are close to, or superimposed over it. A two stage CBR approach is thus proposed consisting of two Case Bases (CBs), the primary CB and a secondary CB. The primary CB comprised the green and saturation histograms of labelled retina images (positive and negative) that included the optic disc but with blood vessels pixels removed, and the secondary CB comprised similar histograms but with the optic disc removed also. A block diagram indicating the proposed CBR process is presented in Fig. 3 . Given a new image we attempt to categorise this with reference to the primary CB first (CB1 in Fig. 3 ). The green channel histogram of the new image is compared to each of the green channel histograms in CB1 by means of computing the similarity measure between two histograms using DTW. A similar approach is also applied to the saturation histograms. These processes will generate the preliminary results comprising distance values between the green and saturation histograms of the new image, with the green and saturation histograms of each image in CB1. The similarity between the new image and each case in CB1 is then calculated by taking the average of each case's green and saturation histograms similarity values. If there exists only one "most similar" case, or there exist a number of most similar cases but all with the same label, the preliminary results will be taken as the final categorisation result and consequently the new image will be labelled as AMD or normal according to the label of the most similar image in CB1. If no clear result is obtained (i.e. there are two or more most similar cases with contradicting labels) the pixels representing the optic disc in the new image are removed and the CBR process is repeated but this time with the secondary CB (CB2 in Fig. 3 ). For a more complete description interested readers are referred to [14] .
AMD Screening Evaluation
To evaluate the time series CBR approach as applied to retina image screening a data set comprising 161 images, of which 101 were AMD featured images, were utilised. All of the images were acquired as part of ARIA 1 project, which aims to provide a platform that is capable of predicting eye disease risk on individuals at the point of image acquisition process.
The results of the evaluation, using Ten-fold Cross Validation (TCV) are given in Table 1 . The table gives values for the specif icity, sensitivity, and accuracy recorded for each TCV. Results obtain using the above approach (columns marked CBs) were compared with results obtained using a spatialhistogram approach [15] . From the table it can be seen that the proposed approach, that is advocated in this paper, provides the best results with 80% accuracy, and an average increase of 5% over all evaluation metrics.
The second application considered in this paper is the categorisation of MRI brain scans according to a single feature within those scans, namely the corpus callosum. The objective of the study was to investigate the application of time series CBR in the context of a Region of Interest (ROI) contextualisation. As noted in Section 1 the study of the nature (shape and size) of the corpus callosum in MRI brain scans is of interest to the medical community with respect to certain medical conditions that affect the function of the brain and particular skills. The size and shape of the corpus callosum has been shown to be correlated to gender, age, neurodegenerative diseases and various lateralised behaviour in people such as "handedness". It is also conjectured that the size and shape of the corpus callosum reflects certain human characteristics (such as a mathematical or musical ability). Several studies indicate that the size and shape of the corpus callosum, in humans, is correlated to gender [7, 28] , age [28, 31] , brain growth and degeneration [12, 22] , handedness [6] , epilepsy [5, 26, 30] and brain dysfunction [8, 17] . Fig. 4 gives an example (midsagital slice) of a MRI brain scan. The corpus callosum is located at the center of the image (highlighted in the image on the right). Fig. 4 also highlights a related structure called the fornix the significance of which is that image segmentation techniques frequently find it difficult to determine where the corpus callosum ends and the fornix starts. The focus of the study described here is directed at the categorising of MRI brain scan images according to corpus callosum, but could equally be applied to the characteristaion of other types of image that feature a given object.
Time Series CBR for MRI Scan Categorisation
When attempting to categorise images according the nature of a particular feature, regardless of whether a CBR technique or some other techniques is to be used, the first issue is to identify and isolate the feature of interest. In the case of the corpus callosum we know, approximately, where it is located with respect to the boundaries of an MRI brain scan. Thus we can apply a segmentation algorithm to identify the corpus callosum pixels. For the work described here the efficient graph-based segmentation algorithm [11] was used. This method is based on Minimum Spanning Trees (MST). All pixels of the original image are viewed as separate components. Two components are merged if the external variation between the components is small compared to the internal variation. Note that the segmentation can be problematic as a related tissue structure, the Fornix (also shown in the example given in Fig. 4) is often included together with some other spurious pixel clusters. Some data cleaning must therefore be undertaken. A smoothing technique was first applied to the MRI scans before the application of segmentation so as to preserves the boundaries between regions. This smoothing operation had the overall effect of bringing points in a cluster closer together.
Fig. 5. Corpus callosum time series generation
Once the corpus callosum was identified we wish to represent it as a time series so that our proposed time series CBR technique could be applied. The adopted time series generation approach is illustrated in Fig. 5 . A series of "spokes" were radiated out from the mid-point of the base of the Minimum Bounding Rectangle (MBR) surrounding a detected corpus callosum. The interval between spokes was one pixel measured along the edge of the MBR. Consequently, the number of spokes used to encode a corpus callosum varied from image to image. For each spoke the distance D i (where i is the spoke identification number) over which the spoke intersects with a sequence of corpus callosum pixels was recorded. The mid point along the base of the MBR was chosen as this would ensure that there was only one intersection per spoke. The result is a time series with the spoke number i representing time and the value D i , for each spoke, the magnitude. By plotting the D i against i a time series may be derived (as shown in Fig. 5 ).
To categorise "unseen" MRI brain scans, according to the nature of the corpus callosum, an appropriate Case Base (CB) was constructed comprising labelled curves generated in the manner described above. A new case could then be compared, using DTW, to identify the most similar curve(s) in the CB. Further information on the categorisation of MRI brain scans according to the nature of the corpus callosum can be found in [9] and [10] .
MRI Categorisation Evaluation
This section describes the evaluation of the proposed technique using "real life" MRI image sets. The evaluation was undertaken in terms of classification accuracy, sensitivity and specificity. Three studies are reported here: (i) a comparison between musician and non-musician MRI scans, (ii) a comparison between MRI scans belonging to right handed and left handed people, and (iii) an epilepsy screening process. The studies are discussed in more detail below.
Musicians v. Non-Musicians
For the musicians study a data set comprising 106 MRI scans was used, 53 representing musicians and 53 non-musicians, the data set was thus divided into two equal classes. The study was of interest because of the conjecture that the size and shape of the corpus callosum reflects certain human abilities (such as a mathematical or musical ability). Table 2 shows the TCV results obtained using the proposed technique. Inspection of Table 2 demonstrates that the overall classification accuracy of the time series CBR approach is significantly high. In many TCV cases the time series based approach obtained 100% accuracy, even though visual inspection of the corpus callosums in the image set does not lead to any clear identification of any defining feature.
Right handed v. Left handed
For the handedness study a data set comprising 82 MRI scans was used, 42 representing right handed people and 40 left handed people. The study was of interest because of the conjecture that the size and shape of the corpus callosum reflects certain human characteristics (such as handedness). Table 3 shows the TCV results obtained using the proposed technique. Inspection of Table 2 demonstrates that the overall classification accuracy of the time series CBR approach was again significantly high.
Epilepsy Screening For the epilepsy study three datasets were used: 1. The first comprised the control group from the above musicians study together with 53 MRI scans from epilepsy patients. 2. The second data set used all 106 MRI scans from the musicians study as the control group, and the 53 epilepsy scans. 3. The third comprised all 106 MRI scans from the musicians study and a further 106 epilepsy cases so that the control and epilepsy groups were of equal size. The aim of the study was to seek support for the conjecture that the shape and size of the corpus callosum is influenced by conditions such as epilepsy ( [26, 30] ). Table 4 shows the TCV classification results for the three epilepsy data sets. Inspection of Table 4 indicates that the time series CBR approach performed significantly well in the context of distinguishing epilepsy MRI scans from the control group.
Discussion of Results
With respect to classification accuracy the time series CBR approach performed well. Although the time series approach produced good results there was no obvious reason why this might be the case; visual inspection of the MRI scans did not indicate any obvious distinguishing attributes with respect to the size and shape of the corpus callosum. Further investigation is therefore deemed to be appropriate. With respect to computational complexity, image segmentation and the application of DTW for categorisation of images are both computationally expensive processes. The time complexity for the image segmentation was about 30 seconds per image. For the given data sets the application of DTW required, on average, 90 seconds to complete the classification of the entire test set.
Summary and Conclusion
In this paper an approach to the categorisation of images using a time series based CBR approach has been described. Two variations of the approach were considered. An investigation of its application using entire images, and an investigation of its application with respect to a specific region of interest in common across a set of images. The first was illustrated using an AMD screening programme applied to retina images. The second was demonstrated by considering the categorisation of MRI brain scans according to a particular feature common across such images, namely the corpus callosum. Both techniques used the "tried and tested" technique of Dynamic Time Warping to comparing images contained in a case base with a new image to be categorised. Different time series generation processes were demonstrated, and although these were specific to
