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Abstract
Performance evaluation of object tracking systems is
typically performed after the data has been processed, by
comparing tracking results to ground truth. Whilst this
approach is fine when performing offline testing, it does
not allow for real-time analysis of the systems perfor-
mance, which may be of use for live systems to either
automatically tune the system or report reliability. In
this paper, we propose three metrics that can be used to
dynamically asses the performance of an object track-
ing system. Outputs and results from various stages in
the tracking system are used to obtain measures that in-
dicate the performance of motion segmentation, object
detection and object matching. The proposed dynamic
metrics are shown to accurately indicate tracking er-
rors when visually comparing metric results to track-
ing output, and are shown to display similar trends to
the ETISEO metrics when comparing different tracking
configurations.
1. Introduction
Evaluating the performance of tracking systems is
presently done after tracking is completed by compar-
ing to annotated ground truth. This allows a large
number of metrics to be computed that accurately de-
scribe the systems performance. A large number of
metrics have been proposed to evaluate object tracking
systems offline [7, 9, 2], and tools such as Viper [1] exist
to generate ground truth for comparison. However, for
a live system it is desirable to be able to receive real-
time feedback on the performance of a tracking system.
Such feedback could be used to alert staff to when the
system is unreliable, or to automatically reconfigure
the system to provide better performance.
In this paper we propose three performance mea-
sures that are calculated while the tracking system is
running. These measures, whilst not intended to be as
accurate as metrics computed by comparing to ground
truth, allow real-time feedback on system performance.
Metrics are proposed for measuring motion detection,
object detection and object matching performance.
The proposed metrics are tested by visually com-
paring the performance metrics to the tracking results
to verify that the performance metrics accurately re-
flect the state of the system, and by comparing the
performance metrics for systems with different config-
urations to the results of ground truth comparison us-
ing the ETISEO metrics [7]. The proposed metrics
are shown to accurately indicate object tracking er-
rors, and display similar trends to the ETISEO metrics
when comparing different tracking configurations. The
remainder of this paper is structured as follows, Sec-
tion 2 outlines the tracking system that is used in this
paper, Section 3 details the proposed dynamic perfor-
mance metrics, Section 4 presents the testing results
and Section 5 presents the conclusions.
2. Tracking System
The tracking system proposed in [4] is used in this
work. The object tracking system uses a hybrid motion
detector-optical flow technique [3] as a basis, and scans
for appropriate regions of motion to detect people (see
Figure 1). A scalable condensation filter [4] is used to
track the people.
The condensation filter uses the input images, the
results of the motion detection and progressively up-
dated features for each tracked object to determine the
most likely positions for any known tracked objects in
the current frame. This information is used to guide
the person detection routines which determine their ac-
tual locations in the image. The condensation filter is
only used on its own for tracking when the object de-
tection fails.
The system can detect and track two types of ob-
jects, people and vehicles. Person detection is per-
formed by splitting the image into sub-regions which
contain concentrated areas of motion, and then lo-
cating heads and fitting ellipses within each region
1
Figure 1. Tracking System Flowchart.
[5, 10]. Working within sub-regions overcomes prob-
lems caused by people occupying a common column
of the image causing inaccurate vertical projections.
Heads are detected by combining the vertical projec-
tion and pixel height of the top contour (to aid in over-
coming problems caused by holes in the motion image),
and finding local maxima; which are then filtered by
analysing the surrounding region. Ellipses are fitted to
the valid heads at an aspect dependent on the candi-
date head, and if there is a suitable occupancy (motion
within the bounds of the ellipse) the candidate is ac-
cepted.
Vehicles are detected by locating large areas of mo-
tion, where there is a high concentration of motion pix-
els in the regions bounding box (i.e. most pixels are in
motion), as most vehicles are roughly rectangular in
shape. The detection process runs in two stages, the
first simply groups large regions of motion together to
form a list of initial vehicle candidates. The second
analyses this initial list further, checking for overlap-
ping objects to create a list of final vehicle candidates.
This final list is then used by the system to update
existing tracks and create new tracks.
3. Dyanmic Performance Metrics
During the processing of each frame, there are sev-
eral outputs that can be used to gauge system perfor-
mance. Such outputs include motion detection results,
object detection results (the number of objects, their
type, location) and object matching results (position
error between tracked and detected objects, number
of predicted objects). Based on these outputs, three
dynamic performance metrics are proposed:
1. Motion Detection Performance
2. Object Detection Performance
3. Object Matching Performance
The formulation of these metrics are described in
Sections 3.1, 3.2 and 3.3 for the motion detection, ob-
ject detection and object matching performance met-
rics respectively. For each metric, a measure is com-
puted for the current frame, which is incorporated into
a overall metric,
P (t) = P (t− 1) + p(t)− P (t− 1)
L
, (1)
where P (t) is the value of the overall performance met-
ric at time t, p(t) is the value of the metric calculated
for the current frame, and L is the learning rate.
3.1. Motion Detection Performance
For each frame, the amount of motion detected
should be proportional to the number of objects be-
ing tracked. The total observed motion in the frame at
time t is
mobs(t) =
X,Y∑
i,j
M(i, j, t), (2)
where mobs is the amount of motion observed in the
motion image, M , which is X × Y pixels in size. M is
a binary image, equal to 1 for pixels in motion, and 0
for all others.
The total amount of motion that is expected can be
calculated using the list of tracked objects. For each
class of object, c, the amount of motion expected to
be associated with it is specified by a occupancy ratio
and tolerance, Eocc(c)±Tocc(c), such that the expected
motion resulting from a single object, O(n, c, t) (where
n is the object’s identifier and c object’s class), is
eupper(n, t) = Area(O(n, c, t))× (Eocc(c) + Tocc(c)), (3)
elower(n, t) = Area(O(n, c, t))× (Eocc(c)− Tocc(c)), (4)
where eupper(n, t) and elower(n, t) are the upper
and lower bounds for the amount of motion ex-
pected to arise from the presence of O(n, c, t), and
Area(O(n, c, t)) is the area of the object’s bounding
box. The total expected motion in the frame is
mupper(t) =
N∑
n=1
eupper(n, t), (5)
mlower(t) =
N∑
n=1
elower(n, t), (6)
where mupper(t) and mlower(t) are the upper and lower
bounds for the total expected motion, and N is the
total number of objects in the frame. The error in
motion for the frame then becomes
mlower(t) ≤ mobs(t) ≤ mupper(t);merr(t) = 0, (7)
mlower(t) > mobs(t);merr(t) =
mobs(t)−mlower(t)
mobs(t)
(8)
mupper(t) < mobs(t);merr(t) =
mupper(t)−mobs(t)
mobs(t)
, (9)
where merr(t) is the percentage error in the motion
segmentation for the frame. The error at time t is in-
corporated into the global average, Merr(t), the equa-
tion 1. When the motion segmentation is performing as
expected, Merr(t) will be 0. Negative values of Merr(t)
indicate that there is less motion than expected being
detected, whilst positive values indicate that too much
motion is being detected.
3.2. Object Detection Performance
Object detection is performed for each object class
being tracked, resulting in the object list, O(c, t), of
size n(c, t) for the object class c. Ideally, O(c, t) should
contain the number of objects of class c presently in the
scene, N(c, t). The number of objects detected, when
compared to the number of objects present, is used to
determine the performance of the object detection,
N(c, t) < α; b(c, t) = 1, (10)
b(c, t) = 1− min(max(|N(c, t)− n(c, t)| − α, 0), N(c, t))
max(max(|N(c, t)− n(c, t)| − α, 0), N(c, t)) (11)
where b(c, t) is the performance measure for the ob-
ject detection at time t. A tolerance of α objects is al-
lowed (within the proposed system α is set to 1) when
comparing the number of detections. This tolerance
ensures that when the system contains no objects, the
appearance of an object does not result in the perfor-
mance of the system dropping significantly.
The performance for a given frame, b(c, t), is incor-
porated into a global performance metric, B(c, t), us-
ing Equation 1. When the system is performing well,
B(c, t) should be equal to 1, and will move towards
0 as performance decreases. This metric can also be
calculated in dependant of object class.
3.3. Object Matching Performance
Once objects have been detected, they are matched
to the list tracked objects from the previous frame.
Whilst the tracking system has a certain level of toler-
ance for object matching, ideally the detected objects
should be very similar in size and position to the de-
tected objects they are being matched to. Large differ-
ences in bounding box size, or the objects median posi-
tion (centre of the bounding box) may indicate poorer
performance from the tracking system. The median
position is used rather than the centroid as it is more
stable (the centroid is dependant on the motion detec-
tion, and can shift substantially due to changes in the
motion detection result, despite no or very little change
in the bounding box position).
When matching a tracked object, Tobj(i, c, t) to a de-
tected object, Dobj(j, c, t), the position (median pixel)
and size (bounding box area and aspect ratio) are com-
pared to determine if there is a match between the ob-
jects (colour may also be used if there is a high level
of uncertainty such as a poor match or multiple can-
didates). The average error between matched objects
can be used to monitor the performance of the object
detection and matching. The error at the median pixel
can be expressed as
emedian(i, j, c, t) =
|Tobj(i, c, t).x−Dobj(j, c, t).x|
Tobj(i, c, t).w
+
|Tobj(i, c, t).y −Dobj(j, c, t).y|
Tobj(i, c, t).h
, (12)
where emedian(i, j, c, t) is the error in the median pixel
position as a percentage of Tobj(i, c, t)’s size; and the
error between bounding box area is
earea(i, j, c, t) =
|Area(Tobj(i, c, t))−Area(Dobj(j, c, t))|
Area(Tobj(i, c, t))
,
(13)
where earea(i, j, c, t) is the error in the bounding box
area as a percentage of Tobj(i, c, t)’s size.
In each case, a ratio between the absolute error and
the tracked object is used. This is used rather than
the absolute error to ensure size invariance. In most
situations surveillance cameras are mounted such that
there is significant perspective distortion. If absolute
errors are used, then the perspective will mean that
the errors from objects near the camera will dominate
when calculating the overall metric.
An average error, emedian(c, t) and earea(c, t) for the
median and area errors respectively, is calculated for
the frame for all objects belonging to each object class,
emedian(c, t) =
∑C
i=1 emedian(i, c, t)
C
(14)
earea(c, t) =
∑C
i=1 earea(i, c, t)
C
(15)
where C is the total number of matches made for the
class c. The results for the frame (emedian(c, t) and
earea(c, t)) are incorporated into the overall metrics,
Emedian(c, t) and Emedian(c, t), using Equation 1. Like
the object detection metric (see Section 3.2), this met-
ric can also be calculated for the all classes simultane-
ously. When the system is functioning well, the metric
values should be close to 0, and will become increas-
ingly large when the system performs poorly. These
values however will be capped by the thresholds that
are set for matching the objects, and as such the met-
rics will not indicate when object matches are failing.
4. Results
The proposed metrics are tested using a portion of
the ETISEO database [6]. The dataset ETI-VS2-RD6
is used. This datasets shows a roadway with a mix of
pedestrians and vehicles. The performance metrics are
evaluated in two ways:
1. By comparing the performance metric scores to
the visual tracking output to confirm that errors in
tracking are measured by the performance metrics;
2. By comparing the performance metric scores of
different tracking configurations to the ground
truth comparison scores for the same configura-
tions, configurations that perform poorly accord-
ing to the performance metrics should also perform
poorly when compared to the ground truth.
Three configurations of the tracking system are pro-
cessed to evaluate the performance metrics (A, B, C,
with A being the best performing and C the worst).
Each configuration is tuned to different level of perfor-
mance to test the metrics under different performance
conditions. Configuration B is used when comparing
the metrics to the visual output.
4.1. Comparisson between performance metrics
and visual tracking results
Performance metric results for the RD6 dataset are
shown in Figure 2. For the evaluation, the object de-
tection metric (see Section 3.2) is calculated for all ob-
ject classes due to the smaller number of objects in
each frame, and the object matching metric (see Sec-
tion 3.3) is calculated for each object class separately
due to the different motion characteristics of the two
classes (people and vehicles). The learning rate for all
metrics is set to L = 50.
As Figure 2 shows, the tracking system performs at
different levels throughout the sequence.
Figure 3 shows an example of the tracking output
from frames 250 to 350, during which time the perfor-
mance metrics show the system to be performing well.
As can be seen in the sample output, the system is able
to track the objects well. As a result, the performance
metrics show relatively little error during this time.
Figure 4 shows an example of the tracking output
from frame 630 to 730. During this time, the object de-
tection and motion occupancy performance decreases
significantly. During this time, a vehicle stops to let
a passenger out. The system fails to properly track
the vehicle during this time, and struggles to initially
detect the person as they leave the vehicle. The un-
reliable detection results in several missed detections,
which accounts for the drop in the object detection
(a) Motion Occupancy Metric Performance
(b) Object Detection Metric Performance
(c) Object Matching Performance
Figure 2. Performance Metrics for RD6
(a) 250 (b) 270 (c) 290
(d) 310 (e) 330 (f) 350
Figure 3. Sample Tracking Output - Tracking performing
correctly.
metric. The unreliable detection and poor localisation
of the stopped vehicle causes the expected motion to
drop, resulting in the error in the motion occupancy
(a) 630 (b) 650 (c) 670
(d) 690 (e) 710 (f) 730
Figure 4. Sample Tracking Output - Errors tracking a
stopped vehicle.
metric.
(a) 800 (b) 820 (c) 840
(d) 860 (e) 880 (f) 900
Figure 5. Sample Tracking Output - Failure to initially sep-
arate two vehicles that enter together.
Figure 5 shows an example of the tracking output
from frames 800 to 900. During this time, the ob-
ject matching metrics (for both people and vehicles)
increase significantly. Figure 5 shows that this increase
is due to errors detecting, and then tracking, the two
vehicles that enter the scene together. Initially, the two
vehicles are detected as a vehicle and a person. This
error persists for several frames before the erroneous
person track is deleted and a correct vehicle track is
created. Once the error is corrected (by frame 880),
the object matching metrics begin to improve.
(a) 1120 (b) 1140 (c) 1160
Figure 6. Sample Tracking Output - Failure to remove an
object until several frames after it has exited.
Another significant drop in the motion occupancy
metrics occurs around frame 1150. Figure 6 shows ex-
ample output from this time. It can be seen that a ve-
hicle exits the scene during this period, and the system
continues to track the vehicle as it exits. The amount
of motion associated with the vehicle decreases as it
exits the scene, resulting in their being less motion de-
tected than there is expected. As their are few other
objects being tracked, the errors relating to the exiting
vehicle dominate resulting in a negative spike in the
motion occupancy metric.
4.2. Comparisson between performance metrics
and ground truth evaluation results
The tracking results of each configuration are eval-
uated using the ETISEO evaluation tool [6], to ver-
ify that performance trends indicated by the dynamic
metrics are also visible in the tracking results. The
ETISEO evaluation defined several metrics for gaug-
ing the performs of tracking systems, split into met-
rics for detection, localisation, tracking, classification
and event recognition. Each group of metrics contains
several sub-metrics to evaluate specific criteria and a
global metric, which is the average of all metrics within
the group. Our evaluation will simply use the overall
metrics for detection, localisation and tracking to eval-
uate the system performance. All metrics yield a value
in the range [0, 1], with 1 being a perfect result, and
0 being complete failure. Detailed information on how
the metrics are formulated can be found in [8].
For the performance metrics, the mean squared er-
ror is used to give an indication of overall performance.
Table 1 shows the results of the ground truth evalua-
tion and the MSE for the performance metrics. Figure
7 shows the motion occupancy and object detection
metrics for the three different configurations.
As Table 1 and Figure 7 shows, the performance
measures are able to indicate increasingly poor perfor-
mance in the same manner as the ground truth com-
parison. Configuration C clearly performs the worst in
both sets of metrics. Configuration A outperforms B
when considering the ETISEO overall tracking metric
and the dynamic motion detection and object detection
metrics, however B outperforms A when considering
object detection. This can be attributed to the man-
ner in which configuration B is de-tuned (compared to
A) by increasing the motion detection sensitivity. This
results in better object detection (improved ETISEO
overall motion), but more false motion (increased mo-
tion detection dynamic metric) and poorer tracking due
to more false tracks being spawned. The matching er-
rors for the three configurations are similar for the three
configurations, however as previously stated, this met-
Config ETISEO Metrics Dynamic Performance Metrics (MSE)
Detection Localisation Tracking Motion Object Matching Error
Occupancy Detection Median Median Area Area
Pixel Pixel (Person) (Vehicle)
(Person) (Vehicle)
A 0.63 0.92 0.53 0.031 0.010 0.001 0.001 0.010 0.004
B 0.66 0.93 0.50 0.047 0.019 0.000 0.001 0.007 0.003
C 0.53 0.92 0.45 0.042 0.025 0.001 0.001 0.013 0.002
Table 1. Comparisson between ETISEO Evaluation Metrics and Dynamic Performance Metrics
(a) Motion Occupancy Metric Performance
(b) Object Detection Metric Performance
Figure 7. Comparisson of performance metrics for different
tracking configurations
ric only considers matches that are made, and so does
not consider the increase in failed matches that is in-
dicated by the ETISEO overall tracking metric.
5. Conclusions and Future Work
In this paper, we have proposed three dynamic per-
formance metrics for an object tracking system, that
provide real time information on the performance of
tracking system. We have shown that these metrics
accurately reflect the performance of the tracking sys-
tem, both in terms of the tracking output and the per-
formance when compared to the ground truth. Future
work will focus on developing further performance met-
rics, and using the metrics to dynamically tune the
tracking system to improve tracking performance.
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