Stability of the notion of approximating class of sequences and applications  by Serra-Capizzano, Stefano & Sundqvist, Per
Journal of Computational and Applied Mathematics 219 (2008) 518–536
www.elsevier.com/locate/cam
Stability of the notion of approximating class of sequences
and applications
Stefano Serra-Capizzanoa,∗, Per Sundqvistb
aDipartimento di Fisica e Matematica, Università dell’Insubria,Via Valleggio 11, 22100 Como, Italy
bDepartment of Information Technology, Uppsala University, Box 337 751 05 Uppsala, Sweden
Received 22 October 2006; received in revised form 7 February 2007
Abstract
Given an approximating class of sequences {{Bn,m}n}m for {An}n, we prove that {{B+n,m}n}m (X+ being the pseudo-inverse of
Moore–Penrose) is an approximating class of sequences for {A+n }n, where {An}n is a sparsely vanishing sequence of matrices An
of size dn with dk >dq for k >q, k, q ∈ N. As a consequence, we extend distributional spectral results on the algebra generated by
Toeplitz sequences, by including the (pseudo) inversion operation, in the case where the sequences that are (pseudo) inverted are
distributed as sparsely vanishing symbols. Applications to preconditioning and a potential use in image/signal restoration problems
are presented.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A very recent survey by Kuijlaars [20] makes a successful attempt to explain superlinear convergence histories,
when using Krylov subspace methods such as conjugate gradients (CG), GMRES etc., see e.g., [15] and again [20]
and references therein. One of the key assumptions for developing the latter enhanced convergence analysis is that the
coefﬁcient matrix An is of large size dn and comes from a sequence {An}n of matrices of increasing dimensions (i.e.,
dk > dq if k >q), for which the joint asymptotic spectrum admits a distribution (see e.g., [31] and the beginning of
Section 2 for a formal deﬁnition).
Fortunately, nowadays such distributional spectral results are available for important classes of matrix sequences
arising in a broad range of applications: we can mention (multilevel) Toeplitz sequences [35,38], approximations by
local methods (ﬁnite differences, ﬁnite elements, etc.) of variable coefﬁcient partial differential PDEs [34,29,31,2],
sequences of graph matrices [26], etc. It is remarkable to observe that one of the central and most powerful tools for
obtaining a general analysis of global spectral type is the use of a novel approximation theory for matrix sequences
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developed in [29,31] (see [34,27,37] for the preliminary steps in this direction). The analysis of these tools in the
direction of [27,29,31] and their extension is in fact the main goal of the present paper.
1.1. Toward the notion of a.c.s.: approximation in norm and in rank
In the last years, a kind of approximation theory for matrix sequences of increasing dimensions has been devised. The
underlying motivation is the study of crucial spectral properties of large matrices coming from suitable approximation
schemes of inﬁnite dimensional problems: such spectral information is in fact important for devising efﬁcient and
accurate numerical methods when the size of the involved linear systems is large, see [1,20] and references therein. Of
course, when talking of approximation theory, the ﬁrst step is to understand when two matrix sequences are close. The
most natural notion of “close in norm sense” is often not the best choice because it is too restrictive. For instance
Tn =
⎡
⎢⎢⎢⎢⎢⎣
2 −1
−1 2 −1
−1 . . . . . .
. . .
. . . −1
−1 2
⎤
⎥⎥⎥⎥⎥⎦
and T ′n =
⎡
⎢⎢⎢⎢⎢⎣
2 −1
−1 2 −1
−1 . . . . . .
. . .
. . . −1
−1 1
⎤
⎥⎥⎥⎥⎥⎦
are such ‖Tn−T ′n‖p =1 for ‖ ·‖p being any Schatten p norm [3], so including the spectral norm, p=∞, the Frobenius
norm, p = 2, and the trace norm, p = 1. We recall that the Schatten p norm of a generic matrix X is deﬁned as
(
∑n
j=1
p
j )
1/p if p ∈ [1,∞) and as 1 if p = ∞ where 12 · · · n0 are the singular values of X. Therefore
Tn and T ′n, which come from the same approximation formula of the same operator −u′′, but with different boundary
conditions, are not close in norm. However, they share many properties; they both have eigenvectors of similar kind,
their eigenvalues belong to (0, 4) and are described (up to a discrepancy inﬁnitesimal as n−1) by uniform samplings
of the same function 2 − 2 cos(s), their q smallest eigenvalues go to zero asymptotically as n−2, and their q largest
eigenvalues go to 4 with an error tending to zero asymptotically as n−2, where q is any ﬁxed constant independent of
n. Indeed these two matrices are very close in a different sense since their difference is a rank one matrix. Therefore, in
many important situations, it emerged that the right notion for describing such a kind of closeness is that, asymptotically,
the difference between two large matrices can be written as a term of small (spectral) norm and term whose rank divided
by the matrix size is again small (small norm plus small relative rank). We remind that the latter concept can be regarded
as a generalization of the approach used by Böttcher and Silbermann, when they consider ideals of operators modulo
compact operators: in reality, the ﬁnite section of a perturbation represented by a compact operator can be exactly
written as a term of small spectral norm plus a term of constant rank (see [4]).
Moreover, for many reasons (analysis of discrete problems, analysis and synthesis of preconditioners and multi-grid
strategies, etc.), it is interesting and sometimes crucial to understand as well as possible the asymptotic spectral behavior
of matrices that can be put in a proper sequence. Again typical examples arise from the approximation of equations in
inﬁnite dimensional spaces, such as PDEs, integral equations, Markov Chains, etc. (see e.g., [7,19,21] and references
there reported, especially for the shift invariant case).
Therefore, as it is customary in any sound approximation theory, we have to deﬁne tools for deducing results on
complicate matrix sequences starting from results on (much) easier matrix sequences. Starting from the suggestions
contained in the Tyrtyshnikov work (see e.g., [37]) and especially in that of Tilli (see [34]), the notion of approximating
class of sequences emerged in the following precise way.
Deﬁnition 1.1 (Serra-Capizzano [27]). Suppose a sequence of matrices {An}n of size dn is given. We say that
{{Bn,m}n}m, is an approximating class of sequences (a.c.s.) for {An}n if, for all sufﬁciently large m ∈ N, the fol-
lowing splitting holds:
An = Bn,m + Rn,m + Nn,m for all n>nm, (1)
with
rankRn,mdnc(m), ‖Nn,m‖(m), (2)
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where ‖·‖=‖·‖∞ is the spectral norm (maximal singular value), nm, c(m) and(m) depend only on m and, moreover,
lim
m→∞(m) = 0, limm→∞ c(m) = 0. (3)
In [27] we have proven an algebraization of the a.c.s. notion. More precisely, we have shown that one of the possible
a.c.s. of a (pointwise) linear combination of sequences is the same (pointwise) linear combination of the a.c.s. of
the original sequences. Under a technical restriction, the same statement is true if we replace “(pointwise) linear
combination” with “(pointwise) product” (see Proposition 2.2).
The main theoretical contribution in this note is the extension of the stability property of the a.c.s. notion under
inversion and pseudo-inversion (see Proposition 2.3).
1.2. Outline of the paper
The paper is organized as follows. In Section 2 we prove the stability of the a.c.s. property under inversion or pseudo-
inversion. In Section 3 we discuss the consequences for the structure of the algebra of Toeplitz sequences, while more
speciﬁc applications are presented in Section 4 together with some numerical experiments and concluding remarks.
2. Stability under inversion
Webeginwith some preparatory notions, tools, and deﬁnitions. The ﬁrst concept concerns the global spectral behavior
of matrix sequences.
Deﬁnition 2.1. Suppose a sequence of matrices {An}n of size dn is given. We write {An}n∼(,D), An of size dn,
dk < dq for every kq, k 	= q (k and q indices or multi-indices),  measurable over D ⊂ Rd , d1, D of ﬁnite and
positive Lebesgue measurem(D), when, for every F ∈ C0 (continuous with bounded support on the positive real line),
it holds
lim
n→∞
1
dn
dn∑
j=1
F(j (An)) = 1
m(D)
∫
D
F(|(s)|) ds, (4)
with {j (An)} denoting the complete set of the singular values of An.
The writing {An}n∼(,D) has the same meaning as before, but with regard to the eigenvalues instead of the singular
values, i.e. for every F ∈ C0 (continuous with bounded support on the complex ﬁeld)
lim
n→∞
1
dn
dn∑
j=1
F(j (An)) = 1
m(D)
∫
D
F((s)) ds, (5)
with {j (An)} denoting the complete set of the eigenvalues of An.
Remark 2.1. In other words {An}n∼(,D) ({An}n∼(,D)) is equivalent to say that the {An}n is distributed as
(,D) in the sense of the singular values (in the sense of the eigenvalues) or that the singular values (eigenvalues) of
{An}n are distributed as (,D). An informal meaning, at least in the case of a continuous symbol  and of a smooth
domain D, is the following: a suitable ordering of the eigenvalues {j (An)} (singular values {j (An)}) in association
with a uniform gridding over D reconstructs the surface s → (s) (s → |(s)|).
Remark 2.2. In connection with the previous notions ∼ and ∼, it should be mentioned that the assumption of
bounded support for the test functions F(·) can be dropped as long as the involved sequence {An}n is uniformly
bounded in spectral norm. In fact, in that case, the limit relations (4) and (5) imply that (s) is essentially bounded and
therefore the behavior of F outside a proper compact set does not inﬂuence neither the left-hand side nor the right-hand
side of (4) and (5), respectively.
The subsequent key proposition links the notion of a.c.s. and the global distribution of the spectrum.
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Proposition 2.1. Let dn be an increasing sequence of natural numbers. Suppose a sequence of matrices {An}n of size
dn is given such that {{Bn,m}n}m, m ∈ Nˆ ⊂ N, #Nˆ = ∞, is an a.c.s. for {An}n in the sense of Deﬁnition 1.1. Suppose
that {Bn,m}n∼(m,D) and that m converges in measure to the measurable function . Then necessarily
{An}n∼(,D). (6)
Moreover, if all the involved matrices are Hermitian for n large enough, with {Bn,m}n∼(m,D), then
{An}n∼(,D). (7)
Proof. The above claim is a special instance in [27, Proposition 2.3] with a special choice of the operators  and m
as in [27, Remark 2.1]. 
The concepts of sparsely unbounded (s.u.) and sparsely vanishing (s.v.) sequences are important for some of the
stability results concerning the notion of a.c.s. A sequence of matrices {An}n is said to be s.u. if, for every M > 0, there
exist r(M) and n¯M such that, for n n¯M , we have
#{i : i (An)>M}r(M)dn, lim
M→∞ r(M) = 0. (8)
By invoking the singular value decomposition [12], we get
An = A(1)n,M + A(2)n,M, ‖A(1)n,M‖M, rank A(2)n,Mr(M)dn. (9)
It is almost trivial to see that if {An}n∼(,D) with a measurable  taking values in C ∪ {∞}, then {An}n is s.u. if and
only if  is s.u. as a function, that is, limM→∞m{x : |(x)|>M} = 0 with m{·} denoting the usual Lebesgue measure.
Furthermore, we observe that any function  belonging to L1 is s.u. and that the product (x) of a ﬁnite number of s.u.
functions is s.u., since the Lebesgue measure of the set where |(x)| = ∞ is zero.
Analogously, a sequence of matrices {An}n is said to be s.v. if, for every M > 0, there exists r(M) and n¯M such that,
for n n¯M , we ﬁnd
#{i : i (An)<M−1}r(M)dn, lim
M→∞ r(M) = 0. (10)
If {An}n∼(,D) with a measurable  taking values in C ∪ {∞}, then {An}n s.v. if and only if  is s.v. as a function,
that is, limM→∞m{x : |(x)|<M−1} = 0. Moreover, it is easy to check that  is s.v. if and only if −1 is s.u. and that
the product (x) of a ﬁnite number of s.v. functions is s.v.
All the previous statements (including Proposition 2.1) hold with ∼ replaced by ∼, whenever all the involved
matrix sequences are Hermitian, at least for large dimensions. The subsequent claim concerns the stability of the a.c.s.
notion under linear combinations and products.
Proposition 2.2 (Serra-Capizzano [27]). Let {An}n and {Bn}n,An,Bn ∈Mdn (Ms space of s× s complex matrices),
be two given s.u. matrix sequences. Suppose that
{{A˜n,m}n}m and {{B˜n,m}n}m,
where m ∈ Nˆ ⊂ N, #Nˆ = ∞, are two a.c.s. for {An}n and {Bn}n, respectively. Then {{A˜n,m + 	B˜n,m}n}m is an a.c.s.
for the sequence {An + 	Bn}n. Furthermore, suppose that {An}n and {Bn}n are both s.u., then {{A˜n,mB˜n,m}n}m and
{{B˜n,mA˜n,m}n}m are both a.c.s. for the sequences{AnBn}n and {BnAn}n.
The new result concerning the stability under inversion or pseudo-inversion is contained in the following proposition.
Proposition 2.3. Let {An}n, An ∈Mdn , be a given s.v. matrix sequence. Suppose that
{{Bn,m}n}m,
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where m ∈ Nˆ ⊂ N, #Nˆ=∞, is an a.c.s. for {An}n. Then {{B+n,m}n}m is an a.c.s. for the sequence {A+n }n. Furthermore,
suppose that each An and Bn,m is invertible. Then
{{B−1n,m}n}m
is an a.c.s. for the sequence {A−1n }n.
Proof. We will give the proof under the assumption of invertibility. The general case follows from that with minor
changes, since the kernel of An has relatively small dimension. Let An =Un
nVn be the singular value decomposition
of An and, for n large enough, let
An = Bn,m + Rn,m + Nn,m,
rankRn,mdnc(m), ‖Nn,m‖(m),
lim
m→∞(m) = 0, limm→∞ c(m) = 0. (11)
DeﬁneAn[m]=Un
n[m]Vn where 
n[m] coincides with 
n except for the diagonal entries less than1/3(m) ∈ (0, 1)
which are replaced by 1/3(m). Since {An}n is s.v., from (10) we obtain that
rank [An − An[m]] ≡ rank [A−1n − A−1n [m]]r(−1/3(m))dn,
where limm→∞r(−1/3(m)) = 0 according to (10) and (11). Therefore we have
Bn,m = An − Rn,m − Nn,m
=An[m] + (An − An[m]) − Rn,m − Nn,m
=An[m]
[
I + A−1n [m][(An − An[m]) − Rn,m] − A−1n [m]Nn,m
]
,
where by the subadditivity of the rank and by submultiplicativity of the norm, we ﬁnd
rank [A−1n [m][An − An[m] − Rn,m]]dn[c(m) + r(−1/3(m))], ‖A−1n [m]Nn,m‖2/3(m).
By making the formal inversion of the term Bn,m via the Sherman–Morrison–Woodbury formula (see e.g., [12]), we
obtain
B−1n,m = (An[m][I − A−1n [m]Nn,m][I + [An[m] − Nn,m]−1[An − An[m] − Rn,m]])−1
= (I + Cn,m)[I − A−1n [m]Nn,m]−1A−1n [m]
= (I + Cn,m)(I + Dn,m)A−1n [m],
with
rankCn,m = rank [An[m] − Nn,m]−1[An − An[m] − Rn,m]
= rank [An − An[m] − Rn,m][r(−1/3(m)) + c(m)]dn,
‖Dn,m‖ =
∥∥∥∥∥∥
∞∑
j=1
[
A−1n [m]Nn,m
]j
∥∥∥∥∥∥ 
∞∑
j=1
‖A−1n [m]Nn,m‖j 
2/3(m)
1 − 2/3(m) .
In the last two sets of inequalities we notice that we used again the subadditivity of the rank, the submultiplicativity of
the norm, and the triangle inequality. Finally, by putting all the partial results together, we ﬁnd
B−1n,m = A−1n [m] + R′n,m + N ′n,m = A−1n + (A−1n [m] − A−1n + R′n,m) + N ′n,m,
where R′n,m = Cn,m(I + Dn,m)A−1n [m] and N ′n,m = Dn,mA−1n [m] and consequently
rank [A−1n [m] − A−1n + R′n,m]dnc′(m), |N ′n,m|′(m),
c′(m) = 2r(−1/3(m)) + c(m), ′(m) = 
1/3(m)
1 − 2/3(m) ,
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and
lim
m→∞
′(m) = 0, lim
m→∞ c
′(m) = 0.
The last three displayed relations are equivalent to write that {{B−1n,m}n}m is an a.c.s. for {A−1n }n and the proof is
concluded. 
Proposition 2.4. For any (, 	) belonging to a ﬁnite set S ⊂ N2, let {A(,	),n}n be an s.u. sequence of matrices of
increasing dimensions, and let {{Y(,	),n,m}n}m be an a.c.s. for {A(,	),n}n. Consider the sequence⎧⎨
⎩
t∑
=1
q∏
	=1
A
s(,	)
(,	),n
⎫⎬
⎭
n
, s(, 	) ∈ {±1,+},
where s(, 	) = −1,+ implies that {A(,	),n}n is s.v. and invertible if s(, 	) = −1. Then⎧⎨
⎩
⎧⎨
⎩
t∑
=1
q∏
	=1
Y
s(,	)
(,	),n,m
⎫⎬
⎭
n
⎫⎬
⎭
m
is an a.c.s. for
⎧⎨
⎩
t∑
=1
q∏
	=1
A
s(,	)
(,	),n
⎫⎬
⎭
n
.
Proof. Since the sum of two a.c.s for {An}n and {Bn}n is always an a.c.s. for {An + Bn}n (by Proposition 2.2), it is
enough to prove that, for every = 1, . . . , t , the class
⎧⎨
⎩
⎧⎨
⎩
q∏
	=1
Y
s(,	)
(,	),n,m
⎫⎬
⎭
n
⎫⎬
⎭
m
is an a.c.s. for⎧⎨
⎩
q∏
	=1
A
s(,	)
(,	),n
⎫⎬
⎭
n
, s(, 	) ∈ {±1}.
The latter statement follows from Proposition 2.2 when a product is involved, from Proposition 2.3 when a (pseudo)
inversion is involved, and from an inductive argument on the ﬁnite number q of the underlying factors. 
3. The (spectral) structure of algebra of Toeplitz sequences
Let f be a d variate complex-valued integrable function, deﬁned over the hypercube Qd , with Q = (−, ) and
d1. From the Fourier coefﬁcients of f
aj = 1
(2)d
∫
Qd
f (s)e−i(j,s) ds, i2 = −1, j = (j1, . . . , jd) ∈ Zd , (12)
with (j, s) =∑dk=1jksk , n = (n1, . . . , nd) and dn = n1 · · · nd , we deﬁne the sequence of Toeplitz matrices {Tn(f )}n,
where Tn(f )={aj−i}ni,j=eT ∈Mdn , eT = (1, . . . , 1) ∈ Nd is the Toeplitz matrix of order dn generated by f (see [37]).
In this section we prove results on the asymptotic (as the multi-index n tends to inﬁnity) spectral behavior of matrix
sequences obtained by matrix operations (algebraic sum, multiplication, inversion) on Toeplitz sequences. When we
write n → ∞ with n = (n1, . . . , nd) being a multi-index, we mean that min1 jdnj → ∞.
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The asymptotic distribution of eigenvalues and singular values of a sequence of Toeplitz matrices has been deeply
studied in the last century, and strictly depends on the generating function f (see, for example, [4,35,37,38] and the
references there reported). Consider now a ﬁnite set {f,	} of L1 functions and the measurable function
=
k∑
=1
q∏
	=1
f
s(,	)
,	 , s(, 	) ∈ {±1,+}
such that f,	 is s.v. (the Lebesgue measure of the set of its zeros is zero) when s(, 	) 	= 1. In this case  may fail to
belong to L1 and hence the sequence {Tn()}n is not deﬁned according to the rule in (12). However, we can consider
the sequence of matrices {∑k=1∏q	=1T s(,	)n (f,	)}n. In the following we will prove that⎧⎨
⎩
k∑
=1
q∏
	=1
T
s(,	)
n (f,	)
⎫⎬
⎭
n
∼(,Qd)
and ⎧⎨
⎩
k∑
=1
q∏
	=1
T
s(,	)
n (f,	)
⎫⎬
⎭
n
∼(,Qd)
if the matrices
∑k
=1
∏q
	=1T
s(,	)
n (f,	) are Hermitian, for n large enough.
When k = 1 and q1 = 1 the analysis concerns standard Toeplitz sequences. In that case the result is known from the
work of Szegö, Avram, Parter provided the generating function is inL∞ (see, e.g., [4]). For symbols inL1, the problem
was settled in [37,38] (see [35] for further generalizations and a very short proof). The case where s(, 	)=1 for every
 and 	 was considered, for example, in [23] for piecewise continuous generating functions and in [27] for generating
functions inL1. See also [4, Section 5.7] for more general types of sequences (though with generating functions inL∞)
and [29,31] for broader extensions. Papers [27,29,31] are based mainly on matrix theory techniques. We stress that the
present more general setting could be treated in two different ways: either by using Propositions 2.2–2.3 directly or via
the notion of generalized locally Toeplitz (GLT) sequences [29,31]. Although, the second approach is more general in
the sense that Toeplitz sequences and their algebra are a subclass of the GLT sequences, we will follow only the ﬁrst
one for the sake of notational simplicity.
Lemma 3.1. Let f ∈ L1 be an s.v. function and {pm} be a sequence of (trigonometric) polynomials such that fpm −1
converges to zero in the L1 norm. Then {{Tn(pm)}n}mis an a.c.s. for {T +n (f )}n.
Proof. For notational simplicity, we give the proof under the assumption that Tn(f ) is invertible. We observe that
Tn(pm)Tn(f ) = Tn(pmf ) + Rˆn,m
= I − (I − Tn(pmf )) + Rˆn,m
= I − Tn(1 − pmf ) + Rˆn,m,
where rank(Rˆn,m)dn/m for n,m large enough because pm is a trigonometric polynomial. As we will see in Lemma
3.2, since f is s.v., we can ﬁnd a sequence of polynomials pm such that ‖fpm − 1‖L1(2)d k(m), where k(m) is a
function tending to zero as m tends to inﬁnity. Then, the relation
dn∑
j=1
j (Tn(fpm − 1))dnk(m), ∀m, n (13)
holds by Corollary 4.2 in [33]. Therefore we have #{j : j (Tn(fpm − 1))>
√
k(m)}dn√k(m) and, by the singular
value decomposition, we deduce that
Tn(fpm − 1) = R′n,m + N ′n,m,
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with rank(R′n,m)dnc′(m) and ‖N ′n,m‖′(m), where c′(m) = ′(m) =
√
k(m). Therefore
Tn(pm) = T −1n (f ) + (Rˆn,m + R′n,m + N ′n,m)T −1n (f )
and, sincef is s.v., we easily infer that {Tn(f )}n is s.v. so that {T −1n (f )}n is s.u. Consequently, again by the singular value
decomposition, we deduce that T −1n (f )=R′′n,m+N ′′n,m where ‖N ′′n,m‖1/
√
′(m) and rank(R′′n,m)dnr(1/
√
′(m))
with
lim
m→∞ r(1/
√
′(m)) = 0.
Therefore
Tn(pm) = T −1n (f ) + Rn,m + Nn,m,
with Rn,m = (Rˆn,m + R′n,m)T −1n (f ) + N ′n,mR′′n,m and Nn,m = N ′n,mN ′′n,m. The proof is concluded by observing that
rank(Rn,m)dnc(m), c(m) ≡ (1/m + c′(m) + r(1/
√
′(m))), ‖Nn,m‖(m) ≡
√
′(m),
and that (m) and c(m) converge to zero as m tends to inﬁnity. 
It is worthwhile observing that, given f ∈ L1 being s.v., the existence of a sequencepm of trigonometric polynomials
such that fpm − 1 converges to zero in the L1 norm can be proved without restrictions, as reported in the subsequent
result.
Lemma 3.2. Letf : Qd → C be an s.v. Lebesgue integrable function. Then there exists a sequencepm of trigonometric
polynomials in d variables such that f · pm − 1 converges to zero in L1 norm as m tends to inﬁnity.
Proof. ∀> 0, let Sf, = {s ∈ Qd : |f (s)|< } and let Cf, be its complementary set in Qd . Since f is s.v. it follows
that c1() = m(Sf,) tends to zero as  tends to 0. Since f is in L1 then it is necessarily s.u. and therefore for every
> 0 we can ﬁnd a positive r() such that
c2() = ‖f ‖L1(Cf,1/r()).
Let 1f, be the characteristic function of the set Cf,. Then the function 1f,/f ∈ L∞(Qd) since
|1f,/f |1/
and L∞(Qd) ⊂ L1(Qd) since m(Qd) = (2)d . Therefore, by using e.g., the Cesaro sums (see [39]), we can ﬁnd
trigonometric polynomials such that
‖pm, − 1f,/f ‖L1(m), ‖pm,‖L∞‖1f,/f ‖L∞1/, lim
m→∞(m) = 0.
Therefore, by putting together all the previous relationships and by using basic triangle and Hölder inequalities, we
infer
‖pm,f − 1‖L1‖pm,f − 1f,‖L1 + ‖1 − 1f,‖L1
= ‖f (pm, − 1f,/f )‖L1 + m(Sf,)
= ‖f (pm, − 1f,/f )‖L1(Sf,1/r()) + ‖f (pm, − 1f,/f )‖L1(Cf,1/r()) + c1()
‖f ‖L∞(Sf,1/r())‖pm, − 1f,/f ‖L1(Sf,1/r())
+ ‖f ‖L1(Cf,1/r())‖pm, − 1f,/f ‖L∞(Cf,1/r()) + c1()
‖pm, − 1f,/f ‖L1/r() + c2()‖pm, − 1f,/f ‖L∞ + c1()
(m)/r() + 2/+ c1().
The desired result is derived by choosing = 2 since, for m large enough, the term (m)/r() = (m)/r(2) can be
bounded by  deﬁnitely. 
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Theorem 3.1. Let t and q, = 1, . . . , t , be positive natural numbers and letF={f,	 : = 1, . . . , t, 	= 1, . . . , q}
be a ﬁnite set of functions belonging to L1. Then
⎧⎨
⎩
t∑
=1
q∏
	=1
T
s(,	)
n (f,	)
⎫⎬
⎭
n
∼
⎛
⎝=
t∑
=1
q∏
	=1
f
s(,	)
,	 ,Q
d
⎞
⎠ , s(, 	) ∈ {±1,+},
where s(, 	) = −1,+ implies that f,	 is s.v. and that Tn(f,	) is invertible.
Finally, if all matrices of the considered sequences are Hermitian, at least for n large enough, then the previous
result holds in the sense of the eigenvalues as well, i.e.,
⎧⎨
⎩
t∑
=1
q∏
	=1
T
s(,	)
n (f,	)
⎫⎬
⎭
n
∼
⎛
⎝=
t∑
=1
q∏
	=1
f
s(,	)
,	 ,Q
d
⎞
⎠ , s(, 	) ∈ {±1,+}.
Proof. By [27, Lemma 2.5], we know that for f ∈ L1 we can ﬁnd a sequence {pm} of polynomials converging to f in
the L1 norm such that {{Tn(pm)}n}m is an a.c.s. for {Tn(f )}n. By Lemma 3.1 we know that for an s.v. f ∈ L1 we can
ﬁnd a sequence {pm} of polynomials converging to f−1 in measure such that {{Tn(pm)}n}m is an a.c.s. for {T +n (f )}n.
Now it is sufﬁcient to use the latter statement and Proposition 2.4 with A(,	),n = T s(,	)n (f,	) and Y(,	),n,m =
Tn(p,	,m) (where p,	,m converges in L1 norm to f,	 if s(, 	)=1 and converges in measure to f−1,	 if s(, 	)=−1)
to obtain that⎧⎨
⎩
⎧⎨
⎩
t∑
=1
q∏
	=1
Tn(p,	,m)
⎫⎬
⎭
n
⎫⎬
⎭
m
is an a.c.s. for⎧⎨
⎩
t∑
=1
q∏
	=1
T
s(,	)
n (f,	)
⎫⎬
⎭
n
, s(, 	) ∈ {±1,+}.
Consequently, also
⎧⎨
⎩
⎧⎨
⎩Tn
⎛
⎝ t∑
=1
q∏
	=1
p,	,m
⎞
⎠
⎫⎬
⎭
n
⎫⎬
⎭
m
is an a.c.s. for⎧⎨
⎩
t∑
=1
q∏
	=1
T
s(,	)
n (f,	)
⎫⎬
⎭
n
, s(, 	) ∈ {±1,+}.
Moreover, it is clear that
m =
t∑
=1
q∏
	=1
p,	,m
converges in measure to
=
t∑
=1
q∏
	=1
f
s(,	)
,	 , s(, 	) ∈ {±1,+}.
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In fact every p,	,m converges in L1 norm (and therefore in measure) to f,	 if s(, 	) = 1 and converges in measure
to f−1,	 if s(, 	) = −1,+. In addition, by the hypothesis, every term used in a product is s.u. and every term used in
an inversion is s.v. The application of Proposition 2.1, cf. (6), concludes the proof. Finally, in the case where all the
involved matrices can be chosen Hermitian, then the use of relation (7) in Proposition 2.1 yields to the desired result
for the distribution of the eigenvalues. 
As a ﬁnal remark, we observe that, by a recursive application of the very same tools of Section 2, the same result as
in Theorem 3.1 holds more generally for the whole algebra generated by Toeplitz sequences under linear combinations,
product, (pseudo) inversion provided that the inverted sequences have a sparsely vanishing symbol: take as an example
Tn(f1) +
[
(Tn(f1)T
+
n (f2) + 5Tn(f3))+Tn(f4) + T +n (f2) + Tn(f1)
]+
and notice that this sequence cannot be seen as one of those considered in Theorem 3.1.
4. Further applications
We discuss some further applications of the results in Section 3 in order to show the importance of the closedness
under inversion of the notion of a.c.s. We have chosen two very different contexts: (1) the estimation of parameters in
the Tikhonov regularization (refer to [9, p. 117]) for the restoration of blurred and noisy images and signals (Section
4.1); (2) the spectral analysis of products of (the inverse of) indeﬁnite Hermitian and non-Hermitian matrices arising
in a preconditioning setting (Section 4.2).
4.1. An application to the cross-validation technique
Weshow that the analysis of Section 3 can have a potential application in the context of the estimation of regularization
parameters for signal and image restoration problems. Consider the classical de-blurring problem of noisy and blurred
signals or images in the case of space invariant point spread functions (PSFs). The model is described by an integral
equation with shift invariant kernel whose discretization by rectangle formulae leads to a system with ith equation
given by
v(i) =
∑
j∈Zd
u(j)hi−j + (i), i ∈ Zd , (14)
where d = 1 for signals and d = 2 for images. Here the mask hs represents the blurring operator, also called PSF, (s)
is the noise contribution, and v(s) is the blurred and noisy observed signal where s ∈ Zd : the problem is to recover
the unknown true object u(s) in the window of observation described by s ∈ {1, . . . , n}d . It is clear that the system
described by (14) is under-determined since we have nd equations and (n + m − 1)d unknowns involved when the
support of the PSF is a d-dimensional cube of size md > 1.
In order to take care of this problem appropriate boundary conditions are used (linear or afﬁne relations between the
unknowns outside the window of observation and the unknowns inside the window of observation).
Since the blurring matrices represent a ﬁnite dimensional approximation of a compact operator, it follows that they
are in general ill-conditioned and consequently we observe an extreme sensitivity to the noise (see [14, p. 282]). In
particular, the noise is magniﬁed in the subspace spanned by the eigenvectors related to small eigenvalues. Therefore a
regularization is needed. In the classical Tikhonov regularization (refer to [9, p. 117]), stability is attained by introducing
a regularization operator D and a parameter . Therefore, the vector u() is computed as the unique solution to
minu{‖Du‖22 + ‖v − Au‖22} and, in this way, u() solves the equation
(DTD + ATA)u() = ATv.
ClassicallyD is chosen as the identity or as the discrete ﬁrst order derivative with the same boundary conditions chosen
for A.
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A serious difﬁculty in the regularization process is the choice of the regularization parameter . Following the
generalized cross-validation approach and, more speciﬁcally, the work by Golub et al. [11], we must have a fast way
for estimating the quantity
w() = nd ‖[I − M()]v‖
2
2
tr[I − M()]2 = ‖[I − M()]v‖
2
2 ·
nd
tr[I − M()]2 ,
d = 1, 2 where M()=A(DTD +ATA)−1AT. The computation of M()v amounts in solving a regularized d-level
linear system with coefﬁcient matrix DTD+ATA and to matrix vector products. Due to the stabilization term DTD
this can be usually achieved in O(nd log n) arithmetic operations since, owing to the space invariant structure of the
PSF, the involved matrices can be reduced to d-level Toeplitz structures (of course, the constant hidden in the big O
can be large if the parameter  is small). Therefore the ﬁrst term that is t1 = ‖[I −M()]v‖22 can be obtained in a fast
way. However, the computation of the second term, i.e.,
t2 = n
d
tr[I − M()]2
is in principle very costly (think to the case of Dirichlet boundary conditions for which A and DTD share a two-level
Toeplitz structure, see [30] and references therein). On the other hand, a more accurate look shows that
t−12 =
tr[I − M()]2
nd
= 1
nd
nd∑
j=1
F(j ), (15)
where F(t)= t2, j is the j th eigenvalue of I −M() and nd is the size of the Hermitian matrix I −M(). Moreover
I can be seen as the two-level Toeplitz matrix generated by 1, A is the two-level Toeplitz matrix generated by f whose
Fourier coefﬁcients are contained in the mask h (the decay of such mask elements guarantees that f is a regular
function, that is, at least in the Wiener algebra implying that f is continuous), and ﬁnallyDTD is the two-level Toeplitz
matrix generated by g(s) =∑dj=1(2 − 2 cos(sj )) (the discrete version of the Laplacian in d dimensions). Therefore
Theorem 3.1 can be applied in the sense of the eigenvalues because the global coefﬁcient matrix M() is Hermitian.
As a consequence, choosing F(t) = t2 as test function, we have
lim
n→∞ t
−1
2 =
1
(2)d
∫
Qd
[1 − f (s)[g(s) + f (s)f¯ (s)]−1f¯ (s)]2
= 2 1
(2)d
∫
Qd
g2(s)[g(s) + |f (s)|2]−2. (16)
Notice that the above F(·) has not bounded support but this does not affect the result since the considered sequence is
uniformly bounded in spectral norm (see Remark 2.2). In other words, for large n, we have an analytic approximation
of the difﬁcult term t2. The problem is the speed of convergence of t−12 in (15) to the right-hand side of (16): without
assumptions on the smoothness of f nothing very interesting can be said. However, even when f is very regular (say
analytic or polynomial) the error term behaves like n−1 if d = 1 and as n−11 + n−12 if d = 2. Therefore the order of
approximation may result not satisfactory and hence our ergodic formula could be employed as starting point of any
procedure for computing t−12 iteratively or by statistical techniques (see e.g., [13] for a Monte Carlo approach by Golub
and Von Matt and [5] for methods based on extrapolation techniques). Finally, it is worth mentioning that under the
natural assumption of piecewise smoothly varying coefﬁcients (spatially varying blurring) we fall in the theory of the
GLT sequences (see [29]) and consequently a formula of the type displayed in (16) is easily identiﬁed with a different
f on a larger domain (typically Qd is replaced by Qd × (0, 1)d ).
4.2. (Band) Toeplitz preconditioning for dense Toeplitz matrices
In this subsection the idea is to show that the “same structure” preconditioning is effective in the Toeplitz case:
in our speciﬁc setting, this means that large non-Hermitian or indeﬁnite-Hermitian or Hermitian positive deﬁnite
(but ill-conditioned) Toeplitz matrices can be successfully preconditioned by low cost band preconditioners again
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of the Toeplitz type (i.e., with the same structure). The idea goes back to early 1990s [6,8] in the simpler deﬁnite
case and has the further nice feature of being naturally extendible, very naturally and effectively, to the multi-level
setting [24], both in terms of efﬁciency and of convergence speed. Furthermore, quite recently, in [32,17,18] the same
approach has been adapted for handling the more involved indeﬁnite-Hermitian and non-Hermitian Toeplitz structures.
A popular alternative is the use of fast transform based preconditioners (see [7,19,21] and references there reported):
their advantages are pronounced in the unilevel case, but unfortunately the related good convergence features cannot
be translated in a multi-level setting, see [22,28] and references therein for negative results and the related precise
statements.
Therefore pursuing in the direction of the “same structure” preconditioning is in our opinion worth to be considered
and, in fact, in the rest of the subsection these issues are treated, especially from the viewpoint of the spectral distribution
and clustering, the latter representing the core of the present note.
4.2.1. Indeﬁnite-Hermitian Toeplitz matrices and preconditioning
We start with a simple problem. Given f and g real-valued, essentially bounded and indeﬁnite functions, i.e., essinf
f · esssup f < 0, essinf g· esssup g < 0, what happens to the eigenvalues of Tn(f )Tn(g)? In other words, is the symbol
fg a good function for describing the asymptotical behavior of the eigenvalues of Tn(f )Tn(g)?
In principle, the answer is negative since the eigenvalues of the product Tn(f )Tn(g) may fail, and typically do fail,
to be real: in fact, both Tn(f ) and Tn(g) are indeﬁnite and hence we cannot apply any symmetrization trick except for
special cases, see [17]. From Theorem 3.1 we know that the singular values of {Tn(f )Tn(g)}n are distributed as fg, but
the same cannot be deduced for the eigenvalues since the matrices Tn(f )Tn(g) are not Hermitian in general.
However, the eigenvalues can be analyzed aswell and their behavior is globally depending on the real-valued function
fg. For a generic square matrix X, we deﬁne Re(X) = (X + X∗)/2 and iIm(X) = (X − X∗)/2 and, as in the case of
complex numbers, X = Re(X) + iIm(X). The following theorem allows one to connect the eigenvalue distribution of
a sequence {An}n to the one of the Hermitian or skew-Hermitian parts.
Theorem 4.1 (Golinskii and Serra-Capizzano [10], Holmgren et al. [16]). Let {An}n be a sequence of square matrices
of size dn, let Hn = Re(An), Sn = Im(An), and let us denote by ‖X‖trace the trace norm of a matrix X (i.e., the sum of
its singular values or Schatten p norm with p = 1).
1. Assuming that ‖Hn‖trace = o(dn) as n → ∞, assuming that the eigenvalues of {Sn}n are distributed as (,D), D
of ﬁnite and positive Lebesgue measure, and that ‖An‖, ‖Hn‖ are uniformly bounded by C (independent of n),
then  is real-valued and {An}n is distributed as (i,D) in the sense of the eigenvalues;
2. Assuming that ‖Sn‖trace = o(dn) as n → ∞, assuming that the eigenvalues of {Hn}n are distributed as (,D), D
of ﬁnite and positive Lebesgue measure, and that ‖An‖, ‖Hn‖ are uniformly bounded by C (independent of n),
then  is real-valued and {An}n is distributed as (,D) in the sense of the eigenvalues.
Now again by Theorem 3.1 we know that the eigenvalues of {Re(Tn(f )Tn(g))}n are distributed as fg and that the ones
of {Im(Tn(f )Tn(g))}n are distributed as the constant 0. Moreover ‖Im(Tn(f )Tn(g))‖‖Tn(f )Tn(g)‖‖f ‖∞‖g‖∞
so that the assumptions of the second item in Theorem 4.1 are satisﬁed. Therefore the eigenvalues of Tn(f )Tn(g) can
have nonzero complex part, but they behave as the real-valued function fg and hence they cluster around its essential
range.
This suggests a preconditioning strategy. Take e.g., the dense Toeplitz matrix Tn(2 sin(s)h(s)), where h(s) is a
positive function. Then Tn(2 sin(s))Tn(2 sin(s)h(s)) has eigenvalues distributed as the positive function 4 sin2(s)h(s)
even if the eigenvalues are in principle complex. The use of Tn(4 sin2(s)) should work as preconditioner in a standard
Krylov method for any linear system with coefﬁcient matrix Tn(2 sin(s))Tn(2 sin(s)h(s)) and n large enough, since
the eigenvalues of the preconditioned matrix will behave as the function h which is real-valued and positive.
4.2.2. Non-Hermitian Toeplitz matrices and preconditioning
Also in this case we consider a simple problem. Given f and g complex-valued, essentially bounded such that fg
is real-valued, what happens to the eigenvalues of Tn(f )Tn(g)? In other words, is the symbol fg a good function for
describing the asymptotical behavior of the eigenvalues of Tn(f )Tn(g)?
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Fig. 1. Eigenvalues of T−1n (g)Tn(f ), g(s) = 2 + 2 cos(s), f (s) = (2 + 2 cos(s))(s + 2i sin(s)) h(s) = f (s)/g(s) = s + 2i sin(s) and the plot of
the function h(s) on the complex ﬁeld.
In general, the answer seems negative since the eigenvalues of Tn(f )Tn(g) may fail to be real. Moreover, Theorem
3.1 implies that the singular values of {Tn(f )Tn(g)}n are distributed as fg, but the same cannot be deduced for the
eigenvalues since the matrices Tn(f )Tn(g) are not Hermitian in general.
However, also in this case, following the analysis of the previous subsection, the eigenvalues can be studied and
the conclusion is that their asymptotic behavior is described in terms of the real-valued function fg. By Theorem 3.1
we know that the eigenvalues of {Re(Tn(f )Tn(g))}n are distributed as fg and that the ones of {Im(Tn(f )Tn(g))}n are
distributed as the constant 0. Moreover ‖Im(Tn(f )Tn(g))‖‖Tn(f )Tn(g)‖‖f ‖∞‖g‖∞ and hence the hypotheses
of the second item in Theorem 4.1 are fulﬁlled. As a consequence, the eigenvalues of Tn(f )Tn(g) can have nonzero
complex part, but they behave as the real-valued function fg and therefore they cluster around its essential range.
This suggests a preconditioning strategy in the non-Hermitian case. Take e.g., Tn((1 − eis)h(s)) dense Toeplitz
matrix, h(s) positive function. Then {Tn(1−e−is)Tn((1−eis)h(s))}n has eigenvalues distributed as the positive function
4 sin2(s/2)h(s) even if the eigenvalues are in principle complex. The application of Tn(4 sin2(s/2)) as preconditioner in
a standard Krylov method could be proposed for any linear system with coefﬁcient matrix Tn(1−e−is)Tn((1−eis)h(s))
and n large enough, since the eigenvalues of the preconditioned matrix will behave as the real-valued and positive
function h.
4.2.3. Some issues on non-Hermitian preconditioned Toeplitz sequences
Tilli [36] proved a very interesting and general extension of the Szegö distribution results for non-Hermitian Toeplitz
sequences whose symbol is essentially bounded. His result has a geometric ﬂavor and says that {Tn(h)}n is distributed
as (h,Qd) if the range of h has empty interior and the complement of the range is connected in the complex ﬁeld.
Therefore since h(s)= s+2i sin(s) satisﬁes the above assumptions we deduce that the eigenvalues of Tn(h) for n large
enough mimic a sampling of h on the basic interval Q. Our conjecture is that {T −1n (g)Tn(f )}n distributes as h = f/g
as long as Tn(g) is invertible for every n (for some geometric conditions see [32]), the range of h has empty interior,
and the complement of the range is connected in the complex ﬁeld. If f is real-valued and g is nonnegative and not
identically zero, this is known (see e.g., [25]). In the complex ﬁeld i.e., for complex-valued f there is no proof to our
knowledge. For h(s)= s + 2i sin(s), the example of the sequence {T −1n (2+ 2 cos(s))Tn((2+ 2 cos(s))h(s))}n seems
to support the conjecture as clearly indicated in Fig. 1. In fact T −1n (2+ 2 cos(s))Tn((2+ 2 cos(s))h(s)) can be written
as Tn(h) plus a correction term En whose rank is at most equal to two. If En (or some symmetrized version) has a
trace norm inﬁnitesimal with respect to n, then the result could be proven by combining Theorem 4.1 and the tools
developed in [36] (see also [10,16]).
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4.3. Some numerical experiments
To exemplify the usefulness of the result on the spectral structure of Toeplitz sequences, we perform experiments
related to the reasoning in Section 4.2. In our tests we construct preconditioners for both indeﬁnite and non-Hermitian
matrices.
For the indeﬁnite case we deal with Tn(f h), where h(s) is positive to begin with, and f (s)= 2 sin(s) has indeﬁnite
sign. We aim to solve
Tn(f h)u = b,
where b is either the vector of all ones or a random vector (in order to avoid special behavior due to the frequency
decomposition of the right-hand side). First, we use h(s) = 3 − 2 cos(s), implying
Tn(f h) = i
⎛
⎜⎜⎜⎜⎜⎜⎝
0 3 −1
−3 . . . . . . . . .
1
. . .
. . . −1
. . .
. . .
. . . 3
1 −3 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The second case is h(s)= 1 + s2 which implies that Tn(f h) is a dense Toeplitz matrix with Fourier coefﬁcients given
by
cj = i(aj+1 − aj−1)
and ak , k ∈ Z, denoting the Fourier coefﬁcients of h(s) = 1 + s2 (a0 = 1 + 2/3, ak = 2(−1)k/k2, k 	= 0).
To obtain a desirable spectral distribution, we iterate on the preconditioned matrix
MnTn(f h),
where
Mn = T −1n (f 2)Tn(f ) (17)
which should have a spectrum distributed as h, by Section 4.2.1.
The iterations are performed using GMRES and are terminated at iteration j , when the iterate u(j) satisﬁes
‖Tn(f h)u(j) − b‖210−6‖b‖2.
The initial guess is the zero vector and the right-hand side b is a random vector. It is important to remind that a
well-behaved spectrum does not necessarily imply fast convergence of GMRES (cf. [15, p. 55]) since the eigenvector
matrix plays also an important role: in particular, the logarithm of its (spectral) condition number gives an asymptotic
upperbound to the iteration count when the spectrum is well behaved. In our case it is not difﬁcult to prove that the
condition number of the eigenvector matrix has a polynomial growth and therefore, in the worst case, we could expect a
logarithmic growth in the iteration count. As shown in the subsequent tables, the behavior is even better and a constant
number of iterations is observed when using the right preconditioning that takes care of the spectrum.
It is also interesting, from a preconditioning point of view, to study the case where h is nonnegative and does have
zeros. Since we know that the eigenvalues of the preconditioned matrix with (17) are distributed as h, the iteration
counts should no longer be independent of n. However, an additional step of preconditioning by a Toeplitz matrix
generated by a trigonometric polynomial g, whose zeros match the zeros of hwith respect to location and order, should
improve the convergence. In this case we have the preconditioner
Mn = T −1n (g)T −1n (f 2)Tn(f ). (18)
In the experiments for nonnegative h, we use h(s) = 2 − 2 cos(s) and h(s) = s2. In both cases, g(s) = 2 − 2 cos(s)
matches the unique zero of h.
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Table 1
Numbers of GMRES iterations for indeﬁnite experiments with Tn(2 sin(s)h(s))
h(s) Mn log2(n)= 4 5 6 7 8
3 − 2 cos(s) T −1n (f 2)Tn(f ) 16 22 24 26 27
1 + s2 T −1n (f 2)Tn(f ) 16 27 33 37 40
2 − 2 cos(s) T −1n (f 2)Tn(f ) 16 32 64 128 256
s2 T −1n (f 2)Tn(f ) 16 32 64 128 256
2 − 2 cos(s) T −1n (g)T −1n (f 2)Tn(f ) 5 5 5 6 6
s2 T −1n (g)T −1n (f 2)Tn(f ) 13 16 19 21 23
Here, f (s) = 2 sin(s), g(s) = 2 − 2 cos(s).
Table 2
Numbers of GMRES iterations for non-Hermitian experiments with Tn((1 − eis )h(s))
h(s) Mn log2(n)= 4 5 6 7 8
3 − 2 cos(s) In 16 32 64 128 256
1 + s2 In 16 32 64 128 256
3 − 2 cos(s) T −1n (f f¯ )Tn(f¯ ) 16 20 21 22 23
1 + s2 T −1n (f f¯ )Tn(f¯ ) 16 26 30 33 34
2 − 2 cos(s) T −1n (f f¯ )Tn(f¯ ) 16 32 64 128 256
s2 T −1n (f f¯ )Tn(f¯ ) 16 32 64 128 256
2 − 2 cos(s) T −1n (g)T −1n (f f¯ )Tn(f¯ ) 3 3 3 3 3
s2 T −1n (g)T −1n (f f¯ )Tn(f¯ ) 13 15 17 18 19
Here, f (s) = 1 − eis , g(s) = 2 − 2 cos(s).
Table 1 shows maximal GMRES iteration counts, taken over 1000 runs with different random right-hand sides. The
ﬁrst part is for positive h, and in the second part for nonnegative h. A preconditioner must be used, also for nonnegative
h. Otherwise MATLAB’s GMRES stagnates, which means that two consecutive iterates are the same. As expected,
we see that the numbers of iterations level out as n increases for positive h with the preconditioner given by (17). This
does not happen when h is nonnegative, unless the preconditioner in (18) is used.
The non-Hermitian experiments are set up similarly. The coefﬁcient matrix is Tn(f h), with h and g as before but
with the complex-valued symbol f (s) = 1 − e−is . The preconditioner expected to sufﬁce when h is positive is
Mn = T −1n (f f¯ )Tn(f¯ ),
and the one supposed to take care also of the case when h is nonnegative is
Mn = T −1n (g)T −1n (f f¯ )Tn(f¯ ).
The results are displayed in Table 2 and perfectly agree with the expectations contained in the theoretical analysis.
4.4. Experiments in two dimensions
The experiments on two-level Toeplitz matrices are designed in analogy with the indeﬁnite one-level case. We wish
to solve
Tn(f h)u = b
iteratively, where
h(s1, s2) = 1 + s21 + s22
and
f (s1, s2) = 2(sin(2s1) + sin(s2)).
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Table 3
Numbers of GMRES iterations for the two-dimensional indeﬁnite case
Mn n1 = n2= 8 16 24 32 40
T −1n (f 2)Tn(f ) 34 112 200 302 423
T −1n (f ) 20 30 33 34 34
Here n= (n1, n2) and the number of unknowns is n1n2. Using Kronecker products, we can express Tn(f h) in one-level
Toeplitz matrices as
Tn(f h) = In2 ⊗ Tn1(2 sin(2s1)s21 ) + Tn2(1 + s22 ) ⊗ Tn1(2 sin(2s1))
+ Tn2(2 sin(s2)) ⊗ Tn1(s21 ) + Tn2(2 sin(s2)(1 + s22 )) ⊗ In1 , (19)
with Ini being the identity matrix of size ni , i = 1, 2. The matrices that are not speciﬁed earlier are
Tn1(2 sin(2s1)) = i
⎛
⎜⎜⎜⎝
0 0 1
0
. . .
. . .
. . .
−1 . . . . . .
. . .
. . .
. . .
⎞
⎟⎟⎟⎠
and Tn1(2 sin(2s1)s21 ). The elements of the latter are given by cj = i(aj+2 −aj−2)where aj are the Fourier coefﬁcients
of s21 , i.e., ao = 2/3, ak = 2(−1)k/k2, k 	= 0.
The preconditioner is constructed as in (17), i.e.,
Mn = T −1n (f 2)Tn(f ),
where
Tn(f ) = In2 ⊗ Tn1(2 sin(2s1)) + Tn2(2 sin(s2)) ⊗ In1
and
Tn(f
2) = In2 ⊗ Tn1(4 sin2(2s1)) + 2Tn2(2 sin(s2)) ⊗ Tn1(2 sin(2s1)) + Tn2(4 sin2(s2)) ⊗ In1 .
The matrices not explicitly given so far are
Tn1(4 sin
2(2s1)) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 0 0 0 −1
0
. . .
. . .
. . .
. . .
. . .
0
. . .
. . .
. . .
. . .
. . .
0
. . .
. . .
. . .
. . .
. . .
−1 . . . . . .
. . .
. . .
. . .
. . . 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Tn2(4 sin(s2)) =
⎛
⎜⎜⎜⎝
2 0 −1
0
. . .
. . .
. . .
−1 . . . . . .
. . .
. . .
. . . 2
⎞
⎟⎟⎟⎠ .
Table 3 shows the numbers of iterations for the two-dimensional experiments. Results are also included for the
simpler preconditioner Mn = T −1n (f ). If no preconditioner was used, stagnation occurred for all problem sizes.
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Table 4
Numbers of singular value outliers for the two-dimensional indeﬁnite case
Mn n1 = n2= 8 16 24 32 40
T −1n (f 2)Tn(f ) 12 49 98 162 248
T −1n (f ) 3 11 23 38 53
Table 5
Numbers of eigenvalue outliers for the two-dimensional indeﬁnite case
Mn n1 = n2= 8 16 24 32 40
T −1n (f 2)Tn(f ) 10 28 59 80 109
T −1n (f ) 4 20 32 32 20
In Table 4 we report the number of singular value outliers, which, in this case, means the number of singular values
outside the interval (inf(h(s)) − , sup(h(s)) + ), for s ∈ Q2, Q = (−, ). Here, = 0.3 is used.
Table 5 shows the number of eigenvalue outliers that is the number of eigenvalues outside the complex set (inf(h(s))−
, sup(h(s)) + ) × (−i, i), for s ∈ Q2. Also here, the value = 0.3 is employed.
At a ﬁrst look, Table 3 does not seem to corroborate completely the theory on the spectral structure of Toeplitz
sequences: possible reasons are the weak connection between the convergence of GMRES and the spectrum of a
matrix and the need of very large dimensions for observing, in a clear way, the asymptotic behavior when dealing with
two-level Toeplitz matrices. However, a deeper and more critical analysis of the numerical results suggests another
perspective. By the distribution results of Section 3 (see Theorem 3.1), we expect that the (essential) range of h is
a cluster for the singular values of {MnTn(f h)}n, since h over Q2 is the distribution function of the preconditioned
sequence {MnTn(f h)}n. However, we recall that Tn(f1)Tn(f2)= Tn(f1f2)+Rn with rank(Rn)=O(n1 + n2) when at
least one of f1 and f2 is a bivariate trigonometric polynomial: as a consequence we have a deterioration of the quality
of the cluster and we have to expect that the number of outlying singular values is proportional to c(n1 + n2) with
c a positive universal constant. Moreover, a larger number of single Toeplitz products in the preconditioned matrix
MnTn(f h)will result in a larger constant c. This observation is conﬁrmed by Table 4, where the constant c is quite high
(it seems to stabilize around 3, 3.5) for the ﬁrst more involved preconditioner Mn = T −1n (f 2)Tn(f ) and is moderate
(around 0.75, 1) for the second (simpler) preconditioner Mn = T −1n (f ). Furthermore, the behavior is even better for
the eigenvalues, as reported in Table 5, even if we observe a lack in the theoretical analysis: indeed,Theorem 4.1 cannot
be applied since both preconditioning sequences {Mn}n are asymptotically unbounded in spectral norm and therefore
it is not evident whether the trace norm condition is satisﬁed (see the last part of Section 4.2.3). Finally, analogous
observations can be made concerning Table 3. Here O(n1 + n2) iterations are observed in the ﬁrst row, with constant
(hidden in the big O) bounded by 6. For the second row, the behavior is better than expected because the number
of GMRES steps stabilizes around the value 34, in spite of O(n1 + n2) singular value outliers (see the second row
of Table 4), but in agreement with a constant number of outlying eigenvalues (see the second row of Table 5): in
addition, the stabilization of the iteration count and the strong clustering of the eigenvalues suggest that the eigenvector
matrix-sequence is not asymptotically ill-conditioned for this example.
4.5. Further extensions and conclusions
In this note we have established asymptotic distribution formulae for the algebra of sequences generated by Toeplitz
sequences with L1 symbols (i.e., the set which contains Toeplitz sequences with L1 symbols and is invariant under
linear combinations, product, and pseudo-inversion of s.v. sequences). The main tool also proved here is the stability
of the notion of a.c.s. under pseudo-inversion; the stability of the same notion under linear combinations and products
was established in [27]. Some applications have been also indicated and discussed. Furthermore other extensions and
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applications are possible. For instance, we remark that, as special instances of application of Theorem 3.1, we can
obtain directly the distributional conclusions of Theorems 3.2 and 3.4 in [17] for the singular values. Moreover also the
claims given in [17, Eqs. (6) and (7)], can be proven as a consequence of the same result. Finally, we observe that the
tools considered in this paper can be used for providing an alternative proof of the stability under inversion of the large
class of the GLT sequences, whose importance depends also on the fact that the GLT class includes any approximation
of PDEs (see [29,16,31,2]) by local methods such as ﬁnite differences, ﬁnite elements, and ﬁnite volumes. The precise
investigation in these directions is planned to be pursued in future research.
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