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Abstract Process performance indicators (PPIs) allow the
quantitative evaluation of business processes, providing
essential information for decision making. It is common
practice today that business processes and PPIs are usually
modelled separately using graphical notations for the for-
mer and natural language for the latter. This approach
makes PPI definitions simple to read and write, but it
hinders maintenance consistency between business pro-
cesses and PPIs. It also requires their manual translation
into lower-level implementation languages for their oper-
ationalisation, which is a time-consuming, error-prone task
because of the ambiguities inherent to natural language
definitions. In this article, VISUAL PPINOT, a graphical
notation for defining PPIs together with business process
models, is presented. Its underlying formal metamodel
allows the automated processing of PPIs. Furthermore, it
improves current state-of-the-art proposals in terms of
expressiveness and in terms of providing an explicit visu-
alisation of the link between PPIs and business processes,
which avoids inconsistencies and promotes their co-evo-
lution. The reference implementation, developed as a
complete tool suite, has allowed its validation in a multi-
ple-case study, in which five dimensions of VISUAL PPINOT
were studied: expressiveness, precision, automation,
understandability, and traceability.
Keywords Business process management  Business
process modelling  Process performance measurement 
Key performance indicators  Process performance
indicators  Graphical notation  Visual PPINOT
1 Introduction
Collecting and analysing process-related key performance
indicators (KPIs) are the first prerequisites for holistic
process management and form the basis for consistent and
continuous process optimisation (Kronz 2006). These
process-related KPIs are also known as process perfor-
mance indicators (PPIs) and are a key asset in evaluating
the performance of business processes (Andrikopoulos
et al. 2008). PPIs are quantifiable metrics that allow an
evaluation of the efficiency and effectiveness of business
processes. They can be measured directly by data that are
generated within the process flow and are aimed at process
control and continuous optimisation (Chase et al. 2011).
However, PPI management is not only restricted to the
evaluation phase of the business process management
(BPM) lifecycle, but also includes a number of steps that
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must be carried out throughout the whole lifecycle (Kronz
2006). i.e., PPIs need to be defined, the corresponding
business processes must be instrumented, PPI values have
to be computed. They can be monitored and analysed using
techniques such as business activity monitoring (BAM)
(Dresner 2003), business process intelligence (BPI)
(Grigori et al. 2004), or process mining (van der Aalst
et al. 2003, 2010), and finally, a PPI redefinition can be
required in case of the evolution of either the associated
business processes or the PPIs themselves.
Today it is common practice that process-oriented
organisations usually define PPIs in natural lan-
guage (Wetzstein et al. 2008). However, although PPI
definitions in natural language are easy to read and write,
they present some problems. First, since business processes
are usually expressed in graphical notations (Kettinger and
Teng 1997), the use of natural language could lead to
serious consistency issues when, for instance, business
processes evolve but PPI definitions are not consequently
updated and become obsolete. Another major problem is
the lack of automated processing, i.e., PPIs need to be
redefined in a language amenable to automation in later
stages of their lifecycle. This situation has two additional
drawbacks. On the one hand, it takes time and resources,
which increases the cost of deploying a performance
management solution in the organisation and limits PPI
evolution. On the other hand, PPI evolution may introduce
errors because the gap between natural language and
implementation languages is significant (Wetzstein et al.
2008; van der Aa et al. 2016). Furthermore, ambiguities
introduced by natural language have to be manually
detected and removed to automatically compute PPIs. This
is a particularly error-prone task because the people
implementing PPIs do not usually share the same context
as the people who define them since – due to the nature of
their work – the former are usually closer to technology,
whereas the latter are closer to management.
The automated processing problem can be alleviated if
the organisation uses a process-aware information system
(PAIS) that supports the definition of PPIs, as many busi-
ness process management systems (BPMSs) do. In this
case, PPIs can be precisely defined using the mechanisms
provided by the PAIS. However, the definition is platform-
specific, i.e., it cannot be exported to other platforms,
which is something desirable as shown by the current
interest in BPMN and other standards. Furthermore, it is
common that organisations use more than one information
system, and being platform-specific prevents the definition
of end-to-end PPIs. Finally, most PAIS define PPIs using a
predefined set of application-specific forms that are not
intended to provide an overall and customised view of the
PPIs defined for a given process. An analysis of several
PAIS is detailed in Sect. 9.3.
Finally, from an academic perspective, a number of
research proposals for the definition of PPIs have been
presented (Castellanos et al. 2005; Popova and Sharpan-
skykh 2010; Saldivar et al. 2016; Pedrinaci et al. 2008;
Wetzstein et al. 2008; Momm et al. 2007; Costello and
Molloy 2009; González et al. 2009; Friedenstab et al.
2012; Delgado et al. 2014), but all of them fall short both
of expressiveness to define most PPIs that can be found in
real scenarios, and of visually representing the links
between PPIs and business process models (see Sect. 9.1
for more details).
The goal of the presented research is to provide a
mechanism to define PPIs that solves the aforementioned
problems. To this end, we present VISUAL PPINOT, a graph-
ical notation for PPI definition that is designed to be used
together with business process models and is aimed at
facilitating and automating PPI management. This is
mainly achieved by means of the following features. First,
VISUAL PPINOT is based on the PPINOT metamodel (del Rı́o-
Ortega et al. 2013), which provides a precise and unam-
biguous definition of PPIs, thus allowing their automated
processing in the different activities of the lifecycle. Sec-
ond, VISUAL PPINOT provides traceability by design between
PPIs and business processes because PPIs must be explic-
itly connected to business process elements, thus avoiding
inconsistencies and promoting their co-evolution. Finally,
VISUAL PPINOT enables a definition of PPIs that is inde-
pendent of the platforms used to support the PPIs in the
business process lifecycle, which reduces vendor lock-in
and allows definitions of PPIs encompassing several
information systems. In addition, in comparison with other
research proposals, VISUAL PPINOT improves them in terms
of expressiveness and in terms of providing an explicit
visualisation of the link between PPIs and business
processes.
VISUAL PPINOT has been validated in two ways. On the
one hand, the features of VISUAL PPINOT have enabled the
development of software that supports the management of
PPIs. The result is the PPINOT TOOL SUITE, a set of PPI
management tools1 for designing (del Rı́o-Ortega et al.
2016), analysing (del Rı́o-Ortega et al. 2013), comput-
ing (del-Rı́o-Ortega et al. 2013a), and visualising PPIs. On
the other hand, the usefulness of VISUAL PPINOT has been
validated through a multiple-case study with three indus-
trial cases and one academic one, in which five dimensions
of VISUAL PPINOT were studied: expressiveness, precision,
automation, understandability, and traceability.
The remainder of this article is organised as follows. In
Sect. 2, a real case scenario that motivated our research
work is presented. Section 3 describes our research ques-
tion, which is followed by the research method that
1
PPINOT TOOL SUITE is available at http://www.isa.us.es/ppinot.
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answers it. A brief introduction of the PPINOT metamodel is
provided in Sect. 4. In Sect. 5, the notation and semantics
of VISUAL PPINOT are described. Information regarding the
notation design rationale is provided in Sect. 6. Some
details about PPINOT TOOL SUITE are given in Sect. 7. In Sect.
8, we present the evaluation of our approach. In Sect. 9, the
related work is discussed. Finally, Sect. 10 draws the
conclusions from this research and outlines our future
work.
2 Motivating Scenario
This section introduces a real scenario that motivated our
research and where VISUAL PPINOT was applied. It deals with
the management of PPIs in the context of the Request for
Change (RFC) management process in the Information
Technology (IT) Department of the Andalusian Health
Service. The BPMN diagram in Fig. 1 describes a simpli-
fied version of this process.
The process starts when a requester submits an RFC.
Then, the planning and quality manager registers the RFC
and analyses it to make a decision. According to several
factors such as availability of resources or the requirements
affected by the requested changes, the manager either
approves, cancels, or escalates the RFC to a committee for
further analysis. The RFC document, represented as a
BPMN data object, passes through several states such as
registered, cancelled, or approved. The RFC document
also contains information relevant for the process such as
the project and the information systems affected by the
RFC, the type of change requested (i.e., adaptive, correc-
tive, or perfective), and the RFC priority.
The IT department also possessed a set of PPIs associ-
ated with the RFC management process. They were defined
in a natural language and collected in tables. A simplified
and refined version of these is shown in Table 1. To be
computed, these PPIs needed to be translated to a machine-
readable language. In this particular scenario, they were
usually manually translated into SQL queries to gather the
required information stored in different databases to com-
pute their values. This required time and effort from a
number of resources and led in many cases to wrong PPI
values mainly due to both: misinterpretation of the original
definitions or a lack of information in them. A derived
drawback was the manual endeavour required whenever
one of the two types of asset (business processes or PPIs)
evolved and the other had to be properly updated, which
frequently resulted in inconsistencies.
This scenario, which makes evident the problems men-
tioned above, will serve to illustrate our approach in the
following sections.
3 Research Question and Methods
Taking into consideration all the information presented in
the previous sections, we formulated the following research
question:
How should PPIs be defined to improve the auto-
mated support for the PPI management lifecycle?
To address this research question, we followed design
science principles as suggested by Hevner et al. (2004). In
particular, we applied the design science research method-
ology (DSRM) (Peffers et al. 2007) as follows:
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Problem identification and motivation phase We
approached this phase from two different angles. On the
one hand, we carried out a systematic literature review to
collect existing proposals related to our research question,
i.e., PPI definition. On the other hand, we analysed several
real scenarios in which PPIs were defined to understand
their requirements and to identify points of improvement.
The result of this phase has been partially described in del
Rı́o-Ortega et al. (2013), and the conclusion we reached is
that current approaches to define PPIs involve either using
natural language, or mechanisms specifically provided by
PAIS, or research proposals. However, all these approaches
fall short of providing an expressive and precise notation
that is traceable to the business process and amenable to
automated processing while, at the same time, all stake-
holders can understand it. This conclusion is extensively
discussed in Sects. 1 and 9 of this article.
Objective of the solution phase The objective defined in
this phase was the development of a graphical notation for
PPI definition that should be designed to be used together
with the business process model and aimed at facilitating
and automating PPI management. Furthermore, according
to the results of the previous phase, the notation should be
expressive, traceable to the business process, amenable to
automation, precise, platform-independent, and compre-
hensible for all stakeholders.
Design and development phase This phase involved the
design and development of two novel artefacts, namely, (1)
an all-in-one graphical notation for a definition of PPIs that
overcomes the identified problems, i.e., VISUAL PPINOT, and
(2) the PPINOT TOOL SUITE, the tool to support such a definition
and to automate parts of the PPI management lifecycle.
Demonstration phase This phase involved the develop-
ment of a software prototype of VISUAL PPINOT and PPINOT
TOOL SUITE. This prototype effectively showed that the
models defined in VISUAL PPINOT are amenable to automa-
tion and remove – or at least reduce drastically – the need
to redefine PPIs to compute them. Furthermore, it also
showed that the solution is platform-independent since it
was used to compute PPIs from different sources.
Evaluation phase We carried out a multiple-case study
with four different cases. This enabled the researchers to
conduct an empirical evaluation of VISUAL PPINOT in terms
of the five aforementioned dimensions: expressiveness,
precision, automation, understandability and traceability. A
fact that reinforces the positive feedback obtained from our
evaluation is that we are currently working on a project
whose goal is to deploy VISUAL PPINOT and PPINOT TOOL SUITE
in production to define and compute the PPIs used in
dozens of service level agreements (SLAs) the Andalusian
Health Service has with its providers. Our approach was
chosen from a number of possible solutions because of the
ability provided by VISUAL PPINOT in defining PPIs at a
higher level of abstraction and still to be able to automate
their computation.
4 Background: Defining PPIs with PPINOT
The PPINOT metamodel was first introduced in del Rı́o-
Ortega et al. (2013) and serves as a foundation for VISUAL
PPINOT. It was developed following an iterative and incre-
mental process that included the following three steps
(Brambilla et al. 2012): modelling domain analysis, which
involved defining the metamodel’s purpose and identifying
the modelling concepts and their properties; modelling
language design, which involved formalising these models;
and modelling language validation, which involved
Table 1 PPIs defined for the
request for change (RFC)
management process
ID Description Target value Scope
PPI1 Percentage of approved RFCs 95% Weekly
PPI2 Percentage of cancelled RFCs 5% Weekly
PPI3 Average time of committee decision 1 working day Weekly
PPI4 Percentage of corrective approved RFCs 95% Weekly
PPI5 Percentage of perfective and adaptive approved RFCs 5% Weekly
PPI6 Percentage of RFC analysis time 50% Weekly
PPI7 Average time of RFC analysis 2 working days Weekly
PPI8 Number of RFCs under analysis 2 RFCs Weekly
PPI9 Number of RFCs per type of change 20 for corrective RFCs Monthly
30 for adaptive RFCs
20 for perfective RFCs
PPI10 Number of RFCs per project 50 for project HR Monthly
60 for project Diraya
1 for project Pharma
PPI11 Average RFC lifetime 3 working days Monthly
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instantiating the metamodel with more examples to vali-
date its completeness and correctness. In particular, its
purpose is to identify ‘‘how’’ PPIs are measured, i.e., how
the information required for their computation can be
obtained from business processes. The modelling concepts
were identified on the basis of an exhaustive analysis of the
literature and using examples from several scenarios, as
suggested in López-Fernández et al. (2015). Furthermore,
a set of competency questions derived from the Specific,
Measurable, Attainable, Realistic, Time-sensitive
(SMART) criteria (Shahin and Mahbod 2007) were also
considered. The modelling languages used to formalise the
models were the Unified Modeling Language (UML) and
the Web Ontology Language (OWL) (del Rı́o-Ortega et al.
2013). Finally, the validation involved its application to a
number of real scenarios.
Figure 2 shows an overview of the PPINOT metamodel.
A PPI is referred to by means of an identifier, described by
means of its name and related to a process (relatedTo). It is
also possible to establish the strategic or operational goals
that the PPI is related to. PPIs are defined (definition) by
means of a MeasureDefinition. In addition, a PPI has a
target which must be reached, indicating the consecution of
the previously defined goals, and a scope which specifies
the subset of process instances that must be considered to
compute the PPI value. The responsible, accountable, and
informed attributes of the PPI can also be defined. Finally,
other information can be added as comments.
As described in del Rı́o-Ortega et al. (2013), the types of
measure that can be used to define a PPI are classified
according to two dimensions: number of process instances
and nature of the measure. As a result, the different types of
measures depicted in Fig. 3, and described below, are
possible.2
Base measure It is a measure obtained directly from a
single-process instance and does not require any other
measure to be computed. It has four subclasses:
• Time measure It measures the duration between two
time instants. It can be subdivided into linear time
measure and cyclic time measure. This distinction
makes sense if the time measure is calculated based
on elements located within a loop.
• Count measure It measures the number of times
something happens.
• State condition measure It is a Boolean value that
measures the fulfilment of a certain condition in either
running or finished process instances. This condition
refers to the state of a business process element.
• Data measure It measures the value of a specific
attribute of a data object.
The definition of this type of measures also includes
certain conditions which are applied to the correspond-
ing business process elements, as depicted in Fig. 3.
Aggregated measure It is defined by using an aggrega-
tion function such as sum or average over one of the
previous measures defined over multi-process instances.
Furthermore, when aggregating measures, it is possible
to group them by the content of a certain data object.
Derived measure It is defined as a mathematical function
over one or more measure definitions. There are two
types of derived measures depending on whether they
are defined over single- or multi-instance measures
(derived single-instance measure and derived multi-
instance measure, respectively).
5 VISUAL PPINOT: Notation and Semantics
VISUAL PPINOT, our graphical notation for the definition of
PPIs over BPMN diagrams, has its foundations on the PPI-
NOT metamodel introduced in the previous section. As
BPMN itself, it is a graph-based notation in which each
element has a set of attributes corresponding to its under-
lying metamodel element. The Online Appendix A
(available online via http://springerlink.com) includes an
overview of VISUAL PPINOT, inspired by the widely known
BPMN Poster available at http://www.bpmb.de.
Fig. 2 PPINOT metamodel
overview
2 The version presented here is an evolution of the metamodel
presented in del Rı́o-Ortega et al. (2013), resulting from its applica-
tion and refinement. For a more detailed description of the PPINOT
metamodel, we refer the reader to del Rı́o-Ortega et al. (2013).
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5.1 PPIs and Measure Categories in VISUAL PPINOT
In VISUAL PPINOT, PPIs are depicted as a rectangle decorated
with a gauge icon on its upper left corner, its ID centred at
the top, and the measure defining the PPI displayed inside
the rectangle. The target value and the temporal scope are
displayed together with their corresponding icons in an
optional grey bottom compartment as shown in Fig. 4a.
On the other hand, measures can be classified into the
three main measure categories present in the PPINOT meta-
model: base measures, aggregated measures, and derived
measures.
5.1.1 Base Measures in VISUAL PPINOT
Base measures are represented as short rulers with their
name underneath as depicted in Fig. 4b. A small icon is
added on the upper left corner depending on the measure
type: time, count, state condition, or data.
5.1.2 Aggregated Measures in VISUAL PPINOT
Base measures generate one value for each instance of the
process they are defined for. Sometimes, it is interesting to
know not only the value of a measure for a single-process
instance, but also an aggregation of the values corre-
sponding to the multi-process instances in the scope of the
corresponding PPI. These situations are modelled in VISUAL
PPINOT using aggregated measures, which are displayed as
three stacked base measure icons (representing their multi-
instance nature) with an aggregation function inside: AVG
for average, MAX for maximum, MIN for minimum, SUM
for summation, etc. (see Fig. 4c). They are connected to the
single-instance measure being aggregated using aggregates
connectors, depicted as solid lines starting with a white
diamond and labelled with ‘‘aggregates’’ (in boldface in
Fig. 4c to distinguish them from placeholders). In the case
of base-measure aggregation, both icons can be combined
into one, as shown in Fig. 5.
Fig. 3 Definition of measures in the PPINOT metamodel
Fig. 4 VISUAL PPINOT icons for PPIs, base measures, and aggregated measures
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5.1.3 Derived Measures in VISUAL PPINOT
Derived measures are visually distinguished by a function
symbol (fx) on the upper left corner and by the expression
of their derivation function inside the ruler icon. Function
variables are connected to derived measures by uses con-
nectors labelled with the corresponding variable names as
depicted in Fig. 6. Depending on whether the derivation
function is defined over single- or multi-instance measures,
derived measures are classified accordingly and their icons
are simple or three-stacked as shown in Fig. 6a and b,
respectively. Notice that all the measures involved in a
derived single- or multi-instance measure must also be
single- or multi-instance according to the derived measure
being defined. Figure 7 shows the example of the derived
measure ‘‘Percentage of RFC analysis time’’.
5.2 Time Measures in VISUAL PPINOT
Time measures, visually identified by an hourglass , are
used to measure the duration between the occurrence of
two events, considering as events not only BPMN events,
but also state transitions of BPNM elements such as
activities, pools, or data objects. Notice that a time measure
has an undefined value until both events have happened,
something that is relevant for aggregated measures.
Fig. 5 Equivalent aggregated measures for the Average RFC lifetime PPI (PPI-11 in Table 1)
(a) (b)
Fig. 6 VISUAL PPINOT icons for derived measures
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To indicate the two events, time measures use time
connectors, represented as dashed lines. As shown in
Fig. 8a, the connector for the first event is labelled with
‘‘from’’ and decorated with an empty circle on the end
close to the measure icon from , whereas the connector
for the second event is labelled with ‘‘to’’ and decorated
with a filled circle . Because the start and end of
activities and pools are by far the most relevant events for
defining time measures, they have their own graphical
representation: the start event is depicted as an empty
circle , whereas the end event is represented as a
filled circle . In both cases, the name label is left as
optional and it is usually omitted. The semantics of these
two events are token based (OMG 2011), i.e., we consider
that a start event happens when a token arrives at a BPMN
element and that the end event happens when the token
leaves an element. These two events are usually used with
pools and activities, but they can also be used with BPMN
events (see Sect. 5.6.1 for details). If an event is related to a
state transition, the corresponding time connector must be
labelled with the target state, i.e., the state to which the
BPMN element must change to consider the event as
triggered. Any state defined in the BPMN specification
(OMG 2011) can be used with pools and activities, as well
Fig. 7 Derived measure corresponding to the Percentage of RFC analysis time (PPI-6 in Table 1)
Fig. 8 VISUAL PPINOT icons for time, count, and state condition measures
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as any user-defined state can be used with data objects. A
summary of the applicability of time connectors is dis-
played in Table 2. Figures 5 and 7 present several examples
of time measures.
5.3 Count Measures in VISUAL PPINOT
Count measures, identified by an ellipse with the numbers
1, 2, and 3 inside , are used to count how many times
a given event happens. Events are linked to count measures
using applies-to connectors as shown in Fig. 8b, and their
applicability rules are the same as for time connectors,
summarised in Table 2. Figure 14 contains two examples of
count measures.
5.4 State Condition Measures in VISUAL PPINOT
State condition measures, decorated with an ellipse con-
taining a checkmark , generate Boolean values
depending on the current state of activities, pools, or data
objects. As depicted in Fig. 8c, these BPMN elements are
linked to state condition measures using applies-to con-
nectors, which must be labelled with the target state name
. Notice that the start and end event notations
cannot be used with this type of measures because they are
not actual states but events (see Table 2).
In the case of state condition measures aggregation,
Boolean values are mapped to integers, i.e.,
false 7!0; true 7!1. Because of this mapping, the aggrega-
tion functions are not the same as those commented on in
Sect. 5.1.2, but the following ones are summarised in
Fig. 9: (#) number of process instances in which the state
condition holds, equivalent to the summation function; (%)
percentage of process instances in which the condition
holds, equivalent to the average function; (9) true if there
exists at least one process instance in which the condition
holds, i.e., when the values of the minimum and maximum
aggregation functions are 0 and 1 respectively, as shown on
the right side of Fig. 9; (8) true if the condition holds in all
the process instances in scope, i.e., if the minimum and
maximum functions values are both 1; ( 6 9): true if there
does not exist any process instance in which the condition
holds, i.e., if the values of the minimum and maximum
functions are both 0.
Some examples of aggregated state condition measures
are shown in Fig. 10.
Table 2 Time connector rules,
also applicable to applies-to
connectors in count measures
-
-
Fig. 9 Equivalent semantics of aggregated state condition measures, in which the combination of MIN ¼ 1 and MAX ¼ 0 is not considered
because it is a contradictory situation (?) and, thus, it cannot happen
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5.5 Data Measures in VISUAL PPINOT
Data measures, identified by a small data object icon
, are used to obtain the value of a specific attribute of a
data object. The applies-to connector linking the measure
icon with the data object must specify the attribute refer-
ence to be measured and, optionally, the state the data
object must be in to actually obtain the value, as depicted in
Fig. 11a). If the state were specified and the data object
were in a different state, the value of the measure would be
undefined. Notice that, to aggregate data measures, the
measured attribute must belong to a data type with at least
the  , þ, and  operators defined to properly apply the
usual aggregation functions.
5.6 Advanced Topics in VISUAL PPINOT
There are some features of VISUAL PPINOT with slightly
more complex semantics than the ones described in
previous sections. They are not strictly needed to under-
stand the main concepts of the notation, but they are
included in this article to provide a thorough overview of
our proposal.
5.6.1 Duration of BPMN Events in VISUAL PPINOT
Most of the different types of BPMN events are con-
sidered to consume no time, i.e., they just happen during
the course of a process (OMG 2011). Nevertheless, there
are some intermediate catching events in which the
process can wait for a significant amount of time. If the
duration of this process waiting were interesting for
some PPI, it could be measured using a time measure
together with the start and end events applied to the
same BPMN event, as shown in Fig. 12. The token-
based semantics of these two events would measure the
duration between token arrival and leaving, i.e., the
duration of the process waiting for the BPMN event to
happen.
Fig. 10 Aggregated state condition measures corresponding to PPI-1, PPI-2, and PPI-8 in Table 1
(a) (b) (c)
Fig. 11 VISUAL PPINOT ICONS FOR DATA, CYCLIC TIME, AND GROUPED AGGREGATED MEASURES
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5.6.2 Cyclic Time Measures in VISUAL PPINOT
In certain circumstances, the two events associated with a
time measure can happen more than once during the exe-
cution of an instance of a business process, usually in exe-
cution loops like the one in the Analyse RFC subprocess in
Fig. 13. In those circumstances, the linear time measure
described in Sect. 5.2 would measure the duration between
the first occurrence of the ‘‘from’’ event and the last occur-
rence of the ‘‘to’’ event, as depicted at the top right of Fig. 13.
In the case those semantics were not appropriate for the
measure at hand, VISUAL PPINOT allows the use of cyclic
time measures, which aggregate the durations of the gen-
erated (from, to) event pairs. Visually, as Fig. 11b shows,
the only differences with linear time measures are the cycle
symbol added to the hourglass icon and the aggregation
function. The difference between both types of time mea-
sures is graphically displayed in Fig. 13. Notice that, when
a cyclic time measure is used to measure the duration
between two events that cannot happen more than once in
the same instance of a given business process, the result
would be the same as if a linear time measure were used,
regardless of the aggregation function applied.
5.6.3 Grouping Aggregated Results in VISUAL PPINOT
In themotivating scenario described in Sect. 2, PPI-9 and PPI-
10 in Table 1 describe their target values depending on the
type of change in an RFC and on the project that the RFC
affects, respectively. In these situations, the value of the
aggregated measure – number of RFCs – must be grouped by
some data object attributes – typeOfChange and project of
the RFC data object. To model this type of measures, VISUAL
PPINOT introduces the isGroupedBy connector, depicted, as
shown in Fig. 11c, as a dashed line starting with a white dia-
mond and labelled with ‘‘isGroupedBy’’ and the name of the
data object attribute used to group the measure values. Fig-
ure 14 contains examples of grouped aggregated measures.
5.6.4 Partial Percentages in VISUAL PPINOT
Percentages are commonly used in PPI definitions. For
example, in Table 1, 5 out of 11 PPIs are defined as per-
centages. In the case of percentages defined over all the
process instances in scope, an aggregated state condition
measure with the percentage of process instances aggre-
gation function (%) can be used, as shown in Fig. 10. In
other cases in which the percentage is defined over a subset
of the process instances, the measure definition becomes
more complex. As an example, consider the PPI Per-
centage of corrective approved RFCs (PPI-4 in
Fig. 12 Example of a measure of the duration of a BPMN event
Fig. 13 Linear and cyclic time measure examples and semantics
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Table 1). In this PPI, the percentage denominator is not the
number of all RFCs but the number of all approved RFCs,
something that makes the measure more difficult to be
described, especially when compared with the PPI Per-
centage of approved RFCs (see Figs. 10 and 15 for a
comparison of both percentage measures).
6 VISUAL PPINOT: Design Rationale
In the design of a new visual notation, the two main
decisions are (1) the choice of those semantic constructs
with a graphical representation, and (2) how to use visual
variables to encode information graphically. In VISUAL
PPINOT, these two decisions have been made following the
BPMN 2.0 design guidelines and the principles of the
Physics of Notation (Moody 2009). On the one hand,
since VISUAL PPINOT is intended to be used together with
BPMN 2.0 diagrams, it seemed reasonable to follow
BPMN 2.0 design guidelines. On the other hand, the
Physics of Notation has been specifically developed as a
theory of visual notation design, including nine princi-
ples synthesised not only theoretically, but also from
empirical evidence. The rationale behind the two afore-
mentioned decisions is described in the next two
sections.
6.1 Choice of Semantic Constructs with Graphical
Representation
Most elements of the PPINOT metamodel have a 1:1 corre-
spondence with the graphical symbols in VISUAL PPINOT, as
suggested by the Physics of Notation principle of semiotic
clarity. However, some symbol deficit, i.e., leaving some
semantic constructs without graphical representation, was
introduced to limit the graphic complexity, as suggested by
the Physics of Notation principle of graphic economy,
which states that the number of graphical symbols should
be cognitively manageable.
The decision of which semantic constructs do not have a
graphical representation was made according to (1) the
frequency they appear in the related literature and the
scenarios in which VISUAL PPINOT has been applied and (2)
the type of information they convey. Concerning the for-
mer, we excluded those semantic constructs that appear
with lower frequency. Specifically, the PPI temporal scope
and target can be graphically depicted only when they are
simple (e.g., monthly, lower than 7, or between 10 and 15)
but not when they have more complex semantics (e.g.,
working days or Christmas holidays). As for the latter, we
excluded some attributes of PPIs and measure definitions
whose information is provided by means of a free text field
such as goals, informed, or comments.
Fig. 14 Grouped aggregated measures corresponding to PPI-9 and PPI-10 in Table 1
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Some symbol redundancy, i.e., having more than one
symbol for a single semantic construct, was also introduced
to allow the modelling of aggregated base measures in their
expanded or abbreviated form (see Fig. 5), thus providing
an explicit mechanism for dealing with diagrammatic
complexity, as suggested by the Physics of Notation prin-
ciple of complexity management.
The complete correspondence between the PPINOT
metamodel and the VISUAL PPINOT graphical symbols is
included as Online Appendix B.
6.2 Use of Visual Variables to Graphically Encode
Information
The Physics of Notation defines eight dimensions or visual
variables of the graphic design space, which can be used to
graphically encode information (Moody 2009). They are
divided into planar (horizontal and vertical position) and
retinal variables (shape, size, colour, brightness, orientation,
and texture). InVISUAL PPINOT, only shape, brightness, texture,
and position are used, although the last one is only used for
enclosing measures inside PPI icons. The unused visual
variables can be freely used by the user to emphasise concepts
from thebusiness domain.Thisdecision is not alignedwith the
Physics of Notation principle of visual expressiveness, which
pursues the use of the full range and capacities of visual
variables, but it maintains consistency with BPMN 2.0.
Shape is the main visual variable of VISUAL PPINOT nodes
because of its privileged role in perceptual discrimination
(Moody et al. 2009). Therefore, different shapes have been
used for different constructs. These shapes are graphic
metaphors commonly used for the semantic concepts they
represent, following the Physics of Notation principle of
semantic transparency.3 Thus, a ruler is used as a metaphor
of a measure, a gauge as a metaphor of an indicator, an
hourglass as a metaphor of time, and so on. Furthermore,
considering also that similar shapes should be used to
represent similar constructs (Moody et al. 2009), similar
symbols were designed for derived single-instance and
derived multi-instance measures.
Shape is also used to distinguish between the main
groups of connectors. To distinguish between subgroups,
we used brightness for from and to, and texture for ag-
gregates and isGroupedBy. In these cases, we decided to
use text to reinforce graphical differences as suggested by
the Physics of Notation principle of dual coding. The
specific way in which visual variables have been used has
been inspired by BPMN 2.0 and other similar notations
such as UML because most users of VISUAL PPINOT are
expected to be familiar with these notations.
Finally, the use of shading, line thickness, colours, or
any other distinction that does not fax/copy well or make
symbols difficult to draw by hand was intentionally avoi-
ded. This decision has been supported by the experience
gained in the evaluation scenarios, in which all the symbols
were easily drawn by hand, something greatly appreciated
in visual notations (Rumbaugh 1996).
7 Tool Support: The PPINOT TOOL SUITE
VISUAL PPINOT diagrams can be developed using an Oryx-
based editor available at http://www.isa.us.es/ppinot. Oryx
(Decker et al. 2008) is an open-source platform to build
web-based diagram editors providing native support for
BPMN and allowing the definition of new graphical nota-
tions by means of so-called stencil sets, which have been
used for the VISUAL PPINOT editor. Furthermore, VISUAL
PPINOT is part of the PPINOT TOOL SUITE (see Fig. 16), a set of
tools aimed at facilitating and automating PPI management
that are built around the PPINOT metamodel and described in
the following paragraphs according to their purpose.
PPI Definition The PPINOT TOOL SUITE offers two ways to
define PPIs. They can be graphically defined together with
BPMN diagrams using the VISUAL PPINOT editor or using a
Fig. 15 Example of partial percentages corresponding to PPI-4 in Table 1
3 All of them, except state and data, appear amongst the first results
in a search in Google Images. Data does not appear because it was
chosen to match the BPMN symbol for data objects. State does not
appear because it is a polysemic word and we refer to a very abstract
meaning of the word.
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template-based textual notation (del Rı́o-Ortega et al.
2016) implemented in the PPINOT TEMPLATES editor, which
guides the user by providing linguistic patterns in the dif-
ferent template fields and allowing to change seamlessly
from one notation to the other. In both cases, a standard
BPMN 2.0 XML document extended with PPI-related
information is obtained as output.
PPI Design-time analysis In PPINOT ANALYSER, two
traceability analysis operations are currently supported: (1)
business process-elements involved, which returns the
business process model’s elements directly or indirectly
involved in certain PPI, and (2) PPIs associated with
business process-element, which returns the PPIs associ-
ated with or applied to a given business process model
element. These two operations can assist during the evo-
lution of business processes and their PPIs, and were first
introduced in del Rı́o-Ortega et al. (2013).
PPI Computation The PPINOT COMPUTE ENGINE computes
PPI values using the event log of the associated business
process. It has been designed to use many different types of
event logs, which shows how the system is independent of
the platform used to enforce the business process. In par-
ticular, the current implementation supports logs from a
business process simulator (BIMP4), a service-desk
manager solution, and an issue management system,
amongst others.
8 VISUAL PPINOT Evaluation
To assess the applicability of VISUAL PPINOT and its features
we carried out a multiple-case study with four cases, that is
presented in the following sections.
8.1 Case Study Research Process
Our research method in this evaluation has been based on
case study research. Specifically, we have followed the
case study research process proposed in Runeson and Höst
(2009) and Runeson et al. (2012), as described below and
summarised in Fig. 17.
1. Case study design. The main reason for conducting this
study was the need to evaluate VISUAL PPINOT. Con-
sidering this, together with the theoretical framework
provided by the previously conducted literature
review, the objective of this case study was established
as the empirical revision of VISUAL PPINOT in terms of
expressiveness, precision, automation, understandabil-
ity and traceability. This objective was further refined
into the five research questions that are presented and
addressed in following subsections.
Fig. 16 Overview of the PPINOT TOOL SUITE (http://www.isa.us.es/ppinot)
4 http://bimp.cs.ut.ee/.
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As for the case selection, initially, three cases were
selected: the IT Department of the Andalusian Health
Service (AHS), the Information and Communication
Service of the University of Seville (ICS), and the
Andalusian Ministry of Justice and Public Adminis-
tration (AMJPA). They were selected for three main
reasons: (1) the evaluation of VISUAL PPINOT in different
domains; (2) the interest of the organisations in
improving their processes because of their involvement
in a quality certification process or in adopting widely
acknowledge good practices (Office of Government
Commerce 2007; (3) the availability of data sources
and subjects’ willingness to cooperate.
Afterwards, and with the aim of broadening the num-
ber of domains and user profiles, a new case with
technical graduate and undergraduate students of the
University of Seville (Academic Scenarios – AS) was
added. This led to a multiple-case study because of the
different contexts of each case. Finally, we designed
the data collection protocol, defining the desired data
to be collected as well as the type of analysis to be
performed, establishing a plan to address the following
steps of our multiple-case study.
2. Plan, collect and analyse. This activity was performed
for each of the case studies, including the following
three steps:
2:1. Preparation for data collection This step
involved different activities depending on the
case, including the identification of the archival
data available that could be provided to the
researchers for analysis, the preparation of
material and subsequent training of one of the
cases’ participants for the definition of PPIs, the
graphical modelling and, in some cases, com-
putation of PPIs with VISUAL PPINOT, the defini-
tion of interview questions for two of the cases
and the design of a questionnaire for another of
the cases.
2:2. Collecting evidence In order to collect evidences
we followed the principles for data collection in
Verner et al. (2009). We used as many sources
of data as were available. This included the use
of data collection techniques from the three
degrees defined in Lethbridge et al. (2005): (1)
direct methods consisting of interviews and
questionnaires; (2) indirect methods applied in
our academical case; (3) independent analysis of
already available work artefacts. In addition,
during the course of some of the cases, unex-
pected opportunities for collecting data emerged
as reported in the following sections. To store
the data collected, we combined the use of
repositories for text documents together with
spreadsheets that ease their posterior analysis.
2:3. Analysis of collected data The analysis per-
formed in the study is of the deductive type,
implying that categories of analysis are imposed
prior to the data collection. The activities
performed involved different types of qualitative
analyses, inspired by the process for qualitative
data analysis introduced in Runeson et al.
(2012). They were complemented by some
quantitative analyses based on descriptive
Fig. 17 Process of our multiple-case study inspired by Runeson et al. (2012)
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statistics. The specific analysis was chosen
depending on the type of data available and
our goal in the case study. The analysis was
conducted by multiple researchers, specifically
three, in order to reduce bias by individual
researchers. First, two individual researchers
analysed the data, and then their results were
merged and discussed by both researchers
together with an additional one.
3. Joint analysis and report: Once all cases were analysed,
we drew cross-case conclusions, leading in some cases
to the confirmation of our hypothesis, and in others to
the modification of our theory, i.e., our graphical
notation. As a last step, we wrote the current report,
including the results found and the specification of the
identified limitations.
8.2 Case Study Design
The established objective for our multiple-case study was
refined into five research questions, namely:
• RQ1 – Expressiveness To what degree is VISUAL PPINOT
capable of expressing what needs to be expressed?
Were there some cases that could not be expressed by
VISUAL PPINOT?
• RQ2 – Precision How far is VISUAL PPINOT better in
helping to arrive at a precise specification than, e.g.,
text? What are the experiences and user feedback?
• RQ3 – Automation How does VISUAL PPINOT help to
automatically obtain PPI values without redefining
them for computation?
• RQ4 – Understandability How well or easy can users
understand VISUAL PPINOT? How easy is it to read and
write?
• RQ5 – Traceability What are the benefits and chal-
lenges of integrating the PPIs model with the BPMN
model?
Regarding the four selected cases, Table 3 summarises
their information in terms of processes, activities, PPIs, and
people involved. In the case of the IT Department of the
Andalusian Health Service, VISUAL PPINOT was applied to
the RFC management process (with 27 activities in the real
model) and its 11 associated PPIs. Apart from two VISUAL
PPINOT experts, the two managerial roles involved in this
case were the ones responsible for processes and continu-
ous improvement, and for SLAs and performance man-
agement respectively, both belonging to the quality group
of the department.
In the Information and Communication Service of the
University of Seville, VISUAL PPINOT was applied to four
business processes, with a number of activities between 6
and 23, framed in the context of the IT support to the
university staff (email incident management, for instance),
and their 16 associated PPIs. In this case, the roles involved
were the section manager, the technical manager of the
teaching and research support area, and the software
development manager together with two researchers and
one master’s student who worked as a VISUAL PPINOT
assistant for the ICS staff.
In the Andalusian Ministry of Justice and Public
Administration, there were 29 PPIs described in 5 pro-
cesses with a number of activities between 8 and 36,
ranging from social and health benefits management to
suggestions, complaints, and claims management. In this
case, three researchers amongst the authors of this article
were the roles involved.
Finally, VISUAL PPINOT was evaluated in two master’s
courses of the University of Seville belonging to the
Master of Information and Communication Technology
Management, and the Master of Software Engineering and
Technology, and in one bachelor course (Processes and
Services Management) of the same university. In total, 112
students were trained in VISUAL PPINOT and modelled at
least two PPIs in the master’s courses, and at least eight
PPIs in the bachelor course, for a real business process
specified in BPMN. The processes belonged to many dif-
ferent domains: health, justice, university (scholarships,
enrolment, research project management, etc.), software
development or politics, to name a few. In total, 374 PPIs
were modelled in these processes.
With respect to the data collection protocol, interviews,
questionnaires and some available archival data were the
initially defined data sources, according to the information
available at that moment. Later on, they were refined and
Table 3 Summary of the characteristics of the cases
AHS ICS AMJPA AS
P
# Processes 1 4 5 93 103
# Activities 27 6–23 8–36 5–38 5–38
# PPIs 11 16 29 374 430
People involved 2 MR þ 2 VPE 2 MR þ 2 TR þ 2VPE þ 1 VPA 3 VPE 112 St þ 2 VPE 123
MR managerial role (technical background), VPE visual PPINOT expert, TR technical role, VPA visual PPINOT assistant, St graduate and
undergraduate students
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extended during the course of the study, as detailed in the
following section.
8.3 Preparation and Data Collection
The preparation of data collection and its actual collection
were performed by means of iterative cycles. We applied
data collection techniques from the three degrees defined in
Lethbridge et al. (2005). In the following, we describe
them, organised by data type. The degree is specified in
parenthesis.
Process models and previously defined PPIs (third
degree) The three studied organisations had previously
undergone a BPM initiative, and, as a result, all processes
under study were already modelled either in BPMN (AHS)
or in another non-standard notation like flow diagrams
(ICS, AMJPA). For each process, PPIs were defined using
ad hoc table-based notations written in a natural language.
All these available data were collected, and, in the required
cases, the process models were translated to BPMN by
some of the researchers involved to allow the definition of
the corresponding PPIs in PPINOT TOOL SUITE. In the aca-
demic scenarios, the process models were modelled in
BPMN by the students using the documentation provided
to them from different sources.
PPIs defined in VISUAL PPINOT (second and third
degree) The definition of the provided indicators using
VISUAL PPINOT involved different roles depending on the
unit. In the AHS, the 11 PPIs associated with the RFC
management process were modelled with the supervision
and support of the one responsible for processes and con-
tinuous improvement (the result is presented in Online
Appendix C). In the ICS, a preprocessing was needed,
since some of the indicator definitions provided were not
actually referred to the business processes but to other
aspects of the organisation, i.e., they were not actual PPIs.
Once filtered out those indicators, the VISUAL PPINOT
assistant modelled the 16 PPIs under the supervision of all
the other roles involved from the ICS staff, throughout 11
meetings (read Sánchez-Jerez 2012 for more details,
including business process and PPI models). In the
AMJPA, two VISUAL PPINOT experts were in charge of
modelling the 29 PPIs. Finally, in the AS, students were
required to define PPIs textually using some templates and
patterns provided, whereas their graphical definition using
VISUAL PPINOT was optional (just for improving their
grades).
Event logs and PPIs computation (third degree) In the
AHS unit, a set of event logs containing the information of
the business process execution on a period of 24 months
was also available. This information was used by two
VISUAL PPINOT experts to compute the PPI values in the
provided period. This was carried out through the PPINOT
TOOL SUITE, in particular the PPINOT Compute Engine,
using as input both the PPI definitions in VISUAL PPINOT and
the provided event logs. The result was the set of raw
values for the input set of PPIs, which were stored in our
data repositories.
Evolution information (third degree) As part of an
ongoing collaboration that some of the authors maintain
with the AHS, we also had the opportunity of working on
an evolution of the RFC management process, serving as a
consultant for its re-modelling in BPMN. This scenario
provided data to check how the VISUAL PPINOT definition
helps in the case of the associated business process evo-
lution. Specifically, we gathered the process models and
PPIs defined before and after the evolution.
Interviews and questionnaires (first degree) Direct
methods for collecting data were used in three of the cases.
In particular, in the AHS, the final graphical PPI definitions
together with their computation results were presented by
two researchers to the person responsible for SLAs and
performance management during an interview. This was a
semi-structured interview, more in the form of a discus-
sion. We used the interview questions prepared as a guide
of important information to be gathered. Furthermore, the
conclusions of the evolution of the process model were also
discussed with him in that interview. Most interesting facts
and important answers were written down by one of the
researchers in the form of notes that were later sent to the
interviewee for validation. In the ICS case, the final
graphical PPI definitions were presented to the software
development manager during a structured interview by the
aforementioned VISUAL PPINOT assistant, who also wrote
down the answers for their later validation by the inter-
viewee. Finally, questionnaires were conducted with stu-
dents at the end of their courses in order to gather
information regarding identified expressiveness-related
limitations and understandability-related weaknesses in
VISUAL PPINOT.
8.4 Analysis of Collected Data
The analysis performed in the study is of the deductive
type, implying that categories of analysis are imposed prior
to the data collection. The main categories of analysis in
our multiple-case study correspond with the five research
questions and are: expressiveness, precision, automation,
understandability and traceability. The specific actions
accomplished during this analysis are detailed next.
1. The whole set of PPIs of the different cases was
reviewed to check whether all of them could be defined
with VISUAL PPINOT or not. For those PPIs that could not
be defined with VISUAL PPINOT, the reasons that
prevented their definition were identified and
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categorised according to: (1) limitation of PPINOT, (2)
missing or ambiguous information, (3) indicators not
related to the process (i.e., not actual PPIs). When
possible, clarification and provision of missing infor-
mation were required to the roles involved in PPI
modelling.
2. Descriptive statistics were applied in order to obtain
information related to the different VISUAL PPINOT
constructs used, first in the set of PPIs defined with
VISUAL PPINOT in each of the cases, and then in the
whole set of PPIs defined within our multiple-case
study. Table 4 summarises this information.
3. In the academic case, the number of students that
decided not only to define their PPIs with the provided
templates, but also to graphically model them, were
count. Furthermore, we analysed the templates pro-
vided by the students and identified and marked those
that included erroneous or ambiguous definitions.
4. The modelling mistakes introduced by students in their
assignments were reviewed. Specifically, we annotated
them with the VISUAL PPINOT constructs that were
incorrectly used in the model. This information
together with the results of their questionnaires were
used to identify the notation constructs that presented
more problems in relation to their understandability
and correct use.
5. The changes suffered by the process and their impact
in the graphically defined PPIs were analysed by using
the evolution information obtained in the AHS case.
Specifically, we checked whether the change had an
influence on any of the PPIs of the process and, if so,
we checked in which manner the PPI was affected.
6. The data collected during the interviews and question-
naires was analysed to draw conclusions regarding the
automation and the understandability. Specifically, two
researchers analysed the interviews and questionnaires
and coded them according to these categories. The
coded data was stored in tables together with references
to the data source in order to ensure full traceability and
the maintenance of a chain of evidence. These
tables were then used to identify results across data
sources and cases, merging the results obtained by the
two researchers and discussing them with the third
researcher. In addition, regarding the validation, in the
cases of the AHS and the ICS, the preliminary results
from the study, including the interview, were presented
back to the interviewees and other people involved
during a meeting, and their opinions were collected and
any misinterpretation corrected. Final conclusions were
based on all the gathered information.
8.5 Results
This section presents the results identified after the analysis
performed on the collected data. We structure the findings
according to the five categories corresponding to the
research questions posed in Sect. 8.2.
RQ1 – Expressiveness After the analysis of the collected
data, some limitations were detected in VISUAL PPINOT and
the notation was consequently improved. The first
improvement was related to the distinction between linear
and cyclic time measures, identified during the definition of
PPI-3 in the AHS, which implied measuring an average
duration located within a loop. The second was the inclu-
sion of the isGroupedBy connector, used to define different
target values according to a certain attribute value of a data
object, as required by PPI-9 and PPI-10 from the AHS with
respect to RFC objects (see Fig. 14). The third improve-
ment was the optional inclusion of the target values and
temporal scopes in the PPI icon, provided they are simple
enough to be displayed. Finally, the range of function types
used within derived measures was expanded to include
Boolean and relational functions in addition to arithmetic
ones, to meet the requirements of some PPIs.
After these improvements, more than 400 real-world
PPIs from different domains were defined in VISUAL PPINOT.
Table 4 Summary of the PPIs
characteristics modelled within
the case study
AHS ICS AMJPA AS
P
Time aggregated measure 3 2 9 192 206
Count aggregated measure 2 17 31 234 284
State condition aggregated measure 5 0 0 28 33
Data aggregated measure 2 0 1 43 46
Aggregated measure 2 0 5 9 17
isGroupedBy 2 0 0 4 6
Derived single-instance measure 3 0 5 10 18
Derived multiple-instance measure 2 3 3 133 141
Simple (numeric) targets/other targets 11/0 16/0 29/0 187/4 243/4
Temporal scopes/other scopes 11/0 16/0 29/0 72/19 128/19
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As detailed in Table 4, all VISUAL PPINOT symbols were used
at least once, although some of them (e.g., Time or Count
Aggregated Measure) were used much more frequently
than others (e.g., State Condition Aggregated Measure).
Furthermore, most of the PPIs modelled in the case study
had simple numeric targets (98.4 %) and temporal scopes
(87 %), thus allowing their complete graphical
representation.
RQ2 – Precision The application of VISUAL PPINOT to the
PPIs previously defined in other formats revealed three
major limitations: (1) the indicator definitions were not
clear because they used ambiguous language, making their
interpretation and computation difficult; (2) some of the
indicators lacked a clear relation to the business processes;
actually some of them were not related to any business
process and could not be computed on the basis of any
business process execution values; and (3) for those indi-
cator definitions related to business processes, many lacked
the explicit relationship to the different business process
elements, i.e., it was not straightforward to instrument the
corresponding business process to obtain the PPI values.
Further results in this regard were also obtained from the
analysis of the material collected with students in our
fourth case. Specifically, from the 17.4% who opted to
directly provide the textual PPI definitions without the
graphical notation, in half of the cases, erroneous or
ambiguous definitions were provided. Other definitions
were not erroneous but did not explicitly refer to specific
elements of the business process; therefore, preprocessing
was required to identify them and instrument the corre-
sponding processes. These results reinforce our claim that
defining PPIs with VISUAL PPINOT forces the user to pre-
cisely define them and explicitly link the PPI with the
elements of the process model related to its definition.
RQ3 – Automation The computation results obtained via
PPINOT TOOL SUITE from the PPI definitions in VISUAL PPINOT
and the collected event logs were presented to the person
responsible for SLAs and performance management during
the interview. He was asked to validate them and he
compared them with the reports they had for that time
period and reported them to be correct. During this inter-
view, he recognised the usefulness of VISUAL PPINOT in this
scenario because of two reasons: first, it was not necessary
to spend time in implementing PPIs using SQL queries to
compute their values, and, second, the interpretation that
was given to a PPI using VISUAL PPINOT was much easier to
understand than finding out the interpretation by going
through a set of SQL queries. In addition, VISUAL PPINOT
proved to be platform independent since PPINOT TOOL SUITE
was developed without knowledge of the information
system that provided the logs for computing PPI values.
RQ4 – Understandability The first applications of VISUAL
PPINOT revealed a couple of limitations related to the
labelling of time connectors and the use of data property
condition measures. This led us to a twofold improvement
of the notation. On the one hand, the labels ‘‘start’’ and
‘‘end’’ of time connectors were changed to ‘‘from’’ and
‘‘to’’, respectively, since the first labelling seemed to refer
to the start and end of activities and pools instead of the
events that allow the duration to be measured. On the other
hand, we removed the graphical construct for data property
condition measures because VISUAL PPINOT users did not
clearly distinguish between them and data measures, and
the construct was no longer necessary since they can be
modelled as a derived single-instance measure with a
Boolean function on a data measure.
After these improvements, the users, i.e., organisations’
employees, students and researchers, were able to read and
validate PPI graphical definitions as reported on during the
interviews. Furthermore, the users from the AS unit (stu-
dents) were also able to generate them after a proper
training, and even more important, more than 80% pre-
ferred to define their PPIs graphically rather than textually,
even when it was not compulsory in their assignments.
These results are encouraging and coincide with the results
obtained in the experiment performed in Mora et al.
(2011), where graphical and textual models of software
measurement were compared, demonstrating the graphical
model to be more understandable and modifiable than the
textual one.
RQ5 – Traceability Findings related to this aspect were
found in the context of the AHS case, during the evolution
scenario described above. In this case, the business process
update was meant to change the position of certain activ-
ities, to add some new ones to depict some unrepresented
exceptions to the normal flow, and to refine some other
aspects like the data flow. These changes barely affected
the previously defined PPIs, except for the cases in which
the relocated activities had connections to PPIs. In these
cases, the graphical editor maintained those connections
between the PPIs and the relocated activities, which
allowed an immediate and automatic update of the PPIs.
8.6 Limitations
Regarding expressiveness, despite the considerable number
of PPIs defined in different domains, we cannot state that
all possible PPIs can be defined with VISUAL PPINOT.
However, extension points were already defined in its
underpinning metamodel (del Rı́o-Ortega et al. 2013), and
corresponding extensions could also be performed in the
visual notation when identified.
Concerning understandability, there is a limitation to
generalisation since all the VISUAL PPINOT users in our
multiple-case study had technical backgrounds (most of
them were engineers, but there were also mathematicians
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and computer scientists). It might be possible that the
results regarding the ability to read and write PPI defini-
tions in VISUAL PPINOT are different if their profiles are non-
technical (from social sciences, for instance).
With respect to the automatic computation, a limitation
can be found in the information required from the logs. In
order to compute most common PPIs, a log with the
activities carried out, with the time when they were carried
out, and the process instance to which they belonged is
necessary. This is the typical information provided by most
process-aware information systems in the form of process
event logs. However, if the information systems are not
process-aware, this information might be harder to obtain.
Nevertheless, we do not consider this a serious issue since,
according to our experience, many information systems
used in organisations nowadays are process-aware. Fur-
thermore, new techniques are being developed to gather
this information from non-process-aware information sys-
tems (Rodrı́guez et al. 2012; van der Aalst 2015).
Finally, though the model integration brings some ben-
efits like evolution traceability and the possibility to see
business process models together with their associated
PPIs, it can also involve some challenges regarding read-
ability. When the number of PPIs increases, the readability
of business process models including PPIs decreases. This
can be alleviated using technological tools to decide, from
the whole set of PPIs defined for a business process, which
PPIs to show and which to hide.
9 Related Work
We have distinguished between the related work with a
focus and a scope similar to the work presented in this
article (i.e., PPI definition), and other works that can be
considered as complementary approaches. In addition, the
support for PPI definition provided by current BPMSs is
also analysed in this section.
9.1 PPI Definition Approaches
The measurement of business process performance has
triggered many research efforts, yielding a variety of dif-
ferent approaches. Many of them propose languages and
architectures for describing and monitoring PPIs, some
from a general point of view such as Castellanos et al.
(2005), Popova and Sharpanskykh (2010) or Saldivar et al.
(2016), whereas others are specific to certain contexts such
as semantic business processes (Pedrinaci et al. 2008;
Wetzstein et al. 2008) or service-oriented architectures
(Momm et al. 2007).
In general, VISUAL PPINOT improves not only the
expressiveness of those works, but also the visual repre-
sentation of business process-PPI links. Regarding
expressiveness, VISUAL PPINOT, i.e., the PPINOT metamodel,
allows PPI definitions which are not possible to express in
other approaches, especially those related to states or data,
as analysed in del Rı́o-Ortega et al. (2013) and summarised
in Table 5.
Regarding the representation of business process-PPI
links, the aforementioned approaches mainly focus on
semantics and hardly on syntax details that could ease the
understanding of PPI definitions. Costello and Molloy
(2009) and González et al. (2009) are some of the authors
who have already identified this problem and have made
some proposals to improve the comprehension of PPI
definitions and bring them closer to non-technical stake-
holders. Their proposals include a PPI visual model and ‘‘a
language for high-level monitoring, measurement data
collection and control of business processes’’, although








State condition and data measure not clearly definable Yes Yes 
Popova et al. Not applicable for count, state condition and data measures Yes Yes Yes
Saldivar et al. Spreadsheet-based, equivalent expressiveness to VISUAL PPINOT Yes No No
Pedrinaci et al. State condition and data measures not clearly definable Yes No N.A
Wetzstein et al. Data measures not definable Yes No Yes
Momm et al. State condition and data measures not definable Yes No Yes
Costello et al. Only cycle time measure is definable Yes No Yes
González et al. State condition measure not clearly definable Yes No Yes
Korherr et al. Not applicable for count, state condition and data measures   
Friedenstab
et al.
State condition measure not clearly definable and data measure not
definable
Yes Yes Yes
Delgado et al. Predefined set, not applicable for data measures Yes  
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they actually present textual (e.g., XML-based) mecha-
nisms that require a certain level of technical knowledge
and, in the case of Costello and Molloy (2009), are only
focused on time measures.
On the other hand, Korherr and List (2007) have
extended the BPMN and EPC metamodels in order to
define business process goals and performance measures,
including cost, quality, and cycle time measures, although
only cycle time measures are explicitly connected to
business process elements and visually modelled. In con-
trast, VISUAL PPINOT provides a visual representation and an
explicit connection with the business process for all of the
allowed measures and, in addition, considers all the
information required to define and calculate them.
With a level of expressiveness similar to VISUAL PPINOT,
Friedenstab et al. (2012) have proposed a graphical nota-
tion for BAM. When compared to it, VISUAL PPINOT presents
some improvements such as the definition of PPIs related
to data, the explicit and visual representation of connectors
to the BPMN elements, the set of principles for obtaining
cognitively effective visual notations taken into account in
its development, and the supporting tool and subsequent
validation of our proposal.
Finally, another very closely related work is the one
presented in Delgado et al. (2014), where an execution
measurement model for business processes realised by
services is proposed based on an existing software mea-
surement ontology (Garcı́a et al. 2009). This model pro-
vides a predefined set of generic execution measures
organised according to the four dimensions of the Devil’s
quadrangle (Jansen-Vullers et al. 2008; Dumas et al.
2013), i.e., time, cost, quality, and flexibility, together with
measures for lean and service executions. It also proposes a
method and a tool to guide and support execution mea-
surement and the subsequent business process
improvement.
In contrast, VISUAL PPINOT allows for the definition of
domain-specific, user-defined PPIs, apart from the prede-
fined ones proposed in Delgado et al. (2014); these PPIs
are visually modelled together with the business process;
and VISUAL PPINOT is intended for defining measures on any
type of business process, including those realised partially
or exclusively by humans. Actually, VISUAL PPINOT can
complement the work in Delgado et al. (2014) by broad-
ening the spectrum not only of the business processes to be
measured, but also of the measures themselves.
Table 5 summarises this analysis of the related litera-
ture. In particular, we have evaluated to what extent the
related approaches that are directly comparable to VISUAL
PPINOT fulfil or cover the different features identified as
desirable and evaluated in our approach. A  sign in a cell
indicates that that particular approach addresses that fea-
ture partially.
9.2 Other Complementary Approaches
In the context of frameworks for measurement dimensions,
a number of works have been proposed, such as Cross and
Lynch (2007), Keegan et al. (1989), Brignall et al. (1991),
Kaplan and Norton (1992), Brand and Kolk (1995), or
Adams and Neely (2002), but the aforementioned Devil’s
quadrangle and its four dimensions (time, cost, quality, and
flexibility) has proven to be the most suitable for business
processes (Jansen-Vullers et al. 2008; Dumas et al. 2013).
The main difference between these frameworks and VISUAL
PPINOT (and other similar approaches such as the ones dis-
cussed in the previous section) is that while VISUAL PPINOT
focuses on ‘‘how’’ the indicators are measured – i.e., how
the information required for their computation can be
obtained from the process – the frameworks focus more on
‘‘what’’ is measured by the indicators. One of the conse-
quences of this difference is the need of using proxies
(which can be defined in VISUAL PPINOT) for the opera-
tionalization of dimensions that cannot be directly mea-
sured such as quality or flexibility, e.g., using the number
of complaints received or the number of items returned as
proxies of the quality of a purchase process (Jansen-Vullers
et al. 2008). This is the reason why VISUAL PPINOT does not
include specifically quality or flexibility measures.
Other works are focused on one particular dimension of
the Devil’s quadrangle. With respect to the time dimen-
sion, there are some timed-BPMN proposals such as Lanz
and Reichert (2014), Cheikhrouhou et al. (2013), or Men-
doza et al. (2011). However, these approaches are focused
on modelling temporal constraints in the process flow
instead of defining measures, i.e., they restrict the process
behaviour according to certain time constraints. Therefore,
they could be seen as an extension of the time event that
BPMN and other similar notations include, and the defi-
nition of measures in VISUAL PPINOT could be reused as a
mechanism to specify those restrictions. In fact, after the
analysis of the time patterns presented in Lanz et al.
(2014), VISUAL PPINOT covers 8 out of the 10 patterns. The
two uncovered patterns are TP4 (Fixed Date Element) and
TP5 (Schedule Restricted Element). To cover TP4, we
would need an extension to the PPINOT metamodel already
identified in del-Rı́o-Ortega et al. (2015). As for TP5, it is
not covered straightforwardly since schedules are not
artefacts present as part of the business process model;
however, if this information was provided within a data
object, it could then be expressed in VISUAL PPINOT.
Regarding the approaches related to the cost dimension
(Magnani and Montesi 2007; Sampath and Wirsing
2009, 2011), their focus is on obtaining cost estimations of
processes based on past executions, but they are not
intended to compute actual values of the instances that are
currently running, which is the goal of VISUAL PPINOT.
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Other approaches that are somehow related to the con-
text of this article are those that try to integrate risks with
business processes. Risk-aware business process manage-
ment seeks to reason about the likelihood and the impacts
of the occurrence of various types of risks, such as security
or regulatory non-compliance (Suriadi et al. 2014).
Obtaining undesired values for certain PPIs can be under-
stood as a type of risk, therefore, PPI definitions in VISUAL
PPINOT can be used as the input to many of the existing
approaches to define risks, such as Jakoubi et al. (2010) or
Rosemann and zur Muehlen (2005).
It is also worth mentioning the recently released DMN
standard for decision modelling (OMG 2016). Although it
serves a different purpose, it is also concerned with cal-
culating process-related measures. VISUAL PPINOT can
complement DMN, especially in the context of decision
logic modelling. Since decision rules in DMN are defined
through a number of expressions that are evaluated using
input variables (that can also be themselves expressions),
VISUAL PPINOT can be used to define those process-related
input variables.
9.3 Tools
The evaluation of the tool support for PPI definition in
current BPMSs is based on the analysis performed and
presented in Saldivar et al. (2016) and on further analysis
we have carried out. The most representative commercial
tools at the time of writing as well as open-source solutions
have been considered for the evaluation. In particular, we
have considered IBM Business Process Manager (IBM
2009), ARIS Process Performance Manager (Scheer et al.
2006), BizAgi Modeler (BizAgi 2015), Bonita Open
Solution (Bonitasoft 2011), Adonis Community Edition
(BOC Group 2015, Oracle Business Process Management
Suite 12c (Oracle 2014), TIBCO Business Studio (TIBCO
2014), and Camunda (Camunda 2014).
Because not all the tools could be installed for their
study, we have also based our analysis on the official
documentation published by each solution. Sometimes, the
documentation provided insufficient information to draw a
conclusion about a particular feature. The results of the
analysis are summarised in Table 6 and described in the
following paragraphs. Most of the analysed tools provide
predefined standard measures such as duration, idle time,
cost, throughput, or resource utilisation. IBM BPM and
ARIS PPM are the exception, since they allow the user to
define their own measures although with some restrictions.
Regarding the former, it is only possible to define measures
using arithmetic operations on process variables. As for the
latter, it is possible to define a wide range of measures
except for data measures, as long as it can be deduced from
the documentation.
With respect to visual representation, only ARIS PPM
offers a partial graphical mechanism for PPI definition
through measurement points defined over EPC models.
However, a comprehensive graphical definition of PPIs is
not possible according to the available documentation,
since only measurement points can be graphically depicted,
whereas the rest of the elements involved in a PPI have to
be described textually using some forms provided by its
user interface.
It makes sense to take traceability between business
processes and PPIs into consideration only in tools where
user-defined measures are allowed, i.e., ARIS PPM and
IBM BPM, but as far as their documentations describe, it is
not clear whether they support it. Regarding the possibility
to automatically compute PPI values, all of the analysed
tools offer this feature. In addition, most of them allow the
generation of reports, either predefined or user-defined,
depending on whether predefined or user-defined measures
are available, respectively.
10 Conclusions
The work presented in this article is a contribution to the
process performance management field. The graphical
notation proposed, VISUAL PPINOT, together with the sup-
porting tool described, PPINOT TOOL SUITE, can be considered
Table 6 PPI definition support by current BPMs
Expressiveness Visual representation Traceability Automatic computation Reports
IBM BPM Predefined and user defined N.A. N.A. Yes User defined
ARIS PPM Predefined and user defined Yes N.A. Yes User defined
BizAgi Modeler Predefined No – Yes Predefined
Bonita Open Solution Predefined No – Yes Predefined
Adonis Comm. Edition Predefined No – Yes Predefined
Oracle BPM Suite 12c Predefined No – Yes Predefined
TIBCO Business Studio Predefined No – Yes Predefined
Camunda Predefined (duration) No – Yes Predefined
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very novel artefacts since prior work regarding this topic is
not abundant and has not holistically addressed the issues
that have driven VISUAL PPINOT development, namely,
expressiveness, precision, amenability to automation,
platform independence, understandability by all stake-
holders, and traceability to the business process.
Expressiveness: VISUAL PPINOT has prooved to be more
expressive than current research proposals and industrial
tools in terms of the PPIs that can be defined. Furthermore,
it is sufficiently expressive to define more than 400 PPIs
during its evaluation in the multiple-case study.
Precision: VISUAL PPINOT is precise by design since it is
based on the PPINOT metamodel. Furthermore, the applica-
tion of VISUAL PPINOT to the definition of a number of PPIs
showed how a significant number of PPIs defined in a
natural language were ambiguous and required clarifica-
tion. However, defining PPIs with VISUAL PPINOT forced the
user to precisely define them and explicitly link them with
the elements of the related process model.
Automation and platform independence: The imple-
mentation of the PPINOT TOOL SUITE together with the results
of the case study showed that PPIs defined in VISUAL PPINOT
are amenable to automation and remove (or at least reduce
drastically) the need to redefine them for computation.
Moreover, VISUAL PPINOT is platform-independent, as
shown in its application in the case study and in the
implementation of the PPINOT TOOL SUITE, thus enabling PPI
computation for different platforms.
Understandability: VISUAL PPINOT is based on a number
of principles aimed at designing cognitively effective
visual notations. Furthermore, the users in our multiple-
case study were able to read, validate, and define PPIs. This
lets us conclude that understandability is not a problem that
could hinder its use.
Traceability: VISUAL PPINOT provides an inherent trace-
ability between PPI definitions and business process
models, promoting their coherence during maintenance, as
shown during the case study.
Finally, several directions have been identified for our
ongoing and future work. An ongoing work on the
automation of PPI management is the application of
machine learning and natural language processing tech-
niques for the automatic transformation of natural language
PPI definitions into VISUAL PPINOT models that are directly
amenable to automated computation (van der Aa et al.
2016). We are also working on extending VISUAL PPINOT for
managing variability on PPIs (Estrada-Torres et al. 2016),
and, in the near future, we intend to extend VISUAL PPINOT to
allow the definition of resource-aware PPIs (del-Rı́o-
Ortega et al. 2013b).
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Fig. 18: VISUAL PPINOT poster
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B Semantic Constructs and Graphical Symbols Correspondence in Visual
PPINOT
The semiotic clarity principle states that there should be a 1:1 correspondence between semantic con-
structs and graphical symbols. When this does not occur, four anomalies are possible: (1) symbol deficit: a
semantic construct is not represented by any graphical symbol; (2) symbol redundancy: a single construct
is represented by multiple symbols; (3) symbol overload: a symbol represents multiple constructs; and (4)
symbol excess: a symbol does not represent any construct. Our notation presents an intentional symbol
deficit in order to limit the diagrammatic and graphic complexities. According to Moody, some symbol
deficit is desirable in many contexts, especially with semantically complex metamodels, in which it could
be counter–productive to try to show all the semantic constructs on the diagram.
Tables 7 to 9 show the correspondence between VISUAL PPINOT symbols, the PPINOT metamodel
semantic constructs and their meanings. As explained, some semantic constructs in the PPINOT metamodel
are not graphically represented in VISUAL PPINOT. Most of them are class attributes that provide additional
information about PPIs but are not required for PPI understanding or even are rarely used according to our
experience from the application scenarios. However, since some of them are required for PPI computation,
our graphical editor allows them to be defined textually.
Finally, a comment on scopes. The PPINOT metamodel allows the definition of a wide range of filters
over the process instances that are considered for PPI computation. Then, we can have scopes based on:
the last instances that have been executed; a temporal condition over the process instances; the state of the
process instances or any combination of them using and, or and not. Our application scenarios showed us
that most scopes are temporal and simple. So, in the tables, we only distinguish between temporal simple
Table 7: Correspondence between VISUAL PPINOT symbols and semantic constructs
from PPINOT Metamodel (1 of 3)











informed, comments of class
PPI
Respectively, the process for which the PPI
is defined; the strategic/operational goals
the PPI is related to; human resource in
charge of/approving/interested in the PPI;
other additional information about the PPI.

target attribute of class PPI (in
case of SimpleTarget class)
The aimed–for value for the corresponding









target attribute of class PPI (in
case of ComposedTarget
class)
The aimed–for value for the corresponding
PPI (attribute:value pairs for aggregated
measures grouped by certain data)
No corresponding
symbol
target attribute of class PPI (in
case of CustomTarget class)
The aimed–for value for the corresponding
PPI (a restriction the PPI value must fulfill)

scope attribute of class PPI
(for simple scopes)
It specifies the process instances to be
considered to compute the PPI value (only
temporal scopes can be depicted)
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scope and the rest of them. Readers interested in this part can find further information in del Rı́o-Ortega
et al. (2013).
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Table 8: Correspondence between VISUAL PPINOT symbols and semantic constructs
from PPINOT Metamodel (2 of 3)





scope attribute of class PPI,
temporal conditions, process
state conditions, etc.
It specifies the process instances to be
considered to compute the PPI value






The set of valid values for the PPI mea-
sure (natural, real, . . . ), and the unit of
the measure (day, AC, requests, . . . ).
LinearTimeMeasure class It measures the duration between two
events.
Fagg
CyclicTimeMeasure class and its
AggregationFunction attribute
(Fagg)
It aggregates the durations between
two events applying the indicated ag-
gregation function.
1 2 3
CountMeasure class It measures the number of times an
event happens.
StateConditiontMeasure class It generates Boolean values depending
on the current state of activities, pools,
or data objects.
DataMeasure class It obtains the value of a specific at-
tribute of a data object.
Fagg
AggregatedMeasure class and its
AggregationFunction attribute
(Fagg)
It aggregates single–instance mea-






Sampling frequency for aggregation,
i.e.,, instead of aggregating every pro-
cess instance, aggregate only one out
of X (X = 1 aggregates all).
AggregatedMeasure class with an
aggregates association and a
LinearTimeMeasure class
It aggregates linear time measures ap-




AggregatedMeasure class with an
aggregates association and a
CyclicTimeMeasure class
It aggregates cyclic time measures ap-
plying the indicated aggregation func-
tion (e.g., average)
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Table 9: Correspondence between VISUAL PPINOT symbols and semantic constructs
from PPINOT Metamodel (3 of 3)







an aggregates association and
a CountMeasure class
It aggregates count measures applying the




aggregates association and a
CountMeasure class
It aggregates count measures applying the




aggregates association and a
DataMeasure class
It aggregates data measures applying the





class and its function attribute





class and its function attribute
Function of other multi–instance measures
from
to
from and to links of the
TimeMeasure class




appliesTo link of class
Condition. When decorated
with labels, it also represents
links of the CountMeasure,
ConditionMeasure, and
DataMeasure classes.
It connects count, state condition and data
measures with elements in the business
process model.




isGroupedBy association It indicates the data object whose attribute
is used to group aggregated measure val-
ues.
y
uses association It indicates the measures used in the func-
tion of a derived measure.
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C Visual PPINOT in Use
This appendix details the way the 11 PPIs defined for the RFC management process introduced in Section
2 were modelled with VISUAL PPINOT, as part of the case study conducted in the unit of analysis of the IT
Department of the Andalusian Health Service. Figures 19 and 20 illustrate the result. Table 1 is included
again as Table 10 for the sake of readability.
Table 10: PPIs defined for the Request for Change (RFC) management process
ID Description Target value Scope
PPI1 Percentage of approved RFCs 95% weekly
PPI2 Percentage of cancelled RFCs 5% weekly
PPI3 Average time of committee decision 1 working day weekly
PPI4 Percentage of corrective approved RFCs 95% weekly
PPI5 Percentage of perfective & adaptive approved RFCs 5% weekly
PPI6 Percentage of RFC analysis time 50% weekly
PPI7 Average time of RFC analysis 2 working days weekly
PPI8 Number of RFCs under analysis 2 RFCs weekly
PPI9 Number of RFCs per type of change 20 for corrective RFCs monthly
30 for adaptive RFCs
20 for perfective RFCs
PPI10 Number of RFCs per project 50 for project HR monthly
60 for project Diraya
1 for project Pharma
PPI11 Average RFC lifetime 3 working days monthly
PPI1 is modelled as an aggregated state condition measure, where the condition is the data object RFC
to have the state approved, and the aggregation function is the percentage (%). Since its target value and
its scope are simple, they are also visually modelled. Actually, this is the case for all of the PPIs defined
for this process.
PPI2 is very similar but this time the condition is the data object RFC to have the cancelled state, and
the target value changes.
PPI3 is modelled as an aggregated time measure, with aggregation function average (AVG). Further-
more, since the activity whose duration is measured, Analyse in committee, is located within a loop and
we are interested in computing the sum of the duration of all the executions of that activity for a process
instance, this is defined as a cyclic time measure, and its cycle aggregator is sum.
PPI4 is modelled as a derived multi–instance measure. Its function is a percentage (a/b*100). The nu-
merator of that function is an aggregated measure with aggregation function SUM. It aggregates a derived
single-instance measure (Is approved RFC corrective?) whose function is a relational one. It checks if the
attribute type of the data object RFC in state approved is equal to corrective. The denominator of the main
function is an aggregated state condition measure where the condition is the data object RFC to have the
state approved
PPI5 (in Figure 20 for readability reasons) is very similar to PPI4, and the same kinds of measures are
used for its modelling. The difference is in the numerator, where the derived single–instance measure that
is aggregated checks if the attribute type of the data object RFC in state approved is equal to perfective or
to adaptive.
PPI6 is modelled as a derived single–instance measure. Its function is again a percentage (a/b*100).
Its numerator is a time measure that calculates the elapsed time between the triggered of the start event
(the reception of an RFC) and the end of the process. Its denominator is a time measure that calculates the
subprocess Analyse RFC duration.
PPI7 is modelled as an aggregated time measure with aggregation function average. Its from and to
connectors are attached to the start and end of subprocess Analyse RFC.
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Fig. 19: PPIs 1–4 and 6–8
PPI8 is modelled as an aggregated state condition measure, where the condition is the activity Analyse
RFC to be in state active. The aggregation function is #, i.e., the number of process instances in which that
state condition holds.
PPI9 is modelled as an aggregated count measure with aggregation function sum. It counts the number
of times the process starts (a new RFC is received). In addition, its value is grouped by the attribute
typeOfChange of data object RFC. In this case, there are different target values depending on the type of
change. They can be modelled since the number of possible type of changes is not big, only 3. If it was 10
instead, probably would be less appropriate to visually represent them.
PPI10 is practically the same as PPI9 but the values are grouped by the attribute project of data object
RFC. The same condition for its target value holds.
Finally, PPI11 is modelled as an aggregated time measure that calculates the duration of the whole
process (from its start to its end). Its aggregation function is average.
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Fig. 20: PPIs 5 and 9–11
