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Abstract
In this paper we study some matrix partial orderings
? with respect to the preserving the
relation A
? B for original A or/and B and the linear combinations of A and B. The prop-
erty that “between” (“above”, respectively) A and (“below”, respectively) B one can locate
convex (affine) combinations of original matrices will be called interpolatory (extrapolatory,
respectively). Besides “classical” orderings we introduce and discuss in the mentioned aspect
the notion of f-orderings. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction and preliminaries
Let Cm,n stand for a set of m× n complex matrices. Subset of Cn,n consisting of
Hermitian nonnegative definite matrices will be denoted by Cn . For given A ∈ Cm,n
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the symbols A∗, r(A),R(A), and N(A) will denote the conjugate transpose, rank,
range, and null space of A, respectively. Moreover, by |A| we will denote the modu-
lus of A, i.e., the matrix (AA∗)1/2. For A,B ∈ Cn by A L B we will denote that A
is below B with respect to the Löwner partial ordering, i.e., B− A ∈ Cn .
Motivated by some statistical problems we wanted to start the considerations of
robustness of some matrix partial orderings. For example, in the theory of experi-
mental designs it is considered the problem of comparison of two given information
matrices with their convex combination with respect to some information criteria. We
are interested in studying the location of not only convex but also affine combination
of two matrices with respect to several matrix orderings. To our knowledge there are
no contributions to this topic in the literature.
For a real α and A,B ∈ Cm,n we define the matrix C(α,A,B) by C(α,A,B) =
αA+ (1− α)B. Then it is easy to see that for the Löwner partial ordering we have
B L C(α,A,B) for α  0, (1)
A L C(α,A,B) L B for 0  α  1, (2)
C(α,A,B) L A for α  1. (3)
Definition 1. We will say that a matrix partial ordering has the interpolatory (ex-
trapolatory, respectively) property if it satisfies (2) ((1) or (3), respectively).
Our goal in this paper is to study some other orderings with respect to the inter-
and extrapolatory properties. Besides the Löwner partial ordering the orderings we
are interested in here are: the star partial ordering
∗, the left-star partial ordering
∗L, the right-star partial ordering
∗R, the minus partial ordering
−, and the GL
partial ordering.
For the reader convenience we recall a definition.
Definition 2. For A,B ∈ Cm,n the matrix orderings mentioned above are defined as
follows:
(a) A ∗ B iff A∗A = B∗A and AA∗ = AB∗;
(b) A ∗L B iff A∗A = B∗A and R(A) ⊆ R(B);
(c) A ∗R B iff AA∗ = AB∗ andR(A∗) ⊆ R(B∗);
(d) A − B iff r(B− A) = r(B)− r(A);
(e) A GL B iff |A| L |B| and AB∗ = |A||B|.
We mention that the minus ordering admits the following characterization (see
[5,6]):
A
− B ⇐⇒ A−A = A−B and AA= = BA=
for some A−,A= ∈ {A−}, (4)
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where {A−} is the set of all generalized inverses of A, i.e.,
{A−} = {G ∈ Cn,m : AGA = A}.
We also mention that the star ordering is due to Drazin [4], the left- and right-star
orderings and the minus ordering have been introduced in [2] and [5], respectively,
and the GL ordering have been studied in [7,8,10].
Our interest in the studies of inter- and extrapolatory properties of the partial
matrix orderings is motivated by the natural question on preserving the relations
from Definition 2 for A and C(α,A,B) or/and for C(α,A,B) and B.
In our consideration we will need the following lemmas.
Lemma 1 (cf. [8]). Let A,B ∈ Cm,n and ? be any of the orderings from Definition
2 except (b) and (c). Then
A
? B if and only if A∗ ? B∗.
Lemma 2 (cf. [8]). Let A,B ∈ Cm,n. Then
A
∗L B if and only if A∗
∗R B∗.
Lemma 3 (cf. [2]). For any A,B ∈ Cm,n the following statements are equivalent:
(a) A
∗L B (A
∗R B, respectively),
(b) A
− B and A∗B (AB∗, respectively) is Hermitian.
The next result will be preceded by a definition. Recall that E is a partial is-
ometry if and only if E∗ is the Moore–Penrose inverse of E, i.e., if E∗ satisfies:
EE∗E = E,E∗EE∗ = E∗, and both EE∗ and E∗E are Hermitian.
Definition 3. Matrices A,B ∈ Cm,n are said to be simultaneously polar decompos-
able (SPD) if there exists a partial isometry E such that A = G1E = EH1 and B =
G2E = EH2 for some G1,G2 ∈ Cm and H1,H2 ∈ Cn .
Lemma 4 (cf. [10, 14]). Two given matrices A,B ∈ Cm,n are SPD if and only if
AB∗ = |A||B|.
Lemma 5 (cf. [2]). For any A,B ∈ Cm,n we have
A
− B ⇐⇒ {B−} ⊆ {A−},
A
∗ B ⇐⇒ {B−l } ⊆ {A−l } and {B−m} ⊆ {A−m},
A
∗L B ⇐⇒ {B−l } ⊆ {A−l },
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A
∗R B ⇐⇒ {B−m} ⊆ {A−m}.
where, for X ∈ Cm,n, {X−l } ({X−m}, respectively) is a set with the least-squares (the
minimum-norm, respectively) property, i.e., with the property that for any Y ∈ {X−l }
((Y ∈ {X−m}, respectively) the matrix XY (YX, respectively) is Hermitian.
The inter- and extrapolatory properties will be also studied for the f-orderings
which are related both to the orderings from Definition 2 and to a given monoton-
ic function f : [0,∞)→ [0,∞). For A ∈ Cm,n we set f (A) = U(diag(f (λ1), . . . ,
f (λa))V∗, where a = r(A) and A = UV∗ is a singular value decomposition of
A, or equivalently f (A) = f (|A|)E, where |A|E is a polar decomposition of A and
function f (H) of a Hermitian matrix H is defined as in [1]. We define: the f-star
partial ordering
∗(f ), the f-left-star partial ordering
∗L(f ), the f-right-star partial or-
dering
∗R(f ), the f-minus partial ordering
−(f ), and the f-GL partial orderingGL(f )
as follows.
Definition 4. Let A,B ∈ Cm,n and let a monotonic function f map [0,∞) into
itself. Then:
(a) A
∗(f ) B iff f (A)
∗ f (B);
(b) A
∗L(f ) B iff f (A)
∗L f (B);
(c) A
∗R(f ) B iff f (A)
∗R f (B);
(d) A
−(f ) B iff f (A)
− f (B);
(e) A GL(f ) B iff f (A) GL f (B).
The matrix-valued function f (A) is the matrix function associated with the real-
valued stem function f (t). Notice that if
? is a partial ordering then for so is ?f
only if the function f meets some natural requirements, e.g., monotonicity. A simi-
lar approach, i.e., some requirements on f, is typical in the studies of properties of
matrix-valued function [9] as well as in questions related to matrix inequalities in
[1].
2. Inter- and extrapolatory properties of classical orderings
Let
? be any ordering from Definition 2 and consider the following implica-
tions:
A
? B ⇒ A ? C(α,A,B) (5)
and
A
? B ⇒ C(α,A,B) ? B. (6)
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Before we answer the question for which orderings the above implications are
true we will characterize the orderings from Definition 2 in the vein suggested by the
Löwner ordering, i.e., via properties of B− A and, for the cases (a)–(d), of B∗ − A∗.
Theorem 1. Let A,B ∈ Cm,n. Then:
(a) A
− B if and only if R(B− A) ∩R(A) = {0} and R(B∗ − A∗) ∩R(A∗) =
{0},
(b) A
∗ B if and only if R(B− A) ⊆N(A∗) andR(B∗ − A∗) ⊆N(A),
(c) A
∗L B if and only if R(B− A) ⊆N(A∗) andR(B∗ − A∗) ∩R(A∗) = {0},
(d) A
∗R B if and only if R(B∗ − A∗) ⊆N(A) and R(B− A) ∩R(A) = {0},
(e) A GL B if and only if B− A and A are SPD.
Proof. We start by observing that assertions (a) and (b) follow from [11] and from
Definition 2, respectively. To show the next assertion observe that
A∗A = B∗A = A∗B ⇐⇒ A∗(B− A) = 0 ⇐⇒ R(B− A) ⊆N(A∗). (7)
Moreover from Lemma 3 and from the part (a) of the theorem we getR(B∗ − A∗) ∩
R(A∗) = {0}, and from Definition 2 (part (b)) combined with (4) we get R(B−
A) ⊆N(A∗). Now, assume that
R(B− A) ⊆N(A∗) and R(B∗ − A∗) ∩R(A∗) = {0}.
Then, as R(B− A) ⊆N(A∗) implies R(B− A) ∩R(A) = {0}, by part (a) of the
theorem we get that A
− B. Finally, from (7) we conclude that A∗B is Hermitian
and the part in the question follows by Lemma 3. The part (d) follows similarly to
the part (c) and therefore its proof will be omitted. To prove the part (e) assume that
A GL B. Then, by Definition 2 (part (e)) we have
(B− A)(B− A)∗ = (|B| − |A|)2, i.e., |B− A| = |B| − |A|
which implies that
(B− A)A∗ = |B− A||A| (8)
and the SPD property follows from Lemma 4. Now, let B− A and A be SPD. By
Lemma 4, we get (8) which implies that
BB∗=(B− A+ A)(B− A+ A)∗
=|B− A|2 + |B− A||A| + |A||B− A| + |A|2
=(|B− A| + |A|)2,
i.e.,
|B| = |B− A| + |A|.
The last equality yields |A| L |B| from which, by (8), we get AB∗ = |A||B|. So, by
Definition 2 (part (e)), A GL B. 
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Now, we are able to state and prove our main result.
Theorem 2. Let A,B ∈ Cm,n. Then implication (5) is true for the star, left-star,
right-star, and minus ordering for any α and the GL ordering for α  1. Implication
(6) is true for the GL ordering for α  0.
Proof. Observe that
C(α,A,B) − A = (1− α)(B − A) (9)
and
B− C(α,A,B) = α(B − A). (10)
Then, in view of (9) ((10), respectively), the assertion concerning implication (5)
((6), respectively) follows directly from Theorem 1. 
Corollary 1. Let A,B ∈ Cm,n and let ? stand for ∗ or ∗L or
∗R or
− .
Implication (6) cannot be true except the trivial cases α = 0, α = 1 and A = B.
Proof. Observe that for any B− ∈ {B−} such that AB−A = A we have
C(α,A,B)B−C(α,A,B) = C(α,A,B) − α(1 − α)(B− A).
Then the assertion follows from Lemma 5. 
Corollary 2. Let A,B ∈ Cm,n and B /= 0. If A GL B, then
A GL C(α,A,B)
cannot hold for α > 1.
Proof. By Theorem 1 and Lemma 4 we have that A GL B is equivalent to (8) and
therefore
A GL C(α,A,B) ⇐⇒ (C(α,A,B) − A)A∗ = |C(α,A,B) − A||A|.
So, in virtue of (8) we have
|C(α,A,B) − A||A|=|1− α||B− A||A| = [C(α,A,B) − A]A∗
=(1− α)(B − A)A∗ = (1− α)|B− A||A|
and the assertion follows. 
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3. Inter- and extrapolatory properties of f-orderings
In this section we will study the mentioned properties for f-orderings restricting
our attention to the special stem function f (t) = t2. We note that the question how
the ordering of two Hermitian nonnegative definite matrices A and B relates to the
ordering of their squares for the Löwner partial ordering, the minus partial ordering
and the star partial ordering has been considered in [3]. We start with some lemmas.
Lemma 6 (cf. [6]). Let A,B ∈ Cm,n.
A
∗ B iff A = U diag(a, 0)V∗,
where U diag(a,b−a)V∗ is a singular value decomposition of B with a = r(A)
and b = r(B).
Lemma 7 (cf. [8]). Let A,B ∈ Cm,n and f : [0,∞)→ [0,∞) be a monotonic stem
function. Then A GL(f ) B iff f (|A|) L f (|B|) and AB∗ = |A||B|.
Lemma 8. Let C = C(α,A,B) and D = C(α, |A|, |B|). If AB∗ = |A||B|, then:
(i) AC∗ = |A|D,
(ii) CC∗ = D2,
(iii) C(α,AA∗,BB∗)− CC∗ = α(1 − α)(|A| − |B|)2,
(iv) if D ∈ Cn , then D = |C(α,A,B)| which is the case when
(a) 0  α  1, or
(b) |A| L |B| and α  0, or
(c) |B| L |A| and α  0.
Proof. The part (i) follows directly from the assumption. For the proof of (ii) ob-
serve that
CC∗=α2AA∗ + α(1 − α)[AB∗ + BA∗] + (1− α)2BB∗
=α2|A|2 + α(1 − α)[|A||B| + |B||A|] + (1− α)2|B|2
=[α|A| + (1− α)|B|]2 = D2.
In a similar way one can prove the parts (iii) and (iv). 
Theorem 3. Let A,B ∈ Cm,n and let f (t) = t2. Then implication (5) is true for the
f-star and the f-GL orderings for arbitrary α, and for α  0, respectively, whereas
implication (6) is true for the f-GL ordering for α ∈ [0, 1].
Proof. The result for the f-star ordering follows directly from Lemma 6. For the
f-GL ordering it suffices to observe that from Lemmas 7 and 8 we have that for
α  0,
AA∗ L BB∗ ⇒ AA∗ L αAA∗ + (1− α)BB∗ L C(α,A,B)C(α,A∗,B∗).
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Similarly from Lemmas 7 and 8 for α ∈ [0, 1] we get
AA∗ L BB∗ ⇒ C(α,A,B)C(α,A∗,B∗)
L αAA∗ + (1− α)BB∗ L BB∗. 
Remark 1. From Lemma 6 it follows that Theorem 3 can be extended on an f-star
ordering defined by an arbitrary nonnegative monotonic stem function f : [0,∞)→
[0,∞).
Remark 2. Comparing Theorems 2 and 3 (with f (t) = t2) it is natural to ask if the
assertion on implication (6) in the latter theorem remains true for α > 1. In general
the answer is negative. Indeed, if
A =
(
1 0
0 2.8
)
and B =
(
2 1
1 4
)
,
then it is easy to see that A GL(f ) B but C(2,A,B) GL(f ) B.
However the answer is positive if, for example, both AB∗ and A∗B are Hermi-
tian. Then, as f (t) = t2, the GL and f -GL are equivalent (see [13]) and therefore
Theorems 2 and 3 coincide in the part on implication (6).
Remark 3. From Lemma 6 it follows that
A
∗ B ⇐⇒ f (A) ∗ f (B)
for any monotonic and nonnegative function f. Moreover, by Lemma 7 and from
properties of the Löwner ordering we have that
f (A) GL f (B) ⇒ A GL B
for any f (t) = tn, n  1 (see [12, p. 464]). Unfortunately, in general, the minus, the
left-star and the right-star orderings have not such properties. Indeed, if
A = 1/2
(
1 2
1 2
)
and B =
(
2 0
0 4
)
,
then we get A
∗L B; however f (A)
∗L f (B).
On the other hand, if
A = 14√136
(
1 4
1 4
)
and B =
(
1 0
0 2
)
,
then an inspection yields f (A)
∗L f (B); however A
∗L B.
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We shall close the paper with an example showing that Theorem 3 cannot be
extended on the minus ordering. We conjecture that it cannot be extended on the
left-star and the right-star orderings too.
Example. Let f (t) = t2,
A =
(√
2/2 0
0 0
)
and B =
(
2 1
1 1
)
.
Observe that f (A) = A2, f (B) = B2, and A2 − B2 but A− [C(1/2,A,B)]2.
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