Age estimation using face images has been widely employed across various fields. Because the characteristics of face images usually vary greatly depending on race, camera type, lighting, and other environmental factors, the recognition ability of untrained heterogeneous face image databases is not accurate by previous methods. Therefore, various attempts have been made where different heterogeneous databases were combined to enable training; however, the training time is extended and diverse environmental variables in databases cannot be sufficiently trained. To address these issues, this study proposes modified cycleconsistent generative adversarial network (CycleGAN) that generates an even distribution of heterogeneous face data, and an age-estimation method that is effective for heterogeneous data based on comparative CNN for age estimation (CCNNAE). In addition, we propose the method of reducing the errors caused by image transformation in modified CycleGAN through adaptive selection between transformed and original face images for the input to CCNNAE, which is based on age similarity between the transformed face image and the original face image. Experiments with two open databases, MORPH and MegaAge databases showed that our method outperformed the state-of-the art methods.
I. INTRODUCTION
The use of convolutional neural network (CNN) for age estimation usually requires a large amount of training data. In order to overcome such challenges, previous studies typically used pre-trained models and they were fine-tuned with their training data. For example, deep EXpectation of apparent age from a single image (DEX) system was introduced [1] , which won the first place in the ChaLearn LAP (challenges in machine learning related to people) 2015 challenge on apparent age prediction [1] , [54] . In addition, the methods by Zhu et al. [3] and Yang et al. [4] were also proposed. However, these methods exhibited significantly lowered recognition accuracy when the data used for testing had different trait distributions from the data used for training. As this issue has arisen recently, the face recognition technology developed in San Francisco, U.S. was soon The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan . banned in the city because changes in the camera environment and the lack of training data caused the recognition rate for darker-skinned individuals to be significantly lowered than that of fair-skinned individuals [6] . The difference in the recognition rate is due to the imbalance of training databases, where the data on fair-skinned individuals is larger than that of darker-skinned individuals. Many previous studies proposed the method based on fine-tuning which learns specific images through data augmentation, and then retrains a set of data having a different distribution in order to solve the problem of data imbalance. Even when this method was used, there continued to be a degradation of the recognition ability for heterogeneous databases having varying characteristics. To address these issues, this study proposes modified cycleconsistent generative adversarial network (CycleGAN) which generates an even distribution of heterogeneous face data, and a comparative CNN for age estimation (CCNNAE)based age estimation method effective for heterogeneous data. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ This paper consists of the following sections. Section II explains existing methods that are employed for age estimation and the contribution of this study. Proposed methods in this study are described in Section III. Finally, Section IV describes experimental results with analyses, while Section V presents conclusions.
II. RELATED WORKS
In previous studies, an algorithm for extracting handcrafted features was used for age estimation such as binarized statistical image features (BSIFs) and local binary pattern (LBP) features by Bekhouche et al. [11] . Guo et al. [12] proposed an age estimation method that used biologically inspired features (BIFs) . Recently, to achieve enhanced age estimation using face images in various environments, more research on deep features-based methods has been conducted instead of handcrafted feature-based methods.
The study by Levi et al. and Hassner [2] proposed a new model for age estimation in which the age was labeled by the age group, rather than by each year. Training was conducted from scratch using the AdienceFaces benchmark, and the test had a 50.7% accuracy. Zhu et al. [3] conducted age estimation using three feature vectors extracted from the inception model, as it was determined that the use of multiple feature vectors extracted from multiple layers would improve the age estimation accuracy rather than using a single-feature vector extracted from one layer. It was trained with the CASIA-WebFace database [13] , and this pre-trained model was also fine-tuned using the Adience age database [14] , MORPH, FG-NET, Lifespan age database [16] , CACD database [17] , and LAP database for performance tests. Moreover, the final age was estimated by fusing support vector regression (SVR) and random forest (RF) results, instead of the general Softmax classifier. The accuracy of age estimation was measured using the classification error instead of the mean absolute error (MAE), and it had an error performance of approximately 29.5%. Yang et al. [4] measured the performance by combining the estimated ages generated using two CNN streams. The first stream used the visual geometry group (VGG)-16 [18] model and Kullback-Leibler (KL)divergence loss. As the second stream, they proposed a new model and used general Softmax cross entropy loss for training. The pre-trained model was fine-tuned using the LAP database for the training and performance test, and it had an error performance of approximately 30.57%. Furthermore, there are more studies [1] , [19] - [24] , [26] - [30] that measured the age estimation performance using MAE rather than the classification error.
One example is the DEX method [1] , which won the first place position in the ChaLearn LAP 2015 challenge on apparent age prediction. In this study, the age was estimated using VGG-16, and training was conducted using general Softmax loss. For the performance test, output values obtained by using extracted features as the input in the Softmax layer were calculated as expectation values of the corresponding class, after which all of the values were added to estimate the age. However, a model that is pre-trained with the ImageNet largescale visual recognition competition (ILSVRC) database [35] and fine-tuned using the IMDB-WIKI database and LAP database was used during training instead of using a database having one specific distribution characteristic.
As a follow-up study of the subsequent study [1] , an age estimation method that uses entire face images without facial mark detection was proposed [29] . Furthermore, Chen et al. [20] proposed a ranking CNN-based age estimation method, in which binary CNN is created for the label of each age, and the output of each binary CNN corresponding to each age was added to estimate the final age. Liao et al. [24] proposed an age estimation method based on a divide-andrule strategy. The term ''divide'' means the method that trains two classifiers which determine whether the output of argmax function of age features is regarded as younger or older by comparing the output with the age labels. When conducting tests, the aforementioned rule was applied to combine the final output of the two classifiers that were ranked to estimate the age. Training and performance tests were conducted using the MORPH, IMDB-WIKI, and FG-net databases.
The age estimation method proposed by Agustsson et al. [28] involved finding anchors of images before calculating the convolution filter using the method proposed by Timofte et al. [36] . In addition, their method finds the similarity between pixels of original images and anchors pixels using the argmax function, and finally multiplies it with the regressor (dot-product) values for training and estimating the age. Using the MORPH database, their proposed anchor regression network (ARN) was trained and the MAE-based age estimation performance was measured. Yang et al. [19] proposed an age estimation method based on the soft stagewise regression network (SSR-Net), in which three outputs were set between two streams consisting of CNN, and this was defined as stagewise.
For each stagewise, the feature distribution, offset vector, and scale factor were set as the output, and the simple regression loss function was used for these output values. In addition, it was defined as soft stagewise because the bins of each feature output in the stagewise were divided to estimate the age [19] . Zhang et al. [27] estimated the age using two different loss functions for the end-to-end learning model; firstly, a cost-sensitive loss function was used to stabilize the regression loss, and secondly, the Karhunen Loève (KL)divergence loss was used. The first part of the model uses a VGG network to extract 70 features at the last stage from the fully-connected layer, and then the sigmoid function is used to extract the cost-sensitive loss value. Subsequently, the fully connected layer and Softmax layer are again output for the last time, and the KL-divergence loss is applied through the posterior distribution module. Two distributions for using the KL-divergence loss are the feature values of the ground truth and the posterior distribution module. In another study, Zaghbani et al. [30] proposed a deep sparse supervised autoencoder (DSSAE)-based age estimation method. For this purpose, a sparse autoencoder [41] was primarily used, and TABLE 1. Comparisons of proposed method and existing studies on age estimation ( * means the validation set and * * is reported in [19] ).
only a portion of neurons in the hidden layer are trained through constrained activation, and they are thus dependent on the input images and produce feature values of various images. To estimate the final age, the Softmax function is used for the last output of the decoder.
Most existing deep feature-based methods separately train the age estimator for each database, and the recognition accuracy is therefore not high for heterogeneous face image data which is untrained. In order to solve such problem, different heterogeneous databases were combined to be trained; however, the training time is extended and diverse environmental variables in databases cannot be sufficiently trained to accomplish the expected recognition performance. To overcome these obstacles, this study proposes modified CycleGAN, which generate an even distribution of heterogeneous face data and a CCNNAE-based age estimation method effective for heterogeneous data. Table 1 shows comparisons of the proposed method and existing studies on age estimation.
Our research is novel in the following five ways compared to previous works.
-This is the first study based on modified CycleGAN which generates an even distribution of untrained heterogeneous face image data and a CCNNAE-based age estimation method effective for heterogeneous data. -We proposed a modified CycleGAN that considers the extraction of additional features from the generator and discriminator, and the loss that occurs from these features. between the transformed face image and the original face image. -The modified CycleGAN and transformed face images are revealed through [31] in order to allow other researchers to assess the performance fairly.
III. PROPOSED METHOD
The overall flow of our method is shown in Figure 1 . The region of interest (ROI) of a face is detected using a dlib facial box detector for input face images. The detected ROI then undergoes in-plane rotation compensation and ROI redefinition, followed by size normalization in the size of 256 × 256 pixels. Then, this face image is used as an input for modified CycleGAN proposed in this study for image transformation. Next, the age similarity between the transformed image obtained through modified CycleGAN and the original image is measured, such that the original image is used if the similarity is below the threshold, or the transformed image if above the threshold, as an input for the pre-trained CCNNAE to determine the final age estimation.
A. IMAGE PREPROCESSING
In this study, the face ROI was detected using a dlib facial box detector [38] , [39] instead of using original images. That is because unnecessary background information is included if original images are used, thus interfering with the transformation of the face region in the image. Because CycleGAN tends to transfer the entire style of general images rather than specializing in face images, it is likely to result in face-tobackground or background-to-face transformation, not faceto-face, when unpaired face images that include a large portion of background are transformed. The red colored box in Figure 2 is the ROI region in the original image that was cropped using a dlib facial box detector. Subsequently, based on the location of both eyes detected by a dlib facial box detector, the in-plane rotation angle of the face ROI was calculated using Equation (1), and then the in-plane rotation compensation was performed based on the calculated angle.
The (RC x_eye , RC y_eye ) represents the center coordinates of the right eye, while the (LC x_eye , LC y_eye ) represents the center coordinates of the left eye. Then, the width and height of the face ROI are redefined based on the calculated Dis X . This process reduces the variation in the face ROI owing to the distance from the camera to the face, and the size of different faces. The redefined face ROI is an image with a size of 256 × 256 pixels that then goes through size normalization to be used as an input for the modified CycleGAN.
B. CycleGAN AND MODIFIED CycleGAN
Original CycleGAN takes the distributions of two unpaired data sets, and makes them uniform in the bilateral direction [10] . For example, when we assume that the data distribution of set A and the data distribution of set B have no correlation, the purpose of CycleGAN is to create images that make the data of set A have a similar distribution as that of set B. Moreover, CycleGAN also creates images for the reverse situation, where the data distribution of set B has a style that is similar to that of set A. Likewise, CycleGAN can generate bilateral data after being trained once, while causing images to have similar styles. However, training is not effective when two sets of data are visually too different (i.e., set A data pertains to humans, and set B data pertains to dogs). Considering such characteristics, the database used in this study consists of human faces. The data of set A were designated as a MORPH database, and those of set B were designated as the MegaAge database for training and testing purposes. Furthermore, databases of set A and set B were trained and tested after they were switched. In this study, we aimed to obtain two different sets of data that have a similar distribution and to generate age-appropriate images. However, the images of original CycleGAN can only generate general images that have similar styles, but which are not appropriate for specific ages; thus, in this study, we proposed modified CycleGAN that generates age-appropriate images based on the original CycleGAN.
To be identical to the original CycleGAN, the generator in the modified CycleGAN employed a residual block used in a residual neural network (ResNet) [40] , and the PatchGAN model used in pix2pix GAN [32] was used for the discriminator. The residual block used in the generator can restore high-resolution information when generating images, thus reducing the difference in resolutions of generated images and input images. Furthermore, early discriminator models generally output a single value, and are applied to a loss function as True or False; however, these models collapse easily because the single output value of the generated images can be easily identified as True or False. Therefore, a Patch-GAN solved this problem as it adopts various features. The PatchGAN was modeled such that it does not allow the discriminator to be easily collapsed for the generated images by using various features, rather than considering the feature value of a single output.
In the generator of the modified CycleGAN, the model was designed to have a residual structure such as that of CycleGAN, and it includes two outputs instead of one output. The first output is identical to the feature vector output by CycleGAN, whereas the second output is the last onedimensional feature vector of an encoder. Feature vectors extracted from the second output were used to form a new loss, which is explained further in Section III.B.2. The discriminator also used PatchGAN as the original CycleGAN to compose a model, and it was trained using the outputs from the last layer and its preceding layer. Specifically, the feature vector extracted immediately before the last layer was applied in the same way as original CycleGAN; however, the feature vector extracted from the last layer learns the difference in features between input images and generated images. This is explained further in Section III.B.3. Likewise, the modified CycleGAN did not use the existing generator and discriminator models; instead, it considered two outputs of each model, and extracted additional features and related loss during training, which is different from the original CycleGAN.
1) GENERATOR IN MODIFIED CycleGAN
The original CycleGAN uses a CNN model that is composed of an autoencoder [33] . Autoencoders have encoders that find useful feature values by reducing feature dimensions, and a decoder expands the reduced feature dimensions, eventually to the size of the original image in order to create new images. However, because autoencoders are based on neural networks (NNs), it is difficult to learn how to create images. CycleGAN used a CNN model consisting of U-net or residual blocks to facilitate the operation of newly created tasks.
The generator model of modified CycleGAN is shown in Figure 3 . The generators have added a function to extract N features in the last layer of the encoder used in the generator model of CycleGAN (the 1st output (Flatten) in Table 2 ). Original CycleGAN or modified CycleGAN uses the generator four times, where each generator model has the same composition as other generators. However, the weight parameter of each model is not shared for training independently. For example, when it proceeds in the order of A → B → A (A is an input image and B is a reference image), two generator models are used, while the order of B → A → B (B is an input image and A is a reference image) also requires two generator models. Figure 3 shows the general model between A → B when the process proceeds in the order of A → B → A. The residual block is omitted in the model; however, Table 2 presents details of the layers in residual blocks as well as other convolution and deconvolution layers.
2) LOSS FUNCTION FOR GENERATOR IN MODIFIED CycleGAN
The modified CycleGAN includes losses in the total of four generators. The general GAN uses one generator model, where one loss is sufficient, whereas the loss of the original CycleGAN or modified CycleGAN should be calculated separately because each generator performs different tasks.
Equation (2) shows the loss function when the process proceeds in the order of A → B → A (A is an input image and B is a reference image).
B shows the image generated by the generator when A is input. Both original CycleGAN and modified CycleGAN were trained by employing Equation (3) using the leastsquares loss [34] to minimize the log likelihood rather than maximizing it.
k is the constant of a decreasing function in Equation (4).
Features are extracted from the middle of two generators in modified CycleGAN when proceeded in the order of A → B → A, where the distance between each extracted N-dimension feature vector (the 1st output (Flatten) in Table 2 ) is calculated and multiplied with a decreasing function to form the loss function. When an ideal CycleGAN proceeds in the order of A → B → A, the output of the second generator becomes identical to the original input of A; however, different outputs are observed when actual training is conducted. In this study, the distance between feature vectors trained in the middle of each generator was measured such that the transformation between A → B and B → A is mutually perfect in A → B → A for an ideal number of cases. In other words, as shown in Equation (4) and Figure 4 , we trained the model such that the feature vector extracted at the end of the generator encoder of A became close to that extracted at the end of the generator encoder of B. GAN only uses the generator loss, whereas original CycleGAN also uses the cycle consistency loss. The method proposed in this study also used this loss, which is shown in Equation (5). 
3
) DISCRIMINATOR IN MODIFIED CycleGAN
In the original GAN, original images and input images that are generated by setting the output of a discriminator model as a single output which is classified as either True or False, whereas in pix2pix GAN [32] and CycleGAN, the discriminator model was composed of using PathGAN. This method considers more features when determining True or False than the task that determines True or False using a single feature at the output layer. In the pix2pix GAN, more features can be considered as the output feature of the discriminator becomes larger; however, the training process takes longer as the feature size increases. Moreover, we determined the most appropriate feature size to be 32 × 32 because the output of size feature is not proportional to the performance of a discriminator. Likewise, original CycleGAN also sets the output of the discriminator as 32 × 32, while the modified CycleGAN also used the same feature size. Figure 5 shows the discriminator of the modified CycleGAN, which has the same form as the discriminator of original CycleGAN except for the feature extractor function. As with the generator, the discriminator also uses a total of four models, where Figure 5 is the discriminator for data set A (input data). As shown in Figure 5 , the data set of B, fake image of A (A → B), and fake image of B (B → A) also proceed in the same way as above. The generator typically carries out tasks to generate images where the original images do not lose edges as much as possible from padding. In contrast, the discriminator does not consider padding for input images as it only determines True or False rather than generating images. Table 3 shows detailed information on the layers of the above discriminator. With the exception of the output of the last stage (the 2nd output), this discriminator is identical to the discriminator of original CycleGAN.
4) LOSS FUNCTION FOR DISCRIMINATOR IN MODIFIED CycleGAN
The discriminator loss also requires a total of four losses just like the generator loss. It has a similar form as the discriminator loss proposed for original GAN, whereas original CycleGAN and modified CycleGAN have to consider a total of four possible cases (A, B distribution, Fake A, and Fake B). Equation (7) shows loss when it proceeds as A → B → A (A is an input image and B is a reference image).
For original CycleGAN, the training method where the generator loss is minimized instead of maximized as in Equation (3) was applied to L D_AB , which is shown in Equation (8).
Unlike the discriminator of original CycleGAN, an output was added to the last layer in the discriminator of the modified CycleGAN (the 2nd output in Table 3 ), where its loss is shown in Equation (9) and Figure 6 . For the generator, a decreasing function was used for the loss function that uses the intermediate output age, as in Equation (4), whereas an increasing function was used for the discriminator. If two generators are trained, where each feature became closer to one another, the features grew apart in discriminators. Because the generator and discriminator should perform tasks fairly in modified CycleGAN, an increasing function was used in the discriminator to increase the distance between two features, which is the opposite of the feature extractor function in the generator.
where m is the constant of an increasing function; D A feature represents the last output of the discriminator of data set A when it proceeds in the order of A → B. D A feature represents VOLUME 7, 2019 the last output of the discriminator of the fake image of A in A → B. Equation (10) shows the discriminator loss that includes all of the losses above. In other words, the modified CycleGAN also considers 2L D_AB feature in Equation (10) when compared to the original CycleGAN discriminator loss.
5) DIFFERENCES BETWEEN ORIGINAL AND MODIFIED CycleGAN
In this subsection, we summarize the differences between original and modified CycleGAN as follows.
-The generator of original CycleGAN adopts L G (Equation (6) Here, L D_AB feature is calculated by Equation (9) based on the features of the 2nd output of Table 3 . C. CCNNAE Figure 7 shows the structure of CCNNAE [5] used in this study. The basic model of CCNNAE is Inception-v3 [37] . For existing age estimation methods, the loss function commonly uses the Softmax cross entropy loss, while the similarity of the two images is measured in mini-batch to form the loss function in CCNNAE [5] . The basic Inception-v3 consists of only one model. Figure 7 illustrates how the minibatch is applied in CCNNAE. In the last stage of the model, the Softmax function is not used, and only feature vectors extracted from the fully connected layer are used. In this study, 70 dimensional feature vectors of the last stage were extracted to measure the similarity between two images. To compose a loss function, a decreasing function and an increasing function were used for training, where the distance decreased if the ages of two images in the mini-batch were the same, or increased if the ages were different. For the testing, the nearest feature vector was found by measuring the distance between the trained 70-dimension feature vectors and 70-dimension feature vectors of the testing images. Then, the trained feature vectors were used to estimate the age of the testing images. The process is shown in Figure 8 . Figures 9 shows the CCNNAE-based age estimation method that uses transformed images and the process of transforming heterogeneous images using modified CycleGAN. During testing, the generator that was initially used was employed for image transformation in the trained modified CycleGAN, as shown in Figure 9 . The second generator helps with the training of the first generator in the previous stage, and it is therefore not being used for testing.
D. AGE ESTIMATION USING MODIFIED CycleGAN WITH CCNNAE
As shown in Figure 10 , the difference between the age (38) estimated by the modified CycleGAN and CCNNAE, and the age (20) estimated by the CCNNAE of the input image is calculated, after which it is determined that the image transformation in the modified CycleGAN is not performed adequately if the difference is above a certain threshold (i.e., the class identity of the input image is not maintained during image transformation), thus resulting in the age (20) estimated by CCNNAE of original input image being selected as the final age.
IV. EXPERIMENT RESULTS

A. EXPERIMENTAL DATABASES AND ENVIRONMENTS
The training and testing methods were both conducted using two open databases, the MORPH database [7] and the MegaAge database [27] . Figure 11 shows example images obtained using ground-truth ages of the MORPH and MegaAge databases. The experiment was conducted in a 2-fold cross validation. Table 4 summarizes the MORPH and MegaAge databases used in this study.
The proposed algorithm was implemented using Tensorflow (version 1.1.0rc0 for modified CycleGAN and version 1.0.1 for CCNNAE) [43], Microsoft Visual Studio 2015, and Python for OpenCV (version 4.0.0) [44] . The experiment was conducted using Intel R Core TM i7-990 CPU @ 3.47 GHz (six cores) with 16 GB of main memory, and NVIDIA GeForce GTX 1070 (1920 compute unified device architecture (CUDA) cores) with a graphic memory of 8 GB [45] . The modified CycleGAN and transformed face images are disclosed to enable other researchers to fairly conduct a performance assessment through [31] .
B. TRAINING
The modified CycleGAN was trained using the MORPH and MegaAge databases shown in Table 4 in a two-fold cross validation for 180 epochs. Specifically, when MORPH training data were used as the input, the modified CycleGAN was trained by taking MegaAge training data as reference data such that the MegaAge data could be output. Meanwhile, when the MegaAge training data were used as the input, the modified CycleGAN was trained by taking MORPH training data as reference data such that the MORPH data could be output. The batch size was two, and the initial learning rate was set as 0.0002. In Equation (4), k was 200, while in Equation (9), m was 0.02. Furthermore, CCNNAE was also trained in advance using the MORPH and MegaAge databases. In particular, the train database corresponding to the first fold of the MORPH database was used for training, whereas CCNNAE was trained with the train database corresponding to the first fold of the MegaAge database to form the pre-trained CCNNAE model. Moreover, the second fold was trained in the same manner. Figure 12 shows sample images generated by the modified CycleGAN using different databases during training. As shown in Figure 12 , transforming images from the MegaAge database into the MORPH database is easier than transforming the MORPH database into the MegaAge database. That is because the MORPH database had images with simple backgrounds, uniform lighting, and no specific expression, while the MegaAge database had images with complex backgrounds, uneven lighting, and varying expressions. In other words, transforming complex data into simple data is generally easier than transforming simple data into complex data. Figure 13 shows the loss graph as the training of the modified CycleGAN progressed As shown Figure 13 , the losses of generator and discriminator are converged to the value closed to 0. These results indicate that the modified CycleGAN was sufficiently trained. Figure 14 shows the training loss graphs of CCNNAE used for age estimation. The MORPH and MegaAge databases in Table 4 were trained in a two-fold cross validation for 180 epochs. The batch size was 2 and the initial learning rate was 0.0002. Figure 14 shows training losses are converged to small value according to the increase of epoch. That is, the CCNNAE was also sufficiently trained.
C. TESTING OF PROPOSED METHOD
As the first experiment, the image transformation results obtained using original CycleGAN and modified CycleGAN based on MegaAge and MORPH testing data are shown in Figures 15 and 16 , respectively. Figures 15 and 16 show that the images generated from original CycleGAN using MegaAge and MORPH data were more blurred because the pixel information of the original images were not preserved. In particular, the images by modified CycleGAN were sharper than those by original CycleGAN, with the eye, nose, and mouth being more distinguishable.
As shown earlier in Figure 12 , the transformation from the MegaAge database to the MORPH database images in Figure 15 produced better results than the transformation from the MORPH database to the MegaAge database images in Figure 16 . That is because MORPH database images have simple backgrounds, uniform lighting, and no specific expression, whereas MegaAge database images have complex background, uneven lighting, and varying expressions. In other words, transforming data consisting of complex factors into simple data was easier than transforming simple data into complex data. As the next experiment, the age estimation accuracies for CCNNAE without transformation using original CycleGAN and modified CycleGAN were measured. The experiment was divided into two cases based on training and testing data in which either homogeneous data or heterogeneous data were used. The age estimation accuracy was calculated by MAE, which was often used in previous studies [1] , [19] - [24] , [26] - [30] as shown in Equation (11) . Here, n is the number of input images, f i is the estimated age, and y i is the ground-truth age. As stated earlier, the age estimation accuracy is calculated by the average of two accuracy values obtained from a two-fold cross validation. Table 5 shows that the use of heterogeneous data incurred larger errors during age estimation than when homogeneous data are used. That is because MORPH and MegaAge databases have different image characteristics and capturing conditions, and the age estimation error was greater for training image databases for which these factors were not reflected during training. Furthermore, the age estimation error was greater for heterogeneous data when it was trained with the MORPH database but tested with the MegaAge database. This is because the MORPH database had images with simple backgrounds, uniform lighting, and no specific expression, while the MegaAge database had images with complex backgrounds, uneven lighting, and varying expressions. Hence, these complex factors of the MegaAge database were not reflected in CCNNAE when training with a simple MORPH database.
Next, we compared the age estimation accuracy based on CCNNAE when images were transformed with original CycleGAN and the modified CycleGAN. As shown in Table 6 , the modified CycleGAN had smaller age estimation errors than when original CycleGAN was used. We also included the additional comparisons with conditional GAN as shown in Table 6 . As shown in this table, our modified CycleGAN shows better accuracies than those by conditional GAN [47] - [49] . In addition, we included the additional experiments with CelebA database based on the previous researches [50] , [51] , [53] as shown in Table 6 . As shown in this table, we confirm that modified CycleGAN can be well working with additional database of CelebA.
When Tables 5 and 6 were compared, the method proposed in this study had smaller age estimation errors than CCNNAE without transformation by original CycleGAN and modified CycleGAN, even when heterogeneous data were used. Original CycleGAN with CCNNAE had greater age estimation errors for MegaAge training and transformed MORPH testing than CCNNAE without transformation by original CycleGAN and modified CycleGAN in Table 5 . This is TABLE 7. Comparisons of age estimation accuracies obtained using proposed method with and without the scheme of Figure 10 (unit: years). because the image transformation using original CycleGAN had more errors, which can be observed in the comparison between Figures 15 and 16 . In the next experiment, we compared the age estimation accuracies obtained by the proposed method with and without the scheme of Figure 10 . As shown in Table 7 , the age estimation error is smaller when the scheme of Figure 10 is used compared to the case when it is not used. Table 8 shows a comparison of the age estimation accuracy obtained using the method proposed in this study and that of previous studies. Previous methods included those that were ranked in the top five in the ChaLearn LAP 2015 challenge on apparent age prediction [1] - [4] , [54] , ResNet-50 [40] , DenseNet-121 [42] , and the state-of-the art methods [52] , [55] , [56] . For a fair performance assessment, the training and testing data that were employed were identical for all methods. The performance was assessed when the MORPH database was used for training and the MegaAge database for testing, as well as the case when the MegaAge database was used for training and the MORPH database for testing. Table 8 shows that for all cases, the proposed method had a better age estimation accuracy than the other methods.
The method proposed in this study did not consider gender when images were generated, and the gender of some input images were therefore different from that of the transformed images. For example, one input image in Figure 17 was female, but its transformed image was male with a moustache; in addition, one input image in Figure 18 was male, but its transformed image did not have any clear gender distinction.
However, these problems occurred not only in the proposed method, as shown in Figures 17 and 18 , but also in original CycleGAN. This phenomenon can be explained by the imbalance in data. Specifically, both the MegaAge and MORPH databases have more male images than female images. Both methods had errors when transforming the gender, but images transformed by modified CycleGAN are still visually clearer than those transformed by original CycleGAN.
For the next experiment, the processing time of the proposed method was measured. The specifications of a desktop computer on which the experiment was conducted are explained in Section IV.A. As shown in Table 9 , the average processing time for one image was 67 ms, which indicates that the processing time of about 15 frames per second is sufficient. Subsequently, we measured the processing time in the Jetson TX2 embedded system [46] in Figure 19 , which is commonly used for on-board deep learning processing as in autonomous vehicles. Jetson TX2 has an NVIDIA Pascal TM-family GPU (256 CUDA cores) with 8 GB of memory shared between the central processing unit (CPU) and GPU, and it also has 59.7 GB/s of memory bandwidth; it uses less than 7.5 W of power. As shown in Table 9 , the average processing time for one image was 478 ms, which indicates that the processing time of about 2 frames per second is sufficient. For the Jetson TX2 embedded system, it exhibited a longer processing time than a desktop computer owing to limited computing resources. It was verified that our method could also be applied to an embedded system with limited computing resources.
D. ANALYSIS OF FEATURE MAP
In general, the size (width and height) of a feature map decreases as the depth of a convolutional layer increases, while the number of channels in the feature map increases.
Furthermore, a smaller number of filters are applied for the layer near the input with larger images, and the number of filters increases in deeper layers farther from the input. In this sub-section, the feature map obtained from CCNNAE used in this study for age estimation was analyzed, and the results are shown in Figure 20 .
As shown in Figure 20 , as the CCNNAE layer became deeper, the depth of the feature maps increased. Figures 20(a) -(e) show the feature maps obtained from convolutional layers 1 -5 in Figure 7 . Figure 20(f) shows the feature maps obtained from the last concatenate layer of Figure 7 . Finally, Figure 20 (g) shows the 3D feature map image obtained by taking the average of the feature map values in all channels of Figure 20 (f). As being able to know from the magnitudes of feature map values shown in Figure 20 (g), we can confirm that the areas around nose and mouth have more important features than other areas for age estimation.
V. CONCLUSION
In this study, we proposed modified CycleGAN, which evens out the distribution of untrained, heterogeneous face images, and CCNNAE-based age estimation method that is effective for heterogeneous data. To this end, the extraction of additional features from a generator and discriminator as well as feature-based losses are taken into consideration in the modified CycleGAN. Using the modified CycleGAN, the transformation ability for heterogeneous face images was improved when compared to original CycleGAN. By performing face image transformation using modified CycleGAN, the problems of an extended training time and training complexity, which entail when all heterogeneous face image databases are combined for training, were solved. Moreover, by performing adaptive selection between transformed and original face images for the input to CCNNAE based on the age similarity found between a modified CycleGAN-transformed face image and the original face image, errors in the modified CycleGAN image transformation were reduced. With respect to the experiment results and data transformation, the images transformed by modified CycleGAN were sharper than the images transformed by original CycleGAN. In some of the transformed images, the gender was different from the input images; however, it did not increase the occurrence of the age estimation errors.
For future studies, there are plans to further examine even more effective transformation methods, including varying environmental factors, such as the MegaAge database. In addition, more research would be performed to integrate supervised learning that considers the ground-truth age during image transformation with modified CycleGAN. Furthermore, the task of a discriminator only trains a discriminating scheme even when PathGAN is used, and interferes with the training of the generator as very low losses are collected in the initial learning stages. Therefore, there is a need to study a model that can process the training of the generator and discriminator tasks more fairly by making the discriminator tasks more complicated.
