Abstract. At early project stages, the main CSP plant design parameters such as turbine capacity, solar field size, and thermal storage capacity are varied during the techno-economic optimization to determine most suitable plant configurations. In general, a typical meteorological year with at least hourly time resolution is used to analyze each plant configuration. Different software tools are available to simulate the annual energy yield. Software tools offering a thermodynamic modeling approach of the power block and the CSP thermal cycle, such as EBSILONProfessional®, allow a flexible definition of plant topologies. In EBSILON, the thermodynamic equilibrium for each time step is calculated iteratively (quasi steady state), which requires approximately 45 minutes to process one year with hourly time resolution. For better presentation of gradients, 10 min time resolution is recommended, which increases processing time by a factor of 5. Therefore, analyzing a large number of plant sensitivities, as required during the techno-economic optimization procedure, the detailed thermodynamic simulation approach becomes impracticable. Suntrace has developed an in-house CSP-Simulation tool (CSPsim), based on EBSILON and applying predictive models, to approximate the CSP plant performance for central receiver and parabolic trough technology. CSPsim significantly increases the speed of energy yield calculations by factor ≥ 35 and has automated the simulation run of all predefined design configurations in sequential order during the optimization procedure. To develop the predictive models, multiple linear regression techniques and Design of Experiment methods are applied. The annual energy yield and derived LCOE calculated by the predictive model deviates less than ±1.5 % from the thermodynamic simulation in EBSILON and effectively identifies the optimal range of main design parameters for further, more specific analysis.
INTRODUCTION
Concentrating solar power (CSP) projects need to be assessed regarding their technical and economic viability at early stages of project development. This is typically performed through a techno-economic optimization, involving all relevant aspects from the specific project that have impact on technology selection, configuration and cost (i.e. location and local conditions, solar irradiation, topography, energy market/off-take, technology, sizing/configuration of plant, investment cost, financing conditions, risk analysis).
During this stage, conceptual engineering and comparison of different technical configurations play a key role to identify the most suitable plant configuration not only from the technical but also from the economic perspective. Thus, a flexible simulation tool which allows a quick but reliable comparison of power plant performance and energy yield is an important element within this techno-economic optimization process, apart from sophisticated knowledge of all boundary conditions and a qualified financial model.
As part of the conceptual engineering, the main CSP plant design parameters such as turbine and power block (PB) capacity, solar field (SF) technology and size, and thermal energy storage (TES) capacity are varied, applying also different operating strategies to determine the energy yield and performance of the different configurations.
Based on qualified cost assumptions and the financial model populated with the project specific data, these configurations are compared to identify the optimal configuration in terms of Levelized Cost of Electricity (LCOE).
For the energy yield simulations, a large number of annual energy yield calculations with varied configurations are usually required. The generally applied 8760 time steps to simulate a typical meteorological year with hourly time resolution for each design configuration may take up to 45 min per year and configuration if a simulation tool which balances each state of the plant's thermodynamic cycle, such as EBSILONProfessional®, is used. As a result, the processing of all variations becomes a time consuming task. Different software tools are available to simulate the annual energy yield. Most flexible in terms of plant topologies are software tools offering a thermodynamic modeling approach of the PB and the CSP thermal cycle such as EBSILON.
Suntrace has developed an in-house CSP-Simulation tool (CSPsim), based on EBSILON and applying predictive models to approximate the CSP plant performance for central receiver (CR) and parabolic trough technology. CSPsim significantly increases the speed of energy yield calculations and has automated the simulation run of all predefined design configurations in sequential order during the optimization procedure. To develop the predictive models, multiple linear regression (MLR) techniques and Design of Experiment (DOE) methods are applied.
METHODOLOGY
In CSPsim, plant topologies are built through inserting and connecting the respective system components summarized in adjustable modules (EBSILON macro-objects) such as the SF, TES, auxiliary heater system, and PB including the solar steam generator. The general approach of the proposed methodology is to approximate the complex power plant performance model in EBSILON by applying simplified predictive models of each module respectively (SF, TES, PB and auxiliary heater system). Thereby, the individual plant design and technical assumptions defined in the complex model are considered also in the predictive models. EBSILON is used to simulate specific design points required as input data to generate the predictive models for each module of the power plant, which are collectively described as metamodel of the complex model as shown in Figure 1 . The metamodel is used in an array-based calculation procedure embedded into the programming environment of EBSILON, called EbsScript, to perform annual energy yield calculations and analyze plant performance sensitivities in a fraction of the time required when applying the complex model. The results of the annual energy yield calculations are then used as input parameters of a financial model to calculate the respective LCOE. The aim of this analysis is to identify the optimal range of main CSP plant design parameters such as turbine and PB capacity, SF technology and size, TES capacity and the operating strategy for further, more specific analysis.
Different types of predictive models are applied to approximate the plant performance. The TES and auxiliary heater system are described with simple characteristic lines and/or physical equations. Characteristic lines are also used to approximate the PB performance, which is a common and suitable approach as documented in the literature [1] . However, predicting the SF module performance is more complex.
Generation of Solar Field Predictive Model
A systematic approach based on DOE methods is used to develop an accurate and reliable MLR model for approximation of the SF performance. Thereby, important characteristics for selection of factors, design points and MLR model terms are considered according to the literature and described hereafter [2, 3] . 
Degree of simplification

Selection of Factors and Experimental Design
In a first step, the factors (input parameters) describing the system's response (output) need to be selected. For the SF performance model, the required response is the amount of thermal energy transferred to the heat transfer fluid (HTF) during the examined time step. The selected factors must have significant effect on the response (pvalue > 0.1) to avoid noise of the regression function due to apparent effects. To identify the significant factors, a two level fractional factorial design has been examined to evaluate the main and two-factor interaction effects of the SF system. The results indicate that the SF thermal output mainly depends on the DNI, azimuth and elevation angle, HTF inlet temperature and ambient temperature.
Secondly, the design type and factor ranges are selected. The selection of an appropriate experimental design depends, among others, on expected response characteristics. When high order models are required for the appropriate description of the response surface, more design points are needed to generate the regression model. However, the maximum number of design points is limited by the affordable time and effort to calculate the output for each design point and generate the predictive model. In general, experimental designs suitable for computer simulations are random and space-filling designs, the most popular being Monte-Carlo design and Latin Square (Hypercube) design [2, 3] . In this case, I-optimal designs have been applied due to their ability to generate designs with a small number of design points and good accuracy of derived predictive models as shown later. In I-optimal designs (also called Q-, V-or IV-optimal, standing for integrated variance), the average integrated prediction variance over the design space is minimized [4] . The resulting design points are distributed over the multidimensional design space formed by the design factors. Moreover, the factor ranges are set within reasonable limits (e.g. 0 W/m 2 ≤ DNI ≤ 1200 W/m 2 ) to ensure all responses can be described by factor combinations within the design space as regression functions are not suitable for extrapolation.
Selection of Regression Model
The experimental design correlates with the selected regression model. The amount of unknown regression coefficients β i determine the minimum amount of equations and thus the minimum amount of design points needed to solve the system of equations. The following example illustrates a second-order MLR model in a k-dimensional design space with x i x j being two-factor interaction terms of factors i and j (i <j) [5] .
After linearization of model terms, the model for prediction of the actual response values y can be determined by minimizing the residuals ! ! (errors between actual responses ! ! and predicted values ! ! ) in the sense of least squares (2) with the factor matrix X, the predicted response vector ! and the regression coefficient vector b. A singular value decomposition is applied in EbsScript to solve the minimization problem [6] and calculate the regression coefficients β i .
For selection of the SF predictive model, different models have been examined under consideration of i) statistical parameters, and ii) direct comparison between predictive model results and EBSILON simulations to identify most suitable models in the sense of accuracy and reliability. The examined statistical parameters are:
• F-value: the F-value provides information about the significance of the model in terms of how much variation can be explained by the model compared to how much remains unknown. The higher the Fvalue the smaller the probability of variations being caused by apparent (random) effects and thus leading to higher confidence of the model. • Predicted R-squared: The predicted R-squared measures how well the model predicts the response value. A value close to 1 is desirable.
• Adequate precision: the adequate precision represents a signal to noise ratio.
• PRESS: the predicted residual error sum of squares (PRESS) provides information about how well the model fits each point of the design.
• Visual tools: in addition to the statistical parameters, visual tools were used in order to identify discrepancies, such as normal probability plot and predicted vs. actual plot. A box-cox plot was used as support tool for choosing an appropriate response transformation.
Moreover, a suitable model requires careful selection of relevant model terms and elimination of non-significant ones with the help of statistical measures and indicators. Therefore, insignificant model terms have been rejected to reduce noise of apparent effects (p-value > 0.1) by applying stepwise selection of model terms. As an example, the statistical figures and main characteristics of the CR-SF predictive model are presented in the Table 1 . 
RESULTS
The statistical parameters discussed in the previous section are helpful figures for comparison of different regression models and determine the expected accuracy and reliability. However, true confidence in the suitability of a model is obtained by directly comparing the model's output with EBSILON simulation results as shown in Figure 2 . For evaluation of the predictive models, the performance estimation has been analyzed without considering minimum operating conditions and warm-up procedures. The heat loss during nighttime as well as the warm-up of material in the morning can be calculated separately [7] when applying the predictive models and included in the energy yield calculation. (a) (b) Figure 2 shows the predicted SF model response compared to EBSILON simulation results. The predicted versus actual plot in Figure 2 (a) indicates that the predicted results fit the bisecting line very well, slightly underestimating the SF thermal output for moderate irradiation and slightly overestimating for small and high irradiation periods. The frequency distribution of the relative weighted deviations shown in Figure 2 (b) indicates the predicted values to be evenly distributed around the optimum (zero) leading to an annual deviation of <1 % of the total calculated SF thermal output. The weights reflect the results' relative impact by given more weight on large values.
From the results of the SF predictive model, the electricity production of the power plant can be calculated with the TES, PB and auxiliary heater system predictive models combined in an array-based calculation procedure referred to as the metamodel of the complex model. In CSPsim, all predefined main design parameter variations can be simulated automatically in sequential order during the optimization procedure. In the following, an exemplary analysis of a fictive CR power plant in the MENA region is presented to demonstrate the working principle of the optimization procedure. The examined power plant uses a two-tank direct molten salt storage without auxiliary heater system. The turbine capacity has been varied from 50 MW el to 140 MW el with a 10 MW el step size. For each specified turbine capacity the storage size varies from 6 to 18 full load equivalent hours in 2 h steps resulting in 70 runs as shown in Figure 3 (a) . The LCOE is calculated for each case separately to determine the optimal area in the design space as shown in Figure 3 (b) . The lower blue region indicates lower LCOE for the respective plant configuration. The lowest LCOE for the exemplary case study and respective technical and financial assumptions is achieved with a turbine capacity of 70 MW el and a large TES capacity with 14 hours full load equivalent. The solar field size has remained unchanged resulting in a solar multiple of 2.7 for the configuration with the lowest LCOE. Moreover, a larger turbine capacity would lead to an increased electricity production, however not compensating the additional costs for the power block and steam turbine. The base case of the optimization example is marked in Figure 3 (a) . Furthermore, annual results and derived LCOEs for the base case are summarized in Table 2 indicating that the results calculated with the metamodel approach deviate only little from the thermodynamic simulation in EBSILON. In general, the deviation of annual energy yields estimated with the metamodel and resulting LCOEs are in the range of ±1.5 % compared to the detailed thermodynamic simulation and has demonstrated the suitability and reliability of the proposed methodology for conducting sensitivity analysis on the main design parameters of CSP plants. The time required to perform a single annual energy yield calculation with hourly time resolution is reduced by a factor of 35 as shown in Table 2 . When performing multiple energy yield calculations, this factor is dramatically increased. This is caused by the different time demand for generating the predictive models. The SF predictive model requires approximately 1 minute while the TES, PB and auxiliary heater system predictive models require less than 20 seconds. In general, the required calculation time is a function of the examined parameters and chosen step size. The 70 design configurations shown in Figure 3 have been calculated in less than 8 minutes. The estimated calculation time as a function of the required number of annual energy yield calculations with hourly time resolution for EBSILON and the metamodel-based calculation is shown in Figure 4 . 
CONCLUSION
The presented predictive model approach significantly reduces computing time for multiple energy yield calculations by factor ≥ 35 and enables the use of higher time resolutions, while taking advantage of EBSILON's flexible plant topology definition capabilities. The methodology is sufficiently precise to effectively determine the optimal range of main plant design parameters for further, more detailed simulation and analysis. The annual energy yield and derived LCOE calculated by the predictive model approach deviates less than ±1.5 % from the thermodynamic simulation in EBSILON.
