Abstract. As it is well-known, querying and managing structured data in natural language is a challenging task due to its ambiguity (syntactic and semantic) and its expressiveness. On the other hand, querying, e.g., a relational database or an ontology-based data access system is a well-defined and unambigous task, namely, the task of evaluating a formal query (e.g., an SQL query) of a limited expressiveness over such database. However these formal query languages may be difficult to learn and use for the casual user and ambiguity may compromise the interface. To bridge this gap, the use of controlled language interfaces has been proposed. As a measure of their efficiency for data access, we propose to consider data complexity, which is the complexity of query evaluation measured in the size of the data. We study a familiy of controlled languages that express several fragments of OWL, ranging from tractable (LogSpace and PTime) to intractable (coNP-hard) in data complexity, singling out which constructs give rise to each computational property.
Introduction
Controlled languages (CLs) are subsets of natural language (NL) with minimal ambiguity tailored to fullfil data management tasks. Among these tasks, an important one is to provide "lightweight" front-end languages for non-expert users of information systems [30, 6, 7] . Data in information systems such as relational databases (DBs) is inserted, updated, deleted and queried using expressive formal query and data management languages such as, e.g., SQL, which are difficult to handle (let alone learn) for casual users. Language technologies have endeavoured to fill this gap by proposing wide coverage NL interfaces (NLIs) that allow the user to use, say, everyday English, at the cost of system accuracy [2] . This is because NL is ridden with ambiguity (while formal languages are not) and thus NLIs have to choose between using complex heuristics or blowing up the translation process.
CL interfaces constitute a trade-off between the intuitive appeal of NLIs and the rigor of formal data query and management languages. Typically, CL expressions are translated symbolically into expressions belonging either to those formal languages or to some intermediate formalism (or logic) conveying a (formal) representation of its meaning (MR). Many different techniques, ranging from shallow (e.g., finite-state transducers) to deep (e.g., parsing), are used for defining such translations. Deep translations, in particular, have the property of inducing absolute accuracy without any significant loss in translation efficiency. Indeed, deep translations are compositional, viz., the MR of a complete utterance is a function of the MRs of its (syntactic) constituents, i.e., semantics mirrors syntax. Hence, no information is lost in the translation [14] . When, in addition, the CL is context-free, compositional translations can be computed quite efficiently, i.e., we "compile" the CL in time polynomial in the length |s| of the input string s.
Recently [6, 19, 25, 27, 26, 28] , CL interfaces to ontology-based data access systems (OBDASs) centered mostly around the W3C standard ontology language OWL 1 (Web Ontology Language) [11, 16] have been proposed. They have given rise to a number of applications and implementations [6, 19] , among which ACE-OWL [11, 16] , which maps to OWL DL and fragments of it. The formal underpinning of OWL DL is provided by description logics (DLs) [3, 13] .
Given that OBDASs may contain large amounts of data, we are interested in knowing whether querying such systems through CL interfaces scales to data. An ODBAS can be modelled by a DL knowledge base (KB), whose information is accessed through queries belonging to some fragment of SQL. A fragment that is considered sufficiently expressive but still computationally manageable (since query answering is decidable in significant cases) is that of conjunctive queries [1] . The basic problem in this setting is (conjunctive) query answering (QA) [8] , which is a form of logical entailment [3] . To evaluate the efficiency of querying through CL interfaces, we focus on the so-called data complexity of QA, i.e., the computational complexity of the problem measured in terms of the size of the data only [33] . Crucially, we want to know whether CL interfaces give way to tractable or intractable QA and, more in general, whether they affect positively or negatively the performance of OBDASs.
Tractable data complexity (viz., when the data complexity of QA is in PTime, that is, can be decided in at most polynomial time in the size of the data) indicates good scalability to data of query answering and CL interfaces. Intractable data complexity (viz., when the data complexity of QA is at least coNP-hard, hence beyond PTime) indicates, on the other hand, low scalability. The data complexity of query answering in OWL is known to be intractable [21] . Hence, CLs like ACE-OWL do not scale to data, although they contain fragments that do. This computational behaviour depends on the language constructs they cover. It would be of interest, therefore, for CL designers working with OBDASs to know which NL constructs (and in which combination) give rise to different computational properties.
In this paper we pinpoint some of the English constructs and a fortiori of ACE, that give rise to these computational properties by studying a space of CLs that translate into several fragments of OWL. In doing so, we make the following contributions:
-We study DL-English, a CL that maps into ALCI, an intractable DL contained in OWL that is the smallest DL closed under boolean operations on concepts [3] . -By constraining DL-English constituents, we define a family of fragments thereof, viz., the {IS-A i } i∈ [0, 7] family, that are either (i) minimal w.r.t. intractability or (ii) maximal w.r.t. tractability, mirroring Pratt and Third in [23] (cf. also [29] ). -We pinpoint the NL/CL constructs that are responsible for their different computational properties, in particular, for maximal tractability and minimal intractability. 
Ontologies and Query Answering

Ontologies, Knowledge Bases and Queries
In an OBDAS, an ontology provides a conceptual view on the data stored in a relational database. OBDASs are formally underpinned by DL knowledge bases [8, 3] . DLs are logics which structure the domain of discourse in terms of concepts (representing classes, i.e., sets of objects) and roles (representing binary relations between objects). We are interested in DLs of different expressiveness, viz., DL ALCI and its fragments (such as DL-Lite [8] ). In ALCI, concepts C and roles R are formed according to the following syntax:
where A stands for a concept name (a unary predicate), P for a role name (a binary predicate), and P − for its inverse. We can enrich the set of ALCI concepts, modulo the following (explicit) definitions: (i) ∀R:C := ¬∃R:¬C, (ii) C ⊔C ′ := ¬(¬C ⊓¬C ′ ), (iii) ⊥ := ¬⊤, and (iv) ∃R := ∃R:⊤.
In a DL ontology O, intensional knowledge is specified by means of a set of (concept inclusion) assertions of the form C l ⊑ C r , stating inclusion (or IS-A) between the instances of the concept C l on the left and those of the concept C r on the right. In ALCI, C l and C r may be arbitrary concepts, while fragments of ALCI, such as DL-Lite [8] , can be obtained by suitably restricting the syntax for C l and for C r . A database (DB), expressing extensional knowledge, is a finite set D of unary and binary ground atoms of the form A(c), P (c, c ′ ). A knowledge base (KB) is a pair O, D , where O is an ontology and D a DB.
The semantics of DL concepts, assertions, ontologies, and KBs is specified by considering FO interpretations I := ∆, · I , where ∆ is the domain, a possibly countably infinite set of constants, and · I is an interpretation function that maps (i) each concept name A to a subset of the domain, (ii) each role name P to a binary relation over the domain, and (iii) each constants c to itself. It can be extended to complex concepts C and roles R by structural recursion, as shown in Table 1 .
An interpretation I is said to be a model of an inclusion assertion C l ⊑ C r , in
Similarly, I is said to be a model of a ground atom A(c) (or P (c, c ′ )), in symbols I |= A(c) (resp. I |= P (c, c ′ are said to be equivalent iff, for all I, C I = C ′I . Two assertions α and α ′ are said to be equivalent iff, for all I, I |= α iff I |= α ′ . We use queries to retrieve information from KBs. As query languages, we consider conjunctive queries (CQs) [1] , i.e., SELECT-PROJECT-JOIN SQL queries and tree shaped conjunctive queries (TCQs) [21] , which are those CQs built using only unary and binary relations and that are tree-isomorphic.
A conjunctive query (CQ) q is an expression of the form
where q(x) is the head,x denotes a (finite) sequence of variables of length |x|, the query's distinguished variables, and Φ(x,ȳ) is the body, a conjunction of FO relational atoms over the variablesx andȳ. Intuitively, non-distinguished variables combined with the relational conjunctions stand for relational DB table joins and selections, and distinguished variables for the information we want to project in the result: CQs thus constitute a declarative specification of a SQL SELECT-PROJECT-JOIN query result table [1] .
A tree-shaped condition (TSC) of root z i , for i ∈ N, is a FO formula ϕ(z i ) inductively defined as follows:
Note that, for all i ∈ N, z i = z i+1 , i.e., each time we apply the second rule we have to introduce a new variable. Furthermore, whenever R(z j , z j+1 ), occurs in ϕ(z i ), for j ≥ i, we say that z j+1 is connected to z j . Every TSC ϕ(z i ) rooted in z i and variables z i+1 , . . . , z i+m can be (bijectively) mapped to a directed adorned tree T ϕ : each variable z j , for j ∈ [i, i + m], gives rise to a node z j , each atom R(z j , z j+1 ) to an edge z j , z j+1 with tag R and each atom A(z j ) to tag A over node z j [3] .
A tree-shaped conjunctive query (TCQ) q [21] is a CQ with one distinguished variable x and non distinguished variables y 1 , . . . , y n whose body Φ(x, y 1 , . . . , y n ) can be written as a TSC ϕ(x) of root x wherein y 1 is connected to x and each y i+1 is connected to y i .
Let q(x) ← Φ(x,ȳ) be a (T)CQ. A grounded substitution or grounding of q is a (not necessarily total) function σ(·) that maps the (free) variablesx∪ȳ of q to ∆. Groundings are extended to complex syntactic objects in the usual way. By σθ we will denote the composition of grounding σ with grounding θ. We denote by qσ the grounding of q's body by σ(·), i.e., Φ(x,ȳ)σ. Notice that (T)CQ bodies are positive FO formulas. An interpretation I is said to be a model of qσ whenever I |= Φ(x,ȳ)σ (following standard FO semantics, based on truth and satisfaction).
We say that a sequencec of constants is an answer to a (T)CQ q with distinguished variablesx over a KB O, D , whenever there exists a grounding σ, mappingx toc, s.t. qσ is logically entailed by O, D , viz., whenever, for all I, I |= O, D implies I |= qσ; in symbols: O, D |= qσ.
Query Answering and Data Complexity
We first recall some basic notions of complexity theory that we use in the following, and refer to [22] for more details. A decision problem P is a pair constituted by a set of inputs and a question, viz., a property to be verified for the inputs. Computational complexity refers to the (worst case) space and time resources an algorithm (i.e., a Turing machine) uses to solve a decision problem P , i.e., to determine whether an arbitrary input satisfies or not the problem. A complexity class or computational property is a class of decision problems. LogSpace denotes the class of problems P solvable by a deterministic algorithm using O(log n) space, where n denotes the size of P 's input(s). NLogSpace denotes the class of problems solvable by a non-deterministic algorithm in, again, O(log n) space. PTime denotes the class of problems solvable by a deterministic algorithm in O(p(n)) time, where p(·) denotes a polynomial function. coNP denotes the class of problems whose complement is solvable by a non-deterministic algorithm in O(p(n)) time. We have that LogSpace ⊆ NLogSpace ⊆ PTime ⊆ coNP. Higher complexity classes are defined similarly.
Given a class C, a problem P is said to be C-hard whenever for each problem P ′ ∈ C there exists an algorithm, called reduction, that embeds P ′ into P and that runs in O(log n) space in the size n of the input for P ′ . A C-hard problem P is as hard as any problem in C, possibly harder, i.e., reductions make C a complexity lower bound for P . If, in addition, C is a complexity upper bound for P , i.e., if P can be shown to be in C, P is said to be C-complete. Since log-space reductions are closed under composition, to show that a problem P is C-hard it suffices to reduce to P a problem P ′ that is already known to be C-hard. Problems in PTime are said to be tractable and problems beyond PTime (e.g., coNP-hard problems) intractable, insofar as polynomial time traces the boundary up to which problems can be efficiently solved.
The query answering (QA) decision problem for (T)CQs and KBs is the entailment problem stated as follows: O, D |= qσ? Table 2 . An overview of some CLs.
CL (English) Compositional Maps to
Parser Goal ACE [12] yes FO APE KR/User specifications ACE-OWL [15] yes OWL-DL APE Ontology authoring + querying PENG [27] yes OWL-DL ECOLE Ontology authoring + querying SOS [26] N.A. OWL-DL N.A. Ontology authoring + querying CLCE [31] yes FO compiler KR English Query [7] N.A. SQL N.A. DB querying/management OWL-CNL [28] yes OWL-DL DCG parser Ontology authoring Lite English [5] yes DL-Lite CG parser KR/Ontology authoring λ-SQL [19] yes SQL compiler DB querying nRQL [25] yes FO queries DCG parser Ontology querying Rabbit [26] no OWL GATE Ontology authoring ACE-PQL [6] yes PQL DCG parser Ontology querying
We are interested in the data complexity of QA, namely, in its computational complexity when we consider D as the only input of this problem [33] . The optimal data complexity for QA (w.r.t. (T)CQs) lies in LogSpace, which is roughly the complexity of answering SQL queries over plain DBs 2 [1] . Such complexity is attained w.r.t. KBs from the DL-Lite fragment of the DL ALCI [8] . OWL and ALCI are, on the other hand, coNP-hard and coNP-complete, respectively [21] . Tractable data complexity implies OBDAS scalability (to data).
Controlled Languages
CLs have been proposed as a means of overcoming the ambiguity problem inherent to NLIs to information systems, but this is not the only knowledge representation (KR) or information management task CLs have been developed for. Other important tasks have been, e.g., (i) ontology authoring and (ii) declaring (and reasoning about) formal specifications. In such a setting, we are required to declare with CL complex structured information, such as OWL ontology assertions, or FO axiomatics. Expressive and compositional CLs such as ACE, ACE-OWL, PENG, SOS, etc., [25, 15, 27, 26, 28] have been developed with such purpose in mind. See Table 2 for an overview (CG stands for "categorial grammar", DCG for "definite clause grammar" and the other acronyms for known English parsers and/or parser APIs such as GATE).
ACE-OWL, for instance, supports English verb phrase, nominal/noun and noun pharse-coordination, (full) negation, universal, existential, and counting quantifiers, and gap-filler dependencies induced by relative sentences (although quantification, mirroring quantification in OWL, is somewhat restricted [15, 3] ). Other constructs, inherently ambiguous in English, such as prepositional phrases (e.g., "John saw a man with the telescope") are, on the other hand, not supported. Nor are adjectives (attributes are expressed by ad hoc transitive verbs, as is common in DLs), intransitive verbs (atomic 2 Data complexity for DB query evaluation is actually in AC 0 , a circuit-based complexity class that strictly includes LogSpace [1, 22] .
concepts are expressed by means of common nouns) or query words ("who", "which, "what", etc.), although ACE-OWL can be extended to an interrogative fragments that translates into TSQs [15] .
But if syntactic (i.e., parsing) complexity or ambiguity are not an issue for CLs, semantic complexity, however, is. (i) The formal model of a compositional translation for any fragment of NL, such as CLs, are formal semantics compositional translations τ (·) [14, 10] wherein NL utterances are mapped to formal logic MRs, typically higher order logic (HO) or first order logic (FO) MRs. To be more precise, they are mapped to FO extended with the types, the λ-abstraction, the application and β-normalization of the simply-typed lambda calculus [10] .
(ii) Such a translation is semantics-preserving. Observations (i) and (ii) together imply that the NL fragment will inherit both the reasoning problems and computational properties of its MR logic. Such decision problems and computational properties have been called by Pratt & Third in [23] the semantic complexity of an NL fragment/CL. QA is one such decision problem and data complexity one such computational property.
As a result, whenever a (logical) reasoning problem is invoked in the back-end, the semantic complexity of the (otherwise ambiguity-free and efficiently processable) front-end CL can still affect the overall performance of a information system that, like OBDASs, relies heavily on FO reasoning. Modulo τ (·) such impact can be studied construct by construct.
Expressing Ontologies with Controlled English
We make use of the standard formal semantics analysis for fragments of English as developed in [10, 4, 20] . We recall the so-called HO typing rule, which allows us to discard (when parsing) constituents that do not yield well-typed expressions. In particular, this rule fails whenever the types of the MRs acting as premises do not unify [10] :
where τ denotes an arbitrary type, u, v arbitrary HO expressions and Γ , Γ ′ typing contexts (sets of possibly empty variable typings). An HO expression is said to be welltyped whenever (i) it is typed and (ii) Γ = ∅.
We use definite clause grammars (DCGs), albeit written in phrase structure grammar style for simplicity, as grammar formalism for defining our CLs. Parsing amounts to walking or searching (depth or breadth first) a tree-shaped space of parse states α, ϕ, τ, Γ , where α stands for a CL syntactic constituent, ϕ for its MR, τ for its type and Γ for its typing context. Transition between states is based on unification and typechecking [14] , and is fired by the grammar rules. MRs are computed on the fly, during parsing. The states may also encode morphosyntactic information.
We consider, when defining our CLs, the following syntactic constituents. We consider as content word categories proper nouns (Pns), common nouns (Ns), transitive and intransitive verbs (TVs and IVs) and adjectives (Adjs). By way of function word categories, we consider determiners (Dets), (indeterminate) pronouns (Pros), relative pronouns (Pros), conjunctions (Crds) and negations (Negs). Finally, regarding nonprimitive (whether recursive or not) constituents, we consider verb phrases (VPs), noun phrases (NPs) nominals (Noms) and complete sentences (Ss). For simplicity we have barred out of the language, subordinate clauses, which are captured, basically, by VPs combining with Relps and Noms.
Given a constituent γ, parsing yields a unique DL MR up to structural equivalence. A concept C (resp. an assertion α) is said to be structurally equivalent to (a HO formula) ϕ:e → t iff C is equivalent to the DL concept ϕ. Following DL conventions [3] , we associate (and map) the non-recursive word categories N, Adj, and IV to atomic concepts. Category TV is associated to role names. Recursive constituents, by contrast, are associated to arbitrary concepts.
We have shown elsewhere [5] how to express the optimal (for data complexity) fragment of ALCI, DL-Lite. In this section we (i) express the coNP-complete (in data complexity for QA) ALCI and then we show (ii) how to define and express in CL the maximal tractable fragments of ALCI and the minimal intractable fragments of ALCI. This will lead us to define in the first place the CL DL-English, expressing ALCI, and by restricting DL-English's grammar the IS-A i∈ [0, 7] family of CLs and EL-English, viz., the minimal intractable and maximal tractable fragments of DL-English. Figure 1 introduces DL-English's grammar G DL . For reasons of simplicity and space, we disregard morphology and polarity issues. We also omit specifying the (open) class of content words.
DL-English
Proof. In order to prove this lemma we will prove something more general, namely, that, for each VP or Nom constituent, there exists a concept C in ALCI s.t. τ (VP) ≡ C (resp. τ (Nom) ≡ C).
We prove ( †) by mutual induction on the length n (for n ≥ 1) of G DL derivations rooted in a VP or a Nom. We make use of unification to prune away undesired parse (sub)trees when walking through the space of parsing states, whenever (semantic) types and (morphosyntactic) features fail to unify. See Figures 2 and 3 for examples.
-(n = 1). We consider in this case the derivations -(n = k + 1). By induction hypothesis, for every derivation of length i ≤ k rooted in VP or Nom, there exists a concept C s.t.
where γ stands for a component derived (in G DL ) from VP (resp. Nom) in i ≤ k steps. We want to prove that the property holds for VP ⇒ k+1 γ and Nom ⇒ k+1 γ.
We have several cases to consider, namely as many as there are recursive rules for VP and Nom in G DL .
• Nom ⇒ Adj Nom ⇒ k γγ ′ . By induction hypothesis, there exists a concept
Now, Adj is a qualificative adjective and we know from G DL that in this case Adj ⇒ A with MR τ (Adj) := λD e→t .(A ⊓ D) : (e → t) → (e → t). Thus,
and A ⊓ C ′ is the concept we were looking for.
We know that in G DL TV ⇒ P , with τ (TV) ≡ P . There are only two possibilities for Det:
Let us focus, w.l.o.g. on the former. We know that in such a case it holds that τ (Det) := λD e→t .λR e→(e→t) .(∀R:C) : (e → (e → t)) → ((e → t) → (e → t)). Therefore,
and, clearly, τ (VP) ≡ ∀P :C ′′ . Notice that any other choice for Det would prevent any derivation of the whole constituent. For instance, while Det ⇒ every, constituent of (partial) MR τ (Det) := λD e→t .λE e→t .D ⊑ E : t, we cannot apply λE e→t .C ′′ ⊑ E : e → t to P : e → (e → t), due to our HO type system. See Figure 3 .
• All the other cases are dealt with analogously.
We now turn to complete utterances, viz. to DL-English sentences. There are three different ways in which a sentence S can be generated in our CL, namely:
Due to the typing constraints, the only possibilities for Det are:
Det ⇒ every or Det ⇒ no, with MR τ (Det) := λD e→t .λE
Therefore, for each S in L(G DL ) there exists an assertion α s.t. τ (S) ≡ α. This completes the proof.
⊓ ⊔
The negation normal form (NNF) of an ALCI concept C is defined by pushing negation down to atomic concepts using the De Morgan laws [3] . For every concept C in ALCI there exists an equivalent ALCI concept C ′ in NNF.
Lemma 2. For each assertion
Proof. Again, in order to prove this lemma, we prove a more general claim, namely, that for each concept C in NNF, there exists either a VP or a Nom
where C ′ is equivalent to C. This we prove by induction on C.
-(Basis). There are two cases to consider, given that C is in NNF.
• C := A. Notice that A is already in NNF. Include in the function lexicon of G DL the (terminal) production N → A with lexical semantics τ (N) := A : e → t. There are two possibilities:
Fig. 3.
A failed derivation for the VP "loves every man", since app(e → (e → t), e → t) =↑, whence the string is not well-typed and is devoid of a (partial) MR. * either Nom ⇒ N ⇒ A, * or VP ⇒ is a Nom ⇒ is a N ⇒ is a A Notice, furthermore that we can express ⊤ with the ad hoc N "thing", which is the usual DL convention [3] .
• C := ¬A. then VP ⇒ is Neg a Nom ⇒ is not a N ⇒ is not a A, with τ (VP) ≡ ¬A, by the same argument as before, which is in NNF. -(Inductive step). By inductive hypothesis we know that, for all subconcepts C ′ of C, there exists a component γ rooted in a VP or Nom s.t.:
where C ′′ is a concept equivalent to C ′ . This leaves two cases to consider, namely:
, and C ′′ is equivalent to C ′ . This gives us two possibilities for ∃P :C ′ , namely: * VP ⇒ TV NP ⇒ TV Det Nom ⇒ * P some γ ′ , with τ (VP) ≡ ∃P :C ′ , which is equivalent to ∃P :C, or * VP ⇒ TV NP ⇒ TV Pro Relp VP ⇒ * P somebody who γ ′ , where τ (VP) ≡ ∃P :C ′ , which is equivalent to ∃P :C.
Let now C ⊑ C ′ be an ALC assertion with C, C ′ in NNF. We can capture this assertion in one of two ways in DL-English:
-either S ⇒ * every Nom VP ⇒ * every γγ ′ , -or S ⇒ * everybody who VP VP ⇒ * everybody who γγ ′ , for some (two) components γ ′ and γ ′ whose existence is guaranteed by ( †). Clearly, in both cases τ (S) ≡ C ′′ ⊑ C ′′′ . Moreover, it is evident that C ′′ ⊑ C ′′′ is equivalent to C ⊑ C ′ . This completes the proof. ⊓ ⊔ From Lemmas 1 and 2, it follows immediately that DL-English expresses ALCI (up to equivalence). No man who runs some business that does not make some money is shrewd.
Theorem 1 (DL-English). DL-English expresses ALCI.
Corollary 1. QA for DL-English and (T)CQs is
Man ⊓ ∃run:(Business ⊓ ¬(∃make:Money)) ⊑ ¬Shrewd
Nobody eats only apples. ∀eats:Apple ⊑ ⊥
Everybody sleeps.
Every married man has some wife.
Anybody who has some car drives some new car or old car. ∃has:Car ⊑ ∃drives:
The family {IS-A i } i∈[0,7] of CLs
We now turn to the computational properties of each of the constructs of DL-English in isolation. We do it by essentially restricting the kind of right (i.e., C r ) and left (i.e., C l ) concepts we may express. All utterances comply with the sentence patterns "every γ l γ r " and "everybody who γ l γ r ".
The constituents γ l and γ r map to, respectively, left and right concepts, while sentences map to IS-A assertions of the form C l ⊑ C r . We consider in this paper only 8 out of all possible combinations obtained by allowing in C l and C r some subset of the DL constructs in Table 3 , giving rise to the family {IS-A i } i∈ [0, 7] of CLs shown in Table 4 . The basic kind of assertion they all express is IS-A among atomic concepts, viz., A ⊑ A ′ , captured by IS-A 0 . Notice that this can be easily achieved by, so to speak, merging the grammars from Table 3 expressing (in isolation) the C l s and C r s occuring in the DL assertions of Table 4 into a grammar for each CL IS-A i . Table 3 . Expressing concepts C f , for f ∈ {l, r}, and assertions C l ⊑ Cr, by restricting and subcategorizing rules in GDL. Table 4 . Defining the {IS-Ai} i∈ [0, 7] CLs. IS-Ai, for all i > 0, contains also the assertions of IS-A0.
Theorem 2 (IS-
AS → NP l VPr NP l → Pro l Relp l VP l NP l → Det l Nom l Pro l → anybody Relp l → who Det l → every Concept C f Constituent γ f Grammar Rules ∃P :A TV some Nom f TV somebody who VP f VP f → is a Nom f | IV | is Adj Nom f → N
Assertions αi Example(s) IS-A0
A ⊑ A1 ⊓ . . . ⊓ An Every businessman is a cunning man is a cunning man.
IS-A1
A ⊑ ∀P :A Every herbivorous eats only herbs eats only herbs.
Every Italian man drinks only strong coffee.
IS-A3
∃P :A ⊑ A1 ⊓ · · · ⊓ An Anybody who murders some person is a heartless killer.
Anybody who is loved by some person is a happy person. A ⊑ ∃P Every driver drives something.
Anybody who runs some bankrupt company is a bad businessman.
IS-A5
∀P :A ⊑ A1 ⊓ . . . ⊓ An Anybody who values only money is a greedy person.
IS-A6
A ⊑ A1 ⊔ . . . ⊔ An Every mammal is male or is female.
IS-A7
¬A ⊑ A1 ⊓ . . . ⊓ An Anybody who is not selfish is a reasonable person.
Proof. The theorem can be proved for each fragment in a manner analogous to DLEnglish. Basically, we consider two cases both on the "⇒" and the "⇐" directions of the proof, viz., a (mutual) induction on either (i) Nom l and VP l constituents or (ii) on the Nom r and VP r constituents for the if direction and a (mutual) induction over (i) a C l or (ii) a C r concept for the only if direction. With some routine adjustments to the specific syntax of the fragments and their MRs, we adapt each time the proof of Theorem 1.
Data Complexity of the IS-A i s
In [5] , we have shown how to express the DL DL-Lite for which QA (w.r.t. (T)CQs) is in LogSpace [8] , with the CLs Lite-English. We want now to know which fragments of ACE-OWL and DL-English are (i) maximal w.r.t. tractable data complexity (i.e., in PTime), and hence scale to data, and (ii) minimal w.r.t. intractable data complexity (i.e., coNP-hard), and hence do not scale. Proof. The CL IS-A 0 is subsumed by the CL Lite-English, which as we have shown elsewhere [5] expresses the DL DL-Lite for which QA w.r.t. CQs is in LogSpace in data complexity ([8] , Theorem 2).
Theorem 3. The data complexity of QA for (T)CQs is (i) in
The lower bounds for IS-A 2 , IS-A 3 , and IS-A 4 follow from the results in [8] . For IS-A 2 the result is derived from Theorem 7, case 2. For IS-A 3 , it is derived from Theorem 6, case 1. Finally, the lower bound for IS-A 4 follows from Theorem 7, case 3. Basically, this is because our CLs subsume the DLs for which those theorems hold. PTime-hardness in all three cases holds already for atomic queries. The complexity upper bounds, on the other hand, follow from results in [18] for the DL EL, which subsumes the DL assertions IS-A 2 , IS-A 3 and IS-A 4 .
The lower bounds for IS-A 5 , IS-A 6 , and IS-A 7 follow also from [8] : for IS-A 5 , we apply Theorem 8, case 3; for IS-A 6 , we apply Theorem 8, case 2; and for IS-A 7 , Theorem 8, case 1. In these three cases, TCQs are used to define a reduction from the NP-complete satisfiability problem for 2+2-clauses (defined any studied by [24] ). The coNP upper bounds for these fragments, on the other hand, derive from the coNP data complexity upper bounds for QA over expressive DLs (containing ALCI) shown in [21] and hold, again, for CQs. On the other hand, CQ q might not be a linear Datalog goal, but its body Φ(x,ȳ) [1] consists of a conjunction of m atoms A 1 (z 1 )∧· · ·∧A m (z m ), wherex∪ȳ =z 1 ∪· · ·∪z m . Note that, since q is fixed, m is constant (a fixed positive integer), and so are |ȳ| and |z i |, for i ∈ [1, m]. If we were to transform such atoms into a family of atomic queries (which are linear Datalog goals), by means of some satisfaction-preserving reduction that requires only O(log n) space, the data complexity upper bound would immediately follow.
Start by computing the program P O as described above. Since O is fixed, transforming it into P O does not affect data complexity. We transform now Φ(x,ȳ), in space logarithmic in n, into a family of linear Datalog goals, thus reducing answering q over O and D to answering a family of atomic goals over P O and D. Let [c/z] denote the grounding mappingz to the constantsc. Ground q by σ := [c/x]. Grounding q by σ, which returns the CQ of body Ψ (c,ȳ), does not affect, once again, data complexity. Next, consider all the possible groundings [c ′ /ȳ] withc ′ ∈ adom(D) |ȳ| and apply them to Ψ (c,ȳ). There are O(n |ȳ| ) such groundings. This yields a family of CQs of body Ψ (c,c ′ ), whose atoms can be stored in a registry of O(log n) size (we can encode such grounded atoms using O(log n) bits). This reduction is sound and complete. Indeed
where by "compatible" we mean thatc ′′ coincides withc on the distinguished variables (note thatz i may contain both distinguished and non-distinguished variables).
The "⇒" direction is immediate. To prove the "⇐" direction, we reason as follows. Assume for contradiction that there exists an interpretation I s.t.
|zi| "compatible", again, with c. Since I |= P O ∪ D, we have that I |= O, D and I |= Φ(c,ȳ). Therefore, for some grounding θ fromȳ into adom(D), I |= A i (z i )σθ. Now, clearly,c ′′ =c
The algorithm then proceeds by looping O(n |ȳ| ) times over the A(c ′′ )s (stored in the O(log n) registry), checking each time whether, for all i ∈ [1, k], there exists some "compatible"c ′′ s.t. P O ∪ D |= A i (c ′′ ) holds. For each atom the algorithm runs a linear Datalog non-deterministic check that uses at most O(log n) space. Clearly, such a nondeterministic algorithm decides QA using, overall, at most O(log n) space.
⊓ ⊔
We can now individuate the constructs of DL-English, and a fortiori of any CL expressing a coNP-hard ontology language that negatively affect the scalability of CL interfaces to ODBASs, namely:
-"only" in subject position (coNP-hardness of IS-A 5 ), -disjunction in predicate position (coNP-hardness of IS-A 6 ), -negation in subject position (coNP-hardness of IS-A 7 ).
EL-English: A Maximal Tractable Fragment of DL-English
The constructs from Fig 3 also allow us to identify maximal CLs contained in DLEnglish (and a fortiori ACE-OWL) w.r.t. scalability (i.e., tractable data complexity). By merging the (tractable) fragments IS-A i , for i ≤ 4, we essentially express the ELI ontology language, with syntax (notice that the assertion A ⊑ ∀P : A ′ is equivalent to
That is, the DL where negation-and disjunction free existential concepts are allowed to arbitrarily nest on both sides of ⊑. QA for ELI is PTime-complete in data complexity for (T)CQs [18] and thus induces a PTime-complete fragment of DL-English, that we term EL-English, which captures most of the constraints and axioms of real-world large-scale biomedical ontologies such as GALEN or SNOWMED [18] . EL-English is defined top-down by removing from G DL the grammar rules for negation, disjunction, and universal quantification, and the negative function words. Whence:
Proposition 1. QA for EL-English and (T)CQs is PTime-complete in data complexity.
In such a CL arbitrary sentence subordination (and relatives), in combination with, existential quantification and conjunction among VPs or Noms is allowed. Universal quantification is highly controlled and negation and disjunction are ruled out.
Discussion
In general, intractability (w.r.t. data complexity) will arise in every CL that induces a partitioning of the data of the OBDAS's DB. This will happen whenever their MRs can simulate full negation, conjunction and disjunction: the technical coNP-hardness results from [8] , on which we ground our own work, are based on this intuition. We can thus say that CLs like IS-A 5 , IS-A 6 , IS-A 7 , and a fortiori DL-English (which contains them all) are "booleanly closed". EL-English, on the other hand, by being a negation-free fragment of DL-English, remains tractable.
Conclusions
In this paper we have studied the data complexity of querying OBDASs in controlled English. We have shown that optimal (i.e., LogSpace) and tractable (i.e., PTime) data complexity (w.r.t. (T)CQs) is basically attained by constraining the behaviour of certain function words, namely those expressing universal restrictions, negations and disjunctions of concepts and roles in the underlying DL ontologies. They must not be allowed to occur both in the subject and predicate of CL sentences. Moreover, they can only occur in carefully sought positions of CL sentences. This is the case with the CLs IS-A 0 , IS-A 1 , IS-A 2 , IS-A 3 , IS-A 4 , and EL-English. Relaxing the constraints on negation, disjunction, universal determiners, and pronouns, as in IS-A 5 , IS-A 6 and IS-A 7 , until the components in sentence subjects and predicates become symmetrical, as in DL-English (or more expressive CLs), yields coNP-hardness. Table 6 summarizes the computational properties associated to each such combination of (controlled) English function words.
Computational complexity will be higher if we consider combined complexity i.e., when we consider as inputs not only the data but also the ontology (and possibly the query). Satisfiability for ALCI is ExpTime-complete (ExpTime is the class of problems solvable by a deterministic algorithm in exponential time) [3] . Since DL-English expresses ALCI and for this DL QA of TCQs (but not CQs) reduces to unsatisfiability, this entails that QA for TCQs is ExpTime-complete. Instead, QA for CQs is 2ExpTime-complete [9, 17] in ALCI, and hence in DL-English. VPs, but no negation Intractable relatives and negation in negation in subject NPs (coNP-hard) subject NPs and in predicate VPs "only" in subject NPs
As related work we must mention the computational complexity results regarding the satisfiability problem for several fragments of (and CLs obtained from) English by Slavkovic [29] and Pratt and Third [23] , from which upper and lower complexity bounds for the combined complexity of QA can be derived in some cases. Such fragments and CLs are orthogonal in expressiveness to the CLs studied in this paper. In the case of Pratt and Third's declarative fragments, termed fragments of English (FOEs), we have provided in [32] data complexity results for QA (albeit w.r.t. TCQs only). In particular, we show that "booleanly closed" FOEs are intractable not only w.r.t. combined complexity and/or satisfiability, but exhibit intractable data complexity for QA.
