Lineare Unabhängigkeit von Hermiteschen Modulformen by Heck, Thorsten
Lineare Unabhängigkeit
von Hermiteschen Modulformen
Von der Fakultät für Mathematik, Informatik und Naturwissenschaften
der Rheinisch-Westfälischen Technischen Hochschule Aachen
zur Erlangung des akademischen Grades eines
Doktors der Naturwissenschaften
genehmigte Dissertation
vorgelegt von
Diplom-Mathematiker
Thorsten Heck
aus Düren
Berichter: Univ.-Prof. Dr. rer. nat. Aloys Krieg
Univ.-Prof. Dr. rer. nat. Sebastian Walcher
Tag der mündlichen Prüfung: 20. September 2007
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar.

Inhaltsverzeichnis
Einleitung 5
1 Grundlagen 7
1.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Hermitesche Matrizen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Positiv definite Matrizen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Symplektische Matrizen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5 Der Hermitesche Halbraum . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.6 Imaginär-quadratische Zahlkörper . . . . . . . . . . . . . . . . . . . . . . . 24
1.7 Fundamentalbereich . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.8 Modulformen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2 Minima 35
2.1 Reelle Theorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2 Minima in imaginär-quadratischen Zahlkörpern . . . . . . . . . . . . . . . 37
3 Kegel, Kerne und Träger 41
3.1 Kegel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Kerne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Semihüllen und Träger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Typ-2-Funktionen 55
4.1 Definition und Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Die dyadische Spur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Wichtige Eigenschaften der dyadischen Spur . . . . . . . . . . . . . . . . . 65
5 Beispiele 73
5.1 Die dyadische Spur für n = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Die dyadische Spur für n = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Index 89

Einleitung
In der Theorie der Modulformen ist es von Interesse, die lineare Unabhängigkeit von
Modulformen rechnerisch zu bestimmen. Dies geschieht in der Regel über die Bestim-
mung der Fourierkoeffizienten der Modulformen. Dabei ist im Allgemeinen nicht exakt
bekannt, wie viele Fourierkoeffizienten bestimmt werden müssen, um die Gleichheit von
Modulformen sicher zu erkennen. Es existieren aber verschiedene Abschätzungen wie
Satz 1.68 für Hermitesche Modulformen.
In (PY00) zeigen C. Poor und D.Yuen einen Weg auf, bessere Abschätzungen für Siegel-
sche Modulformen zu erhalten. Neben verbesserten allgemeinen Betrachtungen über die
Träger von Modulformen wird dort die Eignung der dyadischen Spur einer Matrix auf-
gezeigt, um die klassischen Abschätzungen deutlich zu verbessern.
Die vorliegende Arbeit setzt nun diesen Ansatz fort, um zu entsprechenden Ergebnissen
für Hermitesche Modulformen zu gelangen.
Nach einführenden Notationen definieren wir in Abschnitt 1.1 die Abbildung ·ˆ, die uns
später helfenwird, reelle Ergebnisse auf komplexe Zahlen zu übertragen. In Abschnitt 1.2
führenwir dann die hermiteschenMatrizen Her(n;C) ein und zeigen erste Eigenschaften
auf. Abschnitt 1.3 stellt dann die positiv (semi-) definitenMatrizen sowie ihre wichtigsten
Eigenschaften vor.
Abschnitt 1.4 behandelt die symplektischen Matrizen, die analog zum reellen Fall defi-
niert werden. Die hermiteschen Matrizen aus Abschnitt 1.2 ermöglichen es uns nun in
Abschnitt 1.5, den Hermiteschen Halbraum zu definieren, auf dem die symplektischen
Matrizen operieren. Dieser Halbraum wird später der Definitionsbereich der Modulfor-
men, die wir hier behandeln.
Imaginär-quadratische Zahlkörper K = Q(
√
d) mit d < 0 und ihre Ganzheitsringe OK
werden in Abschnitt 1.6 behandelt. Ebenso wird hier das zu OK duale Gitter O]K vorge-
stellt und im Bezug auf den reellen Fall untersucht.
In Abschnitt 1.7 stellen wir kurz die Reduktionstheorie nach Humbert (Hum40) vor, wie
sie im Falle von KörpernQ(
√
d)mit Klassenzahl 1 gilt. Damit definieren wir den Funda-
mentalbereich F.
Im letzten Abschnitt von Kapitel 1 werden die HermiteschenModulformen und ihre Fou-
rierentwicklungen angeführt. Wir betrachten dabei Modulformen zu Γn := Sp(n;OK),
womit der Bezug zu den imaginär-quadratischen Zahlkörpern klar wird.
Kapitel 2 stellt nun die Theorie der Minima von Matrizen vor. Abschnitt 2.1 behandelt
zunächst den reellen Fall, um auf Abschnitt 2.2 vorzubereiten, wo Matrizen in imaginär-
quadratischen Zahlkörpern behandelt werden. Hier können wir die Abbildung ·ˆ aus Ab-
schnitt 1.1 anwenden, um die Ergebnisse aus dem reellen Fall zu übertragen. Damit ge-
lingt in Korollar 2.12 sogar die Bestimmung der Hermite-Konstanten für n = 4.
Anschließend stellen wir in Kapitel 3 die Begriffe Kegel (Abschnitt 3.1) und Kern (Ab-
schnitt 3.2) nach (PY00) vor, wie wir sie für die weiteren Untersuchungen benötigen. Die
Definitionen werden dabei erweitert auf Matrizen in Her(n;C).
Im folgenden Abschnitt 3.3 schließlich werden die eingeführten Begriffe verwendet, um
die Semihüllen von Trägern von hermiteschen Modulformen zu definieren. Diese Kon-
struktion ermöglicht es uns einerseits, Ergebnisse aus den Abschnitten über Kegel und
Kerne auf die Träger vonModulformen anzuwenden. Andererseits erhalten wir dadurch
neue Aussagen über die Maximumsstellen von Modulformen, die es uns erlauben, Aus-
sagen zu treffen, welche Fourierkoeffizienten einer Spitzenform berechnet werden müs-
sen, damit die Spitzenform als identisch Null erkannt werden kann.
In Kapitel 4 werden die Typ-1- und Typ-2-Funktionen vorgestellt, die uns in Verbindung
mit den Ergebnissen aus Abschnitt 3.3 ein weiter verbessertes Ergebnis ermöglichen.
Eine besondere Typ-2-Funktion wird anschließend in Abschnitt 4.2 vorgestellt, die dyadi-
sche Spur wK. Ihre Bedeutung für diese Arbeit liegt darin, dass sie eine Klassenfunktion
ist, also nur von der Äquivalenzklasse einer Matrix abhängt. Damit reicht es, die Bedin-
gungen aus Abschnitt 4.1 nur für jeweils einen Vertreter einer Klasse zu prüfen, den man
entsprechend vorteilhaft auswählen kann.
Die dyadische Spur ist über ihre Definition nur schwer zu berechnen. In Abschnitt 4.3
werden die wichtigsten Eigenschaften der dyadischen Spur hergeleitet. Das Ergebnis ist
in Proposition 4.32 zusammengefasst, es bietet uns mehr Möglichkeiten, die dyadische
Spur explizit zu bestimmen.
Kapitel 5 stellt zum Abschluß einige Ergebnisse über die dyadische Spur in den Fällen
n = 2 und n = 3 vor, jeweils für Körper mit der Klassenzahl 1 und für reduzierte Matri-
zen. Dabei werden zunächst die Redukionseigenschaften explizit bestimmt. In den einfa-
cheren Fällen läßt sich für n = 2 die dyadische Spur explizit berechnen, für d ≤ −3 lassen
sich jedoch nur noch Abschätzungen für wK finden, genau wie im Fall n = 3.
1 Grundlagen
1.1 Notation
Zunächst legen wir die Notation für einige Begriffe fest.
1.1 Definition. Seien m, n ∈ N und R ⊂ C ein Ring. Wir bezeichnen die Menge der m× n-
Matrizen über Rmit Mat(m× n;R) und den n-dimensionalen Spaltenraum als Rn.
Die Standardbasis von Mat(m× n;R) als R-Modul setzt sich zusammen aus den Matri-
zen eµν für 1 ≤ µ ≤ m, 1 ≤ ν ≤ n. Dabei hat eµ,ν eine 1 an der Stelle (µ, ν), ansonsten
Nullen.
Wir identifizieren Mat(n × 1;R) mit Rn. In diesem Fall besteht die Standardbasis aus
den Einheitsvektoren. Mit ej = ej,1 für 1 ≤ j ≤ n bezeichnen wir den j-ten Einheitsvek-
tor in Rn. Der Vektor ej hat an Stelle j eine 1 und ansonsten Nullen. Die Einheitsmatrix
bezeichnen wir mit E = En ∈ Mat(n;C).
Die Transponierte einer Matrix M ∈ Mat(m × n;R) bezeichnen wir mit M′∈ Mat(n ×
m;R).
Ist S = (skl)kl ∈ Mat(n;R) quadratisch, so bezeichnen wir die Diagonalelemente skk
abkürzend auch mit sk. Die Spur einer quadratischen Matrix S = (skl)kl ∈ Mat(n;R)
ist die Summe der Diagonalelemente und wird hier mit Sp (S) := ∑nk=1 skk = ∑
n
k=1 sk
bezeichnet.
Für k ∈ N und z1, . . . , zk ∈ C bezeichnen wir die k× k-Matrix, die die z1, . . . , zk auf der
Hauptdiagonalen und sonst Nullen hat, mit [z1, . . . , zk].
Für eine Matrix M = (mkl) ∈ Mat(n;R) definieren wir die Diagonale durch
diagM := [m1, . . . ,mn]. ?
Im Folgenden sei stets n ∈ N, falls nichts anderes angegeben wird.
Für unsere Betrachtungen ist die Gruppenstruktur der invertierbaren Matrizen wichtig.
1.2 Definition. Sei n ∈ N. Wir definieren die allgemeine lineare Gruppe
GL(n;R) := {M ∈ Mat(n;R); es ex. V ∈ Mat(n;R)mit VM = MV = E.}
Gilt VM = MV = E, so bezeichnen wir das Inverse V von M mit V = M−1. ?
Wir interessieren uns hauptsächlich für die Körper R und C sowie die imaginär-quadra-
tischen Zahlkörper Q[
√
d] mit d ∈ Z, d < 0. Wegen R ⊂ C sind alle von uns betrachte-
ten Ringe kommutativ, in der Definiton der allgemeinen linearen Gruppe fallen also die
Links- und die Rechtsinversen zusammen.
1.1 Notation
Handelt es sich beim Ring R um einen euklidischen Ring, so können wir Erzeuger der
Gruppe GL(n;R) in folgender Art angeben. Alle bei uns betrachteten Ringe sind eukli-
disch.
1.3 Lemma. Sei R ein euklidischer Ring und n ≥ 2. Die Gruppe GL(n;R)wird erzeugt von
den Matrizen [e, 1, . . . , 1], wobei e eine beliebige Einheit von R sei, den Permutations-
matrizen Pkl = (e1, . . . , ek−1, el , ek+1, . . . , el−1, ek, el+1, . . . , en) für 1 ≤ k < l ≤ n und der
Matrix A = E+ e12. ?
Beweis: Vergleiche (Kri85, Satz 2.2, S. 16). 
Folgende Definition wird uns helfen, Ergebnisse aus der reellen Theorie auf Teilringe von
C anzuwenden.
1.4 Definition. Für eine komplexe Zahl a ∈ C definieren wir aˆ ∈ Mat(2;C) als darstellende
Matrix der C-linearen Abbildung C→ C, z 7→ az bezüglich der Standard-R-Basis (1, i)
von C.
Dies erweitern wir noch und definieren für eine Matrix A ∈ Mat(m × n;C) die Ma-
trix Aˆ ∈ Mat(2m × 2n;C) als darstellende Matrix der Abbildung Cn → Cm, z 7→ Az
bezüglich der Basen (e1, ie1, . . . , en, ien) und (e1, ie1, . . . , em, iem). ?
Wir erläutern die Definition in der folgenden Proposition. Wir werden später nur noch
die kommende Darstellung für aˆ verwenden.
1.5 Proposition. a) Für a = a1 + ia2 ∈ C, a1, a2 ∈ R ist
aˆ =
(
a1 −a2
a2 a1
)
und det aˆ = |a|2.
b) Für A = (akl) ∈ Mat(n;C) besteht Aˆ aus den 2× 2-Matrizen aˆkl als Block an der
Stelle (k, l). ?
Beweis: a) Sei z = z1 + iz2 ∈ C mit z1, z2 ∈ R. Also hat z in der Standard-Basis die
Darstellung ( z1z2 ). Es ist damit(
a1 −a2
a2 a1
)(
z1
z2
)
=
(
a1z1 − a2z2
a2z1 + a1z2
)
.
Mit az = a1z1 − a2z2 + i(a2z1 + a1z2) folgt die erste Behauptung.
Die Aussage über die Determinante ergibt sich aus
det aˆ = a21 + a
2
2 = |a|2.
b) Sei A wie angebeben und 1 ≤ k ≤ n. Man betrachte Az für z = ek und z = iek. Es
sind Aek =
( a1k
...
ank
)
und Aiek = i(Aek). Stellt man diese wieder in der angegebenen
R-Basis dar, erhält man als (2k − 1)-te Spalte von Aˆ den Vektor

Re a1k
Im a1k
...
Re ank
Im ank
 und als
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2k-te Spalte von Aˆ den Vektor

− Im a1k
Re a1k
...− Im ank
Re ank
. Die beiden Spalten zusammen bestehen
also aus den Blöcken aˆ1k bis aˆnk. 
Für die Übertragbarkeit der reellen Ergebnisse auf den komplexen Fall ist die Multipli-
kativität von ·ˆ entscheidend. Diese liefert uns das folgende Lemma.
1.6 Lemma. Seien A ∈ Mat(m× n;R) und B ∈ Mat(n× p;R)mit m, n, p ∈ N.
a) Dann gilt ÂB = AˆBˆ. Insbesondere ist
·ˆ : C× = C \ {0} → GL(2;R)
ein Gruppenhomomorphismus.
b) Es gilt (̂A′) = (Â)
′
. ?
Beweis: a) Es gilt A · (B · z) = (AB) · z für alle z ∈ C. Außerdem sind die Matrizen
Aˆ und Bˆ definiert als darstellende Matrizen von Abbildungen, hier ist die Multi-
plikativität ebenfalls aus der Linearen Algebra bekannt. Damit ist die Behauptung
klar.
Für den Zusatz beachte noch, dass mit Proposition 1.5a) aˆ genau dann invertierbar
ist, wenn a 6= 0 gilt.
b) Für a = u+ iv ∈ C ist zunächst
aˆ =
(
u v
−c u
)
= aˆ′.
Für eine Matrix A = (akl)kl ∈ Mat(m× n;C) erhalten wir damit
(̂A′) = (̂alk)kl = (aˆlk)kl = ((aˆ)
′
lk)kl = (Â)
′
. 
Als Anwendung erhalten wir das folgende Korollar:
1.7 Korollar. Für A ∈ Mat(n;C) ist
det Aˆ = |det A|2. ?
Beweis: Sei zunächst det A = 0. Dann gibt es ein 0 6= b ∈ Cn mit Ab = 0. Mit Lemma 1.6
folgt 0 = Âb = Aˆbˆmit bˆ 6= 0. Also ist auch Aˆ nicht invertierbar, det Aˆ = 0.
Sei nun det A 6= 0, also A ∈ GL(n;C). Mit Lemma 1.6 ist klar, dass wir uns auf Erzeuger
von GL(n;C) beschränken können.
Betrachten wir also zuerst M = [z, 1, . . . , 1] mit z ∈ C \ {0}. Hier ist detM = z und
Mˆ = [zˆ, E2, . . . , E2], also det Mˆ = det zˆ = |z|2 mit Proposition 1.5.
Permutationsmatrizen einer Transposition haben stets die Determinante−1, da sie durch
eine Zeilenvertauschung aus E hervorgehen. Für die Permutationsmatrix Pkl (1 ≤ k <
l ≤ n) hat P̂kl die Gestalt (e1, . . . , e2k−2, e2l−1, e2l , e2k+1, . . . , e2l−2, e2k−1, e2k, e2l+1, . . . , e2n),
wobei die Einheitsvektoren hier aus C2n sind. P̂kl hat also die Determinante 1, da sie
1 Grundlagen –9–
1.2 Hermitesche Matrizen
durch zwei Zeilenvertauschungen aus E2n hervorgeht (Zeile 2k− 2 wird mit Zeile 2l − 2
vertauscht und Zeile 2k − 1 mit Zeile 2l − 1), die Behauptung folgt also auch für die
Permutationsmatrizen.
Für die Matrix A aus Lemma 1.3 schließlich gilt: A und Aˆ sind obere Dreiecksmatrizen
mit Einsen auf der Diagonale, haben also beide die Determinante 1. 
1.2 Hermitesche Matrizen
Wir erweiteren den Begriff der symmetrischen Matrizen auf Matrizen mit komplexen
Einträgen, indem wir nicht nur die Invarianz unter Transponierung fordern, sondern
unter gleichzeitiger Transponierung und Konjugation:
1.8 Definition. Sei R ⊂ C ein Ring. Die Menge der hermiteschen Matrizen auf R ist defi-
niert als
Her(n;R) :=
{
S ∈ Mat(n;R); S = S′
}
. ?
1.9 Bemerkung. Wegen z = z ⇔ z ∈ R sind die Diagonalelemente von hermiteschen
Matrizen reell. Insbesondere ist Her(1;C) = R. ?
Durch die n(n−1)2 komplexen Zahlen über der Diagonalen sind die Einträge unter der
Diagonalen bereits festgelegt. Es folgt also:
1.10 Proposition. Her(n;C) ist ein n2-dimensionaler Vektorraum über R. ?
Folgende abkürzende Schreibweise werden wir oft verwenden. Sie ist eine Erweiterung
der Schreibweise für reelle Matrizen.
1.11 Definition. Für Matrizen A ∈ Mat(n;C) und B ∈ Mat(n×m;C) definieren wir
A [B] := B′AB. ?
A [B] wird in der Regel als „A angewendet auf B“ gesprochen.
1.12 Proposition. Sei B ∈ Mat(n×m;C) Ist A ∈ Her(n;C), so ist auch A [B] ∈ Her(m;C).
Insbesondere ist A[z] ∈ Her(1;C) = R für alle z ∈ Cn. ?
Beweis: Wir haben
A [B]
′
= (B′AB)
′
= B′A′B = B′AB = A [B] . 
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In Erweiterung von Lemma 1.6 erhalten wir folgenden Aussage über S [g]:
1.13 Bemerkung. Mit Lemma 1.6 gilt für S ∈ Mat(n;C) und g ∈ Cn auch
Sˆ [gˆ] = Ŝ [g]. ?
Beweis: Wir ergänzen gmit Nullen zu einerMatrix G ∈ Mat(n;C), also G = (g, 0, . . . , 0).
Mit Lemma 1.6 folgt Sˆ [Gˆ] = Ŝ [G]. Die Behauptung ergibt sich, da der obere linke Eintrag
in S [G] dem ursprünglichen S [g] entspricht. 
Folgende Rechnung ist für uns an verschiedenen Stellen hilfreich.
1.14 Lemma (Quadratische Ergänzung). Sei m ∈ N, m < n. Sei S = ( A BB′ C ) ∈ Her(n;C),
wobei der obere linke m× m-Block A invertierbar sei, also A = A′ ∈ GL(m;C). Dann
ist
S [
(
Em −A−1B
0 En−m
)
] =
(
A 0
0 C− A−1 [B]
)
.
?
Beweis: Nachrechnen ergibt wegen A = A′ und damit auch A−1 = A−1
′
:(
A B
B′ C
)
[
(
E −A−1B
0 E
)
] =
(
E 0
−(A−1B)′ E
)(
A B
B′ C
)(
E −A−1B
0 E
)
=
(
E 0
−B′A−1 E
)(
A −B+ B
B′ −A−1 [B] + C
)
=
(
A 0
−B′ + B′ −A−1 [B] + C
)
=
(
A 0
0 C− A−1 [B]
)
. 
Von besonderer Bedeutung ist hier det
(
E −A−1B
0 E
)
= 1, also
det S = det
(
A 0
0 C− A−1 [B]
)
.
Ebenso wie reelle, symmetrischeMatrizen sind auch hermitescheMatrizen diagonalisier-
bar.
1.15 Lemma. Für jedes S ∈ Her(n;C) existieren ein V ∈ GL(n;C) mit VV ′ = E und eine
eindeutig bestimmte reelle Diagonalmatrix D = [d1, . . . , dn] ∈ Mat(n;R) derart, dass
d1 ≤ d2 ≤ · · · ≤ dr, dj 6= 0 für 1 ≤ j ≤ r und dr+1 = · · · = dn = 0 mit einem 0 ≤ r < n
und S [V] = D. Dabei ist r der Rang von S. ?
Beweis: Dies ist der Satz über die Hauptachsentransformation (Spektralsatz). Der Be-
weis wird hier nicht angeführt, vergleiche (Koe85, Satz 6.2.5). 
Die Diagonalelemente d1, . . . , dn aus Lemma 1.15 sind die Eigenwerte von S, wir haben
det S = d1 · . . . · dn und Sp (S) = Sp (SVV ′) = Sp (S [V]) = d1 + · · ·+ dn.
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1.3 Positiv definite Matrizen
Wir benötigen eine Verallgemeinerung des Positivitätsbegriffes auf komplexe Matrizen.
Dies geschieht analog zum reellen Fall.
1.16 Definition. Für einen Ring R ⊂ C definieren wir die positiv definiten hermiteschen
Matrizen
Pos(n;R) := {S ∈ Her(n;R); S [u] > 0 für alle u ∈ Rn \ {0}}
und schreiben S > 0 für S ∈ Pos(n;R).
Ist S [u] ≥ 0 für alle u ∈ Rn, so nennen wir S positiv semidefinit und schreiben S ≥ 0.
Die Menge aller positiv semidefiniten Matrizen bezeichen wir mit Psd(n;R).
Für S, T ∈ Her(n;C) schreiben wir
S > T ⇔ S− T > 0 und S ≥ T ⇔ S− T ≥ 0. ?
Die grundlegenden Eigenschaften und die am häufigsten verwendeten Kriterien zur
Charakterisierung von positiv definiten Matrizen finden sich im folgenden Lemma.
1.17 Lemma. Sei S ∈ Her(n;C). Folgende Aussagen sind äquivalent:
a) S ∈ Pos(n;C).
b) Sˆ ∈ Pos(2n;R).
c) S = U′U für ein U ∈ GL(n;C).
d) S ist positiv semidefinit und invertierbar.
e) S ist invertierbar und S−1 ist positiv definit.
f) Für alle A ∈ GL(n;C) ist S [A] > 0.
g) Es gibt ein V ∈ GL(n;C) mit VV ′ = E und eine Diagonalmatrix D mit reellen,
positiven Einträgen, so dass S [V] = D gilt.
h) Alle Eigenwerte von S sind positiv.
Beweis: a)⇒g): Sei S positiv definit. Mit Lemma 1.15 folgt die Existenz eines invertier-
baren V und einer Diagonalmatrix D = [d1, . . . , dn] mit S [V] = D. Für k = 1, . . . , n
betrachten wir nun
dk = D [ek] = (S [V]) [ek] = S [(Vek)] > 0,
da Vek 6= 0 wegen detV 6= 0 gilt. Damit folgt g).
a)⇔f): Mit A ∈ GL(n;C) und g ∈ Cn gilt Ag = 0 ⇔ g = 0. Für alle g 6= 0 folgt also für
ein positiv definites S
(S [A]) [g] = S [Ag] > 0,
also S [A] > 0. Für die Rückrichtung betrachtet man A = E ∈ GL(n;C).
g)⇒c): Seien V, D = [d1, . . . , dn] wie in g). Definiere nun W := [
√
d1, . . . ,
√
dn], es gilt
alsoWW = D. Damit erhalten wir
S [V] = V ′SV = D ⇔ S = VDV ′ = (VW)VW ′ = U′U
mit U := VW ′ ∈ GL(n;C).
–12– 1 Grundlagen
1.3 Positiv definite Matrizen
c)⇒a): Seien U wie in c) und g ∈ Cn \ {0}. Dann ist v := Ug 6= 0, und es gilt
S [g] = g′U′Ug = v′v =
n
∑
k=1
|vk|2 > 0.
Also ist S ∈ Pos(n;C).
g)⇔h): Dies ist klar, da die Eigenwerte von S genau die Diagonalelemente von D sind.
d)⇔g): Aus Lemma 1.15 erhalten wir Rang S = RangD. Mit S ≥ 0 erhalten wir dk ≥ 0
für alle 1 ≤ k ≤ n, aus der Invertierbarkeit von S ergibt sich dk 6= 0. Die Rückrich-
tung ist mit der Rangaussage klar.
g)⇔e): Mit der Darstellung aus g) gilt S−1 = V ′−1D−1V−1 = VD−1V ′ mit
D−1 = [d−11 , . . . , d
−1
n ].
Damit folgt S−1 > 0 analog zu g)⇒a). Die Rückrichtung folgt durch umgekehrte
Betrachtung.
a)⇔b): Dieser für uns wichtigste Teil ergibt sich mit Bemerkung 1.13. Wegen S [g] ∈ R
gilt Sˆ [gˆ] = Ŝ [g] =
(
S[g] 0
0 S[g]
)
. Diese Matrix ist genau dann positiv definit, wenn
S [g] > 0.
Zu g ∈ Cn ist gˆ ∈ Mat(2n× 2;R). Wir bezeichnenmit g˜ die erste Spalte von gˆ. Dann
ist
S [g] =
(
Ŝ [g]
)
1,1
= Sˆ [g˜] .
Durchläuft g˜ ganz R2n \ {0}, so auch g ganz Cn \ {0}. Dies zeigt die Äquivalenz
von a) und b). 
Analoge Eigenschaften kann man durch Stetigkeitsargumente für positiv semidefinite
Matrizen finden.
1.18 Korollar. Sei S ∈ Her(n;C). Folgende Aussagen sind äquivalent:
a) S ∈ Psd(n;C).
b) Sˆ ∈ Psd(2n;R).
c) Es gibt einW ∈ Mat(n;C)mit S = W ′W.
d) Für alle A ∈ Mat(n×m;C) ist S [A] ≥ 0.
e) Es gibt ein V ∈ GL(n;C) mit VV ′ = E und eine Diagonalmatrix D mit reellen,
nichtnegativen Einträgen, so dass S [V] = D. ?
Beweis: Der Beweis verläuft analog zum Beweis von Lemma 1.17. Man beachte dabei
insbesondere die Stetigkeit von det(·) und (S, g) 7→ S [g] in den jeweiligen Einträgen. 
Die Diagonalelemente von definiten und semidefiniten Matrizen lassen sich noch näher
charakterisieren:
1.19 Korollar. Sei S ∈ Her(n;C).
a) Ist S 6= 0 positiv semidefinit, so sind alle Diagonalelemente von S nicht-negativ,
und Sp (S) > 0.
b) Ist S positiv definit, so sind die Diagonalelemente und die Determinante von S
positiv. ?
Beweis: Mit Lemma 1.15 sind die Eigenwerte λ1, . . . ,λn von S nichtnegativ für S ≥ 0
bzw. positiv für S > 0. Weiter ist Sp (S) = ∑nj=1 λj und det S = ∏
n
j=1 λj. Beachtet man
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weiterhin, dass für S 6= 0 mindestens ein Eigenwert positiv ist, folgen die Behauptun-
gen. 
Die Diagonalelente einer positiv definiten Matrix geben eine obere Grenze für die Deter-
minante.
1.20 Korollar (Hadamardsche Ungleichung). Sei S = (skl) ∈ Pos(n;C). Dann gilt
det S ≤ s1 · . . . · sn. ?
Beweis: Beweis durch Induktion nach n. Im Fall n = 1 ist die Aussage klar. Für n > 1
zerlegen wir S =
(
T t
t′ sn
)
mit T ∈ Mat(n − 1;C). Es ist sn = S [en] > 0, weiter ist auch
T > 0 wegen T [h] = S [
(
h
0
)
] für h ∈ Cn−1.
Wir wenden nun Lemma 1.14 und erhalten die Diagonalmatrix
R := S
[(
En−1 −T−1
0 1
)]
=
(
T 0
0 sn − T−1 [t]
)
.
Es ist R > 0. Mit det S = detR = (sn − T−1 [t])det T > 0 und det T > 0 wegen T > 0
folgt auch T−1 [t] > 0 und (sn − T−1 [t]) > 0. Es gilt also
0 < sn − T−1 [t] ≤ sn.
Zusammen mit der Induktionsvoraussetzung det T ≤ s1 · . . . · sn−1 folgt die Behaup-
tung. 
Häufig ist es hilfreich, dass wir positiv definite Matrizen als Produkt von einfacher struk-
turierten Matrizen schreiben können:
1.21 Korollar (Jacobi-Darstellung). Jedes S ∈ Pos(n;C) hat eine eindeutige Darstellung in
der Form S = D [B], wobei D > 0 eine Diagonalmatrix ist und B ∈ Mat(n;C) eine obere
Dreiecksmatrix ist, deren Diagonalelemente alle 1 sind. ?
Die Matrizen B in diesem Satz haben die Determinante 1, es gilt also det S = detD.
Beweis: Die Existenz wird per Induktion nach n bewiesen. Für n = 1 ist die Aussage
klar. Sei nun S =
(
T t
t′ sn
)
mit sn > 0 und T ∈ Pos(n − 1;C) wie im Beweis von Ko-
rollar 1.20. Nach Induktionsvoraussetzung hat T die Darstellung T = D1 [B1] mit einer
Diagonalmatrix D1 und einer oberen Dreiecksmatrix B1, deren Diagonalelemente alle 1
sind. Mit Lemma 1.14 gilt nun
S
[(
En−1 −T−1t
0 1
)]
=
(
T 0
0 sn − T−1 [t]
)
⇔ S =
(
D1 [B1] 0
0 sn − T−1 [t]
)[(
En−1 −T−1t
0 1
)−1]
=
(
D1 0
0 sn − T−1 [t]
) [(
B1 0
0 1
)(
En−1 T−1t
0 1
)]
.
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Die erste Matrix D :=
(
D1 0
0 sn−T−1[t]
)
>0 ist eine Diagonalmatrix, B :=
( B1 0
0 1
) · ( En−1 T−1t
0 1
)
eine obere Dreiecksmatrix mit Einsen auf der Diagonalen als Produkt von ebensolchen.
Zur Eindeutigkeit: Seien S = D1 [B1] = D2 [B2] zwei Darstellungen in obiger Form. Es
folgt
D1 [B1B−12 ] = (D1 [B1]) [B
−1
2 ] = D2.
R := (rkl) := B1B−12 ist nun ebenfalls eine obere Dreiecksmatrix mit Einsen auf der Dia-
gonalen. Nehmen wir R 6= En an. Sei rµν der erste Eintrag einer Spalte über der Diago-
nalen, der nicht Null ist, also seien µ, ν ∈ {1, . . . , n} mit µ < ν, rµν 6= 0 und rkν = 0 für
1 ≤ k < µ. Wir betrachten den (µ, ν)-Eintrag von D1 [R]:
(R′D1R)µν =
n
∑
k=1
rkµdkkrkν =
µ
∑
k=µ
rkµdkkrkν = dµµrµν 6= 0,
da rkµ = 0 für k > µ und rkν = 0 für k < µ. Folglich ist D1 [B1B−12 ] keine Diagonalmatrix,
wir erhalten einen Widerspruch und damit B1 = B2 sowie D1 = D2. 
Eine weitere wichtige Charakterisierung der positiv definiten Matrizen liefern uns die
Hauptminoren.
1.22 Definition (Hauptminoren). Sei M = (mkl) ∈ Mat(n;C) und 1 ≤ k ≤ n. Wir nennen
den oberen, linken k× k-Block Mk und dessen Determinante dk(M), also
Mk := M [
( Ek
0
)
] und dk(M) := detMk.
dk(M) heißt der k-te Hauptminor von M. Es ist d1(M) = m1 und dn(M) = detM. ?
Hat M = (mkl) eine Darstellung wie in Korollar 1.21 mit D = [δ1, . . . , δn], so ist δ1 = m1
und δk =
dk(M)
dk−1(M)
für 1 < k ≤ n.
Mit den in den letzten Beweisen kennengelernten Argumenten können wir folgende
nützliche Charakterisierung positiv definiter Matrizen durch ihre Hauptminoren herlei-
ten:
1.23 Satz. Sei S ∈ Her(n;C). S ist genau dann positiv definit, wenn alle Hauptminoren
d1(S), . . . , dn(S) positiv sind.
Ist S positiv semidefinit, so sind alle Hauptminoren von S nichtnegativ. ?
Beweis: Ist S > 0, so beachte zu k = 1, . . . , n und g ∈ Ck \ {0}
Sk [g] = S [
(
g
0
)
] > 0,
also Sk > 0. Mit Korollar 1.18 sind auch die Hauptminoren dk von S positiv.
Seien nun umgekehrt alle Hauptminoren von S positiv. Wir zeigen S > 0 mit vollständi-
ger Induktion nach n. Für n = 1 ist die Aussage trivial, sei nun also n > 1. Wir zerlegen
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S wieder in der Form S =
(
T t
t′ sn
)
mit T ∈ Mat(n− 1;C). Da die ersten n− 1 Haupt-
minoren von S auch die von T sind, ist T nach Induktionsvoraussetzung positiv definit
und damit auch invertierbar.
Wir wenden nun die quadratische Ergänzung Lemma 1.14 an und erhalten
R := S [
(
En−1 − ∈ Tt
0 1
)
] =
(
T 0
0 sn − T−1 [t]
)
mit det S = detR = (sn − T−1 [t])det T > 0. Zusammen mit T > 0 ergibt sich R > 0 und
damit auch S > 0.
Die Aussage über positiv semidefinite Matrizen erhält man aus der Stetigkeit der Deter-
minatenabbildung. 
Die Hauptminoren liefern uns auch eine Aussage über beliebige 2 × 2-Untermatrizen
einer positiv definiten Matrix.
1.24 Korollar. Seien n > 1, S = (skl)kl ∈ Her(n;C) und 1 ≤ µ < ν ≤ n. Damit definieren
wir die 2× 2-Untermatrix
T :=
(
sµµ sµν
sνµ sνν
)
.
Ist S positiv definit oder positiv semidefinit, so ist auch T positiv definit bzw. positiv
semidefinit. ?
Beweis: Mit Lemma 1.17 f) bzw. Korollar 1.18 d) erkennt man, dass unter gleichzeiti-
ger Vertauschung von Spalten und Zeilen die Definitheit bzw. Semidefinitheit erhalten
bleibt. Man kann also o. B. d.A. µ = 1 und ν = 2 annehmen. Dann ist T = S2 (vgl.
Definition 1.22), und die Aussage folgt mit Satz 1.23. 
Wir benötigen später folgende Konvergenzaussage für die Spur von semidefiniten Ma-
trizen.
1.25 Lemma. Sei (Ak)k eine Folge mit Ak ∈ Psd(n;C) für alle k ∈ N. Gilt Sp (Ak) → 0 für
k→∞, so gilt auch Ak → 0. ?
Beweis: Sei Ak = (a
(k)
µν )µν. Da die Diagonaleinträge alle nichtnegativ sind, folgt für µ =
1, . . . , n
0 ≤ a(k)µµ ≤ Sp (Ak)→ 0, also auch a(k)µµ → 0.
Sei nun 1 ≤ µ < ν ≤ n. Mit Korollar 1.24 ist R :=
(
a(k)µµ a
(k)
µν
a(k)νµ a
(k)
νν
)
positiv semidefinit, insbe-
sondere also
detR = a(k)µµ a
(k)
νν − a(k)µν a(k)νµ = a(k)µµ a(k)νν − |a(k)µν |2 ≥ 0.
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Es folgt
|a(k)µν | ≤
√
a(k)µµ a
(k)
νν ≤ 12 (a
(k)
µµ + a
(k)
νν ) =
1
2
Sp (M) ≤ 1
2
Sp (Ak),
aus Sp (Ak)→ 0 folgt also a(k)µν → 0. 
Topologische Eigenschaften von Pos(n;C) und Psd(n;C) behandelt die folgende Propo-
sition. Später (Beispiel 3.9) wird noch vermerkt werden, dass Pos(n;C) ein Kegel ist.
1.26 Proposition. Pos(n;C) ist eine offene Teilmenge von Her(n;C). Für den Abschluss gilt
Pos(n;C) = {s ∈ Her(n;C); S ≥ 0} = Psd(n;C),
der Rand von Pos(n;C) sind genau die singulären positiv semidefiniten Matrizen. ?
Beweis: Seien die Abbildungen φµ : Her(n;C)→ R für µ = 1, . . . , n definiert durch
φµ(S) := det Sµ für alle S ∈ Her(n;C),
jedes φµ ist also stetig als Polynom in den Einträgen der Matrix. Dann ist mit Satz 1.23
Pos(n;C) =
n⋂
µ=1
φ−1µ ((0,∞))
offen, da Urbilder offenerMengen unter stetigen Abbildungen offen sind, der Schnitt von
endlich vielen offenen Mengen ebenfalls.
Sei nun (S(µ))µ∈N eine Folge von Matrizen in Pos(n;C), die in Her(n;C) konvergiert. Sei
weiter g ∈ Cn \ {0}.
Wegen Pos(n;C) ⊂ Psd(n;C) gilt
S(µ) [g] ≥ 0 für alle µ ∈ N, also auch lim
µ→∞ S
(µ) [g] = ( lim
µ→∞ S
(µ)) [g] ≥ 0.
Da g ∈ Cn \ {0} beliebig war, ist der Grenzwert der Folge positiv semidefinit, also
Pos(n;C) ⊂ Psd(n;C). Sei umgekehrt S ∈ Psd(n;C), dann ist S + 1µE ∈ Pos(n;C) für
µ ∈ N mit limµ→∞ S + 1µE = S. Es ist also S ∈ Pos(n;C), damit gilt auch Pos(n;C) ⊂
Pos(n;C).
Die letzte Aussage folgt mit
∂Pos(n;C) = Pos(n;C) \ ◦Pos(n;C) = Psd(n;C) \ Pos(n;C). 
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Kompakte Teilmengen von Pos(n;C) haben obere und untere Schranken, bezogen auf
die in Definition 1.16 eingeführten Relationen ≥ und >. Diese Relationen definieren eine
Teilordnung auf Mat(n;C).
1.27 Lemma. Sei C eine kompakte Teilmenge von Pos(n;C). Dann gibt es α, β ∈ R mit α ≥
β > 0, so dass gilt:
αE ≥ T ≥ βE für alle M ∈ C. ?
Beweis: Sei g = (g1, . . . , gn)
′ ∈ Cn \ {0}. Dann ist φ := g′g = ∑nk=1|gk|2 > 0. Für h := 1φ g
gilt also h
′
h = 1. Betrachte damit
(αE− T) [g] ≥ 0⇔ (αE− T) [h] ≥ 0⇔ α− T [h] ≥ 0. (1.28)
Dies führt uns zur Untersuchung der Menge C ×M mit M := {h ∈ Cn; h′h = 1}. M ist
offenbar kompakt, damit auch C ×M. Nun definieren wir
α := max {T [h] ; T ∈ C, h ∈ M} und β := min {T [h] ; T ∈ C, h ∈ M} .
Mit (1.28) sieht man, dass α und β die Behauptung erfüllen. Es ist β > 0, da T [h] > 0 für
alle T ∈ C und h ∈ M. 
Insbesondere gibt es für jedes S ∈ Pos(n;C) ein α > 0 mit S ≥ αE: jedes α ∈ R mit
0 < α ≤ λ, wobei λ der kleinste Eigenwert von S sei, erfüllt die Bedingung.
1.29 Lemma. Seien S ∈ Her(n;C), S > 0 und T ∈ Her(m;C).
Dann ist die Menge {M ∈ Mat(n×m;C); T ≥ S [M]} beschränkt. ?
Beweis: Mit Lemma 1.27 gibt es ein α > 0 mit S ≥ αE. Sei nun M = (mµν)µν mit T ≥
S [M]. Mit Korollar 1.18 d) gilt nun
(S− αE) [M] ≥ 0⇔ S [M] ≥ (αE) [M] = αM′M.
Mit Korollar 1.19 a) gilt nun
Sp (T) ≥ Sp (S [M]) ≥ α Sp (M′M) = α
n
∑
µ=1
m
∑
ν=1
|mµν|2.
Damit sind die Beträge der Einträge der Matrizen in {M ∈ Mat(n×m;C); T ≥ S [M]}
beschränkt und damit auch die Menge. 
1.30 Lemma. Sei n > 1 und S ∈ Her(n;C).
a) Ist S > 0, dann sind auch ndiag S > S und (Sp (S)) · E > S.
b) Ist S ≥ 0, dann sind auch ndiag S ≥ S und (Sp (S)) · E ≥ S. ?
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Beweis: Mit Lemma 1.17 g) gibt es ein V ∈ GL(n;C) und eine Diagonalmatrix D =
[d1, . . . , dn] mit VV
′ = E und S [V] = D. Die Einträge in D sind reell und positiv.
Wegen Sp (V ′SV) = Sp (VV ′S) gilt Sp (S) = Sp (D). Weiter haben wir
Sp (S)E > S⇔ Sp (S)E− D [V−1] > 0⇔ (Sp (S)E− D) [V−1] > 0
⇔ Sp (D)E− D > 0.
Die letzte Ungleichung ist klar, da Sp (D) > dk für alle k = 1, . . . , n, dies liefert die zweite
Behauptung in Teil a).
Weiter betrachten wir diag S = [s1, . . . , sn], diese Matrix hat nach Korollar 1.19 b) positive
Diagonaleinträge. Wir können also R := [
√
s1, . . . ,
√
sn] > 0 mit R2 = diag S definieren.
Betrachten wir nun T := S [R−1], für die Diagonaleinträge von T = (tkl)kl gilt tk =√
dk
−1dk
√
dk
−1 = 1, es ist also diag T = E. Mit obiger Rechnung und Sp (E) = n folgt
nE > T, also schließlich
ndiag S = nR2 = nE [R] > T [R] = S.
Die Aussagen in b) folgen nun aus Pos(n;C) = Psd(n;C) (Proposition 1.26) und der
Stetigkeit der Abbildungen S 7→ diag S sowie S 7→ Sp (S). 
1.4 Symplektische Matrizen
Wir definieren die Matrix J zu
J :=
(
0 E
−E 0
)
∈ Mat(2n;C).
In der Literatur wird auch −J gelegentlich als J gewählt.
1.31 Definition. Die Hermitesche Symplektische Gruppe Sp(n;C) wird definiert durch
Sp(n;C) := {M ∈ Mat(2n;C); J [M] = J} . ?
Eigentlich handelt es sich hier um die Unitäre Gruppe Un(n), die den symplektischen
Matrizen zugrunde liegt. Der Name wurde nur gewählt, um den Zusammenhang mit
den Hermiteschen Modulformen aufzuzeigen.
Wir fassen die grundlegenden Eigenschaften von Sp(n;C) im folgenden Lemma zusam-
men:
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1.32 Lemma. a) Mit M ∈ Sp(n;C) sind auch M und M′ in Sp(n;C) – also auch M′ ∈
Sp(n;C).
b) Sp(n;C) ist eine Untergruppe von GL(2n;C).
c) Für eine Matrix M =
(
A B
C D
)
∈ GL(2n;C) mit A, B, C, D ∈ Mat(n;C) sind
äquivalent:
(i) M ∈ Sp(n;C),
(ii) A′D− C′B = En und C′A, D′B ∈ Her(n;C),
(iii) AD′ − BC′ = En und AB′, CD′ ∈ Her(n;C).
In diesem Fall gilt
M−1 =
(
D′ −B′
−C′ A′
)
.
?
Beweis: a) Beachte J = J und −J = J′. Aus M ∈ Sp(n;C) folgt
J = J = J [M] = J [M] = J [M]
sowie
J = −J′ = −(J [M])′ = −J′ [M′] = J [M′] .
b) Es ist E2n ∈ Sp(n;C). Seien M,M1,M2 ∈ Sp(n;C). Es ist det J = 1, also ist wegen
J [M] = J auch M ∈ GL(n;C). Mit
J [M−1] = (J [M]) [M−1] = J [MM−1] = J [E] = J
folgt M−1 ∈ Sp(n;C). Weiter ist
J [M1M2] = (J [M1]) [M2] = J [M2] = J,
also M1M2 ∈ Sp(n;C).
Damit haben wir Sp(n;C) ≤ GL(2n;C).
c) (i)⇔(ii): Mit der gegebenen Zerlegung haben wir
J != M′ JM =
(
A′ C′
B′ D′
)(
0 E
−E 0
)(
A B
C D
)
=
(
−C′A+ A′C −C′B+ A′D
−D′A+ B′C −D′B+ B′D
)
⇔ C′A = A′C = (C′A)
′
, D′B = B′D = (D′B)
′
und A′D− C′B = E.
An dieser Gleichung lässt sich die Äquivalenz von (i) und (ii) ablesen.
(i)⇔(iii): Für M′ =
(
A′ C′
B′ D′
)
∈ Sp(n;C) statt M ∈ Sp(n;C) wird (ii) zu (iii).
Der Zusatz folgt aus(
A B
C D
)(
D′ −B′
−C′ A′
)
=
(
AD′ − BC′ −AB′ + BA′
CD′ − DC′ −CB′ + DA′
)
= E. 
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Sp(1;C) hat eine besonders einfache Form:
1.33 Lemma. Sp(1;C) =
{
eiφN; N ∈ SL(2;R), φ ∈ R} . ?
Beweis: Sei M :=
(
a1 a2
a3 a4
)
∈ Sp(1;C). Mit Lemma 1.32c) erhalten wir die Beziehungen
a1a4 − a3a2 = 1, a3a1 ∈ Her(1;C) = R, a4a2 ∈ R, a1a2 ∈ R und a3a4 ∈ R. Aus den letzten
vier Gleichungen folgt arg ak ≡ arg al mod pi für alle k, l ∈ {1, . . . , 4} mit ak, al 6= 0. Sei
l ∈ {1, . . . , 4} mit al 6= 0 und setze φ := − arg al sowie a˜k := eiφak für k = 1 . . . 4. Damit
sind die a˜k reell und a˜1 a˜4 − a˜3 a˜2 = a1a4 − a3a2 = 1, also N :=
(
a˜1 a˜2
a˜3 a˜4
)
∈ SL(2;R) sowie
M = eiφN.
Für die andere Inklusion betrachte N ∈ SL(2;R) und φ ∈ R. Für die Matrix eiφN folgen
die Eigenschaften aus Lemma 1.32c)(ii) direkt. 
1.5 Der Hermitesche Halbraum
Wir wollen eine Verallgemeinerung der oberen Halbebene von C definieren. Die klassi-
schen Modulformen sind Funktionen von H → C, wobei H = {z ∈ C; Im z > 0} die
obere Halbebene in C ist.
Es gibt verschiedene Wege, dieses auf mehrdimensionale Defininitionsbereiche auszu-
weiten. Bei Siegelschen Modulformen werden reelle symmetrische bzw. positiv definite
Matrizen als Real- und Imaginärteil herangezogen. In unserem Fall betrachten wir her-
mitesche Matrizen der Dimension n.
Zunächst zeigen wir, wie man für beliebige n× n-Matrizen eine sinnvolle Zerlegung in
Real- und Imaginärteil erhalten kann:
1.34 Lemma. Sei Z ∈ Mat(n;C). Für
X :=
1
2
(Z+ Z′) und Y :=
1
2i
(Z− Z′)
gilt X,Y ∈ Her(n;C) und Z = X+ iY. ?
Beweis: Es ist
X′ =
1
2
(Z′ + Z) = X und Y′ =
1
−2i (Z
′ − Z) = Y.
Die Gültigkeit der Zerlegung ist klar. 
1.35 Definition. Sei Z ∈ Mat(n;C). In der Zerlegung Z = X + iY ∈ Mat(n;C)C mit X,Y ∈
Her(n;C) aus Lemma 1.34 nennen wir Re Z := X den Realteil und Im Z := Y den
Imaginärteil von Z. ?
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Offensichtlich sind folgende Eigenschaften:
1.36 Lemma. Für Z = X+ iY ∈ Mat(n;C)mit X,Y ∈ Her(n;C) gilt
Z = X− iY und Z′ = X′ + iY′. ?
In der Menge Mat(n;C) können wir nun das Analogon zur oberen Halbebene in C defi-
nieren.
1.37 Definition. Der Hermitesche Halbraumwird definiert durch
H(n;C) := Her(n;C) + i Pos(n;C) ⊂ Mat(n;C) ?
Für n = 1 gilt Her(1;C) = R und Pos(1;C) = {y ∈ R; y > 0}. Es ist also
H(1;C) = H(1;R) = {x+ iy ∈ C; x ∈ R, y > 0}
die obere Halbebene in C.
1.38 Lemma. H(n;C) ist eine offene, konvexe Teilmenge vonMat(n;C), die den Siegelschen
Halbraum H(n;R) als Untermannigfaltigkeit enthält. ?
Beweis: Siehe (Kri85, S. 47). 
Im eindimensionalen Fall operiert die SL(2;R)/{±E} auf H(1;C) via
(M, z) 7→ az+ b
cz+ d
für
(
a b
c d
) ∈ SL(2;R), z ∈ H(1;C).
Die Rolle der SL(2;R) übernimmt im hermiteschen Fall die symplektische Gruppe aus
Abschnitt 1.4. Wir führen abkürzende Schreibweisen ein:
1.39 Definition. Für Z ∈ H(n;C) und M =
(
A B
C D
)
∈ Sp(n;C) definieren wir
M 〈Z〉 := (AZ+ B)(CZ+ D)−1 und
M {Z} := CZ+ D. ?
Diese Schreibweisen helfen uns bei der Definition der üblichen Operation der symplek-
tischen Matrizen auf dem Halbraum:
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1.40 Lemma. a) Für Z ∈ H(n;C) und M =
(
A B
C D
)
sind P := AZ + B und Q :=
CZ+ D invertierbar.
b) Durch
Sp(n;C)×H(n;C)→ H(n;C), (M,Z) 7→ M 〈Z〉
wird eine Operation von Sp(n;C) auf H(n;C) erklärt.
c) Für M ∈ Sp(n;C) und Z ∈ H(n;C) gilt M 〈Z′〉′ = M 〈Z〉.
d) Für M ∈ Sp(n;C) und Z = X+ iY ∈ H(n;C) gilt
Im M 〈Z〉 = Y [M {Z}−1] .
e) Die Abbildung Z 7→ Z′ ist ein Automorphismus von H(n;C). Es handelt sich um
eine Involution, also einen selbstinversen Automorphismus. ?
Beweis: a) Siehe Beweis zu d).
b) Mit Teil d) gilt Im M 〈Z〉 = Y [M {Z}−1], wegen Y > 0 für Z = X + iY ∈ H(n;C)
folgt mit Lemma 1.17f) auch Im M 〈Z〉 > 0, alsoM 〈Z〉 ∈ H(n;C) fürM ∈ Sp(n;C).
Seien nun Mj :=
(
Aj Bj
Cj Dj
)
∈ Sp(n;C) für j = 1, 2. Es ist
M1M2 =
(
A1A2 + B1C2 A1B2 + B1D2
C1A2 + D1C2 C1B2 + D1D2
)
.
Weiter gilt
M1 〈M2 〈Z〉〉
=
(
A1(A2Z+ B2)(C2Z+ D2)−1 + B1
)(
C1(A2Z+ B2)(C2Z+ D2)−1 + D1
)−1
=
(
A1(A2Z+ B2) + B1(C2Z+ D2)
)
(C2Z+ D2)−1[(
(C1(A2Z+ B2) + D1(C2Z+ D2)
)
(C2Z+ D2)−1
]−1
=
(
(A1A2 + B1C2)Z+ (A1B2 + B1D2)
)(
(C1A2 + D1C2)Z+ (C1B2 + D1D2)
)−1
=(M1M2) 〈Z〉 .
Damit ist (M,Z) 7→ M 〈Z〉 eine Gruppenoperation der Sp(n;C) auf H(n;C).
c) Wir erhalten
(M
〈
Z′
〉
)′ =
[
(AZ′ + B)(CZ′ + D)−1
]′
= (ZC′ + D′)−1(ZA′ + B′) != (AZ+ B)(CZ+ D)−1 = M 〈Z〉
⇔ (ZA′ + B′)(CZ+ D) = (ZC′ + D′)(AZ+ B)
⇐ A′C = C′A, B′D = D′B, A′D− C′B = −B′C+ D′A = 0.
Die letzte Zeile gilt mit Lemma 1.32 wegen M ∈ Sp(n;C).
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d) Sei M =
(
A B
C D
)
∈ Sp(n;C). Es ist M 〈Z〉 = PQ−1, wir rechnen
P′Q−Q′P
= (Z′A′ + B′)(CZ+ D)− (Z′C′ + D′)(AZ+ B)
= Z′(A′C− C′A)Z+ Z′(A′D− C′B) + (B′C− D′A)Z+ (B′D− D′B)
=
(1.32)
Z′ − Z = −2i Im Z.
Damit können wir die Behauptung aus a) erhalten: Sei g ∈ Cn mit Pg = 0 oder
Qg = 0. Dann sind auch g′P′ = 0 bzw. g′Q′ = 0. Wir erhalten also
0 = g′(P′Q−Q′P)g = −2ig′Yg = −2iY [g] .
Wegen Y ∈ Pos(n;C) folgt g = 0, also sind P und Q invertierbar.
Weiter ergibt sich
Im M 〈Z〉 = 1
2i
(M 〈Z〉 −M 〈Z〉′) = 1
2i
(PQ−1 −Q−1′P′)
=
1
2i
(Q−1
′
(Q′P− P′Q)Q−1)
= Q−1
′
Im (Z)Q−1 = Y [Q−1] = Y [M {Z}−1] .
e) Klar. 
1.6 Imaginär-quadratische Zahlkörper
Im Folgenden sei d ∈ Z, d < 0 quadratfrei.
1.41 Definition. Wir definieren K := Q[
√
d] und die Diskriminante
DK :=
{
d, falls d ≡ 1 mod 4,
4d, falls d ≡ 2, 3 mod 4.
Wir definieren
ω :=
DK +
√
DK
2
=
{
d+
√
d
2 , d ≡ 1 mod 4,
2d+
√
d, d ≡ 2, 3 mod 4. ?
Es ist damit K = Q[
√
d] = Q+ωQ.
Der Ring der ganzen Zahlen in K (oder auch Ganzheitsring von K) ist die Menge aller
Körperelemente, die Nullstelle eines normierten Polynoms mit Koeffizienten in Z sind.
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Die Ringstruktur der ganzen Zahlen in K ist bekannt aus der Algebra. Mit obiger Be-
zeichnung sind die ganzen Zahlen hier gegeben durch
OK = Z+Zω =
{
Z+Z1+
√
d
2 , d ≡ 1 mod 4,
Z+Z
√
d, d ≡ 2, 3 mod 4. (1.42)
1.43 Lemma. a) Wir haben λ ∈ OK genau dann, wenn es a, b ∈ Z gibt mit
λ =
{
a+ b 1+
√
d
2 = a+
b
2 + i
b
2
√|d|, d ≡ 1 mod 4
a+ ib
√|d|, d ≡ 2, 3 mod 4.
b) Für λ ∈ OK ist |λ|2 ∈ Z und 2Re λ ∈ Z (für d ≡ 2, 3 mod 4 ist auch Re λ ∈ Z). ?
Beweis: a) Dies ergibt sich direkt aus der Darstellung (1.42) von OK.
b) d ≡ 1 mod 4: Sei λ ∈ OK mit a, b ∈ Zwie in a). Dann ist
|λ|2 =
(
a+
b
2
)2
+ b2
|d|
4
= a2 + ab+
b2(1+ |d|)
4
.
Wegen d < 0 und d ≡ 1 mod 4 ist |d| ≡ 3 mod 4. Damit ist (1+ |d|) durch 4
teilbar und |λ|2 ∈ Z. Weiter ist 2 Re λ = 2a+ b ∈ Z.
d ≡ 2, 3 mod 4: Mit a, b ∈ Zwie in a) gilt
|λ|2 = a2 + b2|d| ∈ Z
und Re λ = a ∈ Z. 
1.44 Korollar. Es ist
min
{
λλ = |λ|2; λ ∈ OK \ {0}
}
= 1. ?
Beweis: Wegen |λ| = 0 ⇔ λ = 0 folgt mit Lemma 1.43b) |λ|2 ∈ N. Zusammen mit
1 ∈ OK folgt die Behauptung. 
1.45 Definition. Wir definieren das zu OK duale Gitter in C durch
O]K :=
{
u ∈ C; 2 Re (uλ) ∈ Z für alle λ ∈ OK
}
. ?
Die definierende Eigenschaft des dualen Gitters wird bei der Betrachtung der Modulfor-
men und ihrer Fourierentwicklungen wichtig.
Mit Lemma 1.43a) gilt λ ∈ OK ⇔ λ ∈ OK. Es ist also auch
O]K = {u ∈ C; 2 Re (uλ) ∈ Z für alle λ ∈ OK} .
Die Bezeichnung als Gitter hat ihre Berechtigung: Das duale Gitter ist ein Gitter, es geht
auf einfache Art aus OK hervor.
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1.46 Lemma. Es gilt
O]K =
1√
DK
OK.
?
Beweis: Wir unterscheiden wieder die beiden Fälle d ≡ 1 mod 4 und d ≡ 2, 3 mod 4:
d ≡ 2, 3 mod 4: Es ist OK = Z + Z
√
d, damit hat λ ∈ OK die Gestalt a + ib
√|d| mit
a, b ∈ Z. Sei weiterhin u = x+ iy ∈ Cmit x, y ∈ R. Damit ist
2 Re (uλ) = 2Re
(
(x+ iy)(a− ib
√
|d|)
)
= 2(xa+ yb
√
|d|).
Dieser Ausdruck ist genau dann in Z für alle a, b ∈ Z (also insbesondere für a = 1
und b = 0 und umgekehrt), wenn x ∈ 12Z und y ∈ 12√|d|Z, also:
u ∈ O]K ⇔ u ∈
1
2
√
d
(Z+Z
√
d) =
1√
DK
OK.
d ≡ 1 mod 4: Hier ist OK = Z + Z1+
√
d
2 , also läßt sich λ ∈ OK in der Form λ = a +
b 1+
√
d
2 = a+
b
2 + i
b
√
|d|
2 mit gewissen a, b ∈ Z darstellen. Mit u wie oben ergibt sich
2Re (uλ) = 2Re
(
(x+ iy)(a+
b
2
− i b
2
√
|d|)
)
= 2xa+ xb+ by
√
|d|. (1.47)
Dieser Ausdruck soll in Z sein für alle a, b ∈ Z. Die Betrachtung von b = 0 liefert
die Bedingung
2xa ∈ Z für alle a ∈ Z, (1.48)
es existiert also ein µ ∈ Z mit x = µ2 . Weiterhin ergibt sich durch Betrachtung von
a = 0 in (1.47) die Bedingung
b(x+ y
√
|d|) ∈ Z für alle b ∈ Z⇔ µ
2
+ y
√
|d| ∈ Z
⇔ Es ex. ein ν ∈ Zmit y
√
|d| = ν− µ
2
⇔ Es ex. ein ν ∈ Zmit y = ν√|d| − µ2√|d| . (1.49)
Andererseits gilt u ∈ 1√DKOK genau dann, wenn α, β ∈ Z existieren mit
u =
1√
d
(
α+
β
2
+ i
β
2
√
|d|
)
= −i 1√|d|
(
α+
β
2
+ i
β
2
√
|d|
)
= −i
(
α√|d| + β2√|d|
)
+
β
2
,
was mit (1.48) und (1.49) äquivalent ist zu z ∈ O]K. Wir erhalten also auch in diesem
Fall die Behauptung. 
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Offensichtlich ist Her(n;OK) = Her(n;C) ∩Mat(n;OK). Wegen OK ∩R = Z (vgl. Lem-
ma 1.43a)) sind die Diagonalelemente von hermiteschen Matrizen über OK ganzzahlig.
Dies gilt auch für ihre Determinanten:
1.50 Korollar. Für S ∈ Her(n;OK) ist det S ∈ Z. ?
Beweis: Wir haben α := det S = det S′ = det S = α. Es ist α = α ∈ OK, also α ∈ Z nach
Lemma 1.43. 
Die Bedeutung des dualen Gitters für die Betrachtung der Modulformen und insbeson-
dere ihrer Fourierentwicklungen liegt im folgenden Lemma begründet.
1.51 Lemma. Für T = (tkl) ∈ Her(n;C) sind folgende Eigenschaften äquivalent:
a) Sp (TS) ∈ Z für alle S ∈ Her(n;OK),
b) T [g] ∈ Z für alle g ∈ OnK, und
c) tkk ∈ Z, tkl ∈ O]K für alle k, l = 1 . . . n, k 6= l.
Die Menge aller T ∈ Her(n;C), die diese Eigenschaft erfüllen, nennen wir Her#(n;OK),
diese Matrizen heißen auch halbganz. ?
Beweis: Wir zeigen a)⇔c) und b)⇔c).
a)⇔c): Sei S = (skl) ∈ Her(n;OK). Dann ist wegen tkl = tlk und skl = slk
Sp ((TS)) =
n
∑
k=1
(TS)kk =
n
∑
k,l=1
tklslk =
n
∑
1≤l<k≤n
(tklslk + tlkskl) +
n
∑
k=1
tkkskk
=
n
∑
1≤l<k≤n
2Re (tklskl) +
n
∑
k=1
tkkskk
Der letzte Ausdruck ist nun genau dann für alle S ∈ Her(n;OK) in Z, wenn die
Bedingungen aus c) erfüllt sind.
b)⇔c): Sei g = (g1, . . . , gn)′ ∈ OnK. Damit ergibt sich
T [g] = g′Tg =
n
∑
k,l=1
gktklgl =
n
∑
1≤l<k≤n
(tklgkgl + tlkgkgl) +
n
∑
k=1
tkkgkgk
=
n
∑
1≤l<k≤n
2Re (tklgkgl) +
n
∑
k=1
tkk|gk|2. (1.52)
Sei nun zunächst k ∈ {1, . . . , n} beliebig und g = ek. Dann ist T [g] = tkk ∈ Z. Mit
Lemma 1.43b) erhalten wir weiter, dass der zweite Summand in (1.52) stets in Z ist.
Also müssen wir nur noch den ersten Summanden in (1.52) untersuchen.
Seien dazu λ ∈ OK beliebig und k, l ∈ {1, . . . , n} mit k > l. Definiere nun g ∈ OnK
mit gk := λ, gl = 1 und gm = 0 für m 6= k, l. Also ist mod1
T [g] ≡
n
∑
µ,ν=1
µ>ν
2Re (tµνgµgν) = 2Re (tklλ),
1 Grundlagen –27–
1.6 Imaginär-quadratische Zahlkörper
dieser Ausdruck ist in Z für alle λ ∈ OK nach Definition, wenn tkl ∈ O]K ist. Damit
ist b)⇒c) gezeigt, die andere Implikation ist mit (1.52) klar. 
Folgende Definition gibt uns ein Werkzeug zur Hand, um Ergebnisse für Z zu OK über-
tragen zu können:
1.53 Definition. Sei n ∈ N. Die Matrix FK ∈ Mat(2n;R) sei definiert durch
FK :=
[1,
√|d|, . . . , 1,√|d|], falls d ≡ 2, 3 mod 4
[
(
1 12
0 12
√
|d|
)
, . . . ,
(
1 12
0 12
√
|d|
)
], falls d ≡ 1 mod 4.
Die 2× 2-Matrix für n = 1, also [1,√|d|] bzw. ( 1 12
0 12
√
|d|
)
, bezeichnen wir mit F˜K. Für
n > 1 ist FK aus n Exemplaren von F˜K auf der Diagonalen zusammengesetzt. ?
Die Matrix FK ermöglicht es uns, die Matrizen über OK mit denen über Z in Verbindung
zu setzen:
1.54 Lemma. Für z ∈ C ist
z ∈ OK ⇔ F˜−1K zˆF˜K ∈ Mat(2;Z). ?
Beweis: d ≡ 2, 3 mod 4: In diesem Fall ist F˜−1K =
( 1 0
0 1√|d|
)
. Wir setzen z = a+ ib
√|d| an,
zunächst mit a, b ∈ R. Dann ist zˆ =
(
a −b
√
|d|
b
√
|d| a
)
, und wir erhalten
F˜−1K zˆF˜K =
(
a −b√|d|
b a√|d|
)(
1 0
0
√|d|
)
=
(
a −b|d|
b a
)
und damit weiter
F˜−1K zˆF˜K ∈ Mat(2;Z)⇔ a, b ∈ Z.
Letzteres ist mit Lemma 1.43 äquivalent zu z ∈ OK.
d ≡ 1 mod 4: Es ist F˜−1K =
(
1 − 1√|d|
0 2√|d|
)
. Im Hinblick auf Lemma 1.43 setzen wir z = a+
b
2 + i
b
2
√|d|mit a, b ∈ R an, also zˆ = ( a+ b2 − b2√|d|b
2
√
|d| a+ b2
)
. Wir rechnen aus:
F˜−1K zˆF˜K =
1 − 1√|d|
0 2√|d|
( a+ b2 − b2√|d|
b
2
√|d| a+ b2
)(
1 12
0 12
√|d|
)
=
a − b2√|d| − a√|d| − b2√|d|
b 2a√|d| +
b√
|d|
(1 12
0 12
√|d|
)
=
(
a −b |d|+14
b a+ b
)
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Wegen |d|+ 1 = −d+ 1 ≡ 0 mod 4 ist |d|+14 ∈ Z. Analog zu oben erhalten wir also
F˜−1K zˆF˜K ∈ Mat(2;Z)⇔ a, b ∈ Z⇔1.43 z ∈ OK. 
Dieses Ergebnis können wir auch für Matrizen verwenden:
1.55 Lemma. Sei G ∈ Mat(n;C). Wir erhalten folgende Äquivalenz:
G ∈ Mat(n;OK)⇔ F−1K GˆFK ∈ Mat(2n;Z). ?
Beweis: Sei G = (gkl). Dann besteht Gˆ aus den 2× 2-Matrizen gˆkl (vergl. Proposition 1.5).
Da in FK die 2× 2-Blöcke F˜K auf der Diagonalen stehen und sonst alle Einträge 0 sind,
hat F−1K GˆFK einfache Gestalt: Der (k, l)-Block ist F˜
−1
K gˆkl F˜K. Also folgt die Behauptung mit
Lemma 1.54. 
1.7 Fundamentalbereich
Im folgenden habe K die Klassenzahl 1. Wir behandeln also K = Q(
√
d) mit −d ∈
{1, 3, 7, 8, 11, 19, 43, 67, 163}. Durch die Eindeutigkeit der Primelementzerlegung in Kör-
pern mit der Klassenzahl 1 vereinfacht sich die Betrachtung.
In (Bra51) wird die Humbertsche Reduktionstheorie aus (Hum40) aufgegriffen. Sie stellt
eine Erweiterung der Minkowskischen Reduktionstheorie auf algebraische Zahlkörper
dar. Hier geben wir die Definition der reduzierten Matrizen wieder, vereinfacht für Kör-
per mit der Klassenzahl 1.
1.56 Definition. Eine Matrix T = (tkl) ∈ Pos(n;C) heißt reduziert, wenn folgende Eigen-
schaften erfüllt sind:
a) T [x] ≥ tk für alle x = (x1, . . . , xn)′ ∈ OnK mit ggT(xk, . . . , xn) = 1, für alle k =
1, . . . , n.
b) Re t1k ≥ 0 für k = 2, . . . , n.
Für d ∈ {−1,−3}muß noch folgende Eigenschaft erfüllt werden:
−pi
w
≤ arg t1k ≤ piw ,
wobei w die Anzahl der Einheitswurzeln in K bezeichnet, also w = 4 für d = −1 und
w = 6 für d = −3.
Wir bezeichnen die Menge aller reduzierten Matrizen mitR(n;K). ?
Später werden wir die Reduktionseigenschaften in einfachen Fällen explizit bestimmen.
Man betrachtet reduzierte Matrizen, um für die Äquivalenzklassen positiv definiter Ma-
trizen (bzgl. ganzzahliger Äquivalenz) ausgezeichnete Vertreter zu finden, die eine mög-
lichst einfache Struktur haben, um die Rechnung mit ihnen zu erleichtern. Dies erfüllen
die oben eingeführten reduzierten Matrizen:
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1.57 Lemma. Für T0 ∈ Pos(n;C) existiert ein U ∈ GL(n;OK) und ein T ∈ R(n;K), so dass
T0 [U] = T. ?
Beweis: Siehe (Bra51, S. 150). 
Mit diesem Reduktionsbegriff können wir einen Fundamentalbereich für die Operation
aus Lemma 1.40 definieren:
1.58 Definition. Wir definieren F ⊂ H(n;C) durch folgende Bedinungen: Z = X + iY ∈
H(n;C) sei genau dann in F, wenn die Eigenschaften
a) |αkl | ≤ 12 , |βkl | ≤ 12 für X = (xkl) = ((αkl + ωβkl)), αkl , βkl ∈ R und alle k, l ∈{1, . . . , n},
b) Y ∈ R(n;K), und
c) |det(CZ+ D)| ≥ 1 für alle ( A BC D ) ∈ Sp(n;OK)
erfüllt sind. ?
F erfüllt in der Tat das Gewünschte:
1.59 Lemma. F ist ein Fundamentalbereich für die Operation von Sp(n;OK) auf H(n;C):
a) Zu Z ∈ H(n;C) existiert ein M ∈ Sp(n;OK)mit M 〈Z〉 ∈ F.
b) Sei M ∈ Sp(n;OK) und Z ∈ H(n;C). Sind sowohl Z ∈
◦
F als auch M 〈Z〉 ∈ ◦F, so
folgt M = eE mit |e| = 1. ?
Beweis: Dies ist Satz 3.10 in (Kri85, S. 65). 
F ist nicht kompakt, jedoch werden die Imaginärteile Y in F nicht beliebig klein:
1.60 Satz. Es existiert eine Konstante cn (abhängig von n), so dass
Y ≥ cEn für alle Z = X+ iY ∈ F. ?
Beweis: Proposition 3.1 in (Kri85, S. 59). 
1.8 Modulformen
1.61 Definition. Sei k ∈ Z. Wir definieren Γn := Sp(n;OK), Γn heißt die Modulgruppe. Für
M =
(
A B
C D
) ∈ Γn und eine Funktion f : H(n;C)→ C definieren wir f |kM durch
f |kM (Z) := det (CZ+ D)−k f (M 〈Z〉) für alle Z ∈ H(n;C). ?
|k wird auch als Strichoperator bezeichnet. Von besonderem Interesse sind Funktionen,
die unter diesem Operator invariant sind:
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1.62 Definition. Sei k ∈ Z, f : H(n;C) → C und Γ < Γn. Wir nennen f eine Hermitesche
Modulform vom Grad n und Gewicht k zu Γ, wenn folgende Bedingungen erfüllt sind:
a) f ist holomorph.
b) f |kM = f für alle M ∈ Γ.
c) Im Fall n = 1 ist f beschränkt auf {z = x+ iy ∈ H(1;C); y ≥ 1}.
Die Menge der Hermiteschen Modulformen vom Gewicht k zu Γ wird mitMk(Γ) be-
zeichnet. ?
Die Bedingung in c) ist nur scheinbar eine besondere Eigenschaft im Fall n = 1: Die
Beschränktheit ist ebenfalls eine Bedingung für Modulformen höheren Grades, für n ≥ 2
ist sie aufgrund der Bedingungen a) und b) durch den Koecher-Effekt schon erfüllt.
Zentral ist für unsere späteren Betrachtungen die Fourierentwicklung vonModulformen.
1.63 Satz. Für jedes f ∈ Mk(Γn) existiert eine Fourierreihenentwicklung
f (Z) = ∑
T∈Her#(n;OK)
T≥0
a(T)e2pii Sp (TZ) für alle Z ∈ H(n;C).
Sie konvergiert absolut und gleichmäßig in jedem Bereich {X+ iY ∈ H(n;C); Y ≥ γE}
für ein γ > 0. ?
Beweis: Die Fourierentwicklung von Modulformen findet sich als Teil c) in Korollar 1.8
aus (Kri85, S. 79). 
Auf dem Fundamentalbereich sind Modulformen stets beschränkt:
1.64 Satz. Sei f ∈ Mk(Γ) und γ > 0. Dann ist f auf {X+ iY ∈ H(n;C); Y ≥ γE} be-
schränkt. Insbesondere ist f auf F beschränkt. ?
Beweis: Dies ist Teil b) von Korollar 1.8 in (Kri85, S. 79). 
Analog zu den Spitzenformen im elliptischen Fall können wir hier Spitzenformen über
das Verschwinden aller Fourierkoeffizienten zu nicht positiv definiten Matrizen definie-
ren.
1.65 Definition. Sei f ∈ Mk(Γ). Gilt in der Fourierentwicklung aus Satz 1.63 a(T) 6= 0 nur
für T ∈ Pos(n;C), so nennen wir f eine Spitzenform. Die Menge aller Spitzenformen
wird mit Sk(Γ) bezeichnet. ?
Wie bei den elliptischen oder Siegelschen Modulformen können wir auch hier den φ-
Operator definieren:
1.66 Definition. Sei f : H(n;C)→ C eine Abbildung. Wir definieren den φ-Operator durch
f |φ : H(n− 1;C)→ C, ( f |φ )(Z˜) := lim
t→∞ f
(
Z˜ 0
0 it
)
.
?
f |φ ist wohldefiniert, denn mit Z˜ ∈ H(n − 1;C) ist auch
(
Z˜ 0
0 it
)
∈ H(n;C) für alle
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t > 0. Im Fall n = 1 wird die Definition zu f |φ (Z) := limt→∞ f (it).
Der φ-Operator erlaubt uns folgende Charakterisierung für Spitzenformen für Körper
der Klassenzahl 1:
1.67 Lemma. Sei f : H(n;C)→ C ∈ Mk(Γ). Dann ist f eine Spitzenform genau dann, wenn
f |φ ≡ 0
gilt. ?
Beweis: Siehe Lemma 2.3 in (Kri85, S. 84). 
Folgende Eigenschaften sind wohlbekannt:
1.68 Satz. a) Für k < 0 oder kn ungerade istMk(Γn) = {0}.
b) Ist k ≥ 0, so ist f ∈ Mk(Γn) schon identisch Null, wenn die Fourierkoeffizienten
a(T) für alle T ∈ Her#(n;OK)mit
Sp (T) ≤ k
4pi
σn
verschwinden. σn ist dabei eine Konstante, die nur von n und K abhängt. ?
Beweis: a) Für k < 0 findet sich die Aussage in Lemma 2.6 in (Kri85, S. 86).
Für kn ungerade betrachte man die Matrix M = −En mit detM = (−1)kn = −1
und M 〈Z〉 = Z für alle Z ∈ H(n;C). Die Behauptung folgt dann mit Definiti-
on 1.62b).
b) Satz 2.8 in (Kri85, S. 87). 
In den nächsten Abschnitten kommen einige Untergruppen von Γn vor, die wir haupt-
sächlich aus technischen Gründen benötigen. Wir wollen sie an dieser Stelle definieren.
1.69 Definition. Wir definieren für l ∈ N folgende Untergruppen von Γn:
Γ[l] := {M ∈ Γn; M ≡ E mod l} ,
Γ0 :=
{(
A B
0 D
) ∈ Γn} ,
Γ+0 :=
{
M =
(
A B
0 D
) ∈ Γ0; det A = 1} ,
Γ0[l] := Γ0 ∩ Γ[l], und
Γ+0 [l] := Γ
+
0 ∩ Γ[l].
Weiterhin definieren wir für Γ ⊂ Γn die Mengen u(Γ) und t(Γ) durch
u(Γ) :=
{
U ∈ GL(n;OK);
( U 0
0 U′−1
) ∈ Γ} und
t(Γ) :=
{
T ∈ Mat(n;OK);
(
E T
0 E
)
∈ Γ
}
. ?
Folgende Normalteilereigenschaft wird noch benötigt:
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1.70 Lemma. Es ist Γ+0 [l] E Γ0. ?
Beweis: Sei S ∈ Γ+0 [l], also S = E + lT mit T = ( ∗ ∗0 ∗ ) ∈ Mat(2n;OK). Weiter sei M =
( ∗ ∗0 ∗ ) ∈ Γ0. Damit ergibt sich:
M−1SM = E+ lM−1TM.
Da M, S ∈ Mat(2n;OK) sind und detM eine Einheit in OK ist, ist auch M−1TM ∈
Mat(2n;OK).
M ist invertierbar, also ist detM eine Einheit in OK und M−1TM ∈ Mat(2n;OK). Da
weiterhin M, M−1 und T die Gestalt ( ∗ ∗0 ∗ ) haben, hat auch M−1TM diese Gestalt. Damit
ist M−1SM ∈ Γ+0 [l]. 
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2 Minima
2.1 Reelle Theorie
2.1 Definition. Zwei Matrizen S, T ∈ Her(n;R) heißen ganzzahlig äquivalent, wenn es eine
Matrix U ∈ GL(n;Z) gibt mit S [U] = T. ?
Wir wollen den Begriff desMinimums einer Matrix einführen. Er wird später für uns von
Bedeutung sein.
Zunächst geben wir einige Aspekte der Theorie der Minima über R wieder. Der Ganz-
heitsring von R ist natürlich Z.
2.2 Definition. Für eine positiv definite Matrix S ∈ Pos(n;R) nennen wir
µ(S) := min {S [g] ; 0 6= g ∈ Zn}
dasMinimum von S. ?
Dass dieser Begriff wohldefiniert ist, liefert uns der erste Teil der folgenden Proposition:
2.3 Proposition. Seien S, T ∈ Pos(n;R).
a) Es existiert ein 0 6= g ∈ Zn, so dass µ(S) = S [g] > 0, das Minimum wird also
angenommen.
b) Für alle U ∈ GL(n;Z) gilt µ(S) = µ(S [U]).
c) Gilt S > T > 0, so gilt auch µ(S) > µ(T). ?
Beweis: a) Wir betrachten die Menge
M := {g ∈ Zn \ {0}; S [e1] ≥ S [g]} .
Diese Menge ist nach Lemma 1.29 beschränkt. Da Z diskret ist in R und die Ab-
bildung g 7→ S [g] stetig, ist M endlich. Daher gibt es ein g ∈ M, für das das
Minimum µ(S) angenommen wird.
b) Man beachte (S [U]) [g] = S [Ug]. Wegen detU 6= 0 durchläuft mit g auch Ug ganz
Zn \ {0}. Damit folgt die Behauptung.
c) Dies ist klar, S > T bedeutet S [g] > T [g] für alle 0 6= g ∈ Zn. Da die Minima
angenommen werden, kann die Gleichheit nicht auftreten. 
2.1 Reelle Theorie
Der zweite Teil von Proposition 2.3 bedeutet, dass das Minimum nur von der Äquiva-
lenzklasse einer Matrix abhängt, also eine Klassenfunktion ist.
Zu jeder Matrix S gibt es eine ganzzahlig äquivalente Matrix T, die als ersten Eintrag
µ(S) hat:
2.4 Korollar. Sei S ∈ Pos(n;R). Dann gibt es ein U ∈ GL(n;Z) derart, dass S [U] = T =
(tkl) und t1 = t11 = µ(S) = µ(T). ?
Beweis: Sei g = (g1, . . . , gn)
′ ∈ Zn \ {0} mit µ(S) = S [g]. Ein solches g existiert mit
Proposition 2.3a). Es ist γ := ggT(g1, . . . , gn) = 1, da ansonsten S [ 1γ g] < S [g]. Damit
gibt es aber auch ein U ∈ GL(n;Z), dessen erste Spalte g ist, also Ue1 = g. Dann gilt mit
T = (tkl) := S [U]:
t1 = T [e1] = S [Ue1] = S [g] = µ(S). 
Das Minimum einer Matrix lässt sich durch die Determinante abschätzen. Diese Bezie-
hung ist als Hermitesche Ungleichung bekannt.
2.5 Proposition. Es gibt ein dn > 0, so dass
µ(S) ≤ dn n
√
det S für alle S ∈ Pos(n;R). ?
Beweis: Siehe Satz 4.3, (Kri85, S. 29). 
Das Problem liegt in der richtigen Bestimmung der optimalen Konstante dn.
2.6 Definition. Das optimale dn aus Proposition 2.5 nennen wir die Hermite-Konstante µn,
also
µn := sup
{
µ(S)
n
√
det S
; S ∈ Pos(n;R)
}
,
d. h. µ(S) ≤ µn n
√
det S für alle S ∈ Pos(n;R). ?
Bekannt ist folgende allgemeine Abschätzung. Sie ist jedoch im Allgemeinen nicht opti-
mal.
2.7 Proposition. Es ist
µn ≤
(
4
3
) n−1
2
.
?
Beweis: Diese Abschätzung findet sich auch in Satz 4.3 aus (Kri85, S. 29). 
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2.2 Minima in imaginär-quadratischen Zahlkörpern
Im Folgenden sei wieder K ein imaginär-quadratischer Zahlkörper und OK der Ring der
ganzen Zahlen in K. Wir wollen nun auch die Theorie der Minima auf diese Körper aus-
dehnen. Wir werden dabei feststellen, dass wir sie mit den oben entwickelten Mitteln auf
den reellen Fall zurückführen können.
2.8 Definition. Sei S ∈ Pos(n;C). Wir definieren dasMinimum von S bezüglich OK durch
µK(S) : = min {S [g] ; 0 6= g ∈ OnK} .
Analog zu oben definieren wir die Hermite-Konstante zu
µn,K : = sup
{
µK(S)
n
√
det S
; S ∈ Pos(n;C)
}
, d. h.
µK(S) ≤ µn,K n
√
det S. (2.9)
Gelegentlich ist es sinnvoll, die Definition des Minimums auf S ∈ Psd(n;C) \ Pos(n;C)
durch die Setzung µK(S) := 0 auszuweiten. ?
Wir können die Minima in quadratischen Zahlkörpern zurückführen auf die reelle Theo-
rie:
2.10 Satz. a) Für jede Matrix S ∈ Pos(n;C) gilt
µK(S) = µ(Sˆ [FK]).
Insbesondere ist µK(S) wohldefiniert.
b) Für einen imaginär-quadratischen Zahlkörper K mit Diskriminante DK gilt
µn,K ≤ 12µ2n
√
|DK|.
Insbesondere ist µn,K wohldefiniert. ?
Beweis: a) Sei S ∈ Pos(n;C) und g ∈ OnK. Dann ist Im S [g] = 0 wegen
S [g] = g′Sg = g′Sg = g′S′g = (g′Sg)′ = S[g] ∈ C.
Damit haben wir
S [g] = Re (S [g]) = (ĝ′Sg)11 = v′Sˆv,
wobei v die erste Spalte von gˆ sei.
Definieren wir h, h∗ ∈ Z2n durch gˆ = (FKh, FKh∗) = FK(h, h∗), also v = FKh, so
erhalten wir
S [g] = Sˆ [FKh] = (S [FK]) [h] .
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Wegen
FK
(
a
b
)
=

(
1 0
0
√|d|
)
(ab) = (
a
b
√
|d|) für d ≡ 2, 3 mod 4, und(
1 12
0 12
√|d|
)
(ab) = (
a+ 12 b
1
2 b
√
|d|) für d ≡ 1 mod 4,
durchläuft h genau dann ganz Z2n, wenn g ganz OnK durchläuft. Daraus folgt die
Behauptung.
b) Sei S ∈ Pos(n;C). Mit a) und Definition 2.6 erhalten wir
µK(S) = µ(Sˆ [FK]) ≤ µ2n 2n
√
det Sˆ [FK] = µ2n 2n
√
|det FK|2 n
√
det S.
Die Determinante von FK berechnet sich zu
det FK = det F˜
n =

det
(
1 0
0
√
|d|
)n
= (
√|d|)n für d ≡ 2, 3 mod 4,
det
(
1 12
0 12
√
|d|
)n
= ( 12
√|d|)n für d ≡ 1 mod 4.
Es ist also
2n
√
|det FK|2 =
{
2n
√|d|2n = √|d| = 12√|DK| für d ≡ 2, 3 mod 4 und
2n
√
( 12
√|d|)2n = 12√|d| = 12√|DK| für d ≡ 1 mod 4.
Damit folgt die Behauptung. 
Das Minimum einer Matrix ist eine Klassenfunktion:
2.11 Lemma. Sei S ∈ Pos(n;C). Für alle U ∈ SL(n;OK) gilt
µn,K(S) = µn,K(S [U]). ?
Beweis: Für g ∈ OnK \ {0} ist S [g] = (S [U]) [(U−1g)] . Mit g durchläuft auch U−1g ganz
OnK \ {0}. Damit folgt die Behauptung. 
2.12 Korollar. Im Fall n = 4 ist die Hermite-Konstante
µ4,K =
√
|DK|. ?
Beweis: In (DK03) finden wir zu K eine Matrix Smit Determinante 16|DK | . Wir unterschei-
den wieder nach d:
d ≡ 2, 3 mod 4: In diesem Fall ist also DK = 4d. Wir wählen a, b ∈ Z und l ∈ Nmit
1+ a2 + b2 ≡ d mod 4d und 1+ a2 + b2 = (4l − 1)(−d).
Wir definieren weiter g := a2 + b2 und c := i√|d| , also c
2 = − 1|d| und c4 = 1d2 = 16D2K
sowie 4l = −c2(1+ g) + 1. Damit definieren wir
S :=
(
2E2 B
B′ 2lE2
)
mit B :=
(
1+ ca cb
cb 1− ca
)
.
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Mit dem Entwicklungssatz errechnet sich die Determinante von S zu
det(S) =2 det
 2 cb 1− ca−cb 2l 0
1+ ca 0 2l
+ (1− ca)det
 0 1+ ca cb2 cb 1− ca
1+ ca 0 2l

− (−cb)det
 0 1+ ca cb2 cb 1− ca
−cb 2l 0

=
[
16l2 + 4l(c2g− 1)]+ [(1− c2a2)c2]+ [−c4b2]
=
(−c2(1+ g) + 1)2 + (−c2(1+ g) + 1)(c2g− 1) + (1− c2a2)c2 − c4b2
=c4(1+ 2g+ g2 − g− g2 − a2 − b2) + c2(−2− 2g+ g+ 1+ g+ 1)
=c4 =
16
D2K
.
d ≡ 1 mod 4: Hier ist DK = d. Wir wählen a, b ∈ Z und l ∈ Nmit
1+ a2 + b2 ≡ 0 mod d und 1+ a2 + b2 = −ld.
Mit g wie oben und c := 2i√|d| , also c
2 = − 4|d| und c4 = 16d2 = 16D2K erhalten wir
4l = −c2(1+ g) und definieren
S :=
(
2E2 B
B′ 2lE2
)
mit B :=
(
ca cb
cb −ca
)
.
Damit ergibt sich
det S =2 det
 2 cb −ca−cb 2l 0
ca 0 2l
+ (−ca)det
 0 ca cb2 cb −ca
ca 0 2l

− (−cb)det
 0 ca cb2 cb −ca
−cb 2l 0

=
[
16l2 + 4lc2g
]− c4a2 − c4b2 = c4(1+ 2g+ g2 − g− g2 − g)
=c4 =
16
D2K
.
Weiterhin ist S gerade, da S ∈ Her(4; 2O]K) und sjj ∈ 2Z für j = 1, . . . , 4. Es ist also
S [g] ∈ 2Z für g ∈ O4K, zusammen mit S [e1] = s11 = 2 ergibt dies µK(S) = 2. Weiterhin
ist µ8 = 2 bekannt.
Satz 2.10b) liefert uns nun
µ4,K ≤ 12µ8
√
|DK| = 2,
nach Definition ist
2 = µK(S) ≤ µ4,K 4
√
det(S)⇔ µ4,K ≥
√
|DK|.
Wir erhalten also µ4,K =
√|DK|. 
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3 Kegel, Kerne und Träger
Dieses Kapitel stellt die Begriffe, die wir für die Einführung der Typ-2-Funktionen und
speziell der dyadischen Spur brauchen, vor. Wir orientieren uns dabei an den Defini-
tionen, wie sie in (PY00) verwendet werden. Für eine allgemeinere Einführung in den
Begriff des Kerns siehe z. B. (AMRT75).
3.1 Kegel
3.1 Definition. Für Matrizen A, B ∈ Her(n;C) definieren wir das positiv definite Skalar-
produkt
〈A, B〉 := Sp (AB′) = Sp (AB). ?
Es ist Sp (AB) = Sp ( 12 (AB+ BA)) mit
1
2 (AB+ BA) ∈ Her(n;C). Die Spur von hermite-
schen Matrizen ist reell, da alle Diagonaleinträge reell sind.
Mit A = (akl)kl und B = (bkl)kl erhalten wir
〈A, B〉 =
n
∑
k=1
(AB′)kk =
n
∑
k=1
n
∑
l=1
aklbkl =
n
∑
k=1
akkbkk + ∑
k,l=1
l>k
2Re (aklbkl) ∈ R. (3.2)
An diesem Ausdruck läßt sich
〈αA1 + A2, B〉 = α〈A1, B〉+ 〈A2, B〉
für alle α ∈ R und A1, A2, B ∈ Her(n;C) ablesen, weiterhin ist 〈A, B〉 = 〈B, A〉 offen-
sichtlich.
Für A ∈ Her(n;C), A 6= 0 gilt
〈A, A〉 =
n
∑
k,l=1
aklakl =
n
∑
k,l=1
|akl |2 > 0,
die Abbildung 〈·, ·〉 ist also positiv definit und damit tatsächlich ein Skalarprodukt.
3.1 Kegel
3.3 Definition. Sei C ⊂ Her(n;C), C 6= ∅. C heißt (konvexer) Kegel, falls folgende Eigen-
schaften erfüllt sind:
a) A+ B ∈ C für alle A, B ∈ C, und
b) αA ∈ C für alle α > 0, A ∈ C. ?
Die Eigenschaft „konvex“ kann aus der Definition weggelassen werden:
3.4 Bemerkung. Mit den definierenden Eigenschaften ist ein Kegel C immer konvex: Seien
A, B ∈ C und 0 < α < 1. Dann ist mit b) auch αA ∈ C und (1− α)B ∈ C, mit a) dann
auch αA+ (1− α)B ∈ C. Das ist die Konvexität. ?
Die folgende Definition bringt uns ein technisches Hilfsmittel.
3.5 Definition. Sei C ⊂ Her(n;C). Wir definieren C∨ ⊂ Her(n;C) durch
C∨ := {A ∈ Her(n;C); 〈A,C〉 ≥ 0 für alle C ∈ C} . ?
Erste Eigenschaften von C∨ beschreibt das folgende Lemma.
3.6 Lemma. Sei C ein Kegel. Folgende Eigenschaften sind äquivalent:
(i)
◦C 6= ∅,
(ii) Rang C = n2(= dimRHer(n;C)) ,
(iii) C⊥ = {0}, und
(iv) C∨ enthält keinen eindimensionalen Teilraum. ?
Beweis: (i)⇒(ii) Es ist ◦C 6= ∅ genau dann, wenn es ein e > 0 und ein C0 ∈ C gibt
mit Ke(C0) ⊂ C. Eine beliebige Basis von Her(n;C) läßt sich nun zu einer Basis B
skalieren mit B ⊂ Ke(0). Für hinreichend kleines e > 0 ist B + C0 ebenfalls eine
Basis von Her(n;C), die in C enthalten ist.
(ii)⇒(i) Wegen Rang C = n2 enthält C eine Basis C1, . . . ,Cn2 von Her(n;C). Sei o. B. d.A.
‖Ck‖∞ = 1 für 1 ≤ k ≤ n2. Sei nun C := 2C1 + · · ·+ 2Cn2 . Dann ist
C˜ := C+ α1C1 + · · ·+ αn2Cn2 = (2+ α1)C1 + · · ·+ (2+ αn2)Cn2 ∈ C
für alle |αk| < 1, 1 ≤ k ≤ n2. Die Menge aller dieser C˜ ist nun eine offene Kugel in
Her(n;C) bezüglich der Maximumsnorm zur Basis C1, . . . ,Cn2 . Damit ist
◦C 6= ∅.
(ii)⇔(iii) Klar mit n2 = dimRHer(n;C) = dimR 〈C〉+ dimR C⊥.
(iii)⇒(iv) Sei A ∈ C∨ mit RA ⊂ C∨. Dann sind insbesondere A und −A ∈ C∨, d. h.
〈A,C〉 ≥ 0 und 〈−A,C〉 = −〈A,C〉 ≥ 0 für alle C ∈ C, also 〈A,C〉 = 0 für alle
C ∈ C. Insgesamt folgt A ∈ C⊥, also A = 0.
(iv)⇒(iii) Angenommen, es gibt A ∈ C⊥, A 6= 0. Dann ist 〈A,C〉 = 〈αA,C〉 = 0 für alle
α ∈ R und C ∈ C, also RA ⊂ C∨, Widerspruch. 
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3.1 Kegel
Für unsere Zwecke ist folgendes Lemma von Bedeutung. Insbesondere werden wir Ei-
genschaft c) benötigen.
3.7 Lemma. a) Seien C,D ⊂ Her(n;C). Aus C ⊂ D folgt C∨ ⊃ D∨.
b) Sei C ⊂ Her(n;C), C 6= ∅. Dann ist C∨ ein abgeschlossener Kegel.
c) Sei C ⊂ Her(n;C), C 6= ∅. Dann ist C∨∨ der kleinste abgeschlossene Kegel, der C
enthält. Ist insbesondere C ein abgeschlossener Kegel, so gilt C∨∨ = C.
Beweis: a) Diese Aussage folgt direkt aus der Definition von C∨ bzw. D∨.
b) Dies folgt direkt aus der Linearität des Skalarproduktes: Aus A, B ∈ C∨ und α > 0
folgt wegen 〈A,W〉 ≥ 0 und 〈B,W〉 ≥ 0 für alleW ∈ C auch
〈A+ B,W〉 = 〈A,W〉+ 〈B,W〉 ≥ 0 und 〈αA,W〉 = α〈A,W〉 ≥ 0
für alleW ∈ C, also auch A+ B ∈ C∨ und αA ∈ C∨.
Sei nun (Ak)k eine konvergente Folge in C∨ mit A := limk→∞ Ak ∈ Her(n;C). Für
W ∈ C gilt für alle k ∈ N: 〈Ak,W〉 ≥ 0. Da 〈·, ·〉 stetig ist in beiden Komponenten,
gilt auch 〈A,W〉 ≥ 0. Da W ∈ C beliebig war, gilt A ∈ C∨, C∨ ist also folgenabge-
schlossen und damit auch abgeschlossen.
c) FürW ∈ C gilt zunächst 〈A,W〉 ≥ 0 für alle A ∈ C∨ nach Definition von C∨, es ist
also auchW ∈ C∨∨, also C ⊂ C∨∨. Mit b) ist damit C∨∨ ein abgeschlossener Kegel,
der C umfasst.
Sei nun D ein beliebiger abgeschlossener Kegel mit C ⊂ D. Wir zeigen C∨∨ ⊂ D.
Wegen
C ⊂ D ⇒ C∨ ⊃ D∨ ⇒ C∨∨ ⊂ D∨∨
genügt es zu zeigen, dass D∨∨ ⊂ D für abgeschlossene Kegel D gilt.
Sei also D ein abgeschlossener Kegel und W ∈ D∨∨, W 6∈ D. D und {W} sind
konvex, mit dem Trennungssatz (vgl. (SW70), S. 98) gibt es nun ein V ∈ Her(n;C)
und ein λ ∈ Rmit
〈V,W〉 < λ und 〈V, T〉 ≥ λ für alle T ∈ D. (3.8)
Wäre λ > 0, so gibt es zu T0 ∈ D ein α > 0, so dass 〈V, αT0〉 = α〈V, T0〉 < λ ist.
λ < 0 ist auch ausgeschlossen, denn zu T0 ∈ D mit 〈V, T0〉 < 0 gilt
lim
α→∞〈V, αT0〉 = −∞,
im Widerspruch zu (3.8).
Es ist also λ = 0. Der rechte Teil in (3.8) besagt nun V ∈ D∨, 〈V,W〉 < 0 ist damit
ein Widerspruch zuW ∈ D∨∨. Es folgt die Behauptung. 
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3.2 Kerne
Beispiele für Kegel liefern die positiv definiten bzw. semidefiniten Matrizen. Ihre Kege-
leigenschaft wird später für uns noch von Bedeutung sein.
3.9 Beispiel. Pos(n;C) und Psd(n;C) sind konvexe Kegel in Her(n;C). Pos(n;C) ist offen
und Psd(n;C) abgeschlossen. Es gilt dabei
Psd(n;C)∨ = Psd(n;C) und Pos(n;C)∨ = Psd(n;C). ?
Beweis: Offenheit bzw. Abgeschlossenheit wurden schon in Proposition 1.26 behandelt.
Wegen (αS) [g] = α(S [g]) und (S+ T) [g] = S [g] + T [g] für alle S, T ∈ Her(n;C), α ≥ 0
und g ∈ Cn folgen die Kegeleigenschaften aus Definition 3.3.
Seien nun A, B ∈ Psd(n;C) und weiter W,V ∈ Mat(n;C) mit A = W ′W und B = VV ′
nach Korollar 1.18c). Dann ist
〈A, B〉 = Sp (AB) = Sp (W ′WVV ′) = Sp (V ′W ′WV) = Sp (WV ′WV) ≥ 0,
da (WV)
′
(WV) ≥ 0. Es ist also Psd(n;C) ⊂ Psd(n;C)∨.
Sei umgekehrt T ∈ Psd(n;C)∨. Angenommen, es sei T 6∈ Psd(n;C). Es gibt also ein
g ∈ Cn mit T [g] < 0. Dann istW := (g, 0, . . . , 0) ∈ Mat(n;C) und S := WW ′ ∈ Psd(n;C).
Es folgt
0 > T [g] = Sp (T [W]) = Sp (TWW ′) = 〈T, S〉,
im Widerspruch zu T ∈ Psd(n;C)∨. Damit folgt Psd(n;C)∨ ⊂ Psd(n;C). 
3.2 Kerne
Der Begriff des Kerns wird für abgeschlossene, konvexe Teilmengen von Psd(n;C) defi-
niert. Er faßt einige Eigenschaften zusammen, die wir später benötigen.
3.10 Definition. Sei K ⊂ Psd(n;C) abgeschlossen und konvex. Wir nennen K einen Kern,
wenn folgende Eigenschaften erfüllt sind:
a) αA ∈ K für alle α ≥ 1, A ∈ K,
b) 0 6∈ K, und
c)
⋃
α>0 αK ⊃ Pos(n;C). ?
Die Spur von Matrizen eines Kerns ist nicht nur stets positiv, sondern sogar durch ei-
ne positive Zahl nach unten beschränkt. In der Tat folgt dies schon aus einem Teil der
definierenden Eigenschaften eines Kerns:
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3.11 Lemma. Sei K ⊂ Psd(n;C) abgeschlossen mit 0 6∈ K.
a) Es existiert ein β > 0 mit Sp (A) ≥ β für alle A ∈ K.
b) Sei weiterhin S ∈ Pos(n;C). Dann existiert ein γ > 0 mit 〈S, A〉 ≥ γ für alle
A ∈ K.
Insbesondere gelten a) und b) also für Kerne. ?
Beweis: a) Man beachte zunächst, dass mit Korollar 1.19a) die Spur von positiv semi-
definiten Matrizen ungleich der Nullmatrix stets positiv ist.
Nehmen wir nun an, ein solches β > 0 existiere nicht. Dann existiert eine Folge
(Ak)k mit Ak ∈ K und Sp (Ak) → 0 für k → ∞. Mit Lemma 1.25 folgt dann auch
Ak → 0. Da K abgeschlossen ist, folgt 0 ∈ K als Widerspruch zur Eigenschaft b).
b) Es gibt ein α > 0 mit S ≥ αE. Dann gilt mit a)
〈S, A〉 ≥ 〈αE, A〉 = α Sp (A) ≥ αβ =: γ. 
3.12 Definition. Für eine nicht-leere Teilmenge K ⊂ Her(n;C) definieren wir Kunionsq durch
Kunionsq = {A ∈ Her(n;C); 〈A,W〉 ≥ 1 für alleW ∈ K} . ?
Die für uns wichtigen Eigenschaften von Kunionsq werden im folgenden Lemma zusammen-
gefasst.
3.13 Lemma. Sei K ein Kern.
a) Für zwei Teilmengen A, B ⊂ Her(n;C)mit A ⊂ B gilt Aunionsq ⊃ Bunionsq.
b) Kunionsq ist ein Kern.
c) Es gilt Kunionsqunionsq = K.
d) K ist abgeschlossen unter der Addition von Elementen.
e) K∨∨ = ⋃α≥0 αK. ?
Beweis: a) Klar aus der Definition von Aunionsq bzw. Bunionsq.
b) Sei A ∈ Kunionsq, damit gilt 〈A,W〉 ≥ 1 für alleW ∈ K. Damit gilt aber auch 〈αA,W〉 =
α〈A,W〉 ≥ 1 für α ≥ 1 und alle W ∈ K. Es folgt αA ∈ Kunionsq, also ist Bedingung a)
erfüllt. Wegen 〈0,W〉 = 0 für alleW ∈ Her(n;C) gilt 0 6∈ Kunionsq.
Die Abgeschlossenheit folgt aus der Folgenabgeschlossenheit aufgrund der Stetig-
keit von 〈·, ·〉. Zur Konvexität: Seien A, B ∈ Kunionsq und 0 ≤ α ≤ 1. Dann ist für alle
W ∈ K
〈αA+ (1− α)B,W〉 = α〈A,W〉+ (1− α)〈B,W〉 ≥ α+ (1− α) = 1,
das bedeutet αA+ (1− α)B ∈ Kunionsq.
Sei nun S ∈ Pos(n;C). Mit dem γ > 0 aus Lemma 3.11b) gilt 〈S,W〉 ≥ γ ⇔
〈 1γS,W〉 ≥ 1 für alleW ∈ K, es ist also 1γS ∈ Kunionsq. Wir haben S ∈ γKunionsq ⊂
⋃
α>0 αKunionsq.
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c) Wir folgen dem Beweis in (AMRT75): FürW ∈ K gilt 〈W, A〉 ≥ 1 für alle A ∈ Kunionsq,
es ist daher auchW ∈ Kunionsqunionsq. DaW beliebig war, gilt K ⊂ Kunionsqunionsq.
Nehmen wir nun an, dass es ein W ∈ Kunionsqunionsq gibt mit W 6∈ K. {W} und K sind
konvexeMengen. Nach dem Trennungssatz existiert eine Hyperebene in Her(n;C),
die beide Mengen trennt, d. h. es existiert ein V ∈ Her(n;C) und ein λ ∈ R, so dass
〈V,W〉 < λ und 〈V, T〉 ≥ λ für alle T ∈ K.
Ist λ > 0, so setzen wir V˜ := 1λV, es folgt 〈V˜, T〉 ≥ 1 für alle T ∈ K, nach Definition
also V˜ ∈ Kunionsq. Andererseits gilt 〈V˜,W〉 < 1, was einen Widerspruch zuW ∈ Kunionsqunionsq =
{S ∈ Her(n;C); 〈S, T〉 ≥ 1 für alle T ∈ Kunionsq} darstellt.
Der Fall λ < 0 kann nicht auftreten, denn mit T ∈ K mit 〈V, T〉 < 0 folgt
lim
α→∞〈V, αT〉 = −∞
mit αT ∈ K für alle α > 1, was einen Widerspruch darstellt.
Es bleibt λ = 0, es gilt also 〈V,W〉 < 0 und 〈V, T〉 ≥ 0 für alle T ∈ K. Mit erneuter
Anwendung des Trennungssatzes auf K und {0} erhalten wir ein U ∈ Her(n;C)
und ein µ ∈ Rmit
0 = 〈U, 0〉 < µ, also µ > 0, und 〈U, T〉 ≥ µ für alle T ∈ K.
Wähle nun e > 0 mit
〈V + eU,W〉 < 0 und 〈V + eU, T〉 ≥ eµ ≥ 0 für alle T ∈ K.
Damit können wir wieder den ersten Fall anwenden, insgesamt haben wir also
Kunionsqunionsq ⊂ K gezeigt.
d) Seien A, B ∈ K. Dann sind auch 2A, 2B ∈ K, und aufgrund der Konvexität schließ-
lich
A+ B = 12 (2A) + (1− 12 )(2B) ∈ K.
e) Wir zeigen: M := ⋃α≥0 αK ist ein abgeschlossener Kegel, dann folgt die Behaup-
tung aus Lemma 3.7 c): Aufgrund der Definition eines Kegels sind die Elemente in
M auf jedem Fall in dem kleinsten Kegel enthalten, der K enthält. IstM nun ein
Kegel, so folgtM = K∨∨.
Man beachte: Aus 0 < α1 < α2 folgt α1K ) α2K. Alle αK sind abgeschlossen unter
der Addition, damit auchM: Sind 0 6= A, B ∈ M, so gibt es α, β > 0 mit A ∈ αK
und B ∈ βK. Es gilt also A, B ∈ min{α, β} · K, also auch A+ B ∈ min{α, β} · K ⊂
M. Ferner gilt für γ ≥ 0 und A ∈ M auch γA ∈ M.
Sei nun (Ak)k eine konvergente Folge inMmit Grenzwert A. WegenK ⊂ Psd(n;C)
ist A ∈ Psd(n;C), da Psd(n;C) ein abgeschlossener Kegel ist. Seien o. B. d.A. alle
Ak 6= 0, denn sonst ist auch A = 0 ∈ M. Weiter seien o. B. d.A. auch alle Ak 6∈ K,
da andernfalls aus der Abgeschlossenheit von K ebenfalls sofort die Behauptung
folgt.
Wir schreiben nun Ak = 1Nk Bk mit Nk := min
{
N ∈ N; Ak ∈ 1NK
}
. Wegen Ak 6∈ K
gilt Nk > 1 für alle k ∈ N. Es ist Bk ∈ K, aber Bk 6∈ 2K, da sonst Nk nicht minimal
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wäre. Also ist die Menge {Bk; k ∈ N} beschränkt. Nach Konstruktion ist Ak ∈ 1NkK,
aber Ak 6∈ 1Nk−1K für alle k ∈ N.
Ist nun die Menge {Nk; k ∈ N} nach oben beschränkt, so gilt
Ak ∈ 1max{Nk}K ⊂ M,
aus der Abgeschlossenheit von 1max{Nk}K folgt nun auch A ∈ M.
Ist {Nk} nicht nach oben beschränkt, so gibt es eine Teilfolge (Nkl )l mit liml→∞Nkl =
∞. Mit der Beschränktheit von {Bk} folgt nun
Akl =
1
Nkl
Bkl −−−→l→∞ 0 ∈ M,
also liegt auch in diesem Fall der Grenzwert der Teilfolge und damit der Folge in
M. Damit haben wir auch die Abgeschlossenheit vonM gezeigt. 
3.3 Semihüllen und Träger
Kommen wir nun zu unserem Anwendungsgebiet für den Begriff des Kerns. Zunächst
führen wir den Begriff der Semihülle ein, um die Bedingung der Konvexität und der
Abgeschlossenheit an einen Kern zu erfüllen.
3.14 Definition. Für eine Menge S ⊂ Psd(n;C) definierien wir die Semihülle Sh(S) als
topologischen Abschluss der konvexen Hülle von
⋃
α≥1 αS . ?
3.15 Bemerkung. Damit ist Sh(S) für S ⊂ Psd(n;C) bereits konvex und abgeschlossen. ?
Wir wollen die Menge aller Koeffizienten beschreiben, die in der Fourierentwicklung ei-
ner Modulform f vorkommen, d. h. diejenigen T ∈ Her#(n;OK), für die a(t) 6= 0 gilt.
Zentral für die weiteren Aussagen wird die Semihülle dieser Menge.
3.16 Definition. Sei f ∈ Mk(Γ) eine Modulform zu einer Untergruppe Γ ⊂ Γn mit der
Fourierentwicklung
f (Z) = ∑
T∈Her#(n;OK)
T≥0
a(T)e2pii Sp (TZ) für alle Z ∈ H(n;C).
Wir definieren den Träger von f zu
supp( f ) :=
{
T ∈ Her#(n;OK); a(T) 6= 0
}
und ν( f ) zu
ν( f ) := Sh(supp( f )). ?
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Folgendes Lemma ermöglicht es uns, die Ergebnisse über Kerne auf ν( f ) anzuwenden –
und damit Aussagen über den Träger vonModulformen zu erhalten. Zunächst behanden
wir jedoch Modulformen zu Untergruppen von Γ.
3.17 Lemma. Sei f ∈ Mk(Γ+0 [l]) für ein l ∈ N mit 0 6∈ supp( f ). Dann ist entweder ν( f ) ein
Kern, oder f ≡ 0. ?
Beweis: Nach Definition ist supp( f ) ⊂ Psd(n;C). Sei nun K := ν( f ), dann ist K ⊂
Psd(n;C) = Psd(n;C), da Psd(n;C) schon abgeschlossen und konvex ist. Ebenso ist K
abgeschlossen und konvex.
Wir zeigen die drei Eigenschaften aus Definition 3.10. Eigenschaft a) folgt direkt aus der
Definition der Semihülle.
Mit Lemma 1.51 sind die Diagonaleinträge tµµ für alle T = (tµν) ganz, wegen T ≥ 0
nichtnegativ. Daher ist auch Sp (T) ∈ N für alle T ∈ supp( f ), falls 0 6∈ supp( f ). Auf-
grund der Linearität und der Stetigkeit der Spurabbildung gilt auch Sp (T) ≥ 1 für alle
T ∈ K, also 0 6∈ K. Das ist Eigenschaft b).
Zu Eigenschaft c): Zu zeigen ist
⋃
α>0 αK ⊃ Pos(n;C). Wir unterscheiden n = 1 und
n ≥ 1.
• Im Fall n = 1 ist Γ+0 [l] =
{(
1 µl
0 1
)
; µ ∈ Z
}
, wir haben also supp( f ) ⊂ 1lZ. Für n = 1
ergibt sich supp( f ) ≥ 0 aus der Beschränktheitseigenschaft in der Definition der Modul-
formen für n = 1. Unter der Voraussetzung 0 6∈ supp( f ) gilt K = [ml ,∞) für ein m ∈ N
oder K = ∅. Im ersten Fall ist ⋃α>0 αK = (0,∞) = Pos(1;C), aus K = ∅ folgt f ≡ 0.
• Sei nun n > 1. Gilt K∨ ⊂ Psd(n;C), so ist⋃
α≥0
αK =
3.13e)
K∨∨ ⊃
3.13a)
Psd(n;C)∨ =
3.9
Psd(n;C) ⊃ Pos(n;C),
also Eigenschaft c), womit K ein Kern ist.
Gelte im folgenden also K∨ 6⊂ Psd(n;C). Wir wollen zu einer Modulform g übergehen,
in deren Träger eine nicht positiv semidefinite Matrix liegt, die als ersten Diagonaleintrag
einen negativen Wert hat.
Gilt K∨ 6⊂ Psd(n;C), so gibt es ein T ∈ K∨ mit T 6≥ 0. Daher gibt es eine primitive Spalte
g ∈ OnK mit T [g] < 0. Ergänze dieses g zu einer Matrix A′
−1 ∈ SL(n;OK) und definiere
P := T [A′−1]. Dann ist der erste Diagonaleintrag p11 = T [g] von P = (pµν) negativ.
Definiere M ∈ Γ+0 durch M =
(
A 0
0 A′−1
)
, dann ist M 〈Z〉 = AZA′ für Z ∈ H(n;C).
Es ist Γ+0 [l] E Γ0 (Lemma 1.70), also auch Γ+0 [l] E Γ+0 . Daher gilt für alle N ∈ Γ+0 [l]
( f |M )|N = f |(MN) = f |N˜M = ( f |N˜ )|M = f |M
mit N˜ = MNM−1 ∈ Γ+0 [l]. Damit ist g := f |kM ∈ Mk(Γ+0 [l]).
Wegen
Sp (TM 〈Z〉) = Sp (TAZA′) = Sp ((A′TA)Z)
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ist supp(g) = A′ supp( f )A und ν(g) = A′ν( f )A = A′KA. Weiter ist für S ∈ Her(n;C)
und K ∈ K
〈S, A′KA〉 = Sp (SA′KA) = Sp (ASA′K) = 〈ASA′,K〉,
also
ν(g)∨ = (A′KA)∨ = A−1K∨A′−1.
Nach Konstruktion ist damit
P = A−1TA′−1 ∈ A−1K∨A′−1 = ν(g)∨.
Wir unterscheiden nun noch die Fälle supp(g) ⊂ R≥0e11 und supp(g) 6⊂ R≥0e11.
– Gilt supp(g) ⊂ R≥0e11 =
{(
α 0
0 0
) ∈ Mat(n;R); α ∈ R, α ≥ 0}, so zeigen wir g ≡ f ≡
0.
Sei α ≥ 0 mit ( α 00 0 ) ∈ supp(g). Wegen P ∈ ν(g)∨ folgt
〈P, ( α 00 0 )〉 = Sp (P ( α 00 0 )) = p11α ≥ 0.
Wegen p11 < 0 folgt α = 0. Es ist also supp(g) = ∅, g ≡ 0 und schließlich f ≡ 0.
– Sei nun supp(g) 6⊂ R≥0e11, es existiert also ein R = (rµν) ∈ supp(g)mit rmm > 0 für
ein m > 1. Mit diesem Index m definiere für j ∈ N
Bj := En + jle1m ∈ u(Γ+0 [l]) und Qj := BjRBj ′.
Setze Bj = (b
(j)
µν ) und Qj = (q
(j)
µν), dann berechnet sich der erste Eintrag von Qj zu
q(j)11 = (BjRBj
′)11 =
n
∑
µ=1
(BjR)1µb
(j)
1µ = (BjR)11 + jl(BjR)1m
=
n
∑
µ=1
b(j)1µ rµ1 + jl
n
∑
µ=1
b(j)1µ rµm = r11 + jlrm1 + jl(r1m + jlrmm)
= O(j) + j2l2rmm.
Das quadratische Wachstum garantiert uns mit rmm > 0, dass die Qj ab einem s ∈ N
alle verschieden sind.
Für ζ = x+ iy ∈ Cmit y > 0 definieren wir
Zζ := iEn + ζP = xP+ i(E+ yP) ∈ H(n;C).
Wegen P ∈ ν(g)∨ gilt 〈P, supp(g)〉 ≥ 0, wir haben also
∑
W∈supp(g)
|a(W)e2pii Sp (WZζ )| ≤ ∑
W∈supp(g)
|a(W)|e2pii Sp (W·iEn),
die Fourierentwicklung von g konvergiert also in Zζ . Andererseits gilt
∑
j>s
|a(Qj)||e2pii Sp (QjZζ )| = |a(R)|∑
j>s
e−2pi Im (Sp (QjZζ )), (3.18)
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mit
Im (Sp (QjZζ)) = Im (Sp (Qj(xP+ i(E+ yP)))) = O(j) + j2l2rmm(1+ p11y).
Da p11 < 0 kann man y > 0 so wählen, dass 1+ yp11 < 0 ist. Damit divergiert die
Teilreihe (3.18), der Fall K∨ 6⊂ Psd(n;C) kann also nicht eintreten. 
Folgende Funktion wird analog zum Fall der elliptischen Modulformen definiert.
3.19 Definition. Zu einer Funktion f : H(n;C) → C und k ∈ Z definieren wir die Funktion
Φ f durch
φ f : H(n;C)→ R, Z 7→ det(Y) k2 | f (Z)| für Z = X+ iY ∈ H(n;C). ?
Das Verhalten von φ f unter Modulsubstitutionen ist leicht charakterisierbar:
3.20 Lemma. Für eine Funktion f : H(n;C)→ C und M ∈ Γn gilt
φ f |M (Z) = φ f (M 〈Z〉) für alle Z ∈ H(n;C). ?
Beweis: Sei Z = X+ iY ∈ H(n;C). Wir rechnen aus:
φ f (M 〈Z〉) = (det Im M 〈Z〉) k2 | f (M 〈Z〉)| =
1.40d)
(det(Y [M {Z}−1])) k2 | f (M 〈Z〉)|
=
[
|detM {Z}−1|2 detY
] k
2 | f (M 〈Z〉)|
= (detY)
k
2 |detM {Z}|−k| f (M 〈Z〉)| = (detY) k2 ∣∣ f |M (Z)∣∣
= φ f |M (Z). 
Die Bedeutung von φ f für unsere Untersuchungen liegt in folgendem Satz. Wir können
einen Zusammenhang zwischen den Maximumsstellen von φ f und der Semihülle des
Trägers von f herstellen.
3.21 Satz (Semihüllen). Sei f ∈ Mk(Γ+0 [l]) für ein l ∈ N, f 6≡ 0. Die Funktion φ f nehme ihr
Maximum in Z0 = X0 + iY0 ∈ H(n;C) an. Dann ist
k
4pi
Y−10 ∈ ν( f ). ?
Beweis: Wir haben K = Q[
√
d] = Q+Qω, wobei (1,ω) eine R-Basis von C darstellt. K
ist also dicht in C.
K := ν( f ) ist nach Lemma 3.17 ein Kern. Wir wollen{
k
4pi
Y−10
}unionsq
⊃ Kunionsq (3.22)
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zeigen. Aus Stetigkeitsgründen reicht es,{
k
4pi
Y−10
}unionsq
⊃ KunionsqK := Kunionsq ∩Mat(n;K)
zu zeigen.
Sei also S ∈ Kunionsq ∩Mat(n;K). Zu zeigen ist 〈 k4piY−10 , S〉 ≥ 1. Nach Definition ist S ∈
Her(n;K), es gibt ein q ∈ Nmit P := qS ∈ Her(n;OK) ⊂ Mat(n;Z+ωZ).
Wir definieren nun Zζ := Z0 + ζlP für ζ ∈ C mit Im ζ > −e für ein e > 0 derart,
dass Zζ ∈ H(n;C) gewährleistet ist. Wegen P ∈ Her(n;OK) ist 〈P, T〉 ∈ Z für alle T ∈
Her#(n;OK) ⊃ supp( f ). Wir haben also
f (Zζ) = ∑
T∈supp( f )
a(T)e2pii〈T,Zζ 〉 = ∑
T∈supp( f )
a(T)e2pii〈T,Z0〉e2piil〈T,P〉ζ ,
mit z := e2piiζ ist
f (Zζ) = ∑
T∈supp( f )
a(T)e2pii〈T,Z0〉zl〈T,P〉. (3.23)
Mit Im ζ ≥ −e ist zunächst 0 < |z| ≤ e2pie, (3.23) beschreibt damit die Laurententwick-
lung einer Funktion f˜ (z) um 0.
Es ist S ∈ Kunionsq, also ist 〈T, S〉 ≥ 1 für alle T ∈ supp( f ), wir erhalten
min
T∈supp( f )
l〈T, P〉 = lq min
T∈supp( f )
〈T, P
q
〉 = lq min
T∈supp( f )
〈T, S〉 ≥ lq
und damit eine Nullstelle von f˜ in 0 mit einer Ordnung von mindestens lq. Also ist die
Funktion f˜ (z)zlq =
f (Zζ )
e2piilqζ holomorph in z = 0 fortsetzbar. Nach dem Satz vom Maximums-
prinzip nimmt ihr Betrag das Maximum für |z| ≤ e2pie auf dem Rand |z| = e2pie bzw. für
ein ζ˜ mit Im ζ˜ = −e an. Dieses Maximum ist größer oder gleich dem Betrag für z = 1
bzw. ζ = 0. Dies führt zur Ungleichung∣∣∣∣ f (Z0)e2piilq·0
∣∣∣∣ ≤
∣∣∣∣∣ f (Zζ˜)e2piilqζ˜
∣∣∣∣∣ . (3.24)
Es ist |e2piilqζ˜ | = e2pilqe. Damit nimmt φ f ihr Maximum in Z0 an, es ist also
det(Yζ˜)
k
2 | f (Zζ˜)| ≤ det(Y0)
k
2 | f (Z0)| ⇔ | f (Z0)| ≥
det(Yζ˜)
k
2
det(Y0)
k
2
| f (Zζ˜)|.
Zusammen mit (3.24) ergibt sich wegen | f (Zζ˜)| > 0 (sonst wäre f ≡ 0)
| f (Zζ˜)|
e2pilqe
≥ | f (Z0)| ≥ det(Y−10 Yζ˜)
k
2 | f (Zζ˜)| ⇔ e−2pilqe ≥ det(Y−10 Yζ˜)
k
2
⇔− 2pilqe ≥ k
2
ln det(Y−10 Yζ˜). (3.25)
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Es ist Yζ˜ = Y0 − elP und Y−10 Yζ˜ = E− elY−10 P. Bekanntermaßen ist
det(E− elY−10 P) = 1− el Sp (Y−10 P) +O(e2).
Zusammen mit (3.25) und der Reihenentwicklung von ln(1 + z) ergibt sich für hinrei-
chend kleines e
2pilq ≤ −1
e
k
2
ln(1− el Sp (Y−10 P) +O(e2))
= −1
e
k
2
∞
∑
µ=1
(−1)µ+1
µ
(−el Sp (Y−10 P) +O(e2))µ
=
1
e
k
2
∞
∑
µ=1
(el Sp (Y−10 P))
µ
µ
+O(e2)
=
k
2
(
l Sp (Y−10 P) +O(e)
)
−→
e↓0
k
2
l Sp (Y−10 P).
Insgesamt ergibt sich
2pilq ≤ k
2
l〈Y−10 , P〉 ⇔ 1 ≤ 〈
k
4pi
Y−10 ,
P
q
〉 = 〈 k
4pi
Y−10 , S〉,
daraus folgt S ∈
{
k
4piY
−1
0
}unionsq
und damit (3.22).
Die Behauptung des Satzes folgt nun mit Lemma 3.13 aus
k
4pi
Y−10 ∈
{
k
4pi
Y−10
}unionsqunionsq
⊂ Kunionsqunionsq = K,
da K mit Lemma 3.17 ein Kern ist. 
Der vorangegangene Satz hat Modulformen zu Γ+0 [l] behandelt. Seine Aussage läßt sich
nun auf Spitzenformen zu beliebigen Untergruppen endlichen Indexes von Γn verallge-
meinern.
3.26 Satz. Sei f ∈ Sk(Γ), f 6≡ 0 mit [Γn : Γ] < ∞. Die Funktion φ f nehme ihr Maximum an
der Stelle Z0 = X+ iY0 ∈ H(n;C) an. Für alle M ∈ Γn gilt dann
k
4pi
(Im M−1 〈Z0〉)−1 ∈ ν( f |M ). ?
Beweis: f |M ist eine Modulform zu ΓM := M−1ΓM, es gilt für N ∈ Γ⇔ M−1NM ∈ ΓM,
( f |M )|(M−1NM) = ( f |N )|M = f |M .
Da Γ und damit auch ΓM endlichen Index in Γn hat, existiert ein l ∈ N mit Γ[l] ⊂ ΓM.
Damit ist f |M eine Modulform zu Γ+0 [l], und wir können Satz 3.21 anwenden: Wegen
Lemma 3.20 nimmt φ f |M ihr Maximum an der Stelle M−1 〈Z0〉 an, die Behauptung liefert
nun Satz 3.21. 
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Im Folgenden sei Γ stets eine Untergruppe von Γn mit endlichem Index.
3.27 Definition. Eine Familie von Kernen {KM}M∈Γn heißt Γ-verträglich, falls für alle T ∈ Γ
und für alle U =
(
A′ S
0 A−1
)
∈ Γ0 gilt:
KTMU = AKMA′. ?
Semihüllen von Trägern von Modulvormen sind Γ-verträglich:
3.28 Lemma. Sei f ∈ Sk(Γ), f 6≡ 0.
a) Dann ist {ν( f |M )}M∈Γn eine Γ-verträgliche Familie von Kernen.
b) Sei {KM} eine Γ-verträgliche Familie von Kernen. Dann sind die beiden folgenden
Eigenschaften äquivalent:
(i) Für alle M ∈ Γn gilt ν( f |M ) ⊂ KM.
(ii) Für alle M aus einem Vertretersystem der Doppelnebenklassen Γ
∖
Γn
/
Γ0
gilt ν( f |M ) ⊂ KM. ?
Beweis: a) Da für M ∈ Γn und U ∈ Γ0 auch MU ∈ Γn gilt, können die Multiplikatio-
nen von links und rechts einzeln betrachtet werden. Sei also M ∈ Γn.
(i) Sei T ∈ Γ, es ist f |T = f . Damit haben wir
ν( f |(TM) ) = ν(( f |T )|M ) = ν( f |M ).
(ii) Sei U :=
(
V′ S
0 V−1
)
∈ Γ0. Dann ist für Z ∈ H(n;C)
U 〈Z〉 = (V ′Z+ S)(V−1)−1 = (V ′Z+ S)V = Z [V] + SV.
Sei weiterhin g := f |M , dann ist f |(MU) = g|U . Aus
Sp (TU 〈Z〉) = Sp (T(Z [V])) + Sp (TSV) = Sp ((VTV ′)Z) + Sp (TSV)
und Sp (TSV) ∈ Z für T ∈ Her#(n;OK) folgt
supp(g|U ) = V supp(g)V ′,
also ν( f |(MU) ) = Vν( f |M )V ′. Insgesamt folgt die Behauptung.
b) {ν( f |M )}M∈Γn und {KM}M∈Γn verhalten sich unter denMultiplikationen von links
und rechts mit Elementen aus Γ bzw. Γ0 gleich, d. h.
ν( f |(TMU) ) = Vν( f |M )V ′ und KTMU = VKMV ′
für T ∈ Γ und U =
(
V′ S
0 V−1
)
∈ Γ0. Damit bleibt auch die Inklusion erhalten bei
Auswahl eines anderen Vertreters aus einer Doppelnebenklasse ΓMΓ0 mit M ∈ Γn.
Das ist die Behauptung. 
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3.3 Semihüllen und Träger
Eine Anwendung dieser Aussage erhalten wir mit folgendem Satz.
3.29 Satz. Sei f ∈ Sk(Γ), [Γn : Γ] <∞. φ f nehme an der Stelle Z0 = X0 + iY0 ∈ H(n;C) sein
Maximum an.
Weiterhin sei {KM}M∈Γn eine Γ-verträgliche Familie von Kernen mit supp( f |M ) ⊂ KM
für alle M aus einem Vertretersystem der Doppelnebenklassen Γ
∖
Γn
/
Γ0.
Ist f 6≡ 0, dann gilt Z0 6∈ S mit
S := ⋃
M∈Γn
M
〈{
Z ∈ H(n;C); k
4pi
(Im Z)−1 6∈ KM
}〉
.
Enthält S einen Fundamentalbereich F(Γ) von Γ, so ist f ≡ 0. ?
Beweis: Sei zunächst f 6≡ 0. Wegen Lemma 3.20 und f ∈ Sk(Γ) gilt φ f (Z) = φ f (M 〈Z〉)
für alle M ∈ Γ, daher sei o. B. d.A. Z0 ∈ F(Γ).
Da alle KM Kerne und damit abgeschlossen und konvex sind, folgt aus supp( f |M ) ⊂
KM auch ν( f |M ) ⊂ KM für alle M aus dem Vertretersystem, mit Lemma 3.28b) auch für
alle M ∈ Γn.
Mit Satz 3.26 haben wir nun
k
4pi
[
Im M−1 〈Z0〉
]−1 ∈ KM für alle M ∈ Γn.
Dies schreiben wir um zu
M−1 〈Z0〉 ∈
{
Z ∈ H(n;C); k
4pi
(Im Z)−1 ∈ KM
}
für alle M ∈ Γn,
⇔M−1 〈Z0〉 6∈
{
Z ∈ H(n;C); k
4pi
(Im Z)−1 6∈ KM
}
für alle M ∈ Γn,
⇔ Z0 6∈M
〈{
Z ∈ H(n;C); k
4pi
(Im Z)−1 6∈ KM
}〉
für alle M ∈ Γn,
⇔ Z0 6∈S .
Damit folgt ein Widerspruch für S ⊃ F(Γ), in diesem Fall ist also f ≡ 0. 
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4 Typ-2-Funktionen
4.1 Definition und Eigenschaften
4.1 Definition. Eine Funktion φ : D → R≥0 mit Pos(n;C) ⊂ D ⊂ Psd(n;C) heißt vom
Typ 1, falls folgende Bedingungen erfüllt sind:
a) φ(S) > 0 für alle S ∈ Pos(n;C),
b) φ(λS) = λφ(S) für alle λ ≥ 0 und S,λS ∈ D, und
c) φ(S1 + S2) ≥ φ(S1) + φ(S2) für alle S1, S2, S1 + S2 ∈ D. ?
Wichtig für das spätere Vorgehen ist die Stetigkeit von Typ 1-Funktionen auf Pos(n;C):
4.2 Proposition. Sei φ vom Typ 1. Dann ist φ stetig auf Pos(n;C). ?
Beweis: Sei e > 0 und T ∈ Pos(n;C). Sei weiter q ∈ Rmit 0 < q < min{1, e
φ(T)}.
Mit T > 0 ist auch qT > 0 (Beispiel 3.9). Wähle damit N als Umgebung von T derart,
dass
qT ± (T − S) > 0 für alle S ∈ N . (4.3)
Sei nun S ∈ N beliebig. Dann gilt unter Berücksichtigung der Eigenschaften aus Defini-
tion 4.1
φ(T) + e > φ(T) + qφ(T) = (1+ q)φ(T) = φ((1+ q)T) = φ(T + qT)
= φ(S+ (T − S) + qT) ≥ φ(S) + φ((T − S) + qT) >
(4.3)
φ(S),
also e > φ(S)− φ(T), und
φ(S) = φ(T − qT + qT + S− T) ≥ φ(T − qT) + φ(qT + S− T) >
(4.3)
φ((1− q)T)
= (1− q)φ(T) = φ(T)− qφ(T) > φ(T)− e,
also φ(S)− φ(T) > −e. Insgesamt haben wir also
|φ(T)− φ(S)| < e für alle S ∈ N ,
das ist die Behauptung. 
4.1 Definition und Eigenschaften
4.4 Definition. Sei φ eine Funktion vom Typ 1. Dann heißt φ vom Typ 2 (bezüglich K), wenn
φ(Pos(n;OK)) diskret und abgeschlossen ist in R. ?
Wir kennen bereits Funktionen vom Typ 2:
4.5 Beispiel. Folgende Funktionen sind vom Typ 2:
• S 7→ Sp (S),
• S 7→ det(S) 1n , und
• S 7→ µK(S). ?
Zu µK(S) siehe auch Lemma 4.23.
4.6 Lemma. Sei φ vom Typ 1 und S ⊂ 1l√DK Pos(n;OK)∩ Pos(n;C) für ein l ∈ N. Dann gilt
inf φ(Sh(S) ∩ Pos(n;C)) = inf φ(S).
Ist weiter φ vom Typ 2 bezüglich K, so wird das Minimum angenommen, also
inf φ(S) = min φ(S). ?
Beweis: Es ist S ⊂ Pos(n;C). Da Pos(n;C) ein konvexer Kegel ist, ist auch die konvexe
Hülle von
⋃
α≥1 αS eine Teilmenge von Pos(n;C). Damit gilt S ⊂ Sh(S) ∩ Pos(n;C), es
gilt also inf φ(Sh(S) ∩ Pos(n;C)) ≤ inf φ(S).
Sei nun umgekehrt X ∈ Sh(S) ∩ Pos(n;C), wir zeigen φ(X) ≥ inf φ(S).
X liegt im topologischen Abschluß von T , der konvexen Hülle von ⋃α≥1 αS . Zu e > 0
findet sich aufgrund der Stetigkeit von φ auf Pos(n;C) (Proposition 4.2) ein Y ∈ T mit
|φ(X)− φ(Y)| < e.
Dieses Y hat nun eine Darstellung
Y =∑
µ
α˜µS˜µ mit ∑
µ
α˜µ = 1, α˜µ ≥ 0, S˜µ ∈
⋃
α≥1
αS
=∑
µ
αµSµ mit ∑
µ
αµ ≥ 1, αµ ≥ 0, Sµ ∈ S .
Dies liefert uns unter Berücksichtigung von Definition 4.1
φ(Y) = φ(∑
µ
αµSµ) ≥∑
µ
αµφ(Sµ) ≥∑
µ
αµ inf φ(S) ≥ inf φ(S).
Da nun e > 0 beliebig war, folgt auch φ(X) ≥ inf φ(S).
Ist φ vom Typ 2, so wird das Infimum aufgrund der Diskretheit der Wertemenge auch
angenommen. 
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4.7 Satz. Sei f ∈ Sk(Γ) mit Γ < Γn, [Γn : Γ] < ∞. Sei φ eine Funktion vom Typ 2 bezüglich
K. Gilt für alle Elemente M eines Vertretersystems der Nebenklassen von Γ
∖
Γn die
Ungleichung
min φ(supp( f |M )) > k
4pi
sup
Z∈H(n;C)
inf
N∈Γn
φ((Im N 〈Z〉)−1),
so gilt f ≡ 0. Dabei sei min∅ =∞ gesetzt. ?
Beweis: Die Bedingung ist wohldefiniert: Für G1,G2 ∈ Γ und M ∈ Γn ist f |(G1M) =
f |M = f |(G2M) , die Bedingung ist also unabhängig von der Wahl der Vertreter.
Da der Index [Γn : Γ] endlich ist, handelt es sich um endlich viele Ungleichungen. Wir
können also äquivalent folgende Bedingung formulieren: Es existiert ein δ > 0 mit
min φ(supp( f |M )) > k
4pi
sup
Z∈H(n;C)
inf
N∈Γn
φ((Im N 〈Z〉)−1) + δ für alle M ∈ Γ.
Angenommen, f 6≡ 0. Sei M ∈ Γn beliebig. Satz 3.26 liefert uns nun für eine Maximums-
stelle Z0 ∈ H(n;C) von φ f die Aussage
k
4pi
(Im M−1 〈Z0〉)−1 ∈ ν( f |M ) = Sh(S) mit S := supp( f |M ).
Damit ist S ⊂ Her#(n;OK), also S ⊂ 1√DK Pos(n;OK) ∩ Pos(n;C). Damit ist Lemma 4.6
anwendbar, wir erhalten
φ(
k
4pi
(Im M−1 〈Z0〉)−1) ∈ φ(Sh(S) ∩ Pos(n;C)),
also
k
4pi
φ((Im M−1 〈Z0〉)−1) ≥ min φ(Sh(S) ∩ Pos(n;C)) =
4.6
min φ(S).
Zusammen mit der Voraussetzung ergibt dies
k
4pi
φ((Im M−1 〈Z0〉)−1) > k4pi supZ∈H(n;C)
inf
N∈Γn
φ(Im (N 〈Z〉)−1) + δ. (4.8)
Zu e > 0 finden wir aus der Infimums-Eigenschaft ein N0 ∈ Γn mit
inf
N∈Γn
φ((Im N 〈Z0〉)−1) + e ≥ φ((Im N0 〈Z0〉)−1).
Dies zusammen mit M−1 = N0 in (4.8) ergibt die Ungleichung
inf
N∈Γn
φ((Im N 〈Z0〉)−1) + e ≥ φ((Im N0 〈Z0〉)−1) > sup
Z∈H(n;C)
inf
N∈Γn
φ((Im N 〈Z〉)−1) + δ,
was einen Widerspruch zur Supremumseigenschaft darstellt, da e > 0 beliebig war. 
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Im vorigen Satz haben wir die entscheidende Ungleichung für alle Elemente eines Ver-
tretersystems der Nebenklassen von Γ
∖
Γn gefordert. Es reicht aber auch, wenn die Un-
gleichung im Mittel erfüllt wird:
4.9 Satz. Seien f ∈ Sk(Γ)mit Γ < Γn und I := [Γn : Γ] <∞. Sei φ eine Funktion vom Typ 2
bezüglich K. Sei weiterhin {M1, . . . ,MI} ein Vertretersystem der Nebenklassen Γ
∖
Γn.
Gilt
1
I
I
∑
µ=1
min φ(supp( f |Mµ )) > k4pi supZ∈H(n;C)
min
N∈Γn
φ((Im N 〈Z〉)−1),
so ist f identisch Null. ?
Beweis: Angenommen, f 6≡ 0. Dann setzen wir mµ := min φ(supp( f |Mµ )). Die Fou-
rierkoeffizienten von f |Mµ werden durch
( f |Mµ )(Z) = ∑
Tµ∈supp( f |Mµ )
a(µ)(Tµ)e2pii〈Tµ,Z〉 für alle Z ∈ H(n;C)
bezeichnet. Wir definieren nun F : H(n;C)→ C durch
F(Z) :=
I
∏
µ=1
( f |Mµ )(Z).
Da Multiplikation von rechts mit Elementen aus Γn das Vertretersystem {M1, . . . ,MI}
nur permutiert, ist F ∈ SkI(Γn). Wir wollen auf F Satz 4.7 anwenden und müssen dafür
die Ungleichung aus dessen Voraussetzung zeigen.
Wir erhalten die Fourierentwicklung von F durch
F(Z) =
I
∏
µ=1
 ∑
Tµ∈supp( f |Mµ )
a(µ)(Tµ)e2pii〈Tµ,Z〉

= ∑
T1∈supp( f |M1 )...
TI∈supp( f |MI )
I
∏
µ=1
(
a(µ)(Tµ)
)
e2pii〈T1+···+TI ,Z〉
für Z ∈ H(n;C). Hier gilt T ∈ supp(F) genau dann, wenn für alle µ ∈ {1, . . . , I} ein
Tµ ∈ supp( f |Mµ ) existiert mit T = ∑Iµ=1 Tµ. Zusammen mit Definition 4.1c) folgt für
T ∈ supp(F)
φ(T) ≥
I
∑
µ=1
φ(Tµ) ≥
I
∑
µ=1
mµ,
also
min φ(supp(F)) ≥
I
∑
µ=1
mµ >
Voraus.
kI
4pi
sup
Z∈H(n;C)
inf
N∈Γn
φ((Im N 〈Z〉)−1),
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4.2 Die dyadische Spur
das ist die Voraussetzung von Satz 4.7. Dieser liefert uns F ≡ 0 und damit auch f ≡ 0. 
4.2 Die dyadische Spur
Sei v ∈ Cn. Wir betrachten vv′ ∈ Mat(n;C) und stellen
(vv′)kl = vkvl , also (vv′)lk = vlvk = vkvl
für alle 1 ≤ k, l ≤ n fest. Damit ist vv′ ∈ Her(n;C). Sei weiterhin u ∈ Cn, dann ist
(vv′) [u] = u′vv′u = (u′v)(u′v)
′
= (u′v)(u′v) = |u′v|2 ≥ 0,
also ist vv′ ∈ Psd(n;C) für alle v ∈ Cn. Offensichtlich gilt für u ∈ OnK
uu′ ∈ Psd(n;OK) ⊂ Her(n;OK).
Im Folgenden verwenden wir auch die Bezeichnung
v# := vv′.
4.10 Definition. Sei M ∈ Mat(n;C). Wir sagen, M hat eine dyadische Darstellung bezüglich K,
wenn es αj ∈ R, αj ≥ 0 und vj ∈ OnK gibt derart, dass
M =∑
j
αjvjvj ′.
Eine dyadische Darstellung heißt streng, wenn alle αj > 0 sind.
DieMenge allerMatrizen ausHer(n;C), die eine dyadische Darstellung haben, bezeich-
nen wir mit C∗n . ?
Mit obiger Betrachtung ist eine Matrix, die eine dyadische Darstellung hat, positiv semi-
definit. Allerdings hat nicht jede positiv semidefinite Matrix eine dyadische Darstellung:
4.11 Beispiel. Die Matrix M :=
(
1
√
2√
2 2
)
∈ Her(2;C) ist positiv semidefinit, hat aber keine
dyadische Darstellung. ?
Beweis: Angenommen, M habe die dyadische Darstellung
M =∑
j
αjvjvj ′,
diese sei o. B. d.A. strikt. Mit einem Vektor aus Rad(M) (Definition 4.13) ergibt sich
0 =
(√
2
−1
)′
M
(√
2
−1
)
=∑
j
αj
∣∣∣∣∣
(√
2
−1
)
vj ′
∣∣∣∣∣
2
.
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4.2 Die dyadische Spur
Daraus folgt vj ′(
√
2,−1)′ = 0 für alle j, was einen Widerspruch zu vj ∈ O2K \ {0} und√
2 6∈ K darstellt. 
4.12 Lemma. C∗n ist ein Kegel. Es ist
C∗n = R≥0
〈
vv′
〉
v∈OnK . ?
Beweis: Die Kegeleigenschaft ist klar. Offensichtlich werden durch R≥0 〈vv′〉v∈OnK alle
möglichen dyadischen Darstellungen erreicht. 
4.13 Definition. Für eine Matrix S ∈ Her(n;C) definieren wir
Rad(S) := {g ∈ Cn; S [g] = 0} und
Null(S) := {g ∈ Cn; Sg = 0} = Kern(S).
Wir sagen, ein Teilraum V ⊂ Cm für m ∈ N ist definiert über K, wenn V ein Erzeugen-
densystem mit Vektoren aus Km hat.
Weiterhin sagen wir, v ∈ OnK sei ein Minimalvektor von S ∈ Pos(n;C), wenn S [v] =
µK(S), und schreiben
MinVec(S) := {v ∈ OnK; S [v] = µK(S)} . ?
Wir benötigen für S ≥ 0 die Unterraumeigenschaft von Rad(S):
4.14 Lemma. Sei S ∈ Psd(n;C). Dann ist Rad(S) ein Untervektorraum von Cn. ?
Beweis: Nach Korollar 1.18c) gibt es ein W ∈ Mat(n;C) derart, dass S = W ′W. Für
g ∈ Cn erhalten wir
S [g] = g′W ′Wg = (Wg)
′
Wg,
es ist also
g ∈ Rad(S)⇔ S [g] = 0⇔Wg = 0⇔ g ∈ Null(W).
Null(W) ist als Kern des Homomorphismus g 7→W · g ein Unterraum. 
Wir können die Existenz einer dyadischen Darstellung für S ∈ Psd(n;C) auch über
Rad(S) bestimmen. Wichtig ist für uns insbesondere die Eigenschaft Pos(n;C) ⊂ C∗n :
4.15 Lemma. Es gilt die Charakterisierung
C∗n = {S ∈ Psd(n;C); Rad(S) ist definiert über K} . ?
Beweis: Sei C := {S ∈ Psd(n;C); Rad(S) ist definiert über K}. Für n = 1 ist die Behaup-
tung klar, es ist C∗n = R≥0 = C. Sei also n > 1. Wir zeigen C∗n ⊂ C und C ⊂ C∗n :
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C∗n ⊂ C: Sei S ∈ C∗n , damit hat S eine Darstellung S = ∑j αjvjvj ′ mit αj > 0 und vj ∈ OnK.
Für g ∈ Cn gilt dann
S [g] = g′Sg =∑
j
αjg′vjvj ′g =∑
j
αj|g′vj|2.
Damit gilt
g ∈ Rad(S)⇔ {g ∈ Cn; g′vj = 0 für alle j} .
Da alle vj ∈ OnK sind, läßt sich hier ein Erzeugendensystem für Rad(S) finden, das
nur aus Vektoren aus OnK besteht. Damit ist S ∈ C.
C ⊂ C∗n : Sei S ∈ Psd(n;C). Offenbar ist Rad(S) = {0} ⇔ S ∈ Pos(n;C). Damit ist
Pos(n;C) ⊂ C, wir zeigen zunächst Pos(n;C) ⊂ C∗n .
(i) Hierfür zeigen wir im ersten Schritt Pos(n;K) ⊂ C∗n per Induktion. Sei also
S ∈ Pos(1;K) = K ∩R>0, damit hat S eine triviale dyadische Darstellung als
S · 11′. Sei im Folgenden n ≥ 2 mit
S =
(
S1 S2
S2
′ S4
)
∈ Pos(n;K) und S1 ∈ Pos(n− 1;K) sowie S4 ∈ K ∩R = Q.
Sei weiterhin g = (g1g2) ∈ OnK mit g1 ∈ On−1K . Die quadratische Ergänzung
(Lemma 1.14) liefert uns
S [g] = S
[(
En−1 −S−11 S2
0 1
)] [(
En−1 S−11 S2
0 1
)
g
]
=
(
S1 0
0 S4 − S−11 [S2]
) [(
g1 + S−11 S2g2
g2
)]
= S1 [g1 + g2S−11 S2] + (S4 − S−11 [S2]) [g2] . (4.16)
Für den zweiten Ausdruck in (4.16) ergibt sich
(S4− S−11 [S2]) [g2] = (αvv′) [g] mit α := S4 − S−11 [S2] und v = en. (4.17)
Es ist hier α > 0, da α das letzte Diagonalelement von S [
(
En−1 −S−11 S2
0 1
)
] ∈
Pos(n;K) ist.
Für den ersten Ausdruck in (4.16) wenden wir auf S1 ∈ Pos(n − 1;OK) die
Induktionsvoraussetzung an und schreiben S1 = ∑j αjvjvj
′ mit vj ∈ On−1K .
Wir setzen
g˜ := g1 + g2S−11 S2 = (En−1, S
−1
1 S2)
(
g1
g2
)
∈ Kn−1,
damit erhalten wir
S1 [g˜] = (∑
j
αjvjvj ′) [g˜] = (∑
j
αjwjwj ′) [g] mit wj :=
( En−1
S2
′S1′
−1
)
vj ∈ Kn.
(4.18)
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Kombinieren wir (4.17) und (4.18), so erhalten wir
S [g] = (∑
j
αjwjwj ′) [g] , also S =∑
j
αjwjwj ′,
da g ∈ OnK beliebig war. Dies ist i. A. keine dyadische Darstellung, da wj ∈
Kn = (Q+ ωQ)n. Sei daher r ∈ Q \ {0} mit rwj ∈ Z+ ωZ = OK für alle j, so
erhalten wir die dyadische Darstellung
S =∑
j
αj
r2
(rwj)(rwj)
′
, es ist also S ∈ C∗n .
(ii) Nun zeigen wir S ∈ C∗n für alle S ∈ Her(n;C), deren Diagonaleinträge die
jeweilige Zeile dominieren, d. h. für S = (sjl)jl ∈ Her(n;C) mit sjl = xjl +
i
√|d|yjl und xjl , yjl ∈ R sei
sjj ≥
[
∑
l<j
|xjl |+ |yjl ||d|
]
+
[
∑
l>j
|xjl |+ |yjl |
]
. (4.19)
Wie folgende Rechnung (im 2 × 2-Fall) zeigt, können wir jeden Einzelwert
abseits der Diagonalen durch eine dyadische Darstellung erhalten (es seien
x, y ∈ R):
|x|
(
1
sgn(x)
)
(1, sgn(x)) + |y|
(
1
−i√|d| sgn(y)
)(
1, i
√
|d| sgn(y)
)
=
( |x|+ |y| x+ i√|d|y
x− i√|d|y |x|+ |y||d|
)
.
Die Vektoren (1, sgn(x))′ und (1,−i√|d| sgn(y))′ sind nach Lemma 1.43 in
O2K.
Die damit zusätzlich erhaltenen Terme |x|+ |y| bzw. |x|+ |y||d| auf der Dia-
gonalen können wir anschließend aufgrund der Eigenschaft (4.19) wieder eli-
minieren und erhalten eine dyadische Darstellung für S:
S =∑
j<l
|xjl |(ej + sgn(xjl)el)(ej + sgn(xjl)el)′
+∑
j<l
|yjl |(ej − i sgn(yjl)
√
|d|el)(ej − i sgn(yjl)
√
|d|el)
′
(4.20)
+∑
j
[
sjj −
[
∑
l<j
|xjl |+ |yjl ||d|
]
−
[
∑
l>j
|xjl |+ |yjl |
]]
ejej ′.
(iii) Im letzten Schritt kombinieren wir die ersten beiden Schritte für beliebiges
S ∈ Pos(n;C). Wähle e ∈ R, e > 0 mit S > eE, also S− eE > 0. K liegt dicht
in C, also können wir ein T(1) ∈ Pos(n;K) so wählen, dass
T(2) := (S− eE)− T(1)
Einträge t(2)jl = xjl + i
√|d|yjl hat, für die |xjl |+ |yjl ||d| < en gilt.
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Mit Schritt (i) ist T(1) ∈ C∗n , mit Schritt (ii) ist T(2) + eE ∈ C∗n , da Eigenschaft
(4.19) erfüllt ist. Insgesamt ist also
S = T(1) + (T(2) + eE) ∈ C∗n .
Wir müssen nun noch S ∈ C∗n für S ∈ C mit Rad(S) 6= {0} zeigen. Dies geschieht
per Induktion, wobei der Fall n = 1 bereits abgehandelt wurde. Sei also n ≥ 2. Es
ist S ∈ Psd(n;C) \Pos(n;C) und damit Rang S < n, also exisiert einU ∈ SL(n;OK)
mit
S [U] =
(
0 0
0 S(n−1)
)
und S(n−1) ∈ Psd(n− 1;C).
Mit
Rad(S [U]) =
{(
z
v
)
; z ∈ OK, v ∈ Rad(S(n−1))
}
= 〈e1, Rad(S(n−1))〉
und
Rad(S [U]) = {v ∈ OnK; (S [U])v = 0} = {v ∈ OnK; S [Uv] = 0}
= U−1 {v ∈ OnK; S [v] = 0} = U−1 Rad(S)
gilt
Rad(S) ist def. über K ⇔ Rad(S [U]) ist def. über K
⇔ Rad(S(n−1)) ist def. über K.
Wir können also die Induktionsvoraussetzung oder (iii) anwenden und erhalten
S(n−1) ∈ C∗n−1, also S(n−1) = ∑j αjvjvj ′. Weitere Rechnung ergibt
S [U] =∑
j
αjwjwj ′ mit wj :=
(
0
vj
)
∈ OnK sowie
S = (S [U]) [U−1] =∑
j
αj(U′
−1
wj)(wj ′U−1) =∑
j
αj(U′
−1
wj)(U′
−1
wj)
′
.
also S ∈ C∗n . Per Induktion folgt nun die Behauptung. 
4.21 Definition. Wir definieren die dyadische Spur wK : C∗n → R≥0 bezüglich K durch
wK(S) := sup
{
∑
j
αj; S hat die dyadische Darstellung S =∑
j
αjvjvj ′.
}
?
Die Existenz des Supremums und damit die Wohldefiniertheit ergibt sich aus folgendem
Lemma.
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4.22 Lemma. Sei S ∈ C∗n beliebig.
a) Die dyadische Spur wK ist eine Funktion vom Typ 1.
b) wK ist eine Klassenfunktion, also wK(S) = wK(S [U]) für alle U ∈ GL(n;OK).
c) Für alle T ∈ Psd(n;C) gilt
〈S, T〉 ≥ wK(S)µK(T).
d) Es gilt wK(S) = 0 genau dann, wenn S = 0. ?
Beweis: d) Jede strenge dyadische Darstellung S = ∑j αjvjvj
′ 6= 0 liefert wK(S) ≥
∑j αj > 0.
a) Der Beweis von Lemma 4.15 zeigt uns Pos(n;C) ⊂ C∗n , obige Betrachtung beinhaltet
C∗n ⊂ Psd(n;C).
Aus Teil d) folgt wK(S) > 0 für alle S ∈ Pos(n;C). Sei nun λ > 0 und S ∈ C∗n .
Aus S = ∑j αµvjvj
′ folgt wegen λS = ∑j(λαj)vjvj ′ zunächst wK(λS) ≥ λwK(S). Die
Gleichheit folgt mit S = 1λ (λS) durch Anwendung auf λS.
Haben S1, S2 ∈ C∗n schließlich die Darstellungen Sl = ∑j α(l)j vjvj ′ für l = 1, 2,
(o. B. d.A. über die gleiche Indexmenge, setze α(l)j = 0 entsprechend), so hat S1+ S2
die dyadische Darstellung
S1 + S2 =∑
j
(α(1)j + α
(2)
j )vjvj
′,
es folgt also durch Supremumsbildung wK(S1 + S2) ≥ wK(S1) + wK(S2).
b) Hat S ∈ C∗n die dyadische Darstellung S = ∑j αjvjvj ′, so gilt mit U ∈ GL(n;OK)
S [U] =∑
j
αjv˜jv˜j
′ mit v˜j = U
′vj für alle j.
Es folgt die Behauptung.
c) Sei S ∈ C∗n mit der dyadischen Darstellung S = ∑j αjvjvj ′. Sei weiterhin T ∈
Pos(n;C). Dann ist
〈S, T〉 =∑
j
αj〈vjvj ′, T〉 =∑
j
αj Sp (vjvj ′T) =∑
j
αj Sp (vj ′Tvj)
=∑
j
αjT [vj] ≥ µK(T)∑
j
αj.
Durch Supremumsbildung folgt die Behauptung. Für T ∈ Psd(n;C) \ Pos(n;C) ist
die Aussage wegen µK(T) := 0 klar.
Setzt man hier T = E, so ergibt sich Sp (S) ≥ wK(S), also die angesprochene Wohl-
definiertheit von wK. 
4.23 Lemma. a) S 7→ µK(S) ist eine Funktion vom Typ 2 bezüglich K auf Psd(n;C).
b) S 7→ µK(S) ist stetig auf Psd(n;C). ?
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Beweis: a) Klar sind µK(S) > 0 für alle S ∈ Pos(n;C) und µK(λS) = λµK(S) für alle
S ∈ Psd(n;C) und λ ≥ 0.
Seien nun S1, S2 ∈ Psd(n;C) und 0 6= g ∈ OnK. Wegen
(S1 + S2) [g] = S1 [g] + S2 [g] ≥ µK(S1) + µK(S2)
gilt auch µK(S1 + S2) ≥ µK(S1) + µK(S2). µK ist also vom Typ 1.
Wir haben
µK(Pos(n;OK)) ⊂ N,
damit ist µK(Pos(n;OK)) diskret in R. µK ist damit vom Typ 2.
b) Die Stetigkeit auf Pos(n;C) folgt aus Proposition 4.2. Für S ∈ Psd(n;C) \ Pos(n;C)
ist µK(S) = 0 nach Definition. Die Stetigkeit in solchen S folgt aus der Stetigkeit der
Determinante und der Ungleichung
µK(T) ≤ µn,K n
√
det T für alle T ∈ Pos(n;C)
aus Definition 2.8. 
4.3 Wichtige Eigenschaften der dyadischen Spur
4.24 Lemma. Sei φ eine Funktion vom Typ 1, die stetig ist auf Psd(n;C) und auf Psd(n;C) \
Pos(n;C) verschwindet. Dann wird für alle S ∈ Pos(n;C) das Infimum
φˆ(S) := inf
T∈Pos(n;C)
〈S, T〉
φ(T)
in einem T0 ∈ Pos(n;C) angenommen. ?
Beweis: Wir zeigen, dass es eine kompakte Teilmenge E ⊂ Pos(n;C) gibt mit
φˆ(S) = inf
T∈E
〈S, T〉
φ(T)
.
Aus der Stetigkeit von φ und 〈S, ·〉 auf Pos(n;C) ergibt sich dann die Behauptung.
Definiere zunächst
D := {T ∈ Pos(n;C); φ(T) = 1} .
Mit φ(T) > 0 für alle T ∈ Pos(n;C) und 〈S, T
φ(T) 〉 = 〈S,T〉φ(T) können wir bei der Infimums-
bildung stets T durch T
φ(T) ersetzen. Es ist
T
φ(T) ∈ Pos(n;C) und φ( Tφ(T) ) = 1, also gilt
φˆ(S) = inf
T∈D
〈S, T〉
φ(T)
= inf
T∈D
〈S, T〉.
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Es bezeichne λ1(S) > 0 den kleinsten Eigenwert von S für S ∈ Pos(n;C). Damit definie-
ren wir E ⊂ D durch
E :=
{
T ∈ D; Sp (T) ≤ Sp (S)
λ1(S)φ(E)
}
.
Wegen Sp (E) = n und Sp (S) ≥ nλ1(S) gilt
Sp (
E
φ(E)
) =
n
φ(E)
≤ Sp (S)
λ1(S)φ(E)
,
also ist E
φ(E) ∈ E , insbesondere E 6= ∅.
Wir betrachten nun mit T ∈ D \ E
Sp (T) >
Sp (S)
λ1(S)φ(E)
⇔ λ1(S) Sp (T) > Sp (S)
φ(E)
,
was uns zu
〈S, E
φ(E)
〉 = Sp (S)
φ(E)
< λ1(S) Sp (T) ≤ 〈S, T〉
führt. Mit E
φ(E) ∈ E zeigt dies, dass es reicht, das Infimum auf E zu betrachten:
inf
T∈D
〈S, T〉 = inf
T∈E
〈S, T〉.
Wir zeigen nun noch, dass E kompakt ist. Die Beschränktheit ist durch die Obergrenze
für die Spur gegeben. Die Beschränktheit der Nicht-Diagonalelemente folgt dabei wie im
Beweis zu Lemma 1.25.
Wegen der Stetigkeit von Sp (·) und φ auf Pos(n;C) ist E relativ abgeschlossen bezüglich
Pos(n;C). Weiterhin ist für jeden Häufungspunkt T von E durch die Stetigkeit φ(T) =
1, so dass T 6∈ Psd(n;C) \ Pos(n;C). Damit ist E auch relativ abgeschlossen bezüglich
Psd(n;C).
Schließlich ist Psd(n;C) abgeschlossen in Her(n;C), damit ist E auch abgeschlossen in
Her(n;C). Es folgt die Behauptung. 
Dies wenden wir nun an auf die Funktion φ = µK:
4.25 Lemma. Sei S ∈ C∗n . Dann wird das Infimum
µˆK(S) = inf
T∈Pos(n;C)
〈S, T〉
µK(T)
in einem T0 ∈ Pos(n;C) angenommen. ?
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Beweis: Für S ∈ C∗n ∩ Pos(n;C) liefert Lemma 4.24 die Behauptung. Es bleibt, die Be-
hauptung für S ∈ C∗n ∩ Psd(n;C) \ Pos(n;C) zu zeigen, dies erfolgt durch Induktion.
Für n = 1 erfüllt nur S = 0 wegen C∗1 = R≥0 die Bedingung. Für n > 1 gibt es ein
U ∈ SL(n;OK)mit
S [U] =
(
0 0
0 S(1)
)
mit S(1) ∈ Mat((n− 1);C).
Für g ∈ OnK gilt wegen S [g] = (S [U]) [U−1g]
g ∈ Rad(S)⇔ U−1g ∈ Rad(S [U]),
mit S ∈ C∗n ist also auch Rad(S [U]) definiert über K. Weiterhin gilt
g(1) ∈ Rad(S(1))⇔
(
z
g(1
)
∈ Rad(S [U]) für alle z ∈ OK.
Zu T(1) ∈ Pos(n− 1;C) definieren wir nun
T :=
(
µK(T(1)) 0
0 T(1)
)
∈ Pos(n;C), damit gilt 〈S [U] , T〉
µK(T)
=
〈S(1), T(1)〉
µK(T(1))
.
Für die rechte Seite dieser Gleichung gibt es nach Induktionsvoraussetzung ein T(1)0 , in
der das Infimum angenommen wird. Dies liefert uns die Stelle
T0 =
(
µK(T(1)) 0
0 T(1)0
)
,
an der das Infimum für die linke Seite angenommen wird.
Beachtet man jetzt noch
〈S [U] , T0〉 = 〈S, T0 [U′]〉 und µK(T0) = µK(T0 [U′]),
so sieht man, dass µˆK(S) in T0 [U
′] angenommen wird. Mit vollständiger Induktion be-
weist dies das Lemma. 
Dieses Minimum ist gleich dem über ein Supremum definierten Wert w(S). Um dies zu
zeigen, benötigen wir noch eine Aussage über die Variation von Minimalvektoren:
4.26 Lemma. Sei T0 ∈ Pos(n;C). Dann gibt es eine Umgebung N ⊂ Pos(n;C) von T0, so
dass
MinVec(T) ⊂ MinVec(T0) für alle T ∈ N . ?
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Beweis: Wir wählen zunächst ein η > 0 mit 0 < T0 − ηE. Damit definieren wir
N1 := {T ∈ Pos(n;C); T0 − ηE < T} .
Damit ist N1 eine Umgebung von T0. Als Teilmenge von N1 definieren wir nun
N2 := {T ∈ N1; |µK(T)− µK(T0)| < 1} ,
auch N2 ist eine Umgebung von T0. Wir schränken die Kandidaten für MinVec(T) ein
und definieren
W := {g ∈ OnK \ {0}; (T0 − ηE) [g] < µK(T0) + 1} .
Für T ∈ N2 und g ∈ MinVec(T) gilt (T0 − ηE) [g] < T [g] = µK(T) < µK(T0) + 1, also
MinVec(T) ⊂ W . Per Definition istW endlich, da (T0 − ηE) > 0.
Nehmen wir nun an, eine Umgebung N wie in der Behauptung existiere nicht, d. h. in
jeder Umgebung von T0 existiert ein T mit MinVec(T) 6⊂ MinVec(T0). Betrachten wir
o. B. d.A. Umgebungen U von T0 mit U ⊂ N2.
Es gibt also eine Folge (Tj)j, Tj ∈ N2 mit Tj −−−→
j→∞
T0 mit MinVec(Tj) 6⊂ MinVec(T0).
Damit existieren vj ∈ MinVec(Tl) \MinVec(T0), d. h.
Tj [vj] = µK(Tj), T0 [vj] > µK(T0).
Da vj ∈ MinVec(Vj) ⊂ W für alle j ∈ N gilt undW endlich ist, können wir o. B. d.A. vj =
v als konstant annehmen. Damit haben wir Tj [v] → T0 [v] wegen Tj → T0 und Tj [v] =
Tj [vj] = µK(Tj) → µK(T0), da µK stetig ist. Insgesamt erhalten wir T0 [vj] = T0 [v] =
µK(T0), was letztlich vj ∈ MinVec(T0) bedeutet. Damit haben wir einen Widerspruch zu
unserer Annahme gefunden, was die Behauptung des Lemmas beweist. 
Dies ermöglicht es uns nun, die über ein Supremum definierte Funktion wK auch über
ein Infimum zu charakterisieren:
4.27 Satz. Sei S ∈ C∗n . Dann existiert ein T0 ∈ Pos(n;C)mit
wK(S) = inf
T∈Pos(n;C)
〈S, T〉
µK(T)
=
〈S, T0〉
µK(T0)
,
Für ein solches T0 hat S eine dyadische Darstellung in den Minimalvektoren von T0,
d. h. es gibt vj ∈ MinVec(T0) und αj ≥ 0 mit
S =∑
j
αjvjvj ′.
Mit dieser dyadischen Darstellung wird auch das Supremum in Definition 4.21 ange-
nommen, also
〈S, T0〉
µK(T0)
= wK(S) =∑
j
αj.
?
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Beweis: Die Existenz eines solchen T0 folgt mit Lemma 4.25. Sei also T0 mit
µˆK(S) = inf
T∈Pos(n;C)
〈S, T〉
µK(T)
=
〈S, T0〉
µK(T0)
,
für alle T ∈ Pos(n;C) gilt also
〈S, T0〉µK(T) ≤ 〈S, T〉µK(T0). (4.28)
Sei nun N eine Umgebung wie in Lemma 4.26, d. h. für alle hinreichend kleinen B ∈
Her(n;C) ist TB := T0 + B ∈ N mit
MinVec(TB) ⊂ MinVec(T0).
Sei nun vB ∈ MinVec(TB), also auch vB ∈ MinVec(T0). Mit (4.28) erhalten wir
〈S, T0〉µK(TB) ≤ 〈S, TB〉µK(T0) = 〈S, T0 + B〉µK(T0). (4.29)
Weiter ist
〈S, T0〉µK(TB) = 〈S, T0〉(TB [vB]) = 〈S, T0〉 Sp (TBvBvB ′) = 〈S, T0〉〈T0+ B, vBvB ′〉. (4.30)
Aus (4.29) und (4.30) erhalten wir
〈S, T0〉〈T0 + B, vBvB ′〉 ≤ 〈S, T0 + B〉µK(T0)
⇔〈S, T0〉
(〈T0, vBvB ′〉+ 〈B, vBvB ′〉) ≤ (〈S, T0〉+ 〈S, B〉) µK(T0)
⇔ 〈S, T0〉〈B, vBvB ′〉 ≤ 〈S, B〉µK(T0) (4.31)
wegen µK(T0) = T0 [vB] = 〈T0, vBvB ′〉.
Wir definieren nun C := {vv′; v ∈ MinVec(T0)}. Sei nun V ∈ C∨, also
〈V, vv′〉 = V [v] ≥ 0 für alle v ∈ MinVec(T0).
Sei weiter B := λV mit λ > 0 derart, dass T0 + B ∈ N . Das liefert uns (4.31) in der Form
0 ≤ λ〈S, T0〉〈V, vBvB ′〉 ≤ λ〈S,V〉µK(T0).
Daraus folgt 〈S,V〉 ≥ 0, also S ∈ {V}∨. Da V ∈ C∨ beliebig war, folgt S ∈ C∨∨. Mit
Lemma 3.7c) liegt nun S im kleinsten abgeschlossenen, von C aufgespannten Kegel. Wir
haben also
S ∈ ⋃
α≥0
α〈C〉 = ⋃
α≥0
α〈{vv′; v ∈ MinVec(T0)}〉,
wobei 〈·〉 hier den additiven Abschluß bezeichne, also alle Summen von Elementen bein-
halte. Damit sieht man, dass S eine dyadische Darstellung in den Minimalvektoren von
T0 hat.
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Eine solche Darstellung sei jetzt S = ∑j αjvjvj
′ mit vj ∈ MinVec(T0). Wir erhalten
〈S, T0〉 =∑
j
αj〈vjvj ′, T0〉 =∑
j
αjT0 [vj] = µK(T0)∑
j
αj.
Mit Lemma Lemma 4.22c) erhalten wir 〈S, T0〉 ≥ wK(S)µK(T0), also ∑j αj ≥ wK(S). Zu-
sammen mit der Definition 4.21 von wK(S) ergibt das
wK(S) ≤∑
j
αj =
〈S, T0〉
µK(T0)
≤ wK(S)
und damit die restlichen Behauptungen des Satzes. 
Wir fassen die wichtigsten Eigenschaften der dyadischen Spur in folgender Proposition
zusammen:
4.32 Proposition. Die dyadische Spur wK : C∗n → R≥0 ist eine Klassenfunktion vom Typ 2,
die für S ∈ C∗n folgende Eigenschaften erfüllt:
a) S = 0⇔ wK(S) = 0.
b) Für alle T ∈ Psd(n;C) gilt
〈T, S〉 ≥ wK(S)µK(T),
wobei die Gleichheit genau dann angenommen wird, wenn S eine dyadische Dar-
stellung in den Minimalvektoren von T hat.
c) Es gilt
wK(S) ≥ n
µn,K
n
√
det S.
Hier wird die Gleichheit genau dann angenommen, wenn S = 0 ist oder S−1
existiert und Gleichheit in der Hermiteschen Ungleichung (2.9) annimmt. ?
Beweis: wK ist laut Lemma 4.22a),b) eine Klassenfunktion vom Typ 1. Die Diskretheit
von wK(Pos(n;C)) folgt im Anschluß an c).
a) Lemma 4.22d).
b) Die Ungleichung ist in Lemma 4.22c) enthalten. Für den Zusatz nehmen wir zuerst
an, S habe eine Darstellung in den Minimalvektoren von T, also
S =∑
j
αjvjvj ′ mit T [vj] = µK(T) für alle j.
Dann ergibt sich
〈T, S〉 = Sp (∑
j
αjTvjvj ′) =∑
j
αjT [vj] = µK(T)∑
j
αj ≤ µK(T)wK(S),
es folgt die Gleichheit in b).
Werde nun umgekehrt die Gleichheit angenommen, wir wollen die Existenz ei-
ner dyadischen Darstellung von S in den Minimalvektoren von T zeigen. Für T ∈
Pos(n;C) liefert Satz 4.27 das Gewünschte.
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Sei also T ∈ Psd(n;C) \ Pos(n;C). Ist T = 0, so folgt aus 〈T, S〉 = 0 auch wK(S) = 0
und mit a) schließlich S = 0, S hat also eine dyadische Darstellung in den Minimal-
vektoren von T.
Ist T 6= 0, so ist µK(T) = 0 nach Definition, aus der angenommenen Gleichheit
folgt 〈T, S〉 = 0. Sei nun S = ∑j αjvjvj ′ eine beliebige dyadische Darstellung von S,
o. B. d.A. strikt. Es folgt
0 = 〈T, S〉 =∑
j
αjT [vj] ,
wegen T [vj] ≥ 0 folgt T [vj] = 0 und damit vj ∈ MinVec(T) für alle j.
c) Für S ∈ Psd(n;C) \ Pos(n;C) ist det S = 0, die Ungleichung ist also erfüllt. Mit a)
gilt die Gleichheit genau für S = 0.
Sei also im Folgenden S ∈ Pos(n;C). Für beliebiges A ∈ Pos(n;C) gilt mit Ko-
rollar 1.20 und der Ungleichung zwischen dem arithmetischen und geometrischen
Mittel
n
√
det A ≤ n√a1 · · · · · an ≤ 1n (a1 + · · ·+ an) =
1
n
Sp (A). (4.33)
Für T ∈ Pos(n;C) gilt nun T = UU′ nach Lemma 1.17 für ein U ∈ Mat(n;C), also
erhalten wir Sp (ST) = Sp (S [U])mit S [U] > 0. Mit (4.33) gilt nun weiter
〈S, T〉
µK(T)
=
Sp (ST)
µK(T)
≥ n
n
√
det (S [U])
µK(T)
= n
n
√
det S n
√
det T
µK(T)
≥ n
µn,K
n
√
det S. (4.34)
Da T ∈ Pos(n;C) beliebig war, folgt die Ungleichung durch Bildung des Infimums
aus Satz 4.27.
Die Gleichheit in c) wird nun genau dann angenommen, wenn sowohl in (4.33) die
Gleichheit angenommen wird als auch in der letzten Ungleichung in (4.34). Letzte-
res bedeutet, dass µK(T) = µn,K
n
√
det T, in der Hermiteschen Ungleichung gilt für
T also die Gleichheit.
In (4.33) bedeutet das, dass ST = λE gilt mit λ > 0, es ist also T = 1λS
−1.
Wegen µK( 1λS
−1) = 1λµK(S
−1) und n
√
det ( 1λS−1) =
1
λ
n
√
det S−1 nimmt 1λS
−1 genau
dann die Gleichheit in der Hermitesche Ungleichung (2.9) an, wenn S−1 dies tut.
Da es nun mit Satz 4.27 ein T ∈ Pos(n;C) gibt mit wK(S) = 〈S,T〉µK(T) , folgt aus der
Gleichheit in c), dass S−1 die Gleichheit in der Hermitesche Ungleichung annimmt.
Zu N > 0 gibt es aufgrund der Ungleichung in Teil c) nur endlich viele Klassen von
Matrizen in Pos(n;C), die wK(S) ≤ N erfüllen. Damit ist wK(Pos(n;C)) diskret in R, wK
ist schließlich eine Funktion vom Typ 2. 
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5 Beispiele
Wir wollen nun die dyadische Spur für n = 2 und n = 3 bestimmen. Die dyadische Spur
exakt zu bestimmen, gelingt allerdings nur in den einfachsten Fällen.
Sei im Folgenden wieder K = Q(i
√|d|) und sei die Klassenzahl von K eins.
5.1 Die dyadische Spur für n = 2
5.1.1 Der Fall d ≡ 2, 3 mod 4
Im Folgenden habe S ∈ Pos(2;C) stets die Darstellung
S =
(
a α1 + i
√|d|α2
α1 − i
√|d|α2 b
)
mit a, α1, α2, b ∈ R und α := α1 + i
√
|d|α2.
5.1 Bemerkung. Für n = 2 undmit obiger Darstellung haben die Reduktionseigenschaften
aus Definition 1.56 die Form
a) S [x] ≥ a für alle x = (x1, x2)′ ∈ O2K mit ggT(x1, x2) = 1,
b) S [x] ≥ b für alle x = (x1, 1)′ ∈ O2K, und
c) α1 ≥ 0.
Für d = −1 kommt noch die Bedingung −pi4 ≤ arg(α1 + i
√|d|α2) ≤ pi4 , also
d) |α2| ≤ α1
hinzu. ?
5.2 Korollar. S ∈ R(2;K) erfüllt die Bedingungen
0 ≤ 2α1, 2|α2| ≤ a ≤ b. ?
Beweis: Mit S [e2] = b erhalten wir b ≥ a aus Bemerkung 5.1a). Weiter haben wir
S [
(−1
1
)
] = a+ b− 2α1 ≥
b)
b⇒ 2α1 ≤ a
sowie
S [
(±i√|d|
1
)
] = b+ |d|a± 2|d|α2 ≥
b)
b⇒ 2|α2| ≤ a. 
5.1 Die dyadische Spur für n = 2
5.3 Bemerkung. Es sind also stets a, b und α1 nichtnegativ. Wir setzen im Folgenden
e := sgn(α2).
Weiterhin setzen wir für v ∈ Cn im Folgenden
v# := vv′. ?
Im Falle α2 = 0 können wir eine dyadische Zerlegung von S einfach bestimmen:
5.4 Korollar. Sei S ∈ R(2;K) mit obigen Bezeichnungen. Ist zusätzlich α2 = 0, so hat S die
dyadische Darstellung
S =α1
(
1 1
1 1
)
+ (a− α1)
(
1 0
0 0
)
+ (b− α1)
(
0 0
0 1
)
=α1(e1 + e2)# + (a− α1)e#1 + (b− α1)e#2.
Damit ergibt sich aus der Summe der Koeffizienten die Untergrenze für die dyadische
Spur zu
wK(S) ≥ a+ b− α1 ≥ 34 Sp (S). ?
Beweis: Es handelt sich offensichtlich um eine dyadische Darstellung. Für die letzte Ab-
schätzung beachte man noch
α1 ≤ a2 ≤
1
4
Sp (S) =
1
4
(a+ b). 
Betrachten wir nun Matrizen mit α2 6= 0. Mit Korollar 5.2 können wir für reduzierte
Matrizen, die eine weitere Bedingung an ihre Einträge erfüllen, explizit eine dyadische
Darstellung angeben:
5.5 Korollar. Sei S ∈ R(2;K) wie oben. Gilt für d < −1 zusätzlich α1 + |d||α2| ≤ b, so hat
S die dyadische Darstellung
S =α1
(
1 1
1 1
)
+ |α2|
(
1 ie
√|d|
−ie√|d| |d|
)
+ (a− α1 − |α2|)
(
1 0
0 0
)
+ (b− α1 − |d| · |α2|)
(
0 0
0 1
)
=α1(e1 + e2)# + |α2|(e1 − ie
√
|d|e2)#
+ (a− α1 − |α2|)e#1 + (b− α1 − |α2|)e#2
Damit gilt in diesem Fall
wK(S) ≥ a+ b− α1 − |d| · |α2|. ?
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Beweis: Mit Korollar 5.2 sind α1, |α2|, a− α1− |α2| und b− α1− |d||α2| nichtnegativ. Kla-
rerweise sind die angegebenen Vektoren in O2K, damit handelt es sich um eine dyadische
Darstellung. 
Eine andere dyadische Darstellung bekommen wir für beliebige – also auch nicht redu-
zierte – Matrizen aus dem Beweis von Lemma 4.15:
5.6 Korollar. Sei S ∈ Pos(2;K) wie oben. Sei weiterhin r ∈ Q \ {0} mit αa r ∈ OK. Dann hat
S die dyadische Darstellung
S =
b− a−1αα
r2
(
0 0
0 1
)
+
a
r2
(
r2 αa r
2
α
a r
2 r2
a2 (α
2
1 + |d|α22)
)
=
b− a−1bb
r2
e#2 +
a
r2
(
r
α
a r
)#
.
Damit erhalten wir eine Untergrenze für die dyadische Spur von S durch
wK(S) ≥ r−2
(
a+ b− αα
a
)
= r−2
(
a+ b− α
2
1 + |d|α22
a
)
.
?
Beweis: Es ist
b− a−1(α21 + |d|α22) ≥ 0⇔ ba− αα ≥ 0⇔ det S ≥ 0.
Letzteres ist erfüllt, da S positiv definit ist, woraus auch a 6= 0 folgt. Damit handelt es
sich um eine dyadische Darstellung. 
Mit Proposition 4.32 können wir die dyadische Spur einer reduzierten Matrix S explizit
angeben, wenn wir eine Matrix T ∈ Psd(2;C) finden, so dass die für die dyadische Dar-
stellung von S verwendeten Vektoren Minimalvektoren von T sind. Dies gelingt uns in
einfachen Fällen:
5.7 Korollar. Sei d = −1 und S ∈ R(2;K). Dann ist mit obigen Bezeichnungen
wK(S) = a+ b− α1 − |α2| ≥ 12 Sp (S). ?
Beweis: Eine dyadische Darstellung von S erhalten wir aus Korollar 5.5. Weiter definie-
ren wir T :=
(
2 −1− ie
−1+ ie 2
)
. Wegen 2 > 0 und det T = 2 > 0 ist T ∈ Pos(n;C).
Sei g := (x1 + iy1, x2 + iy2)
′ ∈ O2K, also x1, x2, y1, y2 ∈ Z. Mit
2 | T [g] = 2x21 + 2x22 − 2x1x2 + (2y21 + 2y22 + 2y1y2) + 2(x2y1 − x1y2)
und T [e1] = 2 ist µK(T) = 2.
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Weiterhin sind die Vektoren e1, e2, e1 + e2 sowie e1 − iee2 Minimalvektoren von T, also
T [e1] = T [e2] = T [e1 + e2] = T [e1 − iee2] = 2 = µK(T).
Mit Proposition 4.32b) gilt nun also
〈T, S〉 = wK(S)µK(T).
Mit
〈T, S〉 = Sp (ST) = 2a+ 2b− 2α1 − 2eα2 = 2a+ 2b− 2α1 − 2|α2|
folgt die Behauptung.
Die Abschätzung mit Sp (S) folgt mit α1 + |α2| ≤ a2 + a2 ≤ 12 Sp (S). 
Dieselbe dyadische Spur erhaltenwir noch im Fall d = −2. Hiermüssenwir noch eine all-
gemeingültige dyadische Darstellung finden, da uns Korollar 5.5 aufgrund der dortigen
Zusatzbedingung für d < −1 nicht weiterhilft. Immerhin sehen wir, dass die Darstellung
aus Korollar 5.5 schon die optimale Untergrenze für die dyadische Darstellung liefert,
falls die Zusatzbedingung erfüllt ist.
5.8 Korollar. Sei d = −2 und S ∈ R(2;K). Dann ist mit obigen Bezeichnungen
wK(S) = a+ b− α1 − 2|α2| ≥ 14 Sp (S). ?
Beweis: Wir unterscheiden die Fälle α1 ≤ |α2| und α1 > |α2|. Im ersten Fall haben wir
die dyadische Darstellung
S =
1
2
α1
(
1 1+ ie
√
2
1− ie√2 3
)
+
1
2
α1
(
3 1+ ie
√
2
1− ie√2 1
)
+
1
2
(|α2| − α1)
(
1 ie
√
2
−ie√2 2
)
+
1
2
(|α2| − α1)
(
2 ie
√
2
−ie√2 1
)
+ (a− 1
2
α1 − 32 |α2|)
(
1 0
0 0
)
+ (b− 1
2
α1 − 32 |α2|)
(
0 0
0 1
)
=
1
2
α1
[(
1
1− ie√2
)#
+
(
1+ ie
√
2
1
)#]
+
1
2
(|α2| − α1)
[(
1
−i√2
)#
+
(
i
√
2
1
)#]
+ (a− 1
2
α1 − 32 |α2|)e
#
1 + (b−
1
2
α1 − 32 |α2|)e
#
2.
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Für α1 > |α2| ergibt sich die einfachere Darstellung
S =
1
2
|α2|
(
1 1+ ie
√
2
1− ie√2 3
)
+
1
2
|α2|
(
3 1+ ie
√
2
1− ie√2 1
)
+ (α1 − |α2|)
(
1 1
1 1
)
+ (a− α1 − |α2|)
(
1 0
0 0
)
+ (b− α1 − |α2|)
(
0 0
0 1
)
=
1
2
|α2|
[(
1
1− ie√2
)#
+
(
1+ ie
√
2
1
)#]
+ (α1 − |α2|)(e1 + e2)#
+ (a− α1 − |α2|)e#1 + (b− α1 − |α2|)e#2.
In beiden Fällen erhalten wir als Untergrenze für wK(S) die Koeffizientensumme a+ b−
α1 − 2|α2|.
Setzen wir nun T :=
(
2 −1− ie√2
−1+ ie√2 2
)
. Analog zum Beweis von Korollar 5.7
gilt µK(T) = 2. Durch Nachrechnen sehen wir, dass alle Vektoren, die in der dyadischen
Darstellung von S auftauchen, Minimalvektoren von T sind. Daher gilt auch hier wieder
〈T, S〉 = wK(S)µK(T) = 2wK(S).
Die Spur von TS berechnet sich zu
〈T, S〉 = 2a+ 2b− 2α1 − 4eα2 = 2a+ 2b− 2α1 − 4|α2|.
Daraus folgt die Behauptung.
Die Abschätzung der dyadischen Spur gegen Sp (S) ergibt sich aus
α1 + 2|α2| ≤ a2 + b ≤
3
4
Sp (S). 
5.1.2 Der Fall d ≡ 1 mod 4
Im Fall d ≡ 1 mod 4 sei in Hinblick auf Lemma 1.43
S =
(
a α1 + α22 + i
√|d| α22
α1 + α22 − i
√|d| α22 b
)
=
(
a u+ i
√|d|v
u− i√|d|v b
)
mit a, α1, α2, b und u, v ∈ R. Gilt sogar a, α1, α2, b ∈ Z, so ist S ∈ Her(n;OK). Äquivalent
dazu in Termen von u und v: Es ist S ∈ Her(n;OK), falls u, v ∈ Z oder u, v ∈ 12 + Z. Das
Vorzeichen von α2 bzw. v bezeichnen wir mit e := sgn(α2) = sgn(v).
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5.9 Bemerkung. Für n = 2 haben die Reduktionseigenschaften aus Definition 1.56 die
Form
a) S [x] ≥ a für alle x = (x1, x2)′ ∈ O2K mit ggT(x1, x2) = 1,
b) S [x] ≥ b für alle x = (x1, 1)′ ∈ O2K, und
c) α1 + α22 = u ≥ 0.
Im Fall d = −3 kommt noch die Bedingung −pi6 ≤ arg(u+ i
√|d|v) ≤ pi6 hinzu, also
d) |v| ≤ √3u bzw. |α2| ≤
√
3(2α1 + α2).
?
Wir können aus den Reduktionseigenschaften wieder einfachere Bedingungen an die
Einträge der Matrix herleiten:
5.10 Korollar. S ∈ R(2;K) erfüllt die Bedingungen
0 ≤ 2α1 + α2, |α2| ≤ a ≤ b bzw.
0 ≤ 2u, 2|v| ≤ a ≤ b
sowie
u+ |d||v| ≤ 1+ |d|
4
a.
Man beachte, dass mit d ≡ 1 mod 4 auch 1+|d|4 ∈ N ist. ?
Beweis: Wie in Korollar 5.2 folgt b ≥ a. Aus
S [
(−1
1
)
] = a+ b− 2(α1 + α22 ) ≥ b
folgt 2α1 + α2 ≤ amit Korollar 5.9b). Weiter geht es mit
S [
(±i√|d|
1
)
] = b+ |d|a± |d|α2 ≥ b
und Korollar 5.9c).
Den letzten Teil erhalten wir mit
S [
(−1±i√|d|
2
1
)
] =
1+ |d|
4
a+ b− u± |d|v ≥
5.9b)
b. 
Leider reichen diese Abschätzungen nicht aus, für alle d ≡ 1 mod 4 gültige dyadische
Darstellungen zu finden. Wir benötigen noch weitere Einschränkungen für S.
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5.11 Korollar. Sei S ∈ R(2;K). Gilt zusätzlich
α1 +
|α2|
2
(1+ |d|) ≤ b,
so hat S ∈ R(n;K) die dyadische Darstellung
S =α1
(
1 1
1 1
)
+
|α2|
2
(
1 e
e 1
)
+
|α2|
2
(
1 ie
√|d|
−ie√|d| |d|
)
+ (a− α1 − |α2|)
(
1 0
0 0
)
+
(
b− α1 − |α2|2 (1+ |d|)
)(
0 0
0 1
)
=α1(e1 + e2)# +
|α2|
2
(e1 + ee2)# +
|α2|
2
(e1 − ie
√
|d|e2)#
+ (a− α1 − |α2|) e#1 +
(
b− α1 − |α2|2 (1+ |d|)
)
e#2.
Damit haben wir für die dyadische Spur die Abschätzung
wK(S) ≥ a+ b− α1 − |α2|2 (1+ |d|). ?
Beweis: Offensichtlich handelt es sich um eine dyadische Darstellung mit der angegebe-
nen Koeffizientensumme. 
Mit einer anderen dyadischen Darstellung können wir das Ergebnis unter einer schwä-
cheren Bedingung noch verbessern:
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5.12 Korollar. Sei S ∈ R(2;K)mit den Bedingungen wie oben. Es gelte zusätzlich
α1 +
3+ |d|
4
|α2| ≤ a.
Dann hat S die dyadische Darstellung
S =α1
(
1 1
1 1
)
+
|α2|
2
(
1 e
e 1
)
+
|α2|
4
(
1 ie
√|d|
−ie√|d| |d|
)
+
|α2|
4
( |d| ie√|d|
−ie√|d| 1
)
+
(
a− α1 − 3+ |d|4
)(
1 0
0 0
)
+
(
b− α1 − 3+ |d|4
)(
0 0
0 1
)
=α1(e1 + e2)# +
|α2|
2
(
1
e
)#
+
|α2|
4
(
1
−ie√|d|
)#
+
|α2|
4
(
ie
√|d|
1
)#
+
(
a− α1 − 3+ |d|4
)
e#1 +
(
b− α1 − 3+ |d|4
)
e#2.
Die Untergrenze für die dyadische Spur ergibt sich zu
wK(S) ≥ a+ b− α1 − 1+ |d|2 α2 =
{
a+ b− u− |d|v, α2 ≥ 0,
a+ b− u− (2+ |d|)|v|, α2 < 0. ?
Beweis: Mit der Zusatzbedingung sind alle Koeffizienten nichtnegativ, wir erhalten also
auch hier eine dyadische Darstellung.
Die Umformungen in w(S) ergeben sich aus
α1 +
1+ |d|
2
α2 = α1 +
α2
2
+ |d|α2
2
= u+ |d|v
für α2 ≥ 0 und
α1 +
1+ |d|
2
α2 = α1 +
α2
2
+ (2+ |d|)α2
2
= u+ (2+ |d|)|v|
für α2 < 0. 
Die dyadische Darstellung aus Korollar 5.6 gilt entsprechend; wir erhalten folgende Ab-
schätzung für die dyadische Spur:
5.13 Korollar. Sei S ∈ Pos(2;K) wie oben. Sei weiterhin r ∈ Q \ {0} mit αa r ∈ OK. Dann hat
S eine dyadische Darstellung wie in Korollar 5.6, und es gilt
wK(S) ≥ r−2
(
a+ b− (2α1 + α2)
2 + |d|α22
4a
)
.
?
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Beweis: Wir müssen nur noch
αα =
(
α1 +
α2
2
)2
+ |d|
(α2
2
)2
=
(2α1 + α2)2 + |d|α22
4
aufzeigen. 
Wir betrachten nun den Fall d = −3 etwas genauer. Wir können hier noch eine weite-
re dyadische Darstellung angeben, die auch zu der oben gefundenen Abschätzung für
wK(S) führt.
5.14 Korollar. Sei K = Q(
√−3). Sei S ∈ R(2;K)mit obigen Bezeichnungen. Dann hat S die
dyadische Darstellung
S =u
(
1 1
1 1
)
+
1
2
|v|
(
1 ie
√
3
−ie√3 3
)
+
1
2
|v|
(
3 ie
√
3
−ie√3 1
)
+ (a− u− 2|v|)
(
1 0
0 0
)
+ (b− u− 2|v|)
(
0 0
0 1
)
.
Die Koeffizientensumme dieser dyadischen Darstellung liefert die Abschätzung
wK(S) ≥ a+ b− u− 3|v| ≥ 12 Sp (S). ?
Beweis: Mit Korollar 5.10 erhalten wir u + 3|v| ≤ a ≤ b, die Koeffizienten sind also
alle positiv, es handelt sich damit um eine dyadische Darstellung. Wegen Sp (S) = a+ b
ergibt sich u+ 3|v| ≤ 12 Sp (S), also auch die letzte Abschätzung für wK(S). 
Betrachten wir nun K = Q(
√−7). Aus Korollar 5.10 ergibt sich für d = −7 die Ab-
schätzung u + 7|v| ≤ 2a, die wir für eine bessere Abschätzung der dyadischen Spur
verwenden können:
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5.15 Korollar. Sei K = Q(
√
(− 7). Sei S ∈ R(2;K)mit obigen Bezeichnungen.
a) Für u ≥ |v| hat S die dyadische Darstellung.
S =|v|
(
2 1+ie
√
7
2
1−ie√7
2 1
)
+ |v|
(
1 1+ie
√
7
2
1−ie√7
2 2
)
+ (u− |v|)
(
1 1
1 1
)
+ (a− u− 2|v|)
(
1 0
0 1
)
+ (b− u− 2|v|)
(
0 0
0 1
)
=|v|
( 1+ie√7
2
1
)#
+ |v|
(
1
1−ie√7
2
)#
+ (u− |v|)(e1 + e2)#
+ (a− u− 2|v|)e#1 + (b− u− 2|v|)e#2.
Die Koeffizientensumme liefert die Abschätzung
wK(S) ≥ a+ b− u− 3|v| ≥ 38 Sp (S).
b) Für |v| ≥ u erhalten wir die dyadische Darstellung
S =
|v|+ u
2
(
2 1+ie
√
7
2
1−ie√7
2 1
)
+
|v|+ u
2
(
1 1+ie
√
7
2
1−ie√7
2 2
)
+
|v| − u
2
(
2 −1+ie
√
7
2
−1−ie√7
2 1
)
+
|v| − u
2
(
1 −1+ie
√
7
2
−1−ie√7
2 2
)
+ (a− 3|v|)
(
1 0
0 0
)
+ (b− 3|v|)
(
0 0
0 1
)
=
|v|+ u
2
( 1+ie√72
1
)#
+
(
1
1−ie√7
2
)#
+
|v| − u
2
(−1+ie√72
1
)#
+
(
1
−1−ie√7
2
)#
+ (a− 3|v|)e#1 + (b− 3|v|)e#2.
Hier ergibt sich die Abschätzung
wK(S) ≥ a+ b− 4|v| ≥ 37 Sp (S).
Für u = |v| ergibt sich also in beiden Fällen die Abschätzung
wK(S) ≥ a+ b− 4u ≥ 12 Sp (S). ?
Beweis: a) Mit u ≥ |v| und Korollar 5.10 ergibt sich 2a ≥ u+ 7|v| ≥ 8|v|, also auch
u+ 2|v| ≤ a2 + a2 = a ≤ b. Damit sind alle Koeffizienten der Darstellung nichtnega-
tiv.
Zur Abschätzung gegen Sp (S) betrachten wir mit 2a ≥ 8|v| und Korollar 5.10
u+ 3|v| ≤ a
2
+
3
4
a =
5
4
a =
5
8
(a+ a) ≤ 5
8
Sp (S),
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daraus ergibt sich die Behauptung.
b) Hier gilt 2a ≥ u+ 7|v| ≥ 7|v| ⇒ |v| ≤ 27 a, also 3|v| ≤ 67 a ≤ a ≤ b. Damit sind auch
hier alle Koeffiziten der Darstellung nichtnegativ. Weiter ergibt sich
4|v| ≤ 8
7
a ≤ 4
7
a+
4
7
b =
4
7
Sp (S),
wodurch sich die Abschätzung wK(S) ≥ 34 Sp (S) ergibt.
Im Falle u = |v| folgt 8u ≤ 2a und damit die Abschätzung wK(S) ≥ 12 Sp (S). 
5.2 Die dyadische Spur für n = 3
5.2.1 Allgemeine Betrachtungen
Wir beschränken uns darauf, d ≡ 2, 3 mod 4 zu betrachten. In diesem Fall bezeichnen
wir die Komponenten von S ∈ Pos(3;C) wie folgt:
S =
 a α1 + i
√|d|α2 β1 + i√|d|β2
α1 − i
√|d|α2 b γ1 + i√|d|γ2
β1 − i
√|d|β2 γ1 − i√|d|γ2 c
 .
Darüber hinaus seien
eα1 := sgn(α1), . . . , eγ2 := sgn(γ2).
5.16 Bemerkung. Mit diesen Bezeichnungen haben die Reduktionseigenschaften aus Defi-
nition 1.56 die Form
a) S [x] ≥ a für alle x = (x1, x2, x3)′ ∈ O3K mit ggT(x1, x2, x3) = 1,
b) S [x] ≥ b für alle x = (x1, x2, x3)′ ∈ O3K mit ggT(x2, x3) = 1,
c) S [x] ≥ c für alle x ∈ O3K, x3 = 1,
d) α1, β1 ≥ 0.
Für d = −1 kommen noch die Bedingungen −pi4 ≤ arg(α1 + i
√|d|α2), arg(β1 +
i
√|d|β2) ≤ pi4 , also
e) |α2| ≤ α1 und |β2| ≤ β1
hinzu. ?
Wir können aus den Reduktionsbedingungen einige Abschätzungen für die Koeffizien-
ten herleiten.
5.17 Korollar. S ∈ R(3;K) erfüllt die Bedingungen
0 <a ≤ b ≤ c,
0 ≤2α1, 2β1, 2|α2|, 2|β2| ≤ a und
2|γ1|, 2|γ2| ≤b. ?
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Beweis: Mit S [e2] = b und S [e3] = c folgt b, c ≥ a aus Bemerkung 5.16a), c > b aus
5.16b). Weiter ist
S [e1 − e2] = a+ b− 2α1 ≥
b)
b ⇒ 2α1 ≤ a,
S [e1 − e3] = a+ c− 2β1 ≥
c)
c ⇒ 2β1 ≤ a,
S [e2 ± e3] = b+ c± 2γ1 ≥
c)
c ⇒ 2|γ1| ≤ b,
S [±i
√
|d|e1 + e2] = b+ |d|a± 2|d|α2 ≥
b)
b ⇒ 2|α2| ≤ a,
S [±i
√
|d|e1 + e3] = c+ |d|a± 2|d|β2 ≥
c)
c ⇒ 2|β2| ≤ a, und
S [±i
√
|d|e2 + e3] = c+ |d|b± 2|d|γ2 ≥
c)
c ⇒ 2|γ2| ≤ b.

Aus dem Beweis von Lemma 4.15 kennen wir wieder die Bedingung (4.19), die uns zu-
mindest für eine Teilmenge der positiv definiten Matrizen eine dyadische Darstellung
garantiert:
5.18 Korollar. Sei S ∈ Pos(3;K) mit obigen Bezeichnungen. Weiterhin erfüllen die Einträge
von S die Ungleichungen
a ≥ |α1|+ |α2|+ |β1|+ |β2|,
b ≥ |α1|+ |α2||d|+ |γ1|+ |γ2|, und
c ≥ |β1|+ |β2||d|+ |γ1|+ |γ2||d|.
Dann hat S die dyadische Darstellung
S =|α1|
 1eα1
0
# + |β1|
 10
eβ1
# + |γ1|
 01
eγ1
#
+ |α2|
 1−ieα2√|d|
0
# + |β2|
 10
−ieβ2
√|d|
# + |γ2|
 01
−ieγ2
√|d|
#
+ (a− |α1| − |α2| − |β1| − |β2|)e#1
+ (b− |α1| − |α2||d| − |γ1| − |γ2|)e#2
+ (c− |β1| − |β2||d| − |γ1| − |γ2||d|)e#3.
Damit ergibt sich für die dyadische Spur von S die Abschätzung
wK(S) ≥ a+ b+ c− |α1| − |β1| − |γ1| − |d|(|α2|+ |β2|+ |γ2|). ?
Beweis: Es handelt sich offensichtlich um eine dyadische Darstellung. Die Summe der
Koeffizienten in der dyadischen Darstellung ergibt die Untergrenze für wK(S). 
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Für eine Teilmenge der postiv definitenMatrizen ergibt sich folgende größere Untergren-
ze für die dyadische Spur:
5.19 Korollar. Sei S ∈ Pos(3;K)mit obigen Bezeichnungen. Weiterhin sei
m := min(α1, β1,γ1) ≥ 0.
Außerdem seien
a ≥ α1 + β1 + |α2|+ |β2| −m,
b ≥ α1 + γ1 + |d||α2|+ |γ2| −m, und
c ≥ β1 + γ1 + |d|(|β2|+ |γ2|)−m.
Dann hat S die dyadische Darstellung
S =m(e1 + e2 + e3)# + (α1 −m)(e1 + e2)# + (β1 −m)(e1 + e3)#
+ (γ1 −m)(e2 + e3)#
+ |α2|
 1−ieα2√|d|
0
# + |β2|
 10
−ieβ2
√|d|
# + |γ2|
 01
−ieγ2
√|d|
#
+ (a− α1 − β1 +m− |α2| − |β2|)e#1 + (b− α1 − γ1 +m− |α2||d| − |γ2|)e#2
+ (c− β1 − γ1 +m− |β2||d| − |γ2||d|)e#3.
In diesem Fall ergibt sich als Untergrenze für die dyadische Spur von S der Ausdruck
wK(S) ≥ a+ b+ c+m− α1 − β1 − γ1 − |d|(|α2|+ |β2|+ |γ2|). ?
5.2.2 Der Fall d = −1
Die Bedingungen aus Korollar 5.18 lassen leider noch immer viele Kombinationen der
Vorzeichen von αj, β j und γj übrig.
Im Fall d = −1 können wir die möglichen Fälle aber reduzieren. Da es uns nur auf einen
Vertreter der Äquivalenzklassen von Matrizen ankommt, können wir von allen mögli-
chen reduzierten Matrizen einer Äquivalenzklasse eine mit weiteren Einschränkungen
finden:
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5.20 Lemma. Für S ∈ R(3;Q(√−1))mit obigen Bezeichnungen können wir o. B. d.A. noch
die Bedingung
0 ≤ α1, α2, β1, β2
annehmen, d. h. zu jeder reduzierten Matrix S gibt es eine ganzzahlig äquivalente Ma-
trix S˜, die diese Bedingung erfüllt.
Für solche Matrizen gelten weiterhin die Ungleichungen
2α1 + 2β1 − 2γ1 ≤ a+ b,
2α2 + 2β1 + 2γ2 ≤ a+ b,
2α1 + 2β2 − 2γ2 ≤ a+ b, und
2α2 + 2β2 + 2γ1 ≤ a+ b. ?
Beweis: Definiere T := [1, δ, η] mit δ, η ∈ {±1,±i}. Dann ist T−1 = T und
S [T] =
 a δα ηβδα b δηγ
ηβ δηγ c
 .
Durch entsprechende Wahl von δ und e und gegebenenfalls zweifache Anwendung kön-
nen nun nichtnegative Real- und Imaginärteile in der ersten Zeile erreicht werden.
Für den zweiten Teil betrachten wir
S [
( −1
1
1
)
] = a+ b+ c− 2α1 − 2β1 + 2γ1 ≥
5.16c)
c
und erhalten die erste Ungleichung. Die restlichen erhält man analog mit den Vektoren
(1, i,−1)′, (1,−1, i)′ und (−1, 1, 1)′. 
5.21 Bemerkung. Für d = −1 kann man auf analoge Weise wie in Lemma 5.20 die Bedin-
gungen
0 ≤ α1, α2,γ1,γ2 oder
|α2| ≤ α1, |β2| ≤ β1 oder
|α2| ≤ α1, |γ2| ≤ γ1
annehmen. ?
Beispielhaft für eine Gruppe von möglichen dyadischen Darstellungen und damit mög-
lichen Verbesserungen für die dyadische Spur der reduzierten Matrizen sei folgendes
Korollar angeführt. Diese Darstellung geht mit starken Einschränkungen an die Koeffi-
zienten der Matrix einher. Es ist nicht gelungen, für alle Matrizen eine dyadische Dar-
stellung zu finden, die eine ähnlich gute untere Schranke für die dyadische Darstellung
liefert.
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5.22 Korollar. Sei S ∈ R(3;Q(√−1)) mit obigen Bezeichnungen und 0 ≤ α1, α2, β1, β2 aus
Lemma 5.20. Seien weiterhin folgende Bedingungen erfüllt:
0 ≤ α2 ≤ β2 ≤ β1 ≤ α1,
β1 ≤ γ1,
β2 ≤ γ2,
γ2 ≤ γ1 − β1, und
β1 − α1 − γ1 ≤ b.
Dann hat S die dyadische Darstellung
S =α2
( 1+i
1
1
)#
+ (−α2 + β2)
( 1
1
1−i
)#
+ (γ2 − β2 + α2)
( 0
1
1−i
)#
+ (β1 − β2)
(
1
1
1
)#
+ (α1 − β1)
(
1
1
0
)#
+ (−α2 − β1 + β2 + γ1 − γ2)
( 0
1
1
)#
+ (a− α1 − α2)e#1 + (b− α1 + β1 − γ1)e#2 + (c− γ1 − γ2)e#3.
Damit erhalten wir für solche S die Abschätzung
wK(S) ≥ a+ b+ c− α1 − α2 − γ1 − γ2 ≥ c ≥ Sp (S)3 . ?
Beweis: Mit den angegebenen Bedingungen sind alle Koeffizienten der Zerlegung nicht-
negativ. Damit handelt es sich offensichtlich um eine dyadische Darstellung 
5 Beispiele –87–

Index
〈A, B〉, 41
[z1, . . . , zk], 7
A [B], 10
Aˆ, 8
aˆ, 8
C∨, 42
C∗n , 59, 60
definiert über K, 60
diagM, 7
Diagonale, 7
Diagonalmatrix, 14
Diskriminante, 24
DK, 24
dk(M), 15
dn, 36
Dreiecksmatrix
obere, 14
duales Gitter, 25
dyadische Darstellung, 59
streng, 59
dyadische Spur, 63, 70
En, 7
Eigenwert, 11
ej, 7
eµ,ν, 7
F, 30
FK, 28
F˜K, 28
Fourierreihenentwicklung, 31
f |kM , 30
Fundamentalbereich, 30
Γ+0 , 32
Γ0, 32
Γ0[l], 32
Γ+0 [l], 32
Γ[l], 32
ganzzahlig äquivalent, 35
GL(n;R), 7
H(1;C), 22
Hadamardsche Ungleichung, 14
halbganz, 27
Hauptminor, 15
Hermite-Konstante, 36, 37
Hermitesche Modulform, 31
Hermitesche Symplektische Gruppe, 19
Hermitesche Ungleichung, 36, 70
Hermitescher Halbraum, 22
Her#(n;OK), 27
Her(n;R), 10
Her(n;OK), 27
H(n;C), 22
Im Z, 21
Imaginärteil, 21
J, 19
Jacobi-Darstellung, 14
Kegel, 17, 42
Kern, 44
Kern(S), 60
Klassenfunktion, 36, 38, 64, 70
Klassenzahl, 29
Kunionsq, 45
M′, 7
Mat(M× n;R), 7
Mk(Γ), 31
Minimalvektor, 60
Minimum, 35
bezüglich OK, 37
MinVec(S), 60, 67
Index
Mk, 15
Modulform, 31
Modulgruppe, 30
µ(S), 35
µn, 36
µK(S), 37
µn,K, 37
M 〈Z〉, 22
M {Z}, 22
ν( f ), 47
Null(S), 60
obere Dreiecksmatrix, 14
OK, 25
ω, 24
Operation, 22, 30
φ f , 50, 52, 54
φˆ(S), 65
positiv definit, 12, 41
positiv semidefinit, 12
Pos(n;R), 12
Psd(n;R), 12
Quadratische Ergänzung, 11
R, 7
Rad(S), 60
Re Z, 21
Realteil, 21
R(n;K), 29
reduziert, 29
Ring, 7
S > T, 12
Semihülle, 47, 50
Sk(Γ), 31
Sh(S), 47
Siegelscher Halbraum, 22
Sp(1;C), 21
Spaltenraum, 7
Spitzenform, 31
Sp(n;C), 19
Spur, 7, 16, 18
dyadische, 63, 70
supp( f ), 47
t(Γ), 32
Träger, 47
Transponierte Matrix, 7
Sp (S), 7
Typ 1, 55
Typ 2, 56
u(Γ), 32
verträglich, 53, 54
wK(S), 63
–90– Index
Literaturverzeichnis
[AMRT75] A. Ash, D. Mumford, M. Rapoport, Y. Tai. Smooth compactification of locally
symmetric varieties. Lie Groups: History, Frontiers and Applications. Vol. IV.
Brookline, Mass.: Math Sci Press. IV, , 1975.
[Bra51] H. Braun. Hermitian modular functions. III. Annals of Mathematics, 53(1):143–
160, January 1951.
[Bra55] H. Braun. Der Basissatz für hermitesche Modulformen. Abh. Math. Semin. Univ.
Hamb., 19:134–148, 1955.
[DK03] T. Dern, A. Krieg. Graded rings of Hermitian modular forms of degree 2. Manuscr.
Math., 110(2):251–272, 2003.
[Hum40] P. Humbert. Théorie de la réduction des formes quadratiques définies positives dans
un corps algébrique k fini. Comment. Math. Helv., 12:263–306, 1939/40.
[Koe85] M. Koecher. Lineare Algebra und analytische Geometrie. 2. Aufl. Grundwissen
Mathematik, 2. Springer-Verlag Berlin Heidelberg New York. XI, 286 S., 1985.
[Kri85] A. Krieg. Modular forms on half-spaces of quaternions. Lecture Notes in Mathe-
matics. 1143. Springer-Verlag Berlin Heidelberg New York. XIII , 1985.
[PY00] C. Poor, D. S. Yuen. Linear dependence among Siegel modular forms. Math. Ann.,
318(2):205–234, 2000.
[SW70] J. Stoer, C. Witzgall. Convexity and Optimization in Finite Dimensions I. Die
Grundlehren der mathematischen Wissenschaften, 163. Springer-Verlag Ber-
lin Heidelberg New York, 1970.

Danksagung
Mein besonderer Dank gilt Prof. Dr. Aloys Krieg für seine Betreuung dieser Arbeit. Ohne
seine Unterstützung wäre diese Arbeit nicht möglich gewesen.
Ich danke Herrn Prof. Dr. Sebastian Walcher für die Übernahme des Koreferates.
Bedanken möchte ich mich bei allen Mitarbeitern des Lehrstuhls A für Mathematik an
der RWTH Aachen – jetzigen wie ehemaligen – für die angenehme und unterstützende
Arbeitsumgebung. Ich habe mich stets sehr wohl gefühlt.
Mein größter, nicht zu bemessender Dank richtet sich anmeine Frau Sandra, die für diese
Arbeit mindestens so viel investiert hat wie ich. Ohne ihren Rückhalt wäre es nicht zu
dieser Arbeit gekommen.

Lebenslauf Thorsten Heck
30. März 1973 geboren in Düren-Birkesdorf als Sohn der Eheleute Karl
Heck und Christel Heck geb. Heider
1979–1983 Besuch der Gemeinschaftsgrundschule in Düren-
Birkesdorf
1983–1992 Besuch des Gymnasiums amWirteltor, Düren
Juni 1992 Abitur
Juli 1992–
September 1993
Zivildienst beim Deutschen Roten Kreuz, Kreisverband
Düren
Oktober 1993–
September 2000
Studium der Mathematik an der Rheinisch-Westfälischen
Technischen Hochschule Aachen
August 1995 Vordiplom in Mathematik
September 2000 Diplom in Mathematik
Mai 2003 Hochzeit mit Sandra Bendheuer
September 2000–
September 2007
Wissenschaftlicher Angestellter am Lehrstuhl A für Ma-
thematik der RWTH Aachen
