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Abstract
We prove that the meet level m of the Trotter-Weil hierarchy, Vm, is not
local for all m ≥ 1, as conjectured in a paper by Kufleitner and Lauser. In or-
der to show this, we explicitly provide a language whose syntactic semigroup
is in LVm and not in Vm ∗ D.
1 Introduction
With the advent of computer science and its applications, the study of formal
languages received a significant boost in the 1960s. An important problem that
emerged is to determine whether a given regular language has a certain type of
property. One of the first results in this direction is Schützenberger’s characteri-
zation of star-free languages as those whose syntactic monoid is finite and aperi-
odic [16]. This eventually led Eilenberg [7] to formulate a general framework for
the algebraic characterization of classes of languages, which came to be known as
Eilenberg’s correspondence. One of the problems that received most attention is
the dot-depth problem of Brzozowski [6]. Besides the combinatorial motivation
stemming from the definition of the dot-depth hierarchy, there is also an important
connection with logic [21], relating levels of the hierarchy with quantifier alter-
nation. While there has been significant progress in recent years [14, 13, 3], the
dot-depth problem remains open. Meanwhile, several hierarchies for subclasses of
languages have been studied, in particular the class of disjoint unions of unambigu-
ous products A∗
0
a1A
∗
1
· · · anA
∗
n with ai ∈ A and Ai ⊆ A, whose algebraic counterpart
is the famous pseudovariety DA [17, 20] and whose logic version is the quantifier
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alternation hierarchy in two variables [10]. This hierarchy had previously been
considered by Trotter and Weil due to its algebraic significance [23].
In fact, there are two different flavours of such hierarchies: one in which the
empty word is considered with corresponding algebraic counterpart of monoids,
and the other without the empty word and semigroups. The former version of the
dot-depth hierarchy is known as the Straubing-Thérien hierarchy, while the latter
is known as the Brzozowski hierarchy. In general, the basic problem is to decide
whether a given regular language lies in a certain level of one of these hierarchies.
In algebraic terms, to decide whether a given semigroup or monoid lies in the
corresponding pseudovariety. At the pseudovariety level, the transition between a
monoid hierarchy and the corresponding semigroup hierarchy is obtained by ap-
plying the operator V 7→ V ∗ D, where ∗ denotes semidirect product and D is the
pseudovariety of so-called definite semigroups, in which the idempotents are right
zeros [19, 11, 10]. This operator has been extensively studied and a key prob-
lem proposed by Eilenberg [7] is to determine the pseudovarieties of monoids V
such that V ∗ D = LV, which are called local. A categorical characterization of
local pseudovarieties was obtained by Tilson [22], who also gave a criterion for
membership in V ∗ D, known as the Delay Theorem, which is, in a sense, a cat-
egorical reformulation of earlier work of Straubing [19]. Recall that LV consists
of the semigroups S whose local monoids eS e, for an arbitrary idempotent e of
S . While LV is obviously decidable if so is V, for non-local pseudovarieties V the
membership problem for V ∗ D is more complicated. In the particular case of the
dot-depth hierarchy and the corresponding hierarchy for DA, decidability is known
to be preserved under the operator V 7→ V ∗ D [19, 11, 10].
For the monoid versions of both the dot-depth (Straubing-Thérien) hierarchy
and the DA (Trotter-Weil) hierarchy, the first non-trivial level is the famous class
of piecewise testable languages with algebraic counterpart the pseudovariety J of
finite J-trivial monoids [18]. Knast [8] showed that J is not local by giving an
explicit example of a language that is an element of LJ and does not belong to
J ∗ D. Kufleitner and Lauser [10] conjectured a generalization of Knast’s result,
which states that the m-th meet level of the Trotter-Weil hierarchy is not local for
all m ≥ 1. The purpose of this paper is to establish this conjecture by explicitly
exhibiting languages whose syntactic semigroups are locally in the m-th meet level
Vm of the Trotter-Weil hierarchy but do not lie in Vm ∗ D.
2 Preliminaries
The reader is referred to standard textbooks [12, 1, 15] for general background and
undefined terminology. In particular, since no essential knowledge on Mal’cev or
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semidirect products is required, we will not go into the details of presenting such
operations on pseudovarieties.
For a semigroup S , we denote by S I the monoid which is obtained from S by
adding a new element 1 that multiplies as an identity.
Throughout this paper, A denotes a finite alphabet. We say that a monoid ho-
momorphism ϕ : A∗ → M recognizes a language L ⊆ A∗ if L = ϕ−1 (ϕ(L)). We
then also say that M recognizes L. A language is recognizable if it is recognized by
a finite monoid. It is well known that a language L ⊆ A∗ is regular if and only if it is
recognizable [12]. An immediate consequence is that the set of regular languages
is closed under complementation within the corresponding free monoid.
Let L be a subset of a semigroup S . The congruence ∼L, defined on S by
u ∼L v if for all x, y ∈ S
I , xuy ∈ L if and only if xvy ∈ L, is called the syntactic
congruence of L. The quotient S/∼L, denoted by Synt(L), is called the syntactic
semigroup of L.
A non-empty class V of finite semigroups is a pseudovariety if it is closed un-
der taking subsemigroups, homomorphic images and finite direct products. Pseu-
dovarieties of monoids are defined similarly. Let Σ+ be the free semigroup over
a countable alphabet Σ. We denote by Σ̂+ the profinite completion of Σ+, which
may be described as the inverse limit of the finite Σ-generated semigroups [2] and
whose elements are called pseudowords over Σ. The set Σ̂+ has a structure of com-
pact semigroup in which Σ+ can be naturally viewed as a dense subsemigroup. The
essential knowledge that we require about Σ̂+ is the following characteristic uni-
versal property: for every mapping ϕ : Σ → S into a finite semigroup S , there is a
unique continuous homomorphic extension ϕˆ : Σ̂+ → S , where S is endowed with
the discrete topology.
Given a finite index congruence ∼ on a free semigroup A+, one may consider
the natural homomorphism ϕ : A+ → A+/∼ and its unique extension to a con-
tinuous homomorphism ϕˆ : Â+ → A+/∼. The kernel congruence of ϕˆ, which is
a clopen subset of Â+ × Â+ and the topological closure of ∼, is called the clopen
extension of∼ to Â+. In the special case of a syntactic congruence∼L, the clopen
extension of∼L to Â+ is the syntactic congruence ∼L of the closure L.
We say that the semigroup S is equidivisible if whenever s1, s2, t1, t2 are ele-
ments of S such that s1s2 = t1t2, either s1 = t1 and s2 = t2, or there exists x in S
such that s1x = t1 and s2 = xt2, or such that s1 = t1x and xs2 = t2. It will be useful
in the sequel to take into account that the semigroup Σ̂+ is equidivisible [4]; see [5]
for more general results on equidivisibility of relatively free profinite semigroups.
Given u and v in Σ̂+, we say that a finite semigroup S satisfies the pseudoiden-
tity u = v if for every mapping ϕ : Σ → S , the equality ϕˆ(u) = ϕˆ(v) holds. Since
Σ̂+ is an inverse limit of finite semigroups, for every u in Σ̂+ the sequence (un!)n
converges to an idempotent, which is denoted uω. Following the same reasoning,
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for every u in Σ̂+ the sequence (u(n+1)!−1)n has a limit, which is denoted u
ω−1 and
is such that uω = uω−1u. Formal equalities between terms built from the letters in
Σ using only the multiplication and the ω power are examples of pseudoidentities
and will be sufficient for our purposes.
For a set Π of pseudoidentities, we denote by ~Π the class of all finite semi-
groups or monoids (the context should make clear which) that satisfy all pseu-
doidentities in Π. The following pseudovarieties of monoids play a key role in this
paper:
R = ~(xy)ωx = (xy)ω
L = ~y(xy)ω = (xy)ω
J = R ∩ L = ~(xy)ω = (yx)ω, xω+1 = xω
DA = ~(xy)ω(yx)ω(xy)ω = (xy)ω, xω+1 = xω
= ~(xy)ωx(xy)ω = (xy)ω.
We will also refer to the following pseudovarieties of semigroups:
D = ~yxω = xω,
K = ~xωy = xω.
For a set A, the set P(A) of all subsets of A is a monoid under the operation of
union, which is the free semilattice on A. By an A-generated semigroup we mean a
semigroup S endowed with a function ϕ : A → S such that S is generated by ϕ(A).
We say that the A-generated semigroup S has a content function c if c : S → P(A)
is a homomorphism such that c(ϕ(a)) = {a} for every a in A. Abusing notation, all
content functions will be denoted c. In particular, consider the content function for
the free profinite semigroup Â+ which is the unique continuous extension c of the
function A → P(A) sending a to {a}.
The Trotter-Weil hierarchy of pseudovarieties of monoids is defined by:
R1 = L1 = J
Rm+1 = K ©m Lm
Lm+1 = D ©m Rm.
It can be proved that R2 = R and L2 = L, Rm ∨ Lm ⊆ Rm+1 ∩ Lm+1, and Rm ∧ Lm =
Rm∩Lm, where join and meet are taken in the lattice of pseudovarieties of monoids.
The sublattice of the Trotter-Weil hierarchy is depicted in the following diagram
(Figure 1).
4
JR2 L2
R2 ∨ L2
R3 ∩ L3
R3 L3
R3 ∨ L3
R4 ∩ L4
R4 L4
DA
Figure 1: Diagram of the Trotter-Weil hierarchy
Following Kufleitner [9], we define the terms Um,Vm in the variables s, t,
x1, . . . , xm, y1, . . . , ym. For m ≥ 2, we let
U1 = (sx1)
ωs(y1t)
ω
V1 = (sx1)
ωt(y1t)
ω
Um = (Um−1xm)
ωUm−1(ymUm−1)
ω
Vm = (Um−1xm)
ωVm−1(ymUm−1)
ω.
Theorem 1 ([9]). For all m > 1, we have the following descriptions of pseudoiden-
tities by
J = R1 = L1 = ~U1 = V1
Rm ∩ Lm = ~Um−1 = Vm−1
Rm = ~(Um−1xm)
ωUm−1 = (Um−1xm)
ωVm−1
Lm = ~Um−1(ymUm−1)
ω = Vm−1(ymUm−1)
ω.
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We further define the following terms Pm,Qm in the variables e, f , s, t, x1, . . . , xm,
y1, . . .,ym. For m ≥ 2, we let
P1 = (e
ωs fωx1)
ωeωs fω(y1e
ωt fω)ω
Q1 = (e
ωs fωx1)
ωeωt fω(y1e
ωt fω)ω
Pm = (Pm−1xm)
ωPm−1(ymPm−1)
ω
Qm = (Pm−1xm)
ωQm−1(ymPm−1)
ω.
Theorem 2 ([9]). For all m ≥ 1, the following equality holds:
(Rm+1 ∩ Lm+1) ∗ D = ~Pm = Qm.
3 The pseudovariety Rm ∩ Lm is not local
Our main result is the inequality (Rm ∩ Lm) ∗ D , L(Rm ∩ Lm), which we establish
by giving an example of a language whose syntactic semigroup is in L(Rm ∩ Lm) \
(Rm ∩ Lm) ∗ D. Since, R1 ∩ L1 = R2 ∩ L2 = J, the cases m = 1, 2 are given by the
following well-known theorem.
Theorem 3 (Knast [8]). The pseudovariety J is not local.
To show that J ∗D , LJ, Knast gave an example of a language whose syntactic
semigroup is in LJ \ J ∗D. This language is defined as follows: let A2 = {a, b, c, d}
be the alphabet and ℓ2 =
(
ab+ ∪ ac+
)∗
ab+d
(
b+d ∪ c+d
)∗
be a language of A+
2
. We
then have that Synt(ℓ2) ∈ LJ \ J ∗ D.
We define the alphabets Am and languages ℓm over A
+
m, for m > 2, by
Am = Am−1 ∪ {x¯m, y¯m},
ℓm =
(
Am−1 ∪ {x¯m}
)∗
x¯mℓm−1y¯m
(
Am−1 ∪ {y¯m}
)∗
,
where x¯m and y¯m are distinct letters not in Am−1.
Proposition 4. For all m ≥ 2, the semigroup Synt(ℓm) does not belong to (Rm ∩
Lm)∗D. In other words, Synt(ℓm) does not satisfy the pseudoidentity Pm−1 = Qm−1.
Proof. Define Σ1 = {e, f , s, t, x1, y1} and Σm = Σm−1 ∪ {xm, ym}, where xm and ym
are two distinct letters not in Σm−1. For each m ≥ 2, we show that there is a contin-
uous homomorphism φˆm : Σ̂
+
m−1
arrowÂ+m, such that φˆm
(
Pm−1
)
/
ℓm
φˆm
(
Qm−1
)
. We
define φ2 on Σ1 by letting
φ2(e) = b φ2(s) = φ2(x1) = a
φ2( f ) = c φ2l(t) = φ2(y1) = d.
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Then we have
aφˆ2(P1)d = a
(
bωacωa
)ω
bωacω
(
dbωdcω
)ω
d
aφˆ2(Q1)d = a
(
bωacωa
)ω
bωdcω
(
dbωdcω
)ω
d.
Since, by equidivisibility of Â+
2
, for every λ in b+ the pseudoword aλd is not a
factor of aφˆ2(P1)d, we deduce that aφˆ2(P1)d is not an element of
ℓ2 =
(
ab+ ∪ ac+
)∗
a b+ d
(
b+d ∪ c+d
)∗
.
Also, we note that
aφˆ2(Q1)d =
(
abωacω
)ω
abωdcωd
(
bωdcωd
)ω
,
where
(
abωacω
)ω
is an element of
(
ab+ ∪ ac+
)∗
and cωd
(
bωdcωd
)ω
is an element
of
(
b+d ∪ c+d
)∗
, so we can say that aφˆ2(Q1)d is a pseudoword of ℓ2. Since we
have aφˆ2(P1)d < ℓ2 and aφˆ2(Q1)d ∈ ℓ2, we infer that φˆ2(P1) and φˆ2(Q1) are not
syntactically congruent with respect to the set ℓ2.
We now define φ3 on Σ2 by
φ3|Σ1 = φ2
φ3(x2) = x¯3a
φ3(y2) = dy¯3.
It follows that
φˆ3(P2) =
(
φˆ2(P1)x¯3a
)ω
φˆ2(P1)
(
dy¯3φˆ2(P1)
)ω
,
φˆ3(Q2) =
(
φˆ2(P1)x¯3a
)ω
φˆ2(Q1)
(
dy¯3φˆ2(P1)
)ω
.
Since, for every λ in ℓ2, x¯3λy¯3 is not a factor of the pseudoword φˆ3(P2), we deduce
that φˆ3(P2) is not an element of ℓ3. Also, we note that
φˆ3(Q2) =
(
φˆ2(P1)x¯3a
)ω−1
φˆ2(P1)x¯3aφˆ2(Q1)dy¯3φˆ2(P1)
(
dy¯3φˆ2(P1)
)ω−1
,
where
(
φˆ2(P1)x¯3a
)ω−1
φˆ2(P1) is an element of
(
A2 ∪ {x¯3}
)∗
, φˆ2(P1)
(
dy¯3φˆ2(P1)
)ω−1
is an element of
(
A2 ∪ {y¯3}
)∗
, and aφˆ2(Q1)d is an element of ℓ2, so we can say that
φˆ3
(
Q2
)
is a word of ℓ3. Since φˆ3(P2) < ℓ3 and φˆ3(Q2) ∈ ℓ3, it follows that φˆ3(P2)
and φˆ3(Q2) are not syntactically congruent with respect to the set ℓ3.
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For m ≥ 4, we now define φm on Σm−1 by
φm|Σm−2 = φm−1
φm(xm−1) = x¯m
φm(ym−1) = y¯m.
Suppose, inductively, that φˆm(Pm−2) = φˆm−1(Pm−2) is not a pseudoword of ℓm−1
and φˆm(Qm−2) = φˆm−1(Qm−2) is an element of ℓm−1. Note that
φˆm(Pm−1) =
(
φˆm−1(Pm−2)x¯m
)ω
φˆm−1(Pm−2)
(
y¯mφˆm−1(Pm−2)
)ω
,
φˆm(Qm−1) =
(
φˆm−1(Pm−2)x¯m
)ω
φˆm−1(Qm−2)
(
y¯mφˆm−1(Pm−2)
)ω
.
Since, for every λ in ℓm−1, x¯mλy¯m is not a factor of the pseudoword φˆm(Pm−1), we
deduce that φˆm(Pm−1) is not pseudoword of ℓm. Also, we note that
φˆm(Qm−1) =
(
φˆm−1(Pm−2)x¯m
)ω−1
φˆm−1(Pm−2) · x¯mφˆm−1(Qm−2)y¯m·
· φˆm−1(Pm−2)
(
y¯mφˆm−1(Pm−2)
)ω−1
,
where the pseudoword
(
φˆm−1(Pm−2)x¯m
)ω−1
φˆm−1(Pm−2) belongs to
(
Am−1 ∪ {x¯m}
)∗
,
φˆm−1(Qm−2) is an element of ℓm−1, and φˆm−1(Pm−2)
(
y¯mφˆm−1(Pm−2)
)ω−1
is an ele-
ment of
(
Am−1 ∪ {y¯m}
)∗
, so that φˆm(Qm−1) is a pseudoword of ℓm. Since φˆm(Pm−1)
is not an element ℓm and φˆm(Qm−1) is in ℓm we deduce that φˆm(Pm−1) and φˆm(Qm−1)
are not syntactically congruent with respect to the set ℓm.
As a consequence of what we have just shown, we conclude that there exists
a homomorphism ψm : Σ
+
m → Synt
(
ℓm
)
such that ψˆm(Pm−1) , ψˆm(Qm−1). That is,
the semigroup Synt(ℓm) does not satisfy the pseudoidentity Pm−1 = Qm−1. We have
thus established that Synt(ℓm) < (Rm ∩ Lm) ∗ D. 
Proposition 5. For all m ≥ 2, the semigroup Synt(ℓm) belongs to the pseudovari-
ety L(Rm ∩ Lm). That is, all local monoids of Synt(ℓm) satisfy the pseudoidentity
Um−1 = Vm−1.
The technical proof of Proposition 5 is postponed to Section 4.
Theorem 6. The pseudovariety Rm ∩ Lm is not local for every m ≥ 1.
Proof. The result follows immediately from Propositions 4 and 5. 
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4 Proof of Proposition 5
Let ψm : A
+
m → Synt(ℓm) be the natural homomorphism. For an idempotent wm
of Synt(ℓm), consider the local submonoid wm Synt(ℓm)wm of Synt(ℓm). We take
Bm = ψˆ
−1
m (wm Synt(ℓm)wm) ⊆ Â
+
m and we observe that Bm is a closed semigroup.
Note that, whenever u is in ψˆ−1m (wm) and v is in Bm, we have v∼ℓm uvu.
Lemma 7. Let u be an element of ψˆ−1m (wm) and v an element of Bm. If x¯m (respec-
tively y¯m) is a letter of u, then it is also a letter of v.
Proof. Suppose there is v ∈ Bm such that x¯m is not a letter of v. Note that, for
λ ∈ ℓm−1, we get x¯mλy¯mv ∈ ℓm and x¯mλy¯muvu < ℓm, which is in contradiction with
v ∼
ℓm
uvu. Hence for all v ∈ Bm, x¯m is a letter of v. The argument for y¯m is
similar. 
Let Σ1 = {s, t, x1, y1}, Σm = Σm−1 ∪ {xm, ym} (m ≥ 2), and let γ : Σ
+
m−1
→ Bm be
a semigroup homomorphism.
The next lemma involves the pseudowords Um and Vm of Theorem 1.
Lemma 8. For every n < m, the pseudowords γˆ(Un) and γˆ(Vn) have the same
content.
Proof. It suffices to show that Un and Vn have the same content. In fact, it is easy
to show inductively that c(Un) = Σn = c(Vn). 
Corollary. Suppose that x¯m and y¯m are not letters of γˆ(Um−2). Then, for every σ
in Σ̂+
m−2
, x¯m and y¯m are not letters of γˆ(σ).
Proof. This is immediate from c(Um) = Σm = c(Vm). 
Lemma 9. Let m > 2. Then, Synt(ℓm−1) is a subsemigroup of Synt(ℓm).
Proof. Let i : A+
m−1
→ A+m be the inclusion function. Define λ : Synt(ℓm−1) →
Synt(ℓm) by λ = ψm ◦ i ◦ ψ
−1
m−1
.
A+
m−1
A+m
Synt(ℓm−1) Synt(ℓm)
ψm−1
i
ψm
λ
We want to prove that λ is a function. Suppose u is an element of Synt(ℓm−1), and
take k and l as elements of ψ−1
m−1
(u). Since k and l are in ψ−1
m−1
(u), we have that
for all a, b ∈ A∗
m−1
, akb ∈ ℓm−1 if and only if alb ∈ ℓm−1. We claim that for all
a, b ∈ A∗m, akb ∈ ℓm if and only if alb ∈ ℓm.
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Suppose that akb ∈ ℓm, therefore akb = a
′ x¯mb
′y¯mc
′ where a′, b′, c′ are words
of A∗m, x¯m is not a letter of b
′ or c′, y¯m is not a letter of a
′ or b′, and b is a word
of ℓm. We consider the three possible situations. Firstly, if a = a
′ x¯mb
′y¯mµ, where
c′ = µkb and µ ∈ (Am−1 ∪ {y¯m})
∗, then alb = a′ x¯mb
′y¯mµlb and a
′ ∈ (Am−1 ∪ x¯m)
∗,
b′ is a word of ℓm−1, and µlb ∈ (Am−1 ∪ y¯m)
∗; we conclude that alb is a word of ℓm.
Secondly, if c = µx¯mb
′y¯mc
′, where a′ = akµ and µ ∈ (Am−1 ∪ {x¯m})
∗, then alb =
alµx¯mb
′y¯mc
′ and alµ ∈ (Am−1 ∪ x¯m)
∗, b′ is a word of ℓm−1 , and c
′ ∈ (Am−1 ∪ y¯m)
∗;
we conclude that alb is a word of ℓm. Lastly, if a = a
′ x¯mµ, µ ∈ (Am−1 ∪ {x¯m})
∗,
c = µ′y¯mc
′ and µ′ ∈ (Am−1 ∪ {y¯m})
∗, where b′ = µkµ′, then alb = a′ x¯mµlµ
′y¯mc
′ and
a′ ∈ (Am−1 ∪ x¯m)
∗, µlµ′ is a word of ℓm−1, as k and l are syntactically equivalent
with respect to ℓm−1 , and c
′ ∈ (Am−1 ∪ y¯m)
∗; we conclude that alb is a word of ℓm.
Analogously, we have the converse implication. This proves the claim.
Therefore ψm ◦ i ◦ ψ
−1
m−1
(x) does not depend on the choice of representative for
ψ−1
m−1
(x). Hence, λ defines a function.
We now prove that λ defines a semigroup homomorphism. Let x1 and x2 be
elements of Synt(ℓm−1). Since ψm−1 is a homomorphism we have that if k1 ∈
ψ−1
m−1
(x1) and k2 ∈ ψ
−1
m−1
(x2), then k1k2 ∈ ψ
−1
m−1
(x1x2). Therefore, we have that
λ(x1x2) = ψm(k1k2) = ψm(k1)ψm(k2) = λ(x1)λ(x2). We thus conclude that λ is a
homomorphism.
Now we show that λ is injective. Let x1 and x2 elements of Synt(ℓm−1), such
that λ(x1) = λ(x2) , if k1 is an element of ψ
−1
m−1
(x1) and k2 is an element of ψ
−1
m−1
(x2)
then ψm(k1) = ψm(k2). Then, we have that for all a, b ∈ A
∗
m, ak1b ∈ ℓm if and
only if ak2b ∈ ℓm. Taking a = x¯ma
′, where a′ ∈ A∗
m−1
, and b = b′y¯m, where
b′ ∈ A∗
m−1
, we can infer that x¯ma
′k1b
′y¯m ∈ ℓm if and only if x¯ma
′k2b
′y¯m ∈ ℓm, and
thus a′k1b
′ ∈ ℓm−1 if and only if a
′k2b
′ ∈ ℓm−1. Hence, k1 and k2 are syntactically
equivalent in A+
m−1
with respect to ℓm−1. Since λ : Synt(ℓm−1) → Synt(ℓm) is an
injective homomorphism, Synt(ℓm−1) is indeed a subsemigroup of Synt(ℓm). 
Let λ be the homomorphism defined in the previous proof.
Corollary. Let u be an element of Synt(ℓm). There is some k in ψ
−1
m (u), such that
x¯m and y¯m are not letters of k, if and only if u is an element of λ(Synt(ℓm−1)).
Proof. Let u ∈ Synt(ℓm) and k ∈ ψ
−1
m (u), such that x¯m and y¯m are not letters of k.
As x¯m and y¯m are not letters of k, k is an element of A
+
m−1
. Defining u′ = ψm−1(k),
which is an element of Synt(ℓm−1). Note that λ(u
′) = ψm(k) = u, and so u is an
element of λ(Synt(ℓm−1)).
Suppose that u is an element of λ(Synt(ℓm)), and take k ∈ ψ
−1
m−1
◦ λ−1(u). In
particular, k is an element of (Am−1)
+ and k ∈ ψ−1m (u), and therefore there is k in
ψ−1m (u) such that x¯m and y¯m are not letters of k. 
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Lemma 10. If u is an element of ψˆ−1m (wm), such that x¯m, y¯m < c(u), then we have
u∼
ℓm−1
uu.
Proof. Let α and β be arbitrary elements of Â+m ∪ {1}. As x¯m and y¯m are not letters
of u, we deduce that x¯mαuβy¯m is an element of ℓm if and only if x¯mαuuβy¯m is an
element of ℓm, and therefore αuβ is an element of ℓm−1 if and only if αuuβ is an
element of ℓm−1. We have thus concluded u and uu are syntactically congruent with
respect to ℓm−1. 
Lemma 11. Let m > 2. Suppose there is some u in ψˆ−1m (wm) such that x¯m and
y¯m are not letters of u. If x¯m and y¯m are not letters of γˆ(Um−2) and γˆ(Vm−2), and
Synt(ℓm−1) is a member of L(Rm−1 ∩ Lm−1), then for all a, b ∈ Â
+
m−1
∪ {1}, we have
that aγˆ(Um−2)b ∈ ℓm−1 if and only if aγˆ(Vm−2)b ∈ ℓm−1.
Proof. By Lemma 10 , we have that u ∼ℓm−1 uu, which means that ψˆm−1(u) is an
idempotent of the semigroup Synt(ℓm−1). And, as Synt(ℓm−1) is a subsemigroup of
Synt(ℓm), we have that λ
(
ψˆm−1(u)
)
= wm.
Consider the set B′m = ψˆ
−1
m
(
wmλ
(
Synt(ℓm−1)
)
wm
)
. Since x¯m and y¯m are not
letters of γˆ(Um−2), we conclude that pseudowords in γˆ
(
Σ̂+
m−2
)
contain neither x¯m
nor y¯m. It follows that γˆ|Σ̂+
m−2
: Σ̂+
m−2
→ B′m. Since Synt(ℓm−1) is an element of
L(Rm−1 ∩ Lm−1), by Theorem 1 we deduce that γˆ(Um−2)∼ℓm−1 γˆ(Vm−2). 
Proof of Proposition 5. Define Σ1 = {s, t, x1, y1} and Σm = Σm−1 ∪ {xm, ym}. Knast
proved that ℓ2 is an element of L(R2 ∩ L2) [8]. Assume inductively that Synt(ℓm−1)
is a member of L(Rm−1∩Lm−1). We prove that Synt(ℓm) is a member of L(Rm∩Lm).
Let γ : Σ̂+m → Bm be a continuous semigroup homomorphism. We claim that
γ(Um−1) ∼ℓm
γ(Vm−1). To establish the claim, we consider several cases.
Suppose that aγ(Um−1)b ∈ ℓm, that is, there exists a factorization aγ(Um−1)b =
a′ x¯mb
′y¯mc
′ with a′ ∈ (Am−1 ∪ {x¯m})+∪{1}, c
′ ∈ (Am−1 ∪ {y¯m})+∪{1}, and b
′ ∈ ℓm−1.
Taking into account the recursive definition of the Um (Theorem 1), we obtain the
following formula:
a
(
γ(Um−2)γ(xm−1)
)ω
γ(Um−2)
(
γ(ym−1)γ(Um−2)
)ω
b = aγ(Um−1)b = a
′ x¯mb
′y¯mc
′.
(1)
Similarly, from the definition of the Vm, we obtain:
aγ(Vm−1)b = a
(
γ(Um−2)γ(xm−1)
)ω
γ(Vm−2)
(
γ(ym−1)γ(Um−2)
)ω
b. (2)
The various cases come from invoking equidivisibility in the equality (1).
Suppose that x¯m, y¯m ∈ c
(
a
(
γ(Um−2)γ(xm−1)
)ω)
. By equidivisibility, we in-
fer that a
(
γ(Um−2)γ(xm−1)
)ω
= a′ x¯mb
′y¯mc
′′, where x¯m does not occur in b
′, c′′,
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γ(Um−2), γ(ym−1), b, and y¯m does not occur in a
′, b′. We conclude that x¯m does not
occur in γ(Um−2), whence also not in γ(Vm−2), and therefore, in view of (2),
aγ(Vm−1)b = a
′ x¯mb
′y¯mc
′′γ(Vm−2)
(
γ(ym−1)γ(Um−2)
)ω
b ∈ ℓm.
The case where x¯m and y¯m belong to c
((
γ(ym−1)γ(Um−2)
)ω
b
)
is dual.
Assume that x¯m is a member of c
(
a
(
γ(Um−2)γ(xm−1)
)ω)
and y¯m is a member of
c
((
γ(ym−1)γ(Um−2)
)ω
b
)
. We deduce, by equidivisibility, that a
(
γ(Um−2)γ(xm−1)
)ω
=
a′ x¯mb
′
1
and
(
γ(ym−1)γ(Um−2)
)ω
b = b′
2
y¯mc
′, where x¯m does not occur in b
′
1
, b′
2
, c′,
γ(Um−2), and y¯m does not occur a
′, b′
1
, b′
2
, γ(Um−2). We, thus, reach the conclu-
sion that aγ(Um−1)b = a
′ x¯mb
′
1
γ(Um−2)b
′
2
y¯mc
′, where b′
1
γ(Um−2)b
′
2
∈ ℓm−1. Since
Synt(ℓm−1) belongs to L(Rm−1 ∩Lm−1), by lemma 11, it follows that b
′
1
γ(Vm−2)b
′
2
∈
ℓm−1 and, thus, in view of (2), aγ(Vm−1)b is a member of ℓm.
As every continuous homomorphism γ : Σ̂+m → Bm determines a continuous
homomorphism γ′ : Σ̂+m → wm Synt(ℓm)wm, for any idempotent wm of Synt(ℓm),
and since γ(Um−1) ∼ℓm γ(Vm−1), we conclude that γ
′(Um−1) = γ
′(Vm−1). We have
thus proven that Synt(ℓm) belongs to L(Rm ∩ Lm). 
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