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Popolnoma pozitiven rang simetricˇnih matrik
Povzetek
V delu diplomskega seminarja bomo obravnavali popolnoma pozitivne matrike in
njihov popolnoma pozitiven rang. Dva s tem povezana problema o dolocˇanju po-
polne pozitivnosti matrike in izracˇunljivosti njenega popolnoma pozitivnega ranga
sta sˇe vedno odprta, zato bomo sprva predstavili glavne definicije in rezultate na
temo popolnoma pozitivnih matrik. Ogledali si bomo povezavo med popolnoma
pozitivnimi matrikami, M -matrikami in diagonalno dominantnimi matrikami ter
geometrijski pogled na popolnoma pozitiven rang. Nato si bomo pogledali alter-
nativen postopek iskanja omejitev popolnoma pozitivnega ranga matrik s pomocˇjo
teorije grafov. Natancˇneje, podali bomo lastnosti pripadajocˇih grafov, ki omejijo
popolnoma pozitiven rang matrik pripadajocˇih vzorcev.
The completely positive rank of symmetric matrices
Abstract
In this thesis, we will investigate the completely positive matrices and their com-
pletely positive rank. The problems of determining whether a matrix is completely
positive and computing its completely positive rank are still open. We will first
present the main definitions and known results of this topic. We will also present
M -matrices, diagonally dominant matrices, and discuss the geometric approach to
complete positivity. Furthermore, we will take a look at the alternative procedure of
finding constraints of the completely positive rank of matrices using graph theory.
In particular, we will define the characteristics of the corresponding graphs which
bound the completely positive rank of the matrix.
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1. Uvod
Linearna algebra je veja matematike, ki se ukvarja predvsem z obravnavo linear-
nih enacˇb in linearnih preslikav ter njihovo reprezentacijo preko matrik in vektorskih
prostorov. V delu diplomskega seminarja se bomo ukvarjali s faktorizacijo matrik.
Obravnavali bomo problem dolocˇitve popolnoma pozitivnega ranga popolnoma po-
zitivne matrike. Z Rm×n oznacˇimo vektorski prostor realnih matrik velikosti m× n.
Definicija 1.1. Simetricˇno matriko A ∈ Rn×n imenujemo popolnoma pozitivna,
cˇe obstaja taksˇna matrika B ∈ Rn×r z nenegativnimi elementi, da velja
(1) A = BBT .
Najmanjˇse sˇtevilo r imenujemo popolnoma pozitiven rang matrike A in ga
oznacˇimo s CPrk(A).
Poglejmo si, kako pridemo do ideje racˇunanja popolnoma pozitivnega ranga. Kot
zˇe vemo, je rang matrike A ∈ Rm×n najmanjˇse tako sˇtevilo r, da obstajata B ∈
Rm×r in C ∈ Rr×n, da velja A = BC. Vsako matriko ranga r lahko zapiˇsemo
kot vsoto r matrik ranga ena. Rang bomo oznacˇili z rk(A). Cˇe zˇelimo, da sta
B in C nekoliko bolj specificˇne oblike, se moramo pri matriki A nekoliko omejiti.
Cˇe je A simetricˇna pozitivno definitna matrika, zanjo obstaja tako imenovan razcep
Choleskega, torej nesingularna spodnje trikotna matrika L s pozitivnimi elementi na
diagonali, da je A = LLT . Pri popolnoma pozitivnih matrikah pa se bomo omejili na
faktorsko matriko, ki ima le nenegativne elemente, zato lahko popolnoma pozitiven
rang omejimo z rangom matrike.
Trditev 1.2. Za vsako popolnoma pozitivno matriko A je CPrk(A) ≥ rk(A).
Dokaz. Naj bo A ∈ Rn×n simetricˇna realna matrika. Cˇe je A popolnoma pozitivna,
jo lahko zapiˇsemo kot A = BBT , kjer ima matrika B ∈ Rn×k same nenegativne
elemente. Vemo, da je v tem primeru k = CPrk(A). Ker je to razcep oblike
A = CE, kjer je C = B in E = BT , je rk(A) ≤ CPrk(A). 
Poglejmo si primer, ko v trditvi 1.2 nastopi enakost. Kasneje bomo v primeru 6.13
pokazali, da je lahko CPrk(A) > rk(A).
Primer 1.3. Naj bo
A =

2 3 2 3
3 5 3 5
2 3 2 3
3 5 3 5
 .
Iz linearne neodvisnosti vrstic oziroma stolpcev vidimo, da je rang matrike A enak
2. Cˇe je A popolnoma pozitivna, bo, po trditvi 1.2, CPrk(A) ≥ 2. Matrike A torej
ne moremo zapisati kot
A 6=

a
b
c
d
 [a b c d] .
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Opazimo pa, da jo lahko zapiˇsemo na naslednji nacˇin
A =

2 3 2 3
3 5 3 5
2 3 2 3
3 5 3 5
 =

1 1
1 2
1 1
1 2
[1 1 1 11 2 1 2
]
.
Iz tega sledi, da je A popolnoma pozitivna in CPrk(A) = 2. ♦
Za motivacijo si poglejmo zacˇetke uporabe popolnoma pozitivnih matrik. Popol-
noma pozitivne matrike so uporabne v kombinatoriki, verjetnosti, statistiki, Mar-
kovskem modelu za DNA evolucijo, v modelu porabe energije, ... Uporabljajo se v
kombinatoricˇni analizi in so povezane s kopozitivnimi matrikami, ki se uporabljajo
v kontrolni teoriji in matematicˇnem programiranju. Zacˇetki uporabe popolnoma
pozitivnih matrik segajo v leto 1958, ko se je s tako imenovano konstrukcijo blokov
v statistiki zacˇel ukvarjati Marshall Hall, Jr. Ugotovil je, da morajo biti matrike, ki
jih je obravnaval v svojem delu, ravno popolnoma pozitivne. Maxfield in Minc sta
leta 1962 s pomocˇjo teorije matrik, ki so velikosti manjˇse od 5, dokazala zadostnost
pogoja dvojne nenegativnosti (definirali jo bomo v trditvi 2.7) za popolnoma pozi-
tivne matrike ([10]). Leta 1966 so bile popolnoma pozitivne matrike pomembne pri
raziskavah pri tako imenovanem maximin ucˇinkovitostnem robustnem testu ([5]) in
leta 1994 pri Markovskem modelu DNA evolucije ([8]).
Popolnoma pozitivne matrike so teoreticˇno zanimive predvsem zato, ker sta sˇe
vedno odprta dva glavna problema:
• kako dolocˇiti, ali matrika sploh je popolnoma pozitivna,
• kako popolnoma pozitivni matriki izracˇunati njen popolnoma pozitiven rang.
Kljub temu je mogocˇe o tem veliko povedati. Pri obravnavi problemov nam koristi
tako algebraicˇni kot tudi geometrijski pristop. V diplomskem delu bomo predstavili
oba.
Tocˇna vrednost popolnoma pozitivnega ranga je torej sˇe vedno odprt problem.
Prvo domnevo so postavili Drew, Johnson, Loewy leta 1994. Domneva pravi, da
je CPrk(A) ≤ bn2
4
c za vse n × n matrike, kjer je n ≥ 4 ([4]). Meja drzˇi za n = 5
([9], [12]). Teorijo so kasneje ovrgli Bomze, Schachinger in Ullrich s protiprimerom
za vsak n ≥ 7 ([2]). Za n× n matrike, kjer je n ≥ 6, je tocˇna zgornja meja sˇe vedno
odprt problem. Prav tako ni jasno, ali Drew-Johnson-Loewyjeva domneva drzˇi za
n = 6. Bromze, Schachinger in Ullrich so dokazali, da je pravilna tesna zgornja
meja reda n
2
2
([3]). Matematika Hanna in Laffey sta v cˇlanku [6] dokazala, da je
CPrk(A) ≤ k(k+1)
2
−N , kjer je k rang matrike A, N pa sˇtevilo nicˇel pod diagonalo
v matriki A.
V nadaljevanju dela, torej v drugem poglavju bomo predstavili nekatere osnovne
lastnosti popolnoma pozitivnih matrik in podali potreben pogoj, da je matrika po-
polnoma pozitivna. V tretjem poglavju bomo predstavili algoritem za razcep popol-
noma pozitivne matrike in v cˇetrtem geometrijski pogled na popolnoma pozitiven
rang. V petem poglavju bomo pokazali, da so matrike, ki so velikosti manjˇse od tri,
popolnoma pozitivne natanko tedaj, ko so vsi elementi matrike vecˇji od nicˇ in ko so
matrike pozitivno semidefinitne. Pokazali bomo tudi, da je v tem primeru popol-
noma pozitiven rang kar enak rangu matrike. V sˇestem poglavju bomo predstavili
tako imenovane M -matrike, diagonalno dominantne matrike in njihov pomen v teo-
riji popolnoma pozitivnih matrik. To bomo kasneje uporabili v sedmem poglavju, ko
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bomo predstavili sˇe nacˇin dolocˇanja meje popolnoma pozitivnega ranga prek teorije
grafov.
2. Osnovne lastnosti popolnoma pozitivnih matrik in njihovega
popolnoma pozitivnega ranga
V tem poglavju bomo predstavili nekatere lastnosti popolnoma pozitivnih matrik
in popolnoma pozitivnega ranga. Popolnoma pozitivno matriko je lahko konstru-
irati, medtem ko je za dano kvadratno simetricˇno matriko tezˇko ugotoviti, ali je
popolnoma pozitivna ali ne. Sˇe tezˇje pa je dolocˇiti njen popolnoma pozitiven rang.
Naslednja trditev sledi neposredno iz definicije 1.1.
Trditev 2.1. Matrika A je popolnoma pozitivna natanko tedaj, ko obstajajo taksˇni
vektorji b1, b2, ..., br ∈ Rn z nenegativnimi elementi, da velja
(2) A =
r∑
i=1
bib
T
i
Dokaz. A = BBT lahko zapiˇsemo kot A =
∑r
i=1 bib
T
i , kjer je bi i-ti stolpec matrike
B. Velja tudi obratno, vsoto A =
∑r
i=1 bib
T
i lahko zapiˇsemo kot BB
T cˇe uposˇtevamo
nacˇin mnozˇenja matrik. 
Poglejmo primer, kjer je dokaj preprosto dolocˇiti matriko B.
Primer 2.2. Naj bo D = diag(d1, ..., dn) diagonalna matrika z nenegativnimi dia-
gonalnimi elementi d1, d2, ..., dn ≥ 0. Cˇe je
E = diag(
√
d1,
√
d2, ...,
√
dn),
je D = EET , in zato je D popolnoma pozitivna. ♦
Uvedimo sˇe naslednje definicije:
Definicija 2.3. Vektor x ∈ Rn je nenegativen, cˇe so vsi njegovi elementi vecˇji ali
enaki 0, oziroma pozitiven, cˇe so vsi elementi vektorja x vecˇji od 0. Nenegativen
vektor oznacˇimo z x ≥ 0, pozitiven pa z x > 0. Matrika A je nenegativna, cˇe so vsi
elementi matrike A vecˇji ali enaki 0, oziroma pozitivna, cˇe so vsi elementi matrike
A vecˇji od 0. Nenegativno matriko oznacˇimo z A ≥ 0, pozitivno pa z A > 0.
Opomba 2.4. Cˇe je A = [aij] = BB
T popolnoma pozitivna matrika, zapiˇsemo
aij =
∑r
k=1 bikbjk, pri cˇemer vemo, da so bik ≥ 0 in bjk ≥ 0. Vsak element A je vsota
produktov nenegativnih sˇtevil. Sledi, da je A nenegativna matrika.
Pokazali bomo sˇe, da so popolnoma pozitivne matrike tudi pozitivno semidefini-
tne. Najprej se spomnimo definicije in nekaj zˇe znanih trditev, povezanih z njo, ki
jih bomo potrebovali v nadaljevanju. Vecˇ o tem najdemo v knjigi [7].
Definicija 2.5. Matrika A velikosti n×n je pozitivno semidefinitna, cˇe je sime-
tricˇna in za vsak vektor x ∈ Rn velja xTAx ≥ 0.
Trditev 2.6. Naj bo matrika A ∈ Rn×n simetricˇna.
a) A je pozitivno semidefinitna natanko tedaj, ko so vse njene lastne vrednosti
nenegativne.
b) Cˇe je A pozitivno semidefinitna matrika, jo lahko zapiˇsemo kot A = CCT .
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c) Produkt CCT je pozitivno semidefiniten za vsako matriko C ∈ Rn×k.
d) Naj bo S ∈ Rn×m poljubna matrika. Matrika A je pozitivno semidefinitna
natanko tedaj, ko je STAS pozitivno semidefinitna matrika.
e) Vsaka glavna podmatrika pozitivno semidefinitne matrike A je pozitivno se-
midefinitna.
f) Za nenegativne koeficiente je linearna kombinacija pozitivno semidefinitnih
matrik pozitivno semidefinitna.
g) Matrika A je pozitivno semidefinitna natanko tedaj, ko so vsi vodilni glavni
minorji matrike A nenegativni.
Trditev 2.7. Naj bo A simetricˇna kvadratna matrika. Cˇe je A popolnoma pozitivna,
je A nenegativna in pozitivno semidefinitna.
Dokaz. Ker je A popolnoma pozitivna, jo lahko zapiˇsemo kot A = BBT , B ≥ 0.
Torej je xTAx = xTBBTx = ‖Bx‖2 ≥ 0. Zato je matrika A pozitivno semidefinitna
matrika. Po opombi 2.4 je nenegativna. Trditev sledi. 
Definicija 2.8. Pravimo, da je matrika dvojno nenegativna, cˇe je nenegativna
in pozitivno semidefinitna.
Ko dolocˇamo, ali je matrika popolnoma pozitivna, najprej pogledamo, ali so vsi
elementi matrike nenegativni, in preverimo, ali je matrika A pozitivno semidefini-
tna. Kot bomo videli kasneje, preverjanje pogoja dvojne nenegativnosti za popolno
pozitivnost ni dovolj (primer 7.9). Pogoja sta torej potrebna, ne pa zadostna.
Primer 2.9. Poglejmo sˇe, kdaj so matrike velikosti 2× 2 oblike
A =
(
a b
b c
)
popolnoma pozitivne. Potreben pogoj, da je A popolnoma pozitivna, je, da je A
nenegativna. Torej so a, b, c ≥ 0. Drugi pogoj je, da je A pozitivno semidefitina. Po
trditvi 2.6a) velja, da so lastne vrednosti pozitivno semidefinitne matrike vecˇje ali
enake 0, zato je tudi determinanta matrike A vecˇja ali enaka 0. Torej je a− b2
c
≥ 0.
Cˇe je c > 0, velja,
A =
(
a b
b c
)
=
(√
a− b2
c
b√
c
0
√
c
)(√
a− b2
c
0
b√
c
√
c
)
,
zato je A popolnoma pozitivna matrika.
Cˇe je c = 0 in cˇe b 6= 0, bi bila determinanta matrike A negativna, kar pa je v
nasprotju z nasˇo predpostavko.
Cˇe je b = 0, je matrika A diagonalna matrika in popolnoma pozitivna po zgledu 2.2
in predpostavki a, c ≥ 0. ♦
Za rang matrike velja, da je rang vsote manjˇsi ali enak vsoti rangov posameznih
matrik. Podobna trditev velja za popolnoma pozitivne range.
Trditev 2.10. Naj bosta A in B popolnoma pozitivni matriki. Vsota popolnoma
pozitivnih matrik je popolnoma pozitivna matrika. Velja
CPrk(A+B) ≤ CPrk(A) + CPrk(B).
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Dokaz. Naj bosta A =
∑r
i=1 bibi
T in B =
∑r+l
i=r+1 bibi
T popolnoma pozitivni matriki.
Potem je
A+B =
r+l∑
i=1
bibi
T .
Naj bo CPrk(A) = r in CPrk(B) = l. Vidimo, da lahko A + B zapiˇsemo kot vsoto
r + l matrik ranga 1. Sledi, da je CPrk(A+B) zagotovo manjˇsi ali enak r + l. 
Poglejmo si preprost primer iz trditve 2.10.
Primer 2.11. Dani sta
A =
5 2 22 4 1
2 1 3
 =
=
 5√52√
5
2√
5
( 5√
5
2√
5
2√
5
)
+
 04√5
5√
5
20
(0 4√5
5
√
5
20
)
+
 00√
35
4
(0 0 √35
4
)
in
B =
1 0 30 4 2
3 2 11
 =
10
3
(1 0 3)+
02
1
(0 2 1)+
00
1
(0 0 1) .
Torej matriko
A+B =
6 2 52 8 3
5 3 14

lahko zapiˇsemo kot vsoto najvecˇ 6 nenegativnih sumandov oblike bib
T
i . Sledi, da je
CPrk(A+B) ≤ 6. ♦
Tudi pri naslednjih vrstah mnozˇenj matrik z leve in desne se popolna pozitivnost
ohrani.
Trditev 2.12. Naj bo A ∈ Rn×n simetricˇna popolnoma pozitivna matrika in C ∈
Rm×n nenegativna matrika. Potem je CACT popolnoma pozitivna matrika.
Dokaz. Matrika A je popolnoma pozitivna, torej A = BBT , B ≥ 0. Potem je
CACT = (CB)(CB)T . Cˇe oznacˇimo z D = CB, vidimo, da smo CACT zapisali kot
DDT . Matrika D je produkt dveh nenegativnih matrik, zato je nenegativna. Torej
je CACT popolnoma pozitivna matrika. 
Trditev 2.13. Naj bo A ∈ Rn×n simetricˇna matrika.
(a) Cˇe je P ∈ Rn×n permutacijska matrika, je A popolnoma pozitivna natanko
tedaj, ko je tudi P TAP popolnoma pozitivna.
(b) Cˇe je D ∈ Rn×n diagonalna matrika s pozitivnimi diagonalnimi elementi, je
A popolnoma pozitivna natanko tedaj, ko je tudi DAD popolnoma pozitivna.
Dokaz. (a) ⇒ Sledi direktno iz trditve 2.12, saj je permutacijska matrika P nene-
gativna.
⇐ Cˇe je P TAP popolnoma pozitivna, je P TAP = BBT , B ≥ 0. Ker vemo, da je
PP T = I, kjer je I identiteta, je A = PBBTP T = (PB)(PB)T . Ker je matrika
B pozitivna in prav tako matrika P , je tudi PB pozitivna, torej je A popolnoma
pozitivna.
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(b) ⇒ Sledi direktno iz trditve 2.12, saj je diagonalna matrika D pozitivna, torej je
nenegativna.
⇐ Cˇe je DAD popolnoma pozitivna, je DAD = BBT , B ≥ 0. Ker vemo, da je D =
DT , D−1 = (D−1)T in da ima matrika D inverz, pomnozˇimo enakost DAD = BBT
z leve in desne z matriko D−1. Potem je A = D−1BBTD−1 = (D−1B)(D−1B)T .
Ker je matrika B pozitivna in prav tako matrika D−1, je A popolnoma pozitivna
matrika. 
3. Konstrukcija razcepa popolnoma pozitivne matrike
Cˇe zˇelimo konstruirati popolnoma pozitivno matriko, si izberemo nenegativno ma-
triko B. Matriko A dobimo tako, da pomnozˇimo matriko B z njeno transponiranko.
Na ta nacˇin je matrika A popolnoma pozitivna. Nekoliko tezˇje za dano popolnoma
pozitivno matriko najdemo njen razcep. V tem poglavju bomo predstavili razcep
matrike A s pomocˇjo Schurovega komplementa. Algoritem je preprost, vendar se
velikokrat ne iztecˇe do konca.
Najprej definirajmo Schurov komplement. Z njim si bomo pomagali pri dokazo-
vanju pozitivne semidefinitnosti matrik.
Definicija 3.1 (Schurov komplement). Naj bo M blocˇna matrika oblike:
M =
(
A B
C D
)
,
pri cˇemer so A ∈ Rm×m, D ∈ Rk×k, B ∈ Rm×k, n = m + k. Cˇe je A obrnljiva,
tedaj matriko D−CA−1B imenujemo Schurov komplement A v M in zapiˇsemo kot
M/A = D−CA−1B. Cˇe je D obrnljiva, A−BD−1C imenujemo Schurov komplement
D v M in oznacˇimo z M/D = A−BD−1C.
Trditev 3.2. Naj bo
A =
(
B C
CT E
)
pozitivno semidefinitna matrika in naj obstaja E−1. Potem je Schurov komplement
A/E = B − CE−1CT pozitivno semidefinitna matrika.
Dokaz. Opazimo, da velja(
I −CE−1
0 I
)(
B C
CT E
)(
I 0
−(E−1)TCT I
)
=
(
B − CE−1CT 0
0 E
)
.
Uporabimo trditvi 2.6d) in 2.6e), iz katerih direktno sledi, da je A/E = B−CE−1CT
pozitivno semidefinitna matrika. 
Naj bo A = BBT , B ≥ 0, popolnoma pozitivna matrika velikosti 4 × 4 s po-
zitivnimi elementi na diagonali. Poglejmo algoritem, kako za taksˇno matriko A
konstruiramo matriko B.
Primer 3.3. Naj bo
A =

a11 a12 a13 a14
a12 a22 a23 a24
a13 a23 a33 a34
a14 a24 a34 a44

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popolnoma pozitivna matrika. Naj bo
vT1 =
1√
a11
(
a11 a12 a13 a14
)
.
Izracˇunajmo
A− v1vT1 =

a11 a12 a13 a14
a12 a22 a23 a24
a13 a23 a33 a34
a14 a24 a34 a44
−

a11 a12 a13 a14
a12
a212
a11
a12a13
a11
a12a14
a11
a13
a13a12
a11
a13a13
a11
a13a14
a11
a14
a14a12
a11
a14a13
a11
a14a14
a11
 =
=

0 0 0 0
0 b22 b23 b24
0 b23 b33 b34
0 b24 b34 b44
 = B.
Cˇe je B = 0, ima matrika A popolnoma pozitiven rang enak 1. Postopek smo
zakljucˇili, torej je A = v1v
T
1 . V nasprotnem primeru, cˇe b22 6= 0, za drugi vektor v2
vzamemo drugi stolpec matrike B, pomnozˇen s sˇtevilom 1√
b22
. Torej je
vT2 =
1√
b22
(
0 b22 b23 b24
)
.
Izracˇunamo novo matriko A− v1vT1 − v2vT2 . Cˇe je slednja matrika nicˇelna, smo po-
stopek zakljucˇili. Sicer postopek ponavljamo, dokler ni A − v1vT1 − ... − vkvTk = 0,
za nek k ∈ {1, 2, 3, 4}. Ko je A −∑ki=1 vivTi = 0, je A = ∑ki=1 vivTi . Vektorje vi
zlozˇimo v matriko, torej, naj bo vi i-ti stolpec matrike V . Dobili smo razcep matrike
A = V V T za nenegativno matriko V . Cˇe se algoritem zakljucˇi, se zakljucˇi najkasneje
v sˇtirih korakih. Torej se iztecˇe le za matrike s pozitivnimi elementi na diagonali,
katerih popolnoma pozitiven rang je manjˇsi ali enak od velikosti matrike A. ♦
Konstrukcijo iz primera 3.3 seveda lahko uporabimo tudi na matrikah vecˇjih di-
menzij. V kolikor ne predpostavimo, da je matrika popolnoma pozitivna, lahko to
vidimo iz razcepa. Cˇe smo nasˇli tak V , da je matrika A = V V T in je V nenegativen
vektor, je matrika A popolnoma pozitivna.
Primer 3.4. Pokazˇimo razcep po postopku iz primera 3.3 za matriko
A =

2 3 2 3
3 5 3 5
2 3 2 3
3 5 3 5
 .
Naj bo
vT1 =
1√
2
(
2 3 2 3
)
.
Ker je
B = A− v1vT1 =

0 0 0 0
0 1
2
0 1
2
0 0 0 0
0 1
2
0 1
2
 ,
definirajmo
vT2 =
√
2
(
0 1
2
0 1
2
)
.
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Ker je A− v1vT1 − v2vT2 = 0 smo s postopkom zakljucˇili. Vektorja v1 in v2 zlozˇimo
v matriko V in tako je
A =

2√
2
0
3√
2
1√
2
2√
2
0
3√
2
1√
2

( 2√
2
3√
2
2√
2
3√
2
0 1√
2
0 1√
2
)
.
Matriko A pa se da razcepiti tudi na sledecˇ nacˇin,
A =

2 3 2 3
3 5 3 5
2 3 2 3
3 5 3 5
 =

1 1
1 2
1 1
1 2
(1 1 1 11 2 1 2
)
.
♦
S primerom 3.4 smo pokazali tudi, da razcep matrike A na produkt nenegativne
matrike in njene transponiranke ni enolicˇen.
4. Geometrijski pogled na popolnoma pozitiven rang
Za nekoliko lazˇjo predstavo si bomo ogledali sˇe geometrijski pogled na popolnoma
pozitiven rang matrik. Najprej bomo definirali Gramovo matriko in si ogledali njeno
povezavo s pozitivno semidefinitnostjo.
Definicija 4.1. Naj bodo v1, v2, ..., vn vektorji v vektorskem prostoru V ∈ Rn s
standardnim skalarnim produktom, ki ga oznacˇimo z 〈·, ·〉. Matrika skalarnih pro-
duktov
Gram(v1, ..., vn) =

〈v1, v1〉 〈v1, v2〉 ... 〈v1, vn〉
〈v1, v2〉 〈v2, v2〉 ... 〈v2, vn〉
...
...
...
〈v1, vn〉 〈v2, vn〉 ... 〈vn, vn〉

se imenuje Gramova matrika vektorjev v1, v2, ..., vn.
Trditev 4.2. Naj bo A simetricˇna pozitivno semidefinitna matrika. Potem obstajajo
vektorji v1, v2, ...vn ∈ Rk, da je A = Gram(v1, ..., vn).
Dokaz. Ker je A pozitivno semidefinitna, jo po trditvi 2.6 lahko zapiˇsemo kot A =
BBT , kjer je B matrika velikosti n× k. Naj bo vTi i-ta vrstica matrike B. Potem je
A = Gram(v1, ..., vn). 
Opomba 4.3. Naj bo A dvojno nenegativna matrika. Po trditvi 4.2 obstajajo
vektorji v1, v2, ...vn ∈ V , da je A = Gram(v1, ..., vn). Torej je A = P TP , pri cˇemer
so v1, v2, ...vn stolpci matrike P . Cˇe obstaja sˇe neka druga matrika Q s stolpci qi,
i = 1, ..., n, da lahko matriko A zapiˇsemo kot A = QTQ, je P TP = QTQ oziroma
vTi vj = q
T
i qj. Vemo, da v tem primeru za matriko A obstaja ortogonalna matrika in
s tem linearna izometrija T , ki slika stolpce matrike P v stolpce matrike Q. Torej
se elementi linearne ogrinjacˇe Lin {v1, ..., vn} slikajo v elemente linearne ogrinjacˇe
Lin {q1, ..., qn}. Preverimo, da je T res izometrija. Vsak vektor v ∈ Lin {v1, ..., vn}
lahko zapiˇsemo kot
v = c1v1 + c2v2 + ...+ cnvn.
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Velja
||T (v)||2 = (T (v))TT (v) = (T
n∑
i=1
civi)
T (T
n∑
j=1
cjvj) =
=
n∑
i,j=1
cicjT (vi)
TT (vj) =
n∑
i,j=1
cicjq
T
i qj =
=
n∑
i,j=1
cicjv
T
i vj = (
n∑
i=1
civi)
T (
n∑
j=1
cjvj) = ||v||2.
Ker je ||T (v)|| = ||v||, je T res izometrija.
Pri popolnoma pozitivnih matrikah nas zanima podmnozˇica vektorskega prostora
nenegativnih vektorjev. Pri mnozˇenju z nenegativnim skalarjem ostanemo v tej
mnozˇici. Govorimo o stozˇcih. V naslednjem podpoglavju 4.1 so zato na kratko
predstavljeni.
4.1. Konveksni stozˇci
Definicija 4.4. Mnozˇica S evklidskega prostora V je konveksni stozˇec, cˇe za
vsaka x, y ∈ S in nenegativna skalarja a, b velja
ax+ by ∈ S.
Poglejmo si zelo pomembno ugotovitev, da mnozˇica vseh popolnoma pozitivnih
matrik enake velikosti tvori zaprt konveksni stozˇec. Naj bo CPn mnozˇica n × n
popolnoma pozitivnih matrik.
Izrek 4.5. CPn je zaprt konveksni stozˇec.
Dokaz. Najprej dokazˇimo, da je mnozˇica CPn konveksni stozˇec.
Naj bo A = BBT , B ≥ 0, naj bo k ≥ 0 in C = DDT , D ≥ 0. Potem je
k(A+ C) = k(BBT +DDT ) = (
√
kB)(
√
kB)T + (
√
kD)(
√
kD)T .
Iz posledice 2.10 vemo, da je vsota popolnoma pozitivnih matrik popolnoma po-
zitivna. Torej je k(A + C) popolnoma pozitivna matrika. Zato je CPn konveksni
stozˇec.
Da dokazˇemo, da je zaprt, pa moramo pogledati zaporedje n × n popolnoma
pozitivnih matrik {Ai}∞i=1, ki konvergirajo k A. Pokazati moramo, da je A = [akl]
popolnoma pozitivna matrika. Vsaka od popolnoma pozitivnih matrik Ai = [a
i
kl]
je po trditvi 4.2 Gramova matrika n nenegativnih vektorjev v
(i)
1 , ..., v
(i)
n , torej Ai =
Gram(v
(i)
1 , ..., v
(i)
n ). Naj bo a
(i)
jj j-ti diagonalni element Ai. Ker je v Gramovi matriki
diagonalni element skalarni produkt vektorja s samim sabo, torej kvadrat norme,
je lim
i→∞
||v(i)1 ||2 = lim
i→∞
a
(i)
11 = a11, zaporedje {||v(i)1 ||}∞i=1 je omejeno. Ker je omejeno,
ima {v(i)1 }∞i=1 podzaporedje {v(ip)1 }∞p=1, ki konvergira k nenegativnemu vektorju v1.
Obravnavajmo sedaj zaporedje {v(ip)2 }∞p=1. Potem je lim
p→∞
||v(ip)2 ||2 = lim
p→∞
a
(ip)
22 = a22,
torej ima {v(ip)2 }∞p=1 podzaporedje, ki konvergira k v2 ≥ 0. Cˇe nadaljujemo, dobimo
zaporedje indeksov {s}, za katere je lim v(s)1 = v1 ≥ 0, lim v(s)2 = v2 ≥ 0, ..., lim v(s)n =
vn ≥ 0. Zato je A = Gram(v1, ..., vn) popolnoma pozitivna matrika. 
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5. Popolnoma pozitivne matrike in njihov popolnoma pozitiven rang:
matrike majhnih velikosti
V tem poglavju si bomo pogledali matrike, katerih velikost je manjˇsa od 4 × 4.
Pokazali bomo, da je taksˇna matrika popolnoma pozitivna natanko tedaj, ko je
dvojno nenegativna. Prav tako bomo pokazali, da se pri teh matrikah popolnoma
pozitiven rang ujema z rangom matrike.
Izrek 5.1. Matrike, ki so dvojno nenegativne in imajo rang kvecˇjemu 2, so popol-
noma pozitivne.
Dokaz. Najprej dokazˇimo izrek za dvojno nenegativne matrike, ki imajo rang enak
1. Naj bo A ∈ Rn×n nenegativna in pozitivno semidefinitna matrika. Torej jo lahko
zapiˇsemo kot A = bbT za b ∈ Rn. Vektor b ima lahko poljubne elemente. Ker je
produkt dveh enakih pozitivnih elementov enak produktu dveh negativnih z enako
absolutno vrednostjo, lahko brez sˇkode za splosˇnost vzamemo namesto negativnih
elementov njene absolutne vrednosti. Torej je b ≥ 0. Sledi, da je matrika A popol-
noma pozitivna.
Sedaj naj bo A dvojno nenegativna matrika velikosti n×n ranga 2. Po trditvi 4.2,
je matrika A Gramova matrika vektorjev v1, ..., vn ∈ R2. Kosinus v skalarnem pro-
duktu je pozitiven le za kote z intervala (−pi
2
, pi
2
). Ker je matrika A nenegativna,
poljubna vektorja oklepata kot najvecˇ pi
2
. Vektorje z linearno izometrijo preslikamo
v prvi kvadrant. Preslikane vektorje oznacˇimo z bi. Cˇe zlozˇimo vektorje (v1, ..., vn)
v stolpce matrike V in vektorje (b1, ..., bn) v stolpce matrike B, dobimo enakost
A = V TV = BTB. Ker so stolpci matrike B nenegativni, je A popolnoma pozitivna
matrika. 
Po prvem odstavku dokaza izreka 5.1 opazimo, da se za matriko A ranga 1 rang
in popolnoma pozitiven rang matrike ujemata. Torej je CPrk(A) = 1. Po drugem
odstavku dokaza izreka 5.1 opazimo, da se v1, ..., vn ∈ R2 preslikajo v nenegativne
stolpce bi matrike B. Z linearno izometrijo slikamo stolpicˇni prostor matrike V v
enako velik stolpicˇni prostor nenegativne matrike B, torej so nenegativni vektorji
bi ∈ R2. Matriko A smo za nenegativen B ∈ Rk zapisali kot A = BBT . Torej je
CPrk(A) = k = 2. Skupaj s trditvijo 1.2 dobimo naslednjo posledico.
Posledica 5.2. Cˇe je A popolnoma pozitivna matrika in je njen rang manjˇsi ali
enak 2, potem je
CPrk(A) = rk(A).
Primer 5.3. Za matriko
A =

2 3 2 3
3 5 3 5
2 3 2 3
3 5 3 5

iz primera 3.4 smo preko Schurovega razcepa ugotovili, da je njen popolnoma pozi-
tiven rang enak 2. Lahko pa opazimo, da je tudi rang matrike A enak 2, s cˇimer bi
do istega sklepa lahko priˇsli tudi po posledici 5.2. ♦
Poglejmo sˇe nekaj trditev, ki jih bomo potrebovali pri popolni pozitivnosti matrik
velikosti 3× 3.
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Trditev 5.4. Naj bo A simetricˇna dvojno nenegativna matrika. Cˇe je za nek i ∈ N
diagonalni element aii enak 0, potem je nicˇelna celotna i-ta vrstica in celoten i-ti
stolpec.
Dokaz. Naj bodo A = [aij] in predpostavimo, da je akk = 0 za nek k. Dokaz
naredimo s protislovjem. Naj bo aik 6= 0 za nek i 6= k. Ker je matrika A simetricˇna,
je A = AT in aik = aki. Poglejmo si podmatriko
B =
(
aii aik
aik 0
)
.
Ker je det(B) = −a2ik ≤ 0, je po trditvi 2.6e) to v nasprotju s predpostavko o
pozitivni semidefinitnosti matrike A. Trditev sledi. 
Definicija 5.5. Za vektor x ∈ Rn je supp(x) = {i|xi 6= 0} mnozˇica indeksov
nenicˇelnih elementov vektorja x.
Lema 5.6. Naj bosta A in B matriki velikosti n×n. Naj bo A popolnoma pozitivna
matrika. Naj bo
B =
(
B1 0
0 0
)
,
kjer je B1 pozitivno semidefinitna matrika velikosti 2 × 2. Predpostavimo, da je
A+B nenegativna matrika. Potem velja, da je vsota A+B popolnoma pozitivna.
Dokaz. Cˇe je B diagonalna matrika, iz primera 2.2 sledi, da je B popolnoma pozi-
tivna in je po trditvi 2.10 popolnoma pozitivna tudi matrika A+B. Predpostavimo
sedaj, da B ni diagonalna. Torej je B = bbT +ccT , za vektorja b ∈ Rn in c ∈ Rn, kjer
je supp(b) = {1, 2} in supp(c) ⊆ {1} (direktno sledi iz primera 2.9 in trditve 2.6g)).
Ker je ccT popolnoma pozitivna matrika, je po trditvi 2.10 dovolj, da pokazˇemo, da
je A+ bbT popolnoma pozitivna matrika. Za b ≥ 0 to direktno sledi iz trditve 2.10.
Naj bo
bT =
(
b′1 b
′
2 0 ... 0
)
,
za nenicˇelna b′1, b
′
2 in b
′
1b
′
2 < 0. Naj bo
A = [aij] =
m∑
i=1
bib
T
i
in naj bo (bi)j j-ta komponenta vektorja bi. Naj bo
di =
√
(bi)1(bi)2
a12
b, i = 1, ...,m
in naj bo (di)j j-ta komponenta vektorja di. Torej je za vsak i, bib
T
i + did
T
i ≥ 0, saj
je
(bi)1(bi)2 + (di)1(di)2 = (bi)1(bi)2 +
(bi)1(bi)2
a12
b′1b
′
2 = (bi)1(bi)2(1 +
b′1b
′
2
a12
)
in a12 + b
′
1b
′
2 = (A + B)12 ≥ 0 po predpostavki. Ker je b′1b′2 < 0 in (bi)1(bi)2 ≥ 0, je
(bi)1(bi)2(1 +
b′1b
′
2
a12
) ≥ 0. Torej je bibTi + didTi dvojno nenegativna matrika ranga ≤ 2.
Po izreku 5.1 je matrika bib
T
i + did
T
i popolnoma pozitivna matrika. Ker je
m∑
i=1
did
T
i =
1
a12
( m∑
i=1
(bi)1(bi)2
)
bbT = bbT ,
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je A+ bbT =
∑m
i=1(bib
T
i + did
T
i ). Zato je A+ bb
T popolnoma pozitivna, saj je vsota
m popolnoma pozitivnih matrik. 
Lema pove, da je za dolocˇeno obliko matrik vsota popolnoma pozitivne matrike
in pozitivno semidefinitne matrike lahko popolnoma pozitivna.
Izrek 5.7. Matrike velikosti 3×3, ki so dvojno nenegativne, so popolnoma pozitivne.
Dokaz. Naj bo A = [aij] dvojno nenegativna matrika velikosti 3 × 3. Cˇe je kateri
od diagonalnih elementov enak 0 se primer po trditvi 5.4, prevede na trditev 5.1, za
n ≤ 2.
Naj bo A dvojno nenegativna matrika velikosti 3 × 3 s pozitivnimi elementi na
diagonali. Izrek bomo dokazali s pomocˇjo trditve 2.13(b), kjer izberemo
D = diag(
1√
a11
,
1√
a22
,
1√
a33
)
tako, da so diagonalni elementi matrike A enice. S permutacijsko matriko P po
trditvi 2.13(b) lahko dosezˇemo, da bo
(3) A =
 1 a12 a13a12 1 a23
a13 a23 1
 in a12 ≥ a13 ≥ 0, a23 ≥ 0.
Po trditvi 2.13 je torej dovolj, da trditev dokazˇemo za A iz formule (3). Matriko
A = bbT + C =
a13a23
1
(a13 a23 1)+
 1− a213 a12 − a13a23 0a12 − a13a23 1− a223 0
0 0 0

smo zapisali kot vsoto dveh matrik. Matrika bbT je ocˇitno popolnoma pozitivna. S
⊕ oznacˇimo direktno vsoto matrik. Matriko
C =
(
1 a12
a12 1
)
−
(
a13
a23
)(
a13 a23
)⊕ 01×1
smo zapisali kot direktno vsoto Schurovega komplementa pozitivno semidefinitne
matrike A in nicˇelne matrike. Matrika C je po 3.2 pozitivno semidefinitna matrika.
Ker je A pozitivno semidefinitna, morajo biti vse poddeterminante ≥ 0, zato je
a13, a23 ≤ 1 in po predpostavki a12 ≥ a13. Sledi, da je a12 − a13a23 ≥ 0 in je
zato matrika C nenegativna matrika. Torej je C dvojno nenegativna matrika z
levim zgornjim blokom nenicˇelnih elementov velikosti 2× 2. Po lemi 5.6 matrika A
popolnoma pozitivna matrika. 
Izberimo simetricˇno dvojno nenegativno matriko velikosti 3× 3
(4) A =
 9 7 117 11 8
11 8 18
 .
Ker so vodilni glavni minorji matrike A enaki 9, 50 in 225, je matrika A po trdi-
tvi 2.6g) pozitivno semidefinitna. Po trditvi 5.7 je matrika A popolnoma pozitivna.
Zanima nas sˇe, ali je mogocˇe kaj povedati o popolnoma pozitivnem rangu taksˇnih
matrik. O tem govori naslednji izrek.
Izrek 5.8. Naj bo A popolnoma pozitivna matrika velikosti n×n, n ≤ 3. Za matriko
A je CPrk(A) = rk(A).
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Dokaz. Za matrike, kjer je n ≤ 2, in za neobrnljive matrike velikosti 3× 3 vemo, da
je rang matrike gotovo ≤ 2. Izrek zato sledi po posledici 5.2.
Izberimo obrnljivo popolnoma pozitivno matriko
A =
a11 a12 a13a12 a22 a23
a13 a23 a33
 .
Naj bo δ0 najvecˇji tak δ ≥ 0, za katerega je matrika A − δE33 pozitivno semide-
finitna. Da tak δ0 obstaja, ni tezˇko videti, izberemo si lahko kar δ0 = 0, saj je A
pozitivno semidefinitna po predpostavki. Z E33 smo oznacˇili matriko velikosti 3×3,
ki ima povsod elemente 0 razen v tretji vrstici in tretjem stolpcu, kjer ima elemente
1. Po trditvi 2.6g) je matrika A − δE33 pozitivno semidefinitna, cˇe so vsi minorji
nenegativni oziroma cˇe je determinanta nenegativna. Za i, j, k ∈ {1, 2, 3} oznacˇimo
detAii =
∣∣∣∣ajj ajkajk akk
∣∣∣∣ za j, k 6= i.
Izracˇunajmo
0 ≤ det(A− δE33) = a13 detA13− a23 detA23 + (a33− δ) detA33 = detA− δ detA33.
Najvecˇji δ, za katerega je matrika A− δE33 pozitivno semidefinitna, je δ0 = detAdetA33 .
Izracˇunajmo determinanto matrike A− δ0E33,
det(A− δ0E33) =
∣∣∣∣∣∣
a11 a12 a13
a12 a22 a23
a13 a23 a33 − δ0
∣∣∣∣∣∣ =
∣∣∣∣∣∣
a11 a12 a13
a12 a22 a23
a13 a23 a33
∣∣∣∣∣∣−
∣∣∣∣∣∣
a11 a12 0
a12 a22 0
a13 a23 δ0
∣∣∣∣∣∣
= det(A)− δ0
∣∣∣∣a11 a12a12 a22
∣∣∣∣ = det(A)− det(A)det(A33) det(A33) = 0.
Matrika A− δ0E33 je po predpostavki pozitivno semidefinitna. Preverimo sˇe njeno
nenegativnost. Vemo, da so vsi elementi matrike A ≥ 0, zato je
a33 − detA
detA33
= a33 − a13 detA13 − a23 detA23 + a33 detA33
detA33
=
=
a13a22
2a12a23
+
a23a11
2a13a12
≥ 0.
Torej je A − δ0E33 singularna dvojno nenegativna matrika velikosti 3 × 3, zato je
rang matrike A− δ0E33 ≤ 2. Po trditvi 5.1 velja enakost
CPrk(A− δ0E33) = rk(A− δ0E33).
Ker je A = δ0E33 + A− δ0E33, je po trditvi 2.10
CPrk(A) ≤ CPrk(δ0E33) + CPrk(A− δ0E33).
Vemo, da je CPrk(δ0E33) = 1. Cˇe uporabimo sˇe trditev 1.2 dobimo:
3 = rk(A) ≤ CPrk(A) ≤ 1 + CPrk(A− δ0E33) = 1 + rk(A− δ0E33) ≤ 1 + 2,
iz cˇesar sledi CPrk(A) = rk(A) = 3. 
Sedaj lahko vecˇ povemo o popolnoma pozitivnem rangu matrike iz enakosti (4).
Ker je rang matrike enak 3, je po trditvi 5.8 tak tudi njen popolnoma pozitiven
rang.
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6. M-matrike in diagonalno dominantne matrike
V tem poglavju se nahajata dva pomembna izreka pri kasnejˇsem obravnavanju
grafov, ki ne vsebujejo trikotnikov. Preko M -matrik lahko na preprostejˇsi nacˇin
izvemo, ali matrika je popolnoma pozitivna. Pogledali si bomo tudi diagonalno
dominantne matrike. To so matrike, katerih diagonalni element vsake vrstice je
vecˇji ali enak vsoti vseh drugih elementov iz te vrstice.
Definicija 6.1. Matrika A velikosti n × n, n ≥ 2, je reducibilna, cˇe obstaja per-
mutacijska matrika P , da je P TAP oblike
(5)
[
B C
0 D
]
,
kjer sta B in D kvadratni matriki. Cˇe matrika ni reducibilna, je ireducibilna.
Matrika je torej reducibilna, cˇe jo lahko s koncˇno mnogo hkratnimi menjavami
vrstic in stolpcev prevedemo v blocˇno zgornje trikotno matriko oblike (5). Spomnimo
se sˇe Perron-Frobeniusovega izreka.
Izrek 6.2 (Perron-Frobeniusov izrek). Naj bo A ∈ Rn×n nenegativna ireducibilna
matrika. Potem obstaja lastna vrednost ρ(A) matrike A, za katero velja ρ(A) ≥ |λ|
za vsako lastno vrednost λ matrike A. Lastno vrednost ρ(A) imenujemo Perron-
Frobeniusova lastna vrednost matrike A. Med lastnimi vektorji za lastno vrednost
ρ(A) obstaja tak, ki ima vse komponente pozitivne. Pravimo mu Perron-Frobeniusov
lastni vektor. Vsi lastni vektorji za lastno vrednost ρ(A) so vecˇkratniki Perron-
Frobeniusovega lastnega vektorja.
Naslednje lema poda trditev, ki povezuje lastne vrednosti reducibilnih matrik in
Perron-Frobeniusov izrek. Dokaz tega lahko najdemo v knjigi [7].
Lema 6.3. Naj bo A blocˇno zgornje trikotna matrika. Lastne vrednosti matrike A
so elementi unije mnozˇice lastnih vrednosti diagonalnih blokov matrike A.
Opomba 6.4. Naj bo A reducibilna matrika. S permutacijsko matriko jo lahko
pretvorimo v zgornje trikotno matriko, kot v enakosti (5). Naj bo ρ(B) Perron-
Frobeniusova lastna vrednost matrike B in ρ(D) Perron-Frobeniusova lastna vre-
dnost matrike D. Po lemi 6.3 je ρ(A) = max(ρ(B), ρ(D)) Perron-Frobeniusova
lastna vrednost za reducibilno matriko A.
Definicija 6.5. Naj bo A matrika velikosti n× n. Matrika A jeM -matrika, cˇe jo
lahko zapiˇsemo kot A = sI −B, za B ≥ 0 in s ≥ ρ(B).
Definicija 6.6. Za matriko A je primerjalna matrika M(A) definirana takole:
• diagonalni elementi v M(A) so enaki absolutnim vrednostim diagonalnih
elementov v A,
• nediagonalni elementi v M(A) so enaki negativno predznacˇenim absolutnim
vrednostim pripadajocˇih elementov A.
Cˇe je primerjalna matrika pozitivno semidefinitna, iz naslednje trditve sledi, da
je M -matrika.
Trditev 6.7. Naj bo A matrika, katere izvendiagonalni elementi so negativni ali
enaki 0. Matrika A je M-matrika natanko tedaj, ko imajo vse lastne vrednosti ma-
trike A nenegativen realni del.
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Dokaz. ⇐ Naj ima matrika A vse izvendiagonalne elemente negativne in naj ima
vsaka lastna vrednost matrike A nenegativen realni del. Za matriko A bi radi po-
kazali, da je to M -matrika. Naj bo ajj maksimalen diagonalni element matrike A.
Definirajmo matriko B = ajjIn−A. Cˇe identicˇni matriki, pomnozˇeni s sˇtevilom ajj,
priˇstejemo nasprotno matriko matrike A, so vsi cˇleni matrike B vecˇji ali enaki nicˇ,
zato je matrika B nenegativna. Naj bo po izreku 6.2 in opombi 6.4 ρ(B) Perron-
Frobeniusova lastna vrednost matrike B. Torej je A = ajjIn−B, zato je ajj − ρ(B)
realna lastna vrednost matrike A. Po predpostavki vemo, da imajo lastne vredno-
sti matrike A nenegativen realni del, iz cˇesar sledi, da je ajj − ρ(B) ≥ 0 in zato
ajj ≥ ρ(B). Matrika A = ajjIn −B je M -matrika.
⇒ Dokazˇimo sˇe v nasprotno smer. Sedaj naj bo A = sIn−B poljubna M -matrika,
kjer je B ≥ 0 in ρ(B) najvecˇja lastna vrednost matrike B ter s ≥ ρ(B). Naj bo λ
lastna vrednost matrike A. Dokazati zˇelimo, da imajo vse lastne vrednosti matrike
A nenegativen realni del. Pokazˇimo s protislovjem. Naj bo realni del, Re(λ), lastne
vrednosti λ negativen. Ker je λ lastna vrednost matrike A, je det(A − λIn) = 0.
Potem je
0 = det(λIn − A) = det(λIn − sIn +B) = (−1)n det((s− λ)In −B).
Od tod sledi, da je s − λ lastna vrednost matrike B. Ker je ρ(B) najvecˇja lastna
vrednost matrike B, je s ≥ ρ(B) ≥ 0. Po predpostavki je sˇtevilo −Re(λ) pozitivno.
Zato je
ρ(B) ≤ s < s− Re(λ).
Naj bo Im(λ) imaginarni del lastne vrednosi λ. Ker je
s− Re(λ) ≤
√
(s− Re(λ))2 + Im(λ)2 ≤ |s−Re(λ)− i Im(λ)| ≤ |s− λ|,
je
ρ(B) ≤ |s− λ|.
To je v nasprotju s predpostavko, da je ρ(B) po absolutni vrednosti najvecˇja lastna
vrednost B. Sledi, da je Re(λ) nenegativna lastna vrednost oziroma da imajo vse
lastne vrednosti matrike A nenegativen realni del.

Definicija 6.8. Matrika A je diagonalno dominantna, cˇe je
|aii| ≥
n∑
j=1
j 6=i
|aij|, za vsak i = 1, ..., n,
in strogo diagonalno dominantna, cˇe je
|aii| >
n∑
j=1
j 6=i
|aij|, za vsak i = 1, ..., n.
Z M -matrikami so tesno povezane diagonalno dominantne matrike. Dokazˇimo
izrek, ki ta dva pojma povezuje.
Trditev 6.9. Cˇe je A simetricˇna M-matrika, potem obstaja taka pozitivna diago-
nalna matrika D, da je produkt DAD diagonalno dominanten.
Dokaz. Naj bo A simetricˇna M -matrika. Cˇe je matrika A reducibilna, jo lahko
zapiˇsemo kot direktno vsoto ireducibilnih simetricˇnih M -matrik ([7]). Vsak blok
obravnavamo posebej in diagonalno matriko T za vsak blok zapiˇsemo kot direktno
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vsoto blokov, ki smo jih dobili. Za dokaz torej zadostuje obravnavati le ireducibilne
matrike A. Vemo, da M-matriko A lahko zapiˇsemo kot A = sI − B. Naj bo
ρ(B) Perron-Frobeniusova lastna vrednost matrike B, x Perron-Frobeniusov vektor
matrike B in e vektor samih enk. Matrika D naj bo diagonalna matrika, ki ima
po diagonali elemente vektorja x. Ker je ADe = (sI − B)De = (sI − B)x =
sIx−Bx = sx−ρx ≥ 0 in ker je po predpostavki za M -matrike s ≥ ρ(B), je matrika
AD diagonalno dominantna. Mnozˇili smo z vektorjem e, da smo dobili vektor, ki
ima komponente enake vsoti posameznih vrstic matrike AD. Ker je matrika D
diagonalno dominantna, je DADe ≥ 0, saj nam mnozˇenje z diagonalno matriko
D = diag(d1, ..., dn) z leve povzrocˇi mnozˇenje elementov iz i-te vrstice matrike AD
s faktorjem di. Ker je A simetricˇna in nam mnozˇenje z matriko D z leve in desne
pomnozˇi elemente aij s faktorjem didj, je produkt DAD simetricˇna matrika. Torej
je DAD simetricˇna diagonalno dominantna matrika. 
Trditev 6.10. Nenegativne simetricˇne diagonalno dominantne matrike so popol-
noma pozitivne.
Dokaz. Naj bo A nenegativna simetricˇna diagonalno dominantna matrika, zato je
ai = aii −
n∑
j=1
j 6=i
aij ≥ 0.
Naj ima matrika Fij ∈ Rn×n na mestih ii, ij, ji in jj sˇtevilo 1, drugje pa 0. Potem
je
(6) A =
∑
1≤j<i≤n
aijFij + diag(a1, ..., an).
Diagonalna matrika diag(a1, ..., an) je popolnoma pozitivna po zgledu 2.2, saj so
ai ≥ 0. Matrika Fij je popolnoma pozitivna, saj jo lahko napiˇsemo kot produkt
bbT , kjer so vsi elementi vektorja b enaki 0, razen na mestih i in j, kjer so enaki 1.
Ugotovili smo, da se da A zapisati kot vsoto popolnoma pozitivnih matrik, torej je
popolnoma pozitivna po izreku 2.10. 
Primer 6.11. Omenimo, da obrat trditve 6.10 ne velja. Torej popolnoma pozitivna
matrika ni nujno diagonalno dominantna. Poglejmo primer:
A =
1 1 11 1 1
1 1 1
 =
11
1
(1 1 1) .
Ker velja, da je
|aii| ≤
n∑
j=1
j 6=i
|aij|, za vsak i = 1, 2, 3,
matrika A ni diagonalno dominantna. ♦
Izrek 6.12. Naj bo A simetricˇna nenegativna matrika in njena primerjalna matrika
M(A) pozitivno semidefinitna. Potem je matrika A popolnoma pozitivna.
Dokaz. Primerjalna matrika M(A) je pozitivno semidefinitna in vsi izvendiagonalni
elementi so manjˇsi od 0, zato je M(A) po izreku 6.7 M -matrika. Potem po iz-
reku 6.9 obstaja pozitivna diagonalna matrika D, tako da je DM(A)D diagonalno
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dominantna matrika. Matriki M(A) in A imata po absolutni vrednosti enake is-
tolezˇne elemente. Pri mnozˇenju z leve in desne z diagonalno matriko se ta lastnost
ohrani, saj se istolezˇni elementi obeh matrik mnozˇijo z enakim skalarjem. Absolu-
tne vrednosti elementov v matriki DM(A)D in DAD so torej enake, kar pomeni,
da je tudi DAD diagonalno dominantna matrika. Torej po izreku 6.10 obstaja taka
nenegativna matrika B, da je DAD = BBT in je zato A = (D−1B)(D−1B)T . Ker je
D pozitivna diagonalna matrika, je tudi D−1 pozitivna diagonalna matrika. Torej
vemo, da je D−1B ≥ 0 in je zato A popolnoma pozitivna matrika. 
Poglejmo si primer, kjer bomo na dva nacˇina videli, da je matrika popolnoma
pozitivna.
Primer 6.13.
A =

1 1 0 0
1 2 1 0
0 1 3 1
0 0 1 4
 , torej je M(A) =

1 −1 0 0
−1 2 −1 0
0 −1 3 −1
0 0 −1 4
 .
Glavni vodilni minorji primerjalne matrike M(A) so 1, 1, 2 in 7. Matrika M(A) je
po trditvi 2.6g) pozitivno semidefinitna. Po trditvi 6.7 sledi, da je M(A) M -matrika.
Ker je M(A) simetricˇna M -matrika, potem po trditvi 6.9 obstaja taka popolnoma
pozitivna matrika D, da je produkt DAD diagonalno dominanten. Nato po trditvi
6.10 velja, da so nenegativne simetricˇne diagonalno dominantne matrike popolnoma
pozitivne. Poglejmo si razcep iz enakosti (6) in pri tem privzemimo tamkajˇsnje
oznake.
A = 1

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0
+ 1

0 0 0 0
0 1 1 0
0 1 1 0
0 0 0 0
+ 1

0 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1
+

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 3
 =
=
∑
1≤j<i≤4
1 · Fij + diag(0, 0, 1, 3) =
=

1
1
0
0
 [1 1 0 0]+

0
0
1
1
 [0 0 1 1]+
+

0
1
1
0
 [0 1 1 0]+

0
0
1
0
 [0 0 1 0]+

0
0
0√
3
 [0 0 0 √3] =
=

0 0 1 0 0
1 0 1 0 0
1 1 0 1 0
0 1 0 0
√
3


0 1 1 0
0 0 1 1
1 1 0 0
0 0 1 0
0 0 0
√
3
 .
Videli smo, da je nenegativna simetricˇna diagonalno dominantna matrika res po-
polnoma pozitivna, in dobili njen razcep direktno iz dokaza trditve 6.10. Po drugi
strani pa po izreku 6.12 vemo, da je v primeru, ko je M(A) pozitivno definitna
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matrika, A popolnoma pozitivna matrika. Naj bo x = (x1, x2, x3) nek poljuben
vektor. Ker je
xTM(A)x = x21 − x1x2 + x2(−x1 + 2x2 − x3) + x3(x2 + 3x3 − x4) + x4(−x3 + 4x4)
= (x1 − x2)2 + (x2 − x3)2 + (x3 − x4)2 + x23 + 3x24 ≥ 0,
je M(A) pozitivno semidefinitna matrika, zato je A popolnoma pozitivna matrika.
♦
7. Popolnoma pozitivni grafi
V tem poglavju bomo povezali teorijo popolnoma pozitivnih matrik s teorijo gra-
fov. Tema je zelo obsˇirna, zato bomo omenili nekaj glavnih idej, definicij in trditev
povezanih s popolnoma pozitivnimi matrikami. Najprej bomo v uvodnem delu po-
glavja predstavili nekaj osnovnih pojmov iz teorije grafov.
Naj bo G graf. Z V(G) oznacˇimo vozliˇscˇa grafa G, z E(G) pa mnozˇico povezav
grafa G. Privzemimo, da so grafi v tem poglavju neusmerjeni.
Naj bo A = [aij] simetricˇna matrika velikosti n × n. Matriki A prirejen graf
G(A) vsakemu izvendiagonalnemu nenicˇelnemu elementu aij priredi povezavo med
vozliˇscˇema i ∈ V (G) in j ∈ V (G), nenicˇelnim elementom pa povezava v grafu ne
pripada. S S(G) oznacˇimo mnozˇico simetricˇnih matrik, ki jim pripada graf G.
Poglejmo si nacˇin, kako lahko grafu priredimo matriko. Matrika sosednosti
A(G) grafa G, ki ima n vozliˇscˇ, je matrika velikosti n×n. Cˇe je v grafu G povezava
med vozliˇscˇema i in j, je na mestu ij v matriki A element 1, v nasprotnem primeru
pa element 0. Diagonalni elementi so enaki 0.
Tudi v teoriji grafov srecˇamo dvojno nenegativnost in popolno pozitivnost. Re-
alizacija grafa G je matrika, ki ji pripada graf G. V kolikor je matrika simetricˇna
in nenegativna, temu pravimo simetricˇna nenegativna realizacija grafa G, v kolikor
je matrika dvojno nenegativna, temu pravimo dvojno nenegativna realizacija grafa
G in v kolikor je matrika popolnoma pozitivna, temu pravimo popolnoma pozitivna
realizacija grafa G.
Definicija 7.1. Graf G je popolnoma pozitiven graf, cˇe je vsaka dvojno nene-
gativna matrika A ∈ S(G) popolnoma pozitivna.
Popolnoma pozitivnemu grafu G torej ne pripada nujno zgolj ena matrika.
Definicija 7.2. Popolnoma pozitiven rang grafa G je definiran kot:
CPrk(G) = max{CPrk(A)|A je popolnoma pozitivna matrika, A ∈ S (G)}.
Iz definicije je jasno, da je CPrk(A) ≤ CPrk(G) za A ∈ S(G). Popolnoma
pozitiven rang grafa je torej zgornja meja popolnoma pozitivnega ranga popolnoma
pozitivnih matrik, ki jim pripada graf G.
S cc(G) oznacˇimo najmanjˇse sˇtevilo klik, potrebnih za pokritje vseh povezav
grafa G.
Opomba 7.3. Cˇe je A popolnoma pozitivna matrika, potem je A =
∑r
k=1 bkb
T
k ,
bk ≥ 0. Vsakemu vektorju bk pripada klika v grafu G(A). Natancˇneje, za vsak
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par indeksov i, j ∈ supp(bk), i 6= j, je v grafu G povezava med vozliˇscˇema i in j.
Nenicˇelne komponente vektorja bk dolocˇajo kliko v grafu. Sledi
CPrk(G(A)) ≥ cc(G(A)).
Poglejmo si naslednji primer, kjer je minimalno sˇtevilo klik grafa G(A) enako 2,
CPrk(A) pa je enak 3.
Primer 7.4. Naj bo
A =
1 0 30 4 2
3 2 11
 ∈ S(G),
kjer je graf G narisan na sliki 1.
1
3
2 .
Slika 1. Graf G prirejen matriki A.
Opazimo, da velja
A = BBT =
3∑
i=1
bib
T
i =
=
10
3
 [1 0 3]+
02
1
 [0 2 1]+
00
1
 [0 0 1] =
=
1 0 30 0 0
3 0 9
+
0 0 00 4 2
0 2 1
+
0 0 00 0 0
0 0 1
 .
Torej je A popolnoma pozitivna. Videli smo, da je v razcepu matrike A v vektorju
b1 element na mestih 1 in 3, v b2 na mestih 2 in 3, ter v b3 na mestu 3. Torej, cˇe ne
uposˇtevamo diagonalnih elementov, prvemu sumandu pripada klika med vozliˇscˇema
1 in 3, drugemu sumandu pa klika med vozliˇscˇema 2 in 3. Po opombi 7.3 in razcepu
matrike A je CPrk(G) ≥ 3 = CPrk(A) = rk(A) > cc(G(A)) = 2. ♦
Primer 7.5. Naj bo P4 graf na sliki 2.
3
1
4
2
.
Slika 2. Pot P4 na sˇtirih tocˇkah.
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Z oznakami iz opombe 7.3 izberemo popolnoma pozitivno realizacijo
A =

1
1
0
0
(1 1 0 0)+

0
1
1
0
(0 1 1 0)+

0
0
1
1
(0 0 1 1) =

1 1 0 0
1 2 1 0
0 1 2 1
0 0 1 1
 .
Ker je CPrk(A) ≥ rk(A) = 3, je matrika A singularna. Vsako singularno matriko
lahko (kot bomo kasneje videli dokazu trditve 7.15) s spremembo diagonalnih elemen-
tov spremenimo v nesingularno matriko. Tudi tako spremenjena matrika pripada
istemu grafu. Naj bo torej
B =

2 1 0 0
1 2 1 0
0 1 2 1
0 0 1 2
 .
Ker so glavni vodilni minorji primerjalne matrike M(B) enaki 2, 3, 4 in 5, je M(B)
po trditvi 2.6g) pozitivno semidefinitna matrika. Po trditvi 6.7 je M(B) M -matrika
in je zato po izreku 6.12 matrika B popolnoma pozitivna. Konstruirali smo popol-
noma pozitivno matriko B, ki ji pripada enak graf kot matriki A. Rang nesingularne
matrike je poln, torej je CPrk(B) ≥ rk(B) = 4. Ker je po definiciji 7.2 CPrk(P4)
maksimalen rang matrik, ki jim pripada graf P4, je CPrk(P4) ≥ 4. ♦
Primer 7.5 bi lahko posplosˇili in ugotovili, da za vsak graf G vedno obstaja ne-
singularna popolnoma pozitivna matrika, ki jo lahko konstruiramo preko klik grafa.
Za vsak graf torej obstaja nesingularna popolnoma pozitivna matrika A ∈ Rn×n,
katere rang rk(A) = n. Vemo, da je CPrk(A) ≥ rk(A). Ker je popolnoma pozitiven
rang grafa CPrk(G) maksimalen popolnoma pozitiven rang matrike, sledi
CPrk(G) ≥ |V (G)|.
Naslednji izrek nam bo koristil pri obravnavi grafov, ki ne vsebujejo trikotnikov.
Uporabili bomo znanje M -matrik, ki smo jih spoznali v poglavju 6.
Izrek 7.6. Naj bo A popolnoma pozitivna matrika in G(A) naj bo graf, ki ne vsebuje
trikotnikov. Potem je primerjalna matrika M(A) pozitivno semidefinitna.
Dokaz. Ker je A popolnoma pozitivna, jo lahko zapiˇsemo kot A =
∑m
i=1 bib
T
i , kjer
so bi ≥ 0, i = 1, ...n. Ker vemo, da G(A) ne vsebuje trikotnikov, je po opombi 7.3
velikost vsake od klik grafa G kvecˇjemu 2. V nasprotnem primeru bi vsaka vecˇja
klika vsebovala trikotnik kot podgraf. Vsak nenegativen vektor bi s kliko velikosti 2
spremenimo v di tako, da mnozˇimo element vektorja, ki ni na i-tem mestu z−1, cˇe pa
je na i-tem mestu, pa z 1. Pri mnozˇenju di z d
T
i se torej predznaki spremenijo le pri
izvendiagonalnih elementih. Dobimo primerjalno matriko M =
∑m
i=1 did
T
i = DD
T ,
ki je po trditvi 2.6c) pozitivno semidefinitna matrika. 
Izrek 7.7. Cˇe graf G ne vsebuje trikotnikov in je A nenegativna simetricˇna reali-
zacija grafa G, potem je A popolnoma pozitivna natanko tedaj, ko je matrika M(A)
pozitivno semidefinitna.
Dokaz. ⇒ Naj bo G graf brez vsebovanih trikotnikov in naj bo A popolnoma po-
zitivna simetricˇna realizacija grafa G. Po izreku 7.6 je matrika M(A) pozitivno
semidefinitna.
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⇐ Naj bo G graf brez vsebovanih trikotnikov in naj bo A nenegativna simetricˇna re-
alizacija grafa G s pozitivno semidefinitno matriko M(A). Po izreku 6.12 je matrika
A popolnoma pozitivna. 
Pri obravnavi grafov s pomocˇjo M -matrik bomo izpustili tiste, ki vsebujejo triko-
tnike. O tem govori naslednji izrek.
Izrek 7.8. Naj bo G graf in naj bo A ∈ S(G). Vsaka nenegativna simetricˇna matrika
A je popolnoma pozitivna natanko tedaj, ko je primerjalna matrika M(A) pozitivno
semidefinitna matrika, cˇe in samo cˇe G ne vsebuje trikotnikov.
Dokaz. Cˇe graf G ne vsebuje trikotnikov, trditev sledi iz izreka 7.7. Dokazˇimo sˇe del
trditve, da ekvivalenca izreka 7.7 velja le v primeru, ko graf ne vsebuje trikotnikov.
Naj bo G graf na vozliˇscˇih V (G) = {1, 2, ..., n} in naj G vsebuje trikotnik. Brez
sˇkode za splosˇnost predpostavimo, da G vsebuje induciran trikotnik na vozliˇscˇih
{1, 2, 3}. Definirajmo B in C v Rn×n z
bij =

n− 1, if i = j
1, if i 6= j and {i, j} ∈ E(G)
0, if i 6= j and {i, j} /∈ E(G)
in C = (n− 1)J3 ⊕ 0n−3, kjer je J3 matrika samih enk velikosti 3× 3. Matrika C je
popolnoma pozitivna, saj jo lahko zapiˇsemo kot produkt matrik D =
√
(n−1)
3
J3 ⊕
0n−3 in DT = D. Matrika B, ki je diagonalno dominantna in simetricˇna, je po izreku
6.10 prav tako popolnoma pozitivna. Zato je po izreku 2.10 matrika A = B + C
popolnoma pozitivna. V levem zgornjem kotu matrike M(A) je vodilna podmatrika
oblike
M ′ =
2n− 2 −n −n−n 2n− 2 −n
−n −n 2n− 2
 .
Ker je
det(M ′ + 2I) = (2n)(3n2)− (−n)(−3n2) + (−n)(3n2) = 0,
je matrika M ′ + 2I singularna. Torej je za matriko M ′ ena izmed lastnih vrednosti
gotovo −2, zato matrika M(A) po trditvi 2.6a) ni pozitivno semidefinitna. Kon-
struirali smo torej matriko A, ki je popolnoma pozitivna, njena primerjalna matrika
M(A) pa ni pozitivno semidefinitna. 
Ugotovili smo, da v kolikor graf G(A) vsebuje trikotnik, preko pozitivne semide-
finitnosti M -matrik ne moremo povedati, ali je matrika A popolnoma pozitivna ali
ne.
Primer 7.9. Poglejmo si, zakaj matrika
A =

1 1 0 0 1
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
1 0 0 1 6

ni popolnoma pozitivna. Pripada ji sledecˇ graf:
.
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Vidimo, da graf ne vsebuje trikotnika. Izracˇunajmo lastne vrednosti primerjalne
matrike
M(A) =

1 −1 0 0 −1
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
−1 0 0 −1 6
 .
Z razvojem po vrstici izracˇunamo, da je determinanta matrike det(M(A)) = −1.
Zato matrika M(A) po trditvi 2.6g) ni pozitivno semidefinitna in po izreku 7.7 ni
popolnoma pozitivna. ♦
Naslednja lema poda lastnost diagonalno dominantnih matrik, ki smo jih pred-
stavili v poglavju 6. Dokaz tega lahko najdemo v knjigi [7].
Lema 7.10. Diagonalno dominantne matrike so pozitivno semidefinitne.
Poglejmo si nekaj razlicˇnih vrst grafov in pokazˇimo, ali so popolnoma pozitivni
ali ne.
Trditev 7.11. Graf, ki vsebuje lihe inducirane cikle dolˇzine vecˇje od 4, ni popolnoma
pozitiven.
Dokaz. Najprej pokazˇimo, da lihi cikel na vecˇ kot 4 vozliˇscˇih ni popolnoma pozitiven.
Naj bo B = [bi,j] matrika velikosti k×(k−1), kjer je bi,i = 1, i = 1, ..., k−1, bj+1,j = 1,
bk,j = (−1)j+1, j = 1, ..., k − 2, ostali elementi pa so nicˇelni. Torej je
B =

1 0 · · · · · · 0
1 1 · · · · · · 0
0 1 1 · · · 0
. . . . . .
1 1
1 −1 · · · (−1)k−1 0

.
Naj bo
(7) A = BBT =

1 1 0 · · · · · · 1
1 2 1 0 · · · 0
0 1 2 1
...
...
. . . . . . . . . 0
0 1 2 (−1)k−1
1 0 · · · 0 (−1)k−1 k − 2

.
Matrika A je po izreku 2.6c) pozitivno semidefinitna in za lih k nenegativna. Graf
matrike A je k-cikel, torej za k > 3 ne vsebuje trikotnikov. Oglejmo si primerjalno
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matriko
M(A) =

1 −1 0 · · · · · · −1
−1 2 −1 0 · · · 0
0 −1 2 −1 ...
...
. . . . . . . . . 0
0 −1 2 −1
−1 0 · · · 0 −1 k − 2

.
Z razvojem matrike M(A) po vrsticah in z uporabo indukcije ugotovimo, da je deter-
minanta matrike det(M(A)) = −4. Ker je determinanta produkt lastnih vrednosti,
ima M(A) lastno vrednost λ manjˇso od 0. Matrika M(A) po trditvi 2.6a) ni po-
zitivno semidefinitna in graf ne vsebuje trikotnikov, kar po izreku 7.7 pomeni, da
matrika A ni popolnoma pozitivna matrika. Ker je graf matrike A lihi cikel dolzˇine
k > 4 in ker A ni popolnoma pozitivna, tudi lih cikel dolzˇine k ≥ 4 ni popolnoma
pozitiven.
Poglejmo si sedaj grafe, ki vsebujejo lih cikel dolzˇine vecˇje od 4. Naj bo G graf na
n vozliˇscˇih, ki vsebuje induciran k-cikel, za k > 4 in k je liho sˇtevilo. Pokazali bomo,
da G ni popolnoma pozitiven. Naj bo A(G) matrika sosednosti grafa G in naj bo C
matrika velikosti n×n. Brez sˇkode za splosˇnost, naj bo vodilna podmatrika matrike
C, ki pripada zgornjemu k-ciklu, matrika A. Vse druge vrednosti matrike C so enake
0. Definirajmo matriko Ca = C+aIn+bA(G), za a ≥ b ≥ 0. Ker smo pri matriki Ca
priˇsteli matriki A(G) le elemente na mestih, kjer je v A(G) nek pozitiven element,
se pri tem graf matrike A(G) ni spremenil, zato je G(Ca) = G. Preverimo dvojno
nenegativnost matrike Ca. Da je Ca nenegativna, je jasno, saj ima vse elemente vecˇje
ali enake 0. Pozitivno semidefinitnost preverimo tako, da pogledamo vsak sumand
posebej. Linearna kombinacija pozitivno semidefinitnih matrik je za pozitiven skalar
po trditvi 2.6f) pozitivno semidefinitna. Da je C pozitivno semidefinitna, je ocˇitno,
saj smo prej pokazali, da je A pozitivno semidefinitna. Identiteta je prav tako
pozitivno semidefinitna. Matrika A(G) je simetricˇna. Izberemo tak a, da je matrika
aIn + bA(G) diagonalno dominantna. Potem je po lemi 7.10 matrika aIn + bA(G)
pozitivno semidefinitna matrika. Za matriko Ca, za ∀a ≥ 0, obstaja nek b, 0 < b ≤ a,
tako, da je Ca dvojno nenegativna matrika. Vendar velja, da je lima→0+Ca = C,
pri cˇemer C ni popolnoma pozitivna, kot smo pokazali v prvem delu dokaza. Ker
je stozˇec CPn zaprt (glej izrek 4.5), obstaja nek a > 0, za katerega je Ca dvojno
nenegativna, vendar ni popolnoma pozitivna. 
Slika 3. Graf, ki vsebuje induciran lihi cikel na vecˇ kot sˇtirih vozliˇscˇih
Graf na sliki 3 po izreku 7.10 ni popolnoma pozitiven.
Primer 7.12. V primeru 7.9 smo videli, da matrika A ni popolnoma pozitivna
preko njene primerjalne matrike. Enak zakljucˇek sledi iz dokaza trditve 7.11. Ker je
graf matrike A cikel na 5 vozliˇscˇih, matrika A ni popolnoma pozitivna. Matrika A
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je namrecˇ oblike (7) v dokazu trditve 7.11, za katero smo pokazali, da ni popolnoma
pozitivna. ♦
Poglejmo sedaj nekaj primerov grafov, ki pa so popolnoma pozitivni. Naslednji iz-
rek poda pomembno dejstvo za grafe, ki vsebujejo prerezno vozliˇscˇe. Ob odstranitvi
prereznega vozliˇscˇa iz grafa graf razpade na vsaj dve nepovezani komponenti.
Izrek 7.13. [1, Izrek 2.14] Naj bo G graf, ki vsebuje prerezno vozliˇscˇe, torej G =
G1 ∪ G2, kjer je zgolj eno vozliˇscˇe skupno G1 in G2. Cˇe sta G1 in G2 popolnoma
pozitivna, je tudi G popolnoma pozitiven.
Izrek 7.14. Dvodelni grafi so popolnoma pozitivni.
Dokaz. Naj bo A simetricˇna dvojno nenegativna realizacija dvodelnega grafa G.
Dvodelni graf je sestavljen iz dveh disjunktnih mnozˇic vozliˇscˇ, pri cˇemer naj bo mocˇ
ene enaka n in druge m. Torej je A brez sˇkode za splosˇnost enaka blocˇni matriki:
A =
(
D1 C
CT D2
)
,
pri cˇemer sta D1 ∈ Rn×n in D2 ∈ Rm×m diagonalni matriki. Naj bo
D =
(
I 0
0 −I
)
in M =
(
D1 −C
−CT D2
)
.
Poglejmo si produkt
DAD = M.
Po trditvi 2.6d) je primerjalna matrika M = M(A) pozitivno semidefinitna. Zato je
po trditvi 6.12 A popolnoma pozitivna. Trditev sledi. 
Pri dokazovanju popolne pozitivnosti grafaG se lahko omejimo na manjˇso mnozˇico
matrik, torej le na singularne oziroma le na nesingularne dvojno nenegativne reali-
zacije grafa G. O tem govori naslednja trditev. V nadaljevanju bomo potrebovali
implikacijo iz (a) v (b), ki jo bomo dokazali. Dokaz iz (b) v (a) se nahaja v knjigi [1].
Del (c) je le kombinacija delov (a) in (b).
Trditev 7.15. Naslednje trditve so ekvivalentne.
(a) Vsaka nesingularna dvojno nenegativna realizacija G je popolnoma pozitivna.
(b) Vsaka singularna dvojno nenegativna realizacija G je popolnoma pozitivna.
(c) G je popolnoma pozitiven.
Dokaz. (a)⇒(b) Predpostavimo, da (a) drzˇi. Naj bo A singularna dvojno nene-
gativna realizacija grafa G. Potem za vsak  > 0 in x > 0 velja xT (A + I)x =
xTAx+ xT x > 0. Torej je A+ I nesingularna in dvojno nenegativna matrika. Ve-
lja G(A+ I) = G(A), saj smo spremenili le diagonalne elemente matrike A, kar pa
grafa ne spremeni. Naj bo  = 1
m
, za m > 0. Velja, da je A = limm→∞(A+ 1mI). Po
predpostavki je vsaka matrika (A+ 1
m
I) popolnoma pozitivna, zato je po izreku 4.5
popolnoma pozitivna tudi A. 
Graf na n vozliˇscˇih, ki ima n−2 trikotnikov, ki si delijo skupno stranico, oznacˇimo
s Tn.
Izrek 7.16. Graf Tn je popolnoma pozitiven.
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Slika 4. Primer grafa Tn pri n = 5.
Dokaz. Naj bo A nesingularna dvojno nenegativna realizacija grafa G. Ker je ma-
trika A pozitivno semidefinitna, jo lahko po trditvi 2.6b) zapiˇsemo kot A = LLT . Cˇe
v matriki L vsak stolpec normiramo, dobimo matriko istega vzorca, kot je matrika
A, le da so diagonalni elementi enaki 1. Torej sta tudi grafa enaka. Brez sˇkode za
splosˇnost zato privzemimo, da so diagonalni elementi matrike A enaki 1. Naj bo
skupna stranica trikotnikov v Tn stranica med vozliˇscˇema {1, 2}, torej je
A =
(
B C
CT In−2
)
.
Privzeli smo dvojno nenegativnost A, zato je tudi B ∈ R2×2 dvojno nenegativna
matrika. Matriko A lahko zapiˇsemo kot
A =
(
A/In−2 0
0 0n−2
)
+
(
C
In−2
)(
CT In−2
)
.
Po izreku 3.2 je matrika A/In−2 pozitivno semidefinitna. Ker je matrika A/In−2
velikosti 2× 2 pozitivno semidefinitna in ker je matrika(
C
In−2
)
popolnoma pozitivna, je po izreku 5.6 matrika A popolnoma pozitivna. Po trdi-
tvi 7.15 velja dokaz tudi za singularne matrike A. 
V trditvi 7.11 smo videli, da grafi z lihimi cikli velikosti vecˇje od 4 niso popolnoma
pozitivni. Velja tudi obrat trditve; graf G je popolnoma pozitiven, ko ne vsebuje
lihega cikla dolzˇine vecˇje od 4. Dokaz se nahaja v knjigi [1]. S sˇe nekaj trditvami
lahko s pomocˇjo teorije grafov pridemo do zelo koristne omejitve na podrocˇju ranga
popolnoma pozitivnih matrik, ki jim priprada graf G. Velja namrecˇ naslednji izrek.
Izrek 7.17. [11] V povezanem grafu G je CPrk(G) = cc(G) le v primeru, ko G ni
drevo in ko G ne vsebuje trikotnikov.
Slovar strokovnih izrazov
adjacency matrix matrika sosednosti
bipartite graph dvodelen graf
completely positive matrix popolnoma pozitivna matrika
completely positive rank popolnoma pozitiven rang
convex cone konveksni stozˇec
doubly nonnegative matrix dvojno nenegativna matrika
edge-clique cover number pokritje grafa s klikami
linear span linearna ogrinjacˇa
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