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НАДГРУППЫ ПОДГРУПП ЛЕВИ I. СЛУЧАЙ АБЕЛЕВА
УНИПОТЕНТНОГО РАДИКАЛА
П. Б. ГВОЗДЕВСКИЙ
Аннотация. В этой работе мы докажем sandwich classification для надгрупп под-
системной подгруппы 𝐸(∆, 𝑅) группы Шевалле 𝐺(Φ, 𝑅) для трех, указанных ниже,
типов пар (Φ,∆) (система корней и ее подсистема) таких, что группа 𝐺(∆, 𝑅) с точ-
ностью до тора является подгруппой Леви, параболической подгруппы с абелевым
унипотентным радикалом. А именно, мы покажем, что для любой такой надгруппы
𝐻 существует единственная пара идеалов 𝜎 кольца 𝑅, такая что 𝐸(Φ,∆, 𝑅, 𝜎) 6 𝐻 6
𝑁𝐺(Φ,𝑅)(𝐸(Φ,∆, 𝑅, 𝜎)).
1. Введение
В работе [20], посвященной проекту классификации максимальных подгрупп, Май-
кл Ашбахер определил восемь классов подгрупп 𝐶1-𝐶8 в конечных классических груп-
пах. Эти подгруппы являются очевидными кандидатами на роль максимальных под-
групп. Если быть точнее, то каждая подгруппа из класса Ашбахера либо сама являет-
ся максимальной, либо содержится в максимальной подгруппе а) снова содержащейся
в одном из классов Ашбахера б) такая подгруппа строится посредством явно описан-
ной процедуры.
Николай Вавилов определил пять классов ”больших” подгрупп в группах Шевал-
ле (в том числе исключительных) над произвольными кольцами (подробнее смотри,
например, в [17]). Он предположил, что эти подгруппы хоть и не являются макси-
мальными, но достаточно велики, чтобы можно было описать решетку их надгрупп.
Одним из таких классов являются подсистемные подгруппы (мы дадим определение
в разделе 2.1).
В работах [4], [1], [2], [3], [5] изучаются надгруппы (элементарных) подсистемных
подгрупп в полной линейной группе. В этом случае подсистемные подгруппы — это
группы блочно-диагональных матриц. В дальнейшем в диссертации Николая Вави-
лова эти результаты были обобщены на случай ортогональных и симплектических
групп в предположении 2 ∈ 𝑅* (смотри, в частности, [7], [8] и [10]). Затем в диссерта-
ции Александра Щеголева [28] это предположение было снято, а также решена задача
для унитарных групп (см. также [18] и [19]).
Задача описания надгрупп подсистемных подгрупп в исключительных группах (над
коммутативным кольцом) была поставлена в работе [13] (проблема 7). Первым шагом
в решении этой задачи служит работа [14], в которой перечислены пары (Φ,∆), для
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которых стандартное описание гипотетически возможно, а также для каждой из них
найдены количество идеалов, определяющих уровень, и соотношения между ними.
Стандартным описанием мы называем описание типа sandwich classification. Пусть
L — решетка подгрупп абстрактной группы 𝐺, обладающих некоторым свойством. Го-
ворят, что L удовлетворяет sandwich classification, если она разбивается в дизъюнктное
объединение ”сэндвичей”
L =
⨆︁
𝑖
𝐿(𝐹𝑖, 𝑁𝑖),
𝐿(𝐹𝑖, 𝑁𝑖) = {𝐻 : 𝐹𝑖 6 𝐻 6 𝑁𝑖},
где 𝑖 пробегает некоторое множество индексов. Причем 𝐹𝑖 нормально в 𝑁𝑖. Изуче-
ние таких решеток сводится к изучению факторгрупп 𝑁𝑖/𝐹𝑖. Гипотезы, выдвинутые
в работе [14], утверждают, что в группах Шевалле решетки подгрупп, содержащих
элементарную подсистемную подгруппу для достаточно большой подсистемы, удо-
влетворяют sandwich classification.
В этой работе мы единообразно докажем sandwich classification для вложений 𝐴𝑙−1 6
𝐷𝑙 (𝑙 > 5), 𝐷5 6 𝐸6 и 𝐸6 6 𝐸7. Во всех этих случаях соответствующая подсистемная
подгруппа является (с точностью до тора) подгруппой Леви 𝐿𝛼, где 𝛼 — простой
корень, коэффициент при котором в разложении максимального корня равен единице.
Уровень в этом случае задается двумя идеалами. К этому списку можно было бы
добавить вложение 𝐴𝑙−1 6 𝐴𝑙, для которого основной результат, разумеется, следует
из работы [3]. Тот факт, что во всех этих случаях соответствующий унипотентный
радикал абелев, немного упростит нашу задачу с технической точки зрения.
Описание надгрупп для вложения 𝐴𝑙−1 6 𝐷𝑙 является частным случаем результатов
работ [6] и [28]. Другие два случая, рассматриваемые в этой работе, — новые.
Отметим два, ранее полученных, результата, тесно связанных с нашим.
∙ Над полем (характеристики не 2 и отличным от 𝐹3) описание надгрупп в слу-
чаях, рассматриваемых в настоящей работе, было получено Ванг Дэнъином
в [35]. Его доказательство использует разложение Брюа.
∙ Описание подгрупп в максимальных параболических подгруппах, содержащих
элементарную подгруппу Леви, получено в работе Анастасии Ставровой [29].
Заметим, что над полем такое описание такое описание было получено ранее в
работах Ванг Дэнъина и Ли Шанчжы [36] и Виктории Казакевич и Анастасии
Ставровой [15]
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2. Основные обозначения
2.1. Системы корней и группы Шевалле. Пусть Φ — неприводимая система
корней, P — решетка, промежуточная между решеткой корней Q(Φ) и решеткой ве-
сов P(Φ), и 𝑅 — коммутативное ассоциативное кольцо с единицей. Обозначим через
𝐺(Φ, 𝑅) = 𝐺P(Φ, 𝑅) соответствующую группу Шевалле, через 𝑇 (Φ, 𝑅) = 𝑇P(Φ, 𝑅) —
ее расщепимый максимальный тор, и для каждого корня 𝛼 ∈ Φ обозначим через
𝑋𝛼 = {𝑥𝛼(𝜉) : 𝜉 ∈ 𝑅} корневую унипотентную подгруппу, относительно данного то-
ра. Элементарную подгруппу, порожденную всеми 𝑋𝛼, мы будем обозначать через
𝐸(Φ, 𝑅) = 𝐸P(Φ, 𝑅).
Пусть ∆ — подсистема в Φ. Обозначим через 𝐸(∆, 𝑅) подгруппу в 𝐺(Φ, 𝑅), по-
рожденную всеми 𝑋𝛼, где 𝛼 ∈ ∆. Она называется (элементарной) подсистемной под-
группой. Можно показать, что она будет элементарной подгруппой группы Шевалле
𝐺(∆, 𝑅), вложенной в 𝐺(Φ, 𝑅). Решетка между Q(∆) и P(∆) при этом будет ортого-
нальной проекцией решетки P на соответствующее подпространство.
Мы будем решать задачу описания подгрупп, промежуточных между 𝐸(∆, 𝑅) и
𝐺(Φ, 𝑅). Для каждого случая, рассматриваемого в данной работе, мы зафиксируем
basic representation 𝑉 группы 𝐺(Φ, 𝑅) (так называют представления, обладающие ба-
зисом из весовых векторов, такие, что группа Вейля действует транзитивно на множе-
стве весов, смотри [27]) и будем предполагать, что решетка P такова, что это представ-
ление точное (решетка P, таким образом, однозначно определяется представлением).
Вот перечень рассматриваемых нами случаев.
(а) Φ = 𝐷𝑙, ∆ = 𝐴𝑙−1 (𝑙 > 5), 𝑉 = 𝑉𝜛𝑙 (полуспинорное представление).
(б) Φ = 𝐸6, ∆ = 𝐷5, 𝑉 = 𝑉𝜛𝑙 .
(в) Φ = 𝐸7, ∆ = 𝐸6, 𝑉 = 𝑉𝜛7 .
Вложение ∆ в Φ получается вычеркиванием вершины на диаграмме Дынкина, как
показано на рисунке 1.
Зафиксируем порядок на системе Φ и будем обозначать через Π = {𝛼1, . . ., 𝛼𝑙} соот-
ветствующее множество простых корней, их нумерация также показана на рисунке 1.
Через 𝛼(1) будем обозначать корень, соответствующий вычеркнутой вершине, и через
𝛼(2) — корень, соответствующий вершине, которая смежна с вычеркнутой.
Обозначим через ∆′ подсистему в ∆, получающуюся вычеркиванием обеих вершин
𝛼(1) и 𝛼(2). Также положим ∆′′ равной ∆′ в случаях (б) и (в), и ее неприводимой
компонентой, отличной от 𝐴1 (важно, что 𝑙 > 5) в случае (а).
Обозначения Ω±, Σ±,0𝜆1 , ∆𝜆1 и (∆ ∩∆𝜆1)′ будут введены в леммах 6 и 11.
2.2. Аффинные схемы. Функтор 𝐺(Φ,−) из категории колец в категорию групп
является аффинной групповой схемой (групповая схема Шевалле—Демазюра). Это
значит, что его композиция с забывающим функтором в категорию множеств пред-
ставима
𝐺(Φ, 𝑅) = Hom(Z[𝐺], 𝑅).
Кольцо Z[𝐺], которое его представляет, называется кольцом регулярных функций на
схеме 𝐺(Φ,−).
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Рис. 1.
Элемент 𝑔gen ∈ 𝐺(Φ,Z[𝐺]), соответствующий тождественному гомоморфизму колец,
называется общим элементом схемы 𝐺(Φ,−). Этот элемент обладает универсальным
свойством: для любого кольца 𝑅 и любого 𝑔 ∈ 𝐺(Φ, 𝑅) существует единственный
гомоморфизм колец
𝑓 : Z[𝐺] → 𝑅
такой, что 𝑓*(𝑔gen) = 𝑔. По поводу метода общего элемента в задачах рассматриваемого
нами типа смотри статью Алексея Степанова [32]. Этот метод понадобится нам в
пункте 2 леммы 32, чтобы обойти проблемы связанные с возможными делителями
нуля в кольце 𝑅.
Позже мы определим схему R(−) элементов корневого типа и введем аналогичные
обозначения для нее.
Единичный элемент группы 𝐺(Φ,Z) соответствует гомоморфизму аугментации
𝜀 : Z[𝐺] → Z,
ядро которого называется аугментационным (или пополняющим) идеалом. Мы будем
обозначать его через 𝐼aug.
2.3. Представление 𝑉 . Обозначим через Λ множество весов представления 𝑉 . Базис
𝑉 индексирован весами из Λ. Обозначим этот базис {𝑣𝜆 : 𝜆 ∈ Λ}.
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Зафиксированный нами порядок на системе Φ задает частичный порядок на мно-
жестве Λ: вес 𝜆 больше веса 𝜇, если 𝜆− 𝜇 есть сумма положительных корней.
Корневые элементы группы 𝐺(Φ, 𝑅) действуют на элементах этого базиса по пра-
вилу
𝑥𝛼(𝜉)𝑣
𝜆 =
{︃
𝑣𝜆 + 𝑣𝜆+𝛼𝑐𝜆𝛼𝜉, если 𝜆 + 𝛼 ∈ Λ,
𝑣𝜆 ,если 𝜆 + 𝛼 /∈ Λ,
где структурные константы действия 𝑐𝜆𝛼 равны ±1 (лемма Мацумото [26], [30]). При
этом в качестве {𝑣𝜆} мы выберем кристаллический базис, то есть 𝑐𝜆𝛼 = 1, если 𝛼 ∈ ±Π.
Доказательства существования такого базиса можно найти в [34], [22], [9]
Таким образом, весовая диаграмма полностью описывает действие группы 𝐸(Φ, 𝑅)
на модуле 𝑉 , после чего это действие единственным образом продолжается до алгеб-
раического действия группы 𝐺(Φ, 𝑅).
Веса из Λ соответствуют вершинам весовой диаграммы (смотри [27]). Чтобы понять,
как на модуле 𝑉 действует группа 𝐺(∆, 𝑅), нужно удалить из весовой диаграммы все
ребра с меткой 𝛼(1). Полученная диаграмма будет состоять из нескольких компонент
связности, которые можно пронумеровать Λ0, Λ1, . . ., так что при 𝑖 > 𝑗 любой вес из Λ𝑖
меньше любого веса из Λ𝑗 относительно зафиксированного нами порядка. Множество
Λ0 состоит только из одного веса — старшего, который мы будем обозначать через 𝜆0.
Для пары весов 𝜆,𝜇 ∈ Λ будем обозначать через 𝑑(𝜆, 𝜇) расстояние между ними (то
есть длину наименьшего пути) в весовом графе (два веса смежны в весовом графе,
если разность между ними лежит в Φ).
2.4. Теоретико-групповые обозначения.
∙ Напомним, что для абстрактных групп 𝐴,𝐵 6 𝐺 транспортером из 𝐴 в 𝐵
называется множество
Tran𝐺(𝐴,𝐵) = {𝑔 ∈ 𝐺 : 𝑔𝐴𝑔−1 ⊆ 𝐵}.
∙ Через 𝑁𝐺(Γ) будем обозначать нормализатор группы Γ в группе 𝐺.
∙ Если группа 𝐺 действует на множестве 𝑋 и 𝑥 ∈ 𝑋, будем обозначать через
Stab𝐺(𝑥) стабилизатор элемента 𝑥.
∙ Коммутаторы предполагаются левонормированными
[𝑥, 𝑦] = 𝑥𝑦𝑥−1𝑦−1.
∙ Если 𝑋 — подмножество в группе 𝐺, то через ⟨𝑋⟩ мы будем обозначать под-
группу, порожденную множеством 𝑋.
∙ Через 𝐷𝑖𝐺 обозначается 𝑖-й член производного ряда, то есть 𝐷0𝐺 = 𝐺 и
𝐷𝑖+1𝐺 = [𝐷𝑖𝐺,𝐷𝑖𝐺].
2.5. Матрицы. Элемент 𝑔 группы 𝐺(Φ, 𝑅) мы будем отождествлять с матрицей его
действия на модуле 𝑉 в кристаллическом базисе. Строки и столбцы такой матрицы
индексированы весами из Λ. Мы будем обозначать через 𝑔𝜆,𝜇 элемент этой матрицы,
находящийся в строке с индексом 𝜆 и столбце с индексом 𝜇. Через 𝑔*,𝜇 мы будем
обозначать столбец матрицы 𝑔 с индексом 𝜇, отождествляемый с соответствующим
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вектором из 𝑉 . Соответственно через 𝑔𝜆,* мы будем обозначать строчку матрицы 𝑔 с
индексом 𝜆, отождествляемую с соответствующим ковектором из 𝑉 *.
2.6. Относительные подгруппы. Для системы корней Φ, кольца 𝑅 и идеала 𝐼 E𝑅
будем обозначать через 𝜌𝐼 гомоморфизм редукции
𝜌𝐼 : 𝐺(Φ, 𝑅) → 𝐺(Φ, 𝑅/𝐼),
индуцированный проекцией кольца 𝑅 на факторкольцо 𝑅/𝐼. Через 𝐺(Φ, 𝑅, 𝐼) обозна-
чается главная конгруэнц-подгруппа группы 𝐺(Φ, 𝑅)
𝐺(Φ, 𝑅, 𝐼) = Ker 𝜌𝐼 .
Через 𝐶𝐺(Φ, 𝑅, 𝐼) обозначается полная конгруэнц-подгруппа, то есть прообраз центра
группы 𝐺(Φ, 𝑅/𝐼) при гомоморфизме редукции 𝜌𝐼 .
Через 𝐸(Φ, 𝐼) обозначается подгруппа порожденная корневыми элементами уровня
𝐼:
𝐸(Φ, 𝐼) = ⟨{𝑥𝛼(𝜉) : 𝛼 ∈ Φ, 𝜉 ∈ 𝐼}⟩.
Через 𝐸(Φ, 𝑅, 𝐼) обозначается элементарная подгруппа кровня 𝐼, то есть нормаль-
ное замыкание 𝐸(Φ, 𝐼) в 𝐸(Φ, 𝑅). Как подгруппа, 𝐸(Φ, 𝑅, 𝐼) порождена элементами
𝑧𝛼(𝜉, 𝜁) = 𝑥𝛼(𝜁)𝑥−𝛼(𝜉)𝑥𝛼(−𝜁), где 𝛼 ∈ Φ, 𝜉 ∈ 𝐼 и 𝜁 ∈ 𝑅 (смотри [33]).
Нам также понадобится следующие известные факты, касающиеся этой группы.
Лемма 1. (Стандартная коммутационная формула ) Если rk Φ > 2, то 𝐸(Φ, 𝑅, 𝐼)
— нормальная подгруппа 𝐺(Φ, 𝑅) и
[𝐸(Φ, 𝑅), 𝐶𝐺(Φ, 𝑅, 𝐼)] 6 𝐸(Φ, 𝑅, 𝐼).
Лемма 2. (смотри [33]) Пусть 𝐼 E𝑅. Тогда
𝐸(Φ, 𝑅, 𝐼2) 6 𝐸(Φ, 𝐼).
2.7. Нильпотентность 𝐾1. Мы будем пользоваться следующим фактом доказанным
в [21].
Лемма 3. Для любого коммутативного кольца 𝑅 конечной размерности Басса—
Серра (в частности для любого конечно порожденного кольца) и идеала 𝐼 E𝑅, груп-
па 𝐺(Φ, 𝑅, 𝐼)/𝐸(Φ, 𝑅, 𝐼) имеет нильпотентную нормальную подгруппу с абелевой
фактор-группой (в частности она разрешима).
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2.8. Параболические подгруппы. Пусть мы находимся в одном из случаев (а)–(в).
Обозначим через 𝑃 = 𝑃𝛼(1) параболическую подгруппу группы 𝐺(Φ, 𝑅), соответ-
ствующую корню 𝛼(1).
Тогда 𝑃 совпадает со стабилизатором прямой, порожденной вектором старшего
веса. Стабилизатор прямой, порожденной вектором веса 𝜆 ∈ Λ, тоже является па-
раболической подгруппой (она сопряжена с 𝑃 с помощью элемента группы Вейля1,
переводящего старший вес в вес 𝜆), мы будем обозначать ее через 𝑃𝜆.
Соответствующие противоположные параболические подгруппы обозначим через
𝑃− и 𝑃−𝜆 соответственно. Подгруппа 𝑃
−
𝜆 может быть описана как стабилизатор прямой
порожденной ковектором, соответствующим весу 𝜆. Иными словами, подгруппа 𝑃𝜆
состоит из матриц, столбец с индексом 𝜆 которых пропорционален соответствующему
столбцу единичной матрицы, а подгруппа 𝑃−𝜆 состоит из матриц, строка с индексом
𝜆 которых пропорциональна соответствующей строке единичной матрицы.
Унипотентные радикалы этих параболических подгрупп будут обозначаться через
𝑈 , 𝑈𝜆, 𝑈− и 𝑈−𝜆 соответственно. Подгруппы Леви —через 𝐿 и 𝐿𝜆 (подгруппы Леви
противоположных друг другу параболических подгрупп совпадают).
Следующие утверждения хорошо известны.
Лемма 4. В каждом из случаев (а)–(в)
(1)
𝐿𝜆 = 𝑃𝜆 ∩ 𝑃−𝜆 .
(2)
𝑃𝜆 = 𝑈𝜆 h 𝐿𝜆 и 𝑃−𝜆 = 𝑈−𝜆 h 𝐿𝜆.
(3)
𝑈𝜆 = ⟨{𝑥𝛼(𝜉) : 𝜉 ∈ 𝑅, 𝜆− 𝛼 ∈ Λ}⟩,
𝑈−𝜆 = ⟨{𝑥𝛼(𝜉) : 𝜉 ∈ 𝑅, 𝜆 + 𝛼 ∈ Λ}⟩.
(4) Группы 𝑈𝜆 и 𝑈−𝜆 абелевы.
3. Комбинаторные леммы
На протяжении этого параграфа мы считаем, что мы находимся в одном из случаев
(а)–(в), указанных в начале статьи.
Через 𝑊 (Φ) и 𝑊 (∆) мы будем обозначать группы Вейля систем соответствующих
систем корней.
Лемма 5. Коэффициент при 𝛼(1) в разложении максимального корня равен единице.
Коэффициент при 𝛼(2) — двойке.
Доказательство. Прямое вычисление в каждом из случаев. 
Лемма 6. В множестве Φ ∖ ∆ есть ровно две 𝑊 (∆)-орбиты: корни, у которых в
разложении по простым корням, коэффициент при 𝛼(1) равен 1, и корни, у которых
он равен −1. Мы будем обозначать эти орбиты Ω+ и Ω− соответственно.
1Мы рассматриваем basic representation, не содержащие нулевого веса, это в точности означает,
что группа Вейля действует транзитивно на весах.
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Доказательство. Докажем, что любой корень 𝛼 ∈ Φ, у которого коэффициент при
𝛼(1) равен 1, лежит в одной 𝑊 (∆)-орбите с максимальным корнем (для противопо-
ложных корней доказательство аналогично).
Максимальный корень можно получить из 𝛼 последовательным прибавлением про-
стых корней. Каждый такой простой корень должен отличаться от 𝛼(1), то есть ле-
жать в ∆, так как коэффициент при 𝛼(1) у 𝛼 уже максимально возможный. Если
один корень получается из другого прибавление корня из ∆, то он также получается
отражением относительно этого корня (так как все корни имеют одинаковую длину).
Следовательно, все корни в цепочке от 𝛼 до максимального корня лежат в одной
𝑊 (∆)-орбите. 
Лемма 7. В множестве ∆ ∖∆′ есть ровно две 𝑊 (∆′)-орбиты: корни, у которых в
разложении по простым корням, коэффициент при 𝛼(2) равен 1, и корни, у которых
он равен −1.
Доказательство. Аналогично. 
Лемма 8. Пусть 𝛽 ∈ Φ ∖∆, тогда найдется 𝛼 ∈ ∆ такой, что 𝛼 + 𝛽 ∈ Φ.
Доказательство. Подействовав группой Вейля 𝑊 (∆) можно считать, что 𝛽 = ±𝛼(1).
Тогда в качестве 𝛼 можно взять ±𝛼(2). 
Лемма 9. Пусть 𝛼 ∈ Ω+. Тогда
𝜆0 − 𝛼 ∈ Λ.
Доказательство. Заметим, что вес 𝜆0 неподвижен относительно действия 𝑊 (∆), по-
этому подействовав 𝑊 (∆) можно свести к случаю 𝛼 = 𝛼(1). В каждом из случаев
(а)–(в), на весовой диаграмме от старшего веса, действительно, отходит ребро с мет-
кой 𝛼(1). 
Лемма 10. Пусть 𝛼 ∈ Φ и 𝜆, 𝜌, 𝜆 − 𝛼, 𝜌 + 𝛼 ∈ Λ и при этом 𝜆 − 𝛼 ̸= 𝜌. Тогда
𝑑(𝜆, 𝜌) > 2.
Доказательство. Во-первых, подействовав группой𝑊 (Φ), можно считать, что 𝜆 = 𝜆0
— старший вес. Во-вторых, подействовав после этого группой 𝑊 (∆), можно считать,
что 𝛼 = 𝛼(1).
Найдем разность 𝜆−(𝜌+𝛼), для этого соединим вершины 𝜆 и 𝜌+𝛼 путем на весовой
диаграмме (так как 𝜆 — старший вес, этот путь можно выбрать идущим все время
вправо), и сложим простые корни, соответствующие ребрам этого пути. Заметим,
что 𝛼(1) встретится хотя бы один раз, так как это единственное ребро, выходящее из
вершины 𝜆0, и по предположению 𝜆 ̸= 𝜌 + 𝛼. Таким образом, в разложении 𝜆 − 𝜌 по
простым корням коэффициент при 𝛼(1) не меньше 2, тогда 𝜆− 𝜌 не корень по лемме
5. 
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Лемма 11. Пусть 𝜆1 ∈ Λ1, положим
Σ𝜆1 = {𝛼 ∈ Φ: 𝜆1 − 𝛼 ∈ Λ}.
Разобьем это множество на три дизъюнкных подмножества
Σ𝜆1 = Σ
−
𝜆1
⊔ Σ0𝜆1 ⊔ Σ+𝜆1,
где
Σ−𝜆1 = Σ𝜆1 ∩ Ω−, Σ0𝜆1 = Σ𝜆1 ∩∆, Σ+𝜆1 = Σ𝜆1 ∩ Ω+.
Обозначим через ∆𝜆1 образ ∆ при отражении относительно 𝜆0 − 𝜆1. Тогда
(1) Σ−𝜆1 = {𝜆1 − 𝜆0}.
(2) Σ0𝜆1 ̸= ∅ и для любого 𝛼 ∈ Σ0𝜆1 найдется 𝛽 ∈ Σ0𝜆1 такой, что 𝛼− 𝛽 ∈ Φ.
(3) Для любого 𝛽 ∈ Σ+𝜆1 найдется 𝛾 ∈ ∆∩∆𝜆1 такой, что 𝛽 + 𝛾 ∈ Φ, но при этом
𝜆1 − 𝜆0 + 𝛾 /∈ Φ.
(4) Подсистема ∆ ∩∆𝜆1 имеет неприводимую компоненту (∆ ∩∆𝜆1)′ отличную
от 𝐴1. Кроме того, для любого веса 𝜇 ∈ Λ1 ∖ {𝜆1} найдется вес 𝜈 ∈ Λ1 ∖ {𝜆1}
такой, что 𝜇− 𝜈 ∈ (∆ ∩∆𝜆1)′.
(5) Для любого 𝛼 ∈ Ω+ такого, что ⟨𝛼, 𝜆0−𝜆1⟩ = 1, найдется 𝛾 ∈ Σ0𝜆1 такой, что
𝛼 + 𝛾 ∈ Φ.
Доказательство. Подействовав группой 𝑊 (∆), можно считать, что 𝜆0 − 𝜆1 = 𝛼(1),
соответственно ∆ ∩∆𝜆1 = ∆′, и (∆ ∩∆𝜆1)′ из пункта 4 — это ∆′′. Пусть 𝑤𝛼(1) ∈ 𝑊 (Φ)
— отражение относительно корня 𝛼(1). Это отражение переводит 𝜆0 в 𝜆1, и, значит,
множество Ω+ в множество Σ𝜆1 .
Докажем пункты 1 и 2. Так как 𝑤𝛼(1)𝛼(1) = −𝛼(1), то −𝛼(1) ∈ Σ−𝜆1 . Далее, если 𝛼 ∈ Ω+
и 𝛼 ̸= 𝛼(1), то ⟨𝛼, 𝛼(1)⟩ равно либо 0, либо 1 (так как 𝛼 + 𝛼(1) /∈ Φ). В первом случае
имеем
𝑤𝛼(1)𝛼 = 𝛼 ∈ Σ+𝜆1 .
А во-втором —
𝑤𝛼(1)𝛼 = 𝛼− 𝛼(1) ∈ Σ0𝜆1 .
Это доказывает пункт 1.
Далее, если 𝑤𝛼(1)𝛼 ∈ Σ0𝜆1 , то ⟨𝑤𝛼(1)𝛼, 𝛼(1)⟩ = −1 (так как ⟨𝛼, 𝛼(1)⟩ = 1). И, значит,
коэффициент при 𝛼(2) в разложении 𝑤𝛼(1)𝛼 равен 1. Обратно, если коэффициент в
разложении некоторого корня 𝑤𝛼(1)𝛼 ∈ ∆ при 𝛼(2) равен 1, то
𝛼 = 𝑤𝛼(1)𝑤𝛼(1)𝛼 = 𝑤𝛼(1)𝛼 + 𝛼
(1) ∈ Ω+,
и, значит, 𝑤𝛼(1)𝛼 ∈ Σ0𝜆1 .
Таким образом, множество Σ0𝜆1 ⊆ ∆ есть аналог множества Ω+ для пары (∆,∆′).
Его непустота теперь очевидна, а второе утверждение в пункте 2 следует из аналога
леммы 8 для пары (∆,∆′).
Докажем пункт 3. Из предыдущих рассуждений следует, что ⟨𝛽, 𝛼(1)⟩ = 0. Значит,
в разложении 𝛽 коэффициент при 𝛼(2) равен 2. Следовательно, максимальный корень
может быть получен последовательным прибавлением (= отражением относитель-
но) простых корней из ∆′. Подействовав соответствующим элементом группы 𝑊 (∆′)
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можно считать, что 𝛽 — максимальный корень. Теперь можно положить 𝛾 = −𝛼𝑘,
где 𝛼𝑘 — простой корень, соответствующий вершине диаграммы Дынкина, смежной
с добавленной вершиной в аффинной диаграмме.2
Как мы уже сказали, в пункте 4 (∆ ∩ ∆𝜆1)′ = ∆′′, вторая его часть проверяется
взглядом на весовую диаграмму.
Докажем пункт 5. По условию 𝛼 − 𝛼(1) ∈ ∆, и его коэффициент при 𝛼(2) равен
единице. Подействовав группой 𝑊 (∆′), можно считать, что среди всех корней в своей
𝑊 (∆′)-орбите, корень 𝛼 имеет максимальную сумму коэффициентов в разложении по
простым корням. К корню 𝛼 можно прибавить некоторый простой корень 𝛼𝑘, остава-
ясь при этом в Φ. Корень 𝛼𝑘 не может равняться 𝛼(1), так как коэффициент при нем
уже 1, и он не может лежать в ∆′, иначе прибавив его мы увеличим сумму коэффи-
циентов, оставшись в той же 𝑊 (∆′)-орбите. Значит, 𝛼 + 𝛼(2) ∈ Φ и можно положить
𝛾 = 𝛼(2). 
Лемма 12. Пусть 𝜆1 ∈ Λ1. Тогда
(1) Найдется 𝜇 ∈ Λ1 такой, что 𝑑(𝜆1, 𝜇) = 1.
(2) Пусть 𝜈 ∈ Λ1 такой, что 𝑑(𝜆1, 𝜈) = 1, тогда найдется 𝜇 ∈ Λ1 такой, что
𝑑(𝜇, 𝜈) = 𝑑(𝜆1, 𝜇) = 1.
Доказательство. Каждому весу 𝜇 ∈ Λ1, такому что 𝑑(𝜆1, 𝜇) = 1 соответствует ко-
рень 𝜆1 − 𝜇 ∈ Σ0𝜆1 и это соответствие биективно. Таким образом, эта лемма просто
переформулировка пункта 2 леммы 11. 
4. Вычисление уровня
Для начала, пусть ∆, Φ и P произвольные. И пусть 𝐻 — надгруппа группы 𝐸(∆, 𝑅),
то есть
𝐸(∆, 𝑅) 6 𝐻 6 𝐺(Φ, 𝑅).
Для каждого 𝛼 ∈ Φ ∖∆ положим
𝐼𝛼 = {𝜉 ∈ 𝑅 : 𝑥𝛼(𝜉) ∈ 𝐻}.
В работе [14] (леммы 1 и 3) доказано следующее.
Лемма 13. (1) Множество 𝐼𝛼 является идеалом кольца 𝑅.
(2) Идеал 𝐼𝛼 зависит только от орбиты корня 𝛼 под действием группы Вейля
𝑊 (∆).
Теперь, пусть мы находимся в одном из случаев (а)–(в), указанных в начале статьи.
Напомним, что, согласно лемме 6, в множестве Φ∖∆ есть ровно две 𝑊 (∆)-орбиты: Ω+
и Ω−. Соответствующие идеалы 𝐼𝛼 мы будем обозначать через 𝐼+ и 𝐼− соответственно.
Так построенная пара идеалов 𝜎 = (𝐼+, 𝐼−) называется уровнем надгруппы 𝐻. Бу-
дем писать 𝜎 = lev(𝐻).
2Важно, что 𝑙 > 5, и что мы не рассматриваем случай 𝐷𝑙−1 6 𝐷𝑙. Для этих подсистем теорема 1
неверна, так как можно рассмотреть 𝐻 = 𝐺(𝐵𝑙−1, 𝑅).
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Пусть теперь 𝜎 = (𝐼+, 𝐼−) — произвольная пара идеалов кольца 𝑅, введем следую-
щие обозначения
𝐸(Φ,∆, 𝑅, 𝜎) = ⟨𝑥𝛼(𝜉) : 𝛼 ∈ ∆, 𝜉 ∈ 𝑅
или 𝛼 ∈ Ω+, 𝜉 ∈ 𝐼+ или 𝛼 ∈ Ω−, 𝜉 ∈ 𝐼−⟩ 6 𝐺(Φ, 𝑅),
𝐺(Φ,∆, 𝑅, (𝑅, 𝐼−)) = (𝜌𝐼−)
−1 (𝑃 ) 6 𝐺(Φ, 𝑅),
𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)) = (𝜌𝐼+)
−1 (𝑃−) 6 𝐺(Φ, 𝑅),
𝐺(Φ,∆, 𝑅, 𝜎) = 𝐺(Φ,∆, 𝑅, (𝑅, 𝐼−)) ∩𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)) 6 𝐺(Φ, 𝑅).
Несложно видеть, что
𝐸(Φ,∆, 𝑅, 𝜎) 6 𝐺(Φ,∆, 𝑅, 𝜎),
а также, что
𝜎 6 lev (𝐸(Φ,∆, 𝑅, 𝜎)) 6 lev (𝐺(Φ,∆, 𝑅, 𝜎)) 6 𝜎
(мы пишем 𝜎1 6 𝜎2, если 𝐼+1 ⊆ 𝐼+2 и 𝐼−1 ⊆ 𝐼−2 ). Значит, на самом деле выполнена
Лемма 14. Имеет место равенство
lev (𝐸(Φ,∆, 𝑅, 𝜎)) = lev (𝐺(Φ,∆, 𝑅, 𝜎)) = 𝜎.
Таким образом, любая пара идеалов является уровнем некоторой надгруппы груп-
пы 𝐸(∆, 𝑅). Нам также понадобится вычислить уровень нормализатора подгруппы
𝐸(Φ,∆, 𝑅, 𝜎).
Лемма 15. Имеет место равенство
lev(𝑁𝐺(Φ,𝑅)(𝐸(Φ,∆, 𝑅, 𝜎))) = 𝜎.
Доказательство. Во-первых, lev(𝑁𝐺(Φ,𝑅)(𝐸(Φ,∆, 𝑅, 𝜎))) > lev(𝐸(Φ,∆, 𝑅, 𝜎)) = 𝜎. До-
кажем обратное включение. Предположим, что 𝑥𝛽(𝜉) ∈ 𝑁𝐺(Φ,𝑅)(𝐸(Φ,∆, 𝑅, 𝜎)), где
𝛽 ∈ Ω+, но 𝜉 /∈ 𝐼+ (для Ω− доказательство аналогично). Возьмем 𝛼 из леммы 8,
тогда 𝑥𝛼(1) ∈ 𝐸(∆, 𝑅) 6 𝐸(Φ,∆, 𝑅, 𝜎). Значит, [𝑥𝛼(1), 𝑥𝛽(𝜉)] ∈ 𝐸(Φ,∆, 𝑅, 𝜎). С дру-
гой стороны [𝑥𝛼(1), 𝑥𝛽(𝜉)] = 𝑥𝛼+𝛽(±𝜉), где 𝛼 + 𝛽 ∈ Ω+, что противоречит тому, что
lev(𝐸(Φ,∆, 𝑅, 𝜎)) = 𝜎. 
5. Формулировка основных результатов
В настоящей работе будет доказана следующая теорема.
Теорема 1. Пусть мы находимся в одном из случаев, (а)–(в), указанных в начале
статьи, то есть
(а) Φ = 𝐷𝑙, ∆ = 𝐴𝑙−1 (𝑙 > 5), 𝑉 = 𝑉𝜛𝑙 (полуспинорное представление).
(б) Φ = 𝐸6, ∆ = 𝐷5, 𝑉 = 𝑉𝜛𝑙.
(в) Φ = 𝐸7, ∆ = 𝐸6, 𝑉 = 𝑉𝜛7.
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Пусть 𝑅 — коммутативное кольцо (ассоциативное с единицей). Тогда для любой
группы 𝐻 такой, что
𝐸(∆, 𝑅) 6 𝐻 6 𝐺(Φ, 𝑅),
существует единственная пара идеалов 𝜎 = (𝐼+, 𝐼−) кольца 𝑅, такая что
𝐸(Φ,∆, 𝑅, 𝜎) 6 𝐻 6 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) .
Заметим, что единственность мы уже доказали, действительно, в силу лемм 14 и
15 пара 𝜎 обязана равняться паре lev(𝐻). Для 𝜎 = lev(𝐻) левое включение в теореме
выполнено по определению уровня. Таким образом, нам остается доказать правое
включение.
Подгруппу 𝐸(Φ,∆, 𝑅, (𝑅, 0)) естественно называть элементарной параболической
подгруппой. Отметим,что из теоремы 1 мы немедленно получим описание надгрупп
такой подгруппы.
Следствие 1. Пусть мы находимся в одном из случаев (а)–(в), указанных в начале
статьи, и пусть 𝑅 — коммутативное кольцо. Тогда для любой группы 𝐻 такой, что
𝐸(Φ,∆, 𝑅, (𝑅, 0)) 6 𝐻 6 𝐺(Φ, 𝑅),
существует единственный идеал 𝐼− кольца 𝑅 такой, что
𝐸(Φ,∆, 𝑅, (𝑅, 𝐼−)) 6 𝐻 6 𝑁𝐺(Φ,𝑅)
(︀
𝐸(Φ,∆, 𝑅, (𝑅, 𝐼−))
)︀
.
Аналогично мы получаем то же самое для подгруппы 𝐸(Φ,∆, 𝑅, (0, 𝑅)).
Чтобы сформулировать второй основной результат, разобьем рассматриваемые на-
ми случаи (а)–(в) на две группы. Пусть 𝑛 + 1 — количество компонент связности
Λ0,. . .,Λ𝑛 весовой диаграммы после удаления ребер с меткой 𝛼(1). Заметим, что при
𝑖 ̸= 0,𝑛 компонента Λ𝑖 содержит хотя бы два веса. Действительно, к весу из такой
компоненты всегда можно прибавить хотя бы один простой корень и всегда можно
вычесть хотя бы один простой корень (оставшись в Λ), и хотя бы один из этих корней
будет отличен от 𝛼(1), так как представление микровесовое.
Таким образом, возможны два случая. Будем говорить, что мы рассматриваем слу-
чай первого типа, если единственной компонентой, состоящей из одного веса, явля-
ется Λ0 (сюда относятся случай (а) при нечетном 𝑙 и случай (б)). Будем говорить, что
мы рассматриваем случай второго типа, если таких компонент две — Λ0 и Λ𝑛 (сюда
относятся случай (а) при четном 𝑙 и случай (в)). Во-втором случае несложно видеть,
что Λ𝑛 = {−𝜆0}.
Теорема 2. Пусть 𝜎 = (𝐼+, 𝐼−) — пара идеалов в кольце 𝑅. Тогда
(1) В случае первого типа
𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) = 𝐺(Φ,∆, 𝑅, 𝜎).
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(2) В случае второго типа группа 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) состоит в точности из
тех элементов 𝑔 группы 𝐺(Φ, 𝑅), которые удовлетворяют следующим усло-
виям
𝑔𝜆0,𝜆 ∈ 𝐼+ ∀𝜆 ∈ Λ ∖ {𝜆0,−𝜆0},
𝑔𝜆0,−𝜆0𝐼
− ⊆ 𝐼+,
(𝑔−1)𝜆,𝜆0 ∈ 𝐼− ∀𝜆 ∈ Λ ∖ {𝜆0,−𝜆0},
(𝑔−1)−𝜆0,𝜆0𝐼
+ ⊆ 𝐼−.
Соглашение
Начиная с этого места, мы приступаем к доказательству теоремы 1. То есть далее
мы считаем, что мы находимся в одном из случаев (а)–(в), указанных в начале статьи.
6. Нормализатор подгруппы 𝐸(Φ,∆, 𝑅, 𝜎)
Лемма 16. Пусть 𝐼 E𝑅. Тогда
𝑈 ∩𝐺(Φ, 𝑅, 𝐼) = ⟨{𝑥𝛼(𝜉) : 𝜉 ∈ 𝐼, 𝛼 ∈ Ω+}⟩,
и то же самое для 𝑈−.
Доказательство. Включение правой части в левую очевидно, докажем обратное
включение. Пусть 𝑔 ∈ 𝑈 ∩ 𝐺(Φ, 𝑅, 𝐼). Так как 𝑔 ∈ 𝑈 , согласно пунктам 3 и 4 лем-
мы 4, мы можем записать 𝑔 как произведение
𝑔 =
∏︁
𝛼∈Ω+
𝑥𝛼(𝜉𝛼), где 𝜉𝛼 ∈ 𝑅.
Зафиксируем 𝛼 ∈ Ω+ и докажем, что 𝜉𝛼 ∈ 𝐼. Пусть 𝜌 = 𝜆0−𝛼. Тогда по лемме 9 𝜌 ∈ Λ.
Заметим, что для произвольной матрицы ℎ, и 𝛼 ∈ Ω+ ∖ {𝛼} мы имеем
(𝑥𝛼(𝜉𝛼)ℎ)𝜆0,𝜌 = ℎ𝜆0,𝜌.
Действительно, в противном случае 𝜌+𝛼 ∈ Λ, но это противоречит лемме 10, так как
𝜆0 − 𝛼 ∈ Λ по лемме 9.
Таким образом,
𝜉𝛼 = ±(𝑥𝛼(𝜉𝛼))𝜆0,𝜌 = ±𝑔𝜆0,𝜌 ∈ 𝐼.

В следующих леммах пусть 𝜎 = (𝐼+, 𝐼−), 𝐼± E𝑅, и пусть 𝐽 = (𝐼+ ∩ 𝐼−)2.
Лемма 17. Если 𝐽 = 0, то
(1)
𝐺(Φ,∆, 𝑅, 𝜎) = 𝐸(Φ,∆, 𝑅, 𝜎)𝑇 (Φ, 𝑅)𝐺(∆, 𝑅).
(2) Подгруппа 𝐸(Φ,∆, 𝑅, 𝜎) нормальна в 𝐺(Φ,∆, 𝑅, 𝜎).
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Доказательство. Во-первых, заметим, что подгруппа 𝑇 (Φ, 𝑅)𝐺(∆, 𝑅) нормализует
подгруппу 𝐸(Φ,∆, 𝑅, 𝜎), и таким образом, пункт 2 следует из пункта 1. Действитель-
но, 𝑇 (Φ, 𝑅) нормализует каждую подгруппу вида {𝑥𝛼(𝜉) : 𝜉 ∈ 𝐼}, где 𝛼 ∈ Φ и 𝐼 = 𝐼±
или 𝑅. Далее, 𝐺(∆, 𝑅) нормализует 𝐸(∆, 𝑅) (частный случай леммы 1). Наконец, если
𝛼 ∈ Ω+, 𝜉 ∈ 𝐼+ и 𝑔 ∈ 𝐺(∆, 𝑅) 6 𝐿, то по лемме 16
[𝑥𝛼(𝜉), 𝑔] ∈ 𝑈 ∩𝐺(Φ, 𝑅, 𝐼+) = ⟨{𝑥𝛼(𝜉) : 𝜉 ∈ 𝐼+, 𝛼 ∈ Ω+}⟩ ⊆ 𝐸(Φ,∆, 𝑅, 𝜎).
Случай Ω− и 𝐼− рассматривается аналогично.
Таким образом, остается доказать пункт 1. Включение правой части в левую оче-
видно, докажем обратное включение.
Пусть 𝑔 ∈ 𝐺(Φ,∆, 𝑅, 𝜎). Так как все столбцы и строки обратимой матрицы уни-
модулярны, а все элементы первого столбца, кроме 𝑔𝜆0,𝜆0 лежат в 𝐼−, элемент 𝑔𝜆0,𝜆0
обратим по модулю 𝐼−. Аналогично получаем, что он обратим по модулю 𝐼+. Следо-
вательно он обратим по модулю 𝐽 , то есть просто обратим в 𝑅.
В этом случае к матрице 𝑔 применим частный случай разложения Шевалле—Мат-
цумото ( [23], [26], [30]), согласно которому, если 𝑔 ∈ 𝐺(Φ, 𝑅) и 𝑔𝜆0,𝜆0 ∈ 𝑅*, то
𝑔 = 𝑣𝑔1𝑢,
где 𝑢 ∈ 𝑈 , 𝑣 ∈ 𝑈− и 𝑔1 ∈ 𝑇 (Φ, 𝑅)𝐺(∆, 𝑅). Рассуждая как в лемме 16, с учетом того,что
𝑔 ∈ 𝐺(Φ,∆, 𝑅, 𝜎), получаем, что на самом деле
𝑢 ∈ ⟨{𝑥𝛼(𝜉) : 𝜉 ∈ 𝐼+, 𝛼 ∈ Ω+}⟩ 6 𝐸(Φ,∆, 𝑅, 𝜎),
и
𝑣 ∈ ⟨{𝑥𝛼(𝜉) : 𝜉 ∈ 𝐼−, 𝛼 ∈ Ω−}⟩ 6 𝐸(Φ,∆, 𝑅, 𝜎).
С учетом того, что подгруппа 𝑇 (Φ, 𝑅)𝐺(∆, 𝑅) нормализует подгруппу 𝐸(Φ,∆, 𝑅, 𝜎),
включение доказано. 
Лемма 18. Если кольцо 𝑅 конечно порождено, то для достаточно большого 𝑁
𝐷𝑁𝐺(Φ,∆, 𝑅, 𝜎) = 𝐸(Φ,∆, 𝑅, 𝜎).
Доказательство. Во-первых, включение правой части в левую верно для любого 𝑁 ,
поскольку группа 𝐸(Φ,∆, 𝑅, 𝜎), очевидно, совершенна. Докажем обратное включение.
Для начала разберем случай 𝐽 = 0. Докажем, что
𝐷𝑖(𝐺(Φ,∆, 𝑅, 𝜎)) 6 𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅)).
База индукции 𝑖 = 0 — это лемма 17. Переход от 𝑖 к 𝑖 + 1 состоит в следующем.
𝐷𝑖+1(𝐺(Φ,∆, 𝑅, 𝜎)) 6
6 [𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅)), 𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅))].
Как нормальная подгруппа в 𝐺(Φ,∆, 𝑅, 𝜎) этот коммутант порождается коммута-
торами [𝑥, 𝑦], где 𝑥,𝑦 ∈ 𝐸(Φ,∆, 𝑅, 𝜎) ∪ 𝐷𝑖(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅)). В силу пункта 2 леммы
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17 все эти коммутаторы лежат в 𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖+1(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅)), остается дока-
зать, что эта группа нормальна в 𝐺(Φ,∆, 𝑅, 𝜎). Но это сразу следует из нормальности
𝐸(Φ,∆, 𝑅, 𝜎) в 𝐺(Φ,∆, 𝑅, 𝜎) и нормальности 𝐷𝑖+1(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅)) в 𝑇 (Φ, 𝑅)𝐺(∆, 𝑅).
Далее, заметим, что
𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖(𝑇 (Φ, 𝑅)𝐺(∆, 𝑅)) 6 𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖−1(𝐺(∆, 𝑅)),
что по лемме 3 при большом 𝑖 содержится в
𝐸(Φ,∆, 𝑅, 𝜎)𝐸(∆, 𝑅) = 𝐸(Φ,∆, 𝑅, 𝜎).
Перейдем теперь к общему случаю. По ранее доказанному, для большого 𝑁1 имеем
𝜌𝐽(𝐷
𝑁1𝐺(Φ,∆, 𝑅, 𝜎)) 6 𝐸(Φ,∆, 𝑅/𝐽, 𝜎/𝐽).
Так как 𝐸(Φ,∆, 𝑅, 𝜎) отображается на 𝐸(Φ,∆, 𝑅/𝐽, 𝜎/𝐽) сюръективно, мы получаем,
что
𝐷𝑁1𝐺(Φ,∆, 𝑅, 𝜎) 6 𝐸(Φ,∆, 𝑅, 𝜎)𝐺(Φ, 𝑅, 𝐽).
Далее, докажем, что
𝐷𝑖(𝐸(Φ,∆, 𝑅, 𝜎)𝐺(Φ, 𝑅, 𝐽)) 6 𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖(𝐺(Φ, 𝑅, 𝐽)).
Как и раньше, нам достаточно доказать, что 𝐸(Φ,∆, 𝑅, 𝜎)𝐷𝑖+1(𝐺(Φ, 𝑅, 𝐽)) нормаль-
на в 𝐸(Φ,∆, 𝑅, 𝜎)𝐺(Φ, 𝑅, 𝐽) и содержит коммутаторы элементов из 𝐸(Φ,∆, 𝑅, 𝜎) ∪
𝐷𝑖(𝐺(Φ, 𝑅, 𝐽)). И то и другое следует из леммы 1, и того факта, что по лемме 2 имеет
место включение
𝐸(Φ, 𝑅, 𝐽) 6 𝐸(Φ, 𝐼+ ∩ 𝐼−) 6 𝐸(Φ,∆, 𝑅, 𝜎).
Воспользовавшись еще раз леммами 3 и 2 получаем, что для достаточно большого 𝑁2
выполняется включение
𝐷𝑁2(𝐸(Φ,∆, 𝑅, 𝜎)𝐺(Φ, 𝑅, 𝐽)) 6 𝐸(Φ,∆, 𝑅, 𝜎)𝐸(Φ, 𝑅, 𝐽) 6 𝐸(Φ,∆, 𝑅, 𝜎)𝐸(Φ, 𝐼+ ∩ 𝐼−) =
= 𝐸(Φ,∆, 𝑅, 𝜎).
Остается положить 𝑁 = 𝑁1 + 𝑁2. 
Лемма 19. Подгруппа 𝐸(Φ,∆, 𝑅, 𝜎) нормальна в 𝐺(Φ,∆, 𝑅, 𝜎).
Доказательство. Для конечно порожденного кольца это следует из леммы 18, а лю-
бое кольцо — индуктивный предел своих конечно порожденных подколец. 
Предложение 1. Имеет место равенство
𝑁𝐺(Φ,𝑅)(𝐸(Φ,∆, 𝑅, 𝜎)) = Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐺(Φ,∆, 𝑅, 𝜎)).
Доказательство. Включение левой части в правую очевидно, докажем обратное
включение. Как и в предыдущей лемме, не умаляя общности можно считать, что
кольцо 𝑅 конечно порождено.
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Тогда по лемме 18 имеем
Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐺(Φ,∆, 𝑅, 𝜎)) 6 Tran(𝐷𝑁𝐸(Φ,∆, 𝑅, 𝜎), 𝐷𝑁𝐺(Φ,∆, 𝑅, 𝜎)) =
= Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐸(Φ,∆, 𝑅, 𝜎)).
Остается доказать, что если 𝑔 ∈ Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐸(Φ,∆, 𝑅, 𝜎)), то это же верно
для 𝑔−1.
Во-первых, если 𝑔 ∈ Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐸(Φ,∆, 𝑅, 𝜎)), то для любого 𝑘 ∈ N имеем
𝑔𝑘 ∈ Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐸(Φ,∆, 𝑅, 𝜎)).
Пусть ̃︀𝑔 — следующий оператор на пространстве матриц 𝑀(Λ):̃︀𝑔 : 𝑀(Λ) →𝑀(Λ)
𝑚 ↦→ 𝑔𝑚𝑔−1.
Из теоремы Кэли–Гамильтона следует, что оператор ̃︀𝑔−1 — многочлен от ̃︀𝑔. Положим
𝐿 = {𝑚 ∈𝑀(Λ) : ∀𝜆 ̸= 𝜆0 𝑚𝜆0,𝜆 ∈ 𝐼+ &𝑚𝜆,𝜆0 ∈ 𝐼−}.
Так как все операторы ̃︀𝑔𝑘 сохраняют 𝐸(Φ,∆, 𝑅, 𝜎), многочлены от ̃︀𝑔 переводят
𝐸(Φ,∆, 𝑅, 𝜎) в 𝐿. Так как
𝐿 ∩𝐺(Φ, 𝑅) = 𝐺(Φ,∆, 𝑅, 𝜎),
мы получаем, что
𝑔−1 ∈ Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐺(Φ,∆, 𝑅, 𝜎)) 6 Tran(𝐸(Φ,∆, 𝑅, 𝜎), 𝐸(Φ,∆, 𝑅, 𝜎)).

Отметим, что идея использовать нильпотентность 𝐾1 для вычисления нормализа-
торов была предложена А. Степановым в работе [31].
7. Доказательство теоремы 2 и следствие из нее
Доказательство. Из предложения 1 следует, что 𝑁𝐺(Φ,𝑅)(𝐸(Φ,∆, 𝑅, 𝜎)) состоит в точ-
ности из тех элементов 𝑔 ∈ 𝐺(Φ, 𝑅), для которых группа 𝐸(Φ,∆, 𝑅, 𝜎) стабилизирует
прямую, натянутую на ковектор 𝑔𝜆0,*, по модулю 𝐼+, и стабилизирует прямую, натяну-
тую на вектор (𝑔−1)*,𝜆0 , по модулю 𝐼−. Но группа 𝐸(Φ,∆, 𝑅, 𝜎) совершенна, поэтому
условие стабилизации прямых означает стабилизацию самих вектора и ковектора.
Выписывая, что означает такая стабилизация образующими группы 𝐸(Φ,∆, 𝑅, 𝜎) в
терминах матриц, мы получаем теорему 2. 
Чтобы вывести интересующее нас следствие, нам понадобятся еще две леммы.
Лемма 20. В случае второго типа множество Λ вместе с каждым весом 𝜆 содер-
жит вес −𝜆, и существует 𝐺(Φ, 𝑅)-инвариантная билинейная форма на модуле 𝑉
вида
ℎ
(︃∑︁
𝜆∈Λ
𝑥𝜆𝑣
𝜆,
∑︁
𝜆∈Λ
𝑦𝜆𝑣
𝜆
)︃
=
∑︁
𝜆∈Λ
±𝑥𝜆𝑦−𝜆.
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Доказательство. Мы уже отмечали, что −𝜆0 ∈ Λ. Тогда первое утверждение следует
из того, что группа𝑊 (Φ) действует на весах транзитивно. Далее пусть {(𝑣𝜆)*} — базис
контраградиентного представления 𝑉 * к представлению 𝑉 , двойственный к базису
{𝑣𝜆}. Тогда вектор (𝑣𝜆)* будет весовым с весом−𝜆. Таким образом, контраградиентное
представление имеет то же самое множество весов и следовательно, между 𝑉 и 𝑉 *
существует изоморфизм вида̃︀ℎ : 𝑉 → 𝑉 *, 𝑣𝜆 ↦→ ±(𝑣−𝜆)*.
А это то же самое, что инвариантная билинейная форма. 
Отметим, что для случая 𝐸7 такая форма написана явно в [16].
Лемма 21. В случае второго типа на модуле 𝑉 существует квадратичная форма
𝑞
(︃∑︁
𝜆∈Λ
𝑥𝜆𝑣
𝜆
)︃
=
∑︁
𝑞𝜇,𝜈𝑥𝜇𝑥𝜈,
где (𝜇, 𝜈) пробегает множество неупорядоченных пар весов, удовлетворяющая сле-
дующим условиям.
(1) 𝑞(𝑣) = 0 для любого вектора 𝑣 из орбиты вектора старшего веса (то есть для
𝑣 = 𝑔*,𝜆0 для некоторого 𝑔 ∈ 𝐺(Φ, 𝑅), в силу транзитивного действия группы
Вейля вектора 𝑣 = 𝑔*,𝜆 для других весов 𝜆 также будут в орбите).
(2) 𝑞𝜆0,−𝜆0 = ±1.
В работе [25], такие уравнения на орбиту вектора старшего веса называются 𝜋-
уравнениями.
Доказательство. Пусть 𝜇1,𝜇2,. . .,𝜇𝑘 — кратчайший путь в весовом графе такой, что
𝜇1 ∈ Λ2 и 𝜇𝑘 = −𝜆0. Тогда 𝛾𝑖 = 𝜇𝑖 − 𝜇𝑖+1 ∈ Φ и 𝑑(𝜇𝑖,−𝜆0) = 𝑘 − 𝑖.
Будем доказывать индукцией по 𝑖, что существует квадратичная форма
𝑞(𝑖)
(︃∑︁
𝜆∈Λ
𝑥𝜆𝑣
𝜆
)︃
=
∑︁
𝑞(𝑖)𝜇,𝜈𝑥𝜇𝑥𝜈 ,
где (𝜇, 𝜈) пробегает множество неупорядоченных пар весов таких, что 𝑑(𝜇,−𝜆0) > 𝑘−𝑖
и 𝑑(𝜈,−𝜆0) > 𝑘 − 𝑖, удовлетворяющая следующим условиям.
(1) 𝑞(𝑖)(𝑣) = 0 для любого вектора 𝑣 из орбиты вектора старшего веса.
(2) 𝑞(𝑖)𝜆0,𝜇𝑖 = ±1.
База индукции 𝑖 = 1 следует из работы [11]. Теорема 2 этой работы говорит нам,
что, так как 𝑑(𝜆0, 𝜇1) = 2, множество
Ω(𝜆0, 𝜇1) = {𝜈 ∈ Λ: 𝑑(𝜈, 𝜆0) = 𝑑(𝜈, 𝜇1) = 1} ∪ {𝜆0, 𝜇1} ⊆ Λ1 ∪ {𝜆0, 𝜇1}
является квадратом3. Следовательно, вектора из орбиты старшего веса удовлетворя-
ют соответствующему квадратному (в двух смыслах этого слова) уравнению, которое
3Подмножество Ω ⊆ Λ называется квадратом, если |Ω| > 4, и для любого 𝜆 ∈ Ω среди разностей
{𝜆− 𝜇 : 𝜇 ∈ Ω ∖ {𝜆}} ровно одна НЕ является корнем.
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имеет нужный нам вид. Нужно лишь заметить, что веса из Λ1 и тем более вес 𝜆0 нахо-
дятся на расстоянии хотя бы 𝑘 в весовом графе от веса −𝜆0. Иначе соответствующий
путь прошел бы через Λ2 (по лемме 5 каждый корень в разложении по простым имеет
коэффициент при 𝛼(1) по модулю не превосходящий 1, поэтому компоненты в которых
находятся соседние вершины пути либо совпадают, либо соседние, и тем самым путь
не сможет перескочить через Λ2), и мы бы получили более короткий путь до Λ2.
Переход от 𝑖 к 𝑖 + 1. Положим
𝑞(𝑖+1)(𝑣) = 𝑞(𝑖)(𝑥𝛾𝑖(1)𝑣).
Ясно, что при таком преобразовании минимальное расстояние от веса, участвующего в
формуле до веса −𝜆0, уменьшается не более чем на 1. Также ясно, что новая форма по-
прежнему обнуляет вектора из орбиты старшего веса. Так как 𝑑(𝜇𝑖+1,−𝜆0) = 𝑘− 𝑖−1,
вес 𝜇𝑖+1 не участвует в формуле для 𝑞(𝑖) и, следовательно, моном 𝑥𝜆0𝑥𝜇𝑖 формы 𝑞(𝑖) —
единственный дающий вклад в коэффициент при мономе 𝑥𝜆0𝑥𝜇𝑖+1 формы 𝑞(𝑖+1). Тем
самым, этот коэффициент равен ±1. 
Следствие 2. (из теоремы 2) Пусть 𝑅 — конечно порожденное кольцо и 𝜎 = (𝐼+, 𝐼−)
— пара идеалов в 𝑅. Тогда для достаточно большого 𝑁 имеем
𝐷𝑁𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) = 𝐸(Φ,∆, 𝑅, 𝜎).
Доказательство. Для случая первого типа это следует из теоремы 2 и леммы 18.
Рассмотрим случай второго типа.
В силу леммы 18, достаточно доказать включение[︀
𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) , 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎))
]︀
6 𝐺(Φ,∆, 𝑅, 𝜎).
Мы докажем включение[︀
𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) , 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎))
]︀
6 𝐺(Φ,∆, 𝑅, (𝑅, 𝐼−)),
Включение в 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)) доказывается аналогично (форму 𝑞 из леммы 21 сле-
дует перенести на контраградиентное представление с помощью изоморфизма, опи-
санного в лемме 20).
При этом, перейдя к кольцу 𝑅/𝐼−, можно считать, что 𝐼− = (0). Таким образом,
мы хотим доказать включение[︀
𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) , 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎))
]︀
6 𝑃 .
Так как кольцо 𝑅 конечно порождено, оно в частности нетерово и, значит, рас-
кладывается в прямое произведение колец со связным спектром. Поэтому, не умаляя
общности, можно считать, что спектр кольца 𝑅 связен.
Случай 1. 𝐼+ ̸= (0).
Мы утверждаем, что в этом случае выполнено более сильное включение:
𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) 6 𝑃 .
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Действительно, пусть 𝑔 ∈ 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)). Тогда 𝑔−1 ∈ 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)),
и по теореме 2 мы имеем
𝑔𝜆,𝜆0 ∈ 𝐼− = (0) ∀𝜆 ∈ Λ ∖ {𝜆0,−𝜆0}.
Далее, рассмотрим форму 𝑞 из леммы 21. Тот факт, что она равна нулю на векторах из
орбиты старшего веса, в частности, означает, что коэффициенты 𝑞𝜆,𝜆(= 𝑞(𝑣𝜆)) равны
нулю, откуда, с учетом того, что 𝑔*,𝜆0 = 𝑔𝜆,𝜆0𝑣𝜆0 + 𝑔−𝜆0,𝜆0𝑣−𝜆0 , получаем
𝑔𝜆,𝜆0𝑔−𝜆0,𝜆0 = ±𝑞(𝑔*,𝜆0) = 0.
При этом пара 𝑔𝜆0,𝜆0 ,𝑔−𝜆0,𝜆0 унимодулярна. Отсюда следует, что каждый простой
идеал кольца 𝑅 содержит ровно одни из элементов 𝑔𝜆0,𝜆0 и 𝑔−𝜆0,𝜆0 . Но мы предполо-
жили, что спектр кольца 𝑅 связен, значит один из этих элементов в обратим, а второй
(в силу равенства 𝑔𝜆0,𝜆0𝑔−𝜆0,𝜆0 = 0) равен нулю. По теореме 2 имеет место включение
𝑔−𝜆0,𝜆0𝐼
+ ⊆ 𝐼− = 0.
Поэтому элемент 𝑔−𝜆0,𝜆0 не обратим и, следовательно, равен нулю. То есть 𝑔 ∈ 𝑃 .
Случай 2. 𝐼+ = (0).
Пусть сначала 𝑔 ∈ 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)). Тогда 𝑔−1 ∈ 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)), и по
теореме 2 имеем
𝑔𝜆,𝜆0 ∈ 𝐼− = (0) ∀𝜆 ∈ Λ ∖ {𝜆0,−𝜆0},
𝑔𝜆0,𝜆 ∈ 𝐼+ = (0) ∀𝜆 ∈ Λ ∖ {𝜆0,−𝜆0}.
То же верно для 𝑔−1, поэтому для 𝜆 ∈ Λ ∖ {𝜆0,−𝜆0}
𝑔−𝜆0,𝜆 = ℎ(𝑔*,𝜆, 𝑣
𝜆0) = ℎ(𝑔𝑣𝜆, 𝑣𝜆0) = ℎ(𝑣𝜆, 𝑔−1𝑣𝜆0) = (𝑔−1)−𝜆,𝜆0 = 0,
где ℎ — форма из леммы 20. Аналогично получаем, что 𝑔𝜆,−𝜆0 = 0. Таким образом,
подмодуль, порожденный векторами 𝑣𝜆0 и 𝑣−𝜆0 , инвариантен относительно действия
группы 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)), и элемент 𝑔 действует на нем матрицей(︂
𝑔𝜆0,𝜆0 𝑔𝜆0,−𝜆0
𝑔−𝜆0,𝜆0 𝑔−𝜆0,−𝜆0
)︂
.
Рассуждая как в первом случае, мы получаем, что в каждом столбце и в каждой
строке этой матрицы один из элементов обратим, а второй равен нулю. Таким образом,
эта матрица имеет один из двух видов:(︂
𝑔𝜆0,𝜆0 0
0 𝑔−𝜆0,−𝜆0
)︂
или
(︂
0 𝑔𝜆0,−𝜆0
𝑔−𝜆0,𝜆0 0
)︂
.
Если
𝑔 ∈ [︀𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) , 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎))]︀ ,
то матрица должна иметь первый вид, то есть 𝑔−𝜆0,𝜆0 = 0 и 𝑔 ∈ 𝑃 . 
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8. Элементы корневого типа
Обозначим через R(−) наименьшую замкнутую подсхему (над Z) в 𝐺(Φ,−), такую
что для любого 𝑅 и любого ℎ ∈ 𝐺(Φ, 𝑅) мы имеем
𝑥𝛼1(1)
ℎ ∈ R(𝑅).
Разумеется, вместо 𝛼1 можно написать любой другой корень, так как все элементы
вида 𝑥𝛼(1) сопряжены с помощью элементов группы Вейля.
Элементы множества R(𝑅) мы будем называть элементами корневого типа.
Пусть Z[𝐺] — кольцо регулярных функций на схеме 𝐺(Φ,−), а Z[R] — кольцо ре-
гулярных функций на схеме R(−). Второе по определению является факторкольцом
первого, однако с помощью следующей леммы мы также будем рассматривать Z[R]
как подкольцо в Z[𝐺].
Будем обозначать через 𝑔gen ∈ 𝐺(Φ,Z[𝐺]) и 𝑟gen ∈ R(Z[R]) общие элементы соответ-
ствующих схем.
Лемма 22. Существует инъективное отображение.
𝑖 : 𝑍[R] → Z[𝐺],
такое что
𝑖(𝑟gen) = 𝑥𝛼1(1)
𝑔gen.
Доказательство. Набор отображений
𝐺(Φ, 𝑅) → R(𝑅)
𝑔 ↦→ 𝑥𝛼1(1)𝑔
задает морфизм схем 𝐺(Φ,−) → R(−). Возьмем в качестве 𝑖 соответствующий го-
моморфизм колец регулярных функций. Равенство 𝑖(𝑟gen) = 𝑥𝛼1(1)𝑔gen в этом случае
выполнено по определению. Остается доказать, что гомоморфизм 𝑖 инъективен.
Пусть 𝐼 = Ker 𝑖, и пусть ̃︀R(−) — подсхема в R(−) определенная идеалом 𝐼. Тогда по
определению 𝐼 имеем 𝑥𝛼1(1)𝑔gen ∈ ̃︀R(Z[𝐺]). Но тогда, в силу универсального свойства
𝑔𝑔𝑒𝑛, для любого 𝑅 и любого ℎ ∈ 𝐺(Φ, 𝑅) мы имеем 𝑥𝛼1(1)ℎ ∈ ̃︀R(𝑅). Однако, R(−)
— наименьшая подсхема с таким свойством. Значит, ̃︀R(−) совпадает с R(−), то есть
𝐼 = 0. 
Отметим несколько важных примеров элементов корневого типа.
Лемма 23. Пусть 𝑅 — коммутативное кольцо. Тогда
(1) 𝑥𝛼(𝑡) ∈ R(𝑅) для любых 𝛼 ∈ Φ, 𝑡 ∈ 𝑅. В частности, единичный элемент —
элемент корневого типа.
(2) Элемент, сопряженный с элементом корневого типа, является элементом
корневого типа.
(3) Пусть 𝛼,𝛽 ∈ Φ, такие что ∠(𝛼, 𝛽) = 𝜋
3
. Тогда
𝑥𝛼(𝜉)𝑥𝛽(𝜁) ∈ R(𝑅)
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Доказательство. (1) Достаточно разобрать случай, когда 𝑡 — свободная перемен-
ная (𝑅 = Z[𝑡]). Нам нужно проверить, что элемент 𝑥𝛼(𝑡) удовлетворяет неко-
торому набору уравнений. Поскольку кольцо Z[𝑡] вложено в кольцо Z[𝑡, 𝑡−1],
проверка не зависит от того в каком из этих колец мы находимся, а в груп-
пе 𝐺(Φ,Z[𝑡, 𝑡−1]) элемент 𝑥𝛼(𝑡) сопряжен с элементом 𝑥𝛼1(1), и, следовательно,
удовлетворяет нужным уравнениям.
(2) Достаточно доказать это для элемента (𝑟gen)𝑔gen ∈ 𝐺(Φ,Z[R] ⊗Z Z[𝐺]). Как и
в предыдущем пункте, нам достаточно инъективно отобразить наше кольцо в
другое кольцо так, чтобы элемент 𝑟gen (и следовательно (𝑟gen)𝑔gen) стал сопря-
жен с 𝑥𝛼1(1). Нам подойдет отображение
𝑖⊗ Z[𝐺] : Z[R]⊗Z Z[𝐺] → Z[𝐺]⊗Z Z[𝐺],
где 𝑖 взято из леммы 22. Его инъективность следует из инъективности 𝑖 и того
факта, что схема 𝐺(Φ,−) плоская, то есть Z[𝐺] — плоский Z-модуль.
(3) Рассуждая как в предыдущих пунктах, достаточно проверить это для кольца
𝑅 = Z[𝜉, 𝜁, 𝜁−1]. Заметим, что в группе SL(3, 𝑅).⎛⎝1 0 00 1 0
0 𝜉𝜁−1 1
⎞⎠⎛⎝1 𝜉 𝜁0 1 0
0 0 1
⎞⎠⎛⎝1 0 00 1 0
0 −𝜉𝜁−1 1
⎞⎠ =
⎛⎝1 0 𝜁0 1 0
0 0 1
⎞⎠ .
Отобразив соответствующим образом группу SL(3, 𝑅) в группу 𝐺(Φ, 𝑅), полу-
чаем, что элемент 𝑥𝛼(𝜉)𝑥𝛽(𝜁) сопряжен с элементом 𝑥𝛽(𝜁) и, соответственно, с
элементом 𝑥𝛼1(1).

Лемма 24. Каждый элемент корневого типа получается как экспонента от неко-
торого элемента алгебры Ли группы 𝐺(Φ, 𝑅), причем в терминах матриц в пред-
ставлении 𝑉 экспонента — это прибавление единичной матрицы.
Доказательство. Достаточно доказать это для элемента 𝑟gen ∈ R(Z[R]). Рассмотрим
Z[R] как подкольцо в Z[𝐺] (лемма 22). Тогда над кольцом Z[𝐺] элемент 𝑟gen становится
сопряжен с 𝑥𝛼1(1) и для него утверждение выполнено (вторая часть выполнена так как
представление микровесовое). Остается заметить, что вычитание единичной матрицы
не выводит из кольца Z[R], поэтому найденный элемент алгебры Ли на самом деле
существует над Z[R]. 
Лемма 25. Пусть 𝑔 ∈ R(𝑅). Тогда
(1) 𝑔𝜆,𝜇 = 0 для любой пары весов 𝜆, 𝜇, таких, что 𝑑(𝜆, 𝜇) > 2.
(2) 𝑔𝜆,𝜇 = ±𝑔𝜌,𝜎 для любых 𝜆, 𝜇, 𝜌, 𝜎 ∈ Λ таких, что 𝑑(𝜆, 𝜇) = 𝑑(𝜌, 𝜎) = 1 и
𝜆− 𝜇 = 𝜌− 𝜎.
Доказательство. Следует из леммы 24 и разложения Картана. 
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9. Извлечение элементарных корневых элементов
Нам понадобится следующая очевидная лемма.
Лемма 26. Пусть 𝜆 ∈ Λ и 𝛼,𝛽1,. . .,𝛽𝑘 ∈ Φ такие, что 𝜆 + 𝛼 /∈ Λ, и 𝜆 − 𝛽𝑖 ∈ Λ при
всех 𝑖. Тогда для любых 𝜁,𝜉1,𝜉𝑘 ∈ 𝑅 выполнено равенство[︃
𝑘∏︁
𝑖=1
𝑥𝛽𝑖(𝜉𝑖), 𝑥𝛼(𝜁)
]︃
=
𝑘∏︁
𝑖=1
[𝑥𝛽𝑖(𝜉𝑖), 𝑥𝛼(𝜁)].
9.1. Извлечение из подгрупп 𝑃 и 𝑃−. Следующее предложение следует из работы
[29]. Однако, в нашем случае доказательство совсем простое, и мы его приведем.
Предложение 2. Пусть 𝐻 — надгруппа 𝐸(∆, 𝑅).
(1) Пусть 𝐼+E𝑅 такой, что (𝐻∩𝑃 )∖𝐺(Φ,∆, 𝑅, (𝐼+, 0)) ̸= ∅. Тогда 𝐻 содержит
элемент вида 𝑥𝛼(𝜉), где 𝛼 ∈ Ω+ и 𝜉 ∈ 𝑅 ∖ 𝐼+.
(2) То же самое верно для 𝑃− и Ω−.
Доказательство. Докажем пункт 1, второй пункт доказывается аналогично.
Предположим противное, тогда первая компонента уровня 𝐻 содержится в 𝐼+. Не
умаляя общности, она равна 𝐼+ (если мы уменьшим 𝐼+ до этой компоненты, то пред-
положение останется в силе).
Пусть 𝑔 ∈ (𝐻 ∩ 𝑃 ) ∖𝐺(Φ,∆, 𝑅, (𝐼+, 0)), тогда 𝑔 = 𝑔1𝑔2, где 𝑔1 ∈ 𝑈 и 𝑔2 ∈ 𝐿. Пусть
𝑔1 =
𝑙∏︁
𝑖=1
𝑥𝛽′𝑖(𝜉𝑖), где 𝛽
′
𝑖 ∈ Ω+.
Так как 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 0)), не умаляя общности, считаем, что 𝜉1 /∈ 𝐼+. Возьмем
𝛼 ∈ ∆ такой, что 𝛽′1 + 𝛼 ∈ Φ (лемма 8). Тогда мы имеем
[𝑔1, 𝑥𝛼(1)] = [𝑔𝑔
−1
2 , 𝑥𝛼(1)] =
𝑔[𝑔−12 , 𝑥𝛼(1)] · [𝑔, 𝑥𝛼(1)] ∈ 𝐻,
поскольку 𝑔, 𝑥𝛼(1) ∈ 𝐻, и
[𝑔−12 , 𝑥𝛼(1)] ∈ [𝐿,𝐸(∆, 𝑅)] = [𝐺(Φ,∆, 𝑅, (0, 0)), 𝐸(Φ,∆, 𝑅, (0, 0))] = 𝐸(Φ,∆, 𝑅, (0, 0)) 6 𝐻.
С другой стороны по лемме 26 мы получаем, что
[𝑔1, 𝑥𝛼(1)] =
𝑙∏︁
𝑖=1
[𝑥𝛽′𝑖(𝜉𝑖), 𝑥𝛼(1)].
Не умаляя общности, нетривиальными коммутаторами являются первые 𝑘, то есть
[𝑔1, 𝑥𝛼(1)] =
𝑘∏︁
𝑖=1
𝑥𝛽𝑖(±𝜉𝑖), где 𝛽𝑖 = 𝛽′𝑖 + 𝛼.
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Таким образом, 𝐻 содержит элемент вида
𝑘∏︁
𝑖=1
𝑥𝛽𝑖(𝜉𝑖),
где 𝛽𝑖 ∈ Ω+ и 𝜉1 /∈ 𝐼+. Среди всех таких элементов в 𝐻 возьмем элементы с наи-
меньшим 𝑘, а среди них выберем элемент с наибольшей сумой 𝛽𝑖. Тогда ни одно 𝜉𝑖
не лежит в 𝐼+ (иначе соответствующие корневые элементы лежат в 𝐻, и их можно
убрать, уменьшив 𝑘), и все 𝛽𝑖 различны (иначе уменьшим 𝑘, воспользовавшись адди-
тивностью). Если хотя бы один из 𝛽𝑖 не является максимальным корнем, то мы можем
взять простой корень 𝛼𝑚 такой, что 𝛽𝑖 + 𝛼𝑚 ∈ Φ (𝛼𝑚 ̸= 𝛼(1), так как 𝛽𝑖 ∈ Ω+, поэтому
𝛼𝑚 ∈ ∆). В этом случае мы получаем, что элемент[︃
𝑘∏︁
𝑖=1
𝑥𝛽𝑖(𝜉1), 𝑥𝛼𝑚(1)
]︃
∈ 𝐻
по лемме 26 имеет такой же вид. При этом мы либо уменьшили 𝑘, либо оставили 𝑘
таким же, но увеличили сумму 𝛽𝑖, что противоречит нашему выбору.
Таким образом, наш элемент имел вид 𝑥𝛿(𝜉1), где 𝛿 — максимальный корень, а
𝜉1 /∈ 𝐼+. 
9.2. Извлечение из подгрупп 𝑃𝜆 и 𝑃−𝜆 .
Лемма 27. Пусть 𝐻 — надгруппа 𝐸(∆, 𝑅), уровня 𝜎 = (𝐼+, 𝐼−), и пусть 𝜆1 ∈ Λ1.
Тогда имеет место включение
𝐻 ∩ 𝑈𝜆1 ⊆ 𝐺(Φ,∆, 𝑅, 𝜎).
Доказательство. Пусть 𝑔 ∈ 𝐻 ∩ 𝑈𝜆1 ∖𝐺(Φ,∆, 𝑅, 𝜎).
Случай 1. 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Тогда мы имеем
𝑔 =
𝑙∏︁
𝑖=0
𝑥𝛽′𝑖(𝜉𝑖), где 𝛽
′
𝑖 ∈ Σ𝜆1 .
Можно считать, что 𝛽′0 = 𝜆1 − 𝜆0, и что 𝑥𝛽′1(𝜉1) /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)). Тогда 𝛽′1 ∈ Σ+𝜆1 и
𝜉1 /∈ 𝐼+.
По пункту 3 леммы 11 найдется 𝛾 ∈ ∆ ∩∆𝜆1 такой, что 𝛽1 + 𝛾 ∈ Φ (тогда на самом
деле 𝛽1 + 𝛾 ∈ Σ+𝜆1), но 𝛾 + 𝛽0 /∈ Φ. Тогда [𝑔, 𝑥𝛾(1)] ∈ 𝐻, но, с другой стороны по лемме
26 мы имеем
[𝑔, 𝑥𝛾(1)] =
𝑙∏︁
𝑖=0
[𝑥𝛽′𝑖(𝜉𝑖), 𝑥𝛾(1)] =
𝑙∏︁
𝑖=1
[𝑥𝛽′𝑖(𝜉𝑖), 𝑥𝛾(1)].
Не умаляя общности, нетривиальными коммутаторами являются первые 𝑘, то есть
[𝑔, 𝑥𝛾(1)] =
𝑘∏︁
𝑖=1
𝑥𝛽𝑖(±𝜉𝑖),
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где все 𝛽𝑖 лежат в Σ0𝜆1 ⊔ Σ+𝜆1 (так как по пункту 1 леммы 11 𝛽′0 — единственный
элемент Σ−𝜆1), причем 𝛽1 ∈ Σ+𝜆1 и 𝜉1 /∈ 𝐼+. Дальше можно рассуждать как в конце
доказательства предложения 2, чтобы прийти к противоречию.
Случай 2. 𝑔 ∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Аналогично
𝑔 =
𝑙∏︁
𝑖=0
𝑥𝛽′𝑖(𝜉𝑖).
Только на этот раз 𝜉𝑖 ∈ 𝐼+ (1 6 𝑖 6 𝑙), но 𝜉0 /∈ 𝐼−. Значит, все множители, кроме
первого, лежат в 𝐻, откуда получаем, что 𝑥𝛽′0(𝜉0) ∈ 𝐻, что противоречит тому, что
𝜉 /∈ 𝐼−. 
Лемма 28. Пусть 𝐼+ E𝑅, 𝜆1 ∈ Λ1, и пусть
𝑔 ∈ (𝑃𝜆1 ∩R(𝑅)) ∖𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)),
Тогда найдется 𝛾 ∈ (∆ ∩∆𝜆1)′ (смотри пункт 4 леммы 11) такой, что
𝑔𝑥𝛾(1)𝑔
−1 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Доказательство. Для начала докажем следующее утверждение:
𝑔𝐸((∆ ∩∆𝜆1)′, 𝑅)𝑔−1 ̸⊆ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Предположим противное. Наше предположение в точности означает, что группа
𝐸((∆ ∩ ∆𝜆1)′, 𝑅) стабилизирует прямую натянутую на ковектор 𝑔𝜆0*, по модулю 𝐼+.
Но эта группа совершенна (так как (∆ ∩∆𝜆1)′ — неприводимая система, отличная от
𝐴1), следовательно она должна стабилизировать сам ковектор.
Далее, так как 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)), найдется 𝜇 ∈ Λ ∖ {𝜆0} такой, что 𝑔𝜆0,𝜇 /∈ 𝐼+.
По лемме 25 𝜇 ∈ Λ1, и так как 𝑔 ∈ 𝑃𝜆1 , 𝜇 ̸= 𝜆1. Возьмем 𝜈 из пункта 4 леммы 11, и
положим ̃︀𝛾 = 𝜇− 𝜈 ∈ (∆ ∩∆𝜆1)′.
Из условия стабилизации ковектора 𝑔𝜆0* элементом 𝑥̃︀𝛾(1) получаем сравнение
(𝑔𝑥̃︀𝛾(1))𝜆0,𝜈 ≡ 𝑔𝜆0,𝜈 mod 𝐼+.
Но мы также имеем равенство
(𝑔𝑥̃︀𝛾(1))𝜆0,𝜈 = 𝑔𝜆0,𝜈 ± 𝑔𝜆0,𝜇.
Откуда получаем, что 𝑔𝜆0,𝜇 ∈ 𝐼+, что противоречит выбору 𝜇.
Тем самым, мы доказали, что для некоторого 𝛾 ∈ (∆ ∩∆𝜆1)′ и некоторого 𝑡 ∈ 𝑅
𝑔𝑥𝛾(𝑡)𝑔
−1 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Но мы также знаем, что
𝑔𝑥𝛾(𝑡)𝑔
−1 = 𝑒 + 𝑡(𝑔𝑥𝛾(1)𝑔−1 − 𝑒),
Откуда получаем, что
𝑔𝑥𝛾(1)𝑔
−1 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).

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Лемма 29. Пусть 𝜎 = (𝐼+, 𝐼−) — пара идеалов в 𝑅, пусть 𝜆1 ∈ Λ1, и пусть
𝑔 ∈ (𝐿𝜆1 ∩R(𝑅)) ∖𝐺(Φ,∆, 𝑅, 𝜎).
Тогда найдется 𝛾 ∈ Σ0𝜆1 такой, что 𝑔−1𝑥𝛾(1)𝑔 /∈ 𝐺(Φ,∆, 𝑅, 𝜎).
Доказательство. Случай 1. 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝑅, 𝐼−)).
Тогда для некоторого веса 𝜇 имеем 𝑔𝜇,𝜆0 /∈ 𝐼−. По пункту 1 леммы 25 𝜇 ∈ Λ1, и так
как 𝑔 ∈ 𝐿𝜆1 , то 𝜇 ̸= 𝜆1. Далее, пусть 𝑤 ∈ 𝑊 (Φ) — отражение относительно 𝜆0 − 𝜆1.
Заметим, что корни 𝜆0 − 𝜇 и 𝜆0 − 𝜆1 не ортогональны. Действительно, в противном
случае мы получаем, что
𝜆0 − 𝜇 = 𝑤(𝜆0 − 𝜇) = 𝜆1 − 𝑤(𝜇).
Затем, применяя пункт 2 леммы 25 и тот факт, что 𝑔 ∈ 𝐿𝜆1 , мы получаем, что 𝑔𝜇,𝜆0 =
𝑔𝑤(𝜇),𝜆1 = 0.
Таким образом, их скалярное произведение должно равняться единице (минус еди-
ницы быть не может, так как они оба из Ω+), и мы можем положить
𝛾 = 𝜆1 − 𝜇 = (𝜆0 − 𝜇)− (𝜆0 − 𝜆1) ∈ Φ.
По определению 𝛾 ∈ Σ𝜆1 , и так как 𝜇 ∈ Λ1, то 𝛾 ∈ Σ0𝜆1 . Покажем, что он подходит.
Действительно, столбец (𝑥𝛾(1)𝑔)*,𝜆0 не пропорционален столбцу 𝑥𝛾(1)𝑔*,𝜆0 по модулю
𝐼−, поскольку 𝑔𝜆1,𝜆0 = 0, но (𝑥𝛾(1)𝑔)𝜆1,𝜆0 /∈ 𝐼−. А это в точности означает, что
𝑔−1𝑥𝛾(1)𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝑅, 𝐼−)).
Случай 2. 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Тогда 𝑔−1 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)), то есть множество
𝑀 = {𝜇 ∈ Λ1 : 𝑔−1𝜆0,𝜇 /∈ 𝐼+}
не пусто.
Заведем на множестве 𝑀 отношение строгого порядка → положив
𝜇1 → 𝜇2 ⇔ ∃𝜀 ∈ 𝑅/𝐼 :
(︁
𝑔−1𝜆0,𝜇1 = 𝜀𝑔
−1
𝜆0,𝜇2
и 𝜀𝑔−1𝜆0,𝜇1 = 0
)︁
,
где верхняя черта означает образ в 𝑅/𝐼.
Транзитивность получается перемножением соответствующих 𝜀, антирефлексив-
ность имеет место по определению 𝑀 .
Пусть 𝜇 ∈𝑀 — максимальный (из которого не выходят стрелочки) элемент. Анало-
гично первому случаю получаем, что корень 𝛼 = 𝜆0 − 𝜇 дает единицу при скалярном
произведении с 𝜆0 − 𝜆1. Возьмем 𝛾 из пункта 5 леммы 11. Тогда 𝛼 + 𝛾 ∈ Ω+, и по
лемме 9 мы имеем
𝜈 = 𝜇− 𝛾 = 𝜆0 − (𝛼 + 𝛾) ∈ Λ.
Ясно, что на самом деле 𝜈 ∈ Λ1.
Предположим, что 𝑔−1𝑥𝛾(1)𝑔 ∈ 𝐺(Φ,∆, 𝑅, 𝜎). То есть элемент 𝑥𝛾(1) стабилизирует
прямую, натянутую на ковектор 𝑔−1𝜆0,*, по модулю 𝐼
+. Пусть он умножает этот ковектор
на (1 + 𝜀) ∈ 𝑅/𝐼+.
Покажем, что 𝜈 ∈𝑀 и 𝜇→ 𝜈. Тем самым мы получим противоречие.
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Во-первых, мы имеем
𝑔−1𝜆0,𝜈 ± 𝑔−1𝜆0,𝜇 = (𝑔−1𝜆0,*𝑥𝛾(1))𝜈 ≡ (1 + 𝜀)𝑔−1𝜆0,𝜈 mod 𝐼+,
То есть 𝑔−1𝜆0,𝜇 = (±𝜀)𝑔−1𝜆0,𝜈 . Из этого, в частности, следует, что 𝜈 ∈𝑀 .
Во-вторых, мы имеем
𝑔−1𝜆0,𝜇 = (𝑔
−1
𝜆0,*𝑥𝛾(1))𝜇 ≡ (1 + 𝜀)𝑔−1𝜆0,𝜇,
то есть 𝜀𝑔−1𝜆0,𝜇 = 0. Лемма доказана. 
Предложение 3. Пусть 𝐻 — надгруппа 𝐸(∆, 𝑅).
(1) Пусть 𝐼+ E𝑅, 𝜆1 ∈ Λ1, для которых найдется элемент
𝑔 ∈ (𝐻 ∩ 𝑃𝜆1 ∩R(𝑅)) ∖𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Тогда 𝐻 содержит элемент вида 𝑥𝛼(𝜉), где 𝛼 ∈ Ω+ и 𝜉 ∈ 𝑅 ∖ 𝐼+.
(2) То же самое верно для 𝑃−𝜆1 и Ω
−.
Доказательство. Докажем пункт 1, второй пункт доказывается аналогично.
Предположим противное, тогда первая компонента уровня 𝐻 содержится в 𝐼+. Не
умаляя общности она равна 𝐼+ (если мы уменьшим 𝐼+ до этой компоненты, то пред-
положение останется в силе). Пусть 𝐼− — вторая компонента уровня, и 𝜎 = (𝐼+, 𝐼−).
По лемме 28 элемент 𝑔1 = 𝑔𝑥𝛾1(1)𝑔−1 удовлетворяет тем же предположениям, что и
𝑔, при подходящем 𝛾1 ∈ (∆ ∩∆𝜆1)′.
Пусть 𝑔 = 𝑢𝑙 и 𝑔1 = 𝑢1𝑙1, где 𝑙, 𝑙1 ∈ 𝐿𝜆1 и 𝑢, 𝑢1 ∈ 𝑈𝜆1 . Тогда, беря в определении 𝑔1
проекцию на 𝐿𝜆1 , получаем, что
𝑙1 = 𝑙
−1𝑥𝛾1(1)𝑙 ∈ R(𝑅).
Случай 1. 𝑙1 /∈ 𝐺(Φ,∆, 𝑅, 𝜎).
Тогда, применив лемму 29, мы находим элемент
ℎ = 𝑙−11 𝑥𝛾2(1)𝑙1 ∈ 𝑈𝜆1 ∖𝐺(Φ,∆, 𝑅, 𝜎).
При этом, в силу абелевости 𝑈𝜆1 , мы получаем, что ℎ = 𝑔
−1
1 𝑥𝛾2(1)𝑔1 ∈ 𝐻. Применяя
лемму 27, получаем противоречие.
Случай 2. 𝑙1 ∈ 𝐺(Φ,∆, 𝑅, 𝜎).
Тогда, применив еще раз лемму 28, мы получаем элемент 𝑔2 = 𝑔1𝑥𝛾2(1)𝑔
−1
1 , удо-
влетворяющий тем же предположениям, что и исходный элемент 𝑔. Пусть 𝑔2 = 𝑢2𝑙2,
также как и для элемента 𝑔1, мы получаем, что 𝑙2 = 𝑙1𝑥𝛾2(1)𝑙
−1
1 . По предположению
𝑙1 ∈ 𝐺(Φ,∆, 𝑅, 𝜎), и тогда по лемме 19
𝑙2 ∈ 𝐸(Φ,∆, 𝑅, 𝜎) ⊆ 𝐻 ∩𝐺(Φ,∆, 𝑅, 𝜎).
Значит, 𝑢2 ∈ 𝐻 ∖𝐺(Φ,∆, 𝑅, 𝜎), и мы снова можем применить лемму 27. 
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9.3. Извлечение из конгруэнц-подгруппы уровня нильпотентного идеала.
Лемма 30. Пусть 𝑆 — коммутативное кольцо и 𝐼 E 𝑆 — идеал такие, что
(1) 𝐼2 = 0
(2) Идеал 𝐼 конечно порожден.
(3) Как абелева группа 𝑆 = Z⊕ 𝐼, где (1, 0) — это единица кольца 𝑆.
(4) Идеал 𝐼 как абелева группа не имеет кручения.
И пусть 𝜉 ∈ 𝐼 ∖ {0}. Тогда найдется гомоморфизм колец
𝜙 : 𝑆 → C[𝜀]/(𝜀2)
такой, что 𝜙(𝜉) ̸= 0.
Доказательство. Так как идеал 𝐼 сам на себя действует нулем, из его конечнопорож-
денности как идеала следует, что он конечно порожден как абелева группа. Значит,
как абелева группа
𝐼 ≃
𝑁⨁︁
𝑖=1
Z.
Ясно, что любая подгруппа подгруппа 𝐼 является идеалом. Выбрав прямое слагае-
мое, проекция 𝜉 на которое не равна нулю, и отфакторизовав по сумме всех остальных,
можно считать, что 𝑁 = 1. В этом случае
𝑆 ≃ Z[𝜀]/(𝜀2),
что естественным образом вкладывается в C[𝜀]/(𝜀2). 
Лемма 31. Пусть 𝑅 — произвольное коммутативное кольцо, и B E 𝑅 — идеал
такой, что B2 = 0. И пусть
𝑔 ∈ 𝐺(Φ, 𝑅,B).
Тогда 𝑔𝜆0,𝜇0 = 0 для любой пары весов 𝜆0, 𝜇0, таких, что 𝑑(𝜆0, 𝜇0) > 2.
Доказательство. Рассмотрим кольцо̃︀𝑆 = Z[{𝑎𝜆,𝜇}𝜆,𝜇∈Λ]/⟨{𝑎𝜆,𝜇𝑎𝜆′,𝜇′ : 𝜆, 𝜇, 𝜆′, 𝜇′ ∈ Λ}⟩,
и идеал ̃︀𝐼 E ̃︀𝑆 порожденный всеми 𝑎𝜆𝜇. Ясно, что они удовлетворяют условию преды-
дущей леммы.
Положим 𝑆 = Z[𝐺]/𝐼2aug, и 𝐼 = 𝐼aug/𝐼2aug, где 𝐼aug — аугментационный идеал. Также
положим
𝜋 : ̃︀𝑆 → 𝑆
𝑎𝜆,𝜇 ↦→ (𝑔gen)𝜆,𝜇 − 𝛿𝜆,𝜇.
Докажем, что пара 𝑆,𝐼 удовлетворяет условиям предыдущей леммы. Первые дав
условия очевидны, третье выполнено, так как гомоморфизм аугментации осуществ-
ляет расщепление, остается показать, что 𝐼 не имеет кручения как абелева группа.
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Схема 𝐺(Φ,−) гладкая, 𝜋 сюръективен и (Ker 𝜋)2 = 0, следовательно гомоморфизм
редукции
𝜋* : 𝐺(Φ, ̃︀𝑆) → 𝐺(Φ, 𝑆)
сюръективен (смотри [24] параграф 4, пункт 4.6, положить 𝑘 = Z). Следовательно,
найдется матрица
𝑒 + (𝑏𝜆,𝜇) ∈ 𝐺(Φ, ̃︀𝑆)
такая, что 𝜋(𝛿𝜆,𝜇 + 𝑏𝜆,𝜇) = (𝑔gen)𝜆,𝜇. В частности, 𝑏𝜆,𝜇 ∈ ̃︀𝐼, и, значит, корректно опреде-
лен гомоморфизм колец
𝑖 : 𝑆 → ̃︀𝑆
(𝑔gen)𝜆,𝜇 ↦→ 𝑏𝜆,𝜇 + 𝛿𝜆,𝜇.
Тогда гомоморфизм абелевых групп
𝑖|𝐼 : 𝐼 → ̃︀𝐼
является правым обратным к 𝜋|̃︀𝐼 , значит 𝐼 изоморфна прямому слагаемому ̃︀𝐼 и, зна-
чит, не имеет кручения.
Из условия следует, что корректно определен гомоморфизм
𝜓 : 𝑆 → 𝑅
(𝑔gen)𝜆,𝜇 ↦→ 𝑔𝜆,𝜇.
Пусть теперь веса 𝜆0,𝜇0 такие, что 𝑑(𝜆0, 𝜇0) > 2. Докажем, что 𝑔𝜆0,𝜇0 = 0. Для этого
достаточно доказать, что (𝑔gen)𝜆0,𝜇0 = 0. Предположим противное, тогда по предыду-
щей лемме найдется гомоморфизм колец
𝜙 : 𝑆 → C[𝜀]/(𝜀2)
такой, что 𝜙((𝑔gen)𝜆,𝜇) ̸= 0. Матрица 𝑔gen лежит в 𝐺(Φ, 𝑆, 𝐼). Из того, что 𝐼2 = 0,
следует что 𝜙(𝐼) лежит в идеале, порожденном 𝜀, значит
𝜙*(𝑔gen) ∈ 𝐺(Φ,C[𝜀]/(𝜀2), (𝜀)) = Lie(𝐺(Φ,−)C).
Эта алгебра Ли допускает разложение Картана, то есть матрица (𝜙(𝑎𝜆,𝜇)) есть линей-
ная комбинация элементарных корневых и диагональных элементов этой алгебры.
Поэтому, в силу того, что 𝑑(𝜆0, 𝜇0) > 2, ее элемент 𝜙((𝑔gen)𝜆,𝜇) равен 0, что противо-
речит выбору 𝜙. 
Предложение 4. Пусть 𝐻 — надгруппа 𝐸(∆, 𝑅).
(1) Пусть (𝐻 ∩ 𝐺(Φ, 𝑅,B)) ∖ 𝑃− ̸= ∅, где B E 𝑅 такой, что B2 = 0. Тогда 𝐻
содержит элемент вида 𝑥𝛼(𝜉), где 𝛼 ∈ Ω+ и 𝜉 ̸= 0.
(2) То же самое верно для 𝑃 и Ω−.
Доказательство. Докажем пункт 1, второй пункт доказывается аналогично.
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Пусть 𝑔 ∈ (𝐻 ∩𝐺(Φ, 𝑅,B)) ∖𝑃−. Так как 𝑔 /∈ 𝑃−, найдется 𝜆1 ∈ Λ ∖ {𝜆0} такой, что
𝑔𝜆0,𝜆1 ̸= 0. По предыдущей лемме 𝜆1 ∈ Λ1. Возьмем 𝛼 ∈ ∆ такой, что 𝜆1 + 𝛼 = 𝜈 ∈
Λ1(лемма 12). Если мы докажем, что
ℎ = 𝑔𝑥𝛼(1)𝑔
−1 ∈ (𝐻 ∩ 𝑃𝜆1) ∖ 𝑃−,
то получим желаемый результат по предложению 3.
Докажем, что 𝑥𝛼(1) стабилизирует прямую, натянутую на вектор (𝑔−1)*,𝜆1 .
Действительно, мы имеем
(𝑥𝛼(1)(𝑔
−1)*,𝜆1)𝜇 =
{︃
(𝑔−1)𝜇,𝜆1 𝜇 + 𝛼 /∈ Φ,
(𝑔−1)𝜇,𝜆1 ± (𝑔−1)𝜇+𝛼,𝜆1 𝜇 + 𝛼 ∈ Φ.
Заметим, что, так как 𝜆1 + 𝛼 ∈ Λ, во втором случае по лемме 10 либо 𝜇 = 𝜆1, либо
𝑑(𝜇 + 𝛼, 𝜆1) > 2 и тогда (𝑔−1)𝜇+𝛼,𝜆1 = 0 по предыдущей лемме. Таким образом,
(𝑥𝛼(1)(𝑔
−1)*,𝜆1)𝜇 =
{︃
(𝑔−1)𝜇,𝜆1 𝜇 ̸= 𝜆1,
(𝑔−1)𝜆1,𝜆1 ± (𝑔−1)𝜈,𝜆1 𝜇 = 𝜆1.
То есть, в силу того что B2 = 0, мы получаем, что
𝑥𝛼(1)(𝑔
−1)*,𝜆1 = (𝑔
−1)*,𝜆1 ± (𝑔−1)𝜈,𝜆1𝑣𝜆1 = (𝑔−1)*,𝜆1(1± (𝑔−1)𝜈,𝜆1).
Таким образом, ℎ ∈ 𝑃𝜆1 .
Наконец, пусть 𝑤 такая строка, что
𝑔𝜆0,*𝑥𝛼(1) = 𝑔𝜆0,* + 𝑤.
Тогда 𝑤𝜇 ∈ B для всех 𝜇 ∈ Λ (𝜆0 − 𝛼 /∈ Λ, так как 𝛼 ∈ ∆). При этом 𝑤𝜈 = ±𝑔𝜆0,𝜆1 ̸= 0.
Тогда, в силу того, что 𝑔−1 ∈ 𝐺(Φ, 𝑅,B), мы получаем, что
ℎ𝜆0,𝜈 = (𝑔𝜆0,*𝑔
−1 + 𝑤𝑔−1)𝜈 = 0 + 𝑤𝜈 ̸= 0.
Таким образом, ℎ /∈ 𝑃−. 
10. 𝐴2-доказательство
Идея следующего рассуждения заимствованна из работы [12].
Лемма 32. Пусть 𝑔 ∈ R(𝑅) и 𝜆1 ∈ Λ. Для каждой пары весов 𝜇,𝜈 ∈ Λ таких, что
𝑑(𝜆1, 𝜇) = 𝑑(𝜆1, 𝜈) = 𝑑(𝜇, 𝜈) = 1, положим
𝑥(𝜇, 𝜈) = 𝑥𝛼(𝑐𝜇,𝛼 · 𝑔𝜈,𝜆1)𝑥𝛽(−𝑐𝜈,𝛽 · 𝑔𝜇,𝜆1),
где 𝛼 = 𝜆1 − 𝜇 и 𝛽 = 𝜆1 − 𝜈.
Тогда
(1) Элемент 𝑥(𝜇, 𝜈) стабилизирует столбец 𝑔*,𝜆1.
(2) Имеет место равенство
𝑔−1𝑥(𝜇, 𝜈)𝑔 = 𝑥(𝜇, 𝜈) + [𝑥(𝜇, 𝜈), 𝑔]ring,
где [·, ·]ring — это кольцевой коммутатор матриц.
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Доказательство. (1) Подействуем элементом 𝑥𝛽(−𝑐𝜈,𝛽 · 𝑔𝜇,𝜆1) на столбец 𝑔*,𝜆1
(𝑥𝛽(−𝑐𝜈,𝛽 · 𝑔𝜇,𝜆1)𝑔*,𝜆1)𝜌 =
{︃
𝑔𝜌,𝜆1 𝜌− 𝛽 /∈ Λ,
𝑔𝜌,𝜆1 − 𝑐𝜌−𝛽,𝛽𝑐𝜈,𝛽 · 𝑔𝜇,𝜆1𝑔𝜌−𝛽,𝜆1 𝜌− 𝛽 ∈ Λ,
при этом, если выполнено второе, то по лемме 10 либо 𝜌 = 𝜆1, либо 𝑑(𝜌−𝛽, 𝜆1) >
2, и тогда по лемме 25 𝑔𝜌−𝛽,𝜆1 = 0. Таким образом, мы имеем
𝑥𝛽(−𝑐𝜈,𝛽 · 𝑔𝜇,𝜆1)𝑔*,𝜆1 = 𝑔*,𝜆1 − 𝑔𝜇,𝜆1𝑔𝜈,𝜆1𝑣𝜆1 .
Аналогично, применяя 𝑥𝛼(𝑐𝜇,𝛼 · 𝑔𝜈,𝜆1) к полученному столбцу, мы получаем ис-
ходный столбец 𝑔*,𝜆1 .
(2) Достаточно рассмотреть случай 𝑅 = Z[R] и 𝑔 = 𝑟gen. Так как доказываемое
утверждение представляет собой полиномиальное равенство, мы можем увели-
чить кольцо до Z[𝐺] с помощью леммы 22 и затем до Z[𝐺][1
2
].
Пусть ̃︀𝑥 = 𝑥(𝜇, 𝜈)−𝑒 и ̃︀𝑟 = 𝑟gen−𝑒 — соответствующие элементы алгебры Ли
(смотри лемму 24). Здесь нужно заметить, что ∠(𝛼, 𝛽) = 𝜋
3
, так как 𝛼 − 𝛽 =
𝜈 − 𝜇 ∈ Φ. Значит, 𝑥(𝜇, 𝜈) ∈ R(𝑅) по лемме 23. Тогда из леммы 24 получаем
равенство
𝑟−1gen𝑥(𝜇, 𝜈)𝑟gen = 𝑒 + exp(− ad ̃︀𝑟)̃︀𝑥 = 𝑥(𝜇, 𝜈) + [̃︀𝑥, ̃︀𝑟]ring + 12(ad ̃︀𝑟)2̃︀𝑥 = 𝑥(𝜇, 𝜈)+
+[𝑥(𝜇, 𝜈), 𝑟gen]ring +
1
2
(ad ̃︀𝑟)2̃︀𝑥.
Далее заметим, что для любого элемента 𝑦 нашей алгебры Ли выполнено равен-
ство (ad 𝑒𝛼1)2𝑦 = 𝜉𝑦𝑒𝛼1 для некоторого 𝜉𝑦 ∈ 𝑅, где 𝑒𝛼1 = 𝑥𝛼1(1)− 𝑒 — корневой
элемент. Это равенство получается из разложения Картана для 𝑦 и раскры-
тия скобок (единственное не нулевое слагаемое получается из коэффициента
при 𝑒−𝛼1). Сопрягая это равенство элементом 𝑔gen, мы получаем аналогичное
утверждение для 𝑟gen. Таким образом, мы имеем равенство
𝑟−1gen𝑥(𝜇, 𝜈)𝑟gen = 𝑥(𝜇, 𝜈) + [𝑥(𝜇, 𝜈), 𝑟gen]ring + 𝜉̃︀𝑟 (*)
для некоторого 𝜉 ∈ Z[𝐺][1
2
]. Мы утверждаем, что на самом деле 𝜉 = 0. Дей-
ствительно, сравним 𝜆1-ые столбцы левой и правой части части равенства (*).
Из первого пункта следует равенство
(𝑟−1gen𝑥(𝜇, 𝜈)𝑟gen)*,𝜆1 = 𝑣𝜆1 ,
а также равенство
(𝑥(𝜇, 𝜈)𝑟gen)*,𝜆1 = (𝑟gen)𝜆1 ,
Далее, несложно видеть, что элемент 𝑥(𝜇, 𝜈) также стабилизирует столбец 𝑣𝜆1 .
Поэтому 𝑥(𝜇, 𝜈)*,𝜆1 = 𝑣𝜆1 . Наконец, при вычислении произведения 𝑟𝑔𝑒𝑛𝑥(𝜇, 𝜈)
мы видим, что матрица 𝑥(𝜇, 𝜈) действует на каждую строку матрицы 𝑟𝑔𝑒𝑛, не
меняя элемент в столбце с индексом 𝜆1 (𝜆1−𝛼 и 𝜆1−𝛽 лежат в Λ, значит 𝜆1+𝛼
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и 𝜆1 + 𝛽 не лежат в Λ, потому что представление микровесовое), то есть мы
имеем
(𝑟𝑔𝑒𝑛𝑥(𝜇, 𝜈))*,𝜆1 = (𝑟gen)𝜆1 .
Таким образом, мы получаем равенство
𝑣𝜆1 = 𝑣𝜆1 + (𝑟gen)𝜆1 − (𝑟gen)𝜆1 + 𝜉̃︀𝑟*,𝜆1 ,
то есть 𝜉̃︀𝑟*,𝜆1 = 0.
В кольце Z[𝐺][1
2
] нет делителей нуля, и столбец ̃︀𝑟*,𝜆1 ненулевой. Значит, 𝜉 = 0,
и равенство (*) дает то, что нам нужно.

Лемма 33. Пусть 𝑔 ∈ R(𝑅) и 𝜆1 ∈ Λ. Пусть 𝜇 ∈ Λ такой, что 𝑑(𝜆1, 𝜇) = 1, и 𝜉 ∈ 𝑅
такой, что 𝜉𝑔𝜇,𝜆1 = 0. Тогда элемент 𝑥𝛼(𝜉), где 𝛼 = 𝜆1 − 𝜇, стабилизирует столбец
𝑔*,𝜆1.
Доказательство. Мы имеем
(𝑥𝛼(𝜉)𝑔*,𝜆1)𝜌 =
{︃
𝑔𝜌,𝜆1 𝜌− 𝛼 /∈ Λ,
𝑔𝜌,𝜆1 ± 𝜉𝑔𝜌−𝛼,𝜆1 𝜌− 𝛼 ∈ Λ,
при этом, если выполнено второе, то по лемме 10 либо 𝜌 = 𝜆1, либо 𝑑(𝜌 − 𝛼, 𝜆1) > 2,
и тогда по лемме 25 𝑔𝜌−𝛼,𝜆1 = 0. Таким образом, мы получаем, что
𝑥𝛼(𝜉)𝑔*,𝜆1 = 𝑔*,𝜆1 ± 𝜉𝑔𝜇,𝜆1𝑣𝜆1 = 𝑔*,𝜆1 .

Введем некоторые обозначения. С каждым элементом 𝑔 ∈ R(𝑅) и весом 𝜆1 ∈ Λ1
свяжем четыре идеала кольца 𝑅
A(𝑔, 𝜆1) = ⟨{𝑔𝜇,𝜆1 : 𝜇 ∈ Λ1 ∖ {𝜆1}}⟩,
B(𝑔, 𝜆1) = ⟨𝑔𝜆0,𝜆1⟩,
A′(𝑔, 𝜆1) = ⟨{𝑔𝜆1,𝜇 : 𝜇 ∈ Λ1 ∖ {𝜆1}}⟩,
B′(𝑔, 𝜆1) = ⟨𝑔𝜆1,𝜆0⟩.
Предложение 5. Пусть 𝐻— надгруппа 𝐸(∆, 𝑅) уровня 𝜎 = (𝐼+, 𝐼−), 𝑔 ∈ R(𝑅) ∩𝐻,
и 𝜆1 ∈ Λ1. Тогда
(1) A(𝑔, 𝜆1)B(𝑔, 𝜆1) ⊆ 𝐼+.
(2) Если 𝐼+ = 0,то (B(𝑔, 𝜆1))3 = (0).
(3) A′(𝑔, 𝜆1)B′(𝑔, 𝜆1) ⊆ 𝐼−.
(4) Если 𝐼− = 0,то (B′(𝑔, 𝜆1))3 = (0).
Доказательство. (1) Пусть 𝜈 ∈ Λ1∖{𝜆1}, докажем, что 𝑔𝜈,𝜆1𝑔𝜆0,𝜆1 ∈ 𝐼+. Достаточно
разобрать случай, когда 𝑑(𝜈, 𝜆1) = 1, поскольку иначе 𝑔𝜈,𝜆1 = 0 по лемме 25.
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Возьмем вес 𝜇 из пункта 2 леммы 12. Пусть 𝛼 = 𝜆1 − 𝜇, 𝛽 = 𝜆1 − 𝜈 и 𝑥(𝜇, 𝜈)
такой, как в лемме 32. Тогда из этой леммы следует, что элемент 𝑔−1𝑥(𝜇, 𝜈)𝑔
стабилизирует 𝑣𝜆1 (то есть лежит в 𝑃𝜆1).
По лемме 23 этот элемент лежит в R(𝑅). Также он лежит в 𝐻 (действитель-
но, так как 𝜆1, 𝜇, 𝜈 ∈ Λ1, то 𝛼, 𝛽 ∈ ∆, следовательно 𝑥(𝜇, 𝜈) ∈ 𝐻). Если он
лежит в 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)), то по предложению 3 группа 𝐻 не может иметь
уровень 𝜎. Значит, он лежит в 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)), и тогда из пункта 2 леммы
32 мы получаем сравнение
(𝑔𝑥(𝜇, 𝜈))𝜆0,𝜇 ≡ (𝑥(𝜇, 𝜈)𝑔)𝜆0,𝜇 mod 𝐼+. (1)
Посчитаем левую часть сравнения (1). Заметим, что 𝜇 − 𝛽 /∈ Λ, потому что
иначе по лемме 10, в силу того, что 𝜆1 + 𝛽 ∈ Λ, мы бы получили, что ли-
бо 𝑑(𝜆1, 𝜇) > 2, либо 𝜇 = 𝜈, что противоречит выбору 𝜇. Значит, выполнено
равенство
𝑔𝑥(𝜇, 𝜈)𝑣𝜇 = 𝑔𝑥𝛼(±𝑔𝜈,𝜆1)𝑥𝛽(±𝑔𝜇,𝜆1)𝑣𝜇 = 𝑔𝑥𝛼(±𝑔𝜈,𝜆1)𝑣𝜇 = 𝑔(𝑣𝜇 ± 𝑔𝜈,𝜆1𝑣𝜆1),
откуда мы получаем равенство
(𝑔𝑥(𝜇, 𝜈))𝜆0,𝜇 = 𝑔𝜆0,𝜇 ± 𝑔𝜈,𝜆1𝑔𝜆0,𝜆1 .
Теперь посчитаем правую часть сравнения (1). Заметим, что 𝜆0−𝛼 /∈ Λ, потому
что 𝛼 ∈ ∆. Значит, выполнено равенство
(𝑥𝛼(±𝑔𝜈,𝜆1)𝑥𝛽(±𝑔𝜇,𝜆1)𝑔)𝜆0,𝜇 = (𝑥𝛽(±𝑔𝜇,𝜆1)𝑔)𝜆0,𝜇.
Аналогично 𝜆0 − 𝛽 не лежит в Λ, откуда получаем равенство
(𝑥𝛽(±𝑔𝜇,𝜆1)𝑔)𝜆0,𝜇 = 𝑔𝜆0,𝜇.
Таким образом, сравнение (1) в точности говорит нам, что 𝑔𝜈,𝜆1𝑔𝜆0,𝜆1 ∈ 𝐼+.
(2) Докажем, что (𝑔𝜆0,𝜆1)3 = 0.
Возьмем вес 𝜇 из пункта 1 леммы 12. Пусть 𝛼 = 𝜆1 − 𝜇, и 𝑥 = 𝑥𝛼(𝑔𝜆0,𝜆1).
По ранее доказанному 𝑔𝜆0,𝜆1𝑔𝜇,𝜆1 = 0. Тогда из леммы 33 следует, что элемент
𝑔−1𝑥𝑔 стабилизирует 𝑣𝜆1 . Также он лежит в 𝐻 ∩R(𝑅). Если он не лежит в 𝑃−
(то есть в 𝐺(Φ,∆, 𝑅, (0, 𝑅))), то по предложению 3 группа 𝐻 не может иметь
уровень 𝜎 (поскольку 𝐼+ = 0). Значит, он лежит в 𝑃−, то есть матрица 𝑥
стабилизирует прямую, натянутую на ковектор 𝑔−1𝜆0,*. Пусть она умножает этот
ковектор на (1 + 𝜀). Тогда, во-первых, мы имеем
(1 + 𝜀)(𝑔−1)𝜆0,𝜆1 = (𝑔
−1)𝜆0,𝜆1 ,
то есть 𝜀(𝑔−1)𝜆0,𝜆1 = 0. А во-вторых, мы имеем
(1 + 𝜀)(𝑔−1)𝜆0,𝜇 = (𝑔
−1𝑥))𝜆0,𝜇 = (𝑔
−1)𝜆0,𝜇 ± (𝑔−1)2𝜆0,𝜆1 ,
то есть 𝜀(𝑔−1)𝜆0,𝜇 = ±(𝑔−1)2𝜆0,𝜆1 . Таким образом, мы получаем равенство
(𝑔−1)3𝜆0,𝜆1 = ±𝜀(𝑔−1)𝜆0,𝜇(𝑔−1)𝜆0,𝜆1 = 0.
Остается заметить, что, в силу леммы 24, мы имеем (𝑔−1)𝜆0,𝜆1 = −𝑔𝜆0,𝜆1 .
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Пункты 3 и 4 доказываются аналогично. 
Следствие 3. Пусть 𝐼 — идеал в 𝑅, и 𝐻 — надгруппа 𝐸(∆, 𝑅) уровня 𝜎 = (𝐼+, 𝐼−).
Тогда для уровня 𝜌𝐼(𝐻) как надгруппы 𝐸 (∆, 𝑅/𝐼) имеем
lev(𝜌𝐼(𝐻)) = (𝜌𝐼(𝐼
+), 𝜌𝐼(𝐼
−)).
Доказательство. Включение правой части в левую очевидно, докажем обратное
включение.
Предположим противное. Не умаляя общности, включение нарушилось для первой
компоненты, то есть для некоторого 𝑔 ∈ 𝐻, 𝜉 ∈ 𝑅/𝐼 такого, что 𝜉 /∈ 𝜌𝐼(𝐼+), и 𝛼 ∈ Ω+
выполнено равенство 𝜌𝐼(𝑔) = 𝑥𝛼(𝜉).
Пусть 𝜈 = 𝜆0 − 𝛼 ∈ Λ1 (лемма 9). Возьмем 𝛽 ∈ ∆ такой, что 𝛼 + 𝛽 ∈ Φ (лемма 8).
Тогда 𝛼 + 𝛽 ∈ Ω+ и 𝜆1 = 𝜆0 − 𝛼− 𝛽 ∈ Λ1.
Положим ℎ = (𝑥𝛽(1))𝑔. Ясно, что ℎ ∈ 𝐻 ∩R(𝑅). При этом мы имеем
𝜌B(ℎ) = (𝑥𝛽(1))
𝑥𝛼(𝜉) = 𝑥𝛽(−1) · [𝑥𝛽(1), 𝑥𝛼(−𝜉)] = 𝑥𝛽(−1)𝑥𝛼+𝛽(±𝜉)
По предыдущему предложению ℎ𝜈,𝜆1ℎ𝜆0,𝜆1 ∈ 𝐼+. И тогда тем более 𝜌B(ℎ)𝜈,𝜆1𝜌B(ℎ)𝜆0,𝜆1 ∈
𝜌𝐼(𝐼
+). С другой стороны, имеет место равенство
𝜌B(ℎ)𝑣
𝜆 = 𝑥𝛽(−1)𝑥𝛼+𝛽(±𝜉)𝑣𝜆 = 𝑥𝛽(−1)(𝑣𝜆 ± 𝜉𝑣𝜆+𝛼+𝛽) =
=
{︃
𝑣𝜆 ± 𝜉𝑣𝜆+𝛼+𝛽 ± 𝑣𝜆+𝛽 𝜆 + 𝛼 + 2𝛽 /∈ Λ,
𝑣𝜆 ± 𝜉𝑣𝜆+𝛼+𝛽 ± 𝑣𝜆+𝛽 ± 𝜉𝑣𝜆+𝛼+2𝛽 𝜆 + 𝛼 + 2𝛽 ∈ Λ.
В любом случае мы получаем, что 𝜌B(ℎ)𝜆+𝛽+𝛼,𝜆 = ±𝜉 и 𝜌B(ℎ)𝜆+𝛽,𝜆 = ±1. Значит,
𝜉 ∈ 𝜌𝐼(𝐼+), что противоречит предположению. 
11. Элементы корневого типа в надгруппе
Лемма 34. Пусть 𝜎 = (𝐼+, 𝐼−) — пара идеалов и пусть 𝑔 ∈ R(𝑅) ∖ 𝐺(Φ,∆, 𝑅, 𝜎).
Тогда найдется 𝛾 ∈ ∆ такой, что
𝑔𝑥𝛾(1)𝑔
−1 /∈ 𝐺(Φ,∆, 𝑅, 𝜎).
Доказательство. Не умаляя общности, 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)). Для начала, докажем
следующее утверждение:
𝑔𝐸(∆, 𝑅)𝑔−1 ̸⊆ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Предположим противное. Наше предположение в точности означает, что группа
𝐸(∆, 𝑅) стабилизирует прямую, натянутую на ковектор 𝑔𝜆0*, по модулю 𝐼+. Но эта
группа совершенна, следовательно она должна стабилизировать сам ковектор.
Далее, так как 𝑔 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)), найдется 𝜇 ∈ Λ ∖ {𝜆0} такой, что 𝑔𝜆0,𝜇 /∈ 𝐼+.
По лемме 25 𝜇 ∈ Λ1. Возьмем ̃︀𝛾 ∈ ∆ такой, что
𝜈 = 𝜇 + ̃︀𝛾 ∈ Λ1
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(применить лемму 8 для 𝛽 = 𝜆0 − 𝜈).
Так как элемент 𝑥̃︀𝛾(1) стабилизирует ковектор 𝑔𝜆0*, мы получаем сравнение
(𝑔𝑥̃︀𝛾(1))𝜆0,𝜈 ≡ 𝑔𝜆0,𝜈 mod 𝐼+.
Но мы также имеем
(𝑔𝑥̃︀𝛾(1))𝜆0,𝜈 = 𝑔𝜆0,𝜈 ± 𝑔𝜆0,𝜇.
Откуда 𝑔𝜆0,𝜇 ∈ 𝐼+, что противоречит выбору 𝜇.
Тем самым, мы доказали, что для некоторого 𝛾 ∈ ∆ и некоторого 𝑡 ∈ 𝑅
𝑔𝑥𝛾(𝑡)𝑔
−1 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).
Но мы также знаем, что
𝑔𝑥𝛾(𝑡)𝑔
−1 = 𝑒 + 𝑡(𝑔𝑥𝛾(1)𝑔−1 − 𝑒),
Откуда мы получаем, что
𝑔𝑥𝛾(1)𝑔
−1 /∈ 𝐺(Φ,∆, 𝑅, (𝐼+, 𝑅)).

Предложение 6. Пусть 𝐻 — надгруппа 𝐸(∆, 𝑅) уровня 𝜎 = (𝐼+, 𝐼−). И пусть 𝑔 ∈
𝐻 ∩R(𝑅). Тогда 𝑔 ∈ 𝐺(Φ,∆, 𝑅, 𝜎).
Доказательство. Для начала сведем доказательство к случаю, когда один из идеа-
лов в 𝜎 равен нулю. Предположим, что мы умеем доказывать это предложение для
таких 𝜎, и докажем его в общем случае. Заметим, что 𝜌𝐼+(𝑔) ∈ 𝜌𝐼+(𝐻)∩R(𝑅/𝐼+). По
следствию 3 имеем
lev(𝜌𝐼+(𝐻)) = ((0), 𝜌𝐼+(𝐼
−)).
Значит, по предположению
𝜌𝐼+(𝑔) ∈ 𝐺(Φ,∆, 𝑅/𝐼+, . . .) 6 𝑃−.
Аналогично получаем, что 𝜌𝐼−(𝑔) ∈ 𝑃 , что и требовалось.
Таким образом, не умаляя общности 𝐼+ = 0. Теперь докажем предложение для
этого случая.
Предположим противное. Возьмем 𝛼 из леммы 34, примененной к элементу 𝑔−1 то
есть
𝑔−1(𝑥𝛼(1))𝑔 /∈ 𝐺(Φ,∆, 𝑅, 𝜎).
Положим
𝑀 = {𝜆1 ∈ Λ1 : 𝑔𝜆0,𝜆1 ̸= 0}.
Для каждого 𝜆1 ∈𝑀 положим
𝑘(𝜆1) = min{𝑘 : (𝑔𝜆0,𝜆1)𝑘 = 0}
(согласно предложению 5, 𝑘(𝜆1) 6 3). Наконец положим
𝐾 =
∑︁
𝜆1∈𝑀
𝑘(𝜆1).
Докажем индукцией по 𝐾, что наше предположение приводит к противоречию.
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База индукции: 𝐾 = 0, это значит, что 𝑀 = ∅. В совокупности с пунктом 1 леммы
25 это в точности означает, что 𝑔 ∈ 𝑃−. Но тогда 𝑔 ∈ 𝐺(Φ,∆, 𝑅, 𝜎), поскольку иначе,
в силу пункта 2 предложения 2, группа 𝐻 не может иметь уровень 𝜎.
Докажем переход. Пусть 𝑀 ̸= ∅. Зафиксируем 𝜆1 ∈𝑀 . Положим
B =
{︃
B(𝑔, 𝜆1) 𝑘(𝜆1) = 2
B(𝑔, 𝜆1)
2 𝑘(𝜆1) = 3
Тогда B2 = (0).
Случай 1. 𝜌B(𝑔) /∈ 𝐺(Φ,∆, 𝑅/B, 𝜌B(𝜎)).
Заметим, что 𝜌B(𝑔) ∈ 𝜌B(𝐻) ∩ R(𝑅/B). По следствию 3 lev(𝜌B(𝐻)) = 𝜌B(𝜎), При
этом число 𝐾 для 𝜌B(𝑔) меньше, чем для 𝑔. Применив предположение индукции,
получаем противоречие.
Случай 2. 𝜌B(𝑔) ∈ 𝐺(Φ,∆, 𝑅/B, 𝜌B(𝜎)).
По лемме 19,
(𝑥𝛼(1))
𝜌B(𝑔) ∈ 𝐸(Φ,∆, 𝑅/B, 𝜌B(𝜎)).
Группа 𝐸(Φ,∆, 𝑅, 𝜎) отображается на группу 𝐸(Φ,∆, 𝑅/B, 𝜌B(𝜎)) сюръективно. Зна-
чит, найдется ℎ ∈ 𝐸(Φ,∆, 𝑅, 𝜎) такой, что
𝜌B(ℎ) = (𝑥𝛼(1))
𝜌B(𝑔) = 𝜌B((𝑥𝛼(1))
𝑔).
Тогда мы имеем
𝑔1 = ℎ
−1(𝑥𝛼(1))𝑔 ∈ (𝐻 ∩𝐺(Φ, 𝑅,B)) ∖𝐺(Φ,∆, 𝑅, 𝜎).
Если 𝑔1 ∈ 𝑃−, то группа 𝐻 не может иметь уровень 𝜎 по предложению 2, иначе — по
предложению 4 . Противоречие. 
12. Завершение доказательство теоремы 1
Пусть 𝐻 — надгруппа 𝐸(∆, 𝑅) уровня 𝜎 = (𝐼+, 𝐼−). Мы хотим доказать, что
𝐻 6 𝑁𝐺(Φ,𝑅) (𝐸(Φ,∆, 𝑅, 𝜎)) .
В силу предложения 1, достаточно показать, что для любого 𝑔 ∈ 𝐻 и любой образу-
ющей 𝑥𝛼(𝜉) группы 𝐸(Φ,∆, 𝑅, 𝜎) выполнено 𝑔−1𝑥𝛼(𝜉)𝑔 ∈ 𝐺(Φ,∆, 𝑅, 𝜎). А это так по
предложению 6.
13. Замена решетки P
Чтобы перенести теорему 1 на другие решетки весов, заметим, что из теоремы 1 и
следствия 2 мы получаем следующее следствие.
Следствие 4. Пусть кольцо 𝑅 конечно порождено, и пусть 𝐻 — надгруппа 𝐸(∆, 𝑅)
уровня 𝜎. Тогда для достаточно большого 𝑁 выполнено равенство
𝐷𝑁𝐻 = 𝐸(Φ,∆, 𝑅, 𝜎).
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Заметим также, что следствие 4 — более сильное утверждение, чем теорема 1. Дей-
ствительно, для конечно порожденных колец теорема 1 следует из следствия 4 на-
прямую, а общий случай получается переходом к индуктивному пределу по конечно
порожденным подкольцам. Мы будем переносить теорему 1 на другие решетки весов
именно в таком усиленном виде.
Пусть P′ — другая решетка между Q(Φ) и P(Φ). Обозначим соответствующую груп-
пу Шевалле через 𝐺P′(Φ, 𝑅). Для нее аналогичным образом определяются подгруппы
𝐸P′(∆, 𝑅) и 𝐸P′(Φ,∆, 𝑅, 𝜎). В случае P′ = P(Φ) мы будем использовать нижний индекс
sc. Будем обозначать через 𝐶sc(Φ, 𝑅) центр группы 𝐺sc(Φ, 𝑅).
Для каждой промежуточной подгруппы
𝐸P′(∆, 𝑅) 6 𝐻 6 𝐺P′(Φ, 𝑅)
можно аналогичным образом определить уровень.
Предложение 7. Следствие 4, а значит и теорема 1, переносится на односвязную
группу.
Доказательство. Пусть 𝐻 — надгруппа 𝐸sc(Φ, 𝑅) уровня 𝜎 = (𝐼+, 𝐼−).
Рассмотрим естественный гомоморфизм
𝜋 : 𝐺sc(Φ, 𝑅) → 𝐺(Φ, 𝑅).
Очевидно, что lev 𝜋(𝐻) > 𝜎. Докажем, что обратное включение также имеет место.
Предположим, что для некоторых 𝛽 ∈ Ω+ и 𝜉 ∈ 𝑅 ∖ 𝐼+ (для Ω− аналогично) 𝑥𝛽(𝜉) ∈
𝜋(𝐻). Тогда для некоторого 𝑔 ∈ 𝐶sc(Φ, 𝑅) мы имеем 𝑔𝑥𝛽(𝜉) ∈ 𝐻. Возьмем 𝛼 из леммы
8, тогда мы имеем
𝑥𝛼+𝛽(±𝜉) = [𝑥𝛼(1), 𝑥𝛽(𝜉)] = [𝑥𝛼(1), 𝑔𝑥𝛽(𝜉)] ∈ 𝐻,
что противоречит предположению.
Итого, lev 𝜋(𝐻) = 𝜎. Значит, при достаточно большом 𝑁 выполнено включение
𝐷𝑁𝜋(𝐻) 6 𝐸(Φ,∆, 𝑅, 𝜎).
Откуда получаем включение
𝐷𝑁𝐻 6 𝐶(Φ, 𝑅)𝐸(Φ,∆, 𝑅, 𝜎).
Что в свою очередь влечет включение
𝐷𝑁+1𝐻 6 𝐸(Φ,∆, 𝑅, 𝜎).

Предложение 8. Следствие 4, а значит и теорема 1, переносится на любую ре-
шетку весов P′.
Доказательство. Пусть
𝜋 : 𝐺sc → 𝐺P′(Φ, 𝑅)
— естественный гомоморфизм.
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Последовательность
1 // Ker 𝜋 // 𝐺sc(Φ,−) 𝜋 // 𝐺P′(Φ,−) // 1.
точна в категории fppf-пучков. Значит, для групп мы имеем точную последователь-
ность
1 // Ker 𝜋 // 𝐺sc(Φ, 𝑅)
𝜋 // 𝐺P′(Φ, 𝑅) // 𝐻
1
fppf(𝑅,Ker 𝜋).

Тем самым Im𝜋 — это нормальная подгруппа в 𝐺P′(Φ, 𝑅) с абелевым фактором
(вкладывающимся в абелеву группу 𝐻1fppf(𝑅,Ker 𝜋)).
Теперь пусть 𝐻 — надгруппа 𝐸P′(∆, 𝑅) уровня 𝜎. Заменяя 𝐻 на ее коммутант,
можно считать, что 𝐻 ⊆ Im𝜋. Ясно, что lev(𝜋−1(𝐻)) = 𝜎. Тогда при большом 𝑁
выполнено равенство
𝐷𝑁𝜋−1(𝐻) = 𝐸sc(Φ,∆, 𝑅, 𝜎).
Так как 𝐻 6 Im𝜋, то 𝐻 = 𝜋(𝜋−1(𝐻)). Откуда мы получаем равенство
𝐷𝑁𝐻 = 𝜋(𝐷𝑁𝜋−1(𝐻)) = 𝜋(𝐸sc(Φ,∆, 𝑅, 𝜎)) = 𝐸P′(Φ,∆, 𝑅, 𝜎).
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