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CLASS OF SMOOTH FUNCTIONS IN DIRICHLET SPACES
PATRICK J. FITZSIMMONS AND LIPING LI*
Abstract. Given a regular Dirichlet form (E,F) on a fixed domain E of Rd, we first indicate
that the basic assumption C∞c (E) ⊂ F is equivalent to the fact that each coordinate function
f i(x) = xi locally belongs to F for 1 ≤ i ≤ d. Our research starts from these two different
viewpoints. On one hand, we shall explore when C∞c (E) is a special standard core of F and
give some useful characterizations. On the other hand, we shall describe the Fukushima’s
decompositions of (E,F) with respect to the coordinates functions, especially discuss when
their martingale part is a standard Brownian motion and what we can say about their zero
energy part. Finally, when we put these two kinds of discussions together, an interesting class
of stochastic differential equations are raised. They have uncountable solutions that do not
depend on the initial condition.
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1. Introduction
Our interests are motivated by S. Orey’s work [35], in which a complete description on the
diffusion processes was given to ensure that they are absolutely continuous with respect to one-
dimensional Brownian motion. More precisely, let I be an open one-dimensional interval and
X1,X2 two irreducible diffusion processes on I. We use the standard way via coordinate space
to realize such diffusion processes: Ω is the class of all continuous functions from [0,∞) to I
and for any ω ∈ Ω, Xt(ω) := ω(t). Let Ft be the σ-field generated by {Xs : s ≤ t} and F∞
the least σ-field including all the Ft. Then Xi corresponds to a class of probability measures
(Pxi )x∈I on Ω for i = 1, 2. In what follows, we say X
1 is absolutely continuous with respect to
X2 if Px1 |Ft ≪ Px2 |Ft for any x ∈ I and t ≥ 0, where “≪” stands for “is absolutely continuous
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with respect to”. When I = (−∞,∞) and X2 is a Brownian motion, S. Orey deduced that X1
admits the following decomposition:
Xt − x = Bt +
∫ t
0
b(Xs)ds, P
x
1 -a.s., (1.1)
where B = (Bt)t≥0 is a standard Brownian motion and b is some appropriate function. By
introducing the techniques of Dirichlet forms, M. Fukushima in [18] extended the above result to
multidimensional symmetric diffusions and also achieved similar decomposition to (1.1). Then
the general cases that X1 and X2 are both symmetric Markov processes (not only diffusion
processes) on some general state spaces are considered by [8, 13, 27, 36].
In S. Orey and M. Fukushima’s literatures, the decomposition (1.1) admits an obvious fact:
the coordinate function f(x) := x, ∀x ∈ R locally belongs to the associated Dirichlet space F of
X1, in other words, f ∈ Floc. Hence (1.1) is nothing but the Fukushima’s decomposition of X1
with respect to f . Particularly, its martingale part is a Brownian motion and zero energy part
is of locally bounded variation.
So some relevant questions arise naturally at this point. For example, except for S. Orey’s
absolute continuity, are there any other ways to get diffusion processes which satisfy the similar
decompositions to (1.1)? But the word “similar” here is slightly crude. We may explain more.
At least, we want to assume the diffusion process and its associated Dirichlet space F satisfy
the basic property:
f ∈ Floc. (1.2)
Then we have the following Fukushima’s decomposition:
f(Xt)− f(X0) =M [f ]t +N [f ]t , t ≥ 0, (1.3)
where M [f ] is a locally martingale additive functional (MAF) of finite energy and N [f ] is a
locally continuous additive functional (CAF) of zero energy. It is possible to analyse M [f ] and
N [f ] carefully, for instance, when M [f ] is a Brownian motion, and what we can say about the
zero energy part N [f ]. Actually we shall give some detailed considerations about these questions,
such as in §4.
In the mean time, when we recheck the basic assumption (1.2), it is very easy to find (1.2) is
equivalent to
C∞c (I) ⊂ F , (1.4)
where C∞c (I) is the class of all infinite continuous differentiable functions with compact supports
on I. We refer this equivalence to [5,18]. However, for most of the classical examples in Dirichlet
forms (say [21, §3.1]), the processes are generated by the special standard core C∞c , in other
words, the smooth function class C∞c is dense in the Dirichlet space F with respect to its natural
norm. Very few articles concern about whether C∞c would be a core of a fixed Dirichlet space or
not. (As we know, some similar works were done in [7,28,40] from the aspect of reflected Dirichlet
spaces). Indeed, once we prove the closable property of C∞c , its smallest closed extension will
naturally be a regular Dirichlet form and hence correspond to a good Markov process. But in
many situations, we always need to start some work with a fixed but unclear Dirichlet space
F . So we think it is worth discussing the denseness of C∞c in F under the basic condition
(1.4). In the beginning, this work is supposed to be independent of the research on Fukushima’s
decomposition (1.3), but soon we find some deep and interesting connections between them.
Let us briefly introduce the structure of this paper. In §2, we shall present our main results and
their applications, which attract our interests. The focus is to characterize the basic assumption
(1.2), and answer when C∞c could be a special standard core of (E ,F). Particularly, we shall raise
a class of stochastic differential equations that have uncountable solutions in §2.4. The results of
§2.1 and §2.2 will be proved in §3. In §4, we shall describe the Fukushima’s decomposition (1.3),
especially about when M [f ] is a Brownian motion, and whether N [f ] is of bounded variation
or not. The descriptions in this section provide a possible method to prove the conclusions in
§2.3 and §2.4. Finally, in §5, we shall give several examples to explain or support the results in
previous sections.
Some notations should be noted first. Fix a domain E of Rd, the function classes C(E), C1(E)
and C∞(E) are the sets of all continuous functions, one order continuous differentiable functions,
and infinite continuous differentiable functions on E respectively. For any Radon measure µ on
E, the Hilbert space of all µ-square integrable functions on E is denoted by L2(E, µ) or L2(µ). Its
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norm and inner product are denoted by ‖·‖µ and (·, ·)µ. Particularly, if µ is the Lebesgue measure
(we usually denote it by λE or dx), L
2(E, µ) will be written as L2(E) or L2 in abbreviation. The
similar notations are also provided for integrable functions in the usual way. For any function
class Θ, the subclass of all the functions locally (resp. with compact support, bounded) in Θ
will denoted by Θloc (resp. Θc,Θb). For a mapping p : E1 → E2, where E1, E2 are two subsets
of Rd, define
p(E1) := {p(x) ∈ E2 : x ∈ E1}.
For any function p on R or a subset of R and any point a ∈ R, p(a+) (resp. p(a−)) stands
for the right (resp. left) limitation of p at the point a if it exists. Particularly, p(∞) or p(−∞)
represents the left of right limitation of p at ∞ or −∞ if it exists.
2. Main results and their applications
Throughout this paper, the state space E is to be Rd or a domain of Rd for arbitrary
natural number d, m is a Radon measure fully supported on E. Furthermore, (E ,F) is a
regular and strongly local Dirichlet form on L2(E,m) whose associated diffusion process is
X = ((Xt)t≥0, (P
x)x∈E), and Floc is denoted as the local Dirichlet space of F (Cf. [21, §3.2]).
We always make the following basic assumption:
C∞c (E) ⊂ F . (2.1)
All the terminologies and notations of Dirichlet forms are referred to [9, 21].
2.1. One-dimensional cases. We first consider E = I = (a, b), an open interval of R. Then
X is to be a minimal diffusion process on I with scaling function s, speed measure m and no
killing inside (Cf. [9, Example 3.5.7]). More precisely,
F = F (s,m)0 ,
E(u, v) = E(s,m)(u, v) := 1
2
∫
I
du
ds
dv
ds
ds, u, v ∈ F ,
(2.2)
where F (s,m)0 is the closure of C∞c ◦ s := {ϕ ◦ s : ϕ ∈ C∞c (J)} relative to the norm ‖ · ‖E1 and
J := s(I). We refer the detailed expression of F (s,m)0 to [12]. The scaling function s is strictly
increasing and continuous, in other words, the Stieltjes measure ds is uniquely determined by
X. It is unique up to a constant. To avoid the occurrence of equivalence class, we take a fixed
point e ∈ I (if I = R, set e = 0) and suppose every scaling function equals 0 at e. Note that s
is not necessarily absolutely continuous. We also refer these terminologies to [38, 39].
We first have an equivalent characterization based on scaling function s to (2.1). Let t := s−1
be the inverse function of s on J .
Lemma 2.1. Let (E ,F) be the Dirichlet form in (2.2). Then C∞c (I) ⊂ F if and only if t is
absolutely continuous and t′ ∈ L2loc(J).
Under the assumption (2.1), one may easily check that the form
E¯(u, v) := E(u, v), u, v ∈ C∞c (I)
with the domain C∞c (I) is closable on L
2(I,m). Denote its smallest closed extension by (E¯ , F¯).
Then (E¯ , F¯) is a regular and strongly local Dirichlet form on L2(I,m) by [21, Theorem 3.1.2].
Moreover, F¯ is a regular Dirichlet subspace of F in the sense that
F¯ ⊂ F , E(u, v) = E¯(u, v), u, v ∈ F¯ .
We refer some related studies about regular Dirichlet subspaces to [11,12,30,42]. Particularly, it
follows from [42, Proposition 2.1] that (E¯ , F¯) corresponds to another minimal diffusion process
denoted by X¯ on I with the same speed measurem and no killing inside. So the critical questions
are what the scaling function of X¯ is and whether F¯ = F (or X¯ = X).
Before presenting our result, we need to introduce some notations. Let λI be the Lebesgue
measure on I. Then we may write the Lebesgue decomposition of ds with respect to λI on I,
that is, there exist a positive function g ∈ L1loc(I) and another positive Radon measure κ on I
such that
ds = g · λI + κ, κ ⊥ λI . (2.3)
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Denote the absolutely continuous part of ds by ds¯, or
s¯(x) :=
∫ x
e
g(y)λI(dy), x ∈ I. (2.4)
We need to point out s¯ is also a scaling function, i.e. a strictly increasing and continuous function
on I. The continuity of s¯ is obvious. Thus we need only to prove g > 0 a.e. Since κ ⊥ λI , we
may take a set H of λI -zero measure such that κ(I \H) = 0. Let
Zg := {x ∈ I \H : g(x) = 0} .
If λI(Zg) > 0, then
ds(Zg) =
∫
Zg
g(x)λI(dx) = 0,
which contradicts the fact λI ≪ ds (Cf. Lemma 2.1).
Theorem 2.2. Let (E ,F) be the Dirichlet form in (2.2). Assume (2.1) is satisfied. Then the
absolutely continuous part s¯ of s is the scaling function of regular Dirichlet form (E¯ , F¯). In
particular, C∞c (I) is a special standard core of (E ,F) if and only if its scaling function s is
absolutely continuous.
Remark 2.3. In this theorem (and hereafter), we always assume that the diffusion process has
no killing inside. But this assumption is not essential. In fact, no matter whether the killing
measure of X is present or not, we may do the resurrected transform or killing transform (Cf. [9,
Theorem 5.1.6 and 5.2.17]) on (E ,F). Then the two different situations (with or without killing
inside) exchange, whereas any special standard core remains.
Naturally, we have the following expression:
F¯ = F (s¯,m)0 ,
E¯(u, v) = 1
2
∫
I
du
ds¯
dv
ds¯
ds¯, u, v ∈ F¯ .
Furthermore, C∞c (I) and C
∞
c ◦ s¯ := {ϕ ◦ s¯ : ϕ ∈ C∞c (J¯)} (J¯ := s¯(I)) are simultaneously the
special standard cores of (E¯ , F¯). Intuitively, the “smooth part” F¯ of F inherits exactly the
“good” (say absolutely continuous) part of F ’s scaling function. Particularly, if s is absolutely
continuous, then it naturally follows s = s¯, and X equals X¯.
2.2. Multi-dimensional cases: Cartesian product and skew product. By employing
Theorem 2.2, we may deal with the analogous problems about diffusion processes on some
special multi-dimensional domains.
2.2.1. Cartesian product. The first case is the Cartesian product of one-dimensional diffusions
on a rectangle cube. Let d ≥ 2 be an integer and {Ii : 1 ≤ i ≤ d} a sequence of open intervals.
For each i, Xi is a minimal diffusion process on Ii with scaling function si, speed measure mi
and no killing inside. Set further
E := I1 × · · · × Id,
m := m1 × · · · ×md.
Assume that X is a diffusion process on E such that its i-th component is equivalent to Xi in
distribution and all the components are independent. More precisely, for any x = (x1, · · · , xd) ∈
E and 1 ≤ i ≤ d, set f i(x) := xi. Then X satisfies f i(X) d= Xi and {f i(X) : 1 ≤ i ≤ d} are
independent. Note that the diffusion process X is called the Cartesian product of {X1, · · · ,Xd}
(Cf. [41, §15]). Particularly, the boundary of E is the trap of X.
Denote the associated Dirichlet form ofXi on L2(Ii,mi) by (E i,F i). The Cartesian product of
Dirichlet forms was studied by H. Oˆkura in [33,34]. It is well known now that X is m-symmetric
and its associated Dirichlet form (E ,F) on L2(E,m) is regular with a core of tensor product of
Xis’. In other words, if Ci is a core of (E i,F i), then
C := C1 ⊗ · · · ⊗ Cd = span{u(x) = u1(x1) · · ·ud(xd) : ui ∈ Ci, 1 ≤ i ≤ d}
is a core of (E ,F). We also refer the similar result to [30, Proposition 3.1].
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To state an analogous result of Theorem 2.2, we need to introduce more notations. Let
ti := s
−1
i be the inverse function of si on Ji := si(Ii). Further set
s := (s1, · · · , sd), t := (t1, · · · , td).
Then s (with the inverse t) is a homeomorphism between E and U := J1 × · · · × Jd. We say s
(resp. t) is absolutely continuous if each si (resp. ti) is absolutely continuous. If t is absolutely
continuous, write
t′ := (t′1, · · · , t′d).
Clearly, t′ ∈ L2loc(U) if and only if each t′i ∈ L2loc(Ji) for 1 ≤ i ≤ d. We then have an analogous
characterization of Lemma 2.1 to (2.1).
Lemma 2.4. Let (E ,F) be the associated Dirichlet form of Cartesian product X of minimal
diffusion processes {X1, · · · ,Xd}. Then C∞c (E) ⊂ F if and only if t is absolutely continuous
and t′ ∈ L2loc(U).
Similarly, denote the absolutely continuous part of s by s¯ = (s¯1, · · · , s¯d), i.e. each s¯i is the
absolutely continuous part of si (as (2.4)).
Theorem 2.5. Let (E ,F) be that in Lemma 2.4. Assume (2.1) is satisfied. Then the small-
est closed extension denoted by F¯ of C∞c (E) in F corresponds to the Cartesian product of
{X¯1, · · · , X¯d}, where X¯i is the minimal diffusion process with scaling function s¯i and speed
measure mi. Particularly, C
∞
c (E) is a special standard core of (E ,F) if and only if s is abso-
lutely continuous.
Roughly speaking, the smallest closed extension F¯ of C∞c (E) in F inherits the absolutely
continuous part s¯ of s, which is similar to the one-dimensional case of Theorem 2.2.
2.2.2. Skew product. The skew product of two Markov processes was first raised by Galmarino
in [22] when he investigated the isotropic diffusion process on R3. His main result indicates that
every isotropic diffusion process may be written as the form of
(rt, ϑAt)t≥0,
where r = (rt)t≥0 is the radius part of the process, and ϑ is an independent (of r) spherical
Brownian motion that runs with a clock (At)t≥0 depending on the radial path. Mathematically,
A = (At)t≥0 is a positive continuous additive functional (PCAF in abbreviation) of r. Itoˆ and
McKean also introduced this idea in their masterpiece [26]. Then Fukushima and Oshima in [20]
constructed the associated Dirichlet form of skew product of two symmetric diffusion processes,
and Oˆkura in [33, 34] extended their representation to general situations. Based on the results
of Oˆkura, one of the authors in [31] studied the regular Dirichlet subspaces of skew product of
two Markov processes.
Now we consider the state space E = I × Sd−1, where I = (a, b) is an open subinterval of
(0,∞) and Sd−1 is the surface of d-dimensional unit ball with d ≥ 2. Clearly E is a domain in
R
d. Let X = (Xt)t≥0 be a diffusion process on E which enjoys the form
Xt = (rt, ϑAt), t ≥ 0,
where r = (rt)t≥0 is a minimal diffusion process on I, ϑ is a spherical Brownian motion on S
d−1
that independent of r, and A = (At)t≥0 is a PCAF of r whose Revuz measure, denoted by µA,
is Radon on I. Note that the boundary {a, b} × Sd−1 of E is the “trap” of X. Naturally, X is
isotropic in the sense that if ϕ is a rotation on E (i.e. the polar coordinate representation of ϕ is
(ρ, θ) 7→ (ρ, θ+α) for a fixed α), then ϕ(X) = X in distribution. Particularly, if I = (0,∞), then
X is exactly the isotropic diffusion process in [22] (with a little more restriction on the “clock”).
Let s and m0 be the scaling function and speed measure of r. Denote the inverse function of
s by t. Further let σ be the uniform distribution on Sd−1. Then r is m0-symmetric and ϑ is
σ-symmetric, thus X is m-symmetric (Cf. [20, Proposition 3.1]), where m(dx) = m0(dρ)σ(dω)
with x = (ρ, ω) (ρ ∈ I, ω ∈ Sd−1). Furthermore, the associated Dirichlet form (E ,F) of X is
regular on L2(E,m) and admits the following expression: for any u ∈ F ∩ Cc(E),
[ω 7→ u(·, ω) ∈ F1] ∈ L2(Sd−1, σ;F1),
[ρ 7→ u(ρ, ·) ∈ F2] ∈ L2(I,m0;F2)
(2.5)
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and
E(u, u) =
∫
Sd−1
E1(u(·, ω), u(·, ω))σ(dω) +
∫
I
E2(u(ρ, ·), u(ρ, ·))µA(dρ),
where (E1,F1) is the associated Dirichlet form of r on L2(I,m0), and (E2,F2) is that of ϑ
on L2(Sd−1, σ). Note that L2(M, ξ;H) means the real L2-space of H-valued functions, where
M = Sd−1 or I, ξ = σ or m0, and H = F i with the inner product E i1(·, ·) for i = 1 or 2. We
refer more details about (E ,F) to [20, 33, 34] and also [31].
Lemma 2.6. Let (E ,F) be the associated Dirichlet form on L2(E,m) of skew product diffusion
process X given above. Then C∞c (E) ⊂ F if and only if t is absolutely continuous and t′ ∈
L2loc(J), where J := s(I).
Similarly, let s¯ be the absolutely continuous part of (rt)t≥0’s scaling function s, and r¯ = (r¯t)t≥0
the minimal diffusion process on I with scaling function s¯ and speed measurem0. Intuitively, r¯ is
the absolutely continuous part of r. Next, we may state another analogous result of Theorem 2.2
about the skew product outlined above.
Theorem 2.7. Let (E ,F) be the Dirichlet form in Lemma 2.6 and assume C∞c (E) ⊂ F . Then
the smallest closed extension, denoted by F¯ , of C∞c (E) in F is the associated Dirichlet space of
skew product diffusion process
X¯t = (r¯t, ϑA¯t), t ≥ 0, (2.6)
where A¯ is a PCAF of r¯ such that its Revuz measure µA¯ equals µA, i.e. µA¯ = µA. Particularly,
C∞c (E) is a special standard core of (E ,F) if and only if s is absolutely continuous.
2.3. Multi-dimensional cases: energy forms. One may expect to extend the characteriza-
tions in §2.1 and §2.2 to general diffusion processes on an arbitrary domain of Rd. But this is
difficult because we do not have a complete description of multi-dimensional diffusion process
like the scaling function and speed measure of one-dimensional case. The Cartesian product
and skew product are two exceptions, since they are indeed achieved by transforms of one-
dimensional diffusions. Nevertheless, if we force the diffusion process to have a Brownian motion
as its martingale part in the Fukushima’s decomposition (1.1) besides the condition (2.1), then
we may also tell some interesting stories.
Assume E = U , a domain of Rd with d ≥ 2, and m is a Radon measure fully supported
on U . The process X = (Xt)t≥0 is an absorbing m-symmetric diffusion process without killing
inside on U , whose associated Dirichlet form (E ,F) is regular (and obviously strongly local) on
L2(U,m). The word “absorbing” means U c is the trap of X. Further assume our elementary
assumption:
C∞c (U) ⊂ F .
Since this condition implies each ith coordinate function f i ∈ Floc (i.e. f i(x) = xi for x =
(x1, · · · , xd) ∈ U) with 1 ≤ i ≤ d, it follows that X enjoys the Fukushima’s decomposition with
resepct to f := (f1, · · · , fd):
f(Xt)− f(X0) =M [f ]t +N [f ]t , t ≥ 0, (2.7)
whereM [f ] =
(
M [f
1], · · · ,M [fd]
)
and N [f ] =
(
N [f
1], · · · , N [fd]
)
are the martingale part locally
of finite energy and locally zero-energy part respectively. We sayM [f ] is equivalent to a Brownian
motion if for q.e. x ∈ U , M [f ] is equivalent to a standard Brownian motion (the sample path
space is endowed with the measure Px) before ζ, where ζ is the life time of X.
Lemma 2.8. Let (E ,F) be the regular and strongly local Dirichlet form on L2(U,m), whose
associated diffusion process is X. Assume C∞c (U) ⊂ F . Then the martingale part M [f ] in (2.7)
is a Brownian motion, if and only if for any u, v ∈ C∞c (U),
E(u, v) = 1
2
∫
U
∇u(x) · ∇v(x)m(dx). (2.8)
Note that Fukushima in [18] (the corollary in its appendix) already proved a special case,
i.e. U = Rd. The proof of Lemma 2.8 is essentially the same. We also point out the relevant
discussion may retrospect to Beurling and Deny’s second formula in [5]. On the other hand, the
form (2.8) is usually named the energy form (such as [19]). If additionally C∞c (U) is a special
standard core of (E ,F), then X is also called an (absorbing) distorted Brownian motion on U .
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It is well known that N [f ] is not necessarily of bounded variation. We refer some detailed
studies about additive functionals of bounded variation to [21, §5.4]. Note that if the zero-energy
part in Fukushima’s decomposition is of bounded variation, then Fukushima’s decomposition
coincides with the semi-martingale decomposition. Intuitively, that N [f ] is of bounded variation
indicates a “good” regularity of the sample path of non-martingale part of X. Furthermore,
when N [f
i] is of bounded variation, it may be written as the difference of two PCAFs. Let µ1
and µ2 be the associated Revuz measures of these two PCAFs. Then
µN [fi] := µ1 − µ2
is called the smooth signed measure of N [f
i]. The following theorem states the equivalence
between this fact and the denseness of C∞c (U) in F .
Theorem 2.9. Let (E ,F) be in Lemma 2.8. Assume C∞c (U) ⊂ F andM [f ] in (2.7) is equivalent
to a Brownian motion. Assume further m(dx) = ρ(x)dx with a strictly positive C∞-density
function ρ. Then the following assertions are equivalent:
(1): C∞c (U) is a special standard core of (E ,F);
(2): N [f ] in (2.7) is of bounded variation, and each µN [fi] is Radon;
(3): C∞c (U) ⊂ D(L), where L is the associated self-adjoint operator of (E ,F) and D(L) is
its domain.
Remark 2.10. Under all the conditions of Theorem 2.9 (even if ρ ≡ 1), we may still find some
examples, in which the equivalent assertions above are not satisfied (i.e. C∞c (U) is not a special
standard core of (E ,F)). One simple way is via the Cartesian product illustrated in §2.1, and
we refer it to Example 5.5.
One may doubt the condition on the symmetric measure m is too rigorous, while another
proposition below implies the necessity of the absolute continuity of m.
Proposition 2.11. Assume C∞c (U) ⊂ F and M [f ] in (2.7) is equivalent to a Brownian motion.
If N [f ] is of bounded variation and each µN [fi] is Radon, then m is absolutely continuous with
respect to the Lebesgue measure λU on U .
Furthermore, if the density function ρ of m does not satisfy the assumption in Theorem 2.9
(even if ρ is smooth almost everywhere except only one point), we may find some counterexample
to break the equivalence between (1) and (2), see Example 5.6.
2.4. Applications. In this section, we shall introduce some applications of the results above in
the theory of Markov processes and stochastic analysis.
2.4.1. Characterization of isotropic diffusion processes. The special case, i.e. that s is absolutely
continuous, of Theorem 2.2 provides two different special standard core (say C∞c (I) and C
∞
c ◦s)
for the Dirichlet form (E ,F). Thus they offer two useful viewpoints to observe the same diffusion
process. By employing this fact, one of the authors in [31] characterized the isotropic diffusion
processes on Rd and their associated Dirichlet forms via a very short proof, see [31, Lemma 4.3].
In the mean time, the proof of the uniqueness of regular extension raised in [31, Theorem 4.4]
also relies on the transforms between these two different expressions. We refer more details to
relevant studies of [31].
2.4.2. Uncountable solutions of SDEs. In this subsection, let us consider the stochastic differen-
tial equation (SDE in abbreviation)
dXt = b(Xt)dt+ σ(Xt)dBt (2.9)
on Rd with an integer d ≥ 1 and B = (Bt)t≥0 a standard Brownian motion on Rd. It is well
known if σσT is uniformly positive definite, bounded and continuous, and b is bounded Borel
measurable, then solution of (2.9) exists and is unique (see [24]). However, there are very few
examples in which the uniqueness breaks. As we know, Itoˆ and Watanabe in [25] raised an
example, i.e. b(x) = 3x1/3, σ(x) = 3x2/3, and proved it has uncountable strong solutions. But
these solutions are all starting from 0.
Now we shall give a class of coefficients {b, σ} such that (2.9) has infinite (explicitly, uncount-
able) different solutions that may start from any place. Without loss of generality, we may only
consider the case d = 1, i.e. the state space is R. (In fact, if we replace R by an open interval
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I, then all the conclusions below are still right.) For multi-dimensional cases, the Cartesian
product method is one easy way to give such a vector b and matrix σ.
Let X be an irreducible diffusion process on R without killing inside. Then X can be char-
acterized by a scaling function s and speed measure m, and its associated Dirichlet form (E ,F)
on L2(R,m) may be written as (2.2) via replacing I by R. Assume
(H1): C∞c (R) ⊂ F ;
(H2): s is not absolutely continuous.
Let t, (E¯ , F¯) and X¯ be the notations in §2.1. Note that (H1) means t is absolutely continuous
and t′ ∈ L2loc, and (H2) indicates F¯ 6= F (or X¯ 6= X in distribution). Set
m˜(dx) := t′ ◦ s(x)dx, (2.10)
which is a positive Radon measure on R (note that m˜(dx) = (t′ ◦ s)2 (x)ds(x) and t′ ∈ L2loc).
Assume further
(H3): m˜≪ m;
(H4): an a.e. version of t′ is locally of bounded variation on J , and dt∗(t
′) ≪ m, where
dt∗(t
′) is the image measure of dt′ via the transform t : J → R.
Under (H3), denote
σ :=
(
dm˜
dm
)1/2
. (2.11)
Clearly, σ ∈ L2loc(R,m). Under (H4), denote
b :=
1
2
· dt∗(t
′)
dm
. (2.12)
Before presenting our main result, we need to make some notations. Recall that a regular
Dirichlet form (E ′,F ′) on L2(R,m) is said to be a regular Dirichlet subspace of (E ,F) provided
F ′ ⊂ F and E(u, v) = E ′(u, v) for any u, v ∈ F ′. If so, we write (E ′,F ′) ≺ (E ,F). Under (H1),
denote a set of regular Dirichlet forms on L2(R,m) by
D := {(E ′,F ′) : (E ′,F ′) ≺ (E ,F) and C∞c (R) ⊂ F ′} .
Clearly (E¯ , F¯) ∈ D and it is exactly the smallest one in it (i.e. if (E ′,F ′) ∈ D, then (E¯ , F¯) ≺
(E ′,F ′)). Moreover, under (H2), the elements of D are not unique (say (E ,F), (E¯ , F¯) ∈ D but
F 6= F¯). Indeed, D has uncountable elements.
Lemma 2.12. Under (H1) and (H2), D has uncountable elements.
Now we may state our main result as follows. A diffusion process Y = (Yt,Q
x)t≥0,x∈R is
called a solution of (2.9), if for any initial distribution ξ on R, there exist another probability
measure space (Ω˜, G˜, Q˜ξ) with a filtration (G˜t)t≥0, a G˜t-adapted continuous process (Y˜t)t≥0 and
a G˜t-adapted standard Brownian motion (B˜t)t≥0 such that
(1): (Y˜t)t≥0 is equivalent to (Yt)t≥0 that endowed with the probability measure Q
ξ, where
Qξ(·) :=
∫
ξ(dx)Qx(·);
(2): Q˜ξ-a.s., for any t ≥ 0,
Y˜t − Y˜0 =
∫ t
0
b(Y˜s)ds+
∫ t
0
σ(Y˜s)dB˜s.
Note that the first condition implies Y˜0
d
= ξ. Particularly, when σ = 1R (or σ = 1 if no confusion
causes), we write (2.9) as
dXt = b(Xt)dt+ dBt
for convinience, where dBt actually means 1R(Xt)dBt.
Theorem 2.13. Let X be the diffusion process on R associated with the Dirichlet form (E ,F)
on L2(R,m). Assume (H1), (H2), (H3), (H4) are satisfied. Let b, σ be given in (2.11) and
(2.12). Then for any (E ′,F ′) ∈ D, its associated diffusion process X′ is a solution of the following
SDE:
dXt = b(Xt)dt+ σ(Xt)dBt, (2.13)
where B = (Bt)t≥0 is a standard Brownian motion.
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The assumptions (H3) and (H4) seem to be somewhat abstract, but they may be replaced
by another two accessible assumptions:
(H3’): m(dx) = h(x)dx for some a.e. strictly positive function h ∈ L1loc(R);
(H4’): t ∈ C1(J) and t′ is absolutely continuous.
Note that (H3’) is stronger than (H3), and (H4’) is stronger than (H1). Actually we have
the following lemma.
Lemma 2.14. (H3’)+ (H4’)⇒ (H3)+ (H4).
In the end of this section, let us compute more concrete expressions of b, σ under the assump-
tions (H2), (H3’) and (H4’). Clearly,
σ =
(
t
′ ◦ s
h
)1/2
.
It follows from (H4’) that dt′ = t′′(x)dx and dt∗(t
′) = (t′′(x)dx) ◦ s. We assert dt∗(t′)≪ m˜.
In fact, note that m˜(dx) =
(
t
′(y)2dy
) ◦ s(x), which implies dt∗(t′) ≪ m˜ is equivalent to
t
′′(x)dx≪ t′(x)2dx. Let A be a set such that∫
A
t
′(x)2dx = 0.
Since t′ ≥ 0, it follows that A ⊂ Zt′ := {x : t′(x) = 0}. For a.e. z ∈ A, t′ is differential at z,
whereas t′ ≥ 0 and t′(z) = 0. Thus we may deduce that t′′(z) = 0. That indicates∫
A
t
′′(x)dx = 0.
Furthermore,
2b =
dt∗(t
′)
dm
=
dt∗(t
′)
dm˜
· dm˜
dm
=
t
′′
(t′)2
◦ s · t
′ ◦ s
h
=
t
′′ ◦ s
(t′ ◦ s) · h.
Particularly, if m = m˜ (i.e. E is an energy form), then σ ≡ 1 and 2b = (t′′/(t′)2) ◦ s. Surely, we
need to point out t′ ◦ s > 0 a.e. (so (H3) is satisfied). In fact, from t′ ◦ s ≥ 0, and (| · | denotes
the Lebesgue measure)
|{x : t′ ◦ s(x) = 0}| =
∫
t′◦s=0
dx =
∫
t′◦s=0
t
′ ◦ sds = 0,
we may deduce it easily. Therefore, we have the following corollary.
Corollary 2.15. Let X and (E ,F) be in Theorem 2.13. Assume (H2), (H4’) are satisfied,
and m = m˜. Then for any (E ′,F ′) ∈ D, its associated diffusion process X′ is a solution of the
following SDE:
dXt =
1
2
·
(
t
′′
(t′)2
◦ s
)
(Xt)dt+ dBt, (2.14)
where B = (Bt)t≥0 is a standard Brownian motion.
One may worry that the assumptions above are so strict (s, t must also be continuous and
strictly increasing) that no examples would obey them. Hence we shall give an example that
satisfies (H2), (H3’) and (H4’) in Example 5.2 by using a (in fact, any) compact generalized
Cantor set.
3. Proofs of §2.1 and §2.2
In this section, we shall prove the denseness of C∞c (E) in the Dirichlet spaces outlined in §2.1
and §2.2. These Dirichlet spaces share the common feather, i.e. they are induced by one or
several scaling functions.
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3.1. One-dimensional cases. We first consider the one-dimensional cases. Lemma 2.1 char-
acterized the basic assumption (2.1) via the inverse t of scaling function s. As we noted before,
(2.1) is also equal to (1.2). We shall write down these three conditions for handy reference and
prove their equivalence:
(f): f ∈ Floc;
(t): t is absolutely continuous, and t′ ∈ L2loc(J);
(c): C∞c (I) ⊂ F .
Proof of Lemma 2.1. In fact, we shall prove (f)⇔ (t)⇔ (c). Firstly, assume (f) holds. Let I ′
be an arbitrary relatively compact open subset of I, then there exists a function f I
′ ∈ F such
that f I
′
(x) = x for any x ∈ I ′ and thus
f I
′
(x) = (f I
′ ◦ t)(s(x)) = t(s(x)), x ∈ I ′.
Since f I
′
is absolutely continuous with respect to s on I ′ (Cf. [12, §2] or [9, (2.2.28)]), it follows
that t is absolutely continuous on J ′ := s(I ′) and∫
J′
(t′(x))
2
dx =
∫
I′
(
df I
′
ds
)2
ds ≤
∫
I
(
df I
′
ds
)2
ds <∞.
Since I ′ is arbitrary, we may conclude t is absolutely continuous on J and t′ ∈ L2loc(J). That
implies (t).
Next, assume (t) holds. For any φ ∈ C∞c (I), it follows from
φ = φ ◦ t ◦ s
and t is absolutely continuous that φ is absolutely continuous with respect to s. Moreover,∫
I
(
dφ
ds
)2
ds =
∫
J
(
dφ ◦ t
dx
)2
dx =
∫
J
φ′(t(x))
2
t
′(x)
2
dx.
Since φ′ is bounded with compact support and t′ ∈ L2loc(J), we have∫
I
(
dφ
ds
)2
ds <∞.
Hence φ ∈ F , and that implies (c).
Finally, assume (c) holds. For any relatively compact open subset I ′ of I, by using the
Urysohn’s lemma, we may take a function h ∈ C∞c (I) with h|I¯′ ≡ 1. Define
f I
′
:= f · h. (3.1)
Clearly f I
′ ∈ C∞c (I) ⊂ F and
f I
′
(x) = x, x ∈ I ′,
which indicates f ∈ Floc. That completes the proof. 
Remark 3.1. Under the condition (c) (equivalently (f) or (t)), we may obtain another expression
of E(u, v) for any u, v ∈ C∞c (I). Indeed, for any u, v ∈ C∞c (I), it follows from (2.2) that
E(u, v) = 1
2
∫
I
(
du
dx
· dx
ds
)(
dv
dx
· dx
ds
)
ds =
1
2
∫
I
u′(x)v′(x)(t′ ◦ s(x))2ds(x).
Note that dx denotes the Lebesgue measure and dx = dt◦s(x) = (t′ ◦s)ds. Recall that in (2.10)
we use m˜ to stand for the measure t′ ◦ s(x)dx = (t′ ◦ s)2ds, thus we have for any u, v ∈ C∞c (I),
E(u, v) = 1
2
∫
I
u′(x)v′(x)m˜(dx).
Particularly, if m = m˜ (say Corollary 2.15), then the Dirichlet form (E¯ , F¯) (i.e. the smallest
closed extension of C∞c (I) in (E ,F)) is an energy form on L2(I,m).
Next, we take to prove Theorem 2.2. Before starting the detailed proof, we need to explain
some facts about the regular Dirichlet subspaces of (E ,F). Any regular Dirichlet subspace
(E ′,F ′) of (E ,F) still corresponds to a minimal diffusion process with the same speed measure
m and another scaling function sˆ such that
dsˆ
ds
= 0 or 1, ds-a.e., (3.2)
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and vice versa. In other words, (E ′,F ′) =
(
E(sˆ,m),F (sˆ,m)0
)
(see (2.2)), and all regular Dirichlet
subspaces of (E ,F) has a one-to-one correspondence with the scaling functions satisfying (3.2).
This characterization can be found in [12, Theorem 4.1] and [42, Proposition 2.2]. Note that the
scaling function s¯ defined by (2.4) satisfies
ds¯
ds
= 1I\H ,
where H is the support of κ in (2.3). Particularly, s¯ corresponds to a regular Dirichlet subspace
of (E ,F). Now we shall divide the proof of Theorem 2.2 into two steps. The first one is to assert
the regular Dirichlet subspace associated with s¯ is bigger than the smallest closed extension F¯
of C∞c (I).
Lemma 3.2. Let t¯ be the inverse function of s¯. Then t¯ is absolutely continuous on J¯ := s¯(I)
and t¯′ ∈ L2loc(J¯). Particularly, C∞c (I) ⊂ F (s¯,m)0 .
Proof. The absolute continuity of t¯ is obvious from the fact g > 0 a.e. (we refer this fact to
the notes before Theorem 2.2). For any compact subset J ′ ⊂ J¯ , set I ′ := t¯(J ′) which is also a
compact subset of I. It follows from (t¯′ ◦ s¯) · s¯′ = 1 and λI(H) = 0 that∫
J′
(t¯′(x))2dx =
∫
I′
(t¯′ ◦ s¯)2ds¯
=
∫
I′
t¯
′(s¯(x))dx
=
∫
I′\H
1
s¯
′(x)
dx
=
∫
I′\H
1
g(x)
dx.
On the other hand,
1
g
∣∣∣∣
I\H
=
dx
ds
∣∣∣∣
I\H
= t′ ◦ s|I\H , λI -a.e.
Since s(I ′) is compact in J and t′ ∈ L2loc(J) by Lemma 2.1, we may conclude∫
J′
(t¯′(x))2dx =
∫
I′\H
t
′ ◦ s(x)dx =
∫
I′
(t′ ◦ s)2ds =
∫
s(I′)
t
′(x)2dx <∞.
The second assertion is clear by using Lemma 2.1 again. That completes the proof. 
Proof of Theorem 2.2. It follows from Lemma 3.2 that F¯ ⊂ F (s¯,m)0 and thus
(E¯ , F¯) ≺
(
E(s¯,m),F (s¯,m)0
)
,
(
E(s¯,m),F (s¯,m)0
)
≺ (E ,F).
Denote the scaling function of (E¯ , F¯) by sˆ. We only need to prove sˆ = s¯. In fact, we have
dsˆ≪ ds¯ and
dsˆ
ds¯
= 0 or 1, ds¯-a.e.
On the other hand, ds¯ = g · λI with g > 0 a.e., hence ds¯ is equivalent to λI . If the ds¯-measure
of the set
Zdsˆ/ds¯ :=
{
x ∈ I : dsˆ
ds¯
(x) = 0
}
is positive, then we can obtain λI(Zdsˆ/ds¯) > 0. Since ds¯ is equivalent to λI , the zero point set
of sˆ′
Zsˆ′ := {x ∈ I : sˆ′(x) = 0}
equals Zdsˆ/ds¯ in the sense of a.e. (also ds¯-a.e.). Thus λI(Zsˆ′) > 0 and the inverse function
tˆ := sˆ−1
is not absolutely continuous. However, it follows from C1c (I) ⊂ F¯ and Lemma 2.1 that tˆ is
absolutely continuous. Therefore, we may conclude ds¯(Zdsˆ/ds¯) = 0 and that implies sˆ = s¯ (as
we noted in §2.1, any scaling function is forced to be 0 at a fixed point e ∈ I).
The second assertion follows from the fact (E¯ , F¯) = (E ,F) if and only if s = s¯, in other words,
s is absolutely continuous. That completes the proof. 
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3.2. Cartesian product and skew product. The proofs of Theorem 2.5 and 2.7 are somewhat
similar to the one-dimensional cases. The essential factors are the scaling functions, whereas the
details are a little different.
3.2.1. Cartesian product. Let us first prove the case of Cartesian product. All the notations are
given in §2.2.1. Note that for any u, v ∈ F , the form E of Cartesian product may be written as
E(u, v) =
d∑
i=1
∫
Eˆi
E i(uxˆi(·), vxˆi(·))mˆi(dxˆi),
where Eˆi = I1 × · · · × Ii−1 × Ii+1 × · · · × Id, xˆi = (x1, · · · , xi−1, xi+1, · · · , xd), mˆi is the cor-
responding product measure on Eˆi, and uxˆi(·) := u(x1, · · · , xi−1, ·, xi+1, · · · , xd). We refer the
detailed expression of (E ,F) to [33, Theorem 1.4] or [30, Proposition 3.1].
Proof of Lemma 2.4. In fact, C∞c (E) ⊂ F is equivalent to that any coordinate function f i ∈
Floc, where f i(x) = xi for any x = (x1, · · · , xd) and 1 ≤ i ≤ d. We refer this fact to [21,
Theorem 5.6.2 and Corollary 5.6.2]. Note that f i ∈ Floc if and only if f ixˆi ∈ F iloc. From
Lemma 2.1, we may deduce that f ixˆi ∈ F iloc is equivalent to that ti is absolutely continuous and
t
′
i ∈ L2(Ji). That completes the proof. 
Then the proof of Theorem 2.5 is similar to that of Theorem 2.2 and not tough.
Proof of Theorem 2.5. Let t¯i be the inverse of s¯i for any 1 ≤ i ≤ d. Further let (E¯ i, F¯ i) be
the associated Dirichlet form of X¯i and (Eˆ , Fˆ) that of the Cartesian product (X¯1, · · · , X¯d). We
need to prove F¯ = Fˆ . In fact, it follows from Lemma 3.2 that t¯i is absolutely continuous and
t¯
′
i ∈ L2loc(J¯i), where J¯i := s¯i(Ii). Then Lemma 2.4 implies C∞c (E) ⊂ Fˆ , and hence F¯ ⊂ Fˆ .
On the contrary, since C∞c (Ii) is a special standard core of (E¯ i, F¯ i), we may deduce that
C := C∞c (I1)⊗ · · · ⊗ C∞c (Id)
is a core of (Eˆ , Fˆ). However, clearly we have C ⊂ C∞c (E). That indicates Fˆ ⊂ F¯ .
The last assertion is similar to Theorem 2.2. That completes the proof. 
3.2.2. Skew product. The proofs of Lemma 2.6 and Theorem 2.7 are very similar to those of
Lemma 2.4 and Theorem 2.5.
Proof of Lemma 2.6. Assume C∞c (E) ⊂ F . Since C∞c (I)⊗C∞(Sd−1) ⊂ C∞c (E), we may deduce
from (2.5) that C∞c (I) ⊂ F1. Then it follows from Lemma 2.1 that t is absolutely continuous
and t′ ∈ L2loc(J).
On the contrary, assume t satisfies the assumptions, equivalently by Lemma 2.1, we have
C∞c (I) ⊂ F1. It follows from F1 ⊗F2 ⊂ F (Cf. [33, Theorem 1.4]) that C∞c (I)⊗ C∞(Sd−1) ⊂
F . Denote the associated Dirichlet form of (2.6) by (Eˆ , Fˆ). From [20, Theorem 1.1] and [33,
Theorem 1.4] (or [30, Proposition 3.1]), we may conclude that C∞c (I)⊗ C∞(Sd−1) and C∞c (E)
are both cores of (Eˆ , Fˆ). Note that for any u, v ∈ C∞c (I)⊗ C∞(Sd−1), we have
E(u, v) = Eˆ(u, v).
Hence Fˆ ⊂ F , which implies C∞c (E) ⊂ Fˆ ⊂ F . That completes the proof. 
From the fact C∞c (I) ⊗ C∞(Sd−1) and C∞c (E) are both cores of (Eˆ , Fˆ), it follows that the
proof of Theorem 2.7 is actually obvious. So we omit its details.
4. Fukushima’s decomposition
In this section, we shall consider the Fukushima’s decompositions (Cf. [16, 17, 37] and also
[9, 21]) under our basic assumption (1.2) (or equivalently, (2.1) by §3).
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4.1. One-dimensional case. We first explore one-dimensional case. LetX be the diffusion pro-
cess in §2.1, i.e. a minimal diffusion process on I with the scaling function s and speed measure
m. Its associated Dirichlet form is denoted by (E ,F) with the expression (2.2). Further denote
all locally martingale additive functionals of finite energy by
◦
Mloc and all locally continuous ad-
ditive functionals of zero energy by Nc,loc. We refer their detailed definitions to [21, Chapter 5].
Since the coordinate function f ∈ Floc, it follows from [21, Theorem 5.5.1] that there uniquely
exist an M [f ] ∈
◦
Mloc and an N [f ] ∈ Nc,loc such that
f(Xt)− f(X0) =M [f ]t +N [f ]t , t ≥ 0, Px-a.s., ∀x ∈ I. (4.1)
Hereafter, if not otherwise stated, this kind of equalities hold in the sense of Px-a.s. for any
x ∈ I.
Next, we shall characterize M [f ] and N [f ] via the essential determiners s and m of X. Since
X is a diffusion process, naturally M [f ] is also a continuous additive functional. Note that M [f ]
is uniquely determined by its sharp bracket 〈M [f ]〉, which is a PCAF. Furthermore, 〈M [f ]〉 is
also uniquely determined by its Revuz measure µ〈M [f]〉. In the following lemma, we shall give
an expression of µ〈M [f]〉 by the scaling function s.
Lemma 4.1. Assume (1.2) is satisfied. Then the Revuz measure of the sharp bracket 〈M [f ]〉 is
µ〈M [f]〉 = m˜,
where m˜ is given by (2.10).
Proof. For any relatively compact open subset I ′ of I, take a bounded function f I
′ ∈ F such
that f I
′
= f on I ′. We may also write the Fukushima’s decomposition with respect to f I
′
, and
its MAF part is denoted by M [f
I′ ]. Note that the Revuz measure µ
〈M [fI
′
]〉
equals the energy
measure µ〈fI′ 〉 (Cf. [21, Theorem 5.2.3]). By [21, Theorem 5.2.3] again, we have∫
I
u(x)µ〈fI′ 〉(dx) = 2E
(
u · f I′ , f I′
)
− E
((
f I
′
)2
, u
)
for any u ∈ F ∩ Cc(I). Since
2E
(
u · f I′ , f I′
)
− E
((
f I
′
)2
, u
)
=
∫
I
d(u · f I′)
ds
df I
′
ds
ds− 1
2
∫
I
d(f I
′
)2
ds
du
ds
ds
=
∫
I
u ·
(
df I
′
ds
)2
ds,
we may deduce from the regularity of (E ,F) that
∫
I′
u(x)µ〈fI′ 〉(dx) =
∫
I′
u ·
(
df I
′
ds
)2
ds, u ∈ Cc(I ′).
Then it follows from [21, Theorem 5.5.2] that
µ〈M [f]〉
∣∣
I′
= µ〈fI′ 〉
∣∣
I′
=
(
df I
′
ds
)2
ds
∣∣∣∣
I′
= t′(s)2ds|I′ .
From the fact I ′ is arbitrary and dx = t′(s)ds, we obtain
µ〈M [f]〉 = t
′(s)2ds = (t′ ◦ s)(x)dx = m˜.
That completes the proof. 
Remark 4.2. From the lemma above, we know that the assumption m˜ = m implies
〈M [f ]〉t = t ∧ ζ, t ≥ 0,
where ζ is the lifetime of X. Thus M [f ] is equivalent to a Brownian motion before ζ.
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In what follows, we shall characterize the zero energy part N [f ] in (4.1), but some conceptions
should be prepared at first. An additive functional A is said to be of bounded variation if At(ω)
is of bounded variation in t on each compact subinterval of [0, ζ(ω)) for every fixed ω in the
defining set of A. It is known that a CAF A is of bounded variation if and only if A can be
expressed as a difference of two PCAF’s:
At(ω) = A
1
t (ω)−A2t (ω), t < ζ(ω),
where A1, A2 ∈ A+c and A+c is the set of all PCAFs. Let µA1 and µA2 be the Revuz measures
associated with A1 and A2 respectively. Then
µA := µA1 − µA2
is called the smooth signed measure of A. Note that every Revuz measure with respect to
one-dimensional diffusion process X is Radon (Cf. [38, Chapter X, Proposition 2.7]. Thus the
smooth signed measure of A is Radon.
Generally, a measure ν on I is called a smooth signed measure if there exists a generalized
nest {Fk : k ≥ 1} (Cf. [21, §2.2]) such that 1Fk ·ν is a finite signed Borel measure charging no set
of zero capacity for each k, and further ν(I \ ∪k≥1Fk) = 0. Such a generalized nest {Fk : k ≥ 1}
is said to be associated with ν. All the conceptions above may be also extended to local additive
functionals, and we refer them to [21, §5.5].
Since any singleton of I is of positive capacity with respect to X, it follows that
I =
⋃
k≥1
Fk,
for any generalized nest {Fk : k ≥ 1}. Furthermore, for a closed subset F ⊂ I, we put
FF := {u ∈ F : u˜ = 0 q.e. on I \ F},
Fb,F := {u ∈ Fb : u˜ = 0 q.e. on I \ F},
where Fb is all bounded functions in F . Note that since X is a one-dimensional irreducible
diffusion process, the quasi-continuous version u˜ equals u and “q.e.” is indeed “everywhere”.
Lemma 4.3. The CAF N [f ] in (4.1) is of bounded variation, if and only if there exists a smooth
signed measure ν such that for any compact set K,
E(f, u) = 〈ν, u〉, u ∈ Fb,K . (4.2)
Particularly, the smooth signed measure of N [f ] equals −ν, i.e. µN [f] = −ν.
Proof. By [21, Theorem 5.5.4], N [f ] is of bounded variation if and only if there exists a smooth
signed measure ν such that
E(f, u) = 〈ν, u〉, u ∈
∞⋃
k=1
Fb,Fk (4.3)
for a generalized nest {Fk : k ≥ 1} of increasing compact sets associated with ν, i.e. |ν|(Fk) <∞
for each k. Particularly, µN [f] = −ν.
Clearly, (4.2) implies (4.3). Thus we need only to prove the necessity of (4.2). Fix a compact
set K and a function u ∈ Fb,K . Take a bounded open interval (a′, b′) such that
K ⊂ (a′, b′) ⊂ [a′, b′] ⊂ I,
and a function ψ ∈ C∞c (I) such that 0 ≤ ψ ≤ 1, ψ = 1 on K and supp[ψ] ⊂ (a′, b′). Clearly,
ψ ∈ Fb. Since {Fk : k ≥ 1} is a generalized nest, equivalently, ∪k≥1FFk is E1-dense in F , thus
we may take a sequence of functions {un : n ≥ 1} ⊂ ∪k≥1FFk such that
‖un − u‖E1 → 0, n→∞. (4.4)
Note that {un : n ≥ 1} could be taken to be uniformly bounded (Cf. [21, Theorem 1.4.2 (iii)]).
Without loss of generality, we may also assume un → u pointwisely as n→∞. Let
vn := un · ψ.
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We assert ‖vn − u‖E1 → 0 as n → 0. In fact, ‖vn − u‖m ≤ ‖un − u‖m → 0 as n → ∞. On the
other hand,
E(vn − u, vn − u) = 1
2
∫
I
(
d(vn − u)
ds
)2
ds
=
1
2
∫
I
(
d ((un − u) · ψ)
ds
)2
ds
≤
∫
I
((
d(un − u)
ds
)2
· ψ2 + (un − u)2
(
dψ
ds
)2)
ds
Since ψ is bounded, it follows from (4.4) that∫
I
(
d(un − u)
ds
)2
· ψ2ds ≤ 2E(un − u, un − u)→ 0, n→∞.
Note that (dψ/ds)2ds =
(
(ψ′)2 · (t′ ◦ s)2) ds = (ψ′)2 ·m˜ is a finite measure supported on (a′, b′).
From [9, (2.2.32)], we may deduce that there exists a constant C (only depends on (a′, b′)) such
that
sup
x∈(a′,b′)
(un(x) − u(x))2 ≤ C · E1(un − u, un − u).
That implies ∫
I
(un − u)2
(
dψ
ds
)2
ds ≤ C · E1(un − u, un − u) ·
∫ b′
a′
(
dψ
ds
)2
ds→ 0
as n→∞.
Clearly, vn ∈ ∪k≥1FFk , and it follows from (4.3) that E(f, vn) = 〈ν, vn〉. Since ‖vn−u‖E1 → 0
as n → ∞, we have limn→∞ E(f, vn) = E(f, u). Furthermore, vn is uniformly bounded and
supported on (a′, b′), and vn → u pointwisely. Note that ν is signed Radon (hence a finite
measure if it is restricted on (a′, b′)). Thus we can also obtain limn→∞〈ν, vn〉 = 〈ν, u〉. Hence
E(f, u) = 〈ν, u〉.
That completes the proof. 
The following proposition gives another characterization equivalent to the fact N [f ] is of
bounded variation via the scaling function s.
Proposition 4.4. Assume (1.2) is satisfied, and let N [f ] be the local CAF of zero energy in
(4.1). Then N [f ] is of bounded variation, if and only if an a.e. version of t′ is locally of bounded
variation on J . Furthermore, if N [f ] is of bounded variation, then the smooth signed measure of
N [f ] is
µN [f] =
1
2
dt∗(t
′), (4.5)
where dt∗(t
′) is the image measure of dt′ with respect to the transform t : J → I.
Proof. We first assume N [f ] is of bounded variation. Let ν be the smooth signed measure in
Lemma 4.3. For any function u ∈ Fb with compact support K, there exists an absolutely
continuous function φ on J with supp[φ] ⊂ s(K) and φ′ ∈ L2(J) such that u = φ ◦ s. It follows
that
E(f, u) = 1
2
∫
I
df
ds
du
ds
ds =
1
2
∫
J
t
′(x)φ′(x)dx (4.6)
and
〈ν, u〉 =
∫
I
φ ◦ s(x)ν(dx) =
∫
J
φ(y)s∗(ν)(dy).
Since s∗(ν) (i.e. the image measure of ν via the transform s) is a Radon measure on J , there
exists a function of locally bounded variation, say F , on J such that
s∗(ν) = dF,
where dF is the Lebesgue-Stieltjes measure with respect to F . Since the support of u (hence of
φ) is compact, we may deduce
〈ν, u〉 =
∫
J
φ(x)dF (x) = −
∫
J
F (x)φ′(x)dx, (4.7)
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It follows from Lemma 4.3, (4.6) and (4.7) that∫
J
(t′(x) + 2F (x))φ′(x)dx = 0 (4.8)
for any φ ∈ C∞c (J). Then from [1, Corollary 3.32], we may conclude
t
′ + 2F = C, a.e. on J
for some constant C. Clearly, t′ is of locally bounded variation and s∗(ν) = −1/2dt′. Hence
ν = −1
2
dt∗(t
′). (4.9)
On the contrary, assume that t′ is of locally bounded variation. For any u ∈ Fb with compact
support, we may take an absolutely continuous function φ on J with compact support and
φ′ ∈ L2(J) such that u = φ ◦ s. Thus we have
E(f, u) = 1
2
∫
J
t
′(x)φ′(x)dx = −1
2
∫
J
φ(x)dt′(x) = −1
2
∫
I
u(x)dt∗(t
′)(x).
Clearly, 12dt∗(t
′) is a smooth signed Radon measure and (4.2) holds for ν = − 12dt∗(t′). From
Lemma 4.3, we conclude N [f ] is of bounded variation. That completes the proof. 
The condition of t in Proposition 4.4 looks a little awkward. Particularly, if t ∈ C1(J) and t′
is absolutely continuous (i.e. (H4’) in §2.4 is satisfied), then t satisfies Proposition 4.4 naturally.
However, we may also give some examples, in which t′ is only of bounded variation, but not
absolutely continuous, see Example 5.3. Furthermore, (H4’) owns the following characterization.
Corollary 4.5. Assume (1.2) is satisfied, and N [f ] is of bounded variation. Then (H4’) holds,
i.e. t ∈ C1(J) and t′ is absolutely continuous, if and only if µN [f] ≪ m˜.
Proof. In the notes between Lemma 2.14 and Corollary 2.15, we already illustrated that (H4’)
implies µN [f] ≪ m˜. On the contrary, since µN [f] = 1/2·dt∗(t′) = (1/2·dt′)◦s by Proposition 4.4,
it follows that µN
[f] ≪ m˜ implies dt′ ≪ t′(x)2dx. Clearly, t′(x)2dx≪ dx, and hence dt′ ≪ dx.
That means t′ is absolutely continuous and completes the proof. 
4.2. Proofs of §2.4. We first prove Lemma 2.12, i.e. D has uncountable elements.
Proof of Lemma 2.12. Since s is not absolutely continuous, we may write the Lebesgue decom-
position of ds as (2.3), i.e.
ds = g · λ+ κ, κ ⊥ λ,
where λ is the Lebesgue measure on R. LetH be the set of λ-zero measure such that κ(R\H) = 0.
Clearly, κ(H) > 0.
Set k(x) := κ([−x, x]) for any x ≥ 0. Since s is continuous, it follows that any singleton is of
zero κ-measure, and thus k is increasing and continuous. Fix arbitrary constant 0 < c < κ(H) =
k(∞), we may take a constant xc > 0 such that k(xc) = κ([−xc, xc]) = c. Set
sc(x) :=
∫ x
0
g(y)dy +
∫ x
0
1[−xc,xc](y)κ(dy)
for any x ∈ R. Clearly, sc is strictly increasing and continuous, i.e. a scaling function. Let
(Ec,Fc) be the associated Dirichlet form of the minimal diffusion process with scaling function
sc and speed measure m. Furthermore,
dsc
ds
= 1Hc∪[−xc,xc], ds-a.e.,
and
ds¯
dsc
= 1Hc , dsc-a.e.,
where ds¯ = g · λ is the absolutely continuous part of s. Note that ds(H ∩ {y : |y| > xc}) =
κ(H ∩ {y : |y| > xc}) > 0 and dsc(H) = κ(H ∩ [−xc, xc]) > 0. They imply (E¯ , F¯) is a proper
regular Dirichlet subspace of (Ec,Fc), and (Ec,Fc) is a proper regular Dirichlet subspace of
(E ,F) (Cf. [12, Theorem 4.1]. Particularly, (Ec,Fc) ∈ D.
For two different constants c1, c2 ∈ (0, κ(H)), we may prove similarly that if c1 < c2, then
(Ec1 ,Fc1) is a proper regular Dirichlet subspace of (Ec2 ,Fc2). HenceD has uncountable elements.
That completes the proof. 
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Remark 4.6. From the above proof, we may also deduce that
[0, κ(R)]→ D, c 7→ (Ec,Fc)
is a one-to-one correspondence. Particularly, 0 corresponds to the smallest element (E¯ , F¯) of D,
and κ(R)(≤ ∞) corresponds to the biggest one (E ,F).
Now we turn to prove Theorem 2.13. The proof will be divided into several steps. Take a
Dirichlet form (Ec,Fc) ∈ D. Its associated diffusion process is denoted by Xc = (Xct ,Pxc )x∈R.
Since C∞c (R) ⊂ Fc, it follows that the coordinate function f ∈ Fcloc. Thus we may write the
Fukushima’s decomposition of Xc with respect to f , i.e.
f(Xct )− f(Xc0) =M [f ],ct +N [f ],ct , t ≥ 0, (4.10)
where M [f ],c ∈
◦
M
c
loc, N
[f ],c ∈ N cc,loc,
◦
M
c
loc and N cc,loc stand for the sets of local MAFs and local
CAFs of zero energy with respect to Xc. Clearly, M [f ],c is also continuous MAF, and we denote
the Revuz measure of its sharp bracket 〈M [f ],c〉 by µc〈f〉, i.e.
µc〈f〉 := µ〈M [f],c〉.
We also write µ〈M [f]〉 in Lemma 4.1 as µ〈f〉 for short.
Lemma 4.7. The Revuz measure of the sharp bracket 〈M [f ],c〉 equals that of 〈M [f ]〉, in other
words,
µc〈f〉 = µ〈f〉.
Proof. Note that µc〈f〉 and µ〈f〉 are both Radon measures on R. On the other hand, it follows
from [21, Theorem 5.2.3] and (Ec,Fc) ≺ (E ,F) that for any u ∈ C∞c (R),∫
R
u(x)µc〈f〉(dx) = 2Ec(u · f, f)− Ec(f2, u) = 2E(u · f, f)− E(f2, u) =
∫
R
u(x)µ〈f〉(dx).
Thus we can obtain that µc〈f〉 = µ〈f〉. That completes the proof. 
Lemma 4.8. If N [f ] is of bounded variation, then N [f ],c is also of bounded variation. Further-
more, their smooth signed measures equals, i.e.
µN [f] = µN [f],c .
Proof. We first prove N [f ],c is also of bounded variation. Take a generalized nest {Kn : n ≥ 1}
of increasing compact sets with respect to (Ec,Fc). From Lemma 4.3, we may deduce that for
any u ∈ Fcb,Kn ⊂ Fb,Kn ,
Ec(f, u) = E(f, u) = −〈µN [f] , u〉.
Clearly, −µN [f] is a smooth signed measure associated with {Kn : n ≥ 1} with respect to Xc.
Then it follows from [21, Theorem 5.5.4] that N [f ],c is of bounded variation. Particularly,
µN [f],c = µN [f] =
1
2
dt∗(t
′).
That completes the proof. 
Proof of Theorem 2.13. Let (Ω,G,Qx)x∈R be the probability measure space of Xc with the
adapted filtration (Gt). Fix an initial distribution ξ on R. It follows from (H4), Proposition 4.4
and Lemma 4.8 that N [f ],c is of bounded variation and
µN [f],c(dx) = b(x)m(dx),
where b ∈ L1loc(R,m) is given by (2.12). By the uniqueness of the Revuz measure, we have
N
[f ],c
t =
∫ t
0
b(Xcs )ds, t ≥ 0, Qξ-a.s. (4.11)
On the other hand, from (H3), Lemma 4.1 and Lemma 4.7, we may deduce that
µc〈f〉(dx) = σ
2(x)m(dx).
Thus
〈M [f ],c〉t =
∫ t
0
σ2(Xcs)ds, t ≥ 0, Qξ-a.s. (4.12)
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Now we carry everything to the enlargement (Ω˜, G˜, Q˜ξ) of (Ω,G,Qξ). That is to take another
probability measure space (Ω′,G′,Q′) with some filtration and let Ω˜ := Ω×Ω′, G˜ := G ×G′ and
Q˜ξ := Qξ ×Q′. Further set (G˜t)t≥0 to be the induced filtration of the enlargement. We refer its
detailed description to [38, Chapter V §1]. Particularly, for any ω˜ = (ω, ω′) ∈ Ω˜, let
X˜ct (ω˜) := X
c
t (ω), M˜
[f ],c
t (ω˜) :=M
[f ],c
t (ω), N˜
[f ],c
t (ω˜) := N
[f ],c
t (ω).
They are all (G˜t)-adapted. On the other hand, (4.11) and (4.12) are still right if we replace
Xc,M [f ],c, N [f ],c,Qξ by X˜c, M˜ [f ],c, N˜ [f ],c, Q˜ξ.
Furthermore, since d〈M [f ],c〉t ≪ dt, Qξ-a.s., it follows from [38, Chapter V, Theorem 3.9]
that there exists a G˜t-adapted standard Brownian motion B˜ = (B˜t)t≥0 on (Ω˜, G˜, Q˜ξ) such that
M˜
[f ],c
t =
∫ t
0
σ
(
X˜cs
)
dB˜s, t ≥ 0, Q˜ξ-a.s.
Then from (4.10), we may obtain that
X˜ct − X˜c0 =
∫ t
0
σ
(
X˜cs
)
dB˜s +
∫ t
0
b(X˜cs)ds, t ≥ 0, Q˜ξ-a.s.
Note that (X˜ct )t≥0 is actually equivalent to (X
c
t )t≥0. That completes the proof. 
We need to point out in Theorem 2.13 the Brownian motion cannot be constructed directly
on the same probability measure space as Xc, since the lifetime ζc of Xc is probably finite.
Consequently, the enlargement of the probability measure space is necessary. For example, in
the case of Corollary 2.15, m˜ = m, Lemma 4.1 and Lemma 4.7 indicate µc〈f〉 = m. Thus we have
〈M [f ],c〉t = t ∧ ζc, t ≥ 0, Qξ-a.s..
Then M [f ],c is almost a standard Brownian motion. However, if ζc =∞, Qξ-a.s. fails, then we
still need to construct a standard Brownian motion (Bt)t≥0 via the enlargement of (Ω,G,Qξ)
(see [38, Chapter V, Theorem 1.7]) such that M
[f ],c
t = Bt for t ≤ ζc. Naturally, one may expect
the enlargement could be dropped once providing Qξ(ζc = ∞) = 1. Sometimes the answer is
yes.
Lemma 4.9. Let (Ω,G,Qx)x∈R be the probability measure space of Xc with the adapted filtration
(Gt)t≥0. Fix an initial distribution ξ on R. If Qξ(ζc = ∞) = 1 and m is absolutely continuous
with respect to the Lebesgue measure (equivalently, (H3’) is satisfied), then there exists a Gt-
adapted Brownian motion (Bt)t≥0 such that
M
[f ],c
t =
∫ t
0
σ(Xcs )dBs, t ≥ 0, Qξ-a.s.
Proof. By [38, Chapter V, Proposition 3.8], we only need to prove
d〈M [f ],c〉t = σ2(Xct )dt (4.13)
is Qξ-a.s. equivalent to the Lebesgue measure. Clearly, (4.13) is absolutely continuous with
respect to the Lebesgue measure, so it suffices to prove for Qξ-a.s. ω,
t→ σ2(Xct (ω))
is a.e. strictly positive. Let A := {x ∈ R : σ(x) = 0}. Note that A is defined in the sense of a.e.,
since t is differential a.e., and its Lebesgue measure |A| equals
|A| =
∫
A
dx =
∫
{y:t′◦s(y)=0}
t
′ ◦ sds = 0.
Put all the points at where t′ ◦s or h do not exist (also of zero Lebesgue measure) into A, where
h is the density function of m with respect to the Lebesgue measure. Then it still holds |A| = 0,
and moreover,
{t : σ2(Xct ) is not strictly positive} ⊂ {t : Xct ∈ A}. (4.14)
That also implies m(A) = 0. Since the probability transition semigroup Pt(x, dy) of X
c has a
density function pt(x, y) with respect to m, we may deduce that
Qξ
(∫ ∞
0
1A(X
c
t )dt
)
=
∫ ∞
0
dt
∫
R
ξ(dx)
∫
R
pt(x, y)1A(y)m(dy) = 0.
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Thus,
∫∞
0 1A(X
c
t )dt = 0, Q
ξ-a.s. In other words, the Lebesgue measure of {t : Xct ∈ A} is
zero. From (4.14), we can obtain t → σ2(Xct (ω)) is a.e. strictly positive. That completes the
proof. 
Remark 4.10. If Qx(ζc =∞) = 1 for any x ∈ R, then Xc is said to be conservative. Clearly, the
conservativeness of Xc indicates
Qξ(ζc =∞) = 1,
for any initial distribution ξ. On the other hand, it is known that Xc is conservative, if and
only if neither of the boundary points is approachable in finite time. The latter assertion can
also be characterized by the scaling function sc and speed measure m. We refer the details
to [9, Example 3.5.7]. Particularly, if c1, c2 ∈ [0, κ(R)] and c1 < c2, then the conservativeness of
Xc1 indicates the conservativeness of Xc2 .
Finally, let us assert the accessible assumptions (H3’) and (H4’) are stronger than (H3) and
(H4). Then Corollary 2.15 is obvious by Theorem 2.13.
Proof of Lemma 2.14. (H3’) implies m is equivalent to the Lebesgue measure. Then it follows
from (2.10) that m˜≪ m, in other words, (H3) is satisfied. On the other hand, (H4’) indicates
t
′ is of bounded variation. Note that in the notes after Theorem 2.13, we already proved
dt∗(t
′) ≪ m˜. Thus we also have dt∗(t′) ≪ m and so (H4) is checked. That completes the
proof. 
4.3. Multi-dimensional cases. In this section, we shall consider the Fukushima’s decomposi-
tion with respect to the energy form outlined in Lemma 2.8. The notations of this section are
inherited from §2.3. Particularly, we always assume that
C∞c (U) ⊂ F
and the MAF M [f ] in (2.7) is equivalent to a Brownian motion. The second assumption implies
the Revuz measure of the sharp bracket 〈M [fi]〉 equals m, i.e. µ〈M [fi]〉 = m for each 1 ≤ i ≤ d.
Then it follows from [9, Theorem 4.3.8] that f i∗m is absolutely continuous with respect to the
Lebesgue measure on R, where f i∗m is the image measure of m via the transform f
i : U → R.
Furthermore, Proposition 2.11 indicates if N [f ] is of bounded variation, then we almost have
m≪ λU , where λU is the Lebesgue measure on U . Thus it is not sudden to further assume
m≪ λU .
Naturally, write m(dx) = ρ(x)dx for some a.e. strictly positive function ρ ∈ L1loc(U).
Proof of Proposition 2.11. Let {Kn : n ≥ 1} be the common generalized nest of increasing
compact sets associated with {µN [fi] : 1 ≤ i ≤ d} such that for any u ∈ ∪n≥1Fb,Kn ,
E(u, f i) = −〈µN [fi] , u〉. (4.15)
We assert (4.15) also holds for any u ∈ C∞c (U). In fact, fix a function u ∈ C∞c (U). Let
K := supp[u], and take a relatively compact open set G such that K ⊂ G ⊂ G¯ ⊂ U . Note that
{G∩Kn : n ≥ 1} is a generalized nest of the part Dirichlet form (EG,FG) (Cf. [9, Theorem 3.3.8]).
Particularly, ∪n≥1FG∩Kn is E1-dense in FG. Since u ∈ FG, we may take a sequence {uk : k ≥
1} ⊂ ∪n≥1FG∩Kn such that {uk : k ≥ 1} is uniformly bounded and uk is E1-convergent to u as
k →∞. Without loss of generality, by [21, Theorem 2.1.4], we may also assume uk → u, q.e. as
k →∞. Clearly, uk ∈ ∪n≥1Fb,Kn . Thus
E(uk, f i) = −〈µN [fi] , uk〉.
Since |µN [fi] |(G) <∞, by letting k →∞, we may obtain E(u, f i) = −〈µN [fi] , u〉.
Now fix a function h ∈ C∞c (U) with supp[h] = W . For any u ∈ C∞c (U) and 1 ≤ i ≤ d, we
have
−〈µN [fi] , u · h〉 = E(u · h, f i)
=
1
2
∫
U
∂(u · h)
∂xi
m(dx)
=
1
2
(∫
U
∂u
∂xi
(x)h(x)m(dx) +
∫
U
∂h
∂xi
(x)u(x)m(dx)
)
.
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It follows ∫
U
∂u
∂xi
(x)h(x)m(dx) = −2〈h · µN [fi] , u〉 −
∫
U
u(x)
∂h
∂xi
(x)m(dx),
and hence ∣∣∣∣
∫
U
∂u
∂xi
(x)h(x)m(dx)
∣∣∣∣ ≤
(
2 · |h · µN [fi] |(W ) +
∫
W
∣∣∣∣ ∂h∂xi (x)
∣∣∣∣m(dx)
)
· ||u||u
for any u ∈ C∞c (U) and 1 ≤ i ≤ d, where ‖u‖u is the uniform norm of u. From [6, Lemma 7.2.2.1],
we may deduce that h ·m ≪ λU . Since h is arbitrary in C∞c (U), we finally achieve m ≪ λU .
That completes the proof. 
Remark 4.11. From the above proof, we may easily find that Proposition 2.11 still holds, if
µN [fi] only satisfies that there exists a sequence of increasing relatively compact open sets Gn
with ∪n≥1Gn = U such that µN [fi](Gn) < ∞. If so, we may deduce that (4.15) holds for any
u ∈ C∞c (Gn). Then take any fixed function h ∈ C∞c (Gn), it also follows h ·m≪ λU .
Our focus is to characterize the local CAF N [f ] of zero energy in (2.7). Recall that N [f ] is
of bounded variation, if each component N [f
i] is of bounded variation for 1 ≤ i ≤ d, where
N [f ] =
(
N [f
1], · · · , N [fd]
)
. The following lemma gives a sufficient condition to the fact that
N [f ] is of bounded variation and also an explicit expression of N [f ].
Lemma 4.12. Let (E ,F) be the energy form in Lemma 2.8. Assume C∞c (U) is a special standard
core of (E ,F), and m(dx) = ρ(x)dx with ∂ρ/∂xi ∈ L1loc(U) for 1 ≤ i ≤ d, where ∂ρ/∂xi is the
weak derivative of ρ. Then N [f ] in (2.7) is of bounded variation, and
N
[f ]
t =
1
2
∫ t
0
∇ρ
ρ
(Xs) ds, t ≥ 0. (4.16)
Proof. Fix i, take any function u ∈ C∞c (U), we have
E(f i, u) = 1
2
∫
U
∇f i(x) · ∇u(x)ρ(x)dx
=
1
2
∫
U
∂u
∂xi
(x)ρ(x)dx
= −1
2
∫
U
u(x)
∂ρ
∂xi
(x)dx.
It follows from ∂ρ/∂xi ∈ L1loc(U) that −1/2 · ∂ρ/∂xi · dx is a signed Radon measure on U , and
clearly charges no set of zero capacity. Thus from [21, Corollary 5.5.1], we may deduce that
N [f
i] is of bounded variation, and its smooth signed measure is
µN [fi](dx) =
1
2
∂ρ
∂xi
(x)dx.
Furthermore, since ρ > 0, a.e., we also have
µN [fi](dx) =
1
2
(
1
ρ
∂ρ
∂xi
)
(x)m(dx).
Note that 1/ρ · ∂ρ/∂xi ∈ L1loc(U,m). Hence we can obtain
N
[fi]
t =
1
2
∫ t
0
(
1
ρ
∂ρ
∂xi
)
(Xs)ds, t ≥ 0.
Therefore, N [f ] may be written as
N
[f ]
t =
1
2
∫ t
0
∇ρ
ρ
(Xs) ds, t ≥ 0.
That completes the proof. 
Now we take to prove the main result of this section, i.e. Theorem 2.9 in §2.3. Clearly, the
smooth density function ρ in Theorem 2.9 satisfies the assumption of Lemma 4.12. Particularly,
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if any of the equivalent assertions in Theorem 2.9 holds, then N [f ] in (2.7) could be written as
(4.16). Furthermore, denote
E¯(u, v) := E(u, v) = 1
2
∫
U
∇u(x) · ∇v(x)m(dx)
for any u, v ∈ C∞c (U). Denote its smallest closed extension in (E ,F) by (E¯ , F¯). Clearly, (E¯ , F¯)
is a regular Dirichlet subspace of (E ,F). Particularly, we may also write the Fukushima’s de-
composition with respect to (E¯ , F¯):
f(X¯t)− f(X¯0) = M¯ [f ]t + N¯ [f ]t , t ≥ 0,
where (X¯t)t≥0 is the associated diffusion process of (E¯ , F¯). Since (E¯ , F¯) satisfies all the assump-
tions in Lemma 4.12, we can obtain N¯ [f ] is of bounded variation (no matter whether N [f ] is or
is not).
Proof of Theorem 2.9. The fact (1) ⇒ (2) is obvious from Lemma 4.12. Now, we assume (2)
holds. From the proof of Proposition 2.11, we know that for any function u ∈ C∞c (U),
E(u, f i) = −〈µN [fi] , u〉.
On the other hand, for any u ∈ C∞c (U),
E(u, f i) = 1
2
∫
U
∂u
∂xi
(x)ρ(x)dx = −1
2
∫
U
∂ρ
∂xi
(x)u(x)dx.
Then we can conclude
µN [fi] =
1
2
∂ρ
∂xi
dx =
1
2ρ
∂ρ
∂xi
·m.
Particularly, there exists a generalized nest {Kn : n ≥ 1} of increasing compact subsets of U
such that
E(u, f i) = −1
2
∫
U
u(x)
∂ρ
∂xi
dx, u ∈
⋃
n≥1
Fb,Kn (4.17)
Note that ∪n≥1Fb,Kn is E
1
2
1 -dense in F . Fix n and a function v ∈ Fb,Kn , let us compute the
energy measure µ〈fi,v〉 (Cf. [21, §5.2]. For any g ∈ C∞c (U), it follows from [21, Theorem 5.6.2]
and µ〈fi,fj〉 = δij ·m that
gdµ〈fi,v〉 = dµ〈fi,g·v〉 − vdµ〈fi,g〉
and
µ〈fi,g〉 =
∂g
∂xi
·m.
Hence from (4.17), we can deduce that∫
U
gdµ〈fi,v〉 = 2E(f i, g · v)−
∫
U
v(x)
∂g
∂xi
(x)ρ(x)dx
= −
∫
U
g(x)v(x)
∂ρ
∂xi
(x)dx −
∫
U
v(x)
∂g
∂xi
(x)ρ(x)dx
= −
∫
U
v(x)
∂(g · ρ)
∂xi
(x)dx.
(4.18)
Now for any h ∈ C∞c (U), clearly ∂h/∂xi ∈ C∞c (U) for each 1 ≤ i ≤ d. By using [21, Theo-
rem 5.6.2] again, it follows from (4.18) that
E(h, v) = 1
2
∫
U
dµ〈h,v〉
=
1
2
∫
U
d∑
i=1
∂h
∂xi
dµ〈fi,v〉
= −1
2
d∑
i=1
∫
U
v(x)
∂
∂xi
(
ρ
∂h
∂xi
)
(x)dx
= (−L0h, v)m,
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where the operator L0 is defined by
D(L0) = C∞c (U),
L0h = 1
2
d∑
i=1
1
ρ
∂
∂xi
(
ρ
∂u
∂xi
)
, h ∈ D(L0).
(4.19)
Since ∪n≥1Fb,Kn is E
1
2
1 -dense in F , we can deduce that for any fixed h ∈ C∞c (U),
E(h, v) = (−L0u, v)m, v ∈ F .
Hence h ∈ D(L) and Lh = L0h. That indicates (3).
Finally, assume (3) holds, i.e. C∞c (U) is a subset of D(L). For any u, v ∈ C∞c (U) ⊂ D(L)∩F¯ ,
we have
E¯(u, v) = 1
2
d∑
i=1
∫
U
∂u
∂xi
(x)
∂v
∂xi
(x)ρ(x)dx
=
1
2
d∑
i=1
∫
U
−
(
1
ρ
∂
∂xi
(
ρ
∂u
∂xi
))
(x)v(x)ρ(x)dx
=
(
−1
2
d∑
i=1
1
ρ
∂
∂xi
(
ρ
∂u
∂xi
)
, v
)
m
= (−L0u, v)m.
(4.20)
That implies
(−Lu, v)m = E(u, v) = E¯(u, v) = (−L0u, v)m.
Since C∞c (U) is dense in L
2(U,m), it follows that Lu = L0u for any u ∈ C∞c (U). That indicates
L is a Markovian self-adjoint extension (Cf. [21, §3.3]) of L0. Then from [21, Theorem 3.3.1], we
know that
F ⊂
{
u ∈ L2(U,m) :
d∑
i=1
∫
U
(
∂u
∂xi
)2
m(dx) <∞
}
. (4.21)
Now fix any function u ∈ F ∩ Cc(U). Set K := supp[u], which is a compact subset of U . Take
a relatively compact open set G such that K ⊂ G ⊂ G¯ ⊂ U . Since ρ is continuous and strictly
positive, there exist two positive constants c, C such that
c ≤ ρ(x) ≤ C
for any x ∈ G. As a sequel, the E¯1-norm of F¯G is equivalent to the norm of H10 (G), where H10 (G)
is the closure of C∞c (G) in the 1-Sobolev spaceH
1(G). Particularly, F¯G = H10 (G). It follows from
(4.21) and u ∈ F ∩Cc(G) that u ∈ H10 (G). Thus there exists a sequence {un : n ≥ 1} ⊂ C∞c (G)
such that un is convergent to u in H
1
0 -norm, hence also in E¯1-norm. Therefore, we can conclude
u ∈ F¯ . Since (E ,F) is regular, it follows that F ⊂ F¯ , which indicates (1). That completes the
proof. 
5. Examples
5.1. One-dimensional examples. In this section, we shall give several one-dimensional exam-
ples. All of them satisfy the basic assumption (2.1), i.e. C∞c ⊂ F . Thus we may write their
Fukushima’s decompositions with respect to the coordinate function f as (1.3). Particularly,
from Example 5.1 to 5.4, the regularity of N [f ]’s trajectories will become weaker and weaker.
Example 5.1. In this example, we shall reintroduce S. Orey’s work [35], which illustrates perfect
diffusion processes that are part of the particular cases of Theorem 2.2, i.e. C∞c (I) ⊂ F and s is
absolutely continuous. Without loss of generality, let I = R and X = (Xt,P
x)x∈R an irreducible
diffusion process with no killing inside, whose scaling function and speed measure are denoted
by s and m. Naturally, t := s−1. Denote the associated Dirichlet form on L2(R,m) of X by
(E ,F).
By [35, Theorem 1], the absolute continuity of X with respect to a Brownian motion (see §1)
has several equivalent conditions, and we pick out two of them as follows:
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(b1): the scaling function
s(x) =
∫ x
0
exp
{
−2
∫ y
0
b(z)dz
}
dy, (5.1)
and the speed measure m(dx) = mb(x)dx with the density function
mb(x) =
∫ x
0
exp
{
2
∫ y
0
b(z)dz
}
dy
for some b ∈ L2loc(R);
(b2): for some b ∈ L2loc(R),
Yt[b] := Xt −
∫ t
0
b(Xu)du, t ≥ 0
is a (Px)x∈R-Brownian motion.
Now we assert if so, X enjoys the following properties:
(t1): C∞c (R) ⊂ F ;
(t2): (H4’) is satisfied, and m = m˜;
(t3): t′ is strictly positive, and t′′ ∈ L2loc(J).
The strict positivity of t′ indicates the absolute continuity of s. Particularly, X satisfies all the
assumptions of Corollary 2.15 besides (H2), and D has a unique element.
Let us give a brief proof to the above facts (t1), (t2) and (t3). From (5.1), we know that s is
absolutely continuous and s′ is strictly positive. It follows that t is also absolutely continuous.
Note that mb(x) = s
′(x)−1 = t′ ◦ s(x). Thus m = m˜. Clearly, t′ ∈ L2loc(J) is equivalent to the
fact (t′ ◦ s)2ds = (t′ ◦ s)(x)dx = m(dx) is Radon, which is obvious. Hence (t1) is verified by
Lemma 2.1. Then
Xt −X0 = Bt +
∫ t
0
b(Xu)du, t ≥ 0,
where Bt := Yt[b]− Y0[b] is a standard Brownian motion, is actually the Fukushima’s decompo-
sition of X with respect to the coordinate function f . It follows from Corollary 4.5 that (H4’)
is enjoyed and hence (t2) is also checked. Naturally, that t′ is strictly positive may be deduced
from t′ ◦ s(x) = mb(x). Finally, let us prove t′′ ∈ L2loc(J). In fact, for any compact subset
K ⊂ R, set K ′ := t(K) which is also compact. Then it follows from Corollary 2.15 that
4
∫
K′
b(x)2dx =
∫
K′
(t′′)2
(t′)4
(s(x))dx =
∫
K
(t′′)2
(t′)3
dx. (5.2)
Since t′ is continuous and strictly positive, we may deduce that
4
∫
K′
b(x)2dx ≥ 1||t′||3∞,K
∫
K
t
′′(x)2dx.
It follows from b ∈ L2loc that t′′ ∈ L2loc(J). That indicates (t3).
On the contrary, if X satisfies (t1), (t2) and (t3), we may also deduce that X is absolutely
continuous with respect to a Brownian motion. Note that (t1) and (t2) implies X enjoys the
Fukushima’s decomposition in Corollary 2.15, whereas b is only in L1loc(R,m). The strictly
positivity of t′ in (t3) indicates D has only one element, and from t′′ ∈ L2loc(J) and (5.2), we
may also obtain b ∈ L2loc(R). Thus from the equivalent condition (b2), we know X is absolutely
continuous with respect to a Brownian motion.
Intuitively, (t3) is an equivalent gap from Corollary 2.15 to the factX is absolutely continuous
with respect to a Brownian motion that researched in S. Orey’s work [35].
Example 5.2. Next, we shall give a class of examples that satisfies the assumptions (H2),
(H3’) and (H4’) in §2.4. Since (H3’) is not essential, namely, we may only raise a scaling
function s on R and its inverse function t on J = s(R) such that
(s1): s and t are both strictly increasing and continuous;
(s2): t ∈ C1(J) and t′ is absolutely continuous;
(s3): s is not absolutely continuous.
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Take a generalized Cantor set (Cf. [15]) K ⊂ [0, 1] such that its Lebesgue measure λ(K) > 0.
Note that K is nowhere dense and compact. Define a function ψ on R by
ψ(x) := d(x,K) = inf
w∈K
|x− w|
Clearly, ψ is continuous, strictly positive on R \K, and the set of its all zero points
Zψ := {x ∈ R : ψ(x) = 0}
exactly equals K. Moreover, one may easily check that for any x, y ∈ R,
|ψ(x) − ψ(y)| ≤ |x− y|.
That indicates ψ is Lipschitz continuous, hence also absolutely continuous. Now define
t(x) :=
∫ x
0
ψ(u)du, x ∈ R.
Clearly, t satisfies (s2). Since Zψ = K is a nowhere dense set, it follows that t is strictly
increasing. Thus t and s := t−1 are both strictly increasing and continuous. Namely, (s1)
also holds. Note that s is absolutely continuous if and only all the zero points of t′ is of zero
Lebesgue measure. However, Zt′ = Zψ = K and λ(K) > 0. That indicates s is not absolutely
continuous. Hence, (s3) is also verified.
In particular, in the above example, since K is compact, one may easily compute t(−∞) =
−∞ and t(∞) =∞. Thus s and t are both defined on R. Consequently, the associated diffusion
process is recurrent, hence also conservative. Furthermore, the absolutely continuous part s¯ of
s also satisfies s¯(−∞) = −∞ and s¯(∞) = ∞. So by [31, Remark 3.5], every diffusion process
associated with an element in D is recurrent and we need not worry about its lifetime. In other
words, all the solutions in Theorem 2.13 never explode.
Example 5.3. Now we shall introduce a class of examples such thatN [f ] is of bounded variation,
but cannot be written as the form of
∫ ·
0
b(Xs)ds. In other words, the smooth signed measure
µN [f] is not absolutely continuous with respect to the speed measure m.
Let X be a diffusion process on I with the scaling function s, speed measure m and no killing
inside. A skew transform at a fixed point x0 ∈ I with two parameters γ1, γ2 > 0 is an operation
on X to produce another diffusion process Xˆ, whose scaling function sˆ and speed measure mˆ
are given by
dsˆ := γ1ds|{x∈I:x<x0} + γ2ds|{x∈I:x≥x0},
mˆ :=
1
γ1
m|{x∈I:x<x0} +
1
γ2
m|{x∈I:x≥x0}.
Let t := s−1. Set s(x0) = 0. Then the inverse function tˆ of sˆ may be written as
tˆ(y) = t
(
y
γ1
)
1{y<0} + t
(
y
γ2
)
1{y≥0}, y ∈ R. (5.3)
We assert the following basic assumptions remain under the skew transforms:
(c1): C∞c (I) ⊂ F ;
(c2): M [f ] is equivalent to a Brownian motion;
(c3): N [f ] is of bounded variation.
This fact is easy to check by the equivalent characterizations via s, t and m, say Lemma 2.1,
Lemma 4.1 and Proposition 4.4. For example, if X satisfies (c1), equivalently, t is absolutely
continuous and t′ ∈ L2loc, then it follows from (5.3) that tˆ is also absolutely continuous and
tˆ
′ ∈ L2loc. Thus Xˆ also satisfies (c1). The other two can also be verified through the similar
way.
Particularly, let X be the Brownian motion on R, and γ1 := 1/α, γ2 := 1/(1 − α) for some
constant α such that 0 < α < 1 and α 6= 1/2 (α = 1/2 corresponds to the Brownian motion).
Then the associated diffusion process Xˆ after the skew transform is called the α-skew Brownian
motion. This conception was first raised in [26] as a natural generalization of Brownian motion,
which behaves like a Brownian motion except that the sign of each excursion at x0 is determined
by another independent Bernoulli random variable with parameter α. We also refer its complete
description to [23].
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Since Brownian motion clearly satisfies all the three assumptions above, it follows that so
does the α-skew Brownian motion. Thus the Fukushima’s decomposition of α-skew Brownian
motion Xˆ may be written as
Xˆt − Xˆ0 = Bt + Nˆ [f ]t , t ≥ 0,
where B = (Bt)t≥0 is a standard Brownian motion, and Nˆ
[f ] is of bounded variation. Since
α 6= 1/2, we know Xˆ is not a Brownian motion, and Nˆ [f ] never disappears. On the other hand,
the smooth signed measure µNˆ [f] is not absolutely continuous with respect to m. In fact, from
t(x) = x and (5.3), we may deduce that
tˆ
′(y) = α · 1{y<0} + (1− α) · 1{y≥0}, y ∈ R. (5.4)
Clearly, tˆ′ is only of bounded variation, but not absolutely continuous. Then Corollary 4.5
implies µNˆ [f] is not absolutely continuous with respect to m.
It is well known that Nˆ [f ] equals
Nˆ
[f ]
t =
1
2
(1− 2α) · Lx0t (Xˆ), t ≥ 0,
where
(
Lx0t (Xˆ)
)
t≥0
is the local time of Xˆ at x0, or equivalently, the PCAF associated with δx0 .
This fact is also obvious by Proposition 4.4 and (5.4).
Example 5.4. Finally, we shall give an example such that N [f ] is not of bounded variation.
Without loss of generality, let I = R. Take the standard Cantor function (Cf. [15]) c and treat
it as a function on R by defining c(x) = 0 if x < 0 and c(x) = 1 if x > 1. Let
s(x) := x+ c(x), x ∈ R.
Further let the speed measure m be the Lebesgue measure. The associated diffusion process and
Dirichlet form of s and m are still denoted by X and (E ,F). Note that the associated Dirichlet
form (1/2 ·D, H1(R)) of the Brownian motion is exactly a proper regular Dirichlet subspace of
(E ,F), since dx/ds = 0 or 1, ds-a.e.
We assert X satisfies the assumptions (c1) and (c2) in Example 5.3, but N [f ] is not of
bounded variation. In fact, one may easily find t := s−1 is absolutely continuous, and
t
′ = 0 or 1, a.e.
We also refer this fact to [11]. Moreover, the Lebesgue measure of the set of all the zero points
of t′, i.e.
Zt′ := {x ∈ R : t′(x) = 0}
is positive. Clearly, t′ ∈ L2loc. Thus Lemma 2.1 implies (c1). For (c2), it suffices to prove
t
′ ◦ s = 1, a.e. In fact, (m is the Lebesgue measure)
m ({x ∈ R : t′ ◦ s(x) = 0}) = dt(Zt′) =
∫
Zt′
t
′(y)dy = 0.
Finally, no a.e. version of t′ is of bounded variation. Indeed, it follows from t is strictly increasing
that Zct′ is measure-dense in R. More precisely, for any open interval (a, b),
m
(
(a, b)
⋂
Zct′
)
= dt ((a, b)) = t(b)− t(a) > 0.
Particularly, for any x ∈ Zt′ , any neighbourhood of x contains some points in Zct′ . Thus t′ is
not continuous at any point in Zt′ , whereas m(Zt′) > 0. That indicates no a.e. version of t
′ is
of bounded variation, since the discontinuous points of a function of bounded variation must be
countable. Therefore, from Proposition 4.4, we may obtain that N [f ] is not of bounded variation.
Note that in this example, s is not absolutely continuous, thus the set D of Dirichlet forms in
§2.4.2 has uncountable elements. Particularly, the associated Dirichlet form (1/2 ·D, H1(R)) of
the Brownian motion is the smallest one in it. Except for the Brownian motion, any other element
in D still satisfies (c1) and (c2) in Example 5.3, but the zero energy part of its Fukushima’s
decomposition is not of bounded variation either.
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5.2. Multi-dimensional examples. In this section, we shall give two examples. The first one
enjoys all the assumptions of Theorem 2.9, whereas C∞c (U) is not dense in F with the norm
‖ · ‖E1. Equivalently, N [f ] is not of bounded variation, or C∞c (U) 6⊂ D(L). The second one raises
a Dirichlet form (E ,F) on L2(Rd,m), where m possesses a strictly positive C∞-density function
ρ on Rd \ {0}, but ρ explodes at {0}. The smooth function class C∞c (Rd) is a special standard
core of (E ,F), whereas N [f ] is not of bounded variation.
Example 5.5. Let X1, · · · ,Xd be the independent copies of diffusion process that given in
Example 5.4, andX := (X1, · · · ,Xd) the Cartesian product of them. Clearly,X is λd-symmetric,
where λd is the Lebesgue measure on R
d. Denote its Dirichlet form on L2(Rd) by (E ,F). From
Lemma 2.4 and Theorem 2.5, we may easily deduce that C∞c (R
d) ⊂ F , but it is not dense in
F with the norm ‖ · ‖E1 , since s given in Example 5.4 is not absolutely continuous. On the
other hand, (1/2 ·D, H1(Rd)) is naturally a regular Dirichlet subspace of (E ,F). Thus for any
u, v ∈ C∞c (Rd),
E(u, v) = 1
2
D(u, v) =
1
2
∫
Rd
∇u(x) · ∇v(x)dx.
That indicates (E ,F) enjoys all the assumptions of Theorem 2.9, but C∞c (Rd) is not its special
standard core.
For any domain U of Rd, without loss of generality, we may assume a rectangle I1×· · ·×Id ⊂ U ,
where I1, · · · , Id are open intervals, and Ii ∩ (0, 1) 6= ∅ for some i. Then the part Dirichlet form
(EU ,FU ) of (E ,F) on U is still a regular Dirichlet form on L2(U), and the associated Dirichlet
form (1/2DU , H
1
0 (U)) of absorbing Brownian motion on U is a proper regular Dirichlet subspace
of (EU ,FU ). We refer some similar discussions to [30, §3.4]. Particularly, (EU ,FU ) also satisfies
all the assumptions of Theorem 2.9, but C∞c (U) is not its special standard core.
Example 5.6. Let U = R3, and m(dx) = ρ(x)dx with
ρ(x) :=
γ
2π
e−2γ|x|
|x|2
for a fixed constant γ > 0. Note that m(R3) = 1. Define
F = {u ∈ L2(R3, ρ(x)dx) : ∇u ∈ L2(R3, ρ(x)dx)}
E(u, v) = 1
2
∫
R3
∇u(x) · ∇v(x)ρ(x)dx, u, v ∈ F .
It follows that (E ,F) is a Dirichlet form on L2(R3,m), and C∞c (R3) ⊂ F . Furthermore, its
associated diffusion process X satisfies the following Fukushima’s decomposition
Xt −X0 = Bt +N [f ]t , t ≥ 0 (5.5)
where (Bt)t≥0 is a standard Brownian motion. It is worth asserting the following facts:
(d1): C∞c (R
3) is a special standard core of (E ,F);
(d2): N [f ] is not of bounded variation.
This example is taken from some studies of mathematical physics, such as [2–4]. Particularly,
the energy form (E ,F) corresponds to a typical solvable model in quantum mechanics. However,
we do not find any references to prove the two properties (d1) and (d2) of (E ,F). So we put
their proofs into the appendix.
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Appendix A. Proofs of Example 5.6
We work on the Hilbert space L2(R3) and start with the unbounded operator
L :=
1
2
∆ =
1
2
3∑
i=1
∂2
∂x2i
(A.1)
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with the domain
D(L) = C∞c (R3 \ {0}). (A.2)
Note that L is symmetric but not self-adjoint on L2(R3). The following lemma is taken from [29]
that completely characterizes all the self-adjoint extensions of L. We also refer some similar
considerations to [2] and [10].
Lemma A.1. All the self-adjoint extensions of L to an operator acting on L2(R3) form a one-
parameter family {Lγ , γ ∈ R}. The spectrum of Lγ is given by
spec(Lγ) = (−∞, 0]
⋃{γ2
2
}
, γ > 0,
spec(Lγ) = (−∞, 0], γ ≤ 0.
Furthermore, if γ > 0, then γ2/2 is a simple eigenvalue of Lγ with the eigenfunction
ψγ(x) =
√
γ√
2π
e−γ|x|
|x| . (A.3)
Note that for a fixed constant γ > 0, the density function ρ in Example is the square of ψγ
given by (A.3), i.e. ρ = ψ2γ . The following theorem concludes the fact (d1) in Example 5.6.
Theorem A.2. Let (E ,F) be defined in Example 5.6. Then (E ,F) is a regular Dirichlet form
on L2(R3,m) with a special standard core C∞c (R
3).
Proof. Since ψγ is smooth and strictly positive on R
3 \ {0}, it follows from [21, §3.3] that (E ,F)
is a Dirichlet form (may be not regular) on L2(R3 \ {0},m0), where m0 = m|R3\{0}. Hence it is
also a Dirichlet form on L2(R3,m). On the other hand, we clearly have
C∞c (R
3) ⊂ F .
Denote the smallest closed extension of (E , C∞c (R3)) in (E ,F) by (E¯ , F¯). Then (E¯ , F¯) is a regular
Dirichlet form on L2(R3,m). Let A and A¯ be the associated generators of the Dirichlet forms
(E ,F) and (E¯ , F¯) respectively. It suffices to prove A = A¯.
We first assert
C∞c (R
3 \ {0}) ⊂ D(A) (A.4)
and
Au =
1
2
∆u+
∇ψγ
ψγ
· ∇u (A.5)
for any u ∈ C∞c (R3 \ {0}). In fact, fix a function u ∈ C∞c (R3 \ {0}), we can easily deduce that
u ∈ F and for any f ∈ F ,
E(u, f) = 1
2
3∑
i=1
∫
∂u
∂xi
(x)
∂f
∂xi
(x)ψγ(x)
2dx
= −1
2
3∑
i=1
∫
f(x)
∂
∂xi
(
∂u
∂xi
ψ2γ
)
(x)dx
= −1
2
3∑
i=1
∫
f(x)
(
∂2u
∂x2i
(x) + 2
∂u
∂xi
(x)
1
ψγ(x)
∂ψγ
∂xi
(x)
)
ψ2γ(x)dx
=
(
−1
2
∆u− ∇ψγ
ψγ
· ∇u, f
)
m
.
Thus u ∈ D(A) and (A.5) holds. Through the same method, we can also obtain
1 ∈ D(A), A1 = 0. (A.6)
Next, define an operator H on L2(R3) by
D(H) = {u ∈ L2(R3) : ψ−1γ · u ∈ D(A)},
Hu = ψγ ·A(ψ−1γ · u), u ∈ D(H).
(A.7)
Since A is self-adjoint on L2(R3,m), it follows that H is a self-adjoint operator on L2(R3). Then
from (A.4) and (A.7), we may deduce that
C∞c (R
3 \ {0}) ⊂ D(H),
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and for any u ∈ C∞c (R3 \ {0}),
Hu = ψγ · A
(
ψ−1γ · u
)
=
1
2
∆u− γ
2
2
u.
Let Hγ := H + γ
2/2. Then Hγ is a self-adjoint extension of L defined by (A.1) and (A.2).
Furthermore, (A.6) implies
Hγψγ = Hψγ +
γ2
2
ψγ =
γ2
2
ψγ .
Hence we can obtain Hγ = Lγ from Lemma A.1.
Through the similar way, one may easily find that (A.4) and (A.6) are also right for the
operator A¯. Then we may define another operator H¯ relative to A¯ on L2(R3) via the same way
as (A.7). We may also conclude that H¯γ := H¯ + γ
2/2 is a self-adjoint extension of L and
H¯γ = Lγ = Hγ .
Particularly, A = A¯. That completes the proof. 
The following lemma asserts that {0} is not a polar set with respect to (E ,F). This fact is
very useful to prove Theorem A.4.
Lemma A.3. The 1-capacity of {0} with respect to (E ,F) is positive, i.e. Cap({0}) > 0.
Proof. We only give a brief idea to prove this lemma. Let Bǫ := {x : |x| < ǫ} for any ǫ > 0. We
may formulate the 1-equilibrium potential fǫ (Cf. [21, §2.1]) of Bǫ and
fǫ(x) =
{
1, 0 ≤ |x| ≤ ǫ,
exp{c(|x| − ǫ)}, |x| > ǫ,
where c = γ −√γ2 + 2. Then we may compute
Cap(Bǫ) = E1(fǫ, fǫ) = 1 + c+ γc
2
γ − c · e
−2γǫ.
Finally,
Cap({0}) = inf
ǫ>0
Cap(Bǫ) =
γ + γc2
γ − c > 0.
That completes the proof. 
Theorem A.4. The CAF N [f ] in (5.5) is not of bounded variation. In other words, the diffusion
process X in Example 5.6 is not a semimartingale.
Proof. Let (E0,F0) be the part Dirichlet form of (E ,F) on R3 \ {0}. From Theorem A.4, we
know that (E0,F0) is regular on L2(R3 \ {0},m0) with a special standard core C∞c (R3 \ {0}).
Denote its associated diffusion process by X0. Then it follows from Lemma 2.8 and Theorem 2.9
that X0 enjoys the following Fukushima’s decomposition:
f(X0t )− f(X00 ) =M [f ],0t +N [f ],0t , t ≥ 0,
where M [f ],0 is equivalent to a Brownian motion and N [f ],0 is of bounded variation. On the
other hand, for any function u ∈ C∞c (R3 \ {0}), we have
E0(f i, u) = 1
2
∫
∂u
∂xi
ψ2γ(x)dx
= −1
2
∫
u(x)
∂ψ2γ
∂xi
(x)dx
=
∫
u(x)
γ|x|+ 1
|x|
xi
|x|m(dx).
Denote
νi(dx) = −γ|x|+ 1|x|
xi
|x|m(dx).
Clearly, νi is a Radon measure on R
3 \ {0}. By [21, Corollary 5.4.1], we may conclude that νi is
the smooth signed measure of N [f
i],0, i.e. µN [fi],0 = νi.
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Now assume N [f ] is of bounded variation. From [21, Theorem 5.5.4], we know that for each
i the signed smooth measure µi of N
[fi] satisfies
E(f i, u) = −〈µi, u〉 (A.8)
for any u ∈ Fb,Fk where {Fk : k ≥ 1} is a generalized nest relative to (E ,F) associated with µi, i.e.
|µi|(Fk) < ∞ for any k ≥ 1. Set F 0k := Fk ∩
(
R
3 \ {0}) for any k ≥ 1. Note that {F 0k : k ≥ 1}
is a generalized nest relative to (E0,F0) associated with µ0i := µi|R3\{0}. Furthermore, since
F0
b,F 0
k
⊂ Fb,Fk , it follows from (A.8) that
E0(f i, u) = −〈µ0i , u〉, u ∈
⋃
k≥1
F0b,F 0
k
.
Thus we may also conclude µN [f],0 = µ
0
i by [21, Theorem 5.4.2]. Particularly,
νi = µi on R
3 \ {0}. (A.9)
Note that νi({0}) = 0. Consequently, νi is also a smooth signed measure with respect to (E ,F),
and
|νi| = γ|x|+ 1|x|
|xi|
|x| m(dx)
is smooth (Cf. [21, §2.2]). Since |x| ≤ |x1|+ |x2|+ |x3|, it follows that
γ|x|+ 1
|x| m(dx)
is also smooth. Then there exists a quasi-continuous and q.e. strictly positive function g such
that (Cf. [14]) ∫
g(x)
γ|x|+ 1
|x| m(dx) <∞. (A.10)
In particular, Lemma A.3 implies g(0) > 0. On the other hand, let Bǫ := {x : |x| ≤ ǫ} and Tǫ
the hitting time of Bcǫ . Then (Cf. [32])
E0(g(XTǫ))→ g(0)
as ǫ → 0, whereas XTǫ is uniformly distributed on ∂Bǫ := {x : |x| = ǫ} since X is rotationally
invariant. Thus ∫
S2
g(ǫ, σ)dσ → g(0)
as ǫ → 0, where x = (ǫ, σ) is the polar coordinates and dσ is the surface measure on S2. Then
there is a constant δ > 0 such that when ǫ < δ,∫
S2
g(ǫ, σ)dσ >
1
2
g(0).
It follows that ∫
g(x)
γ|x|+ 1
|x| m(dx) = 2πγ
∫ ∞
0
γr + 1
r
e−2γrdr
∫
S2
g(r, σ)dσ
≥
(
2πγ
∫ δ
0
γr + 1
r
e−2γrdr
)
· 1
2
g(0),
which is infinite and then contradicts (A.10). That completes the proof. 
References
[1] Adams, R.A., Fournier, J.J.F.: Sobolev spaces. Elsevier/Academic Press, Amsterdam (2003).
[2] Albeverio, S., Gesztesy, F., Høegh-Krohn, R., Holden, H.: Solvable models in quantum mechanics. AMS
Chelsea Publishing, Providence, RI (2005).
[3] Albeverio, S., Høegh-Krohn, R.: Some remarks on Dirichlet forms and their applications to quantum mechan-
ics and statistical mechanics. In: Functional analysis in Markov processes (Katata/Kyoto, 1981). pp. 120-132.
Springer, Berlin-New York (1982).
[4] Albeverio, S., Høegh-Krohn, R., Streit, L.: Energy forms, Hamiltonians, and distorted Brownian paths. J.
Math. Phys. 18, 907-917 (1977).
[5] Beurling, A., Deny, J.: Dirichlet spaces. Proc. Nat. Acad. Sci. U.S.A. 45, 208-215 (1959).
[6] Bouleau, N., Hirsch, F.: Dirichlet forms and analysis on Wiener space. Walter de Gruyter & Co., Berlin,
Berlin, New York (1991).
[7] Chen, Z.-Q.: On reflected Dirichlet spaces. Probab. Theory Related Fields. 94, 135-162 (1992).
30 PATRICK J. FITZSIMMONS AND LIPING LI*
[8] Chen, Z.Q., Fitzsimmons, P.J., Takeda, M., Ying, J., Zhang, T.S.: Absolute continuity of symmetric Markov
processes. Ann. Probab. 32, 2067-2098 (2004).
[9] Chen, Z.-Q., Fukushima, M.: Symmetric Markov processes, time change, and boundary theory. Princeton
University Press, Princeton, NJ (2012).
[10] Cranston, M., Koralov, L., Molchanov, S., Vainberg, B.: A solvable model for homopolymers and self-
similarity near the critical point. Random Oper. Stochastic Equations. 18, 73-95 (2010).
[11] Fang, X., Fukushima, M., Ying, J.: On regular Dirichlet subspaces of H1(I) and associated linear diffusions.
Osaka J. Math. 42, 27-41 (2005).
[12] Fang, X., He, P., Ying, J.: Dirichlet forms associated with linear diffusions. Chin. Ann. Math. Ser. B. 31,
507-518 (2010).
[13] Fitzsimmons, P.J.: Absolute continuity of symmetric diffusions. Ann. Probab. 25, 230-258 (1997).
[14] Fitzsimmons, P.J.: On the quasi-regularity of semi-Dirichlet forms. Potential Anal. 15, 151-185 (2001).
[15] Folland, G.B.: Real analysis. John Wiley & Sons, Inc., New York (1999).
[16] Fukushima, M.: A decomposition of additive functionals of finite energy. Nagoya Math. J. 74, 137-168 (1979).
[17] Fukushima, M.: On a representation of local martingale additive functionals of symmetric diffusions. In:
Stochastic integrals (Proc. Sympos., Univ. Durham, Durham, 1980). pp. 110-118. Springer, Berlin (1981).
[18] Fukushima, M.: On absolute continuity of multidimensional symmetrizable diffusions. In: Functional analysis
in Markov processes (Katata/Kyoto, 1981). pp. 146-176. Springer, Berlin-New York (1982).
[19] Fukushima, M.: Energy forms and diffusion processes. In: Mathematics + physics. Vol. 1. pp. 65-97. World
Sci. Publishing, Singapore (1985).
[20] Fukushima, M., Oshima, Y.: On the skew product of symmetric diffusion processes. Forum Math. 1, 103-142
(1989).
[21] Fukushima, M., Oshima, Y., Takeda, M.: Dirichlet forms and symmetric Markov processes. Walter de
Gruyter & Co., Berlin (2011).
[22] Galmarino, A.R.: Representation of an isotropic diffusion as a skew product. Z. Wahrscheinlichkeitstheorie
und Verw. Gebiete. 1, 359-378 (1962).
[23] Harrison, J.M., Shepp, L.A.: On skew Brownian motion. Ann. Probab. 9, 309-313 (1981).
[24] Ikeda, N., Watanabe, S.: Stochastic differential equations and diffusion processes. North-Holland Publishing
Co., Amsterdam-New York; Kodansha, Ltd., Tokyo (1981).
[25] Itoˆ, K., Watanabe, S.: Introduction to stochastic differential equations. Presented at the Proceedings of the
International Symposium on Stochastic Differential Equations (Res. Inst. Math. Sci., Kyoto Univ., Kyoto, 1976)
(1978).
[26] Itoˆ, K., McKean, H.P., Jr: Diffusion processes and their sample paths. Springer-Verlag, Berlin-New York
(1974).
[27] Kunita, H.: Absolute continuity of Markov processes. In: Se´minaire de Probabilite´s, X (Premie´re partie,
Univ. Strasbourg, Strasbourg, anne´e universitaire 1974/1975). pp. 44-77. Lecture Notes in Math., Vol. 511.
Springer, Berlin (1976).
[28] Kuwae, K.: Reflected Dirichlet forms and the uniqueness of Silverstein’s extension. Potential Anal. 16,
221-247 (2002).
[29] Lin, P.: Non-Friedrichs Self-adjoint extensions of the Laplacian in Rd. arXiv (2011).
[30] Li, L., Ying, J.: Regular subspaces of Dirichlet forms. In: Festschrift Masatoshi Fukushima. pp. 397-420.
World Scientific (2015).
[31] Li, L., Ying, J.: Regular subspaces of skew product diffusions, to appear in Forum Math.
[32] Meyer, P.A.: Une remarque sur la topologie fine. In: Se´minaire de probabilite´s, XIX, 1983/84. pp. 176-176.
Springer, Berlin (1985).
[33] Oˆkura, H.: Recurrence criteria for skew products of symmetric Markov processes. Forum Math. 1, 331-357
(1989).
[34] Oˆkura, H.: A new approach to the skew product of symmetric Markov processes. Mem. Fac. Engrg. Design
Kyoto Inst. Tech. Ser. Sci. Tech. 46, 1-12 (1997).
[35] Orey, S.: Conditions for the absolute continuity of two diffusions. Trans. Amer. Math. Soc. 193, 413-426
(1974).
[36] Oshima, Y.: On absolute continuity of two symmetric diffusion processes. In: Stochastic processes—
mathematics and physics, II (Bielefeld, 1985). pp. 184-194. Springer, Berlin (1987).
[37] Oshima, Y., Yamada, T.: On some representations of continuous additive functionals locally of zero energy.
J. Math. Soc. Japan. 36, 315-339 (1984).
[38] Revuz, D., Yor, M.: Continuous martingales and Brownian motion. Springer-Verlag, Berlin, Berlin, Heidel-
berg (1999).
[39] Rogers, L.C.G., Williams, D.: Diffusions, Markov processes, and martingales. II. Cambridge University Press,
Cambridge, Cambridge (2000).
[40] Schilling, R.L., Uemura, T.: On the structure of the domain of a symmetric jump-type Dirichlet form. Publ.
Res. Inst. Math. Sci. 48, 1-20 (2012).
[41] Sharpe, M.: General theory of Markov processes. Academic Press, Inc., Boston, MA (1988).
[42] Song X, Li L. Regular Dirichlet subspaces and Mosco convergence. To appear in Chinese J. Contemp. Math.
CLASS OF SMOOTH FUNCTIONS 31
Department of Mathematics, University of California, San Diego, La Jolla, California 92093-0112
E-mail address: pfitzsim@ucsd.edu
Institute of Applied Mathematics, Academy of Mathematics and Systems Science, Chinese Academy
of Sciences, Beijing 100190, China.
E-mail address: liping li@amss.ac.cn
