Topological Mirror Symmetry by Gross, Mark
ar
X
iv
:m
at
h/
99
09
01
5v
2 
 [m
ath
.A
G]
  3
 N
ov
 19
99
Topological Mirror Symmetry.
Mark Gross*
September 2nd, 1999, revised November 2nd, 1999
Mathematics Institute
University of Warwick
Coventry, CV4 7AL
mgross@maths.warwick.ac.uk
§0. Introduction.
The Strominger-Yau-Zaslow conjecture proposes that mirror symmetry can be ex-
plained by the existence, in a mirror pair of Calabi-Yau manifolds, of dual special La-
grangian Tn-fibrations. (See [19,8,6,7] for further clarification of this conjecture.) Recently,
Zharkov in [21] proved that non-singular Calabi-Yau hypersurfaces in toric varieties have
topological Tn-fibrations, and Ruan in [17] has shown further that the quintic threefold
has a Lagrangian torus fibration. He in addition announced in that paper an extension of
these results to arbitrary Calabi-Yau threefolds which are hypersurfaces in toric varieties.
This gives initial evidence for the SYZ conjecture.
In order for the SYZ conjecture to be useful in constructing mirror manifolds, one
should be able to produce the mirror manifold by dualizing and compactifying torus fibra-
tions with no a priori knowledge of the mirror manifold. Typically, one expects to start
with a fibration f : X → B whose general fibre is a torus, and discriminant locus ∆ ⊆ B
of f with B0 = B −∆. One then has a diagram
X0 →֒ Xyf0 yf
B0
i→֒ B
with f0 being a T
n-fibre bundle. The dual of f0 can be described as the torus bundle
fˇ0 : Xˇ0 = R
1f0∗(R/Z)→ B0. A dual of f is then a compactification of fˇ0 to fˇ : Xˇ → B.
Thus important questions are: Does there exist a class of torus fibrations for which duals
can be constructed? Do these fibrations exist on Calabi-Yau manifolds such as the quintic
threefold? If they do, does dualizing produce the mirror? In this paper we answer these
questions affirmatively in the three-dimensional case. This proves that in at least one
non-degenerate case, the SYZ conjecture explains mirror symmetry on a topological level.
* Supported in part by NSF grant DMS-9700761
1
To construct a compactification in some reasonably unique way, one expects that one
needs the cohomology of the looked-for singular fibres to be determined by the fibration
Xˇ0 → B0. More specifically, in [6] and [7] a property called G-simplicity was introduced.
A Tn-fibration f : X → B is G-simple, for G an abelian group, if i∗Rpf0∗G = Rpf∗G for
all p. This essentially says that the cohomology of the singular fibres is determined by the
monodromy of the local system Rqf0∗G on B0. Without this condition, it would appear
to be difficult to construct a dual, and it is certainly difficult to relate the cohomology
of X with that of a dual fibration. By contrast, if f : X → B and fˇ : Xˇ → B are
dual R-simple T 3 fibrations, then it was shown in [6] that H2∗(X,R) ∼= H3(Xˇ,R) and
H3(X,R) ∼= H2∗(Xˇ,R), the desired relationship of mirror symmetry.
For the fibrations of [17] and [21], ∆ is codimension one, and then such f : X → B
cannot be simple, making it unlikely one can construct the dual of f in a natural way.
Ruan discusses this issue in [17], and points out that it should not be difficult to modify
his fibration topologically to obtain one with a codimension two locus. He also announces
that he can do this in such a way that the fibration is Lagrangian. This will come a
long way towards addressing the above problems. However, the hypothetical fibration he
analyzes in [17] in some depth with codimension two discriminant locus is also not simple,
because the fibres are not all irreducible. It was argued in [6] that for a generic choice
of complex structure all fibres of a special Lagrangian T 3-fibration would be irreducible.
Thus it should be possible to construct a simple torus fibration on the quintic.
In this paper we delve more deeply into the structure of T 3-fibrations with sufficient
regularity hypotheses, similar to the ones assumed in [7]. We call such fibrations “well-
behaved”; see Definitions 1.1 and 1.2. These fibrations in particular are G-simple for
G = Z and Z/nZ, which prove to be very strong conditions. In §1, we study the local
topology of well-behaved fibrations, and focus on what we term semi-stable singular fibres,
i.e. singular fibres for which the local monodromy group is unipotent. We obtain a
classification of possible monodromy groups of such singular fibres, and furthermore give a
precise description of the discriminant locus near such fibres. In §2 we use this information
to show how to construct well-behaved duals of such fibrations. The main result of §2 is
Theorem 0.1. If f : X → B is a well-behaved T 3-fibration, with only semi-stable fibres,
then f has a well-behaved dual fˇ : Xˇ → B.
This gives a class of T 3-fibrations whose duals can now be constructed.
§3 is a bit off of the main thrust of the paper. There we give a construction of
topological Tn−1 ×R-fibrations on crepant resolutions of n-dimensional toric Gorenstein
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canonical singularities. We make a connection with the local mirror symmetry of [4], and
use this construction to motivate some of the choices made in §4, as well as aid in the
identification of the mirror quintic.
In §4, we study the specific example of the quintic. We prove the main theorem of
the paper:
Theorem 0.2. The quintic threefold X ⊆ P4 has a well-behaved T 3-fibration with
semistable fibres f : X → B. If fˇ : Xˇ → B is the dual fibration given by Theorem 0.1,
then Xˇ is diffeomorphic to a specific non-singular minimal model of the mirror quintic.
This theorem is proved by first constructing a T 3-fibrations f : X → B “by hand,”
making use of Ruan’s description of monodromy in [17], and then showing X is diffeomor-
phic to the quintic using Wall’s classification theory [20]. This classification theory is also
applied to show Xˇ is diffeomorphic to the mirror quintic.
In doing this, we also discover a beautiful geometric explanation for the phenomenon
of topology change in mirror symmetry discovered by Aspinwall, Greene and Morrison.
In [1], arguments involving calculations of Yukawa couplings at large complex structure
limits suggested that birationally equivalent Calabi-Yau threefolds have the same mirror,
but correspond to different large complex structure limit points in the complex moduli
of the mirror. In general it is conjectured that special Lagrangian fibrations only exist
near large complex structure limit points. Thus one might well expect to find two distinct
T 3-fibrations f1 : X → B and f2 : X → B, with duals fˇ1 : Xˇ1 → B and fˇ2 : Xˇ2 → B, such
that Xˇ1 and Xˇ2 are topologically distinct manifolds, perhaps related by a flop. In fact,
we will see this explicitly. In defining the T 3-fibration in the quintic, there will be some
ambiguity in the construction which gives rise to distinct fibrations, and whose duals are
related by flops.
There are several unsatisfactory aspects to the paper. It will be clear from the con-
structions of §4 that they should generalize to arbitrary Calabi-Yau hypersurfaces in toric
varieties. However, the proof that we have constructed the quintic and the mirror quintic
is, at this point, very ad hoc. Applying Wall’s classification result means that one has to
identify the cubic intersection forms, and this means much messing about with explicit
representatives of cohomology classes and orientations. Before generalising to arbitrary
toric hypersurfaces, a more natural proof that the fibrations we have constructed in fact
coincide with the desired hypersurfaces should be found. Another point missing is that
we make no connections with special Lagrangian geometry, and at this point cannot argue
that the fibrations we have constructed actually resemble hypothetical special Lagrangian
3
fibrations.
Finally, I note that shortly after the first version of this paper was released, Ruan
released a paper [18] announcing a proof of existence of Lagrangian T 3-fibrations on the
quintic and mirror quintic which are provably dual to each other via a comparison of
monodromy. The technique used is quite different from the one given here, and makes use
of a perturbation of the fibrations obtained by Ruan’s symplectic flow technique. I expect
however that these fibrations coincide with my own on the topological level.
I would like to thank D. Joyce, D. Matessi, M. Micallef and P.M.H. Wilson for useful
discussions concerning the SYZ conjecture, and the hospitality of M. Kobayashi at RIMS
where part of this work was inspired by a talk of I. Zharkov. I also thank Tenryuji for a
key idea.
§1. Torus Fibrations and Semistable Fibres.
We are interested in studying topological Tn-fibrations f : X → B, i.e continuous
proper maps with connected fibres between topological manifolds whose general fibres are
tori. However, without any restrictions on the nature of such a map, there will be no useful
theorems one can prove about such fibrations. We begin by giving the restrictions on such
fibrations we will use in this paper. These restrictions are motivated by results of [7] on
the structure of special Lagrangian fibrations.
Definition 1.1. Let f : X → B be a continuous, proper mapping of topological manifolds
with connected fibres, dimX = 2n, dimB = n, such that for a dense open set B0 ⊆ B, the
fibre Xb is an n-torus for all b ∈ B0. We say f is admissible if there exists an open subset
X# ⊆ X with f# : X# → B the restriction of f to X#, Crit(f) := X −X#, satisfying
the following properties:
(1) Sing(Xb) := Crit(f)∩Xb is a union of a finite number of locally closed submanifolds
of dimension at most n− 2, and ∆ := f(Crit(f)) = B −B0.
(2) For each b ∈ B, there exists an open neighbourhood U ⊆ B of b, a rank n vector
bundle F on U , and an exact sequence
0→ (Rn−1c f#∗ Z)|U → F → f#−1(U)→ 0.
Furthermore, the map F → f#−1(U) is a local isomorphism.
(3) Rnf∗Z ∼= Z.
The last condition in this definition, besides providing a uniform orientation on fibres
(which would be the case for a special Lagrangian fibration), also ensures the singular
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fibres are irreducible in a certain sense. We don’t expect this to be the case for all special
Lagrangian fibrations (for example an elliptic fibration can have reducible fibres) but it
was argued in [6] that gnerically this should be the case for n ≤ 3.
We will also need some regularity assumptions involving the discriminant locus ∆,
which in dimensions 2 and 3 are encapsulated in
Definition 1.2. Let f : X → B be a Tn-fibration, n = 2 or 3. Let ∆ be the discriminant
locus of f . We say f is well-behaved if it is admissible and either
(1) n = 2 and ∆ is discrete; or,
(2) n = 3 and ∆ can be written as a disjoint union of two sets, ∆g and ∆d, where
∆d is a discrete set (the “dissident” points) and ∆g is a locally closed topological
1-submanifold (the “generic” points). For all b ∈ ∆g, there exists an open neighbour-
hood U of b ∈ B, a homeomorphism α : U → D × (0, 1), D a two-dimensional disk, a
homeomorphism α′ : f−1(U)→ X ′× (0, 1)× S1 with X ′ a four-manifold, g : X ′ → D
a well-behaved T 2-fibration, such that the diagram
f−1(U)
α′−→ X ′ × (0, 1)× S1yf yf ′
U
α−→ D × (0, 1)
is commutative, where f ′ is the composition of projection onto X ′× (0, 1) and g× id.
Also α(∆g ∩ U) = {v} × (0, 1) for some point v ∈ D. Furthermore, for each point
b ∈ ∆d, there is an open neighbourhood U of ∆d such that there is a commutative
diagram
U −∆ →֒ U −∆dy∼= y∼=
(S2 − {p1, . . . , pm})× (0, 1) →֒ S2 × (0, 1).
In addition, there is a five-manifold X ′ and a map g : X ′ → S2 along with a commu-
tative diagram
f−1(U −∆d)
∼=−→ X ′ × (0, 1)yf yg×id
U −∆d
∼=−→ S2 × (0, 1).
Let me emphasize that at this point we do not know that special Lagrangian fibrations
are either admissible or well-behaved, but the arguments of [7] §1 and 2 show integral
special Lagrangian fibrations are admissible given sufficient regularity assumptions, e.g. f
real analytic. (However, this may be too strong a hypothesis.) On the other hand, the
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fibrations we will construct in this paper are well-behaved, so we do not require any further
justification of these definitions.
We make the observation that these restrictions are sufficient to prove simplicity.
Theorem 1.3. If f : X → B is a well-behaved T 2-fibration and G is an abelian group,
then f is G-simple. If f : X → B is a well-behaved T 3-fibration, then f is Z-simple and
Z/nZ-simple for all n.
Proof. As remarked at the beginning of [7], §3, f∗G = G since the fibres of f are
connected, and Rnf∗G = G follows from Definition 1.1, (3). Thus i∗R
pf0∗G = R
pf∗G
for p = 0, n, where i : B − ∆ → B is the inclusion. For p = 1, this follows from [7],
Theorem 3.3, where it can be checked that the conditions of well-behaved are sufficient for
the proof of that theorem in [7] to work. Thus, in particular, a well-behaved T 2-fibration
is G-simple.
Furthermore, the proof of [7] Theorem 3.5 also applies to well-behaved T 3-fibrations,
and thus such f are Z-simple. To show f is Z/nZ-simple, we still need to show that
i∗R
2f0∗Z/nZ = R
2f∗Z/nZ. The proof of [7], Theorem 3.5, and especially Lemma 3.4,
does not carry over to the coefficient group Z/nZ. Thus a different proof must be given.
Let i0 : B − ∆d → B be the inclusion. We first need to show the equivalent of [7],
Lemma 3.4, namely that
R2f∗Z/nZ ∼= i0∗i∗0R2f∗Z/nZ.
Let b0 ∈ ∆d, and let U ⊆ B be an open neighbourhood of b0 as given in Definition 1.2.
Thus U − {b0} ∼= S2 × (0, 1), f−1(U − {b0}) ∼= X ′ × (0, 1), and the map f is induced by
g : X ′ → S2. Put X∗ = f−1(U −{b0}). Using the relative cohomology exact sequence, the
fact that Hi(f−1(U),Z) ∼= Hi(Xb0 ,Z), and HiXb0 (f
−1(U),Z) = H6−i(Xb0 ,Z), one sees
that
(1.1) Hi(X∗,Z) =
{
Z i = 0, 5
Zb1 i = 1, 4
Zb2+1 i = 2, 3,
where bi = rankH
i(Xb0 ,Z). The only part of this calculation which requires comment is
i = 2 and 3. Here we have a commutative diagram
H2(U − {p},Z) α′−→ H3p (U,Z) = Zy yβ
0 −→ H2(f−1(U),Z) −→ H2(f−1(U − {p}),Z) α−→ H3Xb(f−1(U),Z) = Z
Since α′ and β are isomorphisms, α is surjective.
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While we will need to make use of this full calculation later in the paper, the only
part we need now is the conclusion that H∗(X∗,Z) is torsion-free, and so H∗(X∗,Z/nZ) =
H∗(X∗,Z)⊗ Z/nZ.
Now look at the Leray spectral sequence for f : X∗ → B∗ = U −{p}, with coefficients
in Z. This looks like
Z 0 Z
H0(B∗, R2f∗Z) H
1(B∗, R2f∗Z) H
2(B∗, R2f∗Z)
H0(B∗, R1f∗Z) H
1(B∗, R1f∗Z) H
2(B∗, R1f∗Z)
Z 0 Z
Admissible fibrations have local sections, so we can assume that f : X∗ → B∗ has a
section. Then standard arguments as in [6], Lemma 2.4 show that the only possible non-
zero differential is d : H0(B∗, R2f∗Z) → H2(B∗, R1f∗Z). However, in the proof of [7],
Lemma 3.4, it was shown that H2(X∗,Z)→ H0(B∗, R2f∗Z) was surjective, and hence d is
zero. Thus the spectral sequence degenerates at the E2 term. In particular, H
2(B∗, Rif∗Z)
is torsion-free since Hi+2(X∗,Z) is torsion-free.
Now suppose that H1(B∗, R2f∗Z) were not torsion-free. First note that because of the
product structure of the map X∗ → B∗, Hi(B∗, Rjf∗Z) ∼= Hi(S2, Rjg∗Z). We can then
use Poincare´-Verdier duality to compare H1(S2, R2g∗Z)tors with H
2(S2, R1g∗Z)tors. By
Z-simplicity, Hom(R1g∗Z,Z) ∼= R2g∗Z, and thus by the local-global Ext spectral sequence,
H1(S2, R2g∗Z) injects into Ext
1(R1g∗Z,Z), which in turn, by Poincare´-Verdier duality (as
applied in the proof of [7] Theorem 3.9, see especially (3.2) there), is isomorphic to a Z-
module M fitting in the exact sequence
0→ Ext1(H2(S2, R1g∗Z),Z)→M → Hom(H1(S2, R1g∗Z),Z)→ 0.
Thus, if H1(S2, R2g∗Z) contains torsion, so does M , and hence so does H
2(S2, R1g∗Z) ∼=
H2(B∗, R1f∗Z), contradicting the torsion-freeness of this Z-module. Thus H
1(B∗, R2f∗Z)
is torsion-free. It then follows from the exact sequence
0−→R2f∗Z ·n−→R2f∗Z−→R2f∗Z/nZ−→0
that H0(B∗, R2f∗Z/nZ) = H
0(B∗, R2f∗Z)⊗ Z/nZ. Since the restriction map
H2(Xb,Z) ∼= H0(U,R2f∗Z)→ H0(B∗, R2f∗Z)
is an isomorphism by Z-simplicity, it then follows that the map
H2(Xb,Z/nZ) ∼= H0(U,R2f∗Z/nZ)→ H0(B∗, R2f∗Z/nZ)
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is an isomorphism, so that i0∗i
∗
0R
2f∗Z/nZ = R
2f∗Z/nZ.
Finally, to show Z/nZ-simplicity, we have to show that if i1 : B −∆ →֒ B −∆d, then
the natural map
(R2f∗Z/nZ)|B−∆d
φ−→i1∗i∗1R2f∗Z/nZ
is an isomorphism. The kernel of φ is H0∆g (B − ∆d, R2f∗Z/nZ) = 0, since Hi∆g (B −
∆d, R
2f∗Z) = 0 for i = 0, 1, by Z-simplicity. The cokernel of φ is
H1∆g (B −∆d, R2f∗Z/nZ) = ker(H2∆g (B −∆d, R2f∗Z)
·n−→H2∆g (B −∆d, R2f∗Z)).
Thus to show this is zero for any n, it is enough to show it for n prime.
To show this, we take a point b0 ∈ ∆g, and γ a simple loop around b0 based at
a nearby point b. Let T : H2(Xb,Z/nZ) → H2(Xb,Z/nZ) be the induced monodromy
transformation. The map φ on stalks at b0 is
H2(Xb0 ,Z/nZ)→ H2(Xb,Z/nZ)T .
The map is injective, so we just need to show dimH2(Xb,Z/nZ)
T = dimH2(Xb0 ,Z/nZ).
But kerT t − I = H1(Xb0 ,Z/nZ), and since Xb0 = X ′b0 × S1, H1(Xb0 ,Z/nZ) is the
same dimension as H2(Xb0 ,Z/nZ) by Ku¨nneth, so dimker(T − I) = dimker(T t − I) =
dimH1(Xb0 ,Z/nZ) = dimH
2(Xb0 ,Z/nZ), as desired. •
We now show how simplicity enables one to obtain strong restrictions on monodromy
about singular fibres in torus fibrations.
Theorem 1.4. Let f : X → B be a well-behaved T 2-fibration, b0 ∈ ∆ ⊆ B, b a nearby
point, and T : H1(Xb,Z)→ H1(Xb,Z) the monodromy transformation about a simple loop
around b0 based at b. Then there is a basis e1, e2 of H1(Xb,Z) in which T =
(
1 1
0 1
)
,(
0 −1
1 1
)
or
(
0 −1
1 3
)
. In the first case, the singular fibre is of type I1 (by which we
mean the one-point compactification of S1 ×R), while in the second and third cases the
singular fibre is topologically an S2.
Proof. By simplicity, H1(Xb,Z)
T = H1(Xb0 ,Z), and since Xb0 is a singular fibre,
rankH1(Xb0 ,Z) = 0 or 1. Note that since Sing(Xb0) is connected (as can be shown by the
same argument as in Lemma 2.5 of [7]), Sing(Xb0) consists of one point, and so Xb0 is just
the one point compactification of X#b0 . Since X
#
b0
∼= R2/H1(X#b0 ,Z), this compactification
is either an I1 fibre or S
2, topologically.
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Case 1. rankH1(Xb0 ,Z) = 1. Then rank kerT − I = 1, and choosing a basis e1, e2
with e1 invariant yields T =
(
1 a
0 1
)
(using also the fact that T ∈ SL2(Z)). Now by
Z/nZ-simplicity, H1(Xb,Z/nZ)
Tn = H1(Xb0 ,Z/nZ) = Z/nZ, where Tn ∈ SL2(Z/nZ) is
T modn. Thus rank kerTn − I = 1 for all n ≥ 2, and in particular a = ±1. Changing the
sign of e2 if necessary, we obtain the first matrix. In this case the compactification is an
I1 type fibre.
Case 2. H1(Xb0 ,Z) = 0. In this case, there are no invariant vectors modulo n, so
in particular T does not have the eigenvalue 1 modulo any n. Now the characteristic
polynomial of T is f(x) = x2 −Tr(T )x+ 1, and we require f(1) 6≡ 0modn for any n ≥ 2.
Thus f(1) = 2− Tr(T ) = ±1, or Tr(T ) = 1 or 3.
First assume Tr(T ) = 1. Then Z[T ] = Z[(1+
√−3)/2], which is a PID. ThusH1(Xb,Z)
is a free Z[T ] module, and hence is H1(Xb,Z) = Z[T ]e1 for some e1 ∈ H1(Xb,Z). Let
e2 = Te1. Then e1, e2 form a basis for H1(Xb,Z), and in this basis the matrix for T is(
0 −1
1 1
)
as desired.
Next, suppose Tr(T ) = 3. Then Z[T ] = Z[(1 +
√
5)/2], the number ring of Q(
√
5).
This is also a PID, so the same argument allows us to find a basis in which T =
(
0 −1
1 3
)
.
In both these cases, Xb0 is topologically a sphere. •
Remark 1.5. It does not seem possible to rule out the last matrix in Theorem 1.4
using only topological means, as such a topological fibration appears to exist. Of course,
it does not occur in the elliptic curve case, or equivalently the special Lagrangian case.
We now move on to the three-dimensional case.
Definition 1.6. Let f : X → B be a well-behaved T 3-fibration, b0 ∈ ∆ a point. The
monodromy group of f at b0 is the image of π1(U −∆, b)→ SL(H1(Xb,Z)), where U is an
open neighbourhood of b0 as given in Definition 1.2, and b ∈ U a base point.
Theorem 1.7. Let f : X → B be a well-behaved T 3-fibration. If b0 ∈ ∆g, then Xb0 is
homeomorphic to I1 × S1 or S2 × S1. There is a basis of H1(Xb,Z) for b near b0 in which
the monodromy group is generated by

 1 1 00 1 0
0 0 1

,

 0 −1 01 1 0
0 0 1

, or

 0 −1 01 3 0
0 0 1

.
Proof. This follows immediately from the definition of well-behaved and Theorem 1.4.
•
9
Definition 1.8. Let f : X → B be a well-behaved T 3-fibration. Let b0 ∈ B be a point in
the discriminant locus ∆ of f . We say Xb0 is semistable if the monodromy group at b0 is
unipotent.
This terminology is in analogy with terminology for elliptic curves.
Definition 1.9. Let f : X → B be a well-behaved T 3-fibration, b0 ∈ B. We say the fibre
Xb0 is of type (b1, b2) if bi = rankH
i(Xb0 ,Z), i = 1, 2.
Theorem 1.10. Let f : X → B be a well-behaved T 3-fibration, and let b0 ∈ ∆ with Xb0
be a semistable fibre with monodromy group G. Then either
(1) Xb0 is of type (2, 2) and G is conjugate to


 1 0 a0 1 0
0 0 1

∣∣∣∣a ∈ Z

 .
(2) Xb0 is of type (2, 1) and G is conjugate to


 1 a b0 1 0
0 0 1

∣∣∣∣a, b ∈ Z

 .
(3) Xb0 is of type (1, 2) and G is conjugate to


 1 0 a0 1 b
0 0 1

∣∣∣∣a, b ∈ Z

 .
(4) Xb0 is of type (1, 1) and G is conjugate to


 1 a b0 1 c
0 0 1

∣∣∣∣a, b, c ∈ Z

 .
Proof. Let b be a base-point near b0. By the theorem of 17.5 of [12], H1(Xb,C)
contains an element invariant under G, and thus b2(Xb0) ≥ 1. In particular, there is a G-
invariant e1 ∈ H1(Xb,Z). Applying the theorem again to H1(Xb,C)/Ce1, one finds a two
dimensional subspace V ⊆ H1(Xb,C) containing e1, and invariant under G. Thus V yields
an invariant element of
∧2
H1(Xb,C). Since H2(Xb,C) ∼=
∧2
H1(Xb,C), H2(Xb,C)
G =
H1(Xb,C)
G 6= 0, so b1(Xb0) 6= 0. Furthermore, some element of H2(Xb,Z)G is of the form
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e1 ∧ e2 for some e2 such that e1, e2 span a primitive sublattice of H1(Xb,Z). Choosing e3
so that e1, e2, e3 span H1(Xb,Z) we see that in this basis G is a subgroup of
G′ =



 1 a b0 1 c
0 0 1

∣∣∣∣a, b, c ∈ Z

 .
In particular, b1(Xb0), b2(Xb0) > 0, so only the types listed can occur. (It was shown in
[7], §3, that bi(Xb0) = 3 for i = 1 or 2 implies Xb0 is non-singular.)
For Xb0 of type (2, 2), we can choose e1 and e2 to be a basis of the invariant cycles of
H1(Xb,Z) so that G is in fact contained in
H =



 1 0 a0 1 b
0 0 1

∣∣∣∣a, b ∈ Z

 ∼= Z2.
G is then a subgroup of H. Since G acts on H2(Xb,Z) ∼= H1(Xb,Z)∨ via the transpose
inverse matrices, we see the fact that H2(Xb,Z)
G ∼= Z2 implies that G ∼= Z ⊆ Z2, i.e. is
generated by some matrix T =

 1 0 a0 1 b
0 0 1

. If n = gcd(a, b) 6= 1, then T ≡ Imodn,
violating Z/nZ-simplicity. Thus a and b are relatively prime, and a change of basis gives
the desired form for G.
For type (1, 2), e1 and e2 are again chosen to be invariant as above, but now G ⊆ H
must be a sublattice of rank 2 to ensure H2(Xb,Z)
G ∼= Z. Let T1 =

 1 0 a0 1 b
0 0 1

, T2 =

 1 0 c0 1 d
0 0 1

 be generators of this sublattice. Let e∗1, e∗2, e∗3 be the dual basis to e1, e2, e3.
From Z/nZ-simplicity it follows that H2(Xb,Z/nZ)
G = (Z/nZ)·e∗3 for all n, hence modulo
n, the kernel of the matrix
(
a b
c d
)
is always zero. Thus det
(
a b
c d
)
6≡ 0modn for any
n, so det
(
a b
c d
)
= ±1. Thus T1 and T2 generate H, as desired.
The argument for type (2, 1) is identical, interchanging the roles of H1(Xb,Z) and
H2(Xb,Z).
Finally, if Xb0 is type (1, 1), then G must be generated by transformations T1, . . . , Tn
where Ti is the monodromy transformation about a curve in ∆g, and hence, being unipo-
tent, is conjugate to

 1 1 00 1 0
0 0 1

, by Theorem 1.7. If Ti is written in the basis e1, e2, e3
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so that G ⊆ G′, then Ti =

 1 ai bi0 1 ci
0 0 1

 for some ai, bi, ci ∈ Z. However the requirement
that rank kerTi − I = 2 guarantees that either ai = 0 or ci = 0 for each i. If ai = 0 for all
i, then we must in fact be in the (1, 2) case; similarly, if ci = 0 for all i, then we must be
in the (2, 1) case.
Now the group G′ is in fact a central extension
0−→Z−→G′ ψ−→Z2−→0,
where ψ

 1 a b0 1 c
0 0 1

 = (a, c) (in fact G′ is the Heisenberg group over Z). What we have
now shown is that in the (1, 1) case ψ(G) must be a rank 2 sublattice generated by (a0, 0)
and (0, c0) for some a0, c0 ∈ Z. Furthermore, a0 = ±1 and c0 = ±1, as can be seen via
Z/nZ simplicity. Thus G contains elements of the form

 1 1 b10 1 0
0 0 1

 and

 1 0 b20 1 1
0 0 1

.
But these two elements generate G′, so G = G′ as desired. •
Next we give a more detailed structure result. If b0 ∈ ∆d is a dissident point, and
U ⊆ B the open neighbourhood of b0 promised by Definition 1.2, we can write U −∆ =
(S2 − {p1, . . . , pn}) × (0, 1). Take as generators of π1(U − ∆, b) n loops γ1, . . . , γn in
S2×{1/2} around the points p1, . . . , pn oriented so that γ1 · · ·γn = 1 in π1(U −∆, b). Let
T1, . . . , Tn be the corresponding monodromy transformations in SL(H1(Xb,Z)). Using
this notation, we have
Theorem 1.11. Let f : X → B be a well-behaved T 3-fibration, b0 ∈ ∆d, with Xb0 a
semi-stable fibre, U, T1, . . . , Tn as above. Then
(1) If Xb0 is of type (2, 2), then n = 2 and in a suitable basis, T1 =

 1 0 10 1 0
0 0 1

 and
T2 = T
−1
1 .
(2) If Xb0 is of type (1, 2) or (2, 1), then n = 3 and in a suitable basis, T1 =

 1 0 10 1 0
0 0 1

,
T2 =

 1 0 00 1 1
0 0 1

 and T3 =

 1 0 −10 1 −1
0 0 1

 in the (1, 2) case, and the transpose of
these matrices in the (2, 1) case.
(3) If Xb0 is a fibre of type (1, 1), then n = 4. Furthermore, in a suitable basis, possibly
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after relabelling the pi’s, T1 =

 1 1 00 1 0
0 0 1

, T2 =

 1 0 00 1 1
0 0 1

, T3 =

 1 −1 a0 1 0
0 0 1

,
and T4 =

 1 0 −a − 10 1 −1
0 0 1

.
Proof. Let U ⊆ B be the open neighbourhood of b0 ∈ ∆d as above, with f−1(U −
{b0}) ∼= X ′ × (0, 1). Then Hi(X ′,Z) = Hi(f−1(U − {b0}),Z), which was computed in the
proof of Theorem 1.3, with the result given in (1.1).
We next study the Leray spectral sequence for g : X ′ → S2, Hi(S2, Rjg∗Q) ⇒
Hn(X ′,Q). This was shown in the proof of Theorem 1.3 to degenerate at the E2-term
even with coefficients in Z. In addition, I claim the E2 term looks like
Q 0 Q
Qb2 0 Qb1
Qb1 0 Qb2
Q 0 Q
First, note that H0(S2, Rig∗Q) = H
0(f−1(U), Rif∗Q) = H
i(Xb,Q), giving the first col-
umn. The third column then follows from Poincare´-Verdier duality Ext0(Rig∗Q,Q) ∼=
H2(S2, Rig∗Q)
∨
. From the knowledge of Hi(X ′,Q) as given in (1.1), and the degenera-
tion of the E2 term, it follows that the middle column is indeed zero.
Now let F = R2g∗Q in the (1, 2) or (2, 2) cases and F = R1g∗Q in the (2, 1) case, so
that F has Q2 as a subsheaf. We in fact have an exact sequence
0→ Q2 → F → QV → 0,
where V = S2 −{p1, . . . , pn}, and QV is the sheaf Q on V extended by zero outside of V .
Now Hi(S2,QV ) = H
i
c(V,Q), so we see that
χ(S2,F) = χ(S2,Q2) + χ(S2,QV ) = 4 + (2− n) = 6− n.
Now in the (2, 2) case, χ(S2,F) = b1 + b2 = 4, so n = 2, and the description of the
monodromy is then clear. In the (1, 2) or (2, 1) case, χ(S2,F) = b1 + b2 = 3, so n = 3.
Since T1T2T3 = I, we see T1 and T2 must generate the monodromy group, and it then
follows from Theorem 1.10 that they must be of the form given in the statement of the
theorem in some basis.
Next consider the (1, 1) case. ThenQ is a subsheaf ofR2g∗Q, and let F be the quotient
R2g∗Q/Q. Now there are two types of points in S
2∩∆. In the first, the monodromy takes
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the form

 1 ∗ ∗0 1 0
0 0 1

, and here F|V on an open neighbourhood V of such a point b is
of the form QV ⊕QV−{b}. At the second type of point, the monodromy takes the form
 1 0 ∗0 1 ∗
0 0 1

, in which case locally F has a subsheaf Q and the quotient F/Q = QV−{b}.
Now let V1 be the complement in S
2 of points of the first type, and V2 be the complement
in S2 of points of the second type. Then globally on S2 there is an exact sequence
0→ QV1 → F → QV2 → 0,
where the inclusion QV1 in F is given by e2. From this we now obtain
2 = χ(S2, R2g∗Q) = χ(S
2,Q) + χ(S2,F) = χ(S2,Q) + χ(S2,QV1) + χ(S2,QV2)
= 6−#(S2 − V1)−#(S2 − V2)
Thus n = 4, as desired.
Finally, consider T1, . . . , T4 with T1T2T3T4 = I. At least one of these must be of the
first type and one of the second, and making a change of basis and reordering the points
if necessary, we can assume T1 =

 1 1 00 1 0
0 0 1

 and T2 =

 1 0 00 1 1
0 0 1

. Interchanging p3
and p4 if necessary, T3 and T4 must be of the given form. •
§2. Semistable Compactifications.
We will now describe how to construct well-behaved topological compactifications of
suitable T 3 fibre bundles f0 : X0 → B0. This serves several purposes. First, it allows us to
construct examples of T 3-fibrations with monodromy of the sort classified in §1. Second,
it allows us to build up a set of techniques for constructing T 3-fibrations. Third, and most
importantly, it gives compactifications of the dual fibration of a T 3-fibration.
We first describe the initial data required. In the rest of this section, B0 will be
an open subset of a three-manifold B, ∆ = B − B0, and f0 : X0 → B0 a T 3 fibre
bundle, which we will always take to have a section. One reason for insisting on the
existence of a section is that a torus bundle with a section is completely determined by
its monodromy; in particular, if E is the total space of the vector bundle corresponding
to the sheaf (Rn−1f0∗R)⊗ C∞(B0), f0 is isomorphic to E/Rn−1f0∗Z. (We normally just
abuse notation and identify this space with Rn−1f0∗(R/Z).) Of course, the local system
Rn−1f0∗Z is completely determined by its monodromy.
14
We will require in addition the following conditions on ∆ and the monodromy of the
fibre bundle:
(1) ∆ decomposes as a disjoint union ∆d ∪ ∆g, with ∆d discrete and ∆g a union of
1-manifolds which are open intervals or circles. Each endpoint of a component in
∆g is contained in ∆d. Thus ∆ is a graph, with the points of ∆d the vertices and
components of ∆g the edges. Furthermore, because of Theorem 1.11, we insist that
the valency of each vertex is 3 or 4.
(2) The monodromy group of f0 : X0 → B0 at each point in ∆ is unipotent. In addition,
R3f0∗Z = Z. This latter condition is equivalent to the monodromy representation
π1(B0, b)→ GL(H1(Xb,Z)) taking values in SL(H1(Xb,Z)).
(3) In suitable bases, the monodromy at each point of ∆g is as described in Theorem 1.7,
and the monodromy at each point of ∆d is as described in Theorem 1.11, (2)-(4).
The main theorem of this section is
Theorem 2.1. If f0 : X0 → B0 satisfies the above properties, then there exists a topo-
logical manifold X , X0 ⊆ X , and a well-behaved T 3-fibration f : X → B such that the
diagram
X0 →֒ Xyf0 yf
B0 →֒ B
commutes.
The proof of this will be given after some basic constructions are discussed. But first
the main application:
Corollary 2.2. If f : X → B is a well-behaved T 3-fibration with only semistable fibres,
then f has a well-behaved dual fˇ : Xˇ → B.
Proof. Conditions (1)-(3) hold for f0 : X0 → B0, by Definitions 1.1 and 1.2 and
Theorems 1.7 and 1.11. Construct fˇ0 : Xˇ0 → B0 by identifying this with the family
of tori R1f0∗R/Z. The monodromy matrices of the local system R
2fˇ0∗Z ∼= R1f0∗Z are
the transpose inverses of the monodromy matrices of the local system R2f0∗Z. Thus all
monodromy groups are still unipotent, and conditions (1)-(3) hold for fˇ0 : Xˇ0 → B0. Then
Theorem 2.1 implies there is a well-behaved compactification, which is the desired dual. •
The basic idea for producing semi-stable fibrations is as follows. In a small neigh-
bourhood U of a point b0 ∈ B such that Xb0 is a semi-stable fibre, and b ∈ U − ∆,
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there will always be a non-zero subspace L ⊆ H1(Xb,Z)G of monodromy invariant cy-
cles. One then expects the torus T (L) = L⊗Z R/L to act fibrewise by translation on the
fibration f−1(U) → U , giving a lower dimensional fibration f−1(U)/T (L) → U . If one
has a guess as to what this latter fibration is, one can try to reconstruct f−1(U) → U .
Now π : f−1(U) → f−1(U)/T (L) is not in general a T (L)-bundle because there will
be fixed points of the T (L) action in f−1(U). However, there will be some dense open
subset V ⊆ f−1(U)/T (L) for which π−1(V ) → V is a T (L)-bundle, with Chern class
c1 ∈ H2(V, L). Thus, if we want to construct examples of semistable Tn-fibrations, we
want to understand the following question: given a manifold Y¯ , an open subset Y ⊆ Y¯ ,
and a principal T (L)-bundle π : X → Y with Chern class c1 ∈ H2(Y, L), when does there
exist a manifold X¯ and a commutative diagram
X →֒ X¯yπ yπ¯
Y →֒ Y¯
such that the T (L) action on X extends to a T (L) action on X¯?
For us, the basic example of this sort of compactification is
Example 2.3. In [9], III.3.A, it was shown that the map f : Cn → Rn given by
f(z1, . . . , zn) = (Im
∏
zi, |z1|2 − |z2|2, . . . , |z1|2 − |zn|2)
was a special Lagrangian fibration. Now the map π¯ : Cn → C×Rn−1 given by
π¯(z1, . . . , zn) = (
∏
zi, |z1|2 − |z2|2, . . . , |z1|2 − |zn|2)
is invariant under the Tn−1 action
(z1, . . . , zn) 7→ (eiθ1z1, . . . , eiθnzn),
θ1 + · · ·+ θn = 0. It is convenient to identify Tn−1 with T (L), where L = {(a1, . . . , an) ∈
Zn|∑ai = 0}. Then π¯ is the quotient mapCn → Cn/T (L). Furthermore, the set of points
fixed by some subgroup of T (L) is Crit(f) =
⋃{zi = zj = 0}. Thus π¯ can be viewed as a
(partial) compactification of the T (L)-bundle π : Cn−Crit(f)→ C×Rn−1− π¯(Crit(f)).
We will in fact only make use of the cases n = 2 and 3, but more generally, much
of what is done below can be extended to higher dimensions. However, in dimensions 2
and 3, we have a complete description of semistable monodromy, so we can produce a list
of examples of all possible monodromies. We build up these examples using the following
basic building blocks:
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Proposition 2.4. (1) Let π : X → Y = R3 − {0} be a principal S1-bundle with Chern
class c1 ∈ H2(Y,Z) = Z, and let Y¯ = R3 ⊇ Y . Then there is a unique topological space
X¯ = X ∪ {p} extending the topology on X such that there is a commutative diagram of
continuous maps
X →֒ X¯yπ yπ¯
Y →֒ Y¯
with π¯ proper and π¯(p) = 0. Furthermore, X¯ is a topological manifold if and only if
c1 = ±1.
Proof. A bundle over Y with Chern class c1 can be constructed as follows. Choose
a hermitian metric on OP1(c1), and let X be the total space of OP1(c1) minus the zero
section. Then define π : X → P1×R>0 ∼= Y by taking an element s in the fibre of OP1(c1)
at a point x ∈ P1 to (x, ||s||) ∈ Y . The map π defines an S1-bundle with first Chern class
c1.
It is easy to see that the topology on X¯ = X ∪ {p} is uniquely determined by the
condition that π¯ be a proper continuous map. This topology has as basis the open sets in
X plus the inverse images of open sets in Y¯ under π¯. The space X¯ can then be described
as being obtained from OP1(c1) by contracting the zero section. This is well-known to
have a quotient singularity if c1 < −1; if c1 = −1, then X¯ is a manifold. If c1 > 0, then
π : X → Y is topologically equivalent to the S1-bundle with Chern class −c1, but with
the orientation of the S1 action reversed. If c1 = 0, the fibration is trivial and X¯ is not a
manifold. Thus X¯ is a manifold if and only if c1 = ±1. •
We note that in the above Proposition, it is now clear that if c1 = ±1, then π¯ : X¯ → Y¯
coincides with π¯ of Example 2.3 with n = 2.
Proposition 2.5. Let Y be a manifold, π : X → Y a principal S1-bundle with Y ⊆ Y¯
a manifold and Y¯ − Y = S an oriented connected submanifold of codimension three. Let
c1 ∈ H2(Y,Z) be the Chern class of π. Now H3S(Y¯ ,Z) = H0(S,Z) = Z, and suppose
the image of c1 under the natural map H
2(Y,Z) → H3S(Y¯ ,Z) is ±1. Then there exists
a unique topological space X¯ = X ∪ S extending the topology on X such that there is a
commutative diagram of continuous maps
X →֒ X¯yπ yπ¯
Y →֒ Y¯
with π¯ proper and π¯|S : S → S the identity. Furthermore, X¯ is a topological manifold.
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Proof. Again, the topology on X¯ with basis consisting of open sets in X and inverse
images of open sets in Y¯ under π¯ is easily seen to be the unique topology in which π¯ is
proper and π¯|S is the identity. Now if p ∈ S is a point, there exists an open neighbourhood
U ⊆ Y¯ of p such that U ∼= Rn−3 ×R3 with U ∩ S identified with Rn−3 × {0}. Then the
restriction of π to {q} × (R3 − {0}) for any point q ∈ U ∩ S is an S1-bundle with Chern
class ±1. Thus by Proposition 2.4, we have a commutative diagram
π−1(U − S) →֒ Rn−3 ×C2yπ yπ¯′
U − S →֒ Rn−3 ×R3
where π¯′ is the identity on the first factor and the map π¯ of Example 2.3 on the second
factor. Thus, by uniqueness of the compactification, π¯′ coincides with π¯−1(U) → U , and
thus in particular, X¯ is a manifold. •
Example 2.6. (1) Let D∗ be a punctured disk, f : X0 → D∗ be a T 2-fibre bundle, with
a section and monodromy
(
1 1
0 1
)
in some suitable basis e1, e2 of H1 of a fibre. Then
translation on fibres by elements of Re1 induces an S
1 action on X0, yielding an S
1-bundle
π0 : X0 → Y0 = S1 ×D∗. One easy way to see what is the Chern class of the bundle π0 is
via the Leray spectral sequence for π0: the image of 1 ∈ H0(Y0, R1π0∗Z) via the differential
d : H0(Y0, R
1π0∗Z)→ H2(Y0,Z) is the Chern class. The group H2(X0,Z) is easily seen to
be torsion-free, and thus coker d must be also. Since H2(Y0,Z) ∼= H1(S1,Z)⊗H1(D∗,Z) ∼=
Z, the Chern class c1 of the bundle π0 must be ±1.
To extend the fibration f : X0 → D∗ to f¯ : X¯ → D, we proceed as follows. We have
Y0 ⊆ Y¯ = S1×D. Let Y = Y¯ −{(p, 0)}, where p is a point in S1, 0 ∈ D the puncture point.
Then H2(Y,Z) ∼= H3{(p,0)}(Y¯ ,Z) = Z and the restriction map H2(Y,Z) → H2(Y0,Z) is
an isomorphism. Thus the S1-bundle π0 extends to an S
1-bundle π : X → Y . Then
Proposition 2.5 can be applied to obtain a manifold X¯ = X ∪ {pt} and a map π¯ : X¯ → Y¯ .
When π¯ is composed with the projection Y¯ → D, we get a map f¯ : X¯ → D. This map is
proper, and f−1(0) is an I1 fibre.
It is worth noting that the effect of changing the sign of c1 in this construction is
simply to reverse the direction of the S1 action on X . This is equivalent to replacing e1
with −e1, and hence the monodromy changes from
(
1 1
0 1
)
to
(
1 −1
0 1
)
. Clearly though
it gives the same T 2-fibration.
We also note that it is easy to see the fibration f¯ : X¯ → D is well-behaved and has a
section.
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(2) This example will not be used, but demonstrates that the topology of the singular
fibre may not be reflected in the monodromy about it. Let Y = S1×D−{(p1, 0), (p2, 0)},
Y¯ = S1 ×D, p1 and p2 two distinct points in S1, D a two-dimensional disk, 0 ∈ D. Then
H2(Y,Z) = H3{(p1,0)}(Y¯ ,Z)⊕H3{(p2,0)}(Y¯ ,Z), and the restriction mapH2(Y,Z)→ H2(S1×
D∗,Z) is given by summation. Construct the S1-bundle π : X → Y with Chern class
(1,−1) ∈ H2(Y,Z). Then π restricted to S1 ×D∗ is trivial. Also, π can be compactified
as above to obtain a fibration f¯ : X¯ → D, with central fibre being a union of two S2’s.
However, the monodromy about the central fibre is trivial. This of course could not happen
for a holomorphic elliptic fibration.
(3) Type (2, 2) fibres. Let B = D × (0, 1), B0 = D∗ × (0, 1), Y¯ = T 2 × B. Let
S = S1 × {0} × (0, 1) ⊆ T 2 × {0} × (0, 1) ⊆ Y¯ be a surface, where S1 ⊆ T 2 is a circle
whose homology class is a primitive element ae2 + be3 ∈ H1(T 2,Z), and e2, e3 is a basis
for H1(T
2,Z). Let Y = Y¯ − S. There is an exact sequence
0→ H2(Y¯ ,Z)→ H2(Y,Z)→ H3S(Y¯ ,Z)→ 0.
H2(Y¯ ,Z) is isomorphic toH2(T 2,Z), and the exact sequence is split via the restriction map
H2(Y,Z)→ H2(T 2 × {p},Z) for a point p ∈ B0. Thus H2(Y,Z) = H2(Y¯ ,Z)⊕H3S(Y¯ ,Z).
Also H3S(Y¯ ,Z) = H
0(S,Z) = Z.
Now let π : X → Y be an S1-bundle with first Chern class c1 ∈ H2(Y,Z) given by
either 1 or −1 in H3S(Y¯ ,Z) = Z. (Note this equality depends on choices of orientation
for Y¯ and S, so we won’t worry about the sign.) Then applying Proposition 2.5, we can
construct a compactification π¯ : X¯ → Y¯ . By composing this with the projection Y¯ → B,
we obtain a map f¯ : X¯ → B which is a T 3-bundle over B0, and has fibres over ∆ = B−B0
homeomorphic to I1 × S1. Furthermore, it is clear from the construction that we can
write X¯ = X¯ ′ × S1 × (0, 1), where X¯ ′ → D is a fibration of the type constructed in (3).
In particular, choosing a basis for H1(X¯b,Z), b ∈ B0 of the form e1, e2, e3, where e1 is a
fibre of π and e2, e3 project to e2, e3 ∈ H1(Y¯b,Z) under the map π, we see that e1 and
ae2 + be3 are a basis for the monodromy invariant cycles. Furthermore, the monodromy
about a loop around ∆ is

 1 ±b ∓a0 1 0
0 0 1

, where the choice of sign can be changed by
replacing e1 with −e1. In particular, this provides a compactification of a T 3-fibre bundle
f : X0 = f¯
−1(B0)→ B0 with this monodromy.
(4) Type (2, 1) fibres. Let B0 = (S
2 − {p1, p2, p3}) × (0, 1), and let B = B3, the
three-ball. Identify B−{0} with S2× (0, 1) and embed B0 ⊆ B via S2−{p1, p2, p3} ⊆ S2.
Then ∆ = B − B0 is the cone over three points (best-visualized as a “Y”). Write ∆ =
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∆1 ∪∆2 ∪∆3 ∪ {0}, where ∆i = {pi} × (0, 1) are the “legs” of the “Y”. Let Y¯ = T 2 ×B,
and let e2, e3 be a basis for H1(T
2,Z). Let S ⊆ Y¯ be a “pair of pants” sitting over ∆
constructed as follows: S ∩ (T 2 × ∆i) will be a cylinder S1 × ∆i, with the S1 of class
−e3, e2 and −e2 + e3 for i = 1, 2, 3 respectively. These three cylinders are then joined in
T 2 × {0} to form the pair of pants:
Figure 2.1
Note that there is some ambiguity as to the fibre of S → ∆ over 0 ∈ ∆. This will affect
the precise shape of the singular fibre, but not the topology of the total space. This could
be a figure eight or else my preferred choice, suggested by Ruan (illustrated in [17], Figure
6), and shown in the following figure:
Figure 2.2
Here the torus has been depicted as a rectangle with opposite sides identified, and the
darker lines represent the fibre of S over 0 ∈ ∆. We will not limit our choices at this
point, and instead allow any choice, as we are currently just interested in the topology of
the fibration. This choice might become clearer if a local model for a special Lagrangian
fibration with this sort of singular fibre is found.
In any event, put Y = Y¯ −S, and then H2(Y,Z) = H2(Y¯ ,Z)⊕H3S(Y,Z) = Z⊕Z as in
(3). Take c1 = 1 ∈ H3S(Y,Z), and we obtain an S1-bundle X → Y , which by Proposition
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2.5 compactifies to X¯ → Y¯ . By composing with the projection Y¯ → B, we obtain a proper
map f¯ : X¯ → B. Now if γ1, γ2, γ3 are loops in B0 around ∆1,∆2 and ∆3, with γ1γ2γ3 = 1
in π1(B0, b), then by (3) it follows that the monodromy matrices Ti about γi take the form
(in the basis e1, e2, e3 of H1(X¯b,Z) as in (3))
T1 =

 1 ±1 00 1 0
0 0 1

 , T2 =

 1 0 ±10 1 0
0 0 1

 , T3 =

 1 1 10 1 0
0 0 1

 or

 1 −1 −10 1 0
0 0 1


Using the additional requirement that T1T2T3 = I, and possibly changing the sign of e1,
we see we must have
T1 =

 1 1 00 1 0
0 0 1

 , T2 =

 1 0 10 1 0
0 0 1

 , T3 =

 1 −1 −10 1 0
0 0 1


Thus f¯ : X¯ → B provides a compactification of a fibration f0 : X0 → B0 with the above
monodromy.
The fibre over 0 ∈ B, X¯0, is described as follows. Let S0 ⊆ T 2 be the fibre of S → ∆
over 0 ∈ B. Then X¯0 = S1×T 2/ ∼, where (x, y) ∼ (x′, y′) if (x, y) = (x′, y′) or y = y′ ∈ S0.
Thus S1 × S0 is contracted to S0.
(5) Type (1, 1) fibres. Let B0 = (S
2 − {p1, . . . , p4}) × (0, 1), and let B = B3, the
three-ball, with ∆ = B − B0 the cone over four points. Let ∆i = {pi} × (0, 1), so that
∆ = ∆1 ∪ · · · ∪∆4 ∪ {0}. Let l1 be the cone over {p1, p3} and l2 the cone over {p2, p4},
so that ∆ = l1 ∪ l2 and l1 ∩ l2 = {0} ⊆ B. Let X ′ → D be a T 2-fibration as constructed
in (1) with monodromy
(
1 1
0 1
)
, and identifying D × (0, 1) with B so that {0} × (0, 1)
is identified with l2, we obtain a T
2-fibration g : Y¯ = X ′ × (0, 1) → B with discriminant
locus l2 and monodromy
(
1 1
0 1
)
about l2 in a suitable basis e2, e3 of H1(Y¯b,Z), for some
b ∈ B0.
Now construct a surface S ⊆ Y¯ as follows. S will be a cylinder fibred in circles over
l1. To specify the cohomology class of this S
1 over ∆1 and ∆3, we have to be careful about
how we identify these classes. In particular, as e3 is not invariant under monodromy, it is
not well-defined globally. We picture here the sphere S2−{p1, p2, p3, p4}, along with loops
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γ1, . . . , γ4 and paths c1 and c3 joining p1 and p3 to b:
Figure 2.3
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p
1
p
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We can then identify H1(Y¯p1 ,Z) and H1(Y¯p3 ,Z) with H1(Y¯b,Z) via the paths c1 and c3.
Using these identifications, S ∩ g−1(∆1) = S1 × ∆1, with S1 ⊆ T 2 of class e3, while
S ∩ g−1(∆3) = S1 × ∆3 with S1 ⊆ T 2 of class ae2 + e3. These two circles specialise to
circles of the same class in Y¯0, as e2 is the vanishing cycle. Thus these two cylinders can
be joined up.
Now let Y = Y¯ − S. We have as usual a splitting H2(Y,Z) = H2(Y¯ ,Z)⊕H3S(Y¯ ,Z),
and take an S1-bundle π : X → Y given by c1 = 1 ∈ H3S(Y¯ ,Z). As usual, we compactify to
obtain π¯ : X¯ → Y¯ , with the composed map f¯ = g ◦ π¯ : X¯ → B. Then X0 = f¯−1(B0)→ B0
has monodromy as given in Theorem 1.11, (3), and we have constructed a compactification
of such a T 3-bundle.
The fibre of type (1, 1) constructed here can then be described as S1 × I1/ ∼, where
(x, y) ∼ (x′, y′) if (x, y) = (x′, y′) or y = y′ ∈ S ∩ g−1(0). The singular locus of this fibre
is a circle.
We still need a construction for type (1, 2) fibres. An example of such a fibration
with a type (1, 2) fibre has been given in [6], §1. However, I would like to give a different
construction of that example, more in keeping with the previous construction techniques
given here. To do so, we need to compactify T 2 bundles.
Let L ∼= Z2 and let T (L) := L ⊗Z R/L. The Chern class of a principal T (L)-
bundle over Y is an element of H2(Y, L). Indeed, if R denotes the sheaf of continuous
real-valued functions on Y , then a principal T (L)-bundle is determined by an element
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of H1(Y, L ⊗Z R/L), which is isomorphic to H2(Y, L). The corresponding element in
this latter group is the Chern class. It is also convenient to think of a T 2-bundle as
a product of S1-bundles: if e1, e2 is a basis for L, giving a decomposition H
2(Y, L) ∼=
H2(Y,Z)e1 ⊕ H2(Y,Z)e2, we can write c ∈ H2(Y, L) as c = (a1, a2), ai ∈ H2(Y,Z). If
Xi → Y is an S1-bundle with Chern class ai, then X = X1 ×Y X2 → Y is a T (L)-bundle
with Chern class c. Note that X1 = X/T (Ze2), X2 = X/T (Ze1). Here, T (Zei) is the
subtorus of T (L) generated by ei.
Proposition 2.7. Let Y be a manifold, π : X → Y a principal T (L)-bundle with Y ⊆ Y¯
a manifold and Y¯ − Y = S an oriented connected submanifold of codimension three. Let
c1 ∈ H2(Y, L) be the Chern class of π, and suppose the image of c1 under the natural
map H2(Y, L) → H3S(Y¯ , L) = H0(S, L) = L is a primitive class e1 ∈ L. Then there
exists a unique topological space X¯ = X ∪ S′ such that there is a commutative diagram
of continuous maps
X →֒ X¯yπ yπ¯
Y →֒ Y¯
with π¯ proper, the T (L) action onX extending to a T (L) action on X¯ so that π¯|S′ : S′ → S
is a T (L/〈e1〉)-bundle. Furthermore, X¯ is a manifold.
Proof. Choose e2 so that e1, e2 forms a basis for L. Then c1 ∈ H2(Y, L) = H2(Y,Z)e1⊕
H2(Y,Z)e2 can be written as c1 = (a1, a2), with the image of a1 under the natural map
H2(Y,Z)→ H3S(Y¯ ,Z) being 1 and the image of a2 under this same map being zero. Thus
a2 lifts to an element a¯2 ∈ H2(Y¯ ,Z). Note this lifting is unique because H2S(Y¯ ,Z) = 0.
Let πi : Xi → Y be the S1-bundle with Chern class ai. Then by Proposition 2.5, π1 can be
extended to π¯1 : X¯1 → Y¯ , and we also have an S1-bundle π¯2 : X¯2 → Y¯ with Chern class a¯2,
extending π2. Then we can take π¯ : X¯ = X¯1×Y¯ ×X¯2 → Y¯ as the desired compactification
of π.
To show uniqueness, suppose we are given π¯ : X¯ → Y¯ with the desired properties.
Letting X¯1 = X¯/T (Ze2) and X¯2 = X¯/T (Ze1), π¯i : X¯i → Y¯ the projection, it is clear
that π¯1 : X¯1 → Y¯ restricts to the S1-bundle π1 : X1 → Y , and π¯−11 (S) ∼= S, so X¯1 is
uniquely determined by Proposition 2.5. On the other hand, π¯2 : X¯2 → Y¯ is an S1-bundle,
necessarily with Chern class a¯2. Finally, X¯ = X¯1×Y¯ X¯2, so X¯ is necessarily as constructed
as above. •
Example 2.8. Type (2, 2) fibres again. One can apply Proposition 2.7 to give an
alternate construction of type (2, 2) fibres. Take Y = S1×D× (0, 1)−{p}×{0}× (0, 1) ⊆
Y¯ = S1 × D × (0, 1). Then H2(Y, L) = H3{p}×{0}×(0,1)(Y¯ , L) = L, and choosing c1 ∈ L
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primitive, one obtains a T (L)-bundle over Y which can be compactified to give a map
π¯ : X¯ → Y¯ . Composing with the projection Y¯ → B = D × (0, 1) gives a T 3-fibration
f¯ : X¯ → B. Let e1, e2 be a basis for L, and take for H1(X¯b,Z) a basis e1, e2, e3, with e3
mapping under π¯ to a generator of H1(S
1,Z). Then it is easy to see that if c1 = ae1+ be2,
then the monodromy about a loop around {0} × (0, 1) is

 1 0 a0 1 b
0 0 1

 or

 1 0 −a0 1 −b
0 0 1

.
Either can occur by changing the sign of the T (L) action.
The final variant of this idea we need is
Proposition 2.9. Let Y be a four-manifold, π : X → Y a principal T (L)-bundle with
Y ⊆ Y¯ a manifold and Y¯ − Y = ∆ a trivalent graph, i.e. a union of disjoint curves and
vertices with each vertex being in the closure of precisely three curves. We do not assume
∆ is compact. Write ∆ = ∆g∪∆d, with ∆g the union of (open) edges and ∆d the union of
vertices. Let c1 ∈ H2(Y, L) be the Chern class of π, and denote also by c1 its image under
the natural map H2(Y, L)→ H3∆(Y¯ , L). Then H3∆(Y¯ , L) = HBM1 (∆, L), the Borel-Moore
homology of ∆ with coefficients in L. If ∆¯ = ∆ ∪ {∞} is the one-point compactification
of ∆, then HBM1 (∆, L)
∼= H1(∆¯, {∞}, L), the simplicial relative homology group. Then
if c1 ∈ H3∆(Y¯ , L) is represented by a relative simplicial 1-cycle on ∆¯, assigning to each
oriented edge ∆i of ∆¯ the element ai ∈ L; ai is primitive for each i; and ai, aj, ak span L
whenever ∆i,∆j,∆k have a common vertex, then there exists a unique topological space
X¯ = X ∪ S such that there exists a commutative diagram of continuous maps
X →֒ X¯yπ yπ¯
Y →֒ Y¯
so that π¯ is proper, T (L) acts on X¯, π¯−1(∆i ∩∆g) → ∆i ∩∆g is a T (L/〈ai〉)-bundle for
each edge ∆i, and π¯
−1(∆d)→ ∆d is an isomorphism. Furthermore, X¯ is a manifold.
Proof. That H3∆(Y¯ , L) = H
BM
1 (∆, L) follows from a suitable form of Poincare´ duality
(see [3], V, Theorem 9.3). The description of HBM1 (∆, L) follows from [3], V. Now using
Proposition 2.7, π : Y → X can be extended to π′ : X ′ → Y ′ = Y¯ −∆d in a unique way
to maintain the desired properties. Putting X¯ = X ′ ∪∆d, there is a unique topology on
X¯ inducing the topology on X ′ and making the extension of π′ to π¯ : X¯ → Y¯ proper.
We only need to check X¯ is a manifold in a neighbourhood of a point p ∈ ∆d. To do so,
24
we use the local model in Example 2.3 for such a fibration. First note that we can take
L ⊆ Z3 with standard basis e1, e2, e3 and L = {
∑
biei|
∑
bi = 0}. Let ai be the coefficient
of the oriented edge ∆i in the 1-cycle representing c1. If edges, say, ∆1,∆2,∆3 meet
at p ∈ ∆d, then possibly after changing orientations of these three edges, we must have
a1 + a2 + a3 = 0. This is the cycle condition. Since we also assume the ai’s are primitive
and a1, a2, a3 span L, without loss of generality we can take a1 = e2−e3, a2 = e3−e1, and
a3 = e1 − e2. Now in the T (L)-action on C3 given in Example 2.3, {zi = zj = 0} is fixed
by T (akZ), if {i, j, k} = {1, 2, 3}. This makes it clear that π2.3 : C3−{0} → C×R2−{0}
given in Example 2.3 coincides with π¯−1(U − {p}) → U − {p}, where U ∼= C × R2 is a
small open neighbourhood of p. Thus π¯2.3 coincides with π¯ : π¯
−1(U) → U , and X¯ is a
manifold. •
Example 2.10. Type (1, 2) fibres. Let B and B0 be as in Example 2.6, (4). Take
Y = S1 × B − {p} × ∆ ⊆ Y¯ = S1 × B, where p ∈ S1 is a point. Then H2(Y, L) =
H3{p}×∆(Y¯ , L)
∼= H1(∆¯,∞, L), and we can take ((1, 0), (0, 1), (−1,−1)) ∈ H2(Y, L) as the
Chern class of a T 2-bundle π : X → Y , which we then compactify using Proposition 2.9 to
π¯ : X¯ → Y¯ . It is then easy to see that the composed fibration f¯ : X¯ → B has monodromy
dual to that in Example 2.6, (4), and has a section. We note this construction coincides
topologically with the example given in [6], §1.
Proof of Theorem 2.1. We simply piece together the examples above. First suppose
we are given T 3-fibrations fU : XU → U , fV : XV → V , U, V ⊆ B, such that fU and fV
have sections, and fU : f
−1
U (U∩V )→ U∩V , fV : f−1V (U∩V )→ U∩V are T 3-fibre bundles
yielding the same monodromy representation π1(U∩V, b)→ SL3(Z), b ∈ U∩V a basepoint.
Then as observed earlier, because fU and fV have sections, there is an isomorphism ϕ in
a commutative diagram
f−1U (U ∩ V )
ϕ−→ f−1V (U ∩ V )yfU yfV
U ∩ V =−→ U ∩ V
which takes a given section of fU to a given section of fV . Thus we can glue XU and XV
via ϕ to obtain a T 3-fibration f : X → U ∪ V , with a section.
This gluing construction extends easily to the case that fU : f
−1
U (U ∩V )→ U ∩V and
fV : f
−1
V (U ∩V )→ U ∩V are well-behaved T 3-fibrations whose discriminant loci coincide,
and only have singular fibres of type (2, 2), assuming that locally the fibrations are of the
form given in Example 2.6, (3). In this case, as long as the monodromy representations
for fU and fV coincide, one can still find an isomorphism φ : f
−1
U (U ∩ V ) → f−1V (U ∩ V )
as above.
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Now given f0 : X0 → B0 satisfying the hypotheses of the theorem, choose an open
covering {Ui} of ∆, Ui ⊆ B, such that X0,i = f−10 (Ui ∩B0)→ Ui ∩B0 is of the type given
in Example 2.6, (3)-(5) or Example 2.10. In each case this is compactified to Xi → Ui
with a choice of section, and these compactifications can then be glued into f0 : X0 → B0,
matching up the chosen sections, to give the desired fibration. It is easy to see this fibration
is well-behaved. •
Remark 2.11. Theorem 2.1 has produced a topological manifold X , but it will be
important to know that this manifold has a smooth structure if B and ∆g ⊂ B are
smooth. It will not matter what the smooth structure is, because we will be interested in
situations where [20], Theorem 6 applies, which implies that given suitable hypotheses, all
smooth structures on X are diffeomorphic.
The construction of Proposition 2.5 produces a smooth manifold X¯ as long as Y¯ and
S ⊆ Y¯ are smooth. Thus the only places in the constructions of Example 2.6 where
we leave the smooth category are (4) and (5). In (4), the S we constructed in Y¯ is not
smooth. However, one can find a homeomorphism ϕ of Y¯ which is the identity outside of
some neighbourhood of T 2 × {0}, such that ϕ−1(S) is smooth. Then we can replace the
projection p : Y¯ → B with p′ = p ◦ϕ and replace S ⊆ Y¯ with S′ = ϕ−1(S) ⊆ Y¯ . Using S′,
we construct π¯ : X¯ → Y¯ as before. Then X¯ does have a smooth structure. However, the
map f¯ = p′ ◦ π¯ : X¯ → B may not be differentiable, as ϕ will not be. It is not clear if we
expect f¯ to be differentiable at such a singular fibre. However, we can guarantee at least
that f¯ is differentiable on X#.
A similar argument produces a smooth structure in (5) on X .
We conclude this section with a few basic results about the topology of the T 3-
fibrations constructed in this section.
Theorem 2.12. Let f0 : X0 → B0 be as in Theorem 2.1, and f : X → B the compactifica-
tion produced in the proof of Theorem 2.1. IfB is simply connected andH0(B,R1f∗Z/nZ) =
0 for all n, then X is simply connected.
Proof. Let µ : X˜ → X be the universal cover of X , and define a space B˜ = X˜/ ∼,
where x ∼ y if f(µ(x)) = f(µ(y)) = b and x and y are in the same connected component
of (f ◦ µ)−1(b). Then f ◦ µ factors as X˜ f˜−→B˜ γ−→B.
Claim. γ : B˜ → B is a covering, and thus since B is simply connected, γ is an
isomorphism.
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Proof. First for any point b ∈ B, there is a sufficiently small open neighbourhood U of
b such that V = f−1(U)→ U looks like one of the cases of Example 2.6, (3)-(5) or Example
2.10, or else V = T 3 × U . Let V˜ → V be the universal covering. I claim V˜ → U has
connected fibres. Indeed, if Xb is a non-singular fibre, then V = T
3 ×U and V˜ = R3 ×U .
If Xb is a fibre of type (2, 2) or (2, 1), then by construction there is an S
1 action on V such
that V/S1 = T 2 × U , and V˜ = V ×T 2×U R2 × U . If Xb is of type (1, 2), π1(V ) = Z, there
is a local T 2-action on V , V/T 2 = S1 ×U , and V˜ = V ×S1×U R×U . Finally, in the (1, 1)
case, π1(V ) = Z again, and if, as in Example 2.6, (5), π : V → Y¯ is the quotient by the
S1-action and Y˜ → Y¯ is the universal cover of Y¯ , then V˜ = V ×Y¯ Y˜ . In all these cases,
one sees V˜ → B has connected fibres. Now we can conclude that γ : B˜ → B is a covering:
(µ ◦ f)−1(U) must consist of a number of connected components V1, . . . , Vn which are
quotients of the universal covering V˜ , and hence the maps Vi → U have connected fibres.
We conclude that γ−1(U) consists of n disjoint copies of U , so γ is a covering space, hence
an isomorphism, as B is simply connected. •
It is now clear that π1(X) is simply the Galois group of the covering X˜b → Xb for
Xb a non-singular fibre. This is an abelian group, hence if non-zero, one would have
H1(X,Z/nZ) 6= 0 for some n. But by the Leray spectral sequence, this is not possible if
H0(B,R1f∗Z/nZ) = 0 for all n. •
For the remainder of the section, we assume we have put a differentiable structure on
X as in Remark 2.5.
Proposition 2.13. If f : X → B is as in Theorem 2.1 and B ∼= S3, then w2(X), the
second Steifel-Whitney class of X , vanishes.
Proof. Since Crit(f) is a union of two-dimensional manifolds,
H2(X,Z/2Z) ∼= H2(X#,Z/2Z),
and thus w2(X) ∈ H2(X,Z/2Z) coincides with w2(X#) ∈ H2(X#,Z/2Z). However the
tangent bundle of X# fits into an exact sequence
0→ TX#/B → TX# → f#∗TS3 → 0,
with TX#/B|X#
b
the tangent bundle of X#b . Now both TS3 and TX#/B are trivial vector
bundles, and so TX# is also. Thus w2(X#) = 0 = w2(X). •
The last calculation is that of the first Pontrjagin class of X . Before carrying this out,
we would like to put an orientation on Crit(f) given an orientation on X . This will allow
us to define a class Crit(f) ∈ H4(X,Z) as the Poincare´ dual of the corresponding oriented
2-cycle. We do this using the following definition.
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Definition 2.14.
(1) If g : X ′ → D is a T 2-fibration over a disk as constructed in Example 2.6, (1), there
is an immersion i : S2 → X ′ onto the singular fibre X ′0. This immersion fails to be an
embedding precisely at the singular point of X ′0, where two sheets of the immersed S
2
cross. This local structure can be seen in the map f : C2 → R2 of Example 2.3, or
equivalently, in the map C2 → C given by (z1, z2) 7→ z1z2. Given an orientation on
S2, we call the orientation on X ′ for which these two sheets intersect positively the
positive orientation on X ′. Note this is independent of the choice of orientation on
S2.
(2) Given f : X → B a T 3-fibration produced by Theorem 2.1, and an orientation on X ,
then Crit(f) is a union of connected two-manifolds
⋃
Si meeting at most at points.
We can orient each Si as follows. For a point b ∈ ∆g ∩f(Si), there is a neighbourhood
U = D × (0, 1) of b such that f−1(U) = X ′ × (0, 1) × S1, so that f is induced by a
map g : X ′ → D, as in Definition 1.2. Take the positive orientation on X ′ over U .
Then Si ∩ f−1(U) is the surface S = Crit(g)× (0, 1)× S1 meeting X ′ × {1/2} × {p}
transversally. Orient S so that it meets this latter surface positively. If each Si is
orientable, this gives an orientation on Si for each i, and hence makes Crit(f) into
an oriented two-cycle. We call this orientation on Crit(f) the canonical orientation.
We shall see in Theorem 2.17 that this orientation does not depend on the choice of
b ∈ ∆g ∩ f(Si), and that Si is orientable.
Example 2.15. Let g : X ′ → D be as constructed in Example 2.6, (1), a well-behaved
T 2-fibration with a singular I1 fibre. Put an orientation ηD on D and choose a basis
e1, e2 of H1(X
′
b,Z) so that a positive (counter-clockwise) loop γ in D
∗ has monodromy(
1 1
0 1
)
in this basis. Take e1 ∧ e2 to give an orientation on a fibre. Then the induced
orientation ηD ∧ e1 ∧ e2 on X ′ is positive. To see this, one can for example look at the
standard family of degenerating elliptic curves, identifying D with the unit disk in C with
the standard orientation, and taking a family with period τ = 12πi log z. Then the above
described orientation on X ′ is the same as that given by the complex structure, and hence
X ′ is positively oriented.
Let f : X = X ′ × (0, 1) × S1 → B = D × (0, 1) be the induced fibration, with X ′
positively oriented by the orientation ηX′ , and (0, 1)×S1 given some orientation η(0,1)×S1 .
Suppose X is assigned the induced product orientation ηX′ ∧η(0,1)×S1 . Then the canonical
orientation on Crit(f) = Crit(g) × (0, 1) × S1 is then clearly the induced orientation
η(0,1)×S1 .
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Example 2.16. This is needed in the proof of Theorem 4.4. Consider a T 3-fibration
f : X¯ → B = R3 with a line of type (2, 2) fibres constructed via the method of Example
2.8. In other words, one takes Y¯ = S1 × B, p ∈ S1 a point, l ⊆ R3 a line, and obtain X¯
by compactifying a T 2 = T (L)-bundle over Y = S1 ×B − {p} × l with Chern class c1 ∈ L
primitive. This yields a map π¯ : X¯ → Y¯ , and f is obtained as the composition of π¯ and
the projection Y¯ → B.
Let H ⊆ R3 be a plane containing l, and decompose H into two closed half-planes
H1 and H2, with H = H1 ∪H2 and l = H1 ∩H2. Let Di = π¯−1({p} ×Hi). Then Di is
a smooth four-manifold, and D1 and D2 intersect transversally along Crit(f). Orient D1
and D2 as follows. Choose a basis v1, v2 of the tangent space TH of H, and a basis w1, w2
of L ⊗Z R. For pi ∈ {p} × Hi, the tangent space TDi,yi to a point yi ∈ π¯−1(pi) can be
decomposed as TH ⊕ (L⊗Z R), with π¯∗ mapping TH isomorphically to the tangent space
of {p} ×H. Orient Di using ηDi = v1 ∧ w1 ∧ v2 ∧ w2. The important thing here is that
this gives orientations on D1 and D2 which are consistent in some sense. I claim that the
oriented intersection D1 ∩ D2 is the canonical orientation on Crit(f), irrespective of the
orientation on X¯. (Of course, the orientation of D1 ∩ D2 depends on the orientation on
X¯, as does the canonical orientation on Crit(f).)
To see this, write as usual X¯ = X ′×R×S1, with g : X ′ → R2 as in Example 2.6, (1).
By construction of X ′, an open neighbourhood U of Crit(g) can be identified with C2,
so that g : U → R2 coincides with the Harvey-Lawson map f2.3 : C2 → R2 of Example
2.3. Furthermore, this can be done so that Di ∩ (U × {q}) (for a point q ∈ R × S1)
coincides with {zi = 0} ⊆ C2. Now the positive orientation ηX′ on X ′ coincides with
the orientation induced by the complex structure on C2 ∼= U . Thus in particular, with
orientations ηDi∩(U×{q}) being induced by the complex structure on {zi = 0},D1∩(U×{q})
and D2 ∩ (U × {q}) intersect positively at Crit(g). Now choose an orientation ηR×S1
on R × S1 so that ηX′ ∧ ηR×S1 is the given orientation on X . Then with Di oriented
by ηDi∩(U×{q}) ∧ ηR×S1 , it is clear that the orientation on the intersection D1 ∩ D2 =
Crit(g)×R× S1 = Crit(f) is ηR×S1 , which by Example 2.15 is the canonical orientation
on Crit(f). On the other hand, the ηDi either both coincide with ηDi∩(U×{q}) ∧ ηR×S1
or both have the opposite sign. Hence, with the orientations ηD1 and ηD2 , the induced
intersection orientation on D1 ∩D2 coincides with the canonical orientation on Crit(f).
Theorem 2.17. If f : X → B is as in Theorem 2.1, B ∼= S3, and Crit(f) = ⋃Si as in
Definition 2.14, then
(1) each Si is orientable and the canonical orientation is well-defined.
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(2) p1(X) = −2Crit(f) ∈ H4(X,Q).
(3) If X has an almost complex structure in which c1(X) = 0, then c2(X) = Crit(f).
Proof. (3) follows from (2) and the fact that p1(X) = p1(TX) = −c2(TX ⊗R C) =
−2c2(TX) + c1(TX)2 if TX is already a complex vector bundle.
For (2), the argument of the proof of Proposition 2.13. already shows that p1(X) is
a cohomology class supported on Crit(f). Thus we will be able to reduce the calculation
of p1(X) to a local calculation near Crit(f). To compute p1(TX) = −c2(TX ⊗R C), note
that ch(TX ⊗R C) = 6− c2(TX ⊗R C) ∈ H∗(X,Q), as c1(TX ⊗R C) = c3(TX ⊗R C) = 0.
Thus it is sufficient to calculate the degree 4 part of ch(TX ⊗R C).
Let N ⊆ X be a small open tubular neighbourhood of Crit(f). One then has an exact
sequence in K-theory (see [13], I, §9 for notation used)
K(X,X −N)→ K(X)→ K(X −N).
From the proof of Proposition 2.13, there is an isomorphism σ : (TX ⊗C)|X−N → C6X−N
of vector bundles, where CX−N denotes the trivial vector bundle on X−N . Thus [TX ⊗R
C]− [C6X ] ∈ K(X) maps to zero in K(X −N), and hence [TX ⊗R C]− [C6X ] comes from
an element of K(X,X − N). Such an element is represented by [TX ⊗ C,C6X , σ]. Now
there is a commutative square
K(X,X −N) −→ K(X)ych ych
H∗(X,X −N,Q) −→ H∗(X,Q)
A word of explanation is required for the first vertical map. To define ch : K(X,X−N)→
H∗(X,X − N,Q), use the fact that K(X,X − N) = K˜(X/(X − N)), with base point
p the image of X − N in X/(X − N). Then there is the usual ch : K˜(X/(X − N)) →
H˜∗(X/(X − N),Q) = H∗(X/(X − N), {p},Q), and this can be composed with the pull-
back H∗(X/(X −N), {p},Q)→ H∗(X,X −N,Q).
Thus, to compute the degree 4 part of ch(TX ⊗R C) = ch([TX ⊗R C] − [C6X ]), we
compute the degree 4 part of ch([TX⊗RC,C6X , σ]) in H4(X,X−N,Q), and take its image
under the map toH4(X,Q). NowH4(X,X−N,Q) ∼= H2(N,Q) by Lefschetz duality. First
suppose that if Crit(f) =
⋃
Si is the decomposition of Crit(f) into connected 2-manifolds,
all the Si’s are orientable. Then H2(N,Q) is generated by the homology classes of the Si
(with some chosen orientation). In particular, given a class α ∈ H4(X,X −N,Q), it can
be determined by evaluating it on suitable 4-cycles in H4(X,X −N,Q). Explicitly, fixing
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i, let bi ∈ f(Si)∩∆g, and let Ui be an open neighbourhood of b as in Definition 1.2, so that
f−1(Ui) = X
′× (0, 1)×S1. Fixing p ∈ S1, let X ′i = (X ′×{1/2}×{p})∩N . Furthermore,
taking the positive orientation on X ′, we obtain an orientation on X ′i, defining a class
X ′i ∈ H4(X,X − N,Q). We take the canonical orientation on Si, so that X ′i · Si = +1.
Thus given a cohomology class α ∈ H4(X,X −N,Q), we can write
α =
∑
(Xi · α)Si.
We apply this analysis to ch([TX ⊗R C,C6, σ]), noting that this lives entirely in
H4(X,X−N,Q). Restricting TX⊗RC and σ toX ′i, one obtains an element ofK(X ′i, ∂X ′i),
and one has an exact sequence
0→ TX′
i
→ TX |X′
i
→ N → 0.
The normal bundle N is trivial. In addition, via the fibration gi : X ′i → D one obtains
a trivialization σ′ of TX′
i
away from Crit(gi), as in Proposition 2.13, compatible with the
trivialization of TX |X′
i
. Thus
[TX ⊗R C|X′
i
,C6X′
i
, σ|∂X′
i
] = [TX′
i
⊗R C,C4X′
i
, σ′]
in K(X ′i, ∂X
′
i). Note that H
p(X ′i, ∂X
′
i,Q) = 0 if p 6= 4 and Q if p = 4. We observe that
ch([TX′
i
⊗RC,C4X′
i
, σ′]) = −2 ∈ H4(X ′i, ∂X ′i,Q) (with the positive orientation). To see this,
one either performs a direct calculation or observes that on an elliptically fibred K3 surface
Y with 24 I1 fibres,
∫
Y
ch(TY ⊗C) = −48, and thus each singular fibre must contribute −2
to ch. Thus X ′i ·ch([TX⊗C,C6, σ]) = −2, so ch([TX⊗C,C6, σ]) = −
∑
2Si = −2Crit(f).
(Note this makes it clear that the orientation on Si is independent of the choice of bi ∈
∆g ∩ f(Si); otherwise we would get two different values for ch([TX ⊗R C,C6X , σ]).) Thus
the degree 4 piece of ch(TX ⊗C) is −2Crit(f) ∈ H4(X,Q). Thus p1(X) = −2Crit(f).
Finally suppose that some of the Si’s were not orientable. Then H2(N,Q) is generated
only by those Si’s which are orientable. In particular, if Si is not orientable, then we
can choose an X ′i as before intersecting Si transversally. However, such an X
′
i is now
homologous to zero, and thus ch([TX ⊗R C|X′
i
,C6X′
i
, σ|∂X′
i
]) = 0, which is a contradiction
with the earlier calculation of this Chern character. Thus all Si’s must be orientable. This
proves (1) and (2). •
§3. Warm-up: Local Mirror Symmetry?
Let N ∼= Zn, and let M = Hom(N,Z) be the dual lattice. Put NR := N ⊗Z R.
Let σ ⊆ NR be a strongly convex rational polyhedral cone. We will assume that σ is a
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Gorenstein canonical cone. This means that if n1, . . . , ns ∈ N are the set of generators
of 1-dimensional faces of σ, then there exists an m0 ∈ M such that 〈m0, ni〉 = 1 for all i
and 〈m0, n〉 ≥ 1 for all n ∈ σ ∩ (N − {0}). Denote by Yσ the corresponding affine toric
variety. Yσ has Gorenstein canonical singularities. Let P be the convex hull of n1, . . . , ns,
and suppose there is a triangulation of P such that the fan Σ obtained as the cone over this
triangulation yields a non-singular toric variety YΣ. Then YΣ → Yσ is a crepant resolution,
and KYΣ = 0.
We will construct a topological Tn−1×R fibration on YΣ which appears to be a natural
generalization of the Harvey-Lawson example given in Example 2.3. This will prove to be
a useful guide in constructing a T 3-fibration on the quintic in §4, and also offer a possible
insight into the phenomenon of local mirror symmetry discussed in [4].
Let TC(N) := N⊗ZC∗ = Hom(M,C∗), T (N) := N⊗ZU(1). There is a map − log |·| :
TC(N) → NR with kernel T (N). There is the standard action of TC(N) on YΣ, which
restricts to a T (N) action. It is also standard (see [16], §1.3) that Mc(Σ) := YΣ/T (N) is a
real n-dimensional manifold with corners. Let q : YΣ → Mc(Σ) be the quotient map. By
[16], Proposition 1.8, NR acts continuously on Mc(Σ) in such a way that q is equivariant
with respect to − log | · | : TC(N) → NR. The orbits of the NR action on Mc(Σ) are
isomorphic to NR/Rτ for τ ranging through all cones in the fan Σ. Furthermore, if Oτ is
the orbit corresponding to τ , then Oτ ⊆ Oτ ′ if and only if τ ′ ⊆ τ .
Example 3.1. (1) Let σ = Σ be generated by e1, . . . , en ∈ N a basis for N so that
YΣ = Yσ = C
n. Then Mc(Σ) is naturally identified with Rn≥0, via µ : YΣ → Rn≥0
given by µ(z1, . . . , zn) = (|z1|, . . . , |zn|). The orbit Rn>0 is O{0}, {0} × Rn−1>0 = OR≥0e1 ,
{(0, 0)} ×Rn−2>0 = OR≥0e1+R≥0e2 , etc.
(2) Let Yσ = C
3/Z3, where the group action is generated by (z1, z2, z3) 7→ (ξz1, ξz2, ξz3)
with ξ a primitive third root of unity. The cone σ is the cone generated by
(1, 0, 0), (0, 1, 0), (0, 0, 1)
in the lattice Z3 + 1
3
(1, 1, 1)Z. The resolution is given by the fan Σ determined by the
triangulation with interior vertex 13 (1, 1, 1) depicted here:
Figure 3.1
(1,0,0)
(0,1,0)(0,0,1)
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Mc(Σ) is homeomorphic (but not as a manifold with corners) toR≥0×R2, whereR>0×R2
is the dense orbit corresponding to the cone {0}, and {0} ×R2 decomposes into orbits as
depicted in Figure 3.2.
Figure 3.2
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In general, Mc(Σ) is homeomorphic to R≥0 ×Rn−1, with the orbit O{0} = R>0 ×
Rn−1. The boundary of Mc(Σ) is the union of codimension ≥ 1 orbits. It will be useful
to identify ∂Mc(Σ) with the n− 1-plane containing the polyhedron P in such a way that
the union of codimension ≥ 2 orbits of NR is the n− 2-skeleton of the dual cell complex
of the triangulation of P used to produce Σ. For example, we picture the 1-skeleton of
Figure 3.2 as the dark lines in
Figure 3.3
Now let Nm0 ⊆ N be the sublattice given by
Nm0 = {n ∈ N |〈m0, n〉 = 0}.
Then q factors via
YΣ
q1−→YΣ/T (Nm0) q2−→Mc(Σ).
Consider first the map q2. The fibres of q over O{0} are isomorphic to T (N); thus the fibres
of q2 over O{0} are circles. On the other hand, for a point y ∈ Mc(Σ) in a codimension
one orbit Oτ , τ a 1-dimensional cone in Σ, y′ ∈ q−12 (y), y′′ ∈ q−11 (y′), the stabilizer of
y′′ in the group T (N) is Rτ/(Rτ ∩ N). Since (Rτ) ∩ Nm0 = {0}, the fibre q−11 (y′) is
an n − 1 dimensional torus, as is the fibre q−1(y). Thus q−12 (y) = {y′}. Thus we see
that q−12 (∂Mc(Σ)) → ∂Mc(Σ) is a homeomorphism. In particular, YΣ/T (Nm0) can be
identified with C×Rn−1, with q2 given by (z, x) 7→ (|z|, x) ∈ R≥0 ×Rn−1. We stress of
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course that this identification is purely topological, and this may not be the most natural
thing to do.
Now let B = Rn and let f : YΣ → B be the composition of q1 : YΣ → YΣ/T (Nm0) ∼=
C×Rn−1 with r : (z, x) 7→ (Im z, x) ∈ R×Rn−1 = B. Since q2 identifies {0} ×Rn−1 ⊆
C × Rn−1 with {0} × Rn−1 ⊆ R≥0 × Rn−1, we can use q2 to identify the union of
codimension ≥ 2 orbits in Mc(Σ) with a subset ∆′ of YΣ/T (Nm0). Let ∆ = r(∆′) ⊆ B.
It is then clear that f : YΣ → B is a fibration with general fibre Tn−1×R, but for a point
b ∈ ∆ in a dimension k orbit, f−1(b) ∼= Tn−1 ×R/Tn−1−k × {0}, by which we mean we
divide the torus Tn−1 × {0} out by the action of a Tn−1−k.
Example 3.2. (1) Continuing Example 3.1, (1), let γ : Rn≥0 → R≥0×Rn−1 be given by
γ(x1, . . . , xn) = (
∏
xi, x
2
1 − x22, . . . , x21 − x2n). It is easy to see that γ is a homeomorphism.
We can identify YΣ/T (Nm0) with C×Rn−1 so that the map q1 is given by q1(z1, . . . , zn) =
(
∏
zi, |z1|2 − |z2|2, . . . , |z1|2 − |zn|2) ∈ C×Rn−1. Thus f : Cn → B is given by
f(z1, . . . , zn) = (Im
∏
zi, |z1|2 − |z2|2, . . . , |z1|2 − |zn|2).
This is precisely the Harvey-Lawson example given in Example 2.3.
(2) Continuing Example 3.1, (2), we note we obtain a T 2 ×R fibration with discrim-
inant locus ∆ as depicted by the dark lines in Figure 3.3.
In the three-dimensional case, the map YΣ − q−11 (∆′) → YΣ/T (Nm0) −∆′ is a prin-
cipal T 2-fibre bundle, with fibres naturally isomorphic to T (Nm0), and YΣ → YΣ/TNm0 a
compactification of this. Recall from Proposition 2.9 that H2(YΣ/T (Nm0) −∆′, Nm0) =
H3∆′(YΣ/T (Nm0), Nm0)
∼= HBM1 (∆′, Nm0), whose elements can be identified with simplicial
1-chains on ∆′ ∪ {∞} whose boundary is supported on ∞.
Proposition 3.3. Up to sign, the Chern class of the T (Nm0)-fibre bundle q1 : YΣ −
q−11 (∆
′)→ YΣ/T (Nm0)−∆′ is the 1-chain c1 on ∆′∪{∞} described as follows. Choose an
orientation on P . View ∆′ as the 1-skeleton of the dual cell complex of the triangulation
of P determining Σ. Each oriented edge E of ∆′ intersects a unique edge 〈τi, τj〉 in the
triangulation of P , oriented so that E and 〈τi, τj〉 intersect positively with respect to the
chosen orientation on P . The 1-chain c1 assigns to the oriented edge E the element τj − τi
of Nm0 . (See Figure 3.4) This 1-chain has the property that all coefficients of edges are
primitive in Nm0 , and the three coefficients associated to edges with a common vertex
span Nm0 . In particular, the compactification q1 : YΣ → YΣ/T (Nm0) of YΣ − q−11 (∆′) →
YΣ/T (Nm0)−∆′ coincides with that given in Proposition 2.9.
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Figure 3.4
Proof. An edge E of ∆′ corresponds to a one-dimensional cone τ generated by some
τi and τj, and 〈τi, τj〉 is the unique edge of the triangulation of P intersecting E. Now if
y ∈ Oτ ⊆Mc(Σ), y′ ∈ q−1(y), then the stabilizer of y′ in T (Nm0) is
(Nm0 ⊗R) ∩Rτ
Nm0 ∩Rτ
= T ((τi − τj)Z).
Thus the coefficient in c1 of the oriented edge E is ±(τi − τj) ∈ Nm0 . Once the sign is
chosen for one edge, there is a unique uniform choice of sign for every oriented edge to
ensure that c1 is an element of H
BM
1 (∆
′, Nm0). The method of assigning signs given in
the statement of the Proposition is one of the two possible choices, with the opposite sign
arising from the opposite choice of orientation on P .
For the last statement, observe that given a three-dimensional cone τ ⊆ Σ, τ is a
simplicial cone, as YΣ is non-singular. In particular, τ is spanned by e1, e2, e3, a basis of
N , and m0 = e
∗
1 + e
∗
2 + e
∗
3. Let τi be the cone spanned by ej and ek, {i, j, k} = {1, 2, 3}.
The coefficients associated to the three edges corresponding to τi are e2 − e3, e3 − e1 and
e1 − e2. These span Nm0 , as desired. •
Remark 3.4. This is a rather technical remark which will only be used in the proof
of Theorem 4.4. Note that the one-dimensional cones τ of Σ correspond to divisors in
YΣ. One way to identify these divisors is as follows. Identifying Oτ ⊆ Mc(Σ) with
q−12 (Oτ ) ⊆ YΣ/T (Nm0), we see that the corresponding divisor Dτ is q−11 (Oτ ).
Now Dτ has an orientation induced by the complex structure on Dτ . It is easy to
see that in the n = 3 case this orientation can be described as follows: Let 〈τ, τ1, τ2〉 be
a 2-simplex in the triangulation of P . Recall that we identified ∂Mc(Σ) with the plane
containing P in such a way that the union of codimension ≥ 2 orbits is the 1-skeleton of
the dual complex of P . Thus it is natural to think of τ as a point in Oτ and τ1 − τ and
τ2 − τ as tangent vectors v1, v2 respectively in TOτ ,τ , the tangent space of the orbit Oτ at
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the point τ ∈ Oτ . On the other hand, the tangent space of Dτ at a point y ∈ q−11 (τ) can
be written as H ⊕ (Nm0 ⊗Z R), where H is a subspace mapped isomorphically to TOτ ,τ
by q1∗. Then the orientation on Dτ is given by v1 ∧ (τ1 − τ) ∧ v2 ∧ (τ2 − τ), thinking of
v1, v2 ∈ H, τ1 − τ, τ2 − τ ∈ Nm0 ⊗Z R.
To see this, note this is a local issue, allowing one to reduce to the case that σ is as in
Examples 3.1 and 3.2, (1) with n = 3. Then taking τ = e1, Dτ is the divisor z1 = 0, and
then q1|Dτ is (z2, z3) 7→ (−|z2|2,−|z3|2). It is then easy to see that the orientation on Dτ
is as described.
Note that changing the sign of the Chern class c1 of the T (Nm0)-bundle q1 : YΣ −
q−11 (∆
′)→ YΣ/T (Nm0)−∆′ has the affect of changing the sign of the T (Nm0) action, but
doesn’t change the above orientation (because n − 1 = 2 is even). This is useful because
we can get the right orientation on Dτ even if we haven’t gotten the sign of c1 right.
Remark 3.5. As a final bit of speculation in the n = 3 case, suppose that there is an
inclusion YΣ ⊆ Y¯Σ with an extension f¯ : Y¯Σ → B of f with f¯ a well-behaved T 3-fibration.
Then by Corollary 2.2, a dual fibration fˇ : YˇΣ → B can be constructed. Since f¯ only has
singular fibres of type (2, 2) and (1, 2), all singular fibres of fˇ will be of type (2, 2) and
(2, 1). By the construction of Example 2.6, (4) of fibres of type (2, 1), the critical locus of
fˇ is a topological two-manifold S fibred over ∆. If Σ is a cone over a triangulation of the
polygon P contained in {n ∈ N |〈m0, n〉 = 1}, then the number of punctures of S is the
number of edges of P , and the genus of S is the number of interior vertices of P . Here
is a genus 2 example, the triangulated polygon P shown in lighter lines and ∆ shown in
darker lines:
Figure 3.5
(see [4], Figure 3). Now [4] suggests through other arguments that the “mirror” of YΣ is
a curve whose genus is precisely the number of interior vertices of P . This suggests that
in this local setting, this “mirror curve” is the critical locus of fˇ . Because it is quite likely
one can write down explicit special Lagrangian versions of the fibrations given above in
some simple cases, this may prove to be a useful laboratory in which to study the SYZ
conjecture. This will be taken up elsewhere.
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§4. A Well-behaved Fibration on the Quintic.
We will now construct a torus fibration f : X → B on the quintic threefold X ⊆ P4.
We adopt a different approach to that given in [17] and [21], essentially constructing a
T 3-fibration by hand and then showing the total space of this fibration is diffeomorphic to
X . To do so, we make use of Ruan’s description of the monodromy in his fibration, and
construct the fibration directly from this data.
Recall the moment map µ : Pn → Ξ given by
(z0, . . . , zn)→
∑n
i=0 |zi|2Pi∑n
i=0 |zi|2
,
where P0, . . . , Pn are the vertices of an n-simplex Ξ ⊆ Rn. Then it is obvious that the
restriction of µ to each linear subspace {zi1 = · · · = zin−p = 0} is just the moment map of
Pp, and the fibre of µ over a p-dimensional face of Ξ is T p. In particular, with n = 4, the
moment map of P4 restricted to F = {z0z1z2z3z4 = 0} has image ∂Ξ, and µ : F → ∂Ξ
is a three-torus fibration, with fibres dropping rank on lower dimensional simplices of ∂Ξ.
We will construct X so as to be a topological resolution of F , and so that X fibres over
∂Ξ, with n = 4.
Begin by considering the graph Γ ⊆ ∂Ξ described by Ruan in [17], §4. Namely,
if Pij is the barycenter of the 1-simplex 〈Pi, Pj〉, and Pijk is the barycenter of the 2-
simplex 〈Pi, Pj, Pk〉, the vertices of Γ are {Pij , Pijk}, and the edges of Γ connect Pij with
Pi′j′k′ whenever {i, j} ⊆ {i′, j′, k′}. This graph is trivalent. Now take a small tubular
neighbourhood NΓ of Γ, and let U = ∂Ξ−NΓ. Let σi be the maximal face of ∂Ξ given by
〈P0, . . . , Pˆi, . . . , P4〉, and let
Ui = Int(σi)−NΓ.
(Here, Int(σ) = σ − ∂σ.) Let
U i = {P =
∑
aiPi ∈ ∂Ξ|ai > aj for all j 6= i} −NΓ.
Then Ui ∩ Uj = φ, U i ∩ U j = φ, for all i and j, and U i ∩ Uj = φ if and only if i = j. Also
Ui and U
j are contractible. Furthermore,
U =
4⋃
i=0
(U i ∪ Ui).
We will begin by constructing a T 3-fibre bundle over U , f1 : X1 → U . f1 will be
trivial over each Ui and U
i, as these sets are contractible, so f−11 (Ui) = T
3 × Ui and
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f−11 (U
i) = T 3 × U i. However, we must be precise in identifying these tori. Fix a lattice
N = Z5 with basis e0, . . . , e4, and let Ni = N/〈ei,
∑4
j=0 ej〉. Then Ni∨ is naturally
identified with {∑ aje∗j ∈ N∨|ai =∑ aj = 0}. For a lattice N , denote by T (N) as before
the torus (N ⊗ZR)/N . Identify f−11 (Ui) with T (Ni)×Ui and f−11 (U i) with T (Ni∨)×U i.
Define isomorphisms Tij : Ni → Nj∨ for i 6= j by taking e0, . . . , eˆi, . . . , eˆj , . . . , e4 as a basis
for Ni and setting
Tij(ek) = e
∗
k − e∗i .
Tij then induces homeomorphisms T (Ni)→ T (Nj∨). Glue T (Ni)× Ui with T (Nj∨)× U j
over Ui∩U j via this homeomorphism. This gives a T 3-bundle f1 : X1 → U with a section.
We compute the monodromy of f1 : X1 → U about a loop γij,k passing around an
edge 〈Pij , Pijk〉 of the graph Γ. This calculation was also carried out in [17], §4. We first
note that this edge lies in a two-simplex which is the common face of σl and σm, where
{i, j, k, l,m} = {0, . . . , 4}. In addition, Pij is contained in the 1-simplex spanned by Pi and
Pj . Thus we can take γij,k to be a simple loop based at b ∈ Ul, passing first into U i, then
Um, then U
j and then back into Ul. In Figure 4.1 we have depicted the loops γij,k, γjk,i
and γik,j. Note that γij,k · γjk,i = γik,j in π1(U, b).
Figure 4.1 i
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Thus the monodromy transformation associated to the loop γij,k is Tij,k = T
−1
lj TmjT
−1
mi Tli :
Nl → Nl. In the basis ej , ek, em of Nl, it is easy to calculate that
(4.1)
Tij,k(ej) = ej + 5em,
Tij,k(ek) = ek,
Tij,k(em) = em.
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Note that from this general formula, we see that
Tik,j(ej) = ej ,
Tik,j(ek) = ek + 5em,
Tik,j(em) = em
and
Tjk,i(ej) = ej − 5em,
Tjk,i(ek) = ek + 5em,
Tjk,i(em) = em.
Now let N ′Γ be a slightly larger tubular neighbourhood of Γ then NΓ, and let Uijk be a
ball with center Pijk small enough so it doesn’t intersect any dimension 1 faces of ∂Ξ.
Let Vijk := N
′
Γ ∩ Uijk. To visualise this, we depict the intersection of Vijk with the face
〈Pi, Pj, Pk〉 of ∂Ξ:
Figure 4.2
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Now we build a T 3-fibration over Vijk as follows: construct a surface Sijk ⊆ T (Nl/〈em〉)×
Vijk = T
2 × Vijk. This will be a surface sitting over the following graph ∆ijk in Vijk ∩
〈Pi, Pj, Pk〉, represented by the dark lines in the following picture:
Figure 4.3
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Over each edge E of the graph, Sijk will be E × S1, with S1 ⊆ T (Nl/〈em〉) of class ei,
ej or ek depending on whether E is running northeast-southwest (parallel to the edge
〈Pjk, Pijk〉 of Γ), northwest-southeast (parallel to 〈Pik, Pijk〉) or south-north (parallel to
〈Pij , Pijk〉) respectively. At each vertex we glue up these cylinders as in Example 2.6
(4), which we can do by the relation ei + ej + ek = 0 in Nl/〈em〉. The surface Sijk has
genus 6 with 15 punctures. Now build an S1-bundle over T 2 × Vijk − S whose first Chern
class is 1 ∈ H3S(T 2 × Vijk,Z) ⊆ H2(T 2 × Vijk − S,Z). Using Proposition 2.5, this can be
compactified to obtain a T 3-fibration fijk : Xijk → Vijk with discriminant locus ∆ijk.
Let b ∈ Vijk ∩ Ul. Take as a basis of H1(f−1ijk(b),Z) elements ej , ek, em, the first
two mapping to ej and ek in T (Nl/〈em〉), and em the class of the S1 fibre of Xijk →
T (Nl/〈em〉)×Vijk. Then by construction, possibly after changing the sign of em, the mon-
odromy T about a suitably oriented loop around one of the edges of ∆ijk running parallel to
〈Pij , Pijk〉 is given by T (ej) = ej+em, T (ek) = ek, T (em) = em. The monodromy about an
edge parallel to 〈Pjk, Pijk〉 is given by T (ej) = ej − em, T (ek) = ek + em, T (em) = em. Fi-
nally, the monodromy about an edge parallel to 〈Pik, Pijk〉 is given by T (ej) = ej , T (ek) =
ek + em, and T (em) = em.
Now Vijk∩U is homotopic to a thrice-punctured sphere, and π1(Vijk∩U, b) is generated
by γij,k, γjk,i and γik,j , with the relation γij,k · γjk,i = γik,j. Then by the above discussion
of the monodromy about edges of ∆ijk, the monodromy of fijk around the three loops
γij,k, γjk,i and γik,j coincides precisely with that of f1 : X1 → U . Thus we can glue in
fijk : Xijk → Vijk to f1 : X1 → U . Doing this for each simplex 〈Pi, Pj , Pk〉, we obtain a
new fibration f2 : X2 → U ′, with U ′ = U ∪
⋃
Vijk.
Next let Uij be a ball centred at Pij , so that
⋃
i,j Uij ∪
⋃
i,j,k Uijk covers NΓ. Let
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Vij := Uij ∩N ′Γ. The situation near Vij is shown in Figure 4.4.
Figure 4.4
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Note that the relevant monodromy transformations of loops based at b ∈ Ul about the
three edges of Γ containing Pij are Tij,k, Tij,m, and T
−1
ij,m ◦ T−1ij,k. Note that
Tij,m(ej) = ej + 5ek,
Tij,m(ek) = ek,
Tij,m(em) = em.
We then construct Xij → Vij by producing a fibration with discriminant locus ∆ij as in
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the dark lines of Figure 4.5:
Figure 4.5
P i
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This is done so that ∆ijk∩Vij = ∆ij∩Vijk. We build this by taking 5 identical copies of the
construction of Example 2.10 and gluing them in a chain so that Xij → Vij has five fibres of
type (1, 2) over Vij∩〈Pi, Pj〉. As ek and em are invariant under Tij,k and Tij,m, this can also
be viewed as the compactification of a T 2-bundle over (T (Nl/〈ek, em〉)×Vij)− ({p}×∆ij)
for some point p ∈ T (Nl/〈ek, em〉). This can be done with the desired monodromy so that
Xij → Vij can be glued in to f2 : X2 → U ′ to obtain finally a fibration f : X → B := ∂Ξ
with a section.
We note that as in Remark 2.5, putting a differentiable structure on ∂Ξ ∼= S3, one
can put a differentiable structure on X .
Theorem 4.1. f : X → B is a well-behaved T 3-fibration, and there is a continuous map
ξ : X → F = {z0z1z2z3z4 = 0} such that f = µ ◦ ξ. Furthermore, X is diffeomorphic to a
non-singular quintic threefold.
Proof. The only part of admissibility which doesn’t follow immediately from the
construction is that R3f∗Z = Z. However, this is true locally, and since B is simply
connected, it is true globally. Then well-behavedness is clear by construction.
Before continuing, we introduce some notation. Let Fi0...ip := Fi0 ∩ · · · ∩ Fip where
Fi = {zi = 0} ⊆ P4. Let F [p] =
∐
i0<···<ip
Fi0···ip . In particular, F
[0] is the normalization
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of F . Let F (p) =
⋃
i0<···<ip
Fi0···ip . Let F
(p)
0 = F
(p) − F (p+1). Let ip : F (p)0 → F (p) be the
inclusion map.
We now construct a map ξ : X → F . Choose a maximal face σl of ∂Ξ. Then
by construction, f−1(Int(σl)) = T (Nl) × Int(σl). Note that the five-torus T (N) acts
naturally on P4 via the standard diagonal action, and T (Nl) has a natural induced action
on Fl. The quotient map Fl−Sing(F )→ (Fl−Sing(F ))/T (Nl) coincides with the moment
map µ : Fl − Sing(F )→ Int(σl), and allows Fl − Sing(F ) to be identified naturally with
T (Nl)× Int(σl) = f−1(Int(σl)).
Now also by construction, if σ = 〈Pi, Pj, Pk〉 is a face of σi, and {i, j, k, l,m} =
{0, 1, 2, 3, 4}, then there is a natural S1-action on f−1(Int(σ)) induced by em ∈ Nl. Again
f−1(Int(σ))/S1 = T (Nl/〈em〉)×Int(σ) is naturally identified with Flm−Sing(F ), so that
the projection f−1(Int(σ))/S1 → Int(σ) coincides with µ : Flm − Sing(F ) → Int(σ). If
τ = 〈Pi, Pj〉 is a dimension one facet of σl, there is a natural T 2 action on f−1(Int(τ))
induced by ek and em in Nl and f
−1(Int(τ))/T 2 = T (Nl/〈ek, em〉) × Int(τ) is naturally
identified with Fklm − Sing(F ) so that the projection f−1(Int(τ))/T 2 → Int(τ) coincides
with µ : Fklm − Sing(F )→ Int(τ).
Now take the topological quotient of X with respect to the following equivalence
relation:
x ∼ y if and only if f(x) = f(y) and either (1) f(x) is in the interior
of a three-dimensional face of ∂Ξ and x = y, or (2) f(x) is in the interior
of a dimension two face of ∂Ξ and x and y are identified under the natural
S1-action described above, or (3) f(x) is in the interior of a dimension
one face of ∂Ξ and x and y are identified under the natural T 2 action
described above, or (4) f(x) is a vertex of Ξ.
It is then clear that the quotient of X by this equivalence relation is homeomorphic to F .
Take ξ : X → F to be the quotient map. It is also clear by construction that f = µ ◦ ξ.
We note at this point that while X is orientable since H6(X,Z) = H3(B,R3f∗Z) = Z,
it is worth remarking that this orientation may be chosen to be compatible via the map
ξ with the orientation on F − Sing(F ) induced by the complex structure. Let us be
completely explicit about this orientation, for future use. First, consider µ : Fl−Sing(F )→
Int(σl), σl = 〈Pi, Pj, Pk, Pm〉. Then the fibre of µ is T (Nl), and the natural orientation
coming from the complex structure on Fl can be represented as
(4.2) (Pj − Pi) ∧ ej ∧ (Pk − Pi) ∧ ek ∧ (Pm − Pi) ∧ em.
43
Here, as always, we give orientations by giving an element in the top exterior power of the
tangent bundle. We abuse notation by identifying Nl⊗R with the tangent space of a fibre,
and identify the tangent space of ∂Ξ at a point in the interior of a maximal face of ∂Ξ with
the obvious three-dimensional subspace of R4. We note this orientation is independent of
the order of i, j, k and m. It is easy to check these orientations are compatible using the
identifications T−1kj ◦ Tij : Ni → Nk.
To show X is diffeomorphic to the quintic, we use Wall’s classification of simply-
connected 6-manifolds. To apply this result, we need to know: (1) X is simply connected.
(2) H∗(X,Z) is torsion-free. (3) H2(X,Z) = Z, generated by a class H with H3 = 5. (4)
rankH3(X,Z) = 204. (5) w2(X) = 0. (6) p1(X) coincides with the first Pontrjagin class
of the quintic. If these six conditions hold, then it follows from [20], Theorem 5 that X is
diffeomorphic to the quintic. We treat each of these in turn.
(1) This follows from Theorem 2.12: the precise description of the monodromy shows
there are no invariant 1-cycles modulo any n.
(2)-(4) The map ξ : X → F is proper, with fibres over points of F (p)0 being p-
tori except for points of ξ(Crit(f)). Furthermore, ξ|Crit(f) is a homeomorphism onto
its image. Note ξ(Crit(f)) is a union of two-manifolds
⋃
Cij , Cij ⊆ Fij of genus 6,
Cijk := Cij ∩ Fijk = Cik ∩ Fijk = Cjk ∩ Fijk a set of five points, and Cij ∩ F (3) = φ.
We wish to use the Leray spectral sequence for ξ to compute the cohomology of
X . We will need to understand the sheaves Rnξ∗Z. First, let p ∈ F (i)0 and let q be
a nearby point in F
(i−l)
0 . Then (R
nξ∗Z)p ∼= Hn(ξ−1(U),Z) for some sufficiently small
open neighbourhood U of p. If q ∈ U , then we have a restriction map Hn(f−1(p),Z) ∼=
Hn(f−1(U),Z) → Hn(f−1(q),Z), which we call the specialisation map. To understand
what this map is, connect p and q with a path γ : [0, 1]→ F , γ(0) = q and γ(1) = p. Then
ξ−1(γ([0, 1])) ∼= [0, 1]× T i−l ∪ {1} × T i, with {1} × T i−l sitting inside {1} × T i. Then the
specialisation map is just the restriction map Hn(T i,Z) → Hn(T i−l,Z). This should be
viewed as a map (Rnξ∗Z)p → (Rnξ∗Z)q.
To understand this map in practice, we just need to see how T i−l sits inside T i.
Explicitly, first let p = µ−1(Pi) ∈ F (3), and let q be a nearby point in µ−1(〈Pi, Pj〉). Then
ξ−1(p) = T (Ni
∨), while if 〈Pi, Pj〉 is an edge of σl, then ξ−1(q) can be identified with
T (〈ek, em〉) ⊆ T (Nl) (where as usual {i, j, k, l,m} = {0, . . . , 4}). Using Tli to identify
Nl with Ni
∨, we see the specialisation map is induced by the inclusion T (〈e∗k − e∗l , e∗m −
e∗l 〉) ⊆ T (Ni∨). If r ∈ µ−1(〈Pi, Pj, Pk〉) near the point p, then the specialisation map
(Rnξ∗Z)q → (Rnξ∗Z)r is induced by the inclusion
T (〈e∗m − e∗l 〉) ⊆ T (Ni∨).
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We now note the following facts:
(a) R3ξ∗Z = ZF (3) . In particular, H
0(F,R3ξ∗Z) = Z
5.
(b) There is an exact sequence
0→ R2ξ∗Z→
⊕
i<j<k
ZFijk−Cijk → ZF (3) → 0,
where ZFijk−Cijk is the sheaf supported on Fijk obtained by extension by zero of the
constant sheaf Z on Fijk − Cijk. In particular, H0(F,R2ξ∗Z) = 0 and H1(F,R2ξ∗Z) is
torsion-free.
Proof. First note that (R2ξ∗Z)|F (2)0 =
⊕
i<j<k ZFijk−Cijk |F (2)0 . Thus in particular,
i2∗i
∗
2R
2ξ∗Z =
⊕
i<j<k ZFijk−Cijk . The exact sequence given in (b) will be obtained from
the natural map R2ξ∗Z → i2∗i∗2R2ξ∗Z. To find the kernel and cokernel of this map, one
studies the map on stalks. Let p ∈ F (3); without loss of generality we can take p = (1 : 0 :
0 : 0 : 0) = µ−1(P0). Then (i2∗i
∗
2R
2ξ∗Z)p =
⊕4
i=1(R
2ξ∗Z)pi , where pi ∈ µ−1(〈P0, Pi〉) is a
point near p, and the map ψ : (R2ξ∗Z)p →
⊕4
i=1(R
2ξ∗Z)pi is given by specialisation. By
the discussion of specialisation above, this coincides with the restriction map
H2(T (N0
∨),Z)→
4⊕
i=1
H2(Ti,Z),
with
T1 = T (〈e∗2 − e∗4, e∗3 − e∗4〉)
T2 = T (〈e∗1 − e∗4, e∗3 − e∗4〉)
T3 = T (〈e∗1 − e∗4, e∗2 − e∗4〉)
T4 = T (〈e∗2 − e∗1, e∗3 − e∗1〉)
From this, one sees the kernel of ψ is zero and the cokernel of ψ is Z. This yields the
desired exact sequence. Now since
Hi(F,ZFijk−Cijk) = H
i
c(Fijk − Cijk,Z),
we see from the exact sequence of (b) that H0(F,R2ξ∗Z) = 0 and H
1(F,R2ξ∗Z) is torsion-
free. •
(c) There is an exact sequence
0→ R1ξ∗Z→
⊕
i<j
ZFij−Cij →
⊕
i<j<k
ZFijk−Cijk → ZF (3) → 0.
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In particular, H0(F,R1ξ∗Z) = H
1(F,R1ξ∗Z) = 0 and H
2(F,R1ξ∗Z) is torsion-free.
Proof. Again (R1ξ∗Z)|F (1)0 =
⊕
i<j ZFij−Cij |F (1)0 , so i1∗i
∗
1R
1ξ∗Z =
⊕
i<j ZFij−Cij .
We study the kernel and cokernel of the map ϕ : R1ξ∗Z → i1∗i∗1R1ξ∗Z. Let F = cokerϕ.
Let p be a point in, without loss of generality, (F234 − C234) ∩ F (2)0 near (1 : 0 : 0 :
0 : 0). If pi ∈ F2···ˆı···4 − F (2) are points near p, i = 2, 3, 4, then the map on stalks
ϕp : (R
1ξ∗Z)p → (i1∗i∗1R1ξ∗Z)p coincides with the specialisation map H1(ξ−1(p),Z) →⊕4
i=2H
1(ξ−1(pi),Z). Now ξ
−1(p) is identified with T (〈e∗2 − e∗4, e∗3 − e∗4〉). Under this
identification, ξ−1(p2) = T (〈e∗3− e∗4〉), ξ−1(p3) = T (〈e∗2− e∗4〉), and ξ−1(p4) = T (〈e∗3− e∗2〉).
From this one sees that ϕp is injective with cokernel Z. A similar calculation for p = (1 :
0 : 0 : 0 : 0) yields kerϕp = 0. In particular, one obtains an exact sequence
0→ R1ξ∗Z→
⊕
i<j
ZFij−Cij → F → 0. (4.3)
Also, F|
F
(2)
0
=
⊕
i<j<k ZFijk−Cijk |F (2)0 . Next one studies the map
F → i3∗i∗3F =
⊕
i<j<k
ZFijk−Cijk .
We have to study the map on stalks at p ∈ F (3). Without loss of generality take p = (1 :
0 : 0 : 0 : 0). Choose p0i ∈ F1...ˆı...4 − F (3) near p and p0ij ∈ F1...ˆı...ˆ...4 − F (2) near p. We
then have a diagram
0 −→ H1(T (N0∨),Z) −→
⊕
1≤i<j≤4H
1(ξ−1(p0ij),Z) −→ Fp −→ 0yϕ1 yϕ2 yϕ3
0 −→ ⊕4i=1H1(ξ−1(p0i),Z) −→ ⊕4i,j=1
i 6=j
H1(ξ−1(p0ij),Z) −→
⊕4
i=1 Fp0i −→ 0
Here the first row is obtained by taking the stalks of (4.3) at p, and the second is obtained
by taking the direct sum of the stalks of the exact sequence (4.3) at p0i. The map ϕ1
is again specialisation, and ϕ2 is given by mapping α ∈ H1(ξ−1(p0ij),Z) 7→ α ⊕ α ∈
H1(ξ−1(p0ij),Z) ⊕ H1(ξ−1(p0ij),Z). Explicit calculation then shows that the map ϕ3 :
Fp → (i3∗i∗3F)p is injective with cokernel Z. We omit the details. This shows that we have
an exact sequence
(4.4) 0→ F →
⊕
i<j<k
ZFijk−Cijk → ZF (3) → 0.
Pasting this in with (4.3) gives the desired long exact sequence.
Finally, to show the desired facts about Hk(F,R1ξ∗Z), just keep in mind that
Hk(F,ZFij−Cij ) = H
k
c (Fij − Cij ,Z).
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This is zero if k = 0 or 1 and is torsion-free is k = 2, from which it follows from the exact
sequence of (c) that Hk(F,R1ξ∗Z) is zero if k = 0 or 1 and is torsion-free for k = 2. •
(d) ξ∗Z = Z, H
0(F,Z) = H2(F,Z) = H3(F,Z) = Z, and H1(F,Z) = 0.
Proof. The first statement follows from the fact that ξ has connected fibres. To
compute the cohomology of F , use the spectral sequence
Epq1 = H
q(F [p],Z)⇒ Hn(F,Z)
(see e.g. [14]). Displaying the entries of this sequence for 0 ≤ p, q ≤ 3, we obtain
0 0 0 0
Z5 Z10 Z10 0
0 0 0 0
Z5 Z10 Z10 Z5
Only zeroes occur to the right. It is standard that the bottom row coincides with the Cˇech
complex for the intersection graph of F , which is the simplicial complex ∂Ξ (see e.g. [14],
pg. 105). The second row is a truncation of the same complex. Thus the E2 and E3 term
of this spectral sequence, for 0 ≤ p, q ≤ 3, is
0 0 0 0
Z 0 Z4 0
0 0 0 0
Z 0 0 Z
Since Pic(F ) certainly contains a copy of Z generated by the hyperplane section, so does
H2(F,Z), and thus the differential d : E302 → E330 must be zero. From this one sees the
desired identity on cohomology. •
Now to show (2)-(4). From (a)-(d), the Leray spectral sequence for ξ, for 0 ≤ p+q ≤ 3,
looks like
Z5
0 M1
0 0 M2
Z 0 Z Z
where M1 and M2 are torsion-free. This makes it clear that H
2(X,Z) = Z and H3(X,Z)
is torsion-free. Furthermore, H2(F,Z) ∼= H2(X,Z). If H is a hyperplane section of F ,
then H pulls back to a generator ξ∗H of H2(X,Z). Furthemore, (ξ∗H)3 = 5 since H3 = 5.
Finally, rankH3(X,Z) = 204 since χ(X) = −200. This is, for example, easily computed
by counting singular fibres:
χ(X) = # of type (1, 2) fibres −# of type (2, 1) fibres
= 10 · 5− 10 · 25
= −200.
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(5) follows from Proposition 2.13.
(6) will follow from Theorem 2.17. Indeed, H · c2(quintic) = 50, so we just need
to show that ξ∗H · p1(X) = −100. Since p1(X) = −2Crit(f) by Theorem 2.17, and
ξ(Crit(f)) =
⋃
Clm ⊆ F ⊆ P4, we just need to show that H · Clm = 5 for each l and m,
with the orientation on Clm induced by the canonical orientation on Crit(f). To do so,
consider Clm ⊆ Flm = P2. Then Flkm is a P1 contained inside P2, and Fklm∩Clm consists
of five points. If we show this intersection is transversal and positive, then H · Clm = 5.
If we take coordinates (zi, zj , zk) on Flm, then Fklm is given by zk = 0, and near a
point p ∈ Fklm ∩ Clm the set µ(Clm) is a line segment in 〈Pi, Pj, Pk〉 meeting 〈Pi, Pj〉.
Adjusting this line segment a bit if necessary and perturbing Clm, we can assume that
near p, Clm is given by zi = 1, zj = constant, making it clear the intersection with Fklm
is transversal. If Clm has the same orientation as that induced by the complex structure,
then the intersection will be positive.
To see this, let q ∈ Clm be a point near p. Take a small neighbourhood of µ(q), so
that U = D × (0, 1) with µ(Clm) ∩D = {0} × (0, 1). Let γ be a small loop in D∗ in the
same direction as γij,k as shown in Figure 4.1. If D is given an orientation ηD so that γ is
counterclockwise, and (0, 1) is given the orientation η(0,1) in the direction from µ(p) to µ(q),
then the product orientation on D×(0, 1) is the orientation ηD∧η(0,1) = (Pj−Pi)∧(Pm−
Pi)∧(Pk−Pi) on σl. The monodromy about γ in the basis em, ej , ek of Nl is

 1 1 00 1 0
0 0 1

.
Then if g : X ′ → D is the fibration obtained by X ′ = f−1(D × {1/2})/T (〈ek〉) → D,
then by Example 2.15, the orientation ηD ∧ em ∧ ej is the positive orientation on X ′.
In addition, taking the orientation η(0,1) ∧ ek on (0, 1) × S1, the product orientation on
f−1(U) = X ′ × (0, 1)× S1 is
ηD ∧ em ∧ ej ∧ η(0,1) ∧ ek = ηD ∧ η(0,1) ∧ ej ∧ ek ∧ em
= −(Pj − Pi) ∧ (Pk − Pi) ∧ (Pm − Pi) ∧ ej ∧ ek ∧ em,
which from (4.2) is the chosen orientation on X . Thus by Example 2.15, Crit(f)∩f−1(U)
is oriented by the product orientation η(0,1) ∧ ek, as is Clm ∩ µ−1(U). But this is precisely
the orientation induced by the complex structure. •
Having constructed a well-behaved fibration f : X → B on the quintic, we can
now construct a dual fˇ : Xˇ → B from Corollary 2.2. It follows immediately from [7],
Theorem 3.10, which applies as f and fˇ are Z and Z/nZ-simple, that H2(Xˇ,Z) = Z101
and H3(Xˇ,Z) = Z4. This coincides with the cohomology of the mirror quintic. To show
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that Xˇ is diffeomorphic to the mirror quintic, however, we need to show that the cubic
form on H2(Xˇ,Z) coincides with that of the mirror quintic, and this will require some
work. We begin by reviewing the geometry of the mirror quintic.
Let Ξ be the simplex in R4 with vertices P0 = (−1,−1,−1,−1), P1 = (4,−1,−1,−1),
P2 = (−1, 4,−1,−1), P3 = (−1,−1, 4,−1), P4 = (−1,−1,−1, 4). Then as is well-known
(see [2], 5.1), Ξ is a reflexive polyhedron and PΞ, the toric four-fold corresponding to Ξ,
is P4. Also the dual Ξ∗ is the convex hull of (−1,−1,−1,−1), (1, 0, 0, 0), . . . , (0, 0, 0, 1),
and PΞ∗ is naturally identified with the hypersurface in P
5 with equation x0 · · ·x4 = x55.
A general hyperplane section of PΞ∗ is then a singular model for the mirror quintic. Fix
such a hyperplane section W ′. The singularities of W ′ are induced by the singularities
of PΞ∗ and are as follows: there are ten curves of singularities, Cij , isomorphic to P
1,
corresponding to the edges 〈Pi, Pj〉 of Ξ. These are generically Z5-quotient singularities.
There are in addition 10 singular points Pijk, corresponding to the faces 〈Pi, Pj , Pk〉 of Ξ,
which are Z25-quotient singularities. Furthermore, Cij ∩ Cik ∩ Cjk = {Pijk}.
To resolve these singularities, note that PΞ∗ can also be thought of as the toric variety
YΣ associated to the fan Σ which is the union of cones over faces of Ξ with vertex the
origin. A resolution of PΞ∗ is then obtained by choosing a suitable subdivision of Σ, or
equivalently by choosing a suitable triangulation of ∂Ξ. Such a resolution will also yield a
crepant resolution η : W → W ′. There is much choice in doing so, but we will make these
choices so that each two-dimensional face of Ξ is triangulated as follows:
Figure 4.6
P
i
P j
P
k
1
2
3
4
1 2 3 4
1
2
3
4
1
2 3
4 5 6
(See [15] or [2] for a more detailed description of the method of resolution of W ′.) Each
vertex of this triangulation gives rise to a toric divisor on W . We let L0, . . . , L4 be the
divisors corresponding to the points P0, . . . , P4. These are just the proper transforms of
W ′ ∩ {xi = x5 = 0} ⊆ {x0 · · ·x4 = x55}. It is clear from the choice of toric resolution that
η : Li → P2 is an isomorphism. Let Elij , l = 1, . . . , 4 be the divisors corresponding to the
interior vertices of the edge 〈Pi, Pj〉 as numbered in Figure 4.6. For each i, j, these four
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divisors look like
Figure 4.7
We will find it convenient to use the convention that Elij = E
5−l
ji . Let E
l
ijk be the divisors
corresponding to the interior vertices of 〈Pi, Pj, Pk〉, as numbered in Figure 4.6. Then
η(Elijk) = Pijk, η(E
l
ij) = Cij , and the E
l
ijk, E
l
ij are the exceptional divisors of the resolu-
tion η : W → W ′. Furthermore, the pull-back of a hyperplane section of PΞ∗ , giving the
embedding of PΞ∗ in P
5, is just the anti-canonical divisor of the toric resolution of PΞ∗
restricted to W , and as such is the sum of all the toric divisors. We call this divisor
H :=
∑
i
Li +
∑
i<j
l
Elij +
∑
i<j<k
l
Elijk.
We summarize the intersection data:
Proposition 4.2. On W , the following holds:
(1) H3 = 5, H ·Elij ·El+1ij = 1, H · (Elij)2 = −2, H2 ·Li = 1, H ·Li ·E1ij = 1, H ·L2i = −3.
(2)
Li · (E1ij)2 = 1, L2i · E1ij = −3,
E1ij · (E2ij)2 = 0, (E1ij)2 · E2ij = −2,
E2ij · (E3ij)2 = −1, (E2ij)2 · E3ij = −1,
E3ij · (E4ij)2 = −2, (E3ij)2 · E4ij = 0,
and L3i = 9, (E
l
ij)
3 = 5.
(3) Fixing i, j and k, let
{D1, . . . , D21} = {E1ijk, . . . , E6ijk, E1ij, . . . , E4jk, Li, Lj, Lk}
be the 21 divisors corresponding to the 21 vertices in the triangulation of Figure 4.6.
Then D2i · Dj = −1 if there is an edge 〈i, j〉 joining vertex i and vertex j and 〈i, j〉
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is not an exterior edge. Also Di · Dj · Dk = 1 if vertices i, j, k are the vertices of a
2-simplex in Figure 4.6, and D3i = 6 if Di corresponds to an interior vertex.
(4) All other intersection numbers involving H, the Li’s, the E
l
ij ’s and the E
l
ijk’s are zero.
(5) If c2 ∈ H4(W,Z) is the second Chern class, then
H.c2 = 50,
Elij · c2 = 2,
Elijk · c2 = 0,
Li · c2 = −6.
Proof. This sort of computation is standard, and can be extracted, for example, from
[5], §5. We sketch it here: all values for cubes of divisors follow from the formula D3 = K2D
for a smooth divisor D in a Calabi-Yau; all formulae involving H are immediate from the
fact that H induces the map η : W → W ′ ⊆ P4. The formulae in (3) are clear from the
toric geometry, and the rest follows from, for A and B two divisors meeting transversally
in a Calabi-Yau threefold, the formulae A ·B2 = (A ∩B)2, where the square is computed
on A, and A ·B2 = (A∩B) ·KB, calculated on B. Finally the formulae for c2 follow from
Riemann-Roch. •
Lemma 4.3. Let M be an oriented, compact six-manifold with H2(M,Z) = Z101, and
let S be a subset of 105 elements of H2(M,Z), named so that
S = {Elij|0 ≤ i < j ≤ 4, 1 ≤ l ≤ 4} ∪ {Elijk|0 ≤ i < j < k ≤ 4, 1 ≤ l ≤ 6} ∪ {L0, . . . , L4}
Suppose the elements of S have intersection numbers identical to those given in Proposition
4.2 (2)-(4). Then the set S generates H2(M,Z), and there is an isomorphism H2(M,Z) ∼=
H2(W,Z) preserving the cubic form, taking each divisor in S to the identically named
divisor in H2(W,Z).
Proof. Let H =
∑
D∈S D, so that H has the same intersection numbers as in Propo-
sition 4.2. Let L ⊆ H2(M,Z) be the integral span of the 101 divisors {H,Elij, Elijk}. Let
N ⊆ H4(M,Z) be the span of {D1 ·D2|D1, D2 ∈ S}. Let Lsat ⊆ L⊗Z Q be defined by
Lsat = {D ∈ L⊗Z Q|D ·N ⊆ Z}.
Claim. Lsat/L ⊆ Z45, and Lsat/L is generated by L0, . . . , L4.
Proof. Let D ∈ L⊗Z Q/L, with
D = bH +
∑
blijE
l
ij +
∑
blijkE
l
ijk,
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for b, blij, b
l
ijk ∈ Q/Z. Now D ∈ Lsat/L if and only if D · D1 · D2 ≡ 0modZ for all
D1, D2 ∈ S. We study what this condition tells us.
First focus on the divisors Elij , 1 ≤ l ≤ 4. If
f1 = E
1
ij · (E4ki + E1ijk)
f2 = E
2
ij · (E1ijk + E2ijk)
f3 = E
3
ij · (E2ijk + E4ijk)
f4 = E
4
ij · (E4ijk + E1jk)
then these are elements of N . If alm = E
l
ij · fm, then from Figure 4.6 and the intersection
numbers given in Proposition 4.2 (3), the matrix (alm) is just the Cartan matrix of A4.
(In W , fl would be the class of a fibre of η : E
l
ij → Cij). Furthermore, f1, . . . , f4 intersect
all other divisors H,Eljk, E
l
ijk trivially. Thus by inverting the Cartan matrix A4, one sees
that D · fm ≡ 0modZ for m = 1 . . .4 if and only if there exists a bij ∈ 15Z/Z such that
blij = lbij.
Next focus on the simplex 〈Pi, Pj, Pk〉 as depicted in Figure 4.6. For each trapezoid
Figure 4.8
a
1
a 2
a
4
a 3
appearing in Figure 4.6, with corresponding divisors D1, . . . , D4 ∈ S and coefficients
a1, . . . , a4 in the expression for D, the requirement that D ·D2 ·D4 ≡ 0modZ is equivalent
to a1 + a3 ≡ a2 + a4modZ. Using this relation, and given that blij = lbij , bljk = lbjk and
blki = lbki for bij , bjk, bki ∈ 15Z/Z, one finds that the coefficients of all classes correspond-
ing to interior vertices are determined uniquely, subject to the additional constraint that
bij + bjk + bki ≡ 0modZ. (Here we use the convention that bij = −bji.)
How many choices of bij ’s are there which satisfy this congruence? The set of all such
bij ’s is the kernel of the map ∂1 : Z
10
5 → Z105 defined by ∂1((bij)i<j) = (bij+bjk+bki)i<j<k.
But this map ∂1 is precisely the coboundary map from 1-cochains to 2-cochains (with
coefficients in Z5) of the two-skeleton Ξ2 of Ξ. The full cochain complex of the simplicial
complex Ξ2 is
Z55
∂0−→ Z105 ∂1−→ Z105 ,
and as H1(Ξ2,Z5) = 0, ker ∂1 = Im ∂0. But ker ∂0 = H
0(Ξ2,Z5) = Z5, so ker ∂1 ∼= Z45.
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Next, we note that the coefficient ofH inD is completely determined from the relation
D · E1ij · Li ≡ 0modZ and the values of the bij ’s, as H · E1ij · Li = 1 for all i and j. This
makes it clear that the map Lsat/L → Z105 given by D 7→ (bij)0≤i,j≤4 is injective, with
image contained in ker ∂1. Thus Lsat/L ⊆ Z45.
Observe that these calculations imply that the 101 generators of L are in fact linearly
independent. If not, then in the calculations above, we would have found some non-zero
choice of coefficients b, blij, b
l
ijk such that λD ·N ≡ 0modZ for all λ ∈ Q. We did not find
such. Thus L ⊗Z Q = H2(M,Q). Thus in particular Lp ∈ Lsat, 0 ≤ p ≤ 4, and we can
write
Lp = b
pH +
∑
lbpijE
l
ij +
∑
bl,pijkE
l
ijk
for suitable rational coefficients, bp, bpij , b
l,p
ijk. It is then easy to see that (b
p
ij)i<j ∈ ( 15Z)10
reduced modulo Z is just ∂0(ep), where e0, . . . , e4 are the generators of the 0-cochain group
of Ξ2 corresponding to the vertices P0, . . . , P4. Thus L0, . . . , L4 generate Lsat/L, proving
the claim. •
To prove the theorem, we just observe now that since L⊗ZQ = H2(M,Q),H2(M,Z) ⊆
Lsat. On the other hand the claim shows Lsat is generated by S, and hence Lsat ⊆
H2(M,Z). Thus Lsat = H
2(M,Z). As the former is generated by S, so is the latter. It
is then clear that the linear map H2(M,Q) → H2(W,Q) taking H,Elij, Elijk to the cor-
responding divisors in H2(W,Q) is defined over Z, is an isomorphism over Z, and under
this map the cubic forms coincide.•
Theorem 4.4. Xˇ is diffeomorphic to W .
Proof. We again use Wall’s classification theorem [20]. Because Xˇ and W are both
simply connected and we already know that H∗(Xˇ,Z) ∼= H∗(W,Z) as Z-modules, we just
need to show there is a choice of isomorphism H2(Xˇ,Z) ∼= H2(W,Z) preserving the cubic
form and intersection with p1. To do so, by Lemma 4.3, we need to identify the relevant
set S ⊆ H2(Xˇ,Z) of cohomology classes.
Before doing so, we need to study the geometry of fˇ in greater detail. Let Ui, U
i ⊆ ∂Ξ
be the open sets defined in the construction of f . Then as f−1(Ul) = T (Nl)× U , we can
naturally identify fˇ−1(Ul) with T (Nl
∨)× U . Next, let Ulm be an open set homeomorphic
to R3 contained in σl ∪ σm, with Ulm ∩ σl ∩ σm = Int(σl ∩ σm). Here σl ∩ σm = σ :=
〈Pi, Pj, Pk〉, with {0, 1, 2, 3, 4} = {i, j, k, l,m}. Then the fibration fˇ−1(Ulm) → Ulm has
a two-dimensional space of cycles invariant under monodromy, and from the transpose
inverse of the description of the monodromy given in (4.1), this space of cycles is given by
Nl
∨ ∩Nm∨ ⊆ N∨. Thus there is a T (Nl∨ ∩Nm∨) action on fˇ−1(Ulm), with quotient map
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qlm : fˇ
−1(Ulm) → fˇ−1(Ulm)/T (Nl∨ ∩ Nm∨) = S1 × Ulm. From the construction method
in Proposition 2.9, it is clear that the image of Crit(fˇ) under qlm can be identified with
∆′ := {p} × (∆ ∩ Ulm) for some p ∈ S1. The T (Nl∨ ∩Nm∨)-bundle
q−1lm (S
1 × Ulm −∆′)→ S1 × Ulm −∆′
has Chern class
c1 ∈ H3∆′(S1 × Ulm, Nl∨ ∩Nm∨) = HBM1 (∆′, Nl∨ ∩Nm∨).
Using the known monodromy about each edge of ∆∩Ulm, we can describe c1 up to sign as
a 1-chain on ∆′∪{∞}. Each edge of ∆′ parallel (and in the same direction) to the oriented
edge 〈Pijk, Pij〉 of Γ has coefficient e∗j − e∗i ; each edge of ∆′ parallel to 〈Pijk, Pik〉 of Γ has
coefficient e∗i − e∗k; and each edge of ∆′ parallel to 〈Pijk, Pjk〉 has coefficient e∗k − e∗j .
On the other hand, let N ′ ∼= Z3 ⊆ N∨ be a lattice with basis e∗i , e∗j , e∗k, and let σ be
the cone in N ′ ⊗Z R generated by e∗i , 5e∗j − 4e∗i and 5e∗k − 4e∗i . Then σ can be subdivided
to obtain a fan Σ which is a cone over the diagram in Figure 4.6. In particular, YΣ → Yσ
is a crepant resolution of Yσ, as in §3. Also, in the notation of §3, N ′m0 = Nm∨ ∩Nl∨. Let
q1 : YΣ → C × R2 be the T (N ′m0)-fibration constructed in §3, ∆′Σ ⊆ C × R2 the locus
over which q1 fails to be a T
2-bundle. By construction, ∆′Σ is homeomorphic to ∆
′, and
by Proposition 3.3, the first Chern class cΣ1 ∈ HBM1 (∆′Σ, Nm∨ ∩ Nl∨) of the T 2-bundle
q1 : YΣ−q−11 (∆′Σ)→ C×R2−∆′Σ coincides with c1 ∈ HBM1 (∆′, Nm∨∩Nl∨). Now choose,
for some point p′ ∈ S1−{p}, a homeomorphism ϕlm : (S1−{p′})×Ulm → C×R2 so that
ϕ−1lm({0} ×R2) = {p} × Int(σ) and ϕ−1lm(∆′Σ) = ∆′. Then this induces a homeomorphism
ψlm : q
−1
lm ((S
1 − {p′})× Ulm)→ YΣ.
Now YΣ contains a number of toric divisors which are submanifolds of YΣ, and these
yield (possibly open) submanifolds of Xˇ via ψlm. These can be identified as follows. There
is one connected component of Int(σ)−∆ for each vertex τ of Figure 4.6 (see Figure 4.3).
The component containing τ we will call Oτ ⊆ Ulm. Then q−1lm ({p} × Oτ ) is a smooth
submanifold of fˇ−1(Ulm), and ψlm(q
−1
lm ({p} × Oτ )) is the toric divisor corresponding to τ
(modulo orientation, to be discussed shortly).
Of these 21 submanifolds, 6 correspond to interior vertices, and these submanifolds are
compact. We label them Epijk, 1 ≤ p ≤ 6, as in Figure 4.6. An additional 12 correspond to
the interior vertices of the three edges in Figure 4.6. These are non-compact submanifolds
of Xˇ , and we label these Epij,ijk, E
p
ik,ijk and E
p
jk,ijk, 1 ≤ p ≤ 4, as numbered in Figure 4.6.
Finally, the three exterior vertices, Pi, Pj and Pk, correspond to non-compact submanifolds
Li,ijk, Lj,ijk and Lk,ijk of Xˇ.
Next we want to orient these submanifolds. IfDτ is one of the submanifolds introduced
above, which is a T (Nl
∨ ∩Nm∨)-fibration over Oτ , then e∗j − e∗i , e∗k − e∗i can be taken as a
basis for Nl
∨ ∩Nm∨, and we can orient D via
(Pj − Pi) ∧ (e∗j − e∗i ) ∧ (Pk − Pi) ∧ (e∗k − e∗i ).
This orientation is independent of the ordering of i, j and k. By Remark 3.4, these orien-
tations coincide with the orientations induced by the complex structure on ψlm(Dτ ) ⊆ YΣ.
We now wish to glue together the three submanifolds Epij,ijk, E
p
ij,ijl and E
p
ij,ijm. These
are sitting over the shaded region in B depicted in Figure 4.9:
Figure 4.9
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For notational simplicity, we refer to these three submanifolds as Ek, El and Em. In this
diagram b1 and b2 are points on 〈Pi, Pj〉 where three branches of ∆ intersect.
First we look at a local model in a neighbourhood V ⊆ B of the line segment [b1, b2] ⊆
〈Pi, Pj〉. This neighbourhood can be written as V ∼= D × (0, 1), D a disk, so that V ∩
〈Pi, Pj〉 = {0} × (0, 1), b1, b2 ∈ (0, 1), and there is a “Y” shape ∆′ ⊆ D with vertex at
0 such that ∆ ∩ V = ∆′ × {b1, b2}, and V ∩ fˇ(E¯k ∪ E¯m ∪ E¯n) = ∆′ × [b1, b2]. Then by
the construction of Example 2.6, (4), there is an S1-fibration π : fˇ−1(V )→ T 2 × V , with
π(Crit(fˇ) ∩ fˇ−1(V )) = S1 ∪ S2, with S1 and S2 pairs of pants sitting over ∆′ × {b1} and
∆′×{b2} respectively. Furthermore, we can assume that there is an S ⊆ T 2×∆′ ⊆ T 2×D
such that S1 = S × {b1} and S2 = S × {b2}. Let T = S × [b1, b2] ⊆ T 2 × V . Then π−1(T )
is a submanifold of fˇ−1(V ), and Ek ∩ fˇ−1(V ) can be glued up to π−1(T ), possibly by
perturbing Ek a bit. The same goes for El and Em. Thus using π
−1(T ), we can glue
together Ek, El and Em to obtain a closed submanifold without boundary E
p
ij of Xˇ .
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We need to make sure that this gluing can be done compatibly with the choice of
orientations made on these submanifolds. To do this, we need to check that with this
choice of orientation, ∂E¯k + ∂E¯l + ∂E¯m is homologous to zero. First consider ∂E¯k. This
is a fibration over the line segment [b1, b2] ⊆ 〈Pi, Pj〉, with fibres over points of (b1, b2)
homologous to the torus T (〈e∗j − e∗i , e∗k − e∗i 〉) ⊆ T (Nl∨), using a path from a chosen base-
point bl ∈ Ul to b ∈ (b1, b2) to identify the fibre Xb with T (Nl∨). The orientation η∂E¯k on
∂E¯k is induced by the orientation ηE¯k on E¯k by the rule that ν ∧ η∂E¯k = ηE¯k , where ν is
an outward pointing normal vector on ∂E¯k. Thus the orientation on ∂E¯k is
(Pi − Pj) ∧ (e∗j − e∗i ) ∧ (e∗k − e∗i ),
as Pi−Pk is an outward pointing normal vector. Similarly, ∂E¯l∩Xb = T (〈e∗j−e∗i , e∗l−e∗i 〉) ⊆
T (N∨k ), (using a different basepoint bk ∈ Uk) and ∂E¯l has orientation
(Pi − Pj) ∧ (e∗j − e∗i ) ∧ (e∗l − e∗i ).
Finally ∂E¯m ∩Xb = T (〈e∗j − e∗i , e∗m− e∗i 〉) ⊆ T (Nl∨), using the same basepoint bl ∈ Ul and
path joining bl and b, and ∂E¯m has orientation
(Pi − Pj) ∧ (e∗j − e∗i ) ∧ (e∗m − e∗i ).
To compare these three boundaries, we choose a path joining bk and bl, and identify
T (Nk
∨) with T (Nl
∨) using this path. Choose this path to pass from Uk into U
i into
Ul, thus identifying Nk
∨ and Nl
∨ via Til ◦ T−1ik . Now Til ◦ T−1ik (e∗j − e∗i ) = e∗j − e∗i , and
Til ◦ T−1ik (e∗l − e∗i ) = −(e∗j − e∗i )− (e∗k − e∗i )− (e∗m − e∗i ). Thus the orientation on ∂E¯l is
(Pi − Pj) ∧ (e∗j − e∗i ) ∧ (−(e∗k − e∗i )− (e∗m − e∗i )).
Since (e∗j − e∗i ) ∧ (e∗k − e∗i ), (e∗j − e∗i ) ∧ (e∗m − e∗i ) and (e∗j − e∗i ) ∧ (−(e∗k − e∗i )− (e∗m − e∗i ))
add up to zero in H2(Xb,Z), it is then clear that the orientations on Ek, El and Em are
compatible with the gluing process. Thus Epij is oriented by these compatible orientations.
Next for each i we glue together the 6 submanifolds {Li,ijk|{j, k} ⊆ {0, . . . , 4}− {i}}.
The triple Li,ijk, Li,ijl and Li,ijm glue together as above over 〈Pi, Pj〉, with compatible
orientations, so all six of these submanifolds can be glued together to obtain Li which is
a manifold except possibly over fˇ−1(Pi). We need to clarify this structure. I claim in
fact that this gluing can be done in such a way that there is an orientation preserving
homeomorphism of Li with P
2.
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To do this, we divide P2 into six pieces which can be identified with the Li,ijk’s.
Without loss of generality take i = 4, and identify P2 with {z0 + · · ·+ z3 = 0} ⊆ P3. Let
Ljk ⊆ P2 be defined by
Ljk = {(z0, . . . , z3) ∈ P2||zj |, |zk| < |zl|, |zm|, {j, k, l,m} = {0, 1, 2, 3}}.
Then it is not difficult to see that Ljk can be identified with Li,ijk in such a way that
({zj = 0} ∩ Ljk) ∪ ({zk = 0} ∩ Ljk) is identified with Crit(fˇ) ∩ Li,ijk. We leave as an
exercise to the reader to verify that the Li,ijk’s can then be glued together inside Xˇ in the
same way that the Ljk’s glue together to form P
2. This gives a homeomorphism between
Li and P
2 which identifies Crit(fˇ) with the four lines
⋃3
j=0{zj = 0} ⊆ P2.
We have now identified the relevant set S ⊆ H2(Xˇ,Z) of elements, namely the
Poincare´ dual cohomology classes of the oriented manifolds Epij , E
p
ijk and Li defined above.
We will also think of S as the set of these oriented manifolds. Note that while the coho-
mology classes in S still depend on a choice of orientation on Xˇ, the intersection numbers
D1 · D2 · D3 ∈ Z, for D1, D2, D3 ∈ S, do not depend on the choice of orientation: a
change of orientation changes the signs of D1, D2 and D3, and the sign of the identifi-
cation H6(Xˇ,Z) ∼= Z. Thus in particular, if we wish to compute one of the intersection
numbers corresponding to those described in Proposition 4.2 (3), this intersection number
can in fact be calculated by performing this intersection in YΣ. It is then clear that all
intersection numbers described in Proposition 4.2 (3) are valid in Xˇ. The same is also true
for those intersection numbers given in Proposition 4.2, (4): all of the intersection numbers
D1 ·D2 ·D3 not mentioned explicitly in Proposition 4.2 (2) and (3) are zero because the
intersection of the corresponding submanifolds is empty.
Thus there remains the intersection numbers in Proposition 4.2, (2); these require
more work. It is easy to see that all intersection numbers given in Proposition 4.2, (2)
follow from the following five claims:
Claim 1.
(Ep−1ij )
2 ·Epij + Epij · (Ep+1ij )2 = −3, 1 ≤ p ≤ 4,
with the convention that E0ij = Li and E
5
ij = Lj .
Proof. As toric divisors, Epij,ijk,E
p
ij,ijl and E
p
ij,ijm are ruled surfaces over the affine
line C, each with one reducible fibre consisting of a union of two −1 curves. One way to
see this structure topologically is as follows. Recall Epij,ijk = q
−1
lm ({p} × Oτ ) for suitable
τ . The set Oτ can be seen as one of the three sheets in Figure 4.9. Write the boundary
of Oτ as the union of five line segments: l1 and l2 being the image of the two −1 spheres
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under the map qlm : E
p
ij,ijk → {p} × Oτ , m1 and m2 being the upper and lower edges of
Oτ , as depicted in Figure 4.9, and [b1, b2] being the fifth line segment. Now fibre {p}×Oτ
in line segments by a map γ : {p} × Oτ → [0, 1] so that γ−1(0) = l1 ∪ l2, γ−1(x) for x > 0
is a line segment connecting m1 and m2, and γ
−1(1) = [b1, b2]. Clearly q
−1
lm (γ
−1(0)) is the
union of the two −1 spheres, while q−1lm (γ−1(x)) for x ∈ (0, 1) is easily seen to be S1 × S2,
in such a way that qlm : {q} × S2 → γ−1(x) is the standard projection of a two-sphere to
a line segment for any q ∈ S1. Thus the map γ ◦ qlm : Epij,ijk → [0, 1) factors through an
S2-fibration ρ : Epij,ijk → D, where D is a disk. It is clear that these three fibrations on
Epij,ijk, E
p
ij,ijl and E
p
ij,ijm glue together to yield a map ρ : E
p
ij → S2 whose general fibre is
an S2, and three fibres being the union of two −1 spheres. In addition, C1 = Ep−1ij ∩ Epij
and C2 = E
p
ij ∩ Ep+1ij are sections of ρ. Let β : Epij → E be the blow-down of three −1
spheres, one on each singular fibre. Then ρ induces a map ρ′ : E → S2 with ρ = ρ′ ◦ β,
and E is an S2 bundle over S2, hence homeomorphic to P(OP1 ⊕OP1(n)) for some n. In
particular, β(C1) and β(C2) are still disjoint sections of ρ
′, so β(C1)
2+β(C2)
2 = 0. Thus,
on the blow-up Epij , C
2
1 +C
2
2 = −3. But C21 = Epij · (Ep−1ij )2 and C22 = Epij · (Ep+1ij )2, hence
Claim 1 follows. •
Claim 2. (Epij)
3 = 5, 1 ≤ p ≤ 4.
Proof. Before starting, let us note that by Example 2.16, the canonical orientation
on Crit(fˇ) can be described as follows. Every component of Crit(fˇ) is the intersection
D1 ∩ D2 of some two oriented submanifolds D1, D2 ∈ S. The canonical orientation of
this component of Crit(fˇ) is that of the oriented intersection D1 ∩ D2. As remarked in
Example 2.16, this is independent of the choice of orientation on Xˇ .
Now perturb Epij to E˜
p
ij by perturbing fˇ(E
p
ij). This can be done as pictured in Figure
4.10:
Figure 4.10
P
i
P j
We keep ∂fˇ(Epij) fixed but move the interior. This can be done in such a way that
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fˇ(Epij)∩ fˇ(E˜pij) consists of the union of fˇ(Epij)∩∆ and a line segment s with endpoints b1
and b2. It is clear that the contribution to E
p
ij∩E˜pij sitting over fˇ(Epij)∩∆ is Crit(fˇ)∩Epij =
C1∪C2∪e1∪· · ·∪e6, where C1 and C2 are the two sections of ρ as in the proof of Claim 1,
and e1, . . . , e6 are the 6 toric −1 P1’s. The orientation on these components of the oriented
intersection Epij ∩ E˜pij is the opposite orientation to the canonical orientation on Crit(fˇ).
One way to see this is to do a similar procedure with one of the divisors Epijk fibering over
Oτ , τ a vertex in the interior of the triangulation of Figure 4.6. The self-intersection (Epijk)2
can be computed by perturbing Oτ , to obtain E˜pijk, so that Epijk ∩ E˜pijk = Crit(fˇ) ∩ Epijk.
However, from the toric geometry of YΣ it is known that (E
p
ijk)
2 can be represented by
the two-cycle supported on Crit(fˇ) ∩ Epijk with the opposite orientation to the canonical
orientation. Since the Epij ’s were oriented in the same manner as the E
p
ijk’s, the same must
be true for the former self-intersection.
The contribution to Epij ∩ E˜pij sitting over the line segment s is seen to be an S2,
homologous to a fibre f of ρ, oriented so that f · C1 = f · C2 = 1 with C1, C2 having
the canonical orientation. Thus as a cohomology class in H2(Epij ,Z), with e1, . . . , e6 also
oriented by the canonical orientation, Epij ∩ E˜pij = −C1 − C2 −
∑
ei + f . Now (E
p
ij)
3
coincides with (−C1 − C2 −
∑
ei + f)
2 computed on Epij. This is
C21 + C
2
2 +
∑
e2i + f
2 + 2
∑
i<j
ei · ej + 2
∑
ei · (C1 + C2)− 2f ·C1 − 2f · C2
=C21 + C
2
2 − 6 + 0 + 6 + 12− 2− 2
=C21 + C
2
2 + 8.
But in the proof of Claim 1 it was shown that C21 + C
2
2 = −3, hence (Epij)3 = 5. •
Claim 3. Ep−1ij · (Epij)2 + (Epij)2 · Ep+1ij = −1, 1 ≤ p ≤ 4.
Proof. Recall the index I(M) of an oriented 4-dimensional manifold M is q+ − q−,
where the intersection form on H2(M,Q) has signature (q+, q−). By [10], 9.2, page 88,
I(Epij) =
1
3
(−(Epij)3+p1(Xˇ) ·Epij). Now from the proof of Claim 1 it is clear that I(Epij) =
1− 4 = −3, so by Claim 2, p1(Xˇ) · Epij = −4. On the other hand, p1(Xˇ) = −2Crit(fˇ). It
is easy to see from the description of the canonical orientation on Crit(fˇ) at the beginning
of the proof of Claim 2 that
p1(Xˇ) · Epij = −2(Ep−1ij ·Epij + Epij · Ep+1ij ) ·Epij − 2(−6 + 9)
where the second term is the contribution from the six toric −1 P1’s on Epij and nine
additional curves of Crit(fˇ) not contained in Epij , but intersecting it. From this one
derives the formula of Claim 3. •
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Claim 4. Li · (E1ij)2 = 1.
Proof. Li is homeomorphic toP
2, and by construction of this homeomorphism, Li∩E1ij
is a generator of H2(Li,Z). Thus in Li, (Li ∩E1ij)2 = 1. But (Li ∩E1ij)2 = Li · (E1ij)2. •
Claim 5. L3i = 9.
Proof. As in the proof of Claim 3,
1 = I(Li) =
1
3
(−L3i + p1(Xˇ) · Li)
so
L3i = p1(Xˇ) · Li − 3
= −2Crit(fˇ) · Li − 3
= −2

∑
j 6=i
E1ij · L2i + 6

− 3.
Here the contribution of 6 is for the six components of Crit(fˇ) intersecting Li but not
contained in it. It follows from Claims 1, 3 and 4 that E1ij · L2i = −3, and hence
L3i = −2(4 · (−3) + 6)− 3 = 9.•
Finally, it is clear that all intersections of p1(Xˇ) agree with those given in Proposition
4.2, (5) (with p1(W ) = −2c2(W )). Indeed, these were already calculated in the proof of
Claims 3 and 5 for Elij and Li, and one sees easily that E
l
ijk · Crit(fˇ) = 0. Thus we can
conclude, by Wall’s theorem, that Xˇ is diffeomorphic to the mirror quintic W . •
Remark 4.5. We end this paper with the question: what if we had chosen a different
toric resolution of the singular mirror quintic W ′? It is clear that our particular choice
of resolution was already present in the construction of our T 3-fibration on the quintic,
in Figure 4.3, as dictated by the construction of §3. Now two different toric resolutions
differ by a sequence of toric flops. A toric flop is given by making the following change to
a trapezoid in Figure 4.6:
Figure 4.11
Such a flop gives a resolution W2 of W
′. The point is that we can at the same time alter
the fibration f : X → B on the quintic to a fibration f ′ : X ′ → B, simply by making a
60
change in the discriminant locus pictured in Figure 4.3. This change is represented by the
following diagram:
Figure 4.12
It is clear that the new fibration f ′ : X ′ → B so constructed is still a T 3-fibration on the
quintic. Nowhere in the details of the proof that X was diffeomorphic to the quintic did
we make use of the detailed structure of ∆. Furthermore, by running through the proof
that Xˇ is diffeomorphic to W , one finds that Xˇ ′ is diffeomorphic to W2. Thus we see how
a change in the fibration f : X → B, but not a change in X itself, gives rise to two duals
related by a flop.
This is an interesting enough phenomenon that it is worth noting it really is a local
one. One can construct over a closed 3-ball B two different T 3-fibrations, f1 : X1 → B
and f2 : X2 → B by applying the construction of Proposition 2.5 to S1, S2 ⊆ Y¯ = T 2×B,
where S1 and S2 are both homeomorphic to S
2−{p1, p2, p3, p4}, and are fibred over the two
discriminant loci ∆1,∆2 pictured below, with classes in T
2 over each branch as labelled.
Here ∆1 ∩ ∂B = ∆2 ∩ ∂B, and S1 and S2 can be chosen so that ∂Y¯ ∩ S1 = ∂Y¯ ∩ S2.
Figure 4.13
(0,1)
(-1,0)
(1,-1)
(-1,0)
(0,1)
(0,1) (-1,0)
(1,-1)
(-1,0)
(0,1)
x1 x2
There is in fact an isotopy I : Y¯ ×[0, 1]→ Y¯ ×[0, 1] which is the identity on ∂Y¯ , I0 = id and
I1(S1) = S2. This can be seen by first constructing an isotopy I
′ : S1 × [0, 1]→ Y¯ × [0, 1]
with I ′0 : S1 → Y¯ the embedding of S1 into Y¯ , and I ′1 : S1 = S2 → Y¯ the embedding of
S2 into Y¯ . One then applies Corollary 2.4 of [11] to obtain I. In particular, I1 induces a
homeomorphism ϕ : X1 → X2 which is the identity on ∂X1 = ∂X2.
Now the duals of f1 and f2 can be constructed, giving fˇ1 : Xˇ1 → B and fˇ2 : Xˇ2 → B.
It is clear that Xˇ1 and Xˇ2 are related by a flop. On the other hand, ϕ : ∂X1 → ∂X2 is
the identity, and this induces an isomorphism ϕˇ : ∂Xˇ1 → ∂Xˇ2. However, it is possible
to show that this homeomorphism does not extend to a homeomorphism ϕˇ : Xˇ1 → Xˇ2.
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We will not show this here, but point out that we should expect this, for otherwise every
toric resolution of W ′ would be homeomorphic, which we don’t expect to be the case. We
also note that if we naively tried to construct such a homeomorphism, we might try to
proceed as follows. Xˇ1 and Xˇ2 are both expressed as T
2-fibrations over S1×B, with these
fibrations failing to be T 2-bundles over {p}×∆1 and {p}×∆2 ⊆ S1×B. We might try to
construct a homeomorphism S1×B taking {p}×∆1 to {p}×∆2, while being the identity
on ∂(S1 ×B). This is clearly impossible, because the two discriminant loci
Figure 4.14
are clearly not the same if the end-points are marked. On the other hand, X1 and X2 were
diffeomorphic because the two surfaces S1 and S2 were the same:
Figure 4.15
This might remind the reader of one of the basic features underlying string theory.
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