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Abstract
In this paper, a model for (joint) dynamic chance constraints is proposed and ap-
plied to an optimization problem in water reservoir management. The model relies
on discretization of the decision variables but keeps the probability distribution
continuous. Our approach relies on calculating probabilities of rectangles which is
particularly useful in the presence of independent random variables but works for a
moderate number of stages equally well in case of correlated variables. Numerical
results are provided for two and three stages.
1 Introduction
A conventional optimization problem under chance constraints is given by
min {f (x) |P(g(x, ξ(ω)) ≥ 0) ≥ p} . (1)
Here, f : Rn → R is some objective function, g : Rn ×Rs → Rm is a constraint mapping,
ξ is some s-dimensional random vector on a probability space (Ω,A,P) and p ∈ [0, 1] is
some specified safety level. The meaning of the chance constraint is as follows: a decision
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x is declared to be feasible, whenever the probability of satisfying the random inequality
system
gi(x, ξ(ω)) ≥ 0 (i = 1, . . . ,m)
is at least p. Such constraints have importance in many engineering problems affected by
random parameters the realization of which can be observed only after a (an optimal) de-
cision has been taken. As basic references to theory, algorithms, stability and applications
of chance constrained optimization problems we refer to [13], [14] and [5].
In the setting above, no possible temporal character of randomness is taken into ac-
count. The decision is determined once and for ever, thus making (1) a static model.
Often, however, decision making is dynamic, i.e., it is a process in the course of which
an increasing amount of information is available due to successive realization of random
variables. Then, intuitively, one could expect better solutions to problem (1) when deci-
sions also rely on previously observed realizations of the random parameter rather than
ignoring them. This is a standard viewpoint in multistage stochastic optimization prob-
lems. These, however, after discretizing the probability distribution, have the privilege of
not being burdened by all the difficulties inherent to chance constraints. It is not clear,
whether recent advantages in integer programming methods for chance constraints (e.g.,
[8]) would allow to follow a similar way by discretizing the distribution and working with
some appropriate scenario tree formulation of (1).
In this paper, we propose a semi-discrete (or semicontinuous) approach in that we
suggest to discretize the dynamic decisions but not the distribution. This builds a bridge
to existing methods for (continuous) static chance-constrained problems. The method will
be applied to a single water reservoir management model. We keep the model as simple as
possible in order to focus on aspects related to the dynamic character of chance constraints.
The importance of chance constrained programming in the context of water reservoir
management has been recognized a long time ago (see, e.g., the basic monograph [7] or
[2], [3],[6],[9]). We emphasize that, in contrast to most related papers, we consider the
more appropriate and more difficult case of joint chance constraints rather than individual
ones which would allow for simple quantile-based reformulations of the chance constraints.
The difference between the two models is that under joint constraints the probability is
evaluated for the entire inequality system as in (1), whereas under individual constraints
probabilities are computed for each inequality of the system separately. Though appealing
by their easy application, individual chance constraints have the drawback, for instance
when dealing with time-dependent constraints, of guaranteeing a certain probability level
pointwise only, but usually one is interested in safety over a whole time horizon.
Dealing with joint probability distributions in the context of chance constraints has
been pioneered by Prékopa and corresponding models for the control of water reservoirs
are found, for instance, in the early papers [11] and [12]. Here already, a dynamic approach
is used by taking into account previously observed data via conditional distributions. On
the other hand, in this model, no reaction of future decisions on future observations is
anticipated, so it is quasi-static. In our proposal, we adopt the viewpoint of multistage
stochastic programs, where decisions at any future time stage are understood as func-
tions of all previously observed random data (see, e.g., [10]). In contrast to the typical
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alternating sequence of decisions and observations in multistage programming, we let this
sequence always terminate by an observation (the last one). In this way the last decision
made does not have the meaning of just reacting on the last observation made but rather
reacts on the observation before last and hedges against the last observation. This point
of view (see also [4]) is coherent with the original philosophy of chance constraints.
2 Dynamic Chance Constraints
Let ξ := (ξ1, . . . , ξT ) be an s-dimensional discrete time stochastic process on a probability
space (Ω,A,P). Denote by
x = (x1, x2(ξ1), x3(ξ1, ξ2), . . . , xT (ξ1, . . . , ξT−1))
some adapted decision process, where the xt are Rn-valued. Furthermore, let
g : RnT × RsT → Rm
be some constraint mapping. Then, we call the inequality
P(g(x(ω), ξ(ω)) ≥ 0) ≥ p (p ∈ [0, 1]) .
a dynamic chance constraint. Denoting by µ := P ◦ ξ−1 the law of ξ, we may rewrite the
chance constraint as ∫
A(x)





{z | gi(x1, . . . , xT (z1, . . . , zT−1), z1, . . . , zT ) ≥ 0}.
Here, the unknowns are the functions x1, x2(z1), . . . , xT (z1, . . . , zT−1). Choosing all these
functions as (unknown) constants x1, x2, . . . , xT , leads us back to the conventional static
model of a chance constraint. Dealing with constraints like (2), where the variable x is of
functional type seems to be very hard. Therefore, it is natural to discretize or parameterize
x. More precisely, we put
xt(z1, . . . , zt−1) := αt (πt, z1, . . . , zt−1) (t = 1, . . . , T ) , (3)
where πt ∈ RPt is some finite-dimensional parameter and αt : RPt × Rs(t−1) → Rn is a
given mapping. Then, (2) turns into ∫
Ã(π)










{z | g̃i(π, z) ≥ 0}.
In other words, (4) has the form of a conventional (static) chance constraints with a finite
dimensional decision vector π = (π1, . . . , πT ) representing the parameters of the decision
functions in the dynamic chance constraint. The choice of an appropriate parameteriza-
tion is crucial for an efficient numerical treatment of constraints like (4).
3 A simple single water reservoir model
In the following we consider a simple model of a single water reservoir designed for hy-
dro power generation. By ξ := (ξ1, . . . , ξT ), we denote a discrete scalar random process
indicating stochastic inflows (precipitation) to the reservoir at time periods 1, . . . , T . As-
sociated with ξ, we consider a scalar, non-anticipative decision process
x = (x1, x2(ξ1), x3(ξ1, ξ2), . . . , xT (ξ1, . . . , ξT−1))
reflecting the policy of water release from the reservoir. Given an initial water level l0
in the reservoir, we require that over the whole period of time the water level remains
between some upper value l∗ (flood reserve) and some lower value l∗ (dead storage). Since
the current water level is the sum of the initial level and the cumulative inflows until the
given time minus the cumulative release at that time, one arrives at the following system
of stochastic inequalities:






xi (ξ1, . . . , ξi−1) ≤ l∗ (t = 1, . . . , T ). (5)
As the realizations of future observations ξt (ω) , . . . , ξT (ω) are not known when taking
a decision at time t, the constraint system (5) is required to hold at least with some
probability p ∈ [0, 1]. The released water is used to produce energy which is sold on the
power market. The objective is to maximize the expected profit subject to satisfying the
level constraints with a given probability. The energy produced E by releasing a quantity
r of water is a function of the current water level l which may be approximated by the
expression r(cl + d) (see, e.g., [3]). Thus, the (stochastic) amount of energy produced in
period t is given by



















EEt (x, ξ) , (6)
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where ’E’ denotes expectation. In addition to the level constraints (to be formulated as
a chance constraint), we do not allow negative releases and we require some condition on
the final filling level of the reservoir (cycling constraint), in order to avoid that additional
profit can be made in the considered time horizon at the expense of later horizons. There
are many different ways of doing so. One possibility is the use of some valorization
function for the final filling level which is subtracted from the profit in the objective of the
optimization problem. A stringent alternative would consist in requiring some final filling
level to be exceeded with probability 1 or - more generally in the sense of a probabilistic
constraint again - with probability p ∈ [0, 1]. The least demanding yet reasonable cycling
constraint would insist on some final level in expectation only. All these alternatives
are easily incorporated into our model. For simplicity, we content ourselves here with
an expected value constraint on keeping the initial filling level at final time. Using the
expression in (5) for the current filling level at t = T , the expected cycling constraint can





Exi (ξ1, . . . , ξi−1)
Summarizing, we arrive at the following optimization problem under dynamic chance
constraints:
max f(x) subject to (7)
P
(






xi (ξ1, . . . , ξi−1) ≤ l∗ (t = 1, . . . , T )
)
≥ p





Exi (ξ1, . . . , ξi−1)
Evidently, the chance constraint in (7) is of type (2) with n = s = 1 (scalar processes)
and m = T (time constraints).
4 Discretization of the decision policies
In principle one could proceed as suggested in Section 2 and parameterize the decision
policies according to (3), in order to arrive at a chance constraint of type (4) in a finite
dimensional setting. It turns out, however, that for the convenience of numerical treat-
ment, a simple transformation x→ ψ is useful, which can easily be inverted after having
calculated optimal transformed policies ψ. More precisely, we introduce the functions
ψt (z1, . . . , zt−1) := l
∗ − l0 +
∑t
i=1
xi (z1, . . . , zi−1)−
∑t−1
i=1
zi (t = 1, . . . , T ) . (8)
Note, that for t = 1, one gets the deterministic (transformed) decision variable ψ1 =
l∗ − l0 + x1. With this transformation , one can rewrite the chance constraint (7) as
















Figure 1: Illustration of the step functions ψ̃2 defined on a fixed (left part) and a variable
grid (right part).
Now, we approximate the policies ψt by piecewise constant functions ψ̃t. Accordingly we
make the step function ansatz
ψ̃t (z1, . . . , zt−1) :=
N∑
i1,...,it−1=1
a (i1, . . . , it−1)χQ(i1,...,it−1) (z1, . . . , zt−1) (t = 1, . . . , T ) ,
(10)
where χ refers to the characteristic function andQ (i1, . . . , it−1) ⊆ Rt−1 are disjoint subsets
covering the whole space. For the case t = 1, we have ψ̃1 = a for some scalar a. Our aim
is to substitute the infinite dimensional optimization problem (7) by a finite dimensional
one which just depends on the parameter vector
~a = (a, a (1) , . . . , a (N) , a (1, 1) , . . . , a (N,N) , . . . , a (1, . . . , 1) , . . . , a (N, . . . , N)) . (11)
defining the functions ψ̃t via (10). To start with, we replace the chance constraint (9) by
the approximate chance constraint
P
(
ψ̃t (ξ1, . . . , ξt−1) + l∗ − l∗ ≤ ξt ≤ ψ̃t (ξ1, . . . , ξt−1) (t = 1, . . . , T )
)
≥ p. (12)
Figure 1 (left part) illustrates the second ansatz function ψ̃2 (ψ̃1 reducing to the scalar a
as mentioned before) defined by the step coefficients a (1) , . . . , a (n) on some fixed grid.
If the problem was just a two-stage one (i.e., T = 2), then (12) would mean that the
probability of the set between the step function and its downwards shifted copy as well
as between the limits a + l∗ − l∗ and a be not smaller than p. Considering a fixed grid
leads to certain difficulties due to the fact that the components of ~a will not lie on a grid
point in the course of iterations which complicates the calculus of the desired probability.
Moreover, for checking (12), it is not necessary that the step functions ψ̃t be determined
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on their whole domain spaces. It is sufficient to know them on the domain defined by the
previous relations
ψ̃τ (ξ1, . . . , ξτ−1) + l∗ − l∗ ≤ ξτ ≤ ψ̃τ (ξ1, . . . , ξτ−1)
for τ < t (see right part of Figure 1). This leads us to propose a kind of dynamic grid
adapted to the current values of the variable ~a. To be more precise, given a discretization
parameter N ∈ N, let for t = 1, . . . , T
Q (i1, . . . , it) : = [ri1 , ri1+1)× [ri1,i2 , ri1,i2+1)× · · · × [ri1,i2,...,it , ri1,i2,...,it+1) (13)
ri1,i2,...,it : = a (i1, . . . , it−1) + l∗ − l∗ + ∆it
∆i : = (i− 1) (l∗ − l∗) /N (i = 1, . . . , N + 1) .
Observe that ∆1 = 0 and ∆N+1 = l
∗− l∗, whence ri1,i2,...,it−1,1 = a (i1, . . . , it−2)+ l∗− l∗ and
ri1,i2,...,it−1,N+1 = a (i1, . . . , it−2). The two-stage grid defined by the half open rectangles
Q (i1, i2) := [ri1 , ri1+1)× [ri1,i2 , ri1,i2+1)
is illustrated in the right part of Figure 1. Of course, one might object that choosing a
grid size depending on the (arbitrary) variable size of the intervals
[a (i1, . . . , it−1) + l∗ − l∗, a (i1, . . . , it−1)]
may not be the best idea from the numerical point of view, but we are not concerned with
this detail in the present paper yet. Rather, we benefit from the conceptual advantage of
the chosen variable grid in order to facilitate the calculus of (12). As a preparatory result
we have:
Proposition 1 A vector z ∈ RT satisfies the inequality system
ψ̃t (z1, . . . , zt−1) + l∗ − l∗ ≤ zt < ψ̃t (z1, . . . , zt−1) (t = 1, . . . , T ) (14)







Q (i1, . . . , iT ) . (15)
Proof. Let z satisfy (14). Recalling that ψ̃1 = a, the first relation in (14) reads as
r1 = a+ l∗ − l∗ ≤ z1 < a = rN+1.





a (i1)χQ(i1) (z1) =
N∑
i1=1
a (i1)χ[ri1 ,ri1+1) (z1) = a (j1) .
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Now, the second relation in (14) can be written as
rj1,1 = a (j1) + l∗ − l∗ ≤ z2 < a (j1) = rj1,N+1.
Again, there is some unique index j2 ∈ {1, . . . , N} such that z2 ∈ [rj1,j2 , rj1,j2+1). Pro-
ceeding by induction, one derives the relations
zt ∈ [rj1,j2,...,jt , rj1,j2,...,jt+1) (t = 1, . . . , T )
for certain indices j1, j2, . . . , jT ∈ {1, . . . , N}. This shows, that z satisfies (15). The proof
of the reverse implication runs the same way but the opposite direction.
Now, we are in a position to make the probability (12) explicit in terms of the coefficients
contained in ~a:
Theorem 2 Let the random vector ξ have an absolutely continuous distribution. Then,
P
(









ξ ∈ Ai1 (~a)× Ai1,i2 (~a) · · · × Ai1,i2,...,iT−1 (~a)×Bi1,i2,...,iT−1 (~a)
)
,
where ~a refers to (11) and for t = 1, . . . , T , the one-dimensional intervals Ai1,i2,...,it (~a)
and Bi1,i2,...,it are defined as
Ai1,i2,...,it (~a) : = [a (i1, . . . , it−1) + l∗ − l∗ + ∆it , a (i1, . . . , it−1) + l∗ − l∗ + ∆it+1]
Bi1,i2,...,it (~a) : = [a (i1, . . . , it) + l∗ − l∗, a (i1, . . . , it)].

















[ri1 , ri1+1)× · · · × [ri1,...,iT−1 , ri1,i2,...,iT−1+1)×
{⋃N
iT =1







[ri1 , ri1+1)× · · · × [ri1,i2,...,iT−1 , ri1,i2,...,iT−1+1)× [ri1,i2,...,iT−1,1, ri1,i2,...,iT−1,N+1).
Then, the absolute continuity of the distribution of ξ along with Proposition 1 yield:
P
(



































Here, the last equality relies on the fact that for different (T − 1)- tuples (i1, i2, . . . , iT−1),
the sets
Ai1 (~a)× Ai1,i2 (~a) · · · × Ai1,i2,...,iT−1 (~a)×Bi1,i2,...,iT−1 (~a)
are almost disjoint in the sense that they overlap only at sets of Lebesgue measure zero.
The chosen approach turns out to be particularly useful under the assumption of ξ having
independent components because this allows to reduce the calculus of probabilities to
one-dimensional distribution functions. As an immediate consequence of Theorem 2 we
have:











(ΦT (a (i1, . . . , iT−1))− ΦT (a (i1, . . . , iT−1) + l∗ − l∗)) ·∏T−1
t=1
(Φt (a (i1, . . . , it−1) + l∗ − l∗ + ∆it+1)− Φt (a (i1, . . . , it−1) + l∗ − l∗ + ∆it)) ,
where Φt refers to the one-dimensional distribution function of the component ξt. In the
two-stage situation (T = 2) one gets
P
(




(Φ2 (a (i))− Φ2 (a (i) + l∗ − l∗)) ·
(Φ1 (a+ l∗ − l∗ + ∆i+1)− Φ1 (a+ l∗ − l∗ + ∆i)) .
But also in the more realistic case of correlated components of ξ one may benefit from
the obtained structure by the possibility to reduce rectangle probabilities to (now: mul-
tidimensional) distribution functions. At least for a small number T of stages this seems
to be a viable procedure. We present a corresponding result for the special case of two
stages:
Corollary 4 Let the random vector ξ have an absolutely continuous distribution. In the
two-stage situation (T = 2), one gets
P
(




Φ (a+ l∗ − l∗ + ∆i+1, a (i))− Φ (a+ l∗ − l∗ + ∆i, a (i)) +
Φ (a+ l∗ − l∗ + ∆i, a (i) + l∗ − l∗)− Φ (a+ l∗ − l∗ + ∆i+1, a (i) + l∗ − l∗) ,
where Φ denotes the two-dimensional distribution function of ξ = (ξ1, ξ2).
9
Proof. The proof follows immediately from Theorem 2 upon observing that, for any
rectangle [α1, α2]× [β1, β2] one has
P (ξ ∈ [α1, α2]× [β1, β2]) = Φ (α2, β2)− Φ (α1, β2) + Φ (α1, β1)− Φ (α2, β1) .
5 The finite dimensional optimization problem
In the last section, we were able via Theorem 2 to represent a finite dimensional approx-
imation (in terms of the finite dimensional variable ~a) of the infinite dimensional chance
constraint in problem (7). To do so with the whole optimization problem (7), we have to
express first the original unknown x in terms of ~a and then to substitute the correspond-
ing expressions in the remaining constraints as well as in the objective of (7). At the
same time, this will show us how to recover x from a solution ~a∗ of the finite dimensional
problem. Note that (8) is easily inverted in terms of x:
x1 = ψ1 + l0 − l∗,
xt (z1, . . . , zt−1) = ψt (z1, . . . , zt−1)− ψt−1 (z1, . . . , zt−2) + zt−1 (t = 2, . . . , T ).
Now, using the approximations ψ̃t of ψt, we get corresponding approximations x̂t of xt.
Using (10), the explicit dependence of x̂t on the unknown ~a is revealed:
x̂1 = ψ̃1 + l0 − l∗ = a+ l0 − l∗,




a (i1, . . . , it−1)χQ(i1,...,it−1) (z1, . . . , zt−1)−
N∑
i1,...,it−2=1
a (i1, . . . , it−2)χQ(i1,...,it−2) (z1, . . . , zt−2) + zt−1
(t = 2, . . . , T ).
Observe, that x̂t above is not globally defined as a consequence of the same fact holding
true for the functions ψ̃t. The latter were defined only on a subdomain corresponding to
the region of interest of the chance constraint. This raises the question of how to extend
them globally (which is important for instance, in order to calculate their expectations as
needed in (7)). One could agree that the x̂t remain free outside the mentioned subdomain
thus serving the aim of maximizing the objective in (7). However, one could also adopt
the viewpoint that arguments outside the subdomain represent violations of the filling
level constraint, and in such cases no benefit in terms of profit from energy production
should be allowed. This idea, which shall follow from now on, reflects some additional
stimulus for not violating the filling level constraints which, in addition to the imposed
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chance constraint, acts in the same direction by not rewarding profit under constraint





Q (i1, . . . , it−1) .
The computation of the expectation Ex̂t is simple as far as the contributions of step
functions to the definition of x̂t are concerned. However, the remaining contribution
coming from zt−1 is less obvious because it amounts to the expectation of ξt restricted to
the mentioned subdomain. Calculating this expectation exactly may be complicated or
not even possible. To overcome this difficulty, we propose to approximate the functions
zt−1 as step functions defined on the same grid as the x̂t:
z̃t (z1, . . . , zt) :=
N∑
i1,...,it=1
ā (i1, . . . , it)χQ(i1,...,it) (z1, . . . , zt) (t = 1, . . . , T ).
Here, the coefficients ā (i1, . . . , it) are chosen as the midpoints of the intervals
[ri1,i2,...,it , ri1,i2,...,it+1),
or stated explicitly (see (13)):
ā (i1, . . . , it) := (ri1,i2,...,it , ri1,i2,...,it+1) /2









With this approximation z̃t of zt, we arrive, starting from the previously obtained expres-
sions for x̂t, at the following second approximation x̃t of xt which finally is fully amenable
to the desired formulation of our finite dimensional optimization problem:
x̃1 = a+ l0 − l∗,
x̃t (z1, . . . , zt−1) =
N∑
i1,...,it−1=1
(a (i1, . . . , it−1) + ā (i1, . . . , it−1))χQ(i1,...,it−1) (z1, . . . , zt−1)−
N∑
i1,...,it−2=1
a (i1, . . . , it−2)χQ(i1,...,it−2) (z1, . . . , zt−2) (t = 2, . . . , T ).
Note that the characteristic functions χQ(i1,...,it−2) themselves can be made explicit in terms
of the unknown ~a via (13). Now, for instance, the nonnegativity constraint in (7) can be
written as
a ≥ l∗ − l0
N∑
i1,...,it−1=1
(a (i1, . . . , it−1) + ā (i1, . . . , it−1))χQ(i1,...,it−1) (z1, . . . , zt−1) ≥
N∑
i1,...,it−2=1
a (i1, . . . , it−2)χQ(i1,...,it−2) (z1, . . . , zt−2) (t = 2, . . . , T ).
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Evaluating pointwise the last system of inequalities, we may invoke the definition of the
rectangles Q (i1, . . . , it) to derive the identity
χQ(i1,...,it−1) (z1, . . . , zt−1) = χQ(i1,...,it−2) (z1, . . . , zt−2) = 1 ∀ (z1, . . . , zt−1) ∈ Q (i1, . . . , it−1) .
Since the Q (i1, . . . , it−1) form a partition of the domain of x̃t, we may further exploit (16)
in order to reduce the relations above to the following explicit inequality system in the
components of the unknown ~a:
a ≥ l∗ − l0








∀ (i1, . . . , it−1) ∈ {1, . . . , N}t−1 ∀t ∈ {2, . . . , T}.
Next, we obtain the expectations




(a (i1, . . . , it−1) + ā (i1, . . . , it−1)) P ((ξ1, . . . , ξt−1) ∈ Q (i1, . . . , it−1))−
N∑
i1,...,it−2=1
a (i1, . . . , it−2) P ((ξ1, . . . , ξt−2) ∈ Q (i1, . . . , it−2)) (t = 2, . . . , T ).
Similarly to the calculus of the chance constraints, we are again faced with the need of
computing probabilities of rectangles, this time, however, in one dimension less. If, for
instance, T = 2, then the computation of Ex̃2 requires just the probability of intervals
etc. Again, as for the chance constraints, one might benefit from the assumption of
independent components for larger values of T .
Now, that we are able to calculate expectations Ex̃t, we can immediately rephrase the
last constraint (cycling constraint) in (7) in terms of the unknown ~a.
As far as the objective (6) is concerned, we approximate the terms Et (x) in the vein
of the previous derivations as
Et (x, z) ≈ Et (x̃, z) =







z̃i (z1, . . . , zi)−
∑t−1
i=1





Using the already developed step function representations for x̃t and z̃i one may again
explicitly calculate the expectations EEt (x̃, ξ). Rather than deriving the involved general
formula here, we present its expression for the two-stage case T = 2. Trivially,
EE1 (x̃, ξ) = x̃1 (cl0 + d) = (a+ l0 − l∗) (cl0 + d) .
Next, using the step function representations for x̃2 and z̃1, we obtain


















The further development of this expression relies on the fact that the product of charac-
teristic functions of two sets equals the characteristic function of the intersection of these
sets and on the sets Q (i) and Q (j) being disjoint for i 6= j (see (13)). One then finally
arrives at
E2 (x̃, z) =
N∑
i=1
(a (i) + ā (i)− a) ((c (l∗ − a+ ā (i)) + d))χQ(i) (z) .
Recalling from (13) that
Q (i) = [a+ l∗ − l∗ + ∆i, a+ l∗ − l∗ + ∆i+1),
we get
EE2 (x̃, ξ) =
N∑
i=1
(a (i) + ā (i)− a) ((c (l∗ − a+ ā (i)) + d)) ·
(Φ1 (a+ l∗ − l∗ + ∆i+1)− Φ1 (a+ l∗ − l∗ + ∆i)) ,
where Φ1 refers to the one-dimensional distribution function of ξ1.
6 Numerical Results
In this section, we illustrate our approach to dynamic chance constraints by numerical
examples in a two-stage and three-stage setting. We consider the water reservoir problem
presented in section 3 with the following data:
T = 2, l∗ = 1, l








the latter expression meaning that the random vector ξ = (ξ1, ξ2) has a bivariate normal
distribution with independent components each of them having mean 1 and variance 0.09
(or standard deviation 0.3). We take the initial (and expected final) filling level l0 as
a parameter moving between l∗ and l
∗. We solve the finite dimensional optimization
problem formulated in section 5 with a discretization parameter N = 160. For dealing
with the dynamic chance constraint, we make use of the second statement in Corollary
3. Similarly, we make use of the explicit representation of the objective developed for the
two stage case at the end of section 5.
Figure 2 illustrates the obtained results. The left upper part provides a plot of optimal
first stage release decisions x1 as a function of the initial filling level l0. The right upper
part plots the optimal second stage release policies x2 as functions of the first inflow
realization ξ1 for inititial filling levels l0 reaching from 1.5 to 2.6 (curves from left to
right). As can be seen, the optimal releas policies become piecewise linear for extreme
initial levels whereas they are strongly nonlinear in between. The lower left diagram
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Figure 2: Illustration of numerical results for a two stage instance of the water reservoir
problem assuming independent components of the random inflow. For details, see text.
plots the expected profits (from bottom to top) of the optimal first and second stage
decisions as well as the overall expected profit as functions of l0. Roughly speaking, the
same overall expected profit can be realized over the whole interval of initial filling levels
but with strongly varying contributions by the first and second order release decisions.
Finally, the lower right diagram opposes the optimal static (thin lines) and dynamic (thick
lines) solutions of the problem for a fixed l0 = 1.6. The (scalar) first stage decisions are
represented by vertical lines identifying the corresponding value on the first axis. In
contrast to the dynamic release policy, the optimal second stage decisions in the static
case reduces to a constant (on the domain of feasible operation).
It is obvious that a static solution cannot realize the same value of the objective
function as the dynamic one, but has to be worse due to a lack of flexibility in its reaction
on observations of first stage inflow. Indeed, the expected profit of the static solution
amounts to 9.89 as opposed to an expected profit of 11.83 for the dynamic solution.
The difference 11.83-9.89=1.94 can be interpreted as the Value of the Dynamic Solution
(VDS). Taken as a relative figure, the improvement of the objective reaches approximately
16% in this example. Of course, for other data, even larger improvements can be expected.
The difference between the static and the dynamic solution can also be made out
from Figure 3, where the two different solutions mentioned above are applied to 1000














Figure 3: Comparison of 1000 filling level scenarios for a static and a dynamic solution
distribution. In both cases the cycling constraint (expected value of final level equals
that of the initial level) as well as the probabilistic constraints for the upper and lower
level at both stages are satisfied. We emphasize that due to our model considering the
joint distribution of precipitations over the time horizon, approximately 900 out of the
1000 profiles stay completely inside the frame of the figure. With the usually employed
simpler individual chance constraints, one could guarantee only for each of the two stages
separately, that approximately 900 of these profiles remain within the feasable limits.
This generally results in much less than 900 profiles staying inside the whole frame. The
difference between the static and the dynamic solution is revealed by a reduced variance
for the final filling level in case of the more flexible dynamic solution.











Figure 4: Second stage release policies for the previous example (at l0 = 1.7) but with an
assumed correlation between inflow components of ρ = −0.3 (1), ρ = 0 (2) and ρ = 0.9
(3), respectively.
If correlations between the random inflow components shall be taken into account,
then only the computation of the chance constraint is affected. One can no longer rely
on Corollary 3. Nevertheless, one may employ Corollary 4 which comes at the price of
calculating bivariate distribution functions. This, however, is the only change as compared
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to the case of independent components. Figure 4 illustrates the optimal second stage
decision policies in the previous example for different correlation coefficients between the
components of the inflow variables.









Maximum probability as function of filling level





Expected profit as function of probability level
Figure 5: Maximum probability level p as a function of the initial filling level (left part)
and expected profit as a function of the chosen probability level (right part)
Another issue of interest in optimization problems with chance constraints is the right
choice of the probability level p. Of course, first of all, this is a matter of experience,
insight into the problem and of the right interpretation of results. It has to be taken
into account however, that increasing p corresponds to shrinking the feasible set of the
problem. Accordingly, there may exist some maximum probability level p∗ which can
be realized at most under the remaining constraints of the problem. In other words,
further increasing p leads to empty feasible sets then, which should be avoided in the
numerical treatment of the problem. Moreover, increasing p even below this maximum
value will decrease the optimal value of the objective function, i.e., the expected profit,
in the optimization problem. Both aspects are illustrated in Figure 5 for the two-stage
case with uncorrelated components. It can be seen that, over a reasonably large range
of probability levels, the expected profit decreases only moderately whereas it quickly
collapses for excessively high probabilities. Such diagrams can help the decision maker to
find a good compromise between safe operation and profit making.
Finally, we want to illustrate the three-stage case. To do so we consider again inde-
pendent components, now of the three-dimensional random vector ξ = (ξ1, ξ2, ξ3). These
components are supposed to have the same distribution parameters as before (normal
distribution with expectation = 1 and standard deviation = 0.3). To simplify the rep-
resentation and numerical computations, we restrict the objective of the problem to the
first two stages which means, that the expected profit is calculated until the second stage
only, wheras all constraints have to be satisfied for the whole of three stages. Due to
the increasing complexity of computations, we restrict the discretization parameter to the
value N = 20. The resulting plots of the optimal second stage (as a function of ξ1) and
third stage (as a function of ξ1, ξ2) release policies are provided in Figure 6.
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Figure 6: Optimal second stage and third stage release policies for a three-stage example
with independent components
7 Conclusion
The numerical results have illustrated the presented dynamic model for a small number
(≤ 3) of stages. The reason not to consider larger numbers of stages had mainly to
do with graphical representation. Restricting to a small number of stages, did not only
allow us to plot at all the release policies as functions of one or two previous random
observations, but the plots were also made at high precision because comparatively large
discretization parameters N could be afforded. Of course, due to exponential complexity
of the simple grid used, it is hopeless to ask for similar precision at larger numbers of
stages. On the other hand, such precision, which was comfortable for the purpose of
illustration, is not needed in real life applications. We observed, for instance, that in the
two-stage case the precision of the optimal value already reached 0.8% (relative deviation
from true value) for N = 2 and 0.08% for N = 5 (recall that N = 160 in Figure 2).
A further increase of efficiency could be obtained by piecewise linear approximations
of release policies allowing for sufficiently good approximation by means of a limited
number of coefficients. Also, a future adaptation of sparse grid ideas (see, e.g., [1]) to
our setting shall open a new perspective to overcome present limitations to the number
of stages. Finally it is emphasized that our simple reservoir model is easily extended to
more complicated ones, for instance to a network of reservoirs.
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