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1. Introduction and preliminaries
Let H(D) denote the space of functions analytic on D, the unit disk in the complex plane, and let f be a univalent
function in H(D). For a Banach space X ⊂ H(D), we say that Ω = f (D) is an X-domain, whenever log f ′ ∈ X .
The logarithm of the derivative of a univalent function plays an important role in geometric function theory in the char-
acterization of different types of domains, and in its connections with Teichmüller theory. For example, one of the famous
results in geometric function theory by Astala and Gehring states that Ω = f (D) is a quasidisk, i.e. f has a quasiconformal
extension to the complex plane, if and only if log f ′ belongs to one of the models of a Teichmüller space T (1), that is the
Bloch norm interior of the set of all mappings log f ′ , with f univalent (see [2]). Another interesting result of this kind is,
for example, Pommerenke’s result from [13], saying that log f ′ is in the little Bloch space B0 if and only if ∂Ω is an asymp-
totically conformal curve. Astala and Zinsmeister give a characterization of univalent functions f such that log f ′ belongs to
the BMOA space in terms of the Schwarzian derivative of f via Carleson measure conditions (see [3]). For more details and
further references on these topics see also [8,12,14].
In this paper we study the membership of log f ′ to the general Besov-type spaces F p,q,s in terms of Carleson measures
involving the Schwarzian derivative of f . Note that this class of spaces includes the space BMOA, the class of so-called
Q s spaces and the class of (analytic) Besov spaces Bp,s . Thus, the result is a generalization of the recent results of Pau,
Peláez [9], and Pérez-González, Rättyä [11].
For p > 1 and s 0, the analytic Besov-type space Bp,s is deﬁned by
Bp,s =
{
f ∈ H(D): ‖ f ‖pBp,s = sup
a∈D
∫
D
∣∣ f ′(z)∣∣p(1− |z|2)p(1− ∣∣ψa(z)∣∣2)s dλ(z) < ∞
}
,
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(1−|z|2)2 , dA is the normalized Lebesgue area measure on D, and
ψa(z) = a − z
1− a¯z
is a Möbius transformation related to the point a ∈ D.
The measure λ is Möbius invariant in the sense that for every Möbius transformation ψa we have that∫
D
f ◦ ψa(z)dλ(z) =
∫
D
f (z)dλ(z),
whenever f ∈ L1(D).
Thus, each of the spaces Bp,s is a Banach space with a Möbius invariant seminorm ‖ · ‖Bp,s (see, for example, [18, The-
orem 2.10]). It was shown by Rubel and Timoney in [16] that every Möbius invariant function space is included in the Bloch
space B, which consists of functions f analytic on D and with
‖ f ‖B = sup
z∈D
(
1− |z|2)∣∣ f ′(z)∣∣< ∞.
For more on Möbius invariant function spaces see also [1] and [18].
The Besov-type spaces Bp,s are contained in a more general class of so-called F p,q,s spaces, introduced by R. Zhao in [18].
For p > 0, s 0 and q > −2, let
F p,q,s =
{
f ∈ H(D): ‖ f ‖pF p,q,s = sup
a∈D
∫
D
∣∣ f ′(z)∣∣p(1− |z|2)q(1− ∣∣ψa(z)∣∣2)s dA(z) < ∞
}
,
and let F 0p,q,s , when s > 0, denote the space
F 0p,q,s =
{
f ∈ H(D): lim|a|→1
∫
D
∣∣ f ′(z)∣∣p(1− |z|2)q(1− ∣∣ψa(z)∣∣2)s dA(z) = 0
}
.
When s = 0, deﬁne F 0p,q,0 = F p,q,0.
As shown in [18], F p,q,s is trivial if q + s  −1. Also, for p  1, F p,q,s is a Banach space contained in the Bloch-type
space Bα with α = q+2p , which consists of functions f analytic on D and such that
‖ f ‖Bα = sup
z∈D
(
1− |z|2)α∣∣ f ′(z)∣∣< ∞.
Moreover, for p and q ﬁnite, we have that F 0p,q,s ⊆ B
q+2
p
0 , where for α > 0
Bα0 =
{
f ∈ H(D): lim|z|→1
(
1− |z|2)α∣∣ f ′(z)∣∣= 0}.
If s > 1, then F p,q,s = B
q+2
p , F 0p,q,s = B
q+2
p
0 and so for s > 1, q+ 2 = p, we have that F p,q,s = B and F 0p,q,s = B0. Thus, we will
always assume that q + s > −1, 1 p < ∞, q + 2 p so that F p,q,s ⊂ B, and will sometimes consider separately the cases
0 s 1 and s > 1.
Note that among the F p,q,s spaces, the Bp,s spaces are precisely the ones that are Möbius invariant (see [18] for more
details).
Choosing some speciﬁc values for the parameters p and s, the spaces Bp,s reduce to some well-known spaces. For
example, if s = 0 and p > 1 then Bp,0 = Bp , where Bp stands for the classical analytic Besov spaces. Extending the range
of p to include p = ∞, we will consider B∞ = B, i.e. the classical Bloch space. For a reference on more details on the Bp
spaces see, for example, [19].
For p = 2, the B2,s spaces are the so-called Q s spaces. If s > 1, then Q s = B and thus, the interesting range of s is
0 < s 1 (see [17] for more details and references on Q s spaces). If further more s = 0, the space B2,0 =D, i.e. the Dirichlet
space. When s = 1 the space B2,1 = BMOA, i.e. the space of functions analytic on D and with bounded mean oscillation on
the unit circle ∂D. Also, for p = 2, q = 0 and 0 < s 1 we have that F 0p,q,s = Q s,0, and when s = 1 the space F 0p,q,s = VMOA,
i.e. the space of functions analytic on D and with vanishing mean oscillation. The characterization of Q s and Q s,0 domains
was recently given in [9] and [11].
The use of Carleson measures in connection with the Bp,s spaces has its origins in the Fefferman’s work on the BMO
space, and it continues further in [4,5,10,15] and many others. Recall that for s > 0, a positive measure μ on D is said to be
an s-Carleson measure whenever
sup
a∈D
∫ ∣∣ψ ′a(z)∣∣s dμ(z) < ∞,
D
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sup
I⊂∂D
μ(S(I))
|I|s < ∞,
where I is a subarc of the unit circle with normalized length |I|, and S(I) is a Carleson box determined by I , i.e. S(I) =
{z ∈ D: 1− |I| |z| < 1, z|z| ∈ I}.
Note that the above deﬁnition makes sense even when s = 0. In that case we are simply saying that μ is a ﬁnite measure
on D.
For s > 0, a positive measure μ on D is said to be a vanishing s-Carleson measure whenever
lim|a|→1
∫
D
∣∣ψ ′a(z)∣∣s dμ(z) = 0,
or equivalently, whenever
lim|I|→0
μ(S(I))
|I|s = 0,
where I is a subarc of the unit circle with normalized length |I|, and S(I) is the Carleson box determined by I .
The last preliminary ingredient, essential for our consideration, is the Schwarzian derivative. It plays a central role in
the theory of univalent functions, beside the many other applications in geometric function theory, conformal ﬁeld theory,
differential equations and others.
Let f be locally univalent function in H(D), i.e. f is analytic on D and injective in a neighborhood of each point in D,
which is further equivalent to f ′(z) 
= 0 on D. We denote by P f the so-called pre-Schwarzian derivative of f , i.e.
P f (z) =
(
log f ′
)′
(z) = f
′′(z)
f ′(z)
.
The Schwarzian derivative of f is deﬁned by
S f (z) = P ′f (z) −
1
2
(
P f (z)
)2 = ( f ′′(z)
f ′(z)
)′
− 1
2
(
f ′′(z)
f ′(z)
)2
.
We list few properties of P f and S f . For proofs and more details see [14].
• If f is univalent on D, then (1− |z|2)|P f (z)| 6 and (1− |z|2)2|S f (z)| 6.
• If (1− |z|2)|zP f (z)| 1, or (1− |z|2)2|S f (z)| 2, then f is univalent on D.
• For g in H(D), g ∈ B if and only if there exist c ∈ C and a univalent f such that g = c log f ′. Note that then ‖g‖B =
|c| supz∈D(1− |z|2)|P f (z)|.
• The Schwarzian derivative is Möbius invariant in the sense that Sψa◦ f = S f , and it is also such that (1 −
|z|2)2|S f ◦ψa (z)| = (1− |ψa(z)|2)2|S f (ψa(z))|, for every Möbius transformation ψa .
The main results of the paper are the following theorems.
Theorem A. Let f be univalent on D, 1 p < ∞, −2 < q < ∞, 0 s < ∞ and q + s > −1. Let Ω = f (D), and let ∂Ω be a Jordan
curve. If q + 2 = p, then Ω is an F p,q,s domain if and only if dμ f ,p,q,s(z) = |S f (z)|p(1− |z|2)p+q+s dA(z) is an s-Carleson measure.
If q + 2 < p, then Ω is an F p,q,s domain if and only if log f ′ ∈ B0 and dμ f ,p,q,s(z) is an s-Carleson measure.
Theorem B. Let f be univalent on D, 1 p < ∞, −2 < q < ∞, 0 < s < ∞ and q + s > −1. Let Ω = f (D), and let ∂Ω be a Jordan
curve. If q + 2 p, then Ω is an F 0p,q,s domain if and only if dμ f ,p,q,s(z) = |S f (z)|p(1 − |z|2)p+q+s dA(z) is a vanishing s-Carleson
measure.
Throughout the paper, we use a generic C for a constant that might change from one line to another.
2. Proof of the main theorems
Throughout this section, if not stated otherwise, we will assume that 1  p < ∞, −2 < q < ∞, 0  s < ∞, q + s > −1
(implying that F p,q,s is not trivial), and q + 2  p so that F p,q,s ⊆ B. We will refer to this range of the parameters p, q
and s as the standard range for these constants. We will also assume through this section, if not stated otherwise, that f is
univalent on D and that Ω = f (D) is a Jordan domain.
Lemma 2.1. (See [15].) Let p, q and s be constants in the standard range as stated above, let n ∈ N, or n = 0 and q + s − p > −1, and
let h ∈ H(D). Then the following are equivalent:
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(ii) |h(n)(z)|p(1− |z|2)(n−1)p+q+s dA(z) is an s-Carleson measure.
(iii) supa∈D
∫
D
|h(n)(z)|p(1− |z|2)(n−1)p+q+s|ψ ′a(z)|s dA(z) < ∞.
Lemma 2.2. Let p, q and s be constants in the standard range as stated above. If log f ′ ∈ F p,q,s , then
dμ f ,p,q,s(z) =
∣∣S f (z)∣∣p(1− |z|2)p+q+s dA(z)
is an s-Carleson measure.
Proof. Recall that P f (z) = (log f ′)′(z) denotes the pre-Schwarzian of f , that S f (z) = P ′f (z)− 12 (P f (z))2, and that since f is
univalent,∥∥log f ′∥∥B = sup
a∈D
(
1− |z|2)∣∣P f (z)∣∣ 6.
Thus, by Lemma 2.1 with n = 1 and h = log f ′ we have that log f ′ ∈ F p,q,s if and only if |P f (z)|p(1 − |z|2)q+s dA(z) is
an s-Carleson measure. Using Lemma 2.1 with n = 2, this is further equivalent to |P ′f (z)|p(1 − |z|2)p+q+s dA(z) being an
s-Carleson measure.
For p  1 we use the well-known inequality (a + b)p  2p−1(ap + bp) with a = |P ′f (z)| and b = 12 |P f (z)|2 to get that∣∣S f (z)∣∣p  2p−1∣∣P ′f (z)∣∣p + 12
∣∣P f (z)∣∣2p .
Thus the proof follows from the inequality
∣∣S f (z)∣∣p(1− |z|2)p+q+s  2p−1∣∣P ′f (z)∣∣p(1− |z|2)p+q+s + 12
∥∥log f ′∥∥pB∣∣P f (z)∣∣p(1− |z|2)q+s. 
Recall that the little Bloch space B0 consists of functions g in the Bloch space for which further more
lim|z|→1
(
1− |z|2)∣∣g′(z)∣∣= 0.
For f univalent, and Ω = f (D) a Jordan domain, log f ′ ∈ B0 if and only if ∂Ω is asymptotically conformal, i.e. f has a k
quasiconformal extension to the complex plane, for any 0 < k < 1 (see [14] for more details). For example, for 1 < p < ∞,
or 0 < α < 1 each Besov space Bp , and each Bloch-type space Bα is contained in B0. Thus, the following lemma, together
with Lemma 2.2, gives a proof of the main theorem in the case the univalent function f is particularly nice, namely when
it has quasiconformal extension and ∂Ω is also asymptotically conformal. This is the case whenever log f ′ is in one of the
Besov spaces Bp (see [11] for this special case of the main theorem), or when log f ′ is in one of the Bloch-type spaces Bα ,
0 < α < 1.
Lemma 2.3. Let p, q and s be constants in the standard range as stated above and let f be such that log f ′ ∈ B0 . Then if
dμ f ,p,q,s(z) =
∣∣S f (z)∣∣p(1− |z|2)p+q+s dA(z)
is an s-Carleson measure, we have that |P f (z)|p(1− |z|2)q+s dA(z) is also an s-Carleson measure.
Proof. Recall that S f (z) = P ′f (z)− 12 (P f (z))2, that by Lemma 2.1, |P f (z)|p(1−|z|2)q+s dA(z) is an s-Carleson measure if and
only if |P ′f (z)|p(1− |z|2)p+q+s dA(z) is an s-Carleson measure, and that (1− |z|2)|P f (z)| 6 for every z ∈ D.
Thus, using the same inequality as in the proof of Lemma 2.2, for any 1 p < ∞ we have that
Ia =
∫
D
∣∣P ′f (z)∣∣p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z)
 2p−1
∫
D
∣∣S f (z)∣∣p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z) + 12
∫
D
∣∣P f (z)∣∣2p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z).
Note that in what follows, we may assume that P f is continuous on D, since if not, we can use instead the dilatations
(P f )r(z) = P f (rz), and then at the end of the proof, take r → 1.
Since log f ′ is in B0, for any ε > 0, there exists rε > 0 such that whenever |z| > rε , we have that (1 − |z|2)|P f (z)| < ε.
Thus, for some C > 0 depending only on p, q and s, we have that
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|z|>rε
∣∣P f (z)∣∣2p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z) εp
∫
D
∣∣P f (z)∣∣p(1− |z|2)q+s∣∣ψ ′a(z)∣∣s dA(z)
 εpC
∫
D
∣∣P ′f (z)∣∣p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z) = εpC Ia.
On the other hand, since (1− |z|2)|ψ ′a(z)| = 1− |ψa(z)|2 and q − p −2, for every a ∈ D we have that∫
|z|rε
∣∣P f (z)∣∣2p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z) 62p
∫
|z|rε
(
1− |z|2)q−p+s∣∣ψ ′a(z)∣∣s dA(z)
 62p
∫
|z|rε
(
1− ∣∣ψa(z)∣∣2)s(1− |z|2)q−p dA(z) 62p
(1− r2ε)p−q
.
Choose ε small enough such that 1− εpC2 > 0. Then, since(
1− ε
pC
2
)
Ia  2p−1
∫
D
∣∣S f (z)∣∣p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z) + 62p2(1− r2ε)p−q ,
and since |S f (z)|p(1 − |z|2)p+q+s dA(z) is an s-Carleson measure, taking supremum over a in D on both sides of the in-
equality, we get that
sup
a∈D
Ia = sup
a∈D
∫
D
∣∣P ′f (z)∣∣p(1− |z|2)p+q+s∣∣ψ ′a(z)∣∣s dA(z) < ∞.
It follows by Lemma 2.1 that then |P f (z)|p(1− |z|2)q+s dA(z) is also an s-Carleson measure. 
We present the proof of Theorem A from the introduction in two parts, as Theorems 2.4 and 2.6. Theorem 2.4 covers
the range of the parameters p, q, s where either q + 2 < p, or where q + 2 = p and s = 0, thus including the Bloch-type
spaces Bα , 0 < α < 1 and the Besov spaces Bp , p > 1, while Theorem 2.6 refers to the remaining range q + 2 = p and
0 < s 1, and covers the case of the Möbius invariant Besov-type spaces Bp,s . While for the proof of Theorem 2.6 we need
to introduce few more notions, Theorem 2.4 follows from Lemmas 2.2 and 2.3.
Theorem 2.4. Let p, q and s be constants in the standard range as stated above, further satisfying either that q + 2 < p, or that
q + 2 = p and s = 0. Then log f ′ is in F p,q,s if and only if log f ′ ∈ B0 and
dμ f ,p,q,s(z) =
∣∣S f (z)∣∣p(1− |z|2)p+q+s dA(z)
is an s-Carleson measure.
Proof. Recall that for the general choice of p, q, s, the space F p,q,s is contained in the Bloch-type space B
q+2
p . Thus, if
q + 2 < p, F p,q,s is contained in a Bloch-type space Bα with 0 < α < 1, which is a subspace of B0. Thus, the proof follows
from Lemmas 2.2 and 2.3.
The case q + 2 = p and s = 0, i.e. the case of the Besov spaces Bp , 1 < p < ∞, follows similarly, noting that each of
these spaces is also included in B0. This result also appears in [11]. Note also that in this case, the ﬁniteness of the given
measure implies that |S f (z)|(1− |z|2)2 → 0, as |z| → 1, and therefore, whenever Ω is a Jordan domain, log f ′ ∈ B0, by [14,
Theorem 11.1]. 
At this point, we still have to consider the case of Theorem A with 1  p < ∞, −2 < q < ∞, 0 < s < ∞, q + s > −1,
and q + 2 = p, which is the case of the Möbius invariant Besov-type spaces Bp,s with 0 < s  1. (Recall that if s > 1, then
Bp,s = B.) The proof in this case will be given by using the decomposition of the unit disk into dyadic Carleson squares, and
further techniques that appear in other similar contexts. More details and references can be found in [6] and [8]. The recent
results of Pau and Peláez in [9], use similar techniques to determine, in terms of the Schwarzian derivative, the particular
case of Q s domains, which is a generalization of the characterization of BMOA domains by Astala and Zinsmeister from [3].
For n ∈ N a dyadic Carleson square with side length l(Q ) = 12n is a Carleson square, such that
Q =
{
z = reiθ : 1− 1
2n
 r < 1, j
2n+1
 θ
π
<
j + 1
2n+1
}
,
where 0 j  2n+1.
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Following the notation from [8], for a univalent f and given ε, δ > 0, we say that Q is bad if supT (Q )(1−|z|2)2|S f (z)| δ
and supT (Q )(1− |z|2)|P f (z)| ε.
We call Q a maximal bad square if the next bigger dyadic square Q˜ containing Q either has l(Q˜ ) = 12 , or has
supT (Q˜ )(1− |z|2)2|S f (z)| > δ.
The following lemma is a generalization of Lemma 6 from [9]. Since the proof requires just a slight modiﬁcation of the
constants in the proof given in [9], we leave the details to the reader.
Lemma 2.5. (See [9, Lemma 6].) Let 1  p < ∞, 0 < s  1 and ε, δ > 0. There exist C1,C2 > 0 such that if {Q j} is a sequence of
maximal bad Carleson squares, then∑
j
l(Q j)
s  C1 + C2
∫
D
∣∣S f (z)∣∣p(1− |z|2)2p−2+s dA(z).
Theorem 2.6. Let p, q and s be constants in the standard range, further satisfying that q + 2 = p, and 0 < s  1. Then, log f ′ is
in F p,q,s if and only if
dμ f ,p,q,s(z) =
∣∣S f (z)∣∣p(1− |z|2)p+q+s dA(z)
is an s-Carleson measure.
Proof. One direction of the proof is already covered by Lemma 2.2.
Since q = p−2, we have that F p,q,s = Bp,s and we are left to prove that if |S f (z)|p(1−|z|2)2p−2+s dA(z) is an s-Carleson
measure, then log f ′ ∈ Bp,s . Both of these conditions are Möbius invariant, and so, all that we really need to prove is
that
∫
D
|S f (z)|p(1 − |z|2)2p−2+s dA(z) < ∞ implies
∫
D
|P f (z)|p(1 − |z|2)p−2+s dA(z) < ∞, which is further equivalent to∫
D
|P ′f (z)|p(1− |z|2)2p−2+s dA(z) < ∞. To simplify the expressions used in the proof below, we use the following notation:
for U ⊆ D, let
I P (U ) =
∫
U
∣∣P f (z)∣∣p(1− |z|2)p−2+s dA(z),
I P ′(U ) =
∫
U
∣∣P ′f (z)∣∣p(1− |z|2)2p−2+s dA(z),
I P2(U ) =
∫
U
∣∣P f (z)∣∣2p(1− |z|2)2p−2+s dA(z),
I S(U ) =
∫
U
∣∣S f (z)∣∣p(1− |z|2)2p−2+s dA(z).
Since |P ′f (z)|p  2p−1|(S f )(z)|p + 12 |P f (z)|2p, we have that
I P ′(D) 2p−1 I S(D) + 12 I P2(D).
We need to prove that I S(D) < ∞ implies I P ′ (D) < ∞, which is further equivalent to I P (D) < ∞. Note that, as before, we
may assume that P f is continuous on D, for if not, we can ﬁrst use r-dilatation of P f , and then take r → 1 at the end of
the proof.
We estimate the integral I P2 (D) by estimating parts of this integral over three subsets of D. Similar ideas have been
used in the case of the BMOA space (see [6], or [8]).
For ε, δ > 0, let Uε = {z ∈ D: |P f (z)|(1−|z|2) < ε}, V δ = {z ∈ D: |S f (z)|(1−|z|2)2 > δ} and let Ωε,δ = {z ∈ D: |P f (z)|(1−
|z|2) ε, |S f (z)|(1− |z|2)2  δ}. Thus Ωε,δ = D\(Uε ∪ V δ).
By Lemma 2.1, ∃E > 0 such that I P (D) E I P ′ (D), and so
I P2(Uε) < ε
p
∫
Uε
∣∣P f (z)∣∣p(1− |z|2)p−2+s dA(z) εp I P (D) Eεp I P ′(D).
Using that |P f (z)|(1− |z|2) < 6, we have
I P2(V δ) <
62p
δp
∫ ∣∣S f (z)∣∣p(1− |z|2)2p−2+s dA(z) 62p
δp
I S(D).V δ
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large n, there exists δ > 0 such that Ωε,δ ⊆⋃ T (Qk), where {Qk} is a sequence of bad Carleson squares with suﬃciently
small side length. By the result in [9], one can further more ﬁnd a sequence of maximal bad Carleson squares {Q j}, such
that ∑
k
l(Qk)
s  C
∑
j
l(Q j)
s.
Thus,
I P2(Ωε,δ) 62p
∑
k
∫
T(Qk)
(
1− |z|2)−2+s dA(z) 62pC∑
k
l(Qk)
s  62pC
∑
j
l(Q j)
s.
Combining the above three estimates for I P2 , and choosing ε such that Eε
p < 1, we get
I P ′(D) 2p−1 I S(D) + Eε
p
2
I P ′(D) + 6
2p
2δp
I S(D) + 6
2p
2
C
∑
j
l(Q j)
s.
By Lemma 2.5, we further have that
∑
j l(Q j)
s  C1 + C2 I S (D), and so, choosing C to represent a generic positive constant,
we get that(
1− Eε
p
2
)
I P ′(D) C I S(D).
Thus, I S(D) < ∞ implies that I P ′ (D) < ∞, which is equivalent to log f ′ ∈ Bp,s , and this ﬁnishes the proof. 
The restriction on the parameters p, q, s in the presented results, i.e. the standard range of parameters, excludes the
minimal Möbius invariant space B1, deﬁned by
B1 =
{
f ∈ H(D): ‖ f ‖B1 =
∫
D
∣∣ f ′′(z)∣∣dA(z) < ∞}.
Note that by Lemma 2.1, the space B1 corresponds to an F p,q,s space where n = 2, p = 1, s = 0 and q = −1.
We have the following characterization of B1 domains.
Proposition 2.7. For f univalent on D and Ω = f (D) a Jordan domain, log f ′ is in B1 if and only if S f belongs to the Bergman
space A1 , where
A1 =
{
h ∈ H(D): ‖h‖A1 =
∫
D
∣∣h(z)∣∣dA(z) < ∞}.
Proof. If S f is in A1, i.e. |S f (z)|dA(z) is a ﬁnite measure, then |S f (z)|(1− |z|2)2 → 0 as |z| → 1, and so log f ′ ∈ B0. Hence,
we can use the proof of Lemma 2.3, with s = 0, to get that if S f is in A1, then P ′f is also in A1. But P ′f = (log f ′)′′ , and so
log f ′ is in B1.
For the converse, if log f ′ is in B1, then log f ′ is also in the Dirichlet space B2, since B1 ⊂ B2. This implies that
(log f ′)′ = P f is in the Bergman space A2, which is equivalent to P2f belonging to A1. Since P ′f = (log f ′)′′ belongs to A1,
and S f = P ′f − 12 P2f , we get that S f also belongs to A1. 
Next, we give the results on the membership of log f ′ in the little F p,q,s spaces. Recall that the deﬁnitions of F 0p,q,s and
of the vanishing s-Carleson measure are given in the introduction.
Theorem 2.8. Let 1 p < ∞, 0 < s < ∞, −2 < q < ∞, q + s > −1 and q + 2 p. Then, log f ′ is in F 0p,q,s if and only if
dμ f ,p,q,s(z) =
∣∣S f (z)∣∣p(1− |z|2)p+q+s dA(z)
is a vanishing s-Carleson measure.
Proof. Since q + 2  p we have that F 0p,q,s ⊆ B0. Thus, if log f ′ ∈ F 0p,q,s , to prove that |S f (z)|p(1 − |z|2)p+q+s dA(z) is a
vanishing s-Carleson measure, similarly as in the proof of Lemma 2.2, we start with the inequality∣∣S f (z)∣∣p  2p−1∣∣P ′f (z)∣∣p + 1 ∣∣P f (z)∣∣2p .2
N. Zorboska / J. Math. Anal. Appl. 379 (2011) 48–57 55Lemma 2.1 from [15] has a corresponding “little” version in terms of vanishing s-Carleson measures, namely, for n ∈ N
the following are equivalent:
(i) h ∈ F 0p,q,s .
(ii) |h(n)(z)|p(1− |z|2)(n−1)p+q+s dA(z) is a vanishing s-Carleson measure.
(iii) lim|a|→1
∫
D
|h(n)(z)|p(1− |z|2)(n−1)p+q+s|ψ ′a(z)|s dA(z) = 0.
Thus, replacing h with log f ′ , so that h′ = P f , h′′ = P ′f , and taking limits as |a| → 1 on both sides of the inequality∣∣S f (z)∣∣p(1− |z|2)p+q+s  2p−1∣∣P ′f (z)∣∣p(1− |z|2)p+q+s + 12
∥∥log f ′∥∥pB∣∣P f (z)∣∣p(1− |z|2)q+s,
we get that |S f (z)|p(1− |z|2)p+q+s dA(z) is a vanishing s-Carleson measure.
For the converse, let us assume that |S f (z)|p(1− |z|2)p+q+s dA(z) is a vanishing s-Carleson measure.
We will show ﬁrst that then log f ′ ∈ B0, i.e. that |S f (z)|(1 − |z|2)2 → 0 as |z| → 1. Since q + 2 p, we have that (1 −
|z|2)2p−2+s  (1−|z|2)p+q+s , and so |S f (z)|p(1−|z|2)2p−2+s dA(z) is also a vanishing s-Carleson measure. For a ∈ D, let S(Ia)
be the Carleson square with center a. Using that |S f (z)|p is a subharmonic function, and that the pseudo-hyperbolic disk
D(a, 1−|a|2 ) is contained in S(Ia), we have that for any ε > 0, there exists δε > 0 such that, whenever |Ia| = 2(1− |a|) < δε∣∣S f (a)∣∣p(1− |a|2)2p+s  ∫
D(a, 1−|a|2 )
∣∣S f (z)∣∣p(1− |z|2)2p−2+s dA(z)

∫
S(Ia)
∣∣S f (z)∣∣p(1− |z|2)2p−2+s dA(z) < ε|Ia|s = ε2s(1− |a|)s.
Therefore |S f (a)|p(1− |a|2)2p < ε and so lim|a|→0 |S f (a)|(1− |a|2)2 = 0, which is equivalent to log f ′ ∈ B0.
The rest of the proof follows similarly to the proof of Lemma 2.3, with appropriate adjustments, and we leave most of
the details for the reader. Using that log f ′ ∈ B0; replacing the supremum over a ∈ D with limit as |a| → 1, and using that
for |z| < r, we have (1 − |ψa(z)|)2  1−|a|21−r → 0, as |a| → 1, we get accordingly that if |S f (z)|p(1 − |z|2)p+q+s dA(z) is a
vanishing s-Carleson measure, then lim|a|→1
∫
D
|P ′f (z)|p(1− |z|2)p+q+s dA(z) = 0. Hence, log f ′ ∈ F 0p,q,s . 
3. Comments and questions related to geometric function theory and Teichmüller spaces
Let f be univalent on D, and let Ω = f (D) be a Jordan domain. The geometric properties of Ω and of the Jordan
curve ∂Ω depend on the characterization of the domain type via the behavior of log f ′ . For example, if log f ′ belongs to B0,
then ∂Ω is asymptotically conformal and so, f has a quasiconformal extension to the complex plane; or if log f ′ has a small
Bloch norm and belongs to BMOA, then ∂Ω is a Lavrentiev curve (see [14] for details and further references).
The case when f has a quasiconformal extension is also of interest in Teichmüller theory. For example, it is known that
if S = {log f ′: f univalent on D} and
T (1) = {log f ′: f has quasiconformal extension to C},
then T (1) is the interior of S in the Bloch norm. If
SBMOA =
{
log f ′: f univalent on D, log f ′ ∈ BMOA},
then the interior of SBMOA in BMOA, is BMOA ∩ T (1). There are further geometric characterizations of the domains Ω with
log f ′ ∈ BMOA, and further topological descriptions of subsets of SBMOA , via Carleson measure restrictions on the Schwarzian
derivative of f . (See, for example, [3] for more details and further references.)
In the previous section we have given Schwarzian derivative characterizations of the spaces S X = {log f ′: f univalent
on D, log f ′ ∈ X}, where X is either an F p,q,s , or F 0p,q,s space, contained in the Bloch space. Note that since F p,q,s ⊂ B0
whenever q + 2 < p, or q + 2 = p and s = 0, and F 0p,q,s ∈ B0 whenever q + 2 p, we have that S X ∩ T (1) = S X , when X is
one of these spaces. Thus, the main interest are the leftover options, i.e. the cases when X = Bp,s , 1  p < ∞, 0 < s  1,
which are all Möbius invariant F p,q,s spaces. There are many interesting questions related to the topological structure of
these types of general Teichmüller spaces, and the geometry of the domains Ω . For example:
• Is it always true that SBp,s ∩ T (1) is the interior of SBp,s in Bp,s , and what is their closure in the Bp,s norm, or in the
Bloch norm?
• Are there speciﬁc descriptions of some of the connected components of SBp,s ∩ T (1) via the dilatations of the quasicon-
formal extensions of the corresponding map f , or in terms of speciﬁc conditions imposed on f ?
• What are the speciﬁc geometric properties that either Ω , or ∂Ω has when log f ′ belongs to SBp,s , or to SBp,s ∩ T (1)?
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∂Ω rectiﬁable. Note that even when ∂Ω is asymptotically conformal, it still does not have to be rectiﬁable. The well-known
Bishop–Jones characterization in the case when Ω is a quasidisk is that ∂Ω is rectiﬁable if and only if
∫
D
| f ′(z)||S f (z)|2(1−
|z|2)3 dA(z) < ∞ (see [6], or [8, Lemma 6.1]). Pommerenke’s result from [13] on univalent functions with log f ′ in the space
B02,1 = VMOA implies that then ∂Ω is rectiﬁable. Since the Besov spaces Bp , 1 p < ∞ and the spaces Q s , 0 < s 1 are all
contained in VMOA, if log f ′ is in any of these spaces, then ∂Ω must also be rectiﬁable.
We have the following result related to rectiﬁability of the boundary Jordan curve, which includes the cases mentioned
above. Recall that the standard range of the parameters p, q and s is the range 1  p < ∞, −2 < q < ∞, 0  s < ∞,
q + s > −1 (implying that F p,q,s is not trivial), and q + 2 p so that F p,q,s ⊆ B.
Theorem 3.1. Let f be univalent on D, let Ω = f (D) and let ∂Ω be a Jordan curve in C. Let p, q and s be in the standard range and
let also 0 s < 1. If log f ′ ∈ F 0p,q,s , then f ′ ∈ Hr for all r > 0, which further more implies that the Jordan curve ∂Ω is rectiﬁable.
Proof. Recall that since f is univalent and ∂Ω is a Jordan curve, ∂Ω is rectiﬁable if and only if f ′ ∈ H1 [14, Theorem 6.8].
Further more, the Hardy–Stein–Spencer identity says that f ′ ∈ Hr , r > 0 if and only if∫
D
∣∣ f ′′(z)∣∣2∣∣ f ′(z)∣∣r−2(1− |z|2)dA(z) < ∞
(see, for example, [12, p. 126]). Note that since Ω is a bounded domain, we have that f belongs to the Dirichlet space B2,
which is contained in the little Bloch space B0. Even more is true whenever log f ′ ∈ F 0p,q,s . Namely, since all of the F 0p,q,s
spaces are contained in B0, we will show ﬁrst that then f ′ ∈ Bα , α > 0.
By using equivalent, higher derivative versions of a weighted Bergman space norm, it is not to hard to see that if
log f ′ ∈ B0, i.e. lim|z|→1(1 − |z|2) | f ′′(z)|| f ′(z)| = 0, then
∫
D
| f ′(z)|r(1 − |z|2)t dA(z) < ∞, for every r > 0 and every t > −1. (For a
more detailed proof of this, see [7, Theorem 1, (1)].) Now for any α > 0, take r > 0 such that rα > 1, and let t = rα−2 > −1.
The ﬁniteness of the integral above, with the chosen r and t , implies that lim|z|→1 | f ′(z)|(1− |z|2)α = 0, and so f ∈ Bα .
For the proof of the theorem we will also use a result by Pérez-González and Rättyä from [10, Theorem 3.2], stating that
for a positive measure μ on D and any t > 0, r > 0,
∫
D
dμ(z)
(1−|z|2)t < ∞ if and only if ∃C > 0 such that for all h ∈ B
t
r , we have
that ∫
D
∣∣h′(z)∣∣r dμ(z) C(‖h‖B tr + ∣∣h(0)∣∣)r .
Let log f ′ ∈ F 0p,q,s , with p, q and s as above. Since the spaces get larger when the index p increases, we will ﬁrst of
all assume, without loss of generality, that p > 2. Secondly, since q  p − 2 and F 0p,q,s ⊆ F 0p,p−2,s , we will consider only
the case when q = p − 2. Thus, we want to prove that if log f ′ ∈ F 0p,p−2,s , p > 2, then f ′ ∈ Hr , for all r > 0, which by the
Hardy–Stein–Spencer identity is equivalent to showing that
∫
D
|P f (z)|2| f ′(z)|r(1− |z|2)dA(z) < ∞.
Since p > 2 and s < 1, let p′ > 1 and t > 0 be such that 2p + 1p′ = 1 and s + t < 1. Using Hölders inequality, we get that∫
D
∣∣P f (z)∣∣2∣∣ f ′(z)∣∣r(1− |z|2)dA(z)

(∫
D
∣∣P f (z)∣∣p∣∣ f ′(z)∣∣ rp2 (1− |z|2)p−2+s+t dA(z)
) 2
p
(∫
D
(
1− |z|2)γ dA(z)) 1p′
 C
(‖ f ‖
B
2t
rp
+ ∣∣ f (0)∣∣) rp2 < ∞.
The second inequality above holds since log f ′ ∈ F 0p,p−2,s , and thus we can apply the Pérez-González and Rättyä’s result to
the measure
dμ(z) = ∣∣P f (z)∣∣p(1− |z|2)p−2+s+t dA(z)
to get that f ∈ B 2trp . Moreover, ∫
D
(1− |z|2)γ dA(z) < ∞ since s + t < 1, and hence γ = 4−p−2s−2tp−2 > −1. 
Note that the proof of the above theorem can also be used for the case when s = 1 and q + 2 < p and we leave the
details to the reader. The case when s = 1, q + 2 = p and p = 2 is the VMOA case which is covered in Pommerenke’s result
in [13] (see also [7, Theorem 1, (2)]). Thus, the only leftover case is the case when s = 1, q + 2 = p and p > 2, and we do
not know if the statement of the theorem holds true when log f ′ belongs to these F 0p,q,s spaces.
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