Linearna regresija u srednjoškolskoj nastavi matematike by Meštrić, Lenka
SVEUCˇILISˇTE U ZAGREBU
PRIRODOSLOVNO–MATEMATICˇKI FAKULTET
MATEMATICˇKI ODSJEK
Lenka Mesˇtric´
LINEARNA REGRESIJA U
SREDNJOSˇKOLSKOJ NASTAVI
MATEMATIKE
Diplomski rad
Voditelj rada:
prof. dr. sc. Zˇeljka Milin Sˇipusˇ
Zagreb, srpanj 2019.
Ovaj diplomski rad obranjen je dana pred ispitnim povjerenstvom
u sastavu:
1. , predsjednik
2. , cˇlan
3. , cˇlan
Povjerenstvo je rad ocijenilo ocjenom .
Potpisi cˇlanova povjerenstva:
1.
2.
3.
Zahvaljujem se mentorici prof. dr. sc. Zˇeljki Milin Sˇipusˇ na svakom savjetu i pomoc´i
tijekom pisanja ovog diplomskog rada, a ujedno i veliko hvala za stecˇeno znanje
metodicˇkog poucˇavanja matematike sˇto me posebno, kao buduc´u nastavnicu, raduje
primijeniti u nastavi!
Veliko, veliko hvala mojoj obitelji na potpori tijekom sˇkolovanja, na svoj pozitivnoj
energiji koju su mi nadomjestili. Posebno se zˇelim zahvaliti tati koji je, cˇak i unatocˇ
cjelodnevnog radnog dana i kasnog dolaska doma, tijekom mojeg srednjosˇkolskog
obrazovanja sjeo samnom za stol te mi pomogao objasniti nastavne jedinice i zadatke koje
samostalno nisam znala rijesˇiti. Takoder mu hvala za svaki savjet metodicˇkog pristupa te
postupka vrednovanja unutar nastave matematike.
Mom zarucˇniku Antoniju od srca hvala sˇto mi je svojom blizinom olaksˇao sve tesˇke
trenutke, hvala za svako zajednicˇko ucˇenje, za ogromnu podrsˇku i pomoc´ koju mi pruzˇa.
Najvec´a hvala dragom Bogu na svemu pruzˇenom jer sve sˇto imam dobila sam po Njegovoj
milosti.
Sadrzˇaj
Sadrzˇaj iv
Uvod 1
1 Povijesni pregled 3
2 Linearna veza 5
2.1 Egzaktna linearna veza . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Priblizˇna linearna veza . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Metoda najmanjih kvadrata . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Matricˇni prikaz 19
3.1 Teorijska pozadina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Primjer korisˇtenja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4 Podrucˇja primjene 23
5 Primjeri upotrebe u sˇkoli 27
5.1 Fizika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.2 Informatika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6 Moguc´a realizacija u nastavi matematike 35
Bibliografija 45
iv
Uvod
Matematika se kao znanost sastoji od mnogo razlicˇitih podrucˇja: aritmetike, algebre, ge-
ometrije, infinitezimalnog racˇuna, statistike i dr. Sva ta podrucˇja najcˇesˇc´e su se razvila iz
potrebe rjesˇavanja nekih (matematicˇkih) problema i modeliranja situacija – primjerice, ge-
ometrija se bavi modeliranjem i rjesˇavanjem problema u prostoru, statistika se bavi prikup-
ljanjem, organizacijom, analizom, interpretacijom i prikazivanjem podataka itd. Upravo
zbog toga statistika kao grana matematike pronalazi sˇiroku primjenu u modeliranju pro-
blema iz stvarnog zˇivota: drusˇtvenih, industrijskih i znanstvenih.
Regresijska analiza je podrucˇje unutar statistike kojoj je cilj za zadani skup podataka
procijeniti odgovarajuc´u meduovisnost. Dakle, ona analizira odnos jedne zavisne i jedne ili
visˇe nezavisnih varijabli. Od skupa rasprsˇenih podataka time dobivamo skup podataka po-
vezan konkretnim zakonom. U najjednostavnijem slucˇaju taj je zakon linearan, a opc´enito
je, prilikom modeliranja, ta ovisnost cˇesto nelinearna. Odnos je linearan ukoliko ga graficˇki
mozˇemo prikazati pravcem, a u suprotnom je nelinearan.
Linearna regresija je pristup modeliranju problema koji odnos zavisnih i nezavisnih
varijabli opisuje linearno. Dakle, svakom jedinicˇnom porastu vrijednosti jedne varijable
odgovara priblizˇno jednaka linearna promjena druge varijable. Upravo zbog svoje jednos-
tavnosti i sˇiroke primjenjivosti, to je oblik regresije koji je najranije proucˇavan.
U srednjosˇkolskoj nastavi matematike linearna regresija trenutno nije u sadrzˇaju nas-
tavnih tema koje se poucˇavaju. Usprkos tome, ona se ipak koristi kako u matematici, tako i
drugim predmetima poput fizike, biologije, kemije. . . Tada se primarno radi na intuitivnoj
primjeni te metode, kao sˇto je slucˇaj kod povlacˇenja regresijskog pravca nakon ucrtavanja
podatka ili korisˇtenja racˇunalnih programa u istu svrhu, no ne stavlja se dovoljan naglasak
na matematicˇku pozadinu same metode.
Cilj ovog diplomskog rada je izlozˇiti teorijsku pozadinu i primjenu linearne regresije
primjereno srednjosˇkolskoj nastavi matematike. U radu c´e se izlozˇiti kratka povijesna
pozadina razvoja linearne regresije (metoda najmanjih kvadrata), zatim c´e se detaljnije
opisati linearna veza (egzaktna i priblizˇna linearna veza). Prikazat c´u sˇiroku primjenu
linearne regresije te predlozˇiti moguc´u realizaciju u srednjosˇkolskoj nastavi matematike.
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Poglavlje 1
Povijesni pregled
Josˇ u davna vremena ljudi su prikupljali demografske podatke, no tek su od 16. stoljec´a
nadalje dobivene podatke pocˇeli i analizirati. [1] Moguc´nost interpretacije i analize prikup-
ljenih podataka omoguc´io je razvoj teorije vjerojatnosti. Na taj je nacˇin engleski trgovac
John Graunt 1662. godine analizirao popis rodenih i umrlih te je uocˇio vec´u vjerojatnost
rodenja musˇke djece. Pojavom takvog pristupa mnosˇtvu podataka javio se problem po-
gresˇke. Temeljne postavke racˇuna pogresˇke iznio je Galileo Galilei 1632. godine u svojem
djelu Dialogo sopra i due Massimi Sistemi Del Mondo Tolemaico e Copernicano. Poti-
cao je potrebu sˇto vec´eg broja mjerenja jer je uocˇio da c´e time zakljucˇak o podatcima biti
pouzdaniji. Takoder, uz Galilea vezˇemo i sljedec´e zakljucˇke o racˇunu pogresˇke:
• Samo je jedna stvarna vrijednost prikupljenih podataka;
• Pogresˇke tijekom mjerenja su se pojavile zbog; nesavrsˇenosti mjernog instrumenta,
ali i zbog nepreciznosti promatracˇa;
• Pogresˇke su rasprsˇene simetricˇno oko nule;
• Manje pogresˇke su vjerojatnije od vec´ih.
Medutim, Galileo nije dao zakljucˇak kako iz skupa velikog broja podataka procijeniti
stvarnu vrijednost. Prva uobicˇajena procjena stvarne vrijednosti bila je aritmeticˇka sredina
koja se pojavila najkasnije sedamdesetih godina osamnaestog stoljec´a.
Prvi opc´enitiji problem javio se u 18. stoljec´u. Mnogi znanstvenici bavili su se pro-
matranjem dviju medusobno ovisnih velicˇina (xi, yi) sa zˇeljom pronalaska odgovarajuc´e
regresijske krivulje – krivulje koja najbolje opisuje dani skup podataka (xi, yi). Medu tim
znanstvenicima bio je i Josip Ruder Bosˇkovic´ koji je predlozˇio vezu izmedu podataka x i y
minimizacijom ukupne pogresˇke. Tu istu metodu opisao je i Laplace 1789. godine. Takav
pristup analizi podataka smatra se najranijim oblikom regresije.
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Ubrzo nakon toga su Legendre i Gauss poboljsˇali navedenu metodu. Uocˇili su da se
koeficijenti regresijskog pravca dobiju minimizacijom zbroja kvadrata odstupanja. Osnove
te metode najmanjih kvadrata Gauss je koristio josˇ 1795. godine premda je objavljena
1809. godine. Legendre je do spomenute metode dosˇao prije Gaussove objave, 1805.
godine. Ta situacija dovela je do rasprave o prvenstvu i prava na otkric´e ove metode. Velik
broj povjesnicˇara prvenstvo ipak daje Gaussu, a takvo stajalisˇte potkrepljuju Gaussovim
predvidanjem putanje asteroida Ceresa 1801. godine. Pratio je njegovu kretnju cˇetrdesetak
dana te je metodom najmanjih kvadrata uspjesˇno predvidio polozˇaj Ceresa. Nakon tog
dogadaja metoda najmanjih kvadrata se cˇesto koristi za analizu astronomskih podataka.[2]
Poglavlje 2
Linearna veza
Premda se linearna funkcija kao poglavlje unutar matematike javlja tek u sedmom raz-
redu, gotovo cijela nastava matematike u osnovnoj sˇkoli vrti se oko linearnosti. U ovom
poglavlju c´u ukratko opisati egzaktnu i priblizˇnu linearnu vezu izmedu dviju velicˇina. [3]
2.1 Egzaktna linearna veza
Definicija 2.1.1. Neka su a, b ∈ R, a , 0. Linearna funkcija je funkcija f : R→ R zadana
formulom:
f (x) = ax + b.
Koeficijent a je vodec´i koeficijent, a koeficijent b je slobodni koeficijent linearne funkcije.
Definicija iskljucˇuje slucˇaj kada je a = 0 jer se tada funkcija svodi na konstantnu
funkciju koja najcˇesˇc´e nije interesantna kao veza dviju varijabli, iako je i njen graf pravac.
Najjednostavniju linearnu vezu dobijemo u slucˇaju kada je b = 0, a tada kazˇemo da
su velicˇine f (x) i x proporcionalne: f (x) = ax, tj. f (x) : x = a. Navedeni stalni omjer
shvac´a se u obliku:
f (x2) : f (x1) = x1 : x2
gdje su x1, x2 bilo koje dvije vrijednosti velicˇine x, a f (x1) , f (x2) odgovarajuc´e vrijednosti
velicˇine f (x).
Propozicija 2.1.2. Funkcija je linearna ako i samo ako je f (x2)− f (x1)x2−x1 = a za svaki izbor
xi, i = 1, 2.
Dokaz. Dokazˇimo za pocˇetak prvi smjer: funkcija f je linearna ako vrijedi
f (x2) − f (x1)
x2 − x1 = a.
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Dakle, a (x2 − x1) = f (x2)− f (x1). Opc´enito, zbroj funkcija f i g je funkcija u oznaci f +g
definirana sa ( f + g) (x) = f (x) + g (x), x ∈ D ( f )∩D (g) (primijetimo da je f + g funkcija
jer za x ∈ D ( f ) ∩ D (g) brojevi f (x) i g (x) su jednoznacˇno odredeni, pa je i njihova suma
jednoznacˇno odredena). Uocˇimo dakle da vrijedi:
f (x2) − f (x1) = f (x2 − x1) .
Time je dokazan prvi smjer propozicije.
Dokazˇimo drugi smjer: ako je funkcija linearna onda za nju vrijedi:
f (x2) − f (x1)
x2 − x1 = a.
Znamo da vrijedi f (x) = ax + b te uvrstimo u izraz:
f (x2) − f (x1)
x2 − x1 =
ax2 + b − ax1 − b
x2 − x1 =
ax2 − ax1
x2 − x1 =
a (x2 − x1)
x2 − x1 = a.

Graf linearne funkcije je pravac y = ax + b cˇiji je nagib/koeficijent smjera jednak a ,
a odsjecˇak na osi y jednak b . Ipak, nije svaki pravac u ravnini graf neke linearne funkcije
f : R → R, f (x) = ax + b,∀x ∈ R. Na primjer, pravac x = c, c = const. ne zadovoljava
kriterije funkcije.
2.2 Priblizˇna linearna veza
U praksi do zˇeljenih podataka dolazimo pokusom odnosno mjerenjem. Rezultati takvih
mjerenja su uglavnom priblizˇne vrijednosti, a ne tocˇne, tako da ako velicˇine i jesu povezane
odredenim pravilom rezultati mjerenja to samo priblizˇno pokazuju. To je slucˇaj i kod
linearno povezanih velicˇina. Opc´enito imamo:
• x1, x2, ..., xn → vrijednosti velicˇine x
• y1, y2, ..., yn → pripadajuc´e vrijednosti velicˇine y
• (x1, y1) , (x2, y2) , ..., (xn, yn)→ pripadajuc´e tocˇke ravnini
Dakle, ukoliko postoji linearna ovisnost velicˇina x i y, tocˇke (x1, y1) , (x2, y2) , ..., (xn, yn)
u pravilu nec´e pripadati jednom pravcu. Postavlja se pitanje kako onda odrediti pravac, od-
nosno, najprikladniju linearnu vezu izmedu velicˇina x i y. Za pocˇetak moramo biti sigurni
da linearna veza postoji. To se mozˇe uocˇiti u dijagramu rasipanja ili pomoc´u tablice u
kojoj se nalaze podatci. Nakon toga cilj je pronac´i pravac y = ax + b , odnosno koefici-
jente a i b koji te podatke najbolje opisuju. Zˇeljeni pravac ”najmanje odstupa” od tocˇaka
(x1, y1) , (x2, y2) , ..., (xn, yn). Tom odstupanju mozˇemo pristupiti na visˇe nacˇina [5]:
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1. Zbrojiti razlike x-koordinata / y-koordinata
2. Zbrojiti apsolutne vrijednosti razlike x-koordinata / y -koordinata
3. Zbrojiti euklidske udaljenosti od pravca za svaku tocˇku
4. Zbrojiti kvadrate razlika y-koordinata (metoda najmanjih kvadrata)
Proucˇimo kako dobiti koeficijente a, b pravca y = ax + b ”koji najbolje opisuje zadane
podatke” u pojedinim navedenim situacijama.
Zbrajanjem razlika y-koordinata (prema nacˇinu 1.) vrijedi:
Slika 2.1: Odstupanje y koordinata
Prvo primjetimo sljedec´e: prihvac´amo da vrijedi jednostavno i intuitivno jasno nacˇelo
ravnotezˇe koje podrazumijeva medusobno ponisˇtavanje pogresˇaka,
n∑
i=1
di = 0, stoga slijedi:
n∑
i=1
(yi − axi − b) = 0
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n∑
i=1
yi = a
n∑
i=1
xi + nb
Uocˇimo dakle da nasˇ ”najbolji“ pravac prolazi aritmeticˇkom sredinom danih podataka, tj.
tocˇkom (x, y), gdje je
x =
x1 + x2 + ... + xn
n
y =
y1 + y2 + ... + yn
n
Primijetimo pritom da se prethodno navedena tocˇka ne mora nuzˇno nalaziti medu pocˇetnim
podacima.
Slicˇan rezultat dobili bismo promatrajuc´i razlike x-koordinata:
Slika 2.2: Odstupanje x koordinata
n∑
i=1
di = 0
n∑
i=1
(xi − 1ayi +
b
a
) = 0
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n∑
i=1
xi =
1
a
n∑
i=1
yi − nba
x =
1
a
y − b
a
y = ax + b
Stoga gledanjem razlika x-koordinata nismo dobili novu informaciju u odnosu na pret-
hodna razmatranja.
Iduc´a moguc´nost (prema nacˇinu 3.) je gledati prema euklidskoj udaljenosti tocˇaka
od pravca. To je ujedno i intuitivno najjasniji nacˇin buduc´i da se pritom gleda najkrac´a
udaljenost tocˇaka do pravca.
Definicija 2.2.1. Neka su A = (x1, y1) te B = (x2, y2) dvije tocˇke u koordinatnoj ravnini R2.
Tada d2(A, B) =
√
(x1 − xx)2 + (y1 − y2)2 zovemo euklidska udaljenost tocˇaka A i B.
Propozicija 2.2.2. Euklidska udaljenost zadovoljava sljedec´a svojstva:
• d2 (A, B) ≥ 0,∀A, B ∈ R2
• d2 (A, B) = 0⇔ A = B
• d2 (A, B) = d2 (B, A) ,∀A, B ∈ R2
• d2 (A,C) + d2 (C, B) ≥ d2 (A, B) ,∀A, B,C ∈ R2
Opc´enito, svaku funkciju d : R2 × R2 → [0,∞) koja zadovoljava gore navedena svoj-
stva zovemo funkcijom udaljenosti na R2. Inacˇe, funkcija udaljenosti se opc´enito ne defi-
nira samo na R2, no zbog problema kojim se ovdje bavimo zadrzˇat c´emo se na spomenutoj
definiciji 2.2.1.
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Slika 2.3: Euklidske udaljenosti tocˇaka od pravca
Okomiti pravci na pravac y = ax + b su oblika y = −1a x + c, c ∈ R. Mi trazˇimo one
okomite pravce koji prolaze nasˇim tocˇkama (xi, yi), odnosno vrijedi c = yi + 1a xi pa stoga
trazˇeni okomiti pravci imaju jednadzˇbu y = −1a x + yi + 1a xi. Pronadimo tocˇke presjeka tih
pravaca s pravcem y = ax + b:
ax + b = −1
a
x + yi +
1
a
xi
(
a +
1
a
)
x = yi +
1
a
xi − b
x =
a
a2 + 1
yi +
1
a2 + 1
xi − aba2 + 1
y =
a2
a2 + 1
yi +
a2
a2 + 1
xi − a
2b
a2 + 1
+ b
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Radi jednostavnosti oznacˇimo dobivene koordinate s
(
x
′
i, y
′
i
)
kao na Slici 2.3. Po de-
finiciji 2.2.1. euklidske udaljenosti za dvije tocˇke T = (x, y) (proizvoljna tocˇka pravca
y = ax + b) i Ti = (xi, yi) slijedi:
di =
√
(x − xi)2 + (y − yi)2 =
√
(x − xi)2 + (ax + b − yi)2
Zˇelimo da zbroj tih udaljenosti
n∑
i=1
di bude sˇto manji.√
(x − xi)2 + (ax + b − yi)2 → min
To je ekvivalentno
(x − xi)2 + (ax + b − yi)2 → min
Minimum gornje funkcije ne moramo nuzˇno racˇunati pomoc´u diferencijalnog racˇuna
jer imamo kvadratnu jednadzˇbu:
(x − xi)2 + (ax + b − yi)2 = x2 − 2xxi + x2i + a2xi + b2 + y2i + 2abx − 2axyi − 2byi
=
(
1 + a2
)
x2 + (−2xi + 2ab − 2ayi) x + x2i + b2 + y2i − 2byi
Mozˇemo uocˇiti da dobivena kvadratna jednadzˇba poprima svoj globalni minimum u
tjemenu parabole. Dakle mozˇemo racˇunati:
4 ·
(
a2 + 1
)
·
(
x2i + b
2 + y2i − 2byi
)
− (−2xi + 2ab − 2ayi)2
4
(
a2 + 1
)
=
4b2 + 4y2i − 8byi + 4a2x2i + 8abxiyi
4
(
a2 + 1
)
=
(axi + b − yi)2
a2 + 1
Nasˇa pocˇetna funkcija je korijen gornjeg izraza, dakle imamo |axi+b−yi |√
a2+1
. Upravo smo do-
kazali propoziciju:
Propozicija 2.2.3. Udaljenost tocˇke T0 = (x0, y0) od pravca p...y = ax + b iznosi:
d (T0, p) = d(T0,T ′) =
|ax0 + b − y0|√
a2 + 1
.
Pri cˇemu je tocˇka T ′ = (x′, y′) ortogonalna projekcija tocˇke T0 = (x0, y0) na pravac p.
Ukupna suma odstupanja stoga je jednaka:
n∑
i=1
di =
n∑
i=1
|axi + b − yi|√
a2 + 1
.
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2.3 Metoda najmanjih kvadrata
U prethodno prikazanim primjerima navedena su osnovna i najjednostavnija nacˇela za
izracˇun odstupanja pravca od eksperimentalnih vrijednosti. Ipak, najvazˇnija metoda za
obradu takvih podataka je metoda najmanjih kvadrata cˇije otkric´e pripisujemo Gaussu.
Naime, matematicˇari toga doba uocˇili su kako nije dobro razmatrati samo zbroj razlika eks-
perimentalnih i teoretskih podataka jer se pri tom pozitivne i negativne razlike ponisˇtavaju.
Prvi pomak prema otkric´u ove metode bio je pokusˇaj gledanja apsolutnih vrijednosti raz-
lika teoretskih od eksperimentalnih vrijednosti uz zahtjev da taj zbroj bude minimalan.
Nakon toga otkric´a, metoda najmanjih kvadrata pokazala se prikladnijom te c´u je iz tog
razloga detaljnije opisati.
Slika 2.4: Vizualizacija metode majmanjih kvadrata
Jednostavno i intuitivno nacˇelo ravnotezˇe glasi:
n∑
i=1
di = 0.
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Kao sˇto govori i sam naziv metode, za pravac koji je optimalan po metodi najmanjih kva-
drata vrijedi:
n∑
i=1
di2 → min,
tj. minimizirana je suma kvadrata pogresˇaka di individualnih tocˇaka od pravca. Pogresˇka
individualne tocˇke opisana je sljedec´im izrazom:
di = yi − (axi + b) ,
gdje su xi, yi koordinate svake od tocˇaka, a a, b koeficijenti pravca, pa se stoga problem
minimizacije sume kvadrata pogresˇaka svodi na minimiziranje funkcije F(a, b):
F(a, b) =
n∑
i=1
(yi − (axi + b))2 → min
∂F
∂a
= 0,
∂F
∂b
= 0
Parcijalnim deriviranjem F po a dobivamo:
∂F
∂a
=
n∑
i=1
2 (yi − (axi + b)) · (−xi)
=
n∑
i=1
2
(
−xiyi + axi2 + bxi
)
= −2
n∑
i=1
xiyi + 2a
n∑
i=1
xi2 + 2b
n∑
i=1
xi
⇒ a
n∑
i=1
xi2 + b
n∑
i=1
xi −
n∑
i=1
xiyi = 0.
Analogno, parcijalnim deriviranjem F po b dobivamo:
∂F
∂b
=
n∑
i=1
2 (yi − (axi + b)) = 2
n∑
i=1
yi − 2a
n∑
i=1
xi − 2
n∑
i=1
1
n∑
i=1
yi − a
n∑
i=1
xi − bn = 0
⇒ b =
n∑
i=1
yi − a
n∑
i=1
xi
n
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Sredivanjem dobivenih izraza slijedi:
a
n∑
i=1
xi2 +
1
n
 n∑
i=1
yi − a
n∑
i=1
xi
 n∑
i=1
xi −
n∑
i=1
xiyi = 0
a =
n
n∑
i=1
xiyi − 1n
n∑
i=1
yi
n∑
i=1
xi
n∑
i=1
x2i − 1n
(
n∑
i=1
xi
)2
Stoga su konacˇni izrazi za a i b:
a =
n
n∑
i=1
xiyi −
n∑
i=1
xi
n∑
i=1
yi
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2
b =
n∑
i=1
x2i
n∑
i=1
yi −
n∑
i=1
xi
n∑
i=1
xiyi
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2
Buduc´i da prethodno navedeni matematicˇki dokaz nije pogodan za rad s ucˇenicima, po-
trebno je osmisliti nacˇin na koji ipak mozˇemo provesti dokaz koji se temelji na dosadasˇnjim
zakljucˇcima, a koji bi i ucˇenici mogli razumjeti [5]. U gore navedenom dokazu za metodu
najmanjih kvadrata problematicˇan je pojam funkcije dviju varijabli te parcijalna integracija,
no visˇe smo puta dokazali da nacˇelom ravnotezˇe dolazimo do zakljucˇka da trazˇeni pravac
prolazi aritmeticˇkim sredinama podataka. Ako koordinate aritmeticˇke sredine oznacˇimo
sa:
x =
n∑
i=1
xi
n
, y =
n∑
i=1
yi
n
,
te uvrstimo izraz b = y−ax u prethodno navedenu funkciju dviju varijabli, dobivamo funk-
ciju koja ovisi o jednoj varijabli:
F(a) =
n∑
i=1
(yi − axi − (y − ax))2 =
n∑
i=1
((yi − y) − a (xi − x)))2
=
n∑
i=1
(
a2 (xi − x)2 − 2a (yi − y) (xi − x) + (yi − y)2
)
= a2
 n∑
i=1
(xi − x)2
 − 2a  n∑
i=1
(yi − y) (xi − x)
 + n∑
i=1
(yi − y)2
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Buduc´i da se radi o kvadratnoj funkciji jedne varijable, ucˇenici znaju izracˇunati njezin
maksimum koji se nalazi u tjemenu [8]:
a = − B
2A
=
n∑
i=1
(yi − y) (xi − x)
n∑
i=1
(xi − x)2
Pa su konacˇni izrazi za a i b:
a =
n∑
i=1
(yi − y) (xi − x)
n∑
i=1
(xi − x)2
=
n
n∑
i=1
xiyi −
(
n∑
i=1
xi
) (
n∑
i=1
yi
)
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2
b = y − ax =
n∑
i=1
yi
n
−
n
n∑
i=1
xiyi −
(
n∑
i=1
xi
) (
n∑
i=1
yi
)
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2 ·
n∑
i=1
xi
n
Primjer 2.3.1. Pokusom su dobiveni sljedec´i podatci:
x 0 1 2 3 4
y 6 3 1 -2 -3
Metodom najmanjih kvadrata odredite funkcijsku vezu koja najbolje opisuje navedene
podatke.
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Rjesˇenje: Za pocˇetak ucrtajmo dane podatke u koordinatnom sustavu:
Slika 2.5: Dijagram rasipanja
Vidimo da se tocˇke nalaze priblizˇno na pravcu, stoga za zadane podatke trazˇimo line-
arnu vezu oblika y = ax + b . Takoder, prije odredivanja vrijednosti za a i b mozˇemo uocˇiti
i procijeniti da je a < 0 te b ≈ 6 . Radi laksˇeg racˇuna nacˇinimo tablicu:
xi 0 1 2 3 4
5∑
i=1
xi = 10
yi 6 3 1 -2 -3
5∑
i=1
yi = 5
x2i 0 1 4 9 16
n∑
i=1
x2i = 30
xiyi 0 3 2 -6 -12
5∑
i=1
xiyi = −13
a =
n
n∑
i=1
xiyi −
n∑
i=1
xiyi
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2 = 5 · (−13) − 10 · 55 · 30 − 100 = −2, 3
b =
n∑
i=1
x2i
n∑
i=1
yi −
n∑
i=1
xi
n∑
i=1
xiyi
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2 = 30 · 5 − 10 · (−13)5 · 30 − 100 = 5, 6
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Dakle, pripadni regresijski pravac ima jednadzˇbu y = −2, 3x + 5, 6.
U gornjem primjeru smo imali svega 5 tocˇaka kroz koje smo trazˇili regresijski pravac
metodom najmanjih kvadrata. Mozˇemo uocˇiti kako je ta metoda bila spora i mukotrpna i za
ovaj mali broj tocˇaka. Zbog toga je pogodno naucˇiti primjenu nekih od tehnicˇkih pomagala
poput graficˇkog kalkulatora ili nekog dostupnog racˇunalnog programa.

Poglavlje 3
Matricˇni prikaz
3.1 Teorijska pozadina
Problem trazˇenja regresijskog pravca mozˇemo rijesˇiti i pomoc´u linearne algebre [4]. Neka
su, dakle, (xi, yi), i = 1, 2. . . , n dobiveni podatci nekog pokusa. Ukoliko bi pravac y = kx+ l
prolazio kroz sve zadane tocˇke, onda bi za svaku tocˇku vrijedilo kxi + l = yi. No pokazalo
se da dobiveni podatci iz pokusa ne lezˇe na pravcu, stoga opc´enito imamo sustav linearnih
jednadzˇbi: 
x1k + l = y1
x2k + l = y2
. . .
xnk + l = yn
Dakle, dobili smo sustav n linearnih jednadzˇbi s dvjema nepoznanicama k i l. Taj
problem mozˇemo zapisati i matricˇno na slijedec´i nacˇin:
Ax =

x1 1
x2 1
...
xn 1

[
k
l
]
=

y1
y2
...
yn
 = b
Buduc´i da ne postoji pravac koji prolazi kroz zadane tocˇke, zadani sustav ocˇito nije
rjesˇiv. Ocˇito, vektor bˆ ne lezˇi u slici od A. Stoga mozˇemo pokusˇati nac´i x takav da je
umnozˇak Ax sˇto blizˇi matrici b (zamislimo Ax kao aproksimaciju b). Odnosno, problem
se svodi na odredivanje x tako da udaljenost izmedu matrica b i Ax bude sˇto manja: ||Ax −
b|| −→ min.
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Definicija 3.1.1. Neka je A ∈ Mm,n. Rjesˇenje problema najmanjih kvadrata Ax = b je
xˆ ∈ Mn,1 takav da je
||Axˆ − b|| ≤ ||Ax − b||,∀x ∈ Mn,1.
Nuzˇno je napomenuti kako za bilo koji odabrani x, Ax nuzˇno mora pripadati slici od A.
Zbog toga trazˇimo x takav da se Ax nalazi u slici od A i sˇto blizˇe vektoru b. Takve zahtjeve
zadovoljava vektor kojemu je pocˇetak u vektoru b, a zavrsˇetak mu je upravo ortogonalna
projekcija na ravninu A. Nazovimo taj trazˇeni vektor bˆ (slika 3.1).
Slika 3.1: Ortogonalna projekcija vektora b na sliku od A
Stoga postoji rjesˇenje jednadzˇbe Ax = bˆ te ga oznacˇimo s xˆ. Uocˇimo nadalje kako je
vektor b−Axˆ okomit na sve vektore ravnine A, tj. vrijedi: a j · (b−Axˆ) = 0. Prethodni uvjet
mozˇemo zapisati kao:
aTj (b − Axˆ) = 0
Iz cˇega dakle slijedi:
AT (b − Axˆ) = 0
AT b − AT Axˆ = 0
AT Axˆ = AT b
Zadnja dobivena jednadzˇba naziva se normalna jednadzˇba.
Teorem 3.1.2. Neka su stupci matrice A linearno nezavnisni. Tada je rjesˇenje problema
najmanjih kvadrata ||Ax − b||2 −→ min ujedno i rjesˇenje normalne jednadzˇbe:
AT Ax = AT b.
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Dokaz. Kao sˇto je gore prikazano, skup rjesˇenja xˆ problema najmanjih kvadrata je ne-
prazan i svako rjesˇenje najmanjih kvadrata xˆ zadovoljava normalnu jednadzˇbu. Obrnuto,
pretpostavimo da za neki xˆ vrijedi:
AT Axˆ = AT b.
Tada xˆ zadovoljava
AT (b − Axˆ) = 0,
sˇto pokazuje da je b − Axˆ ortogonalan na sve redove matrice AT i stoga je ortogonalan
na sve stupce matrice A. Buduc´i da stupci matrice A razapinju Im A, vektor b − Axˆ je
ortogonalan na cijelu sliku od A. Stoga je jednadzˇba b = Axˆ + b − Axˆ rastav vektora b kao
linearne kombinacije vektora iz Im A i vektora ortogonalnog na Im A. Po jedinstvenosti
ortogonalnog rastava, Axˆ mora biti ortogonalna projekcija od b na Im A. To jest, Axˆ = bˆ i
xˆ rjesˇenje problema najmanjih kvadrata. 
3.2 Primjer korisˇtenja
Primjer 3.2.1. Pronadi rjesˇenje najmanjih kvadrata pomoc´u normalne jednadzˇbe ako je:
A =
 4 00 21 1

b =
 2011

Rjesˇenje: Koristec´i teorem 3.1.2. trazˇimo rjesˇenje:
AT Ax = AT b
AT A =
[
4 0 1
0 2 1
] 4 00 21 1
 =
[
17 1
1 5
]
AT b =
[
4 0 1
0 2 1
] 201
 =
[
19
11
]
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Dakle slijedi:
xˆ = (AT A)−1AT b =
1
84
[ −5 −1
−1 17
] [
19
11
]
=
[
1
2
]
Izracˇunajmo ukupnu nastalu pogresˇku:
Axˆ =
 4 00 21 1

[
1
2
]
=
443

b − Axˆ =
 2011
 −
 443
 =
 −2−48

||b − Axˆ|| =
√
(−2)2 + (−4)2 + 82 = √84
Za svaki x ∈ Mn,1 udaljenost izmedu vektora b i Ax je barem
√
84.
Poglavlje 4
Podrucˇja primjene
Uz cˇestu primjenu regresijskog pravca kod izravno linearno povezanih velicˇina, cˇesto se
u praksi koristi i kod logaritamskih i eksponencijalno povezanih velicˇina. Naime, upravo
kako bi se pojednostavila veza, kako bi se bolje uocˇila svojstva velicˇina, inzˇenjeri se cˇesto
koriste logaritamskim skalama. Te skale omoguc´uju prikaz podataka koji dobro razlikuje
velike razlike u podatcima. Tako su na primjer uobicˇajene primjene koje ukljucˇuju po-
trese, glasnoc´u zvuka, intenzitet svijetla i pH vrijednost otopina. Osim uobicˇajenih xy-
pravokutnih sustava, postoje i sustavi (na pravcu, u ravnini. . . ) kojima se na nekoj ili obje
osi prikazuje logaritam velicˇine. Te sustave nazivamo Lin− log, Log− lin, Log− log. Dakle,
na koordinatnim osima se u jednakim razmacima stavljaju logaritmi brojeva, ali se pisˇu ne-
logaritmirani brojevi. [6]
Opc´i primjeri nelinearnih modela koji se mogu linearizirati:
• Zadana je opc´a eksponencijalna funkcija y = ax
Logaritmiranjem izraza i korisˇtenjem svojstva logaritama slijedi:
log y = log ax
log y = x log a
Dobiveni izraz s desne strane je linearan stoga eksponencijalna funkcija u Log − lin
sustavu postaje pravac.
• Zadana je eksponencijalna funkcija y = abx
Ponovno kao i u prethodnom slijedi:
log y = log (abx) = log a + log bx
log y = log a + x log b
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Dobiveni izraz s desne strane je ponovno linearan – pravac s log a odsjecˇkom na osi
y i nagibom jednakim log b. U Log− lin sustavu ova bi eksponencijalna funkcija bila
linearna.
• Zadana je logaritamska funkcija y = log x
Dakle, x = 10y. U Lin − log koordinatnom sustavu velicˇine na osi y se ne mijenjaju,
a x os poprima vrijednosti log x. Zbog toga c´e dobiveni graf u novom koordinatnom
sustavu biti pravac.
Primjer prikaza na pravcu – primjena logaritamske skale
Kao sˇto je vec´ ranije recˇeno, cˇesto treba usporediti brojeve kojima se vrijednosti krec´u
od vrlo malih do vrlo velikih pa se javlja problem njihova predocˇavanja. Recimo da imamo
podatke broja stanovnika u pojedinim gradovima:
Grad Vatikan Ljubljana Zagreb Pariz London Peking
Broj
stanovnika 1000 300 000 790 000 2 000 000 9 000 000 20 000 000
Prikaz tih podataka na brojevni pravac cˇini se nemoguc´im. Prvo bismo oznacˇili broj
0, a nakon toga, znajuc´i da nas ocˇekuju veliki brojevi, Vatikan bismo stavili sˇto blizˇe nuli,
recimo na 0.1 cm desno od nule. Tada bi se Ljubljana nalazila 30 cm, Zagreb 79 cm, Pariz
2 m, London 9 m, a Peking cˇak na 2 km daleko od nule. Ocˇito je da smo pocˇetnu jedinicˇnu
duzˇinu trebali josˇ visˇe smanjiti, sˇto se ne cˇini izvedivo. No ukoliko podatke sagledamo na
nacˇin da uocˇimo njihov odnos u znamenkama, a ne kao tocˇne vrijednosti, podatke mozˇemo
prikazati na nacˇin:
Slika 4.1: Logaritamska skala na pravcu
Kako su potencije broja 10 smjesˇtene na pravcu na jednakoj udaljenosti, to polozˇaj
broja pokazuje koliko taj broj ima znamenaka. Upravo se takva ljestvica zove logaritam-
skom ljestvicom jer su gradovi smjesˇteni na pravcu kako su smjesˇteni njihovi logaritmi.
Nisu sve logaritamske ljestvice jednostavne kao navedena, ali one sve pokazuju red velicˇine
podataka, a ne sam podatak te olaksˇavaju usporedbu medusobno jako razlicˇitih vrijednosti.
U sljedec´em c´u primjeru navesti logaritamsku ljestvicu u ravnini te njezinu znacˇajnu ulogu
povezanu s pravcem regresije.
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Primjer - potres
Potres je iznenadna i kratkotrajna vibracija tla uzrokovana urusˇavanjem stijena, mag-
matskom aktivnosˇc´u ili tektonskim poremec´ajima. Ovisnost jacˇine potresa (u odnosu na
potres nulte razine) o udaljenosti od epicentra (mjesto na Zemljinoj povrsˇini okomito od
zˇarisˇta potresa) dan je graficˇkim prikazom:
Slika 4.2: Ovisnost jacˇine potresa o udaljenosti od epicentra
Iz prikazanog grafa mozˇemo zakljucˇiti da je ovisnost logaritamska – jacˇina potresa s
porastom udaljenosti od epicentra pada odjednom naglo, a potom pada usporeno [7]. Iz
ovakvog prikaza podataka seizmografima je bilo tesˇko zakljucˇiti pojedina svojstva potresa.
Zbog toga je C. F. Richter 1935. godine objavio svoju ljestvicu potresa koja je odmah pos-
tala standardna mjera intenziteta potresa. On je svaki potres odlucˇio usporediti s potresom
nulte razine kojeg seizmografi na udaljenosti od 100 km od epicentra biljezˇe kao pomak od
0,001 mm. Jacˇina na Richterovoj ljestvici dana je formulom: R = log II0 , gdje je I intenzitet
potresa, a I0 intenzitet nultog potresa. Sada graficˇki prikaz podataka postaje linearan:
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Slika 4.3: Prikaz ovisnosti jacˇine potresa o udaljenosti od epicentra u Log-lin koordinatnom
sustavu
Novonastali pravac regresije smjesˇten je u Log − lin koordinatnom sustavu – vrijed-
nosti na x osi su ostale nepromijenjene, dok su vrijednosti na y osi poprimile logaritam
prijasˇnje vrijednosti. Spomenuti pravac preglednije prikazuje podatke o jacˇini potresa od
prethodnog.
Poglavlje 5
Primjeri upotrebe u sˇkoli
U ovom poglavlju c´u navesti primjere upotrebe regresijskog pravca s kojima sam se kao
ucˇenica susretala tijekom svoga srednjosˇkolskog obrazovanja. Takoder, navest c´u primjere
koje sam samostalno osmislila na temelju navedenog iskustva. Navedeni primjeri su iz
podrucˇja:
• Fizike
• Informatike
5.1 Fizika
Odredivanje i analiza brzine ruke
U ovoj vjezˇbi koristi se elektromagnetsko tipkalo, papirnata traka duljine jednog metra te
ravnalo. Na tipkalo postavimo indigo papir, a papirnatu traku postavimo izmedu batic´a i
indigo papira (slika 5.1). Nakon sˇto se ukljucˇi elektromagnetsko tipkalo, primimo jedan
kraj papirnate trake i povlacˇimo je kroz batic´. Batic´ u jednakim vremenskim intervalima
ostavlja tragove (tocˇkice) pomoc´u indigo papira. Dobivenim otiskom na papiru mozˇemo
analizirati gibanje nasˇe ruke, sˇto je ujedno i cilj ove vjezˇbe.
Zadatci:
1. Tipkalo je na traci ostavilo tragove u obliku tocˇkica u jednakim vremenskim razma-
cima. Zasˇto, medutim, razmaci izmedu tocˇkica nisu uvijek jednaki?
2. Unesite u tablicu vasˇa mjerenja za 10 vremenskih intervala.
3. Nacrtajte s-t graf gibanja.
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Slika 5.1: Elektromagnetsko tipkalo
Rezultati mjerenja:
Redni broj t(s) s(cm) ∆s (cm)
1. 0,2 2,25 2,50
2. 0,4 5,25 2,75
3. 0,6 8,00 2,75
4. 0,8 11,40 3,40
5. 1,0 15,00 3,80
6. 1,2 19,50 4,50
7. 1,4 24,60 5,20
8. 1,6 30,40 5,50
9. 1,8 36,90 6,50
10. 2,0 43,70 6,80
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Zakljucˇak vjezˇbe i odgovori na pitanja:
Razmaci izmedu tocˇkica nisu uvijek jednaki zbog razlicˇite brzine gibanja ruke – iz toga
proizlazi nejednolika udaljenost izmedu tocˇkica:
Slika 5.2: Papirnata traka - prikaz gibanja ruke
Medutim, cilj vjezˇbe je bilo jednoliko gibanje ruke te smo zbog toga dobili priblizˇno
linearnu vezu. Nagib tog pravca je prosjecˇna brzina ruke.
Komentar vjezˇbe:
Ova vjezˇba iz fizike izvodi se u prvom polugodisˇtu prvog razreda te ucˇenici nisu upoz-
nati s pravcem regresije. On je ucˇenicima intuitivno jasan, i za predocˇavanje ovakvog
gibanja ucˇenici su koristili moguc´nost programskog paketa Microsoft Excel za crtanje tak-
vog pravca. Medutim, sjec´am se i iz vlastitog iskustva kako smo kao ucˇenici bili nesigurni
– pravac prolazi kroz neke dvije tocˇke, gdje su te tocˇke na prikazanom grafu?
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Odredivanje konstante elasticˇnosti
Na pocˇetku vjezˇbe potrebno je objesiti oprugu na dani stalak te izmjeriti duljinu opruge
u neopterec´enom polozˇaju (x0 sa slike 5.3). Izvrsˇite 10 razlicˇitih mjerenja s utezima
razlicˇitih masa i pratite produljenje opruge ∆x . Dobivenim mjerenjima odredite kons-
tantu elasticˇnosti opruge staticˇkom metodom, a potom iz nagiba krivulje odgovarajuc´eg
grafa.
Slika 5.3: Prikaz produljenja opruge
Rezultati mjerenja:
x0 = 0, 28m
Redni broj m(kg) x(m) ∆x (m) k(N/m) ∆k (N/m) F(N)
1. 0,109 0,325 0,045 23,769 0,831 1,069
2. 0,152 0,340 0,060 24,852 0,259 1,491
3. 0,261 0,385 0,105 24,384 0,208 2,561
4. 0,372 0,420 0,140 26,066 1,473 3,650
5. 0,429 0,450 0,170 24,755 0,162 4,208
6. 0,120 0,330 0,050 23,544 1,049 1,177
7. 0,110 0,325 0,045 23,980 0,613 1,079
8. 0,252 0,380 0,100 24,721 0,128 2,472
9. 0,315 0,405 0,125 24,721 0,128 3,090
10. 0,346 0,415 0,135 25,142 0,550 3,394
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Primjer racˇuna:
Fel = k · ∆x
k =
Fel
∆x
k =
F
∆x
=
m · g
xn − x0
g ≈ 9, 81ms−2
∆x = |xi − x0|
∆x = |0, 325m − 0, 280m| = 0, 045m
k =
k1 + k2 + ... + k10
10
=
(23, 762 + 24, 852 + ... + 25, 142) Nm−1
10
= 24, 593Nm−1
k1 =
0, 109kg · 9, 81ms−2
0, 045m
= 23, 762Nm−1
Fel1 = k1 · ∆x1 = 23, 762Nm−1 · 0, 045m = 1, 069N
Graf prikazuje ovisnost sile o produljenju opruge. Nagib prikazanog pravca predstavlja
konstantu elasticˇnosti opruge – otprilike: 2,5−1,50,1−0,06 = 25Nm
−1.
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Zakljucˇak vjezˇbe:
Ovom vjezˇbom smo odredili konstantu elasticˇnosti opruge na dva nacˇina, racˇunom(
k = 24, 6Nm−1
)
i pomoc´u graficˇkog prikaza ovisnosti sile o produljenju opruge
(
k ≈ 25Nm−1
)
.
Vrijednost dobivena iz grafa je neznatno promijenjena jer smo nagib dobivenog priblizˇnog
pravca racˇunali pomoc´u tocˇaka koje priblizˇno pripadaju nacrtanom pravcu.
Komentar vjezˇbe:
Ova vjezˇba izvodi se na pocˇetku drugog polugodisˇta prvog razreda. Ucˇenici su dakle,
vec´ prijasˇnjim vjezˇbama, uocˇili postojanje priblizˇnog pravca. Izdvojila bih recˇenicu iz re-
ferata: ”Tocˇke ne lezˇe na istom pravcu, pa smo u skladu s time morali povuc´i najvjerojatniji
pravac buduc´i da nismo mogli samo povezati tocˇke“. Ucˇenicima je jasna priblizˇna linearna
veza, a svoje zakljucˇke temelje na formuli F = ∆x · k.
5.2 Informatika
Primjena regresijskog pravaca moguc´a je i na nastavnim satovima informatike. Naime,
ucˇenici drugih razreda u prirodoslovno-matematicˇkim gimnazijama ucˇe programski jezik
Python. U drugom polugodisˇtu upoznati su s osnovnim naredbama poput for i while petlji
te rada s nizovima. Buduc´i da ucˇenici josˇ matematicˇki nisu spremni za pravac regresije,
ucˇenicima je moguc´e samo dati formulu za udaljenost tocˇke od pravca. Dakle zadatak
koji sijedi je ipak primjereniji nakon sˇto se u trec´em razredu iz matematike prode cjelina
Pravci. U tom slucˇaju zadatak ima dvostruku ulogu - ponavljanje sadrzˇaja iz informatike
te povezivanje s novostecˇenim iskustvom iz matematike.
Zadatak:
Spuzˇva Bob i njegov prijatelj Patrik odlucˇili su uzˇivo pratiti najvazˇniju utakmicu na
morskome dnu. Tjedan dana prije pocˇetka utakmice otvorio se kiosk za prodaju ulaznica.
Organizatore je jako naljutio nepregledni i neuredni red koji se stvorio ispred kioska. Na-
ime, opc´e je poznato kako rijetko koja osoba ide samostalno bez prijatelja na utakmice.
Dakle, svaka skupina prijatelja medusobno se zapricˇala tako da su se stvorile razbacane
grupice, red ispred kioska dakle nije bio lijepo linearan. Stoga su organizatori odlucˇili dati
besplatne karte skupini prijatelja koji odrede pravac koji bi s najmanje pomaka gledatelja
bio idealan za red ispred kioska. Spuzˇva Bob i Patrik odlucˇili su prihvatiti ovu dobru priliku
besplatnih ulaznica te su odredili koordinatni sustav i zapisali polozˇaje svakog gledatelja.
Procjenom su izdvojili pravce koji bi najbolje opisivali podatke, no nisu znali odrediti koji
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je medu njima najbolji. Pomozi Spuzˇvi Bobu i Patriku da osvoje besplatne ulaznice i odredi
koji pravac od njihovih ponudenih najbolje opisuje polozˇaje gledatelja.
Ulazni podatci su koordinate gledatelja (zadnja upisana koordinata uvijek je (0, 0)),
broj priblizˇnih pravaca koje su Spuzˇva Bob i Patrik odredili te vodec´i i slobodni koefici-
jenti pravaca. Program treba ispisati sumu najmanje udaljenosti od tocˇaka do najboljeg
(upisanog) pravca te koeficijente pripadnog pravca.
Test podatci:
Ulazni podatci: Ulazni podatci: Ulazni podatci:
1,1,5,5,-3,-3,0,0 1,4,1,2,3,3,2,3,0,0 1,1, 0.5,2.5,-1,-2, 0,0
3 2 2
3,2,-1,0,1,0 0,3,-1,-1 1,1,1,0
Izlazni podatci: Izlazni podatci: Izlazni podatci:
0.0 1 0 5.0 0 3 2.12 1 0
Rjesˇenje:
import math
niz1=[]
niz2=[]
print("Upisi x koordinatu: ")
x=input()
niz1.append(x)
print("Upisi y koordinatu: ")
y=input()
niz2.append(y)
brojtocaka=0
while ((x<>0) or (y<>0)):
print("Upisi x koordinatu: ")
x=input()
niz1.append(x)
print("Upisi y koordinatu: ")
y=input()
niz2.append(y)
brojtocaka=brojtocaka+1
brojtocaka=brojtocaka+1
print("Upisi broj mogucih pravaca: ")
i=input()
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niza=[]
nizc=[]
for j in range(i):
print("Upisi koeficijente pravca: ")
a=input()
niza.append(-a)
b=input()
nizc.append(-b)
min = float(’inf’)
suma=0
for j in range(i):
for k in range(brojtocaka):
suma=suma+(abs(niza[j]*niz1[k]+niz2[k]+nizc[j]))/(math.sqrt(niza[j]*niza[j]+1))
if suma<=min:
min=suma
pamtia=-niza[j]
pamtib=-nizc[j]
suma=0
print(min,pamtia,pamtib)
Poglavlje 6
Moguc´a realizacija u nastavi
matematike
Cilj svakog obrazovnog programa je razvoj kompetencija. Taj pojam obuhvac´a dinamicˇku
kombinaciju kognitivnih i metakognitivnih vjesˇtina, znanja i razumijevanja, meduljudskih
i prakticˇkih vjesˇtina, a razlikujemo genericˇke (opc´e) i podrucˇno specificˇne kompetencije.
Genericˇke ili opc´e kompetencije su one kompetencije koje su prenosive u razlicˇita po-
drucˇja djelovanja, dok su podrucˇno specificˇne kompetencije svojstvene odredenoj disci-
plini (struci). Dakle, cilj svakog obrazovanja je omoguc´iti ucˇeniku razvoj tih kompetencija
kako bi u modernom svijetu odgovorio na probleme koje se pred njega stavljaju. Upravo
je matematicˇka kompetencija definirana kao sposobnost razvoja i primjene matematicˇkog
misˇljenja kako bi se rijesˇio niz problema u svakodnevnim situacijama. Zbog toga je u ma-
tematicˇkom obrazovanju naglasak na procesu i aktivnosti, kao i na znanju. Takav pristup
omoguc´uje razvoj ne samo proceduralnog vec´ i konceptualnog znanja. Jedna od metoda
ucˇenja koja omoguc´uje ostvarivanje i razvoj potencijala kod ucˇenika je metoda aktivnog
rada ucˇenika na nastavi. Takav oblik nastave podrazumijeva ucˇenicˇko otkrivanje novih
pojmova i veza te medusobnu ucˇenicˇku suradljivost na problemu. Na taj se nacˇin u nastavi
ostvaruje bit – ucˇenik je u sredisˇtu nastave.
U dosadasˇnjem kurikulumu pravac regresije nije bio dio nastavnog sadrzˇaja za ucˇenike.
No ipak, u prethodnom poglavlju smo naveli primjere gdje se pravac regresije koristio u
srednjosˇkolskoj nastavi. Zbog toga novi kurikulum uvodi pravac regresije kao novu nas-
tavnu jedinicu unutar 3. razreda srednjih sˇkola. U realizaciji ove nastavne jedinice koristila
sam zadatak koji je Ministarstvo dalo kao preporuku za ostvarivanje navedenog odgojno-
obrazovnog ishoda.[9]
1. GLAVNI CILJ NASTAVNOG SATA
Ucˇenici c´e na osnovi nekoliko podataka odredivati njihovu priblizˇnu linearnu vezu.
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2. OCˇEKIVANA UCˇENICˇKA POSTIGNUC´A
Ucˇenici c´e:
• ispitati koji pravac bolje opisuje dane podatke
• razvijati vjesˇtinu zakljucˇivanja i kriticˇkog misˇljenja
• raditi u skupinama uz razmjenu i sucˇeljavanje ideja, misˇljenja i stavova
3. KORELACIJE UNUTAR MATEMATIKE I S DRUGIM NASTAVNIM PRED-
METIMA
Povezivanje s koordinatnim sustavom u ravnini
4. TIP NASTAVNOG SATA
Sat obrade.
5. NASTAVNI OBLICI
Diferencirana nastava u obliku rada u paru, diferencirana nastava u obliku rada u sku-
pini, frontalna nastava.
6. NASTAVNE METODE
• prema izvorima znanja: metoda dijaloga, metoda demonstracije, eksperimentalna
metoda
• prema oblicima zakljucˇivanja: metoda analogije, heuristicˇka metoda
7. NASTAVNA POMAGALA
Plocˇa, kreda, kreda u boji, nastavni listic´, GeoGebra.
Aktivnost: Pravac i tri tocˇke
Cilj aktivnosti:
Ucˇenici c´e uocˇiti koji od tri moguc´a pravca (kroz tri nekolinearne tocˇke) najbolje opi-
suje dani skup zadanih tocˇaka.
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Nastavni oblik:
Diferencirana nastava u obliku rada u paru, diferencirana nastava u obliku rada u sku-
pini, frontalna nastava.
Nastavna metoda:
• prema izvorima znanja: metoda dijaloga, metoda demonstracije, eksperimentalna
metoda
• prema oblicima zakljucˇivanja: heuristicˇka metoda, metoda analogije
Potreban materijal:
Plocˇa, kreda, kreda u boji, geometrijski pribor, GeoGebra
Tijek aktivnosti:
Na pocˇetku aktivnosti nastavnik pita ucˇenike s koliko je tocˇaka odreden pravac (para-
lelno uz njihov odgovor crta dvije tocˇke na plocˇi i odgovarajuc´i pravac). Nakon toga c´e
nastavnik na plocˇi nacrtati tri nekolinearne tocˇke i pitati ucˇenike koliko pravaca mozˇemo
povuc´i kroz te tri tocˇke. Izgled plocˇe:
Slika 6.1: Svi moguc´i pravci kroz tri nekolinearne tocˇke
Nakon ovog uvodnog dijela nastavnik c´e ucˇenike rasporediti za rad u parovima. Sva-
kom paru ucˇenika podijelit c´e sljedec´i nastavni materijal:
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Nakon izvodenja pokusa dobiveni su sljedec´i podatci: (1, 2) , (3, 6) , (2, 3). U svakom od sljedec´a tri koordinatna
sustava ucrtaj dobivene podatke, a nakon toga nacrtaj i napisˇi jednadzˇbu pravca kroz neke dvije tocˇke (u svakom
koordinatnom sustavi izaberi druge dvije tocˇke tako da su pravci na slikama razlicˇiti).
Jednadzˇba nacrtanog pravca: Jednadzˇba nacrtanog pravca: Jednadzˇba nacrtanog pravca:
Za svaki od gornja tri slucˇaja odredi udaljenost trec´e tocˇke od pravca.
Udaljenost tocˇke od pravca iznosi: Udaljenost tocˇke od pravca iznosi: Udaljenost tocˇke od pravca iznosi:
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Nastavnik za vrijeme rjesˇavanja obilazi ucˇenike te pomazˇe grupama u kojima uocˇi
potesˇkoc´e prilikom rjesˇavanja nastavnog listic´a. Nakon sˇto vec´ina ucˇenika uspije izvrsˇiti
zadatak slijedi diskusija koji pravac najbolje opisuje dani skup tocˇaka. Nakon njihovih
zakljucˇaka nastavnik pokrec´e diskusiju te c´e upitati jesmo li nekako mogli dobiti josˇ bolji
pravac. Nastavnik c´e navoditi ucˇenike na zakljucˇak da pravac ne treba nuzˇno prolaziti za-
danim tocˇkama vec´ samo da im je udaljenost do pravca sˇto manja. Mogu li se udaljenosti
medusobno ponisˇtiti? Nakon ove diskusije slijedi prikaz u GeoGebri:
Slika 6.2: Prikaz u GeoGebri - suma odstupanja tri nekolinearne tocˇke od regresijskog
pravca
Aktivnost: Pokusˇajte sami!
Cilj aktivnosti:
Ucˇenici c´e radom u cˇetverocˇlanim skupinama odrediti priblizˇnu linearnu vezu zadanih
podataka.
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Nastavni oblik:
Diferencirana nastava u obliku rada u skupini, frontalna nastava.
Nastavna metoda:
• prema izvorima znanja: metoda dijaloga, metoda demonstracije, eksperimentalna
metoda
• prema oblicima zakljucˇivanja: heuristicˇka metoda, metoda analogije
Potreban materijal:
Plocˇa, kreda, kreda u boji, geometrijski pribor, nastavni listic´i
Tijek aktivnosti:
Na pocˇetku aktivnosti c´u ucˇenike pripremiti za rad u cˇetverocˇlanim skupinama. Svakoj
skupini podijelit c´u sljedec´i nastavni materijal:
Deset ucˇenika bilo je upitano koliko su se sati pripremali za ispit iz matematike.
Njihovi odgovori na to pitanje usporedeni su s bodovima koje su dobili na ispitu
(max 100).
x (h) 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75
y (bod) 57 64 59 68 74 76 79 83 85 86
a) Nacrtajte zadane podatke u prilozˇenom koordinatnom sustavu.
b) Nacrtajte pravac koji “dobro“ prolazi zadanim tocˇkama i procijenite mu
koeficijent smjera te odsjecˇak na osi y (napisˇite jednadzˇbu tog pravca,
y = ax + b).
c) Za svaku eksperimentalnu vrijednost xi iz tablice odredite pripadnu
vrijednost ytv = axi + b (ytv je oznaka za teorijsku vrijednost).
d) Odredite pogresˇku Di = yi − ytv (Di je razlika izmedu
eksperimentalne i teorijske vrijednosti), te zbroj svih pogresˇaka
10∑
i=1
Di .
e) Ako se neki ucˇenik pripremao 0.25h , koji je njegov najvjerojatniji rezultat
na ispitu?
f) Koliko se sati ucˇenik trebao pripremati da bi ostvario maksimum na ispitu?
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Slika 6.3: Koordinatni sustav - materijal za ucˇenike
Tijekom rada u skupinama nastavnik obilazi razred te pomazˇe ucˇenicima. Nakon sˇto
uocˇi da su ucˇenici izvrsˇili zadatak, slijedi diskusija. Voda svake grupe dolazi ispred razreda
i pokazuje pravac koji je njihova grupa uocˇila kao ”najbolji“. Uz napisan pravac, ucˇenik
c´e na plocˇi napisati zbroj pogresˇaka
10∑
i=1
Di. Nastavnik paralelno u GeoGebri crta pravce
koje su ucˇenici procijenili kao najbolje. Nakon sˇto svi ucˇenici pokazˇu svoj rad, nastavnik
postavlja pitanje koji od svih navedenih pravaca ima bolju priblizˇnu linearnu vezu za dane
podatke. Nastavnik navodi ucˇenike na zakljucˇak da je to pravac s najmanjim zbrojem
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pogresˇaka. Nastavnik dalje pita ucˇenike mozˇemo li dobiti josˇ manju sveukupnu pogresˇku
te nakon diskusije zapisuje na plocˇi:
Postupak koji smo koristili naziva se linearnom regresijom, a dobiveni pravac zovemo
pravcem regresije. To je pravac koji najbolje povezuje (aproksimira) zadane tocˇke grafa.
Slijedi jedan od moguc´ih ucˇenicˇkih radova:
Slika 6.4: Dijagram rasipanja i priblizˇni pravac koji ga opisuje
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Nacrtani pravac otprilike prolazi tocˇkama (0, 52) , (1, 65). Jednadzˇbom pravca kroz
te dvije tocˇke, ili ”metodom koracˇaj i skocˇi” ucˇenici mogu odrediti jednadzˇbu nacrtanog
pravca: y = 13x + 52.
Odredimo sada teorijske vrijednosti ytv i pripadnu pogresˇku Di = yi − ytv.
x (h) 0,50 0,75 1 1,25 1,50 1,75 2 2,25 2,50 2,75
y (bod) 57 64 59 68 74 76 79 83 85 86
ytv 58,5 61,75 65 68,25 71,50 74,75 78 81,25 84,50 87,75
Di -1,50 2,25 -6 -0,25 2,50 1,25 1 1,75 0,50 -1,75
Primjer racˇuna:
ytv1 = 13xi + 52 = 13 · 0, 50 + 52 = 58, 5
D1 = y1 − ytv1 = 57 − 58, 5 = −1, 50
Ukupna pogresˇka iznosi:
10∑
i=1
Di = −1, 50 + 2, 25 − 6 − 0, 25 + 1, 25 + 1 + 1, 75 + 0, 50 − 1, 75 = −0, 25
Ako se neki ucˇenik pripremao 0, 25h onda je njegov najvjerojatniji rezultat na ispitu
jednak:
y = 13x + 52 = 13 · 0, 25 + 52 = 55, 25.
Ucˇenikov najvjerojatniji rezultat na ispitu je osvojenih 55 boda. Preostaje josˇ odgovo-
riti na pitanje koliko bi se sati ucˇenik trebao pripremati kako bi ostvario maksimalan uspjeh
na ispitu. To znacˇi da je:
y = 100
y = 13x + 52
100 = 13x + 52
13x = 48
x = 3, 69h
Za maksimalan uspjeh ucˇenik bi se trebao pripremati otprilike 3 sata i 41 minutu.
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Sazˇetak
U ovom diplomskom radu analizirana je tematika linearne regresije u kontekstu sred-
njosˇkolske nastave matematike. Prvi dio rada primarno je orijentiran prema teorijskoj
pozadini, dok je drugi dio orijentiran prema konkretnoj primjeni.
Prvi dio sastoji se kratkog povijesnog pregleda razvoja linearne regresije i metode naj-
manjih kvadrata, nakon cˇega su iskazani i demonstrirani razlicˇiti oblici linearne veze, a
potom je demonstrirano pitanje linearne regresije u matricˇnom obliku.
Drugi dio rada zapocˇinje analizom moguc´ih podrucˇja konkretne primjene u stvarnom
zˇivotu, nastavlja diskusijom primjera korisˇtenja u nastavi srodnih predmeta (fizika i infor-
matika) te se na koncu predlazˇe moguc´a realizacija u nastavi matematike.

Summary
In this thesis, topic of linear regression is analysed in context of high-school mathematics.
First part of the thesis is primarily oriented on providing theoretical background, while the
second part is oriented to practical implementation.
The first part consists of a short historical background of linear regression develop-
ment, in particular, of the least squares method. Furthermore, various forms of linear
relationships are discussed and demonstrated, after which an approach to linear regression
in matrix form is demonstrated.
The second part begins by analysis of possible applications in real life, while the next
chapter discusses examples of possible use in teaching, in particular in subjects related to
mathematics (e.g. physics or programming). The final chapter suggests possible realisation
of the topic while teaching mathematics.
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