We describe a collection of computer scripts written in PARI/GP to compute, for reflection groups determined by finite-volume polyhedra in H 3 , the commensurability invariants known as the invariant trace field and invariant quaternion algebra. Our scripts also allow one to determine arithmeticity of such groups and the isomorphism class of the invariant quaternion algebra by analyzing its ramification.
Introduction
Suppose that P is a finite-volume polyhedron in H 3 each of whose dihedral angles is an integer submultiple of π. Then the group Λ(P ) generated by reflections in the faces of P is a discrete subgroup of Isom(H 3 ). If one restricts attention to the subgroup Γ(P ) consisting of orientation-preserving elements of Λ(P ), one naturally obtains a discrete subgroup of P SL(2, C) ∼ = Isom + (H 3 ). This very classical family of finite-covolume Kleinian groups is known as the family of polyhedral reflection groups.
There is a complete classification of hyperbolic polyhedra with non-obtuse dihedral angles, and hence of hyperbolic reflection groups, given by Andreev's Theorem [3, 16] (see also [24, 14, 6] for alternatives to the classical proof); however, many more detailed questions about the resulting reflection group remain mysterious. We will refer to finite-volume hyperbolic polyhedra with non-obtuse dihedral angles as Andreev Polyhedra and finite-volume hyperbolic polyhedra with integer submultiple of π dihedral angles Coxeter Polyhedra.
A fundamental question for general Kleinian groups is: given Γ 1 and Γ 2 does there exist an appropriate conjugating element g ∈ P SL(2, C) so that Γ 1 and gΓ 2 g −1 both have a finite-index subgroup in common? In this case, Γ 1 and Γ 2 are called commensurable. Commensurable Kleinian groups have many properties in common, including coincidences in the lengths of closed geodesics (in the corresponding orbifolds) and a rational relationship (a commensurability) between their covolumes, if the groups are of finite-covolume. See [23] for many more interesting aspects of commensurability in the context of Kleinian groups.
If Γ 1 and Γ 2 are fundamental groups of hyperbolic manifolds M 1 and M 2 , commensurability is the same as the existence of a common finite-sheeted cover M of M 1 and of M 2 . Similarly, if Γ(P 1 ) and Γ(P 2 ) are polyhedral reflection groups, they are commensurable if and only if there is a larger polyhedron Q that is tiled both by P 1 under reflections in the faces (of P 1 ) and by P 2 under reflections in the faces (of P 2 .) The existence of such a polyhedron Q is clearly a fundamental and delicate question from hyperbolic geometry. See Figure 1 for an example of two commensurable polyhedra. These coordinates for these polyhedra were computed using [25] and displayed in the conformal ball model of H 3 using Geomview [1] .
A pair of sophisticated number-theoretic invariants has been developed by Reid and others to distinguish between commensurability classes of general finite-covolume Kleinian groups. See the recent textbook [22] and the many references therein. Given Γ, these invariants are a number field k(Γ) known as the invariant trace field and a quaternion algebra A(Γ) over k(Γ) known as the invariant quaternion algebra. In fact, the invariant trace field is obtained by intersecting all of the fields generated by traces of elements of the finite-index subgroups of Γ. It is no surprise that such a field is related to commensurability because the trace of a loxodromic element a of Γ is related to the translation distance d along the axis of a by 2 cosh(d) = Re(tr(A)).
The pair (k(Γ), A(Γ)) does a pretty good job to distinguish commensurability classes, but there are examples of incommensurable Kleinian groups with the same (k(Γ), A(Γ)). For arithmetic groups, however, the pair (k(Γ), A(Γ)) is a complete commensurability invariant. Thus, one can find unexpected commensurable pairs of groups by computing these two invariants and by verifying that each group is arithmetic. See Subsection 7.7 for examples of such pairs that were discovered in this way. The precise definitions of the invariant trace field, the invariant quaternion algebra, and an arithmetic group will be given in Section 3.
It can be rather difficult to compute the invariant trace field and invariant quaternion algebra of a given Kleinian group "by hand." However there is a beautiful computer program called SNAP [10] written by Coulson, Goodman, Hodgson, and Neumann, as described in [9] . They have computed the invariant trace field and invariant quaternion algebra, as well as many other interesting invariants, for many of the manifolds in the Hildebrand-Weeks census [12] and in the Hodgson-Weeks census [15] . The basic idea used in SNAP is to compute a high-precision decimal approximation for an ideal triangulation of the desired manifold M using Newton's Figure 1 : Two commensurable polyhedra P 1 (left top) and P 2 (right top) which tile a common larger polyhedron Q, here the right-angled dodecahedron.
Method and then to use the LLL algorithm [19] to guess exact algebraic numbers from the approximate values. These guessed values can be checked for correctness using the gluing equations describing M , and if the values are correct, the invariant trace field and invariant quaternion algebra can be computed from the exact triangulation.
SNAP provides a vast source of examples, also seen in the appendix of the book [22] , and adds enormous flavor to the field. The fundamental techniques used in SNAP provide inspiration for our current work with polyhedral reflection groups.
In the case of polyhedral reflection groups there is a simplified description of the invariant trace field and the invariant quaternion algebra in terms of the Gram matrix of the polyhedron [21] . This theorem avoids the rather tedious trace calculations and manipulation of explicit generators of the group. Following the general technique used in the program SNAP we compute a set of outward unit normals to the faces of the polyhedron P to a high decimal precision and then use the LLL algorithm to guess the exact normals as algebraic numbers. From these normals the Gram matrix is readily computed, both allowing us to check whether the guessed algebraic numbers are in fact correct, and providing the exact data needed to use the theorem from [21] in order to compute the invariant trace field and invariant quaternion algebra for Γ(P ).
Our technique is illustrated for a simple example in Section 5 and a description of our program (available to download, see [4] ) is given in Section 6. Section 4 provides details on how to interpret the quaternion algebra. Finally in Section 7 we provide many results of our computations.
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Hyperbolic polyhedra and the Gram Matrix
We briefly recall some fundamental hyperbolic geometry, including the definition of a hyperbolic polyhedron and of the Gram matrix of a polyhedron.
Let E 3,1 be the four-dimensional Euclidean space with the indefinite metric
. Then hyperbolic space H 3 is the component having x 0 > 0 of the subset of E 3,1 given by The hyperplane orthogonal to a vector v ∈ E 3,1 intersects H 3 if and only if v, v > 0. Let v ∈ E 3,1 be a vector with v, v > 0, and define
to be the hyperbolic plane orthogonal to v; and the corresponding closed half space:
It is a well known fact that given two planes P v and P w in H 3 with v, v = 1 and w, w = 1, they:
• intersect in a line if and only if v, w 2 < 1, in which case their dihedral angle is arccos(− v, w ).
• intersect in a single point at infinity if and only if v, w 2 = 1, in this case their dihedral angle is 0.
• are disjoint if and only if v, w 2 > 1, in which case the distance between them is arccosh(− v, w )).
Suppose that e 1 , . . . , e n satisfy e i , e i > 0 for each i. Then, a hyperbolic polyhedron is an intersection
having non-empty interior.
If we normalize the vectors e i that are orthogonal to the faces of a polyhedron P , the Gram Matrix of P is given by M ij (P ) = 2 e i , e j . It is also common to define the Gram matrix without this factor of 2, but our definition is more convenient for arithmetic reasons. By construction, a Gram matrix is symmetric and has 2s on the diagonal. Notice that the Gram matrix encodes information about both the dihedral angles between adjacent faces of P and the hyperbolic distances between non-adjacent faces.
3 Invariant Trace Field, Invariant Quaternion Algebra, and Arithmeticity
The trace field of a subgroup Γ of P SL(2, C) is the field generated by the traces of its elements; that is, Q(tr Γ) := Q(tr γ : γ ∈ Γ). 1 This field is not a commensurablitity invariant as shown by the following example found in [22] .
Consider the group Γ generated by
where
It is easy to see that X normalizes Γ and its square is the identity (in P SL(2, C)), so that Λ = Γ, X contains Γ as a subgroup of index 2 and is therefore commensurable with Γ. But Λ also contains XBA = i i iω −i + iω , so the trace field of Λ contains i in addition to ω.
The easiest way to fix this, that is, to get a commensurability invariant related to the trace field, is to associate to Γ the intersection of the trace fields of all finite index subgroups of Γ; this is the invariant trace field denoted kΓ.
While this definition clearly shows commensurability invariance, it does not lend itself to practical calculation. The proof of Theorem 3.3.4 in [22] brings us closer: it shows that instead of intersecting many trace fields, one can look at a single one, namely, the invariant trace field of Γ equals the trace field of its subgroup Γ (2) := γ 2 : γ ∈ Γ . (This also shows that the invariant trace field is non-trivial which is not entirely clear from the definition as an intersection.) When a finite set of generators for the group is known, this is actually enough to compute the invariant trace field. Indeed, Lemma 3.5.3 in [22] establishes that if Γ = γ 1 , γ 2 , . . . , γ n , the invariant trace field of Γ is generated by {tr(γ i ) :
For reflection groups a more efficient description can be given in terms of the Gram matrix. The description given above uses roughly n 3 /6 generators for a polyhedron with n faces; the following description will use only around n 2 /2. But before we state it we need to define a certain quadratic space over the field k(P ) :
. . , i r } ⊂ {1, 2, . . . , n}) associated to a polyhedron; this space will also appear in the next section in the theorem used to calculate the invariant quaternion algebra.
As in the previous section, given a polyhedron P we will denote the outwardpointing normals to the faces by e 1 , . . . , e n and the Gram matrix by (a ij ). Define M (P ) as the vector space over k(P ) spanned by of all the vectors of the form a 1i 1 a i 1 i 2 · · · a i r−1 ir e ir where {i 1 , i 2 , . . . , i r } ranges over the subsets of {1, 2, . . . , n} and n is the number of faces of P . This space M (P ) will be equipped with the restriction of the quadratic form with signature (3, 1) used in H 3 . We recall that the discriminant of a non-degenerate symmetric bilinear form ·, · is defined as det ( v i , v j ) ij where {v i } i is a basis for the vector space on which the form is defined. The discriminant does depend on the choice of basis, but for different bases the discriminants differ by multiplication by a square in the ground field: indeed, if u i = j α ij v j , the discriminant for the basis {u i } i is that of the basis {v i } i multiplied by det(α ij ) 2 
. . , i r } ⊂ {1, 2, . . . , n}) is the field defined previously.
The Invariant Quaternion Algebra
A quaternion algebra over a field F is a four-dimensional associative algebra A with basis {1, i, j, k} satisfying i 2 = a1, j 2 = b1 and ij
The quaternion algebra defined by a pair a, b of elements of F is denoted by its Hilbert symbol a,b F . A quaternion algebra does not uniquely determine a Hilbert symbol for it, since, for example,
for any invertible elements u, v ∈ F . Fortunately, there is a computationally effective way of deciding whether two Hilbert symbols give the same quaternion algebra. This will be discussed in Section 4; for now we will just define the invariant quaternion algebra of a subgroup of P SL(2, C) and state the theorem we use to calculate a Hilbert symbol for it.
Given any non-elementary 2 subgroup Γ of P SL(2, C), we can form the algebra A 0 Γ := { a i γ i : a i ∈ Q(tr Γ), γ i ∈ Γ}. (Abusing notation slightly we consider the elements of Γ as matrices defined up to sign.) This turns out to be a quaternion algebra over the trace field Q(tr Γ) (see Theorem 3.2.1 in [22] ).
Just as with the trace fields, we define the invariant quaternion algebra of Γ, denoted by AΓ, as the intersection of all the quaternion algebras associated to finite-index subgroups of Γ.
When Γ is finitely generated in addition to non-elementary, we are in a situation similar to that of the invariant trace field in that the invariant quaternion algebra is simply the quaternion algebra associated to the subgroup Γ (2) of Γ, or in symbols, AΓ = A 0 Γ (2) . To see this, note that Theorem 3.3.5 in [22] states that for finitely generated non-elementary Γ, the quaternion algebra A 0 Γ (2) is a commensurability invariant. Now, given an arbitrary finite-index subgroup Λ of Γ we have AΓ ⊂ In the case where Γ is the reflection group of a polyhedron P , AΓ can be identified as the even-degree subalgebra of a certain Clifford algebra associated with P . Let us briefly recall the basic notions related to Clifford algebras. Given an n-dimensional vector space V over a field F equipped with a non-degenerate symmetric bilinear form ·, · and associated quadratic form · 2 , the Clifford algebra it determines is the 2 n -dimensional F -algebra generated by all formal products of vectors in V subject to the condition v 2 = v, v 1 (where 1 is the empty product of vectors). If {v 1 , v 2 , . . . , v n } is an orthogonal basis of V , a basis for the Clifford algebra C(V ) is
There is a Z 2 -grading of C(V ) given on monomials by the parity of the number of vector factors. Now we can state the result mentioned above: AΓ is the even-degree subalgebra of C(M ) where M is the vector space over the invariant trace field of Γ that appears in Theorem 1. This relationship between the invariant trace algebra and M allows one to prove a theorem giving an algorithm for computing the Hilbert symbol for the invariant quaternion algebra, part of Theorem 3.1 in [21] :
The invariant quaternion algebra of the reflection group Γ of a polyhedron P is given by
where {u 1 , u 2 , u 3 , u 4 } is an orthogonal basis for the quadratic space M (P ) defined in the previous section.
In many cases when studying an orbifold O = H 3 /Γ, a simple observation about the singular locus of O leads to the fact that the invariant quaternion algebra can represented by the Hilbert symbol
. This happens particularly often for polyhedral reflection groups.
Any vertex in the singular locus must be trivalent and must have labels from the short list shown in Figure 2 . See [5] for more information on orbifolds, and in particular page 24 from which Figure 2 is essentially copied.
The last three have vertex stabilizer containing A 4 , so if H 3 /Γ has singular locus containing such a vertex, Γ must contain A 4 as a subgroup. In this case, the invariant quaternion algebra can be represented by the Hilbert symbol For a polyhedral reflection group generated by a Coxeter polyhedron P , the corresponding orbifold H 3 /Γ has underlying space S 3 and the singular set is (an unknotted) copy of the edge graph of P . The label at each edge having dihedral angle π n is merely n. In many cases, this simplification makes it easier to compute the Hilbert symbol of a polyhedral reflection group. We do not automate this check within our program, but it can be useful to the reader.
Quaternion algebras and their invariants
As mentioned before, a quaternion algebra is fully determined by its Hilbert symbol a,b F , although this is by no means unique. For example,
all determine the same algebra (here x and y are arbitrary invertible elements of F .) Taking F = R, the Hilbert symbol
represents the ordinary quaternions (or Hamiltonians,) denoted by H. If F is any field, the Hilbert symbol
, the two-by-two matrices over F .
A natural question now arises; namely, when do two Hilbert symbols represent the same quaternion algebra? This question is pertinent for us-especially in the case when F is a number field-because the invariant quaternion algebra is an invariant for a reflection group. For these purposes, we will need some way of classifying quaternion algebras over number fields. All of the following material on quaternion algebras appears in the reference [22] .
The first step in the classification of quaternion algebras is the following theorem:
In the latter case, we say that A splits. There are several different ways of expressing this condition, one of which will be particularly useful for us:
The quaternion algebra A = When F is a number field, it turns out that in order to classify the quaternion algebras over F completely we need to look at quaternion algebras over the completions of F with respect to its valuations. The first chapter of [22] contains a brief introduction to number fields and valuations, and [18] is a standard text on the subject.
and
Any field admits a trivial valuation ν(x) = 1 for all x = 0. When F is a subfield of the real (or complex) numbers, the ordinary absolute value (or modulus) function is a valuation when restricted to F . In general, valuations on a field fall into two different classes.
Definition 6 If a valuation ν on a field F also satisfies
(iv) ν(x + y) ≤ max{ν(x), ν(y)} for all x, y ∈ F , then ν
is called a non-Archimedean valuation. If the valuation ν does not satisfy (iv), then it is called Archimedean.
There is also a notion of equivalence between valuations. 
When F is a number field, it is possible to classify all valuations on F up to this notion of equivalence. Let σ be a real or complex embedding of F . Then a valuation ν σ can be defined by ν σ (x) = |σ(x)|, where | · | is the absolute value on R or modulus on C. This is an Archimedean valuation on F , and up to equivalence these are the only Archimedean valuations that F admits.
Denote by R F the ring of integers of F -i.e. the set of elements of F satisfying some monic polynomial equation with integer coefficients-which is a subring of F . Let P be a prime ideal in R F . Define a function n P : R F → Z by n P (a) = m, where m is the largest integer such that a ∈ P m . Since F is the field of fractions of R F , n P can be extended to all of F by the rule n P (a/b) = n P (a) − n P (b). Now pick c with 0 < c < 1. The function ν P : R F → R + given by ν P (x) = c n P (x) is a non-Archimedean valuation on F . Moreover, all non-Archimedean valuations on F are equivalent to a valuation of this form.
We summarize these facts in the following theorem. A valuation ν on a field F defines a metric on F by d(x, y) = ν(x − y). The completion of F with respect to this metric is denoted by F ν . Equivalent valuations give rise to the same completions. If ν = ν σ for a real or complex embedding σ of F , then F ν is isomorphic to R or C respectively. If ν = ν P for some prime ideal P ⊆ R F , then F ν is called a P-adic field.
Let A be a quaternion algebra over a number field F , and let F ν be the completion of F with respect to some valuation ν. Then we can construct the tensor product A ⊗ F F ν , which turns out to be a quaternion algebra over
Fν . Ultimately, the classification of quaternion algebras over F will be reduced to the classification of quaternion algebras over completions of F with respect to valuations ν. The two following theorems will be useful in this regard.
Theorem 9 Let R be the real number field. Then H is the unique quaternion division algebra over R.
Theorem 10 Let F ν be a P-adic field. Then there is a unique quaternion division algebra over F ν .
Thus when A is a quaternion algebra over a number field F and A ν is the corresponding quaternion algebra over a real or P-adic completion F ν of F , by Theorem 3 there are two possibilities: A is the unique quaternion division algebra over F ν , or A ∼ = M 2 (F ν ). In the former case, we say that A ramifies at ν, while in the latter case we say that A splits at ν. When F ν = R, there is a simple test to determine which algebra is represented by the Hilbert symbol 
Various tests exist for P ν , but often the simplest test is to determine if there exists a solution to equation (1) . (See Appendix A.) Notice that by Theorem 4 every quaternion algebra over the complex numbers is isomorphic to M 2 (C).
The following theorem provides the necessary criterion for distinguishing between quaternion algebras over number fields.
Theorem 11 (Vignéras [31] .) Let F be a number field. For each quaternion algebra A over F , denote by Ram(A) the set of all real or finite places at which A ramifies. Then two quaternion algebras A and A ′ over F are equal if and only if
Thus the complete identification of a quaternion algebra A over a number field F amounts to determining Ram(A). It is easy to check if A ramifies at the real infinite places of F . Let α be a primitive element of F (i.e. an element whose powers form a basis for F over Q.) Every embedding of F in R can be obtained from a real root α i of the minimal polynomial of α over Q by extending the map σ i : α → α i linearly to F . If A = a,b F and a and b are expressed as polynomials in α, then it is straightforward to check if condition (2) holds for σ i (a) and σ i (b).
The finite places of F are more difficult to check. The most straightforward method is to check to see if the Hilbert equation (1) has a solution; our procedure for doing this is detailed in Appendix A.
Arithmeticity
The notion of an arithmetic group comes from the theory of algebraic groups and is a standard way of producing finite-covolume discrete subgroups of semi-simple Lie groups. To see how this general theory relates to Kleinian groups, see [13] or [22] .
In the case of Kleinian groups, the following definition coincides with the most general one, and is naturally related to the quaternion algebras which we have already mentioned.
Let A be a quaternion algebra over a number field F and denote by R F the ring of integers in F . An order O in A is an R F -lattice (spanning A over F ) that is also a ring with unity. For every complex place ν of F there is an embedding of
. Given a complex place ν and an order O, we can construct a subgroup of SL(2, C), and hence of P SL(2, C), by taking the image Γ ν O of the elements of O with unit norm under the embedding A −→ M 2 (C) defined above.
In the case that F has a unique complex place ν and that A ramifies over every real place of F , then 
Viewing Isom
+ (H 3 ) as SO + (3, 1) furnishes an alternative construction of arithmetic Kleinian groups as follows. Let F be a real number field, and (V, q) a four-dimensional quadratic space over F with signature (3, 1). Any F -linear map σ : V −→ V preserving q can be identified with an element of SO + (3, 1), and thus of Isom + (H 3 ), by extension of scalars from F to R. Given an R F -lattice L ⊂ V of rank 4 over R F , the group SO(L) := {σ ∈ SO + (3, 1) ∩ GL(4, F ) : σ(L) = L} is always discrete and arithmetic.
Moreover, the groups of the form SO(L) give representatives for the commensurability classes of all Kleinian groups that possess a non-elementary Fuchsian subgroup. Since all reflection groups determined by finite-volume polyhedra have non-elementary Fuchsian subgroups, for our purposes this can be considered the definition of arithmeticity. See [13, page 143] for a discussion. The distinction between arithmetic groups arising from quaternion algebras and those arising from quadratic forms is also discussed in [33, pages 217-221], whose authors call the latter "arithmetic groups of the simplest kind".
Aside from its relationship to algebraic groups, arithmeticity is interesting for many reasons including the fact that for arithmetic groups Γ the pair (kΓ, AΓ) is a complete commensurability invariant (see Section 8.4 of [22] ). This will allow us to identify several unexpected pairs of commensurable reflection groups which are presented in Section 7.7.
To decide whether a given reflection group Γ determined by a polyhedron P is arithmetic there is a classical theorem due to Vinberg [32] 3. trγ is an algebraic integer for each γ ∈ Γ.
Worked example
A Lambert cube is a compact polyhedron realizing the combinatorial type of a cube, with three disjoint non-coplanar edges chosen and assigned dihedral angles It is easy to verify that if l, m, n > 2, then, such an assignment of dihedral angles satisfies the hypotheses of Andreev's Theorem. The resulting polyhedron is called the (l, m, n)-Lambert Cube, which we will denote by P l,m,n .
In this section we illustrate our techniques by computing the invariant trace field and invariant quaternion algebra associated to the (3, 3, 6) Lambert cube.
The starting point of our computation is a set of low-precision decimal approximations of outward-pointing normal vectors {e 1 , . . . , e 6 } to the six faces of our cube. For a given compact hyperbolic polyhedron, it is nontrivial to construct such a set of outward-pointing normal vectors. One way is to use the collection of Matlab scripts described in [25] . Throughout this paper we will always assume the following normalization for the location of our polyhedron: the first three faces meet at a vertex, the first face has normal vector (0, 0, 0, * ), the second face has normal vector (0, 0, * , * ), and the third has form (0, * , * , * ), where * indicates that no condition is placed on that number.
We then use Newton's Method with extended-precision decimals to improve this set of approximate normals until they are very precise. (Here, we do this with precision 40 numbers, but we display fewer digits for the reader.) The vectors {e 1 , . . . e 6 } are displayed as rows in the following matrix: 
The normalization we have chosen for the location of our polyhedron assures us that each of these decimals should approximate an algebraic number of some (low) degree. There are commands in many computer algebra packages for guessing the minimal polynomial that is most likely satisfied by a given decimal approximate. Most of these commands are ultimately based on the LLL algorithm [19] . (We have used the command minpoly() in Maple, the command algdep() in Pari/GP, and the command RootApproximant[] in Mathematica 6.) Each of these commands requires a parameter specifying up to what degree of polynomials to search. In this case we specify degree 30. The resulting matrix of guessed minimal polynomials is:
The next step is to specify which root of each given minimal polynomial is closest to the decimal approximate above. In the current case, the solutions of each polynomial are easily expressed by radicals, so we merely pick the appropriate expression. (For more complicated examples, our computer program uses a more sophisticated way of expressing algebraic numbers as described in Section 6.) For the current example, the following matrix contains as rows our guessed exact values for {e 1 , . . . e 6 }.
Corresponding to this set of guessed normal vectors we have the Gram Matrix G i,j = 2 e i , e j :
By checking that there are 2's down the diagonal of G and that there is −2 cos(α ij ) in the ij-th entry of G if faces i and j are adjacent, we can see that the guessed matrix N whose rows represent outward-pointing normal vectors was correct. Here there are 4 · 6 − 6 = 18 equations that we have checked, consistent with the number of guessed values in the matrix N . Consequently G is the exact Gram matrix for the (3, 3, 6) Lambert cube. We can use this to compute the invariant trace field and the invariant quaternion algebra.
The nontrivial cyclic products from G correspond to non-trivial cycles in the Coxeter symbol for P 3,3,6 , which is depicted in Figure 3 
+
√ 37
The determinant of this matrix, and hence the discriminant of the quadratic form q (a number well-defined up to a square in the field k(P 3,3,6 )) is d = . This expression still looks rather cumbersome, and by writing a minimal polynomial for 2973−489 √ 37 2 and using the "polredabs()" command in Pari, we can check that −10 − 2 √ 37 also generates this field, hence kΓ 3,3,6 = Q −10 − 2 √ 37 .
In order to use Theorems 1 and 2 to compute the invariant quaternion algebra we need to express the quadratic form q with respect to an orthogonal basis {w 1 , w 2 , w 3 , w 4 }. The result is: .
That is, AΓ 3,3,6 ∼ = −3,−42−6 √ 37
" . Without using the machinery described in Section 4 is difficult to interpret this Hilbert symbol. The invariant trace field kΓ 3,3,6 has two real places, and AΓ 3,3,6 is ramified at each of these two places. By attempting to solve the Hilbert Equation (see Appendix A) we also observe that AΓ 3,3,6 is ramified over exactly two finite prime ideals in the ring of integers from kΓ 3,3,6 . These prime ideals lie over the rational prime 3 and we denote them by P 3 and P ′ 3 . Thus, according to Vignéras [31] , this finite collection of ramification data provides a complete invariant for the isomorphism class of AΓ 3,3,6 ∼ = −3,−42−6 √ 37
" . Using either Theorem 13 or Theorem 14, one can also deduce that Γ 3,3,6 is not arithmetic because the Gram matrix contains the element
, which is not an algebraic integer. However the other two hypotheses of each of these theorems are satisfied.
Description of the program
We've written a collection of PARI/GP scripts that automate the procedure from Section 5 for (finite-volume) hyperbolic polyhedra. The scripts take as input two matrices: the matrix of face normals, whose rows are low-precision decimal approximations to the outward-pointing normal vectors (normalized in H 3 as in the previous section); and the matrix of edge labels, a square matrix (n ij ) whose diagonal entries must be one, and whose off-diagonal terms n ij describe the relation between the i-th and j-th faces: n ij = 0 means the faces are non-adjacent and any other value means that they meet at a dihedral angle of π/n ij . The matrix of edge labels actually determines the polyhedron uniquely (up to hyperbolic isometry); one can use [25] to compute the approximate face normals from the edge labels.
In a typical session, after loading the input matrices, the user runs Newton's Method to obtain a higher-precision approximation for the face normals, and then can have the computer guess and verify exact values for the normal vectors and for the Gram matrix. With the exact Gram matrix, the user can request the invariant trace field (described by a primitive element) and the invariant quaternion algebra (described by a Hilbert symbol, or, after an additional command, by ramification data). There is also a function to test the polyhedron for arithmeticity-this too takes the Gram matrix as input.
The scripts are available at [4] ; the package includes a sample session and a user guide. The scripts, as mentioned before, are written in the high-level language GP, which helped in our effort to make the source code as readable as possible. In fact, the reader can consider the source code as executable statements of the theorems in the previous sections.
There are two main technical challenges involved in writing these scripts: choosing an appropriate representation of general algebraic numbers, and choosing a systematic way of listing the non-zero cyclic products a i 1 i 2 a i 2 i 3 · · · a iri 1 from the Gram matrix.
We describe a given algebraic number α as a pair (p(z),α), where p(z) is the minimal polynomial for α over Q andα is a decimal approximation to α. This representation is rather common-it is described in the textbook on computational number theory by Cohen [7] . While this representation is not already available in PARI/GP [27] , it is easy to program an algebraic number package working within PARI/GP for this representation.
A disadvantage of this representation for algebraic numbers is that when performing arithmetic on algebraic numbers, it is usually necessary to find composita of the fields generated by each number. This is not only a programming difficulty, it is the slowest part of our program. In some cases, when we know that we will do arithmetic with a given set of numbers {α 1 , . . . , α n }, we are able to speed up our calculations by computing a primitive element β for Q (α 1 , . . . , α n ) and re-expressing each α i as an element of Q[z]/ p(z) where p(z) is the minimal polynomial for β over Q. (PARI/GP has a data type called "polmod" for this representation.) Once expressed in terms of a common field, algebraic computations in terms of these polmods are extremely fast in PARI/GP.
Of course we don't typically have a priori knowledge of the outward-pointing normal vectors or of the entries in the Gram matrix for our polyhedron P . However, decimal approximations can be obtained using [25] . Just like in Section 5, we use the LLL algorithm [19] to guess minimal polynomials for the algebraic numbers represented by these decimal approximations. Typically a rather high-precision approximation is needed (sometimes 100 digits of precision) to obtain a correct guess. In this case, we use Newton's Method and the high-precision capabilities of PARI/GP to improve the precision of the normal vectors obtained from [25] . Correctness of the guess is verified once we use the guessed algebraic numbers for the outward-pointing normals to compute the Gram matrix and verify that each entry corresponding to a dihedral angle π n has the correct minimal polynomial for −2 cos π n . Additionally we check that the diagonal entries are exactly 2. In some cases the guessed polynomials are not correct, but typically, by sufficiently increasing the number of digits of precision, reapplying Newton's Method, and guessing again, we arrive at correct guesses.
Note that the number of checks, i.e. equations, equals the number of variables. If P has n faces, there are 4n − 6 variables: one for each coordinate of each outwardpointing normal, minus the six coordinates normalized to 0. Since we deal with compact Coxeter polyhedra and these necessarily have three faces meeting at each vertex, the number of edges is 3n − 6; there is one equation for each of these, and there are n additional equations for the diagonal entries of the Gram matrix, giving a total of 4n − 6 equations.
The guess and check philosophy is inspired by SNAP [10] , which also goes through the process of improving an initial approximation to the hyperbolic structure, guessing minimal polynomials, and verifying. Such techniques are also central to many areas of experimental mathematics in which the LLL algorithm is used to guess linear dependencies that are verified a posteriori.
When it comes to listing the non-zero cyclic products from the Gram matrix, we try to avoid finding more of them than necessary to compute the field they generate. It is easier to discuss these products in terms of the Coxeter symbol for the polyhedron. Recall that the Coxeter symbol is a graph whose vertices are the faces of the polyhedron with edges between pairs of non-adjacent faces and also between pairs of adjacent non-perpedicular faces. Typically edges between nonadjacent faces are drawn dashed, and edges between adjacent ones meeting at an angle of π/n are labeled n − 2. A non-zero cyclic product in the Gram matrix corresponds to a closed path in the Coxeter symbol.
An example Coxeter symbol appears in Figure 3 . While this Coxeter symbol and most that appear in the literature are planar, this is not typically the case due to the large number of dashed edges. The reason so many planar Coxeter symbols appear in the literature is that they are especially useful for tetrahedra in high dimensions and those are planar.
Our method, then, is to list all the squares of the elements of the Gram matrix, one for each edge in the Coxeter symbol, and a set of cycles that form a basis for the Z/2Z-homology of the Coxeter symbol. These allow one to express any cyclic product in the Gram matrix as a product of a number of basic cycles and squares or inverses of squares of Gram matrix elements corresponding to edges traversed more than once.
To get such a basis one can take any spanning tree for the graph and then, for each non-tree edge, take the cycle formed by that edge and the unique tree-path connecting its endpoints. Finding a spanning tree for a graph is a classical computer science problem for which we use breadth-first search (see [8] ). The spanning tree is also used for the task of finding a basis for M (P ), as this requires finding paths in the Coxeter symbol from a fixed vertex to four others. Breadth-first search has the advantage of producing a short bushy tree which in turn gives short paths and cycles.
Many computed examples
In this section we present a number of examples including some unexpectedly commensurable pairs of groups. We also present some borderline cases of groups that are incommensurable, but have some of the invariants in common.
Lambert Cubes
Recall from Section 5 that a Lambert cube is a compact polyhedron realizing the combinatorial type of a cube, with three disjoint non-coplanar edges chosen and assigned dihedral angles π l , π m , and π n with l, m, n > 2, and the remaining edges assigned dihedral angles π 2 . Any reordering of (l, m, n) can be obtained by applying an appropriate (possibly orientation reversing) isometry, so when studying Lambert cubes it suffices to consider triples with l ≤ m ≤ n.
In Table 1 we provide the invariant trace fields and the ramification data for the invariant quaternion algebras for Lambert cubes with small l, m, and n.
It is interesting to notice that many of the above computations are done by hand in [13] , where the authors determine which of the "Borromean Orbifolds" are arithmetic by recognizing that they are 8-fold covers of appropriate Lambert cubes. (They call the Lambert cubes "pyritohedra.") Our results are consistent with theirs.
In this table and all that follow, we specify the invariant trace field kΓ by a canonical minimal polynomial p(z) for a primitive element of the field and, below this polynomial, a decimal approximation of the root that corresponds to this primitive element.
We specify the real ramification data for the invariant quaternion algebra AΓ by a vector v whose length is the degree of p(z). If the i-th root of p(z) (with respect to Pari's internal root numbering scheme) is real, we place in the i-coordinate of v a 1 if AΓ is ramified over corresponding completion of kΓ, otherwise we place a 0. If the i-th root of p(z) is not real then we place a −1 in the i-coordinate of v.
Below this vector v we provide an indication of whether AΓ ramifies at a prime ideal P p over a rational prime p. In the case that AΓ ramifies at multiple prime ideals over the same p, we list multiple symbols P p , P ′ p , . . ., etc. More detailed information about the generators of these prime ideals can be obtained in PARI's internal format using our scripts.
The column labeled "arith?" indicates whether the group is arithmetic. In the case that the group satisfies conditions (1) and (2) from Theorems 13 and 14 but has elements with non-integral traces, we place a star next to the indication that the group is not arithmetic. (Some authors refer to such groups as "psuedo-arithmetic.")
Truncated cubes
Another very simple family of hyperbolic reflection groups is obtained by truncating a single vertex of a cube, assigning dihedral angles Table 2 we list the (l, m, n) truncated cubes for l, m, n ≤ 6. 
Löbell Polyhedra
For each n ≥ 5, there is a radially-symmetric combinatorial polyhedron having two n-sided faces and having 2n faces with 5 sides, which provides a natural generalization of the dodecahedron. This combinatorial polyhedron is depicted in Figure 4 for n = 8.
Andreev's Theorem provides the existence of a compact right-angled polyhedron L n realizing this abstract polyhedron because it contains no prismatic 3-circuits or prismatic 4-circuits.
An alternative construction of L n is obtained by grouping 2n copies of the "hexahedron" shown in Figure 5 around the edge labeled n [30] . This construction is shown for L 10 in Figure 9 . We denote this polyhedron by H n , and note that, by construction, L n and H n are commensurable for each n.
Of historical interest is that the first example of a closed hyperbolic manifold was constructed by Löbell [20] in 1931 by an appropriate gluing of 8 copies of L 6 . (See also [30] for an exposition in English, and generalizations.) This gluing corresponds to constructing an index 8 subgroup of the reflection group in the faces of L 6 , hence the Löbell manifold has the same commensurability invariants as those presented for L 6 in the table above. It is also true that the Löbell manifold is arithmetic, because this underlying reflection group is arithmetic. Arithmeticity of the classical Löbell manifold was previously observed by Andrei Vesnin, but remained unpublished [28] .
Furthermore, Vesnin observed in [29] that the if the Löbell polyhedron L n is arithmetic, then n = 5, 6, 7, 8, 10, 12, or 18 . He shows that the reflection group generated by L n contains a (2, 4, n) triangle group which must be arithmetic if L n is arithmetic, and applies the classification of arithmetic triangle groups by Takeuchi [26] . In combination with our computations, Vesnin's observation yields:
Theorem 15 The Löbell polyhedron L n is arithmetic if and only if n = 5, 6, or 8. Table 3 contains data for the first few Löbell polyhedra L n and, consequently, the first few "hexahedra" H n .
It is interesting to notice that L 7 and L 14 have isomorphic invariant trace fields, which are actually not the same field (one can check that the specified roots generate different fields). This alone suffices to show that L 7 and L 14 are incommensurable. Further, albeit unnecessary, justification is provided by the fact that their invariant quaternion algebras are not isomorphic, since AΓ(L 7 ) has no finite ramification, whereas AΓ(L 14 ) is ramified at the two finite prime ideals P 7 , P ′ 7 lying over the rational prime 7. Table 4 : Commensurability invariants for truncated prisms.
Modifying the Löbell 6 polyhedron
Let P be a compact hyperbolic polyhedron with all right dihedral angles and at least one face F with 6 or more edges. If one (combinatorially) splits the face F into two faces F 1 and F 2 along a new edge e, the resulting polyhedron can be realized with all right dihedral angles so long as both of the faces F 1 and F 2 have 5 or more edges. The inverse of this procedure is described in [17] .
In Figure 6 we illustrate various right-angled polyhedra obtained from the Löbell 6 polyhedron by adding such edges and their commensurability invariants.
Truncated prisms
Maclachlan and Reid consider triangular prisms with dihedral angles as labeled on the left hand side of Figure 7 . Aside from the tetrahedral reflection groups and some of the Lambert cubes, this family of prisms is one of the few cases that can be computed "by hand." Natural candidates for testing our program are the truncated versions shown on the right hand side of Figure 7 .
In Table 4 we show the arithmetic invariants that we have computed for the truncated prisms for q = 7, . . . , 15. Each of the quaternion algebras is ramified at all real places and not at any finite places, so we omit ramification data.
Doubly-truncated prisms
For q = 4 and 5, there exist compact polyhedra realizing two doubly-truncated prisms pictured in Figure 8 . On the left is the family of prisms considered in [22] . On the right is the family considered in this section. As before, edges labeled by an integer n are assigned dihedral angle π n and unlabeled edges are assigned dihedral angle When q = 4, the invariant trace fields are equal, both equal to Q(a), with a is an imaginary fourth root of 2, and
. Indeed, one can show this using the fact that Γ 1 and Γ 2 contain subgroups isomorphic to A 4 , see the comment at the end of Section 3. However, Γ 1 and Γ 2 are incommensurable since Γ 1 is arithmetic, while Γ 2 has non-integral traces.
If we repeat the calculation with q = 5 both groups have invariant trace field generated by an imaginary fourth root of 20 and have isomorphic invariant quaternion algebras. However, both groups have non-integral traces, so neither is arithmetic. Thus, we cannot determine whether these two groups are commensurable, or not. (See Subsection 7.8, below, for similar examples of non-arithmetic polyhedra with matching pairs (kΓ, AΓ).)
There is a good reason why these pairs have the same invariant trace field: The invariant trace field for an amalgamated product of two Kleinian groups is the compositum of the corresponding invariant trace fields. See Theorem 5.6.1 from [22] . The group on the left can be expressed as an amalgamated product obtained by gluing the "top half," a singly truncated prism to the "bottom half," another singly truncated prism (that is congruent to the top half) along a (q, q, q)-triangle group. The group on the right can be expressed in the same way, just with a different gluing along the (q, q, q) triangle group. This construction is similar to the construction of "mutant knots," for which commensurability questions are also delicate. See page 190 of [22] .
Unexpected commensurable pairs
As noted in Section 3, one way to find unexpected pairs of commensurable groups is to verify that two groups are arithmetic, have the same invariant trace field, and have isomorphic invariant quaternion algebras. In this section, we describe the commensurability classes of arithmetic reflection groups in which we have found more than one group. It is very interesting to notice that Ian Agol has proven that there are a finite number of commensurability classes of arithmetic reflection groups in dimension 3, [2] , however there is no explicit bound.
The reader may want to refer to the Arithmetic Zoo section of [22] to find other Kleinian groups within the same commensurability classes.
It is easy to see that the dodecahedral reflection group is an index 120 and 60 subgroup of the reflection groups in the tetrahedra T 2 and T 4 , respectively. However, for most of these commensurable pairs the commensurability is difficult to "see" directly by finding a bigger polyhedron Q that is tiled by reflections of each of the polyhedra within the commensurability class.
For example, the commensurability of the right-angled dodecohedron L 5 with the (4, 4, 4)-Lambert cube was first discovered using our computations and only later did the authors find the explicit tiling of the dodecahedron by 8 copies of the (4, 4, 4)-Lambert cube shown in Figure 1 . We leave it as a challenge to the reader to observe the commensurability of the (3, 3, 5)-truncated cube with the dodecahedron in a similar way. (Note that at least 13 copies of the dodecahedron are required!) kΓ disc AΓ finite ramification x 2 + 2, root:
The (3, 4, 4) truncated cube vol ≈ 1.0038410 The Löbell 6 polyhedron vol ≈ 6 · 1.0038410
−400 ∅ Compact tetrahedron T 2 from p. 416 of [22] vol ≈ 0.03588 Compact tetrahedron T 4 from p. 416 of [22] vol ≈ 2 · 0.03588 The Table 5 : Commensurablity classes of arithmetic reflection groups. For n = 3 and 4 we see the commensurability between the Löbell 2n polyhedron and the (4, 4, n) truncated cube. This commensurability is a general fact for any n: one can group 2n of the (4, 4, n) truncated cubes around the edge with label n forming the right-angled 2n Löbell polyhedron. This construction is shown for n = 5 in Figure 9 .
The approximate volumes were computed using Damian Heard's program Orb [11] . (Orb provides twice the volume of the polyhedron, which is the volume of the orbifold obtained by gluing the polyhedron to it's mirror image along its boundary.)
Pairs not distinguished by kΓ and AΓ
We found three pairs of non-arithmetic polyhedral reflection groups which are indistinguishable by the invariant trace field and the invariant quaternion algebra. The first of these is the pair of doubly truncated prisms with q = 5, from Subsection 7.6. Each of these has the same volume, approximately 2.73952694 since the second can be obtained from the first by cutting in a horizontal plane and applying a 1 3 twist. We leave it as an open question to the reader whether the two polyhedra in the first pair are commensurable.
The second and third pairs are the (4, 4, 5) truncated cube and the Löbell 10 polyhedron and the (4, 4, 6) truncated cube and the Löbell 12 polyhedron, each of which fit into the general commensurability between the (4, 4, n) truncated cube and the Löbell 2n polyhedron, as described in the previous subsection.
A Computing finite ramification of quaternion algebras
Recall from Section 4 that to determine whether two quaternion algebras over a number field F are isomorphic it suffices to compare their ramification over all real and finite places of F .
To compute the finite ramification of a quaternion algebra A ∼ = a,b F we first recall that there are a finite number of candidate primes over which A can ramify: A necessarily splits (is unramified) over any prime ideal not dividing the ideal 2ab . To check those primes P dividing 2ab , we apply Theorem 4 which states that A splits over P if and only if there is a solution to the Hilbert Equation aX 2 + bY 2 = 1 in the completion F ν . Here ν is the valuation given by ν(x) = c n P (x) on R F , see Section 4.
Because it is difficult to do computer calculations in the completion F ν , where elements are described by infinite sequences of elements of F , we ultimately want to reduce our calculations to be entirely within R F . Hensel's Lemma, see [18] , is the standard machinery for this reduction. Happily, for the problem at hand, the proper use of Hensel's Lemma has previously been worked out, see [9] (whose authors write ν P instead of our n P and | · | instead of our ν). We use the same techniques they do but without many of the optimizations, which we find unnecessary for our program (this is not the bottleneck in our code). The following theorem provides the necessary reduction:
Theorem 16 Let P be a prime ideal in R F , let a, b ∈ R F be such that n P (a), n P (b) ∈ {0, 1}, and define an integer m as follows: if P|2, m = 2n P (2) + 3 and if P | 2 then m = 1 if n P (a) = n P (b) = 0 and m = 3 otherwise.
Let S be a finite set of representatives for the ring R F /P m . The Hilbert Equation Recall that 0 < c < 1 is the arbitrary constant that appears in the definition of ν. Also note that the condition that n P (a), n P (b) ∈ {0, 1} is no real restriction since one can always divide the elements of F appearing in the Hilbert symbol by any squares in the field without changing A. Our Theorem 16 is a minor extension of Proposition 4.9 of [9] . Their proposition only applies to dyadic primes, corresponding to m = 2n P (2) + 3. The other two cases can be proved analogously using, instead of their Lemma 4.8, the following statement:
Lemma 17 Suppose that ν is the valuation corresponding to a non-dyadic prime P. Let X, X ′ be in F ν and suppose that ν(X) ≤ 1 and ν(X − X ′ ) ≤ c k for some non-negative integer k. Then, ν(X 2 − X ′2 ) ≤ c 2k .
The reason we make this minor extension of Proposition 4.9 from [9] is that we do not implement the optimizations for non-dyadic primes that appear in SNAP, instead choosing to use the Hilbert Equation in all cases.
Thus, the problem of determining finite ramification of A reduces to finding solutions in R F to the Hilbert inequality from Theorem 16. Our program closely follows SNAP [10] , solving the equation by exploring, in depth-first order [8] , a tree whose vertices are quadruples (X, Y, Z, n), where ν(aX 2 + bY 2 − Z 2 ) ≤ c n . The children of the vertex (X, Y, Z, n) are the vertices (X 1 , Y 1 , Z 1 , n + 1) where X 1 ≡ X, Y 1 ≡ Y, and Z 1 ≡ Z (mod P n ). In fact, the condition max{ν(X), ν(Y ), ν(Z)} = 1 means that the search space is considerably reduced because there must be a solution to the inequality with one of X, Y, Z equal to 1. Indeed, if ν(Y ) = 1 then Y is invertible modulo any power of P and (XY −1 , 1, ZY −1 ) is also a solution. So, our program only searches the three sub-trees given by fixing X, Y, or Z at 1. In the case that we search all three trees up to level n = m unsuccessfully, then Theorem 16 guarantees that there is no solution to the Hilbert Equation, and consequently A ramifies over P.
