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ABSTRACT
This thesis addresses theoretical questions that arise in the design and control
of decentralized multi-agent systems. These systems are characterized by
their communication, or network, topology, which indicates which agents a
given agent can communicate with. An important problem, which occurs for
example in information transmission and distributed computations, is the
design of a control system based on a given network topology.
In this work, we study the following related question: for a specified net-
work topology, can one find a set of interaction laws that yield stable dy-
namics for the ensemble of agents? We restrict our analysis to systems with
strictly linear dynamics.
In mathematical terms, we consider vector spaces of real square matrices
for which every entry is either fixed at zero, or an arbitrary real number.
We call them sparse matrix spaces, abbreviated SMS, and examine under
what conditions they contain matrices for which all eigenvalues have strictly
negative real parts. We call an SMS with this property stable.
We start by reviewing the necessary background from control theory and
graph theory. Then we discuss some general results related to sparse matrix
spaces, and then focus on SMSs which have symmetric structure, that is, all
fixed at zero entries are symmetric with respect to the main diagonal. Using
graph theory techniques, we derive necessary and sufficient conditions which
determine whether a given symmetric SMS is stable. Finally, we present a
result by Lin (1974), in which the author considers pairs of sparse matrix
spaces and studies under what conditions one can find two matrices in them,
which form a controllable pair.
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Decentralized control deals with the design of controllers achieving a given
task, e.g. stabilization of the system or optimal control, under constraints
on what information about the system is available to the controller. By
information available to a controller, we shall mean a subset of the variables
used to describe the system. The study of decentralized control systems is
motivated by the many problems that are characterized by an underlying
network topology describing which interactions within a system are allowed:
see e.g. [1, 2, 3, 4, 5, 6, 7, 8] and the references therein. Such problems include
information transmission and distributed computation.
Despite its relatively long history, decentralized control remains a challeng-
ing area of control theory. In fact, some basic issues that underlie the subject
are still mostly open. For example, consider the following: We call a vector
space of matrices with entries that are either arbitrary real numbers or zeros
a sparse matrix space (or SMS, a formal definition is given below). These
vector spaces arise naturally in the study of linear, decentralized systems. In
fact, we can associate to a such vector space a directed graph that describes
the allowed interactions between the various parts of the system. With these
considerations in mind, whether a matrix space contains a stable matrix is a
natural property to study: indeed, the corresponding graphs can be thought
of as describing the interactions that can sustain stable dynamics. In [9] are
given necessary conditions and sufficient conditions for a SMS to be stable, as
well as structural properties of a stable SMS. In this thesis, we focus on the
special case of SMSs which have symmetric structure, and we give necessary
and sufficient conditions for their stability. We also provide analysis of the
characteristic polynomial corresponding to an SMS and introduce the notion
of SMS extensions.
We can relate the issues addressed in this thesis to the work on structural
controllability by Lin. In [10], Lin considers the following scenario. Given a
1
SMS Σ of square n×n matrices and a SMS Σc of n×1 matrices, when is there
a controllable pair (A,B) in the vector space Σ×Σc? It is not too hard to see
that if there is one controllable pair in Σ × Σc, then almost all pairs in this
space are controllable—hence the name structural controllability. Lin gave
graphical conditions to determine whether the pair was structurally control-
lable. Here we present these classic results and provide alternative, shorter
proofs. We refer the reader to the work of Wang and Davison [11] on stabi-
lizing a system (A, b) via decentralized control K, to the monograph [12] for
further discussion on how graphical notions enter the study of controllability,
and to [13] for the study of other properties of networks of linear systems.
Questions similar to the ones examined in this thesis are considered when
studying the so called signed patterns. A signed pattern, as defined in [14],
is a set of all matrices for which the elements have some predefined signs.
A signed pattern is called stable if it contains at least one Hurwitz matrix.
Classifying all stable sign patterns is not yet complete and even though clas-
sifying stable sparse matrix spaces can be considered as only a special case of
this undertaking, it is still a formidable task. Some sufficient and some nec-
essary conditions for stability of signed patterns, as well as their equivalent
counterparts for SMS, have been independently presented in [14, 9].
The thesis is organized as follows: In Chapters 2 and 3, we introduce the
required background material from control theory and graph theory. This
includes basic notions about system stability, Hurwitz polynomials, directed
graphs, cycles and their relations to permutations. In Chapter 4, we provide
the main definitions concerning sparse matrix spaces, and discuss relations
between their associated graphs and characteristic polynomials. In Chapter
5, we recall some results about stability of SMSs from earlier papers and
introduce the notion of sparse matrix space extensions. In Chapter 6, we
focus on sparse matrix spaces with symmetric structure. We use a graph
theoretic approach to derive necessary and sufficient conditions for stability
of such SMSs. In Chapter 7, we present the classic results of Lin, which have
influenced the study of sparse matrix spaces. We conclude and provide some




We start with some basic notions from control theory, such as linear systems,
stability, and Hurwitz polynomials. Proofs of the stated theorems can be
found in any introductory control theory textbook and will not be presented
below.
A linear dynamical system is given by a differential equation
ẋ(t) = A(t)x(t), (2.1)
where x(t) - the state - is a vector-valued function. When A is a constant
matrix, the system is called linear time invariant (LTI).
One very important property of dynamical systems is stability.
Definition 1 (Stability). The system (2.1) is (globally) asymptotically stable
if for any initial condition x(0) = x0, the state x(t) converges to 0 as the time
t approaches infinity. If there exist constants c < 0 and K > 0, such that
|x(t)| ≤ Kect|x0|
for all t ≥ 0 and all x0, the system is called (globally) exponentially stable.
In the case of LTI systems (2.1), stability can be determined simply by
examining the characteristic polynomial of the matrix A.
Definition 2. A polynomial is called Hurwitz if all its roots have strictly
negative real parts. A square matrix which has Hurwitz characteristic poly-
nomial is called Hurwitz itself.
Theorem 1. The LTI system
ẋ(t) = Ax(t)
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is asymptotically stable if and only if the characteristic polynomial of the
matrix A is Hurwitz. Furthermore, stable LTI systems are also exponentially
stable.
There are different ways to check whether a given polynomial is Hurwitz
or not, without explicitly computing its roots. One such way is by using the
Hurwitz stability criterion, presented below.
Theorem 2 (Hurwitz stability criterion). Let
p(x) = a0x
n + a1x
n−1 + ...+ an
be a real polynomial. Consider the n× n matrix
H =




















. . . an−1 0
...
...




... an−3 an−1 0
0 0 0 . . . . . . . . . an−4 an−2 an

.
Then the polynomial p(x) is Hurwitz if and only if all leading principal minors
of H are positive.
Even though the criterion above yields a straightforward way to determine
whether given matrix is Hurwitz, it is computationally complex and diffi-
cult to use. In this thesis we will instead use a basic property of Hurwitz
polynomials, given by the following lemma.
Lemma 1. All coefficients of a real Hurwitz polynomial are non-zero and
have identical signs.
Proof. All roots of a real Hurwitz polynomial are either negative numbers
or complex conjugates with negative real parts. Therefore the polynomial
can be expressed as a scaled product of terms x + a and x2 + bx + c, where
a, b, c > 0.
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A linear dynamical system with control is given by a differential equation
ẋ(t) = A(t)x(t) +B(t)u(t), x(0) = x0, (2.2)
where x is the state and u is the control of the system.
Definition 3. The system (2.2) is called controllable, if for any initial con-
dition x(0) = x0, there exists time T > 0 and control function u which drives
the system to the origin at time T , i.e. x(T ) = 0.
If the system (2.2) is also linear time invariant (LTI), i.e. the matrices A
and B are constant, the pair (A,B) is called controllable.
The next theorem provides tools for verifying whether a given LTI system
is controllable.
Theorem 3. Consider the LTI system
ẋ(t) = Ax(t) +Bu(t).
The following conditions are equivalent:
1. The system is controllable;
2. The matrix [B|AB|A2B|...|An−1B] has rank n;
3. The matrix [A− λI|B] has rank n for every λ ∈ C.
Theorem 3 yields the following basic result:




In this chapter we provide some graph theory definitions and results which
will be needed for the main chapters later. First, we present the notions of
graphs - directed, undirected, bipartite - and then discuss matchings in these
graphs.
3.1 Graphs
Definition 4 (Undirected Graph). An undirected graph G = (V,E) is a set
of nodes V , along with a set of edges E, where every edge in E is a 2-element
subsets of V .
Definition 5 (Bipartite Graph). Bipartite graphs are undirected graphs for
which the set of vertices V can be split into two subsets V1 and V2, such that
no two vertices in V1 and no two vertices in V2 are connected with edges.
Bipartite graphs are denoted as G = (V1, V2, E).
Definition 6 (Directed Graph). A set of nodes V along with a set of directed
edges between them E ⊂ V × V is called a directed graph or also, digraph,
and is denoted as G = (V,E).
Definition 7 (Rooted Digraph). A rooted digraph G = (V,E, v) is a directed
graph (V,E) in which one particular node v ∈ V is designated as a root.
Definition 8 (Subgraph). We say that the graph G′ = (V ′, E ′) is a subgraph
of G = (V,E) if V ′ is a subset of V , and E ′ is a subset of E.
The number of elements, or cardinality, of a finite set S is denoted by |S|.
For a graph G = (V,E), the number of nodes |V | is called cardinality of







Figure 3.1: The graph depicted above admits several complete
decompositions: one into the cycles (12) and (345), one into the cycles
(15), (23), (4) and one into the cycle (12345). The cycle (1) is a
1-decomposition and the cycle (23)(15) is a 4-decomposition of G. Finally,
the cycles (1), (12), (1)(23) are nested 1-, 2- and 3-cycles.
We recall that a path of length k in a digraph G is a sequence of nodes
(u1, u2, ..., uk), such that (ui, ui+1) ∈ E for 1 ≤ i < k. We say that a subgraph
G′ = (V ′, E ′) of G is strongly connected if for every ui, uj ∈ V ′, ui 6= uj there
is a path in G′ from ui to uj and from uj to ui. The maximal subgraphs
which have this property are called strongly connected components of G.
A cycle of length k in G, or a k-cycle, is a closed path in G, that is a
path (u1, ..., uk+1) of length k + 1, for which uk+1 = u1. A simple cycle is
a cycle for which all nodes are distinct, except for u1 and uk+1, i.e. ui 6= uj
for 1 ≤ i 6= j ≤ k. In this thesis, all the cycles considered are simple, and we
refer to them simply as cycles. Self-loops represent cycles of length 1. We say
that a set of cycles covers G if every node of G appears in at least one cycle.
We say that two cycles are disjoint if they have no nodes in common. We call
a k-decomposition of G a set of mutually-disjoint cycles in G whose union
covers exactly k nodes. If k = n, i.e. if the cycles cover the entire set V ,
we call it a Hamiltonian decomposition. We use the notation (l1l2 . . . lk)
to refer to the cycle (vl1 , vl2 , . . . , vlk , vl1) and write a k-decomposition as the
formal product of its constituent cycles. For example (12)(3) refers to the
3-decomposition containing the cycle (1, 2, 1) and the self-loop (3, 3). In
Fig. 3.1, the cycles (12) and (34) are disjoint, but the cycles (12) and (23)
are not. We call a sequence of k-decompositions for 1 ≤ k ≤ n nested if the
k-decomposition covers all nodes covered by the k − 1-decomposition plus
one additional node. We illustrate some of these notions in Fig. 3.1.
There is a simple construction which associates a bipartite graph G′ to
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every pair (G, f) consisting of a directed graph G on a set of nodes V and
a bijection f : V → V ′ with V ∩ V ′ = ∅. Namely, the bipartite graph is
defined as G′ = (V, V ′, E ′), where E ′ =
{




Finally, we recall few basic definitions related to matchings in bipartite
graphs:
Definition 9 (Matchings and perfect matchings). Let B = (V1, V2, E) be a
bipartite graph.
1. A matching M of the bipartite graph B is a subset of E such that no
edges in M are incident to the same node.
2. A matching M is said to be perfect matching if every node is adjacent
to one edge in M .
3. A matching M is said to be maximal matching if no other matching
contains M .
4. A matching M is said to be maximum matching if no other matching
has higher cardinality than M .
For example, the set of edges (1, 3′), (2, 1′), (3, 2′) constitutes a perfect
matching in the bipartite graph depicted in Fig. 4.1-right.
Theorem 4 (Hall’s Marriage Theorem, [15]). Let B = (V1, V2, E) be a bi-
partite graph, and suppose that for every subset S ⊂ V2, there exists a subset
T ⊂ V1, such that each node in T is adjacent to at least one node in S, and
|T | ≥ |S|. Then, there exists a matching M ⊂ E, such that every node in V2
is incident with at least one edge in M .




We start by introducing some vocabulary.
Definition 10. We call a (real) sparse matrix space, abbreviated SMS, a
vector space of matrices with entries either arbitrary (real) or zero.
Specifically, let n > 0 be an integer and let α be a set of pairs of integers
α ⊂ {1, . . . ,m} × {1, . . . , n} and denote by Eij the n ×m matrix with zero
entries except for the ijth entry, which is equal to one. We define Σα to be
the vector space of matrices of the form A =
∑
(j,i)∈α aijEij, aij ∈ R. For
example, if n = 3 and α = {(1, 2), (1, 3), (2, 1), (2, 2), (3, 2)}, then Σα is the
subspace of matrices of the form
A =
0 ∗ 0∗ ∗ ∗
∗ 0 0
 (4.1)
where ∗ are arbitrary real values.
Remark 1. Until Chapter 7, we will be working only with square sparse
matrix spaces. In Chapter 7 we will consider rectangular sparse matrix spaces
as well.
A sparse matrix space Σα can be uniquely represented as a directed graph
G with node set V = {1, 2, . . . , n} and edge set E = α; we refer to G as
the graph associated with Σ and vice-versa. For example, the graph
associated to the SMS of Eq. (4.1) is depicted in Fig. 4.1-left.
Given an SMS Σ, we refer to the matrix coefficients corresponding to
indices in α (considered as functions on Σα) as the free variables of the
SMS, or equivalently of the graph G associated with Σ. To emphasize that








Figure 4.1: The graph on the left corresponds to the SMS of Eq. (4.1). It is
Hurwitz, whereas the graph in the middle is not, even though both are
strongly connected and have a node with a self-loop. Theorem 5 below
allows one to decide the stability of these graphs. The bipartite graph on
the right gives another representation of the SMS given in Eq. (4.1).
to them as edge-variables. For example, the edge-variables of the SMS Σ
in Fig.4.1-left are (1, 2), (1, 3), (2, 1), (2, 2), (3, 2). We call an edge-product
a subset of edges of the graph or, with a slight abuse of notation, the product
of the corresponding edge-variables. For example, α = {(1, 2), (2, 1)} is an
edge-product, and so is α = a12a21. This terminology, which allows one to
refer to the aij as entries of a matrix in Σ or edges in the corresponding
graph G, will prove useful below in proofs relying on both algebraic and
graph theoretic concepts.
4.1 Permutations and Digraph Decompositions
We can establish a one-to-one correspondence between permutations of the
set {1, . . . , k} and k-decompositions of digraphs— we explain this here and re-
fer the reader to [9] for a more detailed exposition. Consider the set Sn of per-
mutations (or equivalently, re-orderings) of the elements ofN = {1, 2, . . . , n}.
We denote by (l1, l2, . . . , ln) the permutation that sends i to li. There are
n! such permutations. Under the operation of composition of reorderings,
the set of permutations can be made into a group, called the permutation
group. A permutation cycle is a permutation that maps the elements of
some subset N1 ⊂ N to each other in a cyclic fashion, while leaving the
other elements fixed. For example, (3, 1, 2, 4) is a permutation cycle since
it leaves 4 fixed, and maps the elements of S = {1, 2, 3} to each other in a
cyclic fashion, but the permutation (2, 1, 4, 3) is not a cycle.
We adopt the widely used convention of denoting a permutation cycle
by i = (i1i2 . . . ik), where the ik are pairwise different, to indicate that the
element in position i1 is replaced by the element in position i2, the element
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in i2 by the one in i3 all the way to ik by i1 while the other elements are fixed.
With this notation, the cycle (3, 1, 2, 4) is written as (132) = (321) = (231).
We say that two permutation cycles i and j are disjoint if il 6= jm for all
l,m. We call k the order of a cycle and we refer to cycles of order k as
k-cycles. It is a fact from group theory that any permutation can be written
as the composition of disjoint permutation cycles [16]. For example, the
permutation (2, 1, 4, 3) is the composition of (12) and (34) and is written as
(12)(34). It is easy to see that disjoint cycles commute (e.g. permuting 3, 4
and then 1, 2 produces the same result as permuting 1, 2 first and then 3, 4).
Now, the key observation is the following:
Lemma 2. There is a one-to-one correspondence between permutations in
Sn and n-decompositions in a complete graph with n nodes.
For example, consider the complete decomposition (12)(345) of the graph
in Figure 3.1. It corresponds to the permutation (2, 1, 4, 5, 3).
4.2 Characteristic Polynomial and Digraph
Decompositions
The proofs below will rely on the correspondence we establish here between
terms of the characteristic polynomials of matrices in a SMS Σ and k-
decompositions of its associated graph. Given the graph G on n nodes corre-
sponding to Σ, we define its symbolic adjacency matrix A to be the n×n ma-
trix with entries aij in position i, j if (j, i) ∈ E, and zero otherwise, where the
symbols aij are formal variables. The matrix A is thought of as a generic ma-
trix in the associated SMS Σ. Let pA(s) = det(Is−A) = sn+p1sn−1+. . .+pn
be the characteristic polynomial of A. The coefficients pk are polynomials in
the aij variables.
We denote by I an arbitrary subset of {1, 2, . . . , n}. We denote by AI the
principal submatrix of A containing the rows and columns of A indexed by
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pn = (−1)n det(A),
where the sums
∑





k-subsets of {1, 2, . . . , n}. Thus,








where (−1)σ is the sign of the permutation σ [9], we conclude that we can
assign to each term in pk a k-decomposition of G. For example, for the graph
G depicted in Figure 3.1, it is easy to see that p1 = −a11− a44. Because this
graph contains five 2-decompositions, namely (12), (23), (34), (45), (15) and
(1)(4), we have that p2 is the sum of five terms of degree 2: a12a21, a23a32, . . . ,
a11a44. As a further example, the term corresponding to the 4-decomposition
(1)(345) is a11a35a54a43 and appears in p4.
Finally, we recall a result relating complete decompositions to sparse ma-
trix spaces:
Lemma 3 ([9]). The sparse matrix space Σ associated to a graph admitting
an n-decomposition contains matrices that are generically non-singular.
We recall that by generic is meant everywhere except possibly on a subset
of codimension at least one.
12
CHAPTER 5
STABILITY OF SPARSE MATRIX SPACES
In this chapter we will examine under what conditions sparse matrix spaces
contain Hurwitz matrices. We will call such SMSs stable.
Definition 11. A Sparse Matrix Space is called stable if it contains a Hur-
witz matrix. A graph corresponding to a stable SMS is called Hurwitz.
5.1 Main Stability Conditions
A natural question to ask is how to determine whether a given SMS Σ is
stable. Some necessary and sufficient conditions for stability are given in [9]
and presented below:
Theorem 5. A sparse matrix space Σ ∈ Rn×n with corresponding directed
graph G is stable:
(a) if and only if each of the (strongly) connected components of G is stable;
(b) only if for every k ∈ {1, 2, ..., n} there exists a k-decomposition of G.
(c) if G has a sequence of nested k-decompositions G1 ⊂ G2 ⊂ ... ⊂ Gn,
k = 1, 2, ..., n.
Proof. (a) Let G1, G2, ..., Gk be all strongly connected components of G.
Consider the SMS Σ corresponding to G. For any permutation σ ∈ Sn and
SMS Σα ⊂ Rn×n, the graph associated with Σσ(α) is obtained from the graph
associated with Σα via vertex relabeling. Hence, without loss of generality,
we can assume that the vertices of G1, G2, ..., Gl, l ≤ k, correspond to the first
l rows and columns of Σ. Since the characteristic polynomial p of G is equal
to the product of the characteristic polynomials p1, p2, ..., pk of G1, G2, ...Gk,
we conclude that p is Hurwitz if and only if p1, p2, ...pk are Hurwitz. This
proves the assertion of part (a).
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(b) Next, we notice that the k-th coefficient of the characteristic polynomial
p of G is a signed sum of all principal minors of rank k. If we assume that G
does not contain a k-decomposition, then all principal determinants will be
equal to zero, and therefore the k-th coefficient will be equal to zero as well.
However, a Hurwitz polynomial can never have zero coefficient, which yields
a contradiction.
(c) Without loss of generality, we can assume that for every l ≤ n, the
graph Gl corresponds to the first l rows and l columns of Σ. Denote by Ml
the SMS associated with Gl. Let its vertices be 1, 2, ..., l. We will prove by
induction that the SMS Ml contains a matrix with different negative real
eigenvalues for every l ≤ n.
The basis of the induction is straightforward - since M1 is an SMS contain-
ing a free variable in its single cell, we can choose the value of the variable
to be negative and then M1 will be stable.
Now we assume that Ml contains a Hurwitz matrix with strictly negative
different eigenvalues - call it A - and we prove that Ml+1 contains one too.
We proceed with the induction step.






has different negative eigenvalues whenever r < 0 is not an eigenvalue of A.








The characteristic polynomial p of the matrix A0 is equal to p = xq, where
q is the characteristic polynomial of A. Therefore l of its eigenvalues are equal
to the eigenvalues of the matrix A and are negative real numbers. Using a
continuity argument, we can see that there exists a small number ε, such
that if we perturb all elements of A0 corresponding to free variables within
ε, l of the eigenvalues of the resulting matrix will be still different numbers,
all negative.
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Let C be one such perturbation of A0 for which the l + 1-st eigenvalue is
non-zero. Such perturbation exists, since the set of non-singular matrices in







The determinant of D is the negative of the determinant of C, and D
is still an ε-perturbation of the matrix A0. Recall that the product of the
eigenvalues of a matrix is equal to its determinant. Since the matrices C and
D have determinants with opposite signs and both have l real eigenvalues
with negative signs, one of them must be Hurwitz. This concludes the proof
of the theorem.
5.2 Stable Extensions of Sparse Matrix Spaces
The proof techniques from Theorem 5 can be used to create larger stable
SMS, starting from smaller stable SMS.
Definition 12. Let G and G′ be directed graphs, such that G ⊂ G′. We call
G′ an extension of G if ‖G′‖ = ‖G‖+ 1.
Proposition 1. Let G and G′ be graphs with n and n+1 vertices respectively,
such that G is stable and G′ is an extension of G. Then G′ is stable if and
only if it contains an n+ 1-decomposition.
Proof. The necessity follows directly from Theorem 5 (b). The sufficiency
can be deduced using the inductive step in Theorem 5 (c).
Corollary 2. Let G = (V,E) be a stable graph with n vertices. If the edge
(v1, v2) ∈ E belongs to some n-decomposition of G, then the extension G′ =
(V ∪ {v}, E ∪ {(v1, v)} ∪ {(v, v2)}) is also stable.
Proof. Let the edge (v1, v2) belong to the n-decomposition Γ of G. Then
Γ \ {(v1, v2)} ∪ {(v1, v)} ∪ {(v, v2)} is an n+ 1-decomposition of G′.
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CHAPTER 6
SYMMETRIC SPARSE MATRIX SPACES
In this section we focus on sparse matrix spaces, for which the locations of
the free variables are symmetric with respect to the main diagonal.
Definition 13. A sparse matrix space S is called symmetric, if the element
aij is a free variable if and only if the element aji is a free variable, for every
1 ≤ i, j ≤ n.
Using Theorem 5, we can completely classify stability of symmetric SMSs
based on their directed graph structure.
Theorem 6. Let G be a graph corresponding to a symmetric sparse matrix
space. Then G is stable if and only if:
1. Every node in G is strongly connected to a self-loop.
2. The graph G contains a Hamiltonian decomposition.
We make two remarks. First, the notion of strong connectedness is redun-
dant in the symmetric case - indeed, if there exists a path from vertex u to
vertex v in the graph, then by symmetry there exists a path going in the
other direction.
Second, notice that the conditions in Theorem 6 are weaker than the nec-
essary conditions of Theorem 5—namely, we do not require the existence of
k-decompositions for every 1 ≤ k ≤ n. We will show, however, that the
conditions of Theorem 6 imply the sufficient conditions of Theorem 5, that
is, we will prove the following result:
Proposition 2. If the symmetric graph G contains a Hamiltonian decom-
position, and if every node in G is connected to a self-loop, then G admits














Figure 6.1: Even though both graphs are connected and contain self-loops,
the first one admits Hamiltonian decomposition - (1), (236), (45) - whereas
the second one does not. Therefore the graph on the left is stable and the
graph on the right is unstable.
It is clear that Theorem 6 is a direct consequence of Proposition 2. We
illustrate the result with the symmetric graphs shown on Fig. 6.1.
Proof of Proposition 2. First, observe that without loss of generality we can
assume that G is connected. Indeed, if G has several components, all of the
conditions of the proposition apply to them individually (that is, each com-
ponent is symmetric, contains self-loops and a Hamiltonian decomposition.)
Also, if we succeed in finding nested k-decompositions for each subgraph in-
dividually, then G admits nested k-decompositions as well. Indeed, to see
this in the case of two components G1 and G2 whose disjoint union is G,
let H1, . . . , Hm and J1, . . . , Jl be the nested k-decompositions of G1 and G2
respectively. Then nested k-decompositions for G are given by, for example,
H1, . . . , Hm, Hm ∪ J1, Hm ∪ J2, . . . , Hm ∪ Jl. Because G1 and G2 are disjoint,
so are Hm and Ji, and the union Hm ∪ Ji are thus well-defined m+ i decom-
positions. They are nested by construction. Hence we assume from now on
that G is connected.
By hypothesis, G contains at least one Hamiltonian decomposition. We
pick one arbitrarily and denote by H0, H1, ... , Hm its constituent cycles.
Let v0 be a vertex of G incident to a self-loop and without loss of generality,
assume that v0 ∈ H0. We now show that we can discard edges of G to reduce
it to a planar graph P that still satisfies the conditions of the theorem. This
reduction to a planar graph allows us to construct the desired nested k-
decompositions and prove stability of G (indeed, if a subgraph of G is stable,
so is G [9].)
We construct P in three steps. Starting from a disconnected, planar sub-
graph of G, we expand it by adding edges from G without creating intersec-
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tions.
1. Recall that the cycles H0, . . . , Hm do not have any nodes or edges in
common by definition. The first step is to draw these cycles in the
plane without any intersecting edges. We do this as follows: consider
the cycle H0 consisting of the nodes (v0v1 . . . vl) where (vi, vi+1) ∈ E
are the edges of the cycle. We set these nodes as vertices of a convex
polygon, and we go from v0 to v1 in a clockwise direction. We repeat
this procedure for every cycle Hi and call the resulting graph P0. Note







Figure 6.2: The cycles of a Hamiltonian decomposition of G can be plotted
in the plane without intersecting edges. The graph above is called P0.
2. Add the smallest number of edges (of G) to P0 so that all the nodes of
P0 are connected to the node v0 ∈ H0. We can do this by adding exactly
m edges. Indeed, since these cycles are connected by definition, we can
consider for this purpose that they are m + 1 nodes by ”shrinking”
them, the problem thus reduces to connecting these m+1 nodes. Since
G is connected by hypothesis, we need exactly m edges to do this, which
results in a tree-like structure over the cycles with no intersections. We
call the resulting graph P1. We illustrate this in Fig. 6.3.
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Figure 6.3: We need exactly m edges to connect every node in P0 to v0. We
call the resulting graph P1.
3. Finally, we add all missing reciprocal edges to the ones we have already
chosen, to obtain a symmetric graph - we clearly can do this without
intersecting any edges. We draw the newly added edges with dashed
lines. The resulting planar graph is P , and isomorphic to a subgraph
of G by construction. We illustrate this in Fig. 6.4.
We now show that the graph P contains nested k-decompositions, and thus
G does as well. We will exhibit such k-decompositions explicitly by giving
an ordering of the nodes such that the subgraph of G induced by the first k
nodes in the order admits a k-decomposition.
We describe the order using an integer-valued function F which assigns to
each node its position in the ordering. We assign F (v0) = 1 and proceed with
the ordering in a counter-clockwise fashion. This will define a unique order
once the second node in the sequence is chosen, see Fig. 6.3. We choose it
as follows: if there are cycles connected to the self-loop via red-arrows (see
Fig. 6.3), we take the second node to be such that all the nodes belonging to
these cycles appear in the ordering before any node of the cycle to which the
self-loop belongs (not including v0). We continue in this fashion, assigning to
every newly visited node the next non-used integer. Because P is connected
and because all of its nodes lie on the boundary, every one of them will be
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Figure 6.4: We can add reciprocal edges to P1 without intersecting edges.
We call the resulting graph P . This is a planar subgraph of G by
construction.
visited in this fashion. We illustrate this in Fig. 6.5
Next, we have to verify that for each k, the set of vertices v for which
F (v) ≤ k—call it Vk—induces a k-decomposition in P . In order to do this,
let us first connect the vertex with label k to v0 using a Hamiltonian path
only containing plain edges (i.e. no dashed edges). We can clearly do this
in a unique way, moving along the cycles clock-wise until we get to v0. If
we write w0, . . . , wr for the nodes contained in this path (with w0 = v0 and
F (wr) = k, r < k) then Vk − {w0, . . . , wr} contains exactly all the nodes of
some Hamiltonian cycles Hl. Indeed, because we constrain the path to use
plain edges, if some vertex wi belongs to a cycle Hj, then all vertices from Hj
with labels smaller than i also belong to the path w0, . . . wr. We illustrate
this in Fig. 6.6.
Therefore if we show that the nodes belonging to the Hamiltonian path
w0, . . . , wk−1 can be grouped in Hamiltonian cycles with edges from P , we
would have exhibited a k-decomposition. We do so by considering two cases,
whether or not the length of the path is even. To wit:
1. If the length of the path is even, say 2l, then we can just group the
consecutive nodes in pairs, which yields l disjoint 2-cycles.



















Figure 6.5: Starting from node v0 at position 1, we follow a
counter-clockwise direction to assign an order to all nodes. We write the
order in the node and the outside dotted arrows depict the path followed to
set the ordering. By construction, no node lies inside of a cycle and thus
every node will be given a position in the ordering.
leaving the vertex v0 out. However, v0 is incident to a self-loop, so this
yields a k-decomposition as well.
We illustrate this in Fig. 6.7. This concludes the proof.
We end this chapter with an analysis of a particular space of matrices,
called strongly symmetric sparse matrix spaces.
Definition 14. We call a strongly symmetric sparse matrix space the inter-
section of a sparse matrix space with the space of all symmetric matrices.
Such a space is called stable if it contains a Hurwitz matrix.
The graph corresponding to a strongly symmetric SMS is defined analo-
gously to the graph of a symmetric SMS.
Proposition 3. A strongly symmetric SMS is stable if and only if every node
in its corresponding graph is incident with a self-loop.
Proof. Let Σ be a strongly symmetric SMS. First, suppose that Σ contains














Figure 6.6: There is a unique path in P1 (or in P if we restrict to plain
edges) joining any node to v0. We show the path joining the node with
label 22 to the node with label 1 (that is, v0). Observe that V22, which
contains the nodes labelled 1 to 22, is a union of the path and four
Hamiltonian cycles.
and hence all of its diagonal entries must be negative numbers. This implies
that every node in the graph associated with Σ is incident with a self-loop.
Conversely, if the graph corresponding to Σ has a loop at every node, then
none of the diagonal entries of the matrices in Σ is fixed to 0. Thus, −I














Figure 6.7: The subgraph induced by the nodes labelled 1 to 22 in P admits
a Hamiltonian decomposition. The nodes in the path connected 22 to 1 can




Sometimes, even though a given dynamical system may not be stable, adding
control to it can allow us to stabilize it. In this chapter we provide an
overview of some results regarding extensions of the stable SMS problem to
LTI systems with control.
We start with a classic result by Lin about structural controllability. In
[10], Lin considers sparse matrix spaces M ⊂ Rn×n, N ⊂ Rn×1, and analyzes
under what conditions there exists a controllable pair (A, b), such that A ∈
M, b ∈ N .
Consider the LTI system
ẋ = Ax+ bu,
where A ∈ Rn×n, x ∈ Rn is the state of the system, and u ∈ R is the control.
Definition 15. The pair of sparse matrix spaces (M,N), M ⊂ Rn×n, N ⊂
Rn, is called structurally controllable, if there exist matrices A ∈ M, b ∈ N ,
such that the pair (A, b) is controllable.
Now, to every SMS pair (M,N), we associate a corresponding rooted di-
graph G = (V,E, n + 1), V = {1, 2, ..., n + 1}. Node k in G is connected to
node l in G, 1 ≤ k, l ≤ n, if and only if al,k is a free variable in M . Fur-
thermore, node n + 1 is connected to node k, 1 ≤ k ≤ n, if and only if the
coordinate bk is a free variable in N .
Equivalently, the digraph corresponding to the pair (M,N) coincides with
the digraph corresponding to the sparse matrix space P = {[A|b] ∈ Rn×(n+1) |
A ∈M, b ∈ N}.
Similarly to k-decompositions, which are important for determining whether
given SMS is stable, there is a graph structure called cactus, which is used
to determine whether a given SMS pair is structurally controllable.
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Definition 16. The graph, corresponding to the SMS pair (M,N), with M
(resp. N) consisting of matrices which are of the form A (resp. b), where
A =

0 a1,2 0 ... 0
0 0 a2,3 ... 0
. . . ... .
0 0 0 ... an−1,n
0 0 0 ... 0








is called a stem. An example of a stem is shown on Fig. 7.1.
7 6 5 4 3 2 1
Figure 7.1: A stem with 7 nodes.
Definition 17. The graph, corresponding to the SMS pair (M,N), such that
the elements A of M and the elements b of N are of the form
A =

0 a1,2 0 ... 0
0 0 a2,3 ... 0
. . . ... .
0 0 0 ... an−1,n
an,1 0 0 ... 0








is called a bud. The unique node of degree 1 in a bud is called origin of the






Figure 7.2: A bud with 6 nodes. Node (6) is the origin of the bud.
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In view of Theorem 3, every stem and consequently, bud, corresponds to
a structurally stable pair of SMS.
Definition 18. A cactus is a union of a stem S and buds B1, B2, ..., Bl, such
that for every i ≤ l, the graphs S ∪
⋃
j<iBj and Bi have a unique common
node, which is the origin of Bi. We say that a digraph is spanned by a cactus
if it can become a cactus after removing some of its edges. An example of a














Figure 7.3: A cactus with 19 nodes. The set of nodes {1, 2, 3, 4, 5, 6, 7}
forms the stem of the cactus. The four sets of nodes {3, 8, 9, 10, 11}, {4,
12, 13, 14}, {14, 15, 16}, and {6, 17, 18, 19} form the buds of the cactus.
Next, we provide Lin’s main results, along with outlines of the proofs.
Proposition 4. If the digraph corresponding to an SMS pair (M,N) is
spanned by a cactus, the pair (M,N) is structurally controllable.
Proof. Since we can set any free variable to 0, we can assume that the digraph
corresponding to (M,N) is actually a cactus. Now the proof proceeds by
induction.
First, as pointed out above, any SMS pair with corresponding digraph
which is a stem or a bud, is structurally controllable.
Next, we assume that the pair (M,N) is structurally controllable and has
corresponding digraph G. Let (M ′, N ′) be another SMS pair with corre-
sponding graph G′, for which M ⊂ M ′ and G′ = G ∪ B, where B is a bud.
We show that if G∩B = v, where v is the origin of B, then the pair (M ′, N ′)
is structurally controllable.
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If the node v is the root of G, then after appropriate permutation of the












where (A1, b1) has the form (7.1). Now, let us choose matrices A ∈ M ,
A1 ∈ M1, b ∈ N , b1 ∈ N1, such that (A, b) and (A1, b1) are controllable
pairs. By Corollary 1, we can assume that A and A1 do not have common
eigenvalues. Then Theorem 3 implies that the pair (A′, b′) is also controllable.
The case in which the node v is not the root of G is treated similarly.
Next, we give some graph properties, which are related to structurally
uncontrollable pairs of SMS.
Definition 19. A node i in a rooted graph G = (V,E, r) is called non-
accessible, if there is not a path in G, connecting the root r to the node i.
Definition 20. A subset U of nodes of a rooted graph G = (V,E, r) is called
a dilation, if r /∈ U and the set T (U) = {v ∈ V | (v, w) ∈ E for some w ∈ U}




Figure 7.4: Nodes 2, 3, 5 in this graph are non-accessible, since there is not
a path in the graph, which starts at 6 and ends at 2, 3, or 5. The set
U = {2, 3, 4} is a dilation, since T (U) = {5, 6}.
Proposition 5. If an SMS pair (M,N) is structurally controllable, then the
digraph corresponding to (M,N) does not contain non-accessible nodes or a
dilation.
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Proof. Let G be the digraph corresponding to the pair (M,N). If G has a
non-accessible node i, then for every A ∈ M , b ∈ N , k ≥ 0, the i-th com-
ponent of Akb will be 0. Therefore, the matrix [b|Ab|A2b|...|An−1b] will not
have full rank, and by Theorem 3, the pair (M,N) will not be controllable.
If we assume that G contains a dilation of cardinality p > 0, then for every
A ∈M, b ∈ N , there exist p rows in the matrix [A|b], which span a subspace
of dimension at most p − 1. Therefore, the matrix [A|b] has rank at most
n−p+p−1 = n−1 and the pair (A, b) is not controllable, by Theorem 3.
Proposition 6. A rooted digraph G = (V,E, r) is spanned by a cactus if and
only if G does not contain non-accessible nodes or dilations.
Proof. First, we assume that the digraph G is spanned by a cactus F ⊂ G.
Let S be the stem in the construction of F , and let B1, . . . , Bl be the buds.
Every bud Bi consists of an origin vi ∈ S and a cycle Ci. Thus, V is
the disjoint union of the sets of nodes of the graphs S, C1, . . . , Cl. By
construction, F does not contain any non-accessible nodes, and hence, neither
does G. Now, suppose that U is a set of nodes in G, and split U into a disjoint
union of subsets Q, D1, . . . , Dl, such that Q ⊂ S,Di ⊂ Ci. For every node u
in Q, there exists a unique node u′ in S, such that (u′, u) ∈ E. Similarly, for
every node v in Di, there exists a unique node v
′ in Ci, such that (v
′, v) ∈ E.
Hence, |T (U)| ≥ |U |, and therefore, G does not contain a dilation.
Now assume that G does not contain non-accessible nodes or a dilation.
Choose a bijection f : V → V ′, with V ∩ V ′ = ∅, and consider the bipartite
graph G′ = (V, V ′, E ′), corresponding to (G, f), as described in Section 3.1.
Let W = V \ {r} and W ′ = f(W ) = V ′ \ {r′}, where r′ = f(r) is the node
in V ′, corresponding to the root r of G. Since G does not contain a dilation,
for every set of nodes U ⊂ W ′, there exists a set of nodes T ⊂ V such that
|T | ≥ |U |, and every node in T is adjacent to at least one node in U . By
Theorem 4, there exists a matching M ⊂ E ′ which covers all nodes in W ′.
For v ∈ W , let µ(v) be the unique node in V such that {µ(v), f(v)} ∈ M .
Since M is a matching, the correspondence v 7→ µ(v) defines an injection of
W into V with the property that (µ(v), v) ∈ E for all v ∈ W . Put r0 := r,
and for each k > 0 such that rk−1 is already defined and belongs to µ(W ),
define rk := µ
−1(rk−1). Let R ⊂ V be the set of all nodes of G of the from
rk for some k ≥ 0. If v ∈ W is such that µ(v) = rk for some k ≥ 0, then
v = µ−1(rk) = rk+1 belongs to R. Therefore, µ(V \R) ⊂ V \R, and hence, µ
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restricts to a permutation σ : V \R→ V \R. The decomposition of σ−1 into
a product of disjoint permutation cycles yields a set of disjoint cycles C1, . . . ,
Cl in G whose union is V \R. The edges of the form (rk−1, rk) = (µ(rk), rk)
with k > 0 define a path S along the nodes in R which contains r as its first
(and possibly only) node. Let F0 := S, and suppose that for some k ≥ 0, we
are given a cactus Fk formed by S and a proper subset of Hk of {C1, . . . , Cl}.
Let Lk denote the non-empty subgraph of G obtained as a union of all cycles
Ci that are not in Hk. If we assume that there exist no edges in E of the form
(v, w), where v is a node of Fk and w is a node of Lk, then, since the nodes
of G are split between Fk and Lk, there would be no path from r to any node
in Lk, which contradicts the assumption that G contains no non-accessible
nodes. Therefore, we can choose a cycle C ⊂ Lk and an edge (v, w) with v
in Fk and w in C, to form a larger cactus Fk+1 from Fk, C and (v, w). This
shows that there exists a cactus F ⊂ G containing all nodes of G.
We summarize the results from this chapter in the theorem below.
Theorem 7. The following properties are equivalent to each other:
1. The SMS pair (M,N) is structurally controllable.
2. The rooted digraph corresponding to (M,N) is spanned by a cactus.
3. The digraph corresponding to (M,N) does not contain non-accessible
nodes or a dilation.
Proof. The implications (2) ⇒ (1) and (1) ⇒ (3) are due to Proposition 4





Because many problems of practical interest can be reduced to stabilization
around an equilibrium, the study of stability is foundational to control the-
ory. While the centralized case can be analyzed using classical tools, the
decentralized case comes with design issues that have no equivalent. In this
thesis, we reviewed some related work on sparse matrix spaces by M. A. Be-
labbas [9] and built upon it in two ways. First, we introduced the notion of
SMS extensions and indicated a method for constructing new Hurwitz graphs
from old ones. Second, we gave a full classification of all symmetric sparse
matrix spaces which are stable. Additionally, we presented a classic result
about structural controllability by Lin [10]. In the future, the author of the
thesis plans to study further sparse matrix space extensions, and provide new
algorithms for creating stable SMS.
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