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ABSTRACT 
In this study, we apply and compare some of the methods of usage pattern discovery, like simple k-means clustering 
algorithm, fuzzy relational subtractive clustering algorithm, fuzzy mean field annealing (MFA) clustering and Hidden 
Markov Model (HMM), for recommender systems. We use metrics like prediction strength, hit ratio, precision, prediction 
ability and F-Score to compare the applied methods on the Web usage data. Fuzzy MFA and HMM acted better than 
other methods due to fuzzy nation of human behavior in navigation and extra information utilized in sequence analysis. 
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1. INTRODUCTION 
Web usage mining is the automatic discovery of user access patterns from Web servers and tries to discover 
valuable information from users' transactional data (Srivastava et al, 2000). A Web personalization system is 
defined as any system that tailors the Web experience for a particular user/a group of users (Mobasher et al, 
2000). Many web mining techniques have been used in web personalization systems to discover usage 
patterns from Web data such as clustering techniques, association rule mining, and click pattern analysis. For 
example, Cadez et al. (2003) used the Expectation-Maximization (EM) algorithm on a mixture of Markov 
models for clustering user sessions. Joshi and Krishnapuram (2000) have used a fuzzy clustering approach 
for clustering user sessions.  
In this study, we apply and compare various pattern recognition methods described in Section 2 to predict 
requested pages of users. The dataset is depicted in Section 3 and results are shown in Section 4. 
2. APPLIED METHODS 
We compared HMM (Bishop, 2006), a statistical model which the system modeling in it is considered as a 
Markov process, simple k-means clustering, RFSC (Suryavanshi et al, 2005), and Fuzzy MFA Clustering 
(Song et al, 2007) to Web usage data.  
In k-means, we find the best cluster matches a session and sort the sum of user view time on this cluster 
pages to recommend the unvisited pages. For RFSC, we calculate the fuzzy membership matrix for a session; 
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then sort the clusters based on ascending order of membership degrees. For each cluster, the most important 
pages of it, calculated by a weighted sum of the viewing time of users, is recommended. In HMM, we select 
sequences of the length greater than L, and pad the first L-1 pages with all possible choices of pages. Viterbi 
algorithm (Forney, 1973) is used to derive most probable states and the probability for each sequence to 
recommend the most probable pages.  
3. DATA AND MEASURES 
We utilized the usage data of DePaul University computer science department which consisted of 13745 
users’ visiting duration on 683 pages. To solve the sparsity problem, which was a result of short sessions, we 
aggregated columns of the matrix using similar page URLs resulted in aggregated data and used principal 
component analysis (Bishop, 2006), a method for reducing data dimensions, on both main and aggregated 
data.  
To evaluate the results, we applied some of the measures suggested in (Bose et al, 2006) and additional 
measures, taken from information retrieval literature, which were: 
 Predictive Ability (PA): Percentage of hits with respect to the number of pages to be 
recommended.  
 Prediction Strength (PS): Average number of recommendations made for a page. 
 Hit Ratio (HR): Percentage of hits with respect to number of the sessions.  
 Precision (Pr): Percentage of hits with respect to the number of recommendations for each 
session. 
 F-Score (FS): A proportion of precision and predictive ability which is taken from Information 
Retrieval: 
( )
( )PrecisionAbilityPredictive
PrecisionAbilityPredictiveFScore
+
×
=  
4. EXPERIMENTAL RESULTS 
To gain the proper number of clusters, which was 20 clusters, in k-means algorithm, we repeated it with 
different number of clusters on the main data using cosine similarity measure. The results are shown in Table 
1. 
In RFSC, a large distance matrix, with dimensions equal to the number of training data points, is kept. 
The dimensions of matrixes in MATLAB are restricted and less than and the training session number and we 
just could use 50 percent of our training data.  
For fuzzy MFA algorithm we used 10 clusters. This algorithm does not use a straight approach to find the 
distance of data points, so we used the membership degree calculations of fuzzy k-means algorithm for the 
evaluation data. 
Table 1. Evaluation of recommendations in different models 
Model Name PS HR (%) PA (%) Pr (%) F-Score (%) 
k-means (20 Clusters) 12.34 - 42 6.8 11.7 
k-means (10 Clusters) 12.48 - 44.2 7 12.1 
RFSC (8 Clusters) 9.9 53 31 6 11 
FMFA (10 Clusters) 9.98 65.5 43.15 7.8 14 
HMM (20 Clusters) 11 60 38 11 18 
 
Although the MFA algorithm takes a long time to converge, it is not as time-consuming as HMM. Due to 
high complexity of the training algorithm we bounded the algorithm to 50 iterations. We applied HMM with 
different L values for recommendations in length of k percent. It performed best for L=4 with 11 
recommendations for each user. 
According to the results of these algorithms in Table 1, HMM acts better than other algorithms, which is 
reasonable because of using the order of the viewed pages in conjunction with visited pages. The results of 
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RFSC algorithm were worse than simple k-means results. It may be due to the smaller number of clusters 
with respect to other algorithms. Albeit consuming lots of memory, the nonnecessity to define the number of 
clusters and obeying fuzzy partitioning condition which leads to less sensitivity to noises, and high speed are 
of advantages of this algorithm. 
Besides, we can see that the results of fuzzy MFA clustering algorithm were better than other clustering 
algorithms. This also is a reasonable outcome because this algorithm provides a global optimum solution for 
clustering problem. By increasing the recommendation number to user, we can observe an increase in this 
algorithm's preciseness. Furthermore, we could enhance the results by applying the fuzzy MFA algorithm on 
different number of clusters and choosing the best of them. 
5. CONCLUSION AND FUTURE WORK 
In this study, we applied and compared clustering algorithms, like simple k-means, RFSC and fuzzy MFA 
clustering, and sequence analysis algorithm with HMM in Web usage-based recommender systems. The 
fuzzy MFA algorithm had been applied for the first time on Web usage data. 
According to the experimental results section, HMM outperformed other algorithms but suffered from 
long learning time and after that Fuzzy MFA algorithm was better than other clustering algorithms. 
For future works, we can improve these algorithms by using the cosine distance measure instead of 
Euclidean one in fuzzy MFA clustering algorithm, exploiting viewing time of users in HMM, and utilizing 
the domain knowledge like the structure or semantic information of Web site pages 
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