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Abstract

Ion Velocity Distribution Functions in Cutting-Edge Plasmas
Mitchell Cameron Paul
Cutting-edge plasma experiments continue to push the frontiers of plasma science. Two such
groups of experiments, helicon sources and laboratory magnetic reconnection, are the focus
of this thesis. The relatively high plasma density achieved for modest input powers makes
helicon source plasmas ideal testbeds for fusion-relevant phenomena without the complexities
associated with fusion devices. Examples include plasma-material interaction (PMI) studies,
divertor region studies, and boundary physics studies. As advancements in helicon source design
and technology make operation at higher power for longer times possible, understanding of the
plasma dynamics, particularly ion dynamics, is vital.
Laboratory experiments are essential to advancing the understanding of magnetic reconnection and the associated physics. There is a wonderful synergy between theory, modeling, and
simulation efforts and laboratory experiments. Results from these experiments validate and
benchmark simulation and theory, while theory and simulation drive the design and goals of
experiments. Naturally, this goes the other way as well; interesting results from the laboratory
motivate different approaches to theory and simulations. While spacecraft observations of magnetic reconnection have been crucial to the field, laboratory experiments allow for finer control
over the parameter space of the magnetic reconnection.
In both of these settings, advanced diagnostics are needed to characterize the physics. Attractive for its non-perturbative nature, laser induced fluorescence (LIF) is well-suited to investigate
these plasmas. LIF is used to measure particle velocity distribution functions (VDFs), which
in turn reveal fundamental properties of these species such as bulk flow and temperature. In
this work, argon ion velocity distribution functions are measured with single-photon LIF. Advancements to the standard LIF technique are presented, and the results obtained with these
techniques and their significance are discussed. First, a portable system was developed and
deployed to a remote facility where argon ion temperatures in a 10 kW steady-state helicon
source were measured. Second, a planar laser induced fluorescence technique with a camera
as the detector was developed. Results obtained with this technique are compared with those
obtained with the standard technique. Experimental eﬀiciency with the camera technique is
an order of magnitude higher than the standard technique at comparable resolution. Finally, a
system using a pulsed laser was developed to measure IVDFs during magnetic reconnection. A
proof-of-principle measurement with this system is presented.
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Chapter 1

Introduction
It is estimated that more than 99% of the observable universe is in the plasma state[1–8].
Sometimes referred to as the fourth state of matter, plasmas can be loosely defined as energetic
gases comprised of charged (and sometimes neutral) particles that exhibit collective behavior
and are quasi-neutral on large scales. Plasmas exist on scales ranging from intergalactic [9]
to microscopic [10, 11]. As such a ubiquitous medium, basic plasma physics is integral to
understanding the universe. In addition to their spatial scales, plasmas can be found in a
broad variety of environments, from stellar interiors to manufacturing. Due to this variety, the
spectrum of plasmas spans an enormous parameter space. The two characteristics most often
used to parameterize a plasma are its electron density and ion temperature. Figure 1.1 shows
the parameter space of a selection of plasmas. Ion temperatures in plasmas range from room
temperature (0.026 eV) to 106 eV and densities vary from 106 m−3 to 1034 m−3 [12]. While Fig.
1.1 shows the breadth of the parameter space occupied by plasmas, all of the plasma sources
that appear in this work occupy a relatively similar region of this parameter space (Ti ∼ 0.5 eV
to 2 eV, ne ∼ 5 × 1018 m−3 to 2 × 1019 m−3 ). The emphasis is placed on laboratory plasma
experiments with moderate ion temperatures and relatively high plasma densities. In particular,
helicon source plasmas and flux rope plasmas are discussed in this work.
Knowledge of plasma particle properties is fundamental to a full understanding of plasma behavior. Fundamental quantities are evaluated from the particle velocity distribution function
(VDF), a statistical description of the particles in a plasma. For this reason, particle (VDFs)
1
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Figure 1.1: A selection of plasmas characterized by their electron density and ion
temperature. Plasmas that appear in this work are shown as black stars.1 Other plasmas are
shown in red diamonds.

are among the most valuable plasma diagnostic measurements. While conventional intrusive diagnostics, such as probes, are capable of making these measurements in some plasmas, they are
inherently perturbative. Laser-based techniques offer these same fundamental measurements
without the associated perturbation, and often with better spatial localization than probes.
Specifically, laser induced fluorescence (LIF) is applied to the plasma sources in this work to
measure ion velocity distribution functions, and subsequently the ion temperature and bulk
flow. Engineering and technical advancements to the conventional LIF technique are presented
in this work. LIF is employed to evaluate ion temperatures as a function of operating power in
helicon source plasmas. Ion velocity distribution functions (IVDFs) measured with LIF during
electron-only magnetic reconnection are also presented here for the first time.
1

Ion temperature for plasma gun flux ropes is an order-of-magnitude estimate only.
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1.1 Helicon Source Plasmas
Helicon sources are among the most versatile of plasma experiments, able to operate in inductively coupled mode, capacitively coupled mode, the helicon mode, and the Trivelpiece-Gould
mode [13]. As a result of this versatility, helicon source plasmas have found a variety of applications ranging from fundamental plasma physics to fusion-relevant studies [14, 15] to spacecraft
propulsion applications [16]. Reviews of helicon sources may be found in Refs. [17–20], with
relevant discussion presented here.

1.1.1 History of Laboratory Helicon Plasma Experiments
The first experiment specifically designed to study the helicon wave was carried out by Lehane
and Thoneman [21]. In their device, plasma was generated by nine two-turn coils powered by
a 3 kW radio frequency (rf) generator operating at 15 MHz. The discharge was contained in
a ∅10 cm tube that was 100 cm long immersed in an axial magnetic field of less than 500 G.
Xenon discharges were made with gas pressures in the 10s of mTorr. The electron densities were
in the range 3 − 5 × 1018 m−3 with electron temperatures ≈ 1.3 − 2.2 eV. Waves launched from
small antennae inside the discharge had dispersions that compared favorably with the theory
for helicon waves.
Boswell et al. describe an apparatus more in line with the modern depiction of a helicon source
plasma [17]. The saddle-type antenna was made from one piece of copper wire bent into ≈ 16 cm
loops around a ∅5 cm, 55 cm long glass tube and either end was coupled to a capacitive matching
network. A pair of magnetic field coils, placed on either side of the antenna, maintained an axial
field up to 2 kG. The antenna operated in a range from 6 − 28 MHz. The antenna generated
an argon plasma with electron densities ∼ 3 × 1019 m−3 . A bright (too bright for the naked
eye) blue plasma column formed and extended 10s of cm beyond the top solenoid and did not
expand with the drop in magnetic field. This type of plasma column (or core) is now commonly
associated with helicon source plasmas. The plasma column even melted the end of the glass
tube with prolonged operation. This motivated the use of larger diameter, longer glass tubes
for subsequent experiment designs.
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Many modern helicon antenna designs are based on the antenna design (Nagoya Type III) first
introduced by Shoji at Nagoya University in Japan [18, 22]. Miljak and Chen showed that a
helical winding provides better coupling to the helicon wave which itself has a helical winding in
space and time [23]. Balkey et al. further explored the effect of antenna design on ion heating
and density [24, 25]. The helicon antennas discussed in this work are of this helical design.

1.1.2 Applications of Helicon Source Plasmas
Aside from contributions to the study of fundamental plasma physics, the versatility of helicon
sources and the plasmas they produce has led to extensive exploration as to their viability in a
variety of applications. Given the comparatively high densities of helicon source plasmas over
inductively-coupled plasma (ICP) and capacitively-coupled plasma (CCP) discharges commonly
used in the semiconductor industry, helicon sources seemed a natural fit for semiconductor
manufacturing instruments [20]. However, helicon sources as materials processing instruments
have largely been passed over by the semiconductor industry for a number of reasons. The
earliest helicon source design [26] was found to have a similar etch rate to existing electron
cyclotron resonance (ECR) sources with modest improvements to uniformity [27–29]. A second
design for industry, the m = 0 reactive ion etcher (M∅RI) [30] was developed by Plasma and
Materials Technologies Inc., but the business was ultimately unsuccessful because the device
failed to demonstrate suﬀicient improvement to warrant introducing the technology at scale
in the industry. Arrays of small helicon sources have been considered for processing systems,
but the need for electromagnets to produce DC magnetic fields makes the designs too costprohibitive and complicated for large-scale production [20]. Despite a design proposed by Chen
and Torreblanca for such an array that uses permanent magnets that partially alleviates this
issue [31, 32], helicon sources have largely not been adopted by the industry.
Chang-Díaz has designed the VAriable Specific Impulse Magnetoplasma Rocket (VASIMR), a
large-scale device for interplanetary travel [16]. In this design, a large helicon antenna generates
a plasma, that is further heated by an ion cyclotron resonance antenna (ICRH), and generates
thrust as it expands through a magnetic nozzle. While an intriguing application of helicon
source plasmas, the feasibility of VASIMR for fast interplanetary travel is questionable. Other
thrusters offer better thrust-to-mass ratios and are generally more electrically eﬀicient, and
the requisite power generation technology to support VASIMR for long-range travel does not
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currently exist [33]. On a much smaller scale, Chen describes a prototype for a mini-thruster
comprised of a 5 cm ×5 cm helicon tube and a permanent magnet [34].
Another application of helicon source plasmas is fusion-relevant studies due to the high plasma
density achieved at modest operating powers. As an example, in the helicon source of the PHase
Space MApping experiment (PHASMA), densities on the order of 1018 m−3 are achieved for
an input power of 650 W. As shown by Siddiqui et al. conditions in the helicon source plasma
of the Hot hELIcon eXperiment (HELIX, the precursor to PHASMA) are not unlike those in
the scrape-off layer (SOL) of the DIII-D tokamak [35]. A key difference in these plasmas is
that the ion temperatures in a tokamak SOL are an order of magnitude larger than the ion
temperatures in a helicon source plasma. This is partially offset by the approximate order of
magnitude difference in the magnetic fields. As a result, the ion gyroradius in HELIX is only
slightly smaller than that in the DIII-D SOL. This provides a prime opportunity to simulate
conditions in the divertor region of tokamaks without the associated geometric and operational
complexities. Recent studies in HELIX have focused on sheath effects in magnetized boundaries
(particularly as it pertains to cross-field flows) with relevance to the magnetized sheaths in
tokamak divertor regions [35–39].
While the majority of laboratory helicon sources operate at powers < 2 kW, recent advancements in helicon source design are making higher power operation possible. This further extends
the applicability of helicon source plasmas towards fusion-relevant studies. The Resonant Antenna Ion Device (RAID), for instance, designed for operation up to 10 kW, was built for
testing negative ion beams for fusion [15]. Thompson et al. showed that the ion temperature perpendicular to the magnetic field in the RAID device increases approximately linearly
with power [40]. The helicon source on the plasma interaction surface component experimental
station-radio frequency (PISCES-RF) facility (formerly the Controlled Shear Decorrelation Experiment, or CSDX) is a prototype for the Material-Plasma Exposure eXperiment (MPEX) with
a target of 200 kW operating power in steady state [41, 42]. To date, the PISCES-RF source
has been operated at applied powers up to 10 kW in argon and 20 kW in hydrogen for ∼ 2
minutes at a time [42]. The precursor to the MPEX, the Prototype Material-Plasma Exposure
eXperiment (Proto-MPEX) was designed for fusion-relevant (plasma-facing component (PFC),
plasma-material interface (PMI), and SOL) studies [43]. The helicon source of Proto-MPEX
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operates at powers of > 120 kW with typical pulse durations between 50 and 500 ms [44]. With
combined helicon source, ion cyclotron heating (ICH), and electron cyclotron heating (ECH)
the total installed power is ∼ 430 kW, though typical operation is much lower [45].
In these fusion-relevant plasmas, there is a need for reliable diagnostics to measure fundamental
plasma species behavior. Laser-based diagnostics are well-suited to address this need. Electron
properties are evaluated with Thomson scattering [46]. Two-photon absorption laser induced
fluorescence (TALIF) is used to make highly-localized neutral particle measurements [47–50].
Single-photon laser induced fluorescence, the subject of this work, provides vital information on
plasma ion properties.

1.2 Magnetic Reconnection
1.2.1 Motivation and Context
Magnetic reconnection (sometimes called magnetic merging, or magnetic annihilation) is a phenomenon in which rearrangement of the local magnetic topology causes energy stored in magnetic fields to be converted to particle kinetic and thermal energy [51]. Figure 1.2 illustrates
this process. Though the processes involved in magnetic reconnection can occur over tiny scales

Figure 1.2: Two-dimensional diagram of magnetic reconnection. Oppositely directed
magnetic field lines (white lines) are convected with ambient plasma (light blue circles) into
the diffusion region (light shaded rectangle). As magnetic reconnection occurs in the diffusion
region, plasma is heated and ejected as jets (light blue ovals) into the outflow region.
Reprinted with permission from [52]. Copyright 2020 John Wiley and Sons.
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(kinetic scales), the consequences can be observed on enormous scales, even up to astrophysical
scales in the case of galactic jets. As such a ubiquitous phenomenon, understanding magnetic
reconnection is critical to a wealth of disciplines in physics. Magnetic reconnection is fundamental in many solar, astrophysical, and space-related phenomena including the evolution of solar
flares, coronal mass ejections, the interaction of the solar wind (and other stellar winds) with
planetary magnetospheres, astrophysical jets, and the formation of stars [53–57]. The magnetic confinement fusion community has similarly vested interest in understanding magnetic
reconnection due to its role in disruptive instabilities [58–64].
Magnetic reconnection is a storied and extensive field of study. While a discussion on the topic of
magnetic reconnection is presented here, this discussion is by no means complete. The interested
reader is referred to Refs. [51, 52] for excellent reviews on the topic of magnetic reconnection.

1.2.2 Historical Perspective
The study of magnetic reconnection was motivated by observations of solar flares. Early studies
showed that the magnetic field energy in the chromosphere is suﬀicient to produce the large
electron kinetic energies associated with flares [65]. Later work would demonstrate that this
also applies to the solar corona. At that time, the dominant theory for this energy conversion
was magnetic diffusion caused by the resistivity induced by collisions of electrons with ions.
However, a clear issue arose from this explanation: to render the energies observed in solar
flares from magnetic diffusion would take ∼ 106 years, not the 10s of minutes observed. A
mechanism was needed to explain this discrepancy. That mechanism is magnetic reconnection.
Treatments of magnetic reconnection often start from the context of ideal magnetohydronamics
(MHD). In ideal MHD, the plasma is treated as a perfect conductor and the electric field is
defined by the ideal Ohm’s law:
E = −u × B,

(1.1)

where u is the fluid flow and B is the magnetic field. The temporal evolution of the magnetic
field is described by the induction equation:
∂B
= −∇ × E
∂t
= ∇ × (u × B).

(1.2)
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Eq. 1.2 results in the well-known “frozen-in” or “frozen flux” condition of ideal MHD: magnetic
field and plasma move together. In this context, the magnetic field is comprised of unique
“lines” or “strings,” and the magnetic tension and pressure are represented as these lines having
longitudinal tension and transverse pressure. If the lines are sharply bent, the magnetic tension
force is represented by the restoring curvature force. Where the lines are closer together, the
transverse pressure is representative of the magnetic pressure force. The plasma surrounding
one of these lines is attached to that line indefinitely and cannot move to another line, and lines
cannot break or cross one another. In other words, magnetic reconnection is not possible in
ideal MHD.
While ideal MHD treats plasmas as a perfect conductor, in reality plasmas have some (even if
small) resistivity. Including resistivity, Ohm’s law becomes:
E = −u × B + ηj,

(1.3)

where η is the effective resistivity,2 and j is the current density. In resistive MHD the induction
equation becomes
∂B
= ∇ × (u × B) + ηM ∇2 B
∂t

(1.4)

where
ηM =

1
σ◦ µ◦

(1.5)

is the magnetic diffusivity with σ◦ the conductivity and µ◦ the permeability of free space. In
the case that the resistivity is small, (σ◦ → ∞, ηM → 0) the diffusive term is neglected, and
Eq. 1.2 is recovered, i.e., ideal MHD is valid. If two magnetic field lines with oppositelydirected components approach one another in a plasma, local field gradients become strong and
a current density sheet develops. As the separation between the field lines becomes small, the
current density increases, and the resistive term in Eq. 1.6 is no longer negligible, even for small
resistivity. In this case, the assumptions of ideal MHD are no longer valid and the diffusive term
in Eq. 1.4 becomes important. The consequence is that the frozen-in condition is no longer
enforced, and magnetic field lines are able to lose their identity. Dungey described the breaking
2

In the literature, the symbol η is used to represent both electrical resistivity and magnetic diffusivity. Therefore, care should be taken in determining which quantity is represented by the symbol η within the context of a
given work. In this thesis, η = 1/σ explicitly refers to the resistivity and ηM = 1/σ◦ µ◦ explicitly refers to the
magnetic diffusivity (in MKS units).
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and rejoining of “lines of force” when such a current sheet forms [66]. This sheet is also referred
to as the “neutral sheet,” and the spatial location where the lines break is known as the “X
point” or “neutral point.”
Parker [67] developed the first self-consistent model of magnetic reconnection based on work
presented by Sweet in 1956 but not published until 1958 [68]. In recognition of the contribution
from each, the model is now known as the Sweet-Parker model. As previously mentioned,
additional effects are needed to describe the physics of magnetic reconnection. In the SweetParker model, the physical mechanism that allows field lines to break and reconnect inside the
diffusion region is electrical resistivity that arises from collisions between ions and electrons. This
electrical resistivity causes magnetic diffusion that balances the influx of plasma and magnetic
field into the diffusion region. Under this configuration, roughly half of the released magnetic
energy goes to kinetic energy (formation of jets) of the plasma, and the other half goes to
thermal energy (particle heating).
Though the Sweet-Parker model is valid within the assumptions that were made, problems
arose when comparing the model to observations of magnetic reconnection in solar flares. First,
the amount of reconnected flux in the Sweet-Parker model over the characteristic time scale of
solar flares is too small compared with observations of solar flares [69]. Further, it is unlikely
that electrical resistivity born of collisions is the appropriate mechanism to explain magnetic
reconnection in space plasmas, which are largely collisionless.
In 1963, Petschek proposed a modification to the Sweet-Parker model that introduced slow
shocks as the mechanism responsible for the rates of magnetic reconnection observed in the
solar flares [70]. Petschek’s model was controversial at the time, not helped by the fact that
the concept of collisionless magnetohydrodynamic shocks was itself relatively new.3

Propo-

nents of the model argued its usefulness due to the agreement with the faster rates predicted
from observations. Critics raised concerns over the origin of the requisite shocks. After much
investigation, it was ultimately concluded that the Petchek model does not accurately describe
3
The concept of collisionless shocks in plasmas described by MHD was first hypothesized by Courant and
Friedrichs in 1948, which launched a flurry of theoretical investigation of MHD shocks that lasted into the early
1960s. Indisputable evidence of collisionless shocks in space came with observations from the Mariner and IMP
spacecraft after passing Earth’s bow shock the same year that Petschek proposed his model. Collisionless shocks
would not be observed in laboratory experiments for another two years [71, and references therein].
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magnetic reconnection because there is not a mechanism for the self-consistent formation of
steady-state shocks [51].
A deeper discussion of the two models discussed so far is the subject of Sec. 1.2.3.
Over time, it was realized that MHD alone was not suﬀicient to accurately describe the magnetic
reconnection process. One of the first additions to the framework was the consideration of
two-fluid effects, and in particular, the Hall effect. This led to significant advancement in
understanding of the underlying physics in fast reconnection processes. The field has been
pushed yet further forward with kinetic treatment of electrons and ions.

1.2.3 Models of Magnetic Reconnection
While it has been determined that Petschek model of magnetic reconnection does not fully
capture the physics of magnetic reconnection, and the Sweet-Parker model is valid in only some
parameter regimes, modern discussions of magnetic reconnection often borrow scales, geometry,
and terminology linked to these models. As such, it is helpful to discuss in greater detail these
models. The following discussion generally follows Ref. [51].
Consider the geometry shown in Figure 1.3. In this configuration, there must be some point
(called the neutral point) inside the red dashed box where the magnetic field vanishes. Under
ideal MHD, where Ohm’s law is given by Eq. 1.1, the electric field at this point must similarly
be zero, and the system would be static since no flux can change. If, however, resistivity is
introduced, the electric field at the neutral point becomes

E = ηj.

(1.6)

With the introduction of the resistive term, the magnetic field at the neutral point has a mechanism to evolve in time according to
∂B
= ηM ∇2 B,
∂t

(1.7)

which describes diffusion. For this reason, the red dashed box in Fig. 1.3 where resistive MHD
is needed, is called the diffusion region, which has half thickness δ. As δ decreases, the out-ofplane current jz necessarily increases. As a result of the law of induction, the rate at which
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Figure 1.3: A graphic of the Sweet-Parker model of magnetic reconnection. Reprinted figure
with permission from [51] Copyright 2010 by the American Physical Society.

magnetic field lines break and form new lines is determined by the electric field at the neutral
point.
If only resistivity is considered, since Ez ∝ jz , the rate of reconnection would be inversely
proportional to δ. From Ampere’s law, j ≈ B/µ◦ δ, and rate of change of reconnected flux
perpendicular to the plane of Fig. 1.3 ψ would be
dψ
= ηM B/δ.
dt

(1.8)

At first glance, it appears that magnetic reconnection in this region can become infinitely fast
as δ becomes infinitesimally small. However, conservation of mass places a limit on the steadystate reconnection rate: assuming an incompressible plasma, the rate at which mass enters
the diffusion region must be balanced by the rate at which mass is ejected from the diffusion
region. The increased pressure that results from plasma moving into the diffusion region is
approximately balanced by the magnetic pressure, which pushes mass out of the diffusion region.
The newly reconnected magnetic field lines are also sharply bent, and the curvature force acts
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to straighten these lines. These combined forces accelerate the plasma in the diffusion region so
that it leaves the diffusion region at approximately the Alfvén speed, vA =

√ B
µ◦ mn ,

where m is

the mass and n is the density. The rate at which mass leaves the diffusion region is then given
by vA δ, and the rate at which mass enters the diffusion region is vR L where vR is the inflow
speed and L is the half-length of the diffusion region. Therefore,

vR = vA

 
δ
.
L

(1.9)

From this, it is clear that the smaller the width of the diffusion region, the slower the inflow
velocity. Eq. 1.8 shows that δ cannot be too large and Eq. 1.9 shows that it cannot be too
small.
The rate of change of the magnetic flux is determined by the reconnection velocity according to
dψ
= −vR B.
dt

(1.10)

Combining Eq. 1.8 and Eq. 1.9 and solving for δ and vR individually yields
p
vA ηM /L

(1.11)

p
ηM L/vA .

(1.12)

vR =

and
δ=

A parameter used to characterize the relative significance of advection and diffusion in a magnetized fluid is the dimensionless magnetic Reynolds number RM given by

RM =

vchar Lchar
ηM

(1.13)

where vchar is a characteristic velocity, Lchar is a characteristic length, and ηM is the magnetic
diffusivity, as before. When RM ≫ 1, advection dominates on the scale of Lchar , and ideal
MHD is approximately valid. When RM ≪ 1 diffusion is the dominant mechanism. When the
characteristic speed is the Alfvén speed, the magnetic Reynolds number becomes the Lundquist
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number S. In terms of the Lundquist number, Eqs. 1.11 and 1.12 become

and

√
vR = vA / S

(1.14)

√
δ = L/ S,

(1.15)

respectively.
The characteristic time scale of magnetic reconnection is TR = L/vR ≈

√

S (L/vA ). Comparing

this with the resistive decay time TD over the same characteristic length scale TD = L2 /ηM ≈
√
SL/vA , the resistive decay time is a factor of S larger.
At the time the Sweet-Parker model was introduced, magnetic diffusion was the leading theory
for the conversion of magnetic energy to kinetic energy in solar flares, though it was acknowledged that the rate of diffusion was too slow to reliably explain the time scales of solar flares.
While reconnection in the Sweet-Parker model occurs faster than diffusion, the time scale was
still too slow to align with observations of solar flares by ≈ 6 orders of magnitude.
In order to explain the fast rates of magnetic reconnection observed in solar flares, Petschek
proposed a model in which slow shocks in the outflow of the diffusion region would increase
the rate of mass ejection from the diffusion region. As discussed above, the mass flow into the
diffusion region must be balanced by the mass flow leaving it. If the rate of outflow is increased,
then the reconnection velocity is allowed to increase with it. The geometry of the Petschek
model is depicted in Figure 1.4. Much like in the Sweet-Parker model, at the center of the
Petschek model is a diffusion region. However, in the Petschek model this diffusion region is
much smaller than in the Sweet-Parker model.
The additional mechanism in the Petschek model comes in the form of slow shocks that start
at the edge of this diffusion region and follow along lines with an angle of vR /vA . As plasma
encounters the shocks, it is accelerated in the downstream direction up to the Alfvén speed
by current-driven forces in the shocks. The critical aspect is that with the addition of the
shocks, the plasma does not need to enter the diffusion region to be accelerated downstream
as is the case in the Sweet-Parker model. This acceleration results in a reconnection rate that
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Figure 1.4: A graphic of the Petschek model of magnetic reconnection. Reprinted figure
with permission from [51] Copyright 2010 by the American Physical Society.

corresponds to a diffusion region with much smaller characteristic half-length L∗ , which also
defines the distance from the neutral point to the point at which the shocks start.
The magnetic field in the outflow region is perpendicular to the current sheet. The shock speed
√
is determined by the strength of this perpendicular field B⊥ according to vshock = B⊥ / µ◦ mn
where n is the plasma density and m the mass. For the shock to be stationary, the transverse
velocity of the incoming flow must match the shock speed, i.e., vR = vshock . The reconnection
velocity is the same as Eq. 1.9 except with L∗ substituted for L, i.e.,

vR = vA

δ
L∗


.

(1.16)

The Petschek-type reconnection velocity is therefore faster than the Sweet-Parker velocity by
p
a factor L/L∗ . Once again, it appears that L∗ may be made infinitely small, such that the
reconnection can occur at any rate. However, Petschek specified an upper limit L∗ > L (ln S)2 /S
so that the current in the shocks does not grow so large as to perturb the inflowing plasma.
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Using this bound, Petschek proposed a speed

vR,Petschek =

vA π
.
8 ln S

(1.17)

As mentioned in Sec. 1.2.2, it was ultimately determined that the Petschek model does not
accurately encapsulate the physics surrounding magnetic reconnection. Numerical simulations
by Biskamp showed that if resistivity is constant, then the Sweet-Parker model more accurately
describes the process [72]. Though shocks were observed in these simulations, the locations were
more consistent with the scale length L of the Sweet-Parker model than the length L∗ predicted
by Petschek [51].
Much like adding resistive effects to ideal MHD allows magnetic reconnection to become possible
in the resistive MHD framework that serves as the foundation of the Sweet-Parker model,
including Hall physics provides a means to develop a more sophisticated model of magnetic
reconnection. In Hall MHD, two-fluid treatment of the plasma gives rise to additional terms in
the generalized Ohm’s law,
E = −u × B + ηj + (j × B) /ne + ∇Pe /ne,

(1.18)

where n is the density, e the elementary charge, and Pe the electron pressure. The consequence
of treating the plasma as comprised of separate ion and electron fluids is that the ions become
demagnetized while electrons are still magnetized due to the relative mass difference. The
relative motion between unmagnetized ions and magnetized electrons leads to development
of strong Hall currents that create a strong out-of-plane electric field. Because the rate of
magnetic reconnection is related to the out-of-plane electric field through the induction equation,
this additional mechanism for generating the reconnection electric field results in a faster rate
of reconnection than in the Sweet-Parker model. Additionally, the Hall effect provides an
alternative means of explaining magnetic reconnection that does not rely on electrical resistivity,
an unlikely mechanism in collisionless plasmas as previously alluded to.
When the ions become demagnetized, E = −ui × B no longer holds. The region over which this
happens is called the ion diffusion region. Inside the ion diffusion region, the electrons are still
generally magnetized, i.e., E = −ue × B and the magnetic field is still “frozen-into” the electron
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fluid. In a region close to the neutral point, the electrons become demagnetized as well, and
magnetic reconnection can develop. This region is called the electron diffusion region, and is in
general much smaller than the ion diffusion region.
In magnetic reconnection with a strong guide field (where there is a component to the total
magnetic field that does not reconnect) as is the case in PHASMA, the characteristic ion scale
is the ion gyroradius in the guide field. Under the right circumstances, the characteristic scales
of magnetic reconnection (i.e., the size of the current sheets) fall below the ion kinetic scale
[73]. In this case, the time scales of the magnetic reconnection are too short for the ions to
participate and a new regime is established: electron-only reconnection [74].
Finally, further sophistication and advancement in the models has come with kinetic (rather
than fluid) treatment of the plasma. Detailed discussion of the kinetic treatment is beyond the
scope of this work and is mentioned here for completeness.

1.2.4 Laboratory Reconnection
Progress in understanding magnetic reconnection is advanced through laboratory experiments
that focus on various aspects of the reconnection process. Laboratory experiments provide
a means for investigating the significance of variable parameters on magnetic reconnection.
Magnetic reconnection experiments have a synergistic relationship with other investigative approaches. Laboratory experiments are suited to replicate observations of magnetic reconnection
in the space environment and to validate simulation and modeling efforts. The design of laboratory experiments is often informed by a theory, modeling, and simulations, and results from
laboratory experiments in turn inspires new theoretical and numerical investigations.
Magnetic reconnection in the laboratory is a rich field of study. To avoid an overly lengthy
discussion, the treatment here is limited to a review of ion phase space measurements in laboratory magnetic reconnection experiments. For a more complete (if slightly dated) review of
laboratory magnetic reconnection experiments, see Ref. [51].
In most magnetic reconnection experiments, probes are too perturbative for reliable measurements near the X point. Probes have, however, been used to make measurements further away
from the neutral sheet or in the exhaust region. Mach probes, for instance, have been used to
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measure the ion flow in magnetic reconnection experiments [75]. However, it has been demonstrated that shadowing effects lead to an overestimation of measured velocity [76]. Retarding
field energy analyzers (RFEAs) have similarly been used to measure ion temperatures and flows
in the reconnection region [77].
More commonly, ion phase space measurements are performed with passive spectroscopic techniques. Much of the experimental work in magnetic reconnection has been performed with light
ion species (H, He). This facilitates measurement of the Doppler-broadened temperatures and
flows (as the width of a Doppler-broadened profile goes inversely with the mass of the ions).
Many of the measurements of the ion temperature and flow are made with Doppler-resolved
optical emission spectroscopy [78–80]. These measurements are often line-integrated and hence
lack the high degree of spatial localization afforded with LIF. Spatial profiles are achieved in
these cases with an Abel inversion, which requires the assumption of cylindrical or spherical
symmetry. Combining an array of many lines-of-sight with the Abel inversion, a 2-dimensional
tomographic reconstruction is possible [75, 81], though optical access must be suﬀicient. Finally,
Fiksel et al. introduced an apparatus that affords spatial localization at the cost of requiring intrusive hardware, though care was taken that the probe did not appreciably perturb the plasma
[82]. This probe is still regularly used in this capacity in magnetic reconnection experiments.
Active spectroscopy has also been used to measure ion temperatures in laboratory magnetic reconnection experiments, motivated in some cases by the desire for improved spatial localization.
Energetic neutral atom analysis [63, 83], charge exchange recombination spectroscopy (CHERS)
and Rutherford scattering have been used to measure the ion temperatures in the Madison Symmetric Torus (MST) [84]. Though these active spectroscopic techniques provide a means for
improved localization compared with most passive measurements, the spatial resolution is still
an order of magnitude larger (∼ cm [84] for CHERS) than routinely achieved with LIF (∼ mm).
LIF measurement of the ion velocity distribution function in a laboratory magnetic reconnection
experiment was demonstrated by Stark et al. [85, 86]. In their work, a continuous-wave diode
laser was used to evaluate the temporal evolution of the ion temperature through phase-resolved
LIF in the Versatile Toroidal Facility (VTF). IVDF measurements in a magnetic reconnection
experiment using LIF have also been conducted with pulsed lasers [87].Finally, planar LIF with
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a pulsed laser has also been employed in magnetic reconnection experiments, though only to
image local density, and not to measure the IVDF [88, 89].
Magnetic reconnection physics occurs at kinetic scales, and reliable measurements at these
scales are needed to resolve the physics [52, 90]. Though the IVDF in magnetic reconnection
experiments has been measured, none of these measurements are resolved at the ion kinetic
scale. Further, the IVDF has not been measured in electron-only magnetic reconnection. In
this work, the first-ever IVDF measured at the ion kinetic scale during electron-only magnetic
reconnection is presented.

1.3 Summary and Overview
In this thesis, laser induced fluorescence is implemented in several ways to study plasma in
the contexts of helicon sources and magnetic reconnection. Additionally, advancements to the
conventional LIF technique employed at WVU are presented and discussed. A portable system
is described, and its deployment on a remote facility to measure ion temperatures in a highpower helicon source is highlighted. A planar laser induced flourescence technique with a fast
camera as the detector is used to improve the experimental eﬀiciency by more than an order of
magnitude. The ion velocity distribution function during electron-only magnetic reconnection
is measured with LIF using a pulsed laser.

Chapter 2

Laser Induced Fluorescence
2.1 Introduction
While probes have long been used to measure fundamental plasma properties, their usefulness is
limited by their inherent perturbative nature and shadowing effects. Although not without their
own drawbacks, optical and spectroscopic techniques measure most of the same quantities as
probes without the requisite perturbations. There is an extensive history of optical diagnostics
applied to study plasma properties. For example, with a detailed collisional-radiative model
(CRM), electron temperature and density are determined by evaluating the ratios of spectral
lines from passive optical emission spectroscopy [91, and references therein]. When an electron
energy distribution function is assumed, the line ratio technique additionally yields the reduced
electric field (the ratio of the electric field to the neutral gas density, E/N ) [92]. Optical
emission actinometry provides a means to determine relative concentrations of atomic radicals
in rf plasmas [93].
The addition of lasers as a tool only further extends the utility of spectroscopy-based diagnostics.
Electron velocity distribution functions (and in turn electron temperature, relative density,
and bulk flow) are assessed with Thomson scattering measurements [94]. Cavity ring-down
spectroscopy (CRDS) detects the presence of trace atomic and molecular species with incredible
sensitivity (down to parts-per-trillion) [95]. CRDS has also been used to measure species VDFs
in laboratory plasmas [96–98]. In laser induced breakdown spectroscopy (LIBS), an intense laser
causes excitation (breakdown) of a sample, and the emitted spectrum is analyzed to determine
19
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the sample composition [99]. Digital holography, used to measure topological changes in a
surface with extreme precision (down to ∼ 100 nm), evaluates surface erosion of plasma-facing
components in fusion-relevant plasmas [100]. Laser-based spectroscopic techniques are also used
to measure field properties in plasmas. For example, Faraday rotation can be used to measure
magnetic field strength and plasma density [101]. The preceding examples serve to highlight
the versatility of lasers as a diagnostic tool for plasmas, but the list of applications is far from
exhaustive. Like many of these diagnostic techniques, laser induced fluorescence is desirable as
a diagnostic for its non-perturbative nature in addition to spatial localization.
In its purest form, laser induced fluorescence is an absorption spectroscopy technique. Figure
2.1 illustrates the fundamental process. Laser induced fluorescence occurs when an electronic
transition is excited through the absorption of a laser photon. When this excited state relaxes,
another photon is emitted (at the same or a different wavelength). This emitted photon occurred
as a consequence of the absorption of the original photon from a laser injected into the plasma,
hence laser induced fluorescence. In this context, laser induced fluorescence is credited to Tango
et al., who first used LIF to excite high-lying rotational-vibrational states of the krypton dimer
[102].
Laser induced fluorescence as a plasma diagnostic was first introduced in 1975 by Stern and
Johnson [103]. In the time since, laser induced fluorescence has become a mainstay plasma

Figure 2.1: Cartoon depicting the LIF process. A laser photon near the transition frequency
is absorbed, causing an electronic transition to an excited state in the absorbing atom or ion.
When the excited state relaxes to a lower energy state, a photon is emitted.
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diagnostic with a wealth of “flavors” and applications. While only the single-photon technique is
employed in this work, two-photon absorption laser induced fluorescence (TALIF) [104, 105], and
three-photon laser induced fluorescence (3pLIF) [106] have been demonstrated. By spreading
the injected laser into a sheet, the fluorescence is visualized or imaged over an area, rather than
at a single point [107–109]. If laser emission is injected simultaneously along intersecting paths
with different modulation frequencies, the VDFs along two unique directions are concurrently
recorded at the same location [110]. LIF has also been used to tomographically map VDFs in
a plasma [111]. The introduction of tunable diode lasers has made LIF more accessible [112,
113]. Though LIF diagnostics take many forms, the underlying principles remain the same.

2.2 LIF and the Doppler Effect
The process of measuring a particle velocity distribution function with LIF takes advantage
of the Doppler effect. As mentioned before, a given electronic transition in an atom or ion
occurs when a photon is absorbed that matches the energy gap between the transition states.
The frequency of this transition is defined in the frame of the moving particle. However, the
frequency of a laser used in LIF is defined in the laboratory frame. Thus, if the absorber is in
motion relative to the laboratory frame, there is a shift in the absorption frequency as measured
in the laboratory frame due to the well-known Doppler effect. This Doppler shift is given by
v
∆f = f◦ ,
c

(2.1)

where ∆f = f − f◦ is the difference between the laboratory frame laser frequency f and the
predicted transition rest frequency f◦ due to the velocity v of the particle, and c is the speed of
light. From Eq. 2.1, there exists a one-to-one mapping between ∆f (and consequently f ) and
v.
In general, the intensity of the laser induced fluorescence is proportional to the local density
of the absorbing particles. Further, due to the one-to-one mapping of the particle velocity
to a frequency shift, the laser induced fluorescence signal corresponding to a particular laser
frequency is representative of the population of absorbing particles moving along the laser
propagation direction with the corresponding speed. By sweeping a narrow linewidth laser
over a band of frequencies surrounding the resonant frequency f◦ , it is possible to measure the
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Figure 2.2: Cartoon illustrating the sweeping of a narrow linewidth laser through a range of
frequencies and the Doppler profile that is measured as a result of this sweeping. In this
graphic, the distribution is shifted in frequency space by fpeak − f◦ due to a bulk flow ⟨v⟩ via
the Doppler effect. The distribution is also broadened by random thermal motion of the
particles.

velocity distribution of a plasma species. Figure 2.2 illustrates this process. The concept of
using a tunable laser to measure IVDFs over a range of frequencies is credited to Hill et al.
[114]. For the case of a Maxwell-Boltzmann distribution, Fig. 2.2 also shows the shift of the
peak of the distribution due to a bulk flow, and highlights the link between the temperature of
a population and the width of its distribution function. These concepts are described in more
detail in Sec. 2.4.

2.3 Ar-II LIF Transition Specifics
For the work presented here, two schemes were used. The first (hereafter denoted Scheme 1),
was first reported by Severn et al. [112]. Figure 2.3 shows a partial Grotrian diagram for this
scheme.1 Excitation from the 3d4 F7/2 state to the 4p4 D5/2 state occurs by absorption of 668.614
(vac.) nm photons. The 4p4 D5/2 state relaxes to the 4s4 P5/2 state, emitting a 442.724 (vac.)
nm photon. Scheme 1 is accessible with the diode laser that is used in the portable LIF system
described in this work (Sec. 3.2).
A partial Grotrian diagram for the transitions associated with the second scheme used in this
work (hereafter denoted Scheme 2) is given in Figure 2.4.1 Absorption of a 611.6616 nm (vac.)
1

In keeping consistent with the National Institutes of Standards and Technology (NIST) database, the energy
on the cm−1 scale is referenced to the ground state of the argon atom (Ar-I), and the energy on the eV scale is
referenced to the ground state of the singly-ionized argon ion (Ar-II).
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Figure 2.3: Partial Grotrian diagram showing the LIF scheme used with the diode laser in
the portable LIF system. The 3d4 F7/2 metastable state of singly-ionized argon is excited to
the 4p4 D5/2 state by a 668.614 nm photon. Fluorescence photons at 442.724 nm are emitted
when the exited state decays to the 4s4 P5/2 state. Adapted from Ref. [115]. Republished with
permission of IOP Publishing, Ltd. Copyright 2021 IOP Publishing, Ltd. Permission conveyed
through Copyright Clearance Center, Inc.

photon excites an electronic transition from the 3d2 G9/2 state to the 4p2 F7/2 state of Ar-II.
Relaxation of the 4p2 F7/2 state to the 4s2 D5/2 state results in the emission of 461.0858 (vac.)
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Figure 2.4: Partial Grotrian diagram showing the scheme used with the dye lasers. A
611.6616 nm photon is absorbed, causing excitation from the 3d2 G9/2 state to the 4p2 F7/2
state of Ar-II. When the 4p2 F7/2 state relaxes to the 4s2 D5/2 state, a 461.0858 nm photon is
emitted.
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nm photons. A detailed discussion of the Zeeman splitting for this scheme can be found in Ref.
[116]. Table 2.1 summarizes the pertinent aspects of the LIF schemes used in this work.

Scheme
Scheme 1
Scheme 2

Transition
Scheme
(Racah)

Pump
λ12
(nm vac.)

Fluorescence
λ23
(nm vac.)

3d4 F7/2 → 4p4 D5/2 → 4s4 P5/2
3d2 G9/2 → 4p2 F7/2 → 4s2 D5/2

668.614
611.6616

442.724
461.0858

Table 2.1: Summary of the Ar-II LIF schemes used in this work. Vacuum wavelengths are
given in all cases. The electronic transition, pump wavelength, and fluorescence wavelength
are listed for each scheme.

2.4 The Velocity Distribution Function and its Connection to
Plasma Properties
In kinetic theory, the distribution function f (r, v, t) describes the number of particles in a given
element of size dV = drdv of phase space at time t. To simplify while preserving the salient
features, consider the distribution of particles at a single point in space and time, such that the
distribution function depends only on the distribution of velocities,
f (r, v, t) ⇒ f (v).

(2.2)

As outlined above, measuring the fluorescence intensity as a function of laser frequency yields
the (typically one-dimensional) velocity distribution function (VDF). The VDF is among the
most fundamental measurements, as it describes the behavior of particles at a statistical level.
Consider a one-dimensional velocity distribution function f (v) of a given plasma species. The
species density is given by the zeroth velocity moment of the distribution
Z∞
n=

f (v)dv.

(2.3)

−∞

This, however comes with a caveat: the density calculated in this way from LIF measurements
is representative of the absorbing state population, and not of the ground state density. In
order to obtain a representation of the ground state density from the absorbing state density,
a complicated model is needed. For this reason, LIF density measurements are not reported in
this work.
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The average of a function g(v) over the distribution is given by
R∞
⟨g⟩ =

g(v)f (v)dv

−∞

(2.4)

.

R∞

f (v)dv

−∞

The average velocity of the distribution (bulk flow) is then
R∞
⟨v⟩ =

vf (v)dv

−∞
R∞

(2.5)

.
f (v)dv

−∞

Eq. 2.5 is also, by definition the first velocity moment of the distribution.
The kinetic energy density (the average kinetic energy per unit volume) is given by

1
m⟨v 2 ⟩ =
2

1
2m

R∞

v 2 f (v)dv

−∞
R∞

.

(2.6)

f (v)dv

−∞

Eq. 2.6 includes contributions from the translational kinetic energy and the energy associated
with the thermal spread in velocities, i.e.,
1
1
m⟨v 2 ⟩ = kB T + EK,translational .
2
2

(2.7)

If instead the relative velocity vrel = v − ⟨v⟩, i.e. the random thermal velocity of the absorber,
is used to calculate the second moment

1
2
m⟨vrel
⟩=
2

1
2m

R∞
−∞

(v − ⟨v⟩)2 f (v)dv
R∞

(2.8)
f (v)dv

−∞

the contribution to the energy due to the translational kinetic energy is removed. In this case,
1
1
2
⟩ = kB T
m⟨vrel
2
2

(2.9)

CHAPTER 2. LASER INDUCED FLUORESCENCE

26

and an effective temperature can be evaluated.2
The preceding discussion of moments holds true for any distribution of velocities f (v). The
one-dimensional VDF for a stationary gas in thermal equilibrium is the Maxwell-Boltzmann
distribution [117] given by




mv 2
fM B (v) = A exp −
,
2kB T

(2.10)

where A is a constant that determines the amplitude of the distribution. In many low-temperature
laboratory experiments, the plasma exhibits local thermodynamic equilibrium (LTE) and the
species are well-characterized by the Maxwell-Boltzmann distribution. Obtaining the density
requires the well-known Gaussian integral
Z∞

√
π
exp −ax dx = √ .
a
2

−∞



(2.11)

Letting a = 2kB T /m the one-dimensional Maxwell-Boltzmann distribution has a density of
Z∞
n=A

exp (−

−∞

√

r

=A π

mv 2
)dv
2kB T

(2.12)

m
2kB T

and Eq. 2.10 may be expressed as
r
f (v) = n



m
mv 2
exp −
.
2πkB T
2kB T

(2.13)

It is convenient to define a thermal speed
r
vth =

2kB T
m

(2.14)

such that the distribution function can be expressed as
r
f (v) = n



m
v2
exp − 2 .
2πkB T
vth

(2.15)

2
While an effective temperature is measurable in this fashion for any distribution, it only represents the thermal
temperature for a population in thermal equilibrium, i.e., a Maxwell-Boltzmann distribution.
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Using the Doppler effect (Eq. 2.1), the distribution can instead be represented as a function
of frequency. Let I(f◦ ) be the amplitude of the distribution at its peak. The shape of the
distribution as a function of frequency can be expressed as
!
(f − f◦ )2 c2
I(f ) = I(f◦ ) exp −
.
2 f2
vth
◦

(2.16)

v2 f 2

It is convenient to define a parameter α such that α2 = thc2 ◦ . The full-width-at-half-maximum


√
2
◦)
is 2 2 ln 2σ, where σ is the standard
(FWHM) of a Gaussian of the form exp − (x−x
2σ 2
√
deviation. According to this definition, α is a factor of 2 larger than the conventional standard
deviation. Keeping in mind that α2 = 2σ 2 , the FWHM of the frequency-space distribution is
related to the temperature through
√
√
∆fF W HM = 2 2 ln 2σ = 2 ln 2α
√
vth f◦
= 2 ln 2
cr
√
f◦ 2kB T
.
= 2 ln 2
c
m

(2.17)

Simplifying,
T =

∆fF2 W HM mc2
.
8 ln 2kB f◦2

(2.18)

A similar analysis shows that the distribution function and temperature can be expressed as a
function of wavelength as well:
(λ − λ◦ )2 c2
I(λ) = I(λ◦ ) exp −
2 λ2
vth
◦

!
(2.19)

and
T =

∆λ2F W HM mc2
.
8 ln 2kB λ2◦

(2.20)

A sample IVDF measured with LIF on PHASMA is shown in Fig 2.5. Also shown is the signal
from an iodine reference cell that is used for absolute wavelength calibration.
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Figure 2.5: Sample IVDF recorded the conventional technique LIF technique in the source
of PHASMA. The Ar-II fluorescence data are depicted as black dots with the best fit
Maxwellian shown in the red trace. The signal from the iodine reference cell is shown in green.
Both signals are normalized to their respective maxima.

2.5 Discrete Versus Continuous Methods
In general, there are two methods for evaluating the VDF with LIF: continuous and discrete. In
the continuous method, the laser frequency is swept continuously over a predetermined range.
The wavelength is continuously monitored by a wavelength meter, and the wavelength meter
output is digitized simultaneously with the measured fluorescence intensity. While this method
affords increased eﬀiciency over the discrete method, any degree of asynchronicity between the
digitization of the wavelength and signal readouts introduces artifacts (Sec. 2.7).
In the discrete method, the laser wavelength is held fixed at a single wavelength while the
signal is collected. A discrete wavelength step is then executed and the signal is recorded. This
process is repeated until the desired wavelength range has been covered. While not as eﬀicient
as the continuous method, the discrete technique lifts the ambiguity of wavelength and signal
digitization synchronization. Additionally, experimental constraints sometimes necessitate the
use of the discrete technique, such as when the plasma lifetime is too short for a continuous
approach to be possible.
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2.6 Broadening Mechanisms
The IVDF measured with LIF is the cumulative result of any number of broadening effects that
have an impact on the lineshape. Generally, these effects all act to broaden a distribution. In
an ideal case, the dominant factor is Doppler broadening, and other lineshape mechanisms are
negligible. In what follows, common broadening mechanisms and their impact are discussed.

2.6.1 Zeeman Effect
In the presence of a magnetic field, the splitting of normally degenerate quantum states occurs [118]. Before discussing the effect an external magnetic field has on electron transitions,
magnetic effects native to the atom must be investigated.
Nuances in atomic structure create small deviations in predicted energies from Bohr’s model of
the atom. Once such mechanism for this change is spin-orbit coupling. An electron orbiting
the nucleus of an atom establishes a current that induces a magnetic field. In the frame of the
electron, however, the positively charged nucleus is in orbit around it. There is thus an induced
magnetic field that interacts with the spin of the electron, exerting a torque that tends to align
the magnetic moment of the electron with the magnetic field. The change in energy introduced
by this torque is
∆E = −µS · Bind ,

(2.21)

where µS is the magnetic moment of the spinning electron and Bind is the magnetic field
induced from the current caused by the nucleus orbiting the electron (in the electron’s frame).
The magnetic moment of the electron arises from the magnetic dipolar nature of a spinning
charge and is described by
µS = −

g S µB S
,
~

(2.22)

where gS is the Landé g-factor, µB is the Bohr magneton, S is the electron’s spin angular momentum, and ~ is the reduced Planck’s constant. A reasonable approximation for the magnetic
field induced by the motion of the charged particles obtained from Bohr’s model of the atom is
given by
Bind =

e
1
L,
4πϵ◦ c2 me a3◦

(2.23)
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where e is the elementary charge, L is the orbital angular momentum of the electron, ϵ◦ is the
permittivity of free space, c is the speed of light, me is the electron mass, and a◦ is the Bohr
radius. Combining Eqs. 2.21 − 2.23, the perturbation to the Hamiltonian due to this effect is
HSO =

g S µB e
L · S.
4πϵ◦ c2 me a3◦ ~

(2.24)

This perturbation depends on the spin angular moment of the electron and its orbital angular
momentum, hence the name spin-orbit coupling. As an intrinsic effect, the spin-orbit coupling
is always present and should always be considered in a full description of electronic states. The
order of degeneracy of a particular state is determined by the spin angular moment and orbital
angular momentum through J = |L − S| to |L + S|.
A related phenomenon in which the spin of the nucleus interacts with the total electronic angular
momentum, known as hyperfine splitting, leads to a correction that is an order of magnitude
smaller than spin-orbit coupling [119]. This correction is neglected in the analysis used in this
work and is mentioned here only for completeness.
When an external magnetic field is present, the magnetic moment of the electron interacts with
this external magnetic field in much the same way as it does with the intrinsic magnetic field
of the atom. However, the effect is treated differently depending on the relative strength of
the external magnetic field and is categorized into one of three regimes: the weak-field limit,
the strong-field limit (also known as the Paschen-Back effect [120]), and the intermediate-field
limit. The strength of the external magnetic field is compared with the internal magnetic field
to determine the appropriate regime [121, 122].
The correction to the Hamiltonian for the Zeeman effect is very similar to that of spin-orbit
coupling
HZ = − (µL + µS ) · Bext


g L µB L g S µB S
· Bext .
+
=
~
~

(2.25)

The full Hamiltonian including the spin-orbit and Zeeman contributions is
Htotal = H(0) + HSO + HZ .

(2.26)
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When Bext ≪ Bint (the weak-field limit), the Zeeman effect is considered a small perturbation
to the effective Hamiltonian described by Ȟ(0) = H(0) + HSO . When spin-orbit coupling is
included, the Hamiltonian no longer commutes with L and S, but does commute with the total
angular momentum J. The eigenstates of Ȟ(0) are thus described by the quantum numbers n, l,
j and mj . In this limit, the Zeeman effect causes a shift in the energy that lifts the degeneracy
of energy states with the same values for n, l, and j but different values of mj according to

∆E = hµB gJ mj Bext ,

(2.27)

where h is Planck’s constant, µB is the Bohr magneton, gJ is the Landé g-factor for the total
angular momentum, mj is the total angular momentum magnetic quantum number, and Bext is
the external magnetic field. It is readily seen that this change in energy is related to a frequency
shift:
∆ν = ∆E/h = µB gJ mj Bext ,

(2.28)

The Landé g-factor for the total angular momentum is given by

gJ = 1 +

J(J + 1) − L(L + 1) + S(S + 1)
,
2J(J + 1)

(2.29)

where J is the total angular momentum, L is the orbital angular momentum, and S is the spin
angular momentum.
The situation reverses when Bext ≫ Bint : the original Hamiltonian and the Zeeman contribution
are grouped, and the spin-orbit coupling is treated as the perturbation such that Ȟ(0) = H(0) +
HZ . The original Hamiltonian commutes with all angular momenta, and the Zeeman effect
Hamiltonian commutes with the spin angular momentum and orbital angular momentum, but
not with the total angular momentum. The eigenstates of Ȟ(0) are then described by the
quantum numbers n, l, ml and ms . In the strong-field limit, the degeneracy of energy states
with the same values for n, l, and j but different values of ml and ms is lifted. The splitting of
these states is given by
∆E = hµB Bext (ml + 2ms )

(2.30)
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with an associated frequency shift of

(2.31)

∆ν = ∆E/h = µB Bext (ml + 2ms ) .

In the event that neither the spin-orbit coupling, nor the Zeeman effect is the dominant mechanism, both are treated as perturbations to the original Hamiltonian. The analysis for this case
is considerably more involved, and is only outlined here. The ideal base set for the Zeeman
effect is |njmj ⟩, because HZ commutes with the total angular momentum. However, the spinorbit Hamiltonian does not commute with the total angular momentum. Thus, it is necessary
to express the states |jmj ⟩ states as linear combinations of the |lml ⟩|sms ⟩ states through the
Clebsch-Gordon coeﬀicients [122]. First-order degenerate perturbation theory is then executed
on the basis set to determine the energy splitting of the state.
The discussion up to this point has been concerned with the Zeeman splitting of degenerate
energy levels. Electronic transitions between states are similarly impacted by the Zeeman effect
insomuch as the states that make up the transitions are themselves split. Figure 2.6 shows the
splitting of the 3d4 F7/2 and 4p4 D5/2 states of Ar-II, and Figure 2.7 shows the splitting of the
3d2 G9/2 and 4p2 F7/2 states of Ar-II under the weak-field regime.
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Figure 2.6: Zeeman splitting of the 3d F7/2 and 4p D5/2 states of Ar-II.
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Figure 2.7: Zeeman splitting of the 3d G9/2 and 4p2 F7/2 states of Ar-II.

Transitions in which the magnetic orbital quantum number is preserved (∆mJ = 0) are known
as π transitions. Transitions where the magnetic quantum number changes by ±1 are known as
σ± transitions.
Which Zeeman-split states are observable depend on the orientation and polarization of the
laser with respect to the magnetic field. The σ transitions are polarized perpendicular to the
magnetic field. If the propagation direction of the laser emission oriented perpendicular to
the magnetic field (i.e., the wave vector of the laser is perpendicular to the magnetic field,
klaser · B = 0) and polarized parallel to the magnetic field (said to be π-polarized) the photon
momenta cannot satisfy the σ transition selection rules and only π transitions will be observed.
This is the configuration for much of the work presented here.
When the laser is injected parallel to the magnetic field, the π transitions are not observed.
In the frame of the laser, the σ± transitions appear circularly polarized with opposite rotation
(handedness). Linearly polarized light is a superposition of left-hand and right-hand polarized
light. As such, a linearly polarized laser will interact with both σ+ and σ− transitions and the
observed fluorescence has a two-peak structure. Each peak will be shifted an equal amount, but
in opposite directions. If the transition is well-calibrated in terms of the unit frequency per unit
magnetic field, this two-peak spectrum can be used to measure the magnetic field strength [123,
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124]. A single peak of this spectrum can be evaluated by placing a λ/4-plate after the linear
polarizer at ±45◦ with respect to the axis of the polarizer. This circularly polarized light will
resonate with only one set (σ+ or σ− ) of the ∆mJ = ±1 transitions and only one peak will be
observed. Caution must be exercised in this case: care should be taken that the Zeeman shift
and Doppler shift of a flowing plasma are not confused.
Unless otherwise stated, the measurements in this work are taken with the laser injected perpendicular to the magnetic field, with the laser polarization parallel to the magnetic field. As
such, the Zeeman splitting of the individual ∆mJ = 0 transitions contributes negligibly to the
overall measured lineshape and is excluded from the analysis.

2.6.2 Natural Linewidth
The natural linewidth of an electronic transition is Lorentzian in nature, and is a result of the
uncertainty principle. The natural linewidth of the transitions for both scheme 1 and scheme 2
described in Sec. 2.3 is between 10 and 20 MHz [112]. This is more than an order of magnitude
larger than the linewidth of the diode laser described in Sec. 3.2.1, on the order of the linewidth
of the dye-ring laser described in Sec. 3.3.4 and two orders of magnitude smaller than the
linewidth of the pulsed lasers described in Secs. 3.6.2 and 3.7.1. However, most significantly,
the natural linewidth is at least two orders of magnitude smaller than the width of thermal
Doppler broadening. As a result, the natural linewidth is neglected in the analysis with an
estimated effect smaller than 0.01%.

2.6.3 Laser Linewidth
For a continuous wave (CW) laser, the spectral width (linewidth) is generally small (< 1 MHz
and < 20 MHz for diode lasers and dye-ring lasers, respectively). At room temperature, an Ar-II
IVDF has a width of 1.7 GHz. Thus, the linewidth of CW lasers is neglected in the analysis. For
pulsed lasers, however, this is generally not the case. For instance, the manufacturer specification
for the linewidth of the Sirah Cobra Stretch pulsed dye laser is 1.2 pm (≈ 1 GHz at 611 nm).
This is on the same order as the Doppler broadening and must be accounted for in the analysis.
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The spectral width of pulsed lasers is, generally speaking, inversely proportional to the time
length of the pulse; the shorter the pulse in time, the broader its linewidth in frequency space.3
When the Doppler broadening and laser linewidth are the two dominant broadening mechanisms
(as is assumed in this work), the measured profile is the convolution of the laser linewidth with
the Doppler-broadened profile. The spectral distribution of most pulsed lasers is Lorentzian
in nature. The IVDF of an equilibrium plasma is often Maxwellian (Gaussian). Figure 2.8
shows the spectral profiles of a room-temperature Maxwell-Boltzmann distribution of Ar-II.
Also shown are the spectral profiles of the two pulsed lasers used in this study; a simulated
lineshape for the Sirah Cobra-Stretch laser, which has a half-width-at-half-maximum (HWHM)
of 0.48 GHz, is shown in dark blue, and the 0.88 GHz HWHM profile of the Quantel Q-Scan is
shown in gray.
Doppler
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1

Intensity [Arb.]

0.8

0.6

0.4

0.2

0
-1.5

-1

-0.5

0

0.5

1

1.5

[GHz]
Figure 2.8: Simulated Maxwell-Boltzmann distribution for room-temperature argon ions
(light blue) and simulated spectral profile of the Sirah Cobra-Stretch (dark blue) and Quantel
Q-Scan (gray) pulsed dye lasers.

The convolution of a Lorentzian and a Gaussian is a Voigt profile
Z∞
L(x)G(ν − x)dx,

V (ν) =

(2.32)

−∞
3

This statement is true for solid-state lasers. There are a variety of techniques to narrow the spectral width of
dye lasers, such as gratings and etalons, and this accounts for the difference in spectral width of the two pulsed
lasers used in this work.
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where
L(x) =

1
Γ
π (x − x◦ )2 − Γ2

(2.33)

is the Lorentzian function with HWHM Γ and
1
− (x − x◦ )2
G(x) = p
exp
2σ 2
σ 2π)

(2.34)

is the Gaussian function with standard deviation σ. While a deconvolution process can be used
to recover one of the terms of the convolution product when the convolution product and the
other term are known (see, e.g., App. A), a more straightforward approach is to perform a fit
to the experimental data. The Voigt profile in terms of the laser frequency, ν is
V (ν; σ, Γ) = Re (w[z])

 
ν + iΓ
,
= Re w √
2σ

(2.35)

where σ is the standard deviation of the Gaussian function, Γ is the HWHM of the Lorenztian
function, and w(z) is the Faddeeva function which is defined as

w(z) ≡ exp −z 2 erfc(−iz)
= erfcx(−iz)


Zz


2i
= exp −z 2 1 +
exp t2 dt
π

(2.36)

0

with erfc the error function, and erfcx the scaled complementary error function. The measured
LIF profile is fit using a Matlab® script that estimates the Faddeeva function within an accuracy
of 10−13 provided by Abrarov et al. [125]. When the laser linewidth is known, the standard
deviation of the Gaussian (related to the FWHM through Eq. 2.17) is evaluated from the
Faddeeva function that fits the data. The temperature is related to the Gaussian FWHM, γ
through Eq. 2.18 or Eq. 2.20.
This effect contributes non-negligibly to the measured profile, as illustrated in Figure 2.9. For a
room-temperature argon ion population measured with a 1 GHz linewidth laser, the temperature
is overestimated by nearly a factor of three. Therefore, where appropriate, the laser linewidth
has been accounted for in the analysis in this work.
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Figure 2.9: Simulated Maxwell-Boltzmann distribution for room-temperature argon ions
(light blue) and simulated measured profile (dark blue) when a ≈ 1 GHz laser (gray) is used.

2.6.4 Laser Saturation
Another laser-related impact on the measured lineshape is laser saturation, or power broadening.
Laser saturation occurs when the rate of stimulated photon emission is equal to the photon
absorption rate and greater than the spontaneous photon emission rate [126]. This saturation
effect is nonlinear as a function of laser frequency. Additionally, the degree of saturation is
dependent on the density of absorbers. As a result, the wings may be more sensitive to saturation
than the peak of the distribution.
Neglecting the effects of the laser energy on the measured distribution can lead to gross misinterpretation of the results. The ion temperature from a power-broadened distribution can appear
larger by more than order of magnitude if the saturation is not appropriately included in the
analysis. Intuitively, the solution to power broadening is to reduce the laser power. However,
when the laser intensity is lowered, the magnitude of the fluorescence signal also decreases. In
an ideal case, there is a regime where the laser energy is suﬀiciently low that power broadening
does not occur and the intensity of the fluorescence produces reasonable signal-to-noise ratio
(SNR). There is a point at which the signal falls below the minimum detectable limit, and the
fluorescence is no longer measured. Therefore, in these cases, a balance must be found between
acceptable signal level and acceptable instrumental broadening.
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Simplified models have been used to demonstrate this effect and estimate its impact on a measured distribution function [112, 123, 126, 127]. However, these models often neglect collisions,
which recent studies have shown may have implications for the metastable population needed
for Ar-II LIF [128]. Nonetheless, these simplified models provide a means for discussing the
effects of laser saturation and the treatment here follows closely from Ref. [126].
Consider a three-level system like that in Fig. 2.1, with the metastable state, excited state,
and lower state referred to as state 0, state 1, and state 2, respectively, in this discussion.
The normalized probability that a photon with frequency between ν and ν + dν will be absorbed in time dt by an ion traveling with velocity v along the laser propagation direction is
(B01 /4π) L(ν, ν01 , v)dνdt. In this expression, B01 is the Einstein absorption coeﬀicient for the
pump transition and L(ν, ν01 , v) is the classical absorption probability. In this picture, an ion
is modeled as a driven harmonic oscillator [129]. The absorption probability for an ion at rest
is then
L(ν, ν01 , v = 0) = h

A10 /π
(ν − ν01 )2 + A210

i,

(2.37)

where A10 is the rate of decay from state 1 to state 0. For an ion moving with velocity v along
the laser propagation direction, this becomes
L(ν, ν01 , v) = n

A10 /π
[ν − ν01 (1 + v/c)]2 + A210

o,

(2.38)

with c the speed of light. Multiplying the single-photon absorption probability by the intensity
profile of the laser I(x, v, t) and the density of ions in state 0 with speed v, f (x, v, t), yields the
number of transitions occurring in time dt. Integration over frequency results in the rates of
change of the densities of states 0 and 1 due to absorption,
−

d
d
f0 (x, v, t) = f1 (x, v, t)
dt
dt
B10
= f0 (x, v, t)
4π

Z∞

(2.39)
dνL(ν, ν01 , v)I(x, v, t).

0

Stimulated emission occurs when a photon near ν01 interacts with an ion in state 1, causing a
decay from state 1 to state 2. Thus, the same photons that pump the transition from 0 to 1
can also cause a decay from 1 to 0. In this semi-classical picture, the interaction probability
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is direction agnostic, i.e., L(ν, ν01 , v)dνdt is the same for absorption and spontaneous emission.
This does not necessarily hold, however, for the Einstein coeﬀicient, i.e., it is not necessary that
B01 = B10 . The change of state densities due to stimulated emission is then
d
d
f0 (x, v, t) = − f1 (x, v, t)
dt
dt
B01
= f1 (x, v, t)
4π

Z∞

(2.40)
dνL(ν, ν01 , v)I(x, v, t).

0

An excited state will decay through spontaneous emission without the need for external stimuli.
The excited state will decay to any lower-energy state with a certain probability Aji where j
denotes an upper state and i denotes a lower state. The net effect of spontaneous decay on the
density of state 1 in this model will be the sum of the decay rates of each of the possible decay
paths, i.e.



d
dt


f1 (x, v, t) = −
decay

X

A1i f1 (x, v, t).

(2.41)

i̸=1

If a state j starts with a population f◦j = fj (x, v, t◦ ) and the only source or loss mechanism
is spontaneous decay out of state j, the time it takes for the state population to decrease by a
factor of e is the lifetime of state j, i.e.,
1
fj (x, v, t◦ + τj ) = f◦j ,
e

(2.42)

where τj is the aforementioned lifetime. Eq 2.41 may equivalently be expressed as


d
dt


f1 (x, v, t) = −
decay

f1 (x, v, t)
.
τj

(2.43)

There are other mechanisms that can affect the density of each state that have not been included
here. For instance, collisions with other particles can induce electronic transitions in the ion.
Additionally, while this model only includes the three-level state so described, in reality there
are many other energy levels in the ions. Therefore, spontaneous decay can occur both into and
out of each of the states. To account for these other effects a source term Si (x, v, t) is included
for each state.4
4

The words “source term” are used throughout the literature. It is merely noted here that this is slightly
misleading in that this term describes sources and losses and is therefore not positive-definite.
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Putting this all together, the rate equations for the three states in the model are
d
f0 (x, v, t) =S0 (x, v, t) + f1 (x, v, t) [A10 + B10 Φ(x, v, t)]
dt


1
+ B01 Φ(x, v, t)
− f0 (x, v, t)
τ0
d
f1 (x, v, t) = S1 (x, v, t) + f0 (x, v, t)B01 Φ(x, v, t) − f1 (x, v, t)
dt



1
+ B10 Φ(x, v, t)
τ1

d
1
f2 (x, v, t) = S2 (x, v, t) + A12 f1 (x, v, t) − f2 (x, v, t),
dt
τ2
where
1
Φ(x, v, t) =
4π

(2.44a)


(2.44b)
(2.44c)

Z∞
dνL(ν, ν01 , v)I(x, v, t)

(2.45)

0

is the effective laser intensity.
If the laser is suﬀiciently well-characterized such that the spatial, spectral, and temporal dependence is known, the coupled Eqns. 2.44a - 2.44c can be solved. The fluorescence collected
in terms of photons is

Ifluorescence

dΩ
=
A12
4π

Z

Z
3

d x

Z∞
3

d v

dtf1 (x, v, t),

(2.46)

0

where dΩ is the collected solid angle.
Eq. 2.46 provides a means for calculating a theoretical lineshape based on the laser intensity.
Goeckner and Goree show that this can be used to evaluate the saturation threshold [126].
Saturation occurs for
f0 (x, v, t)B01 Φ(x, v, t) ≈ f1 (x, v, t)B10 Φ(x, v, t) > A10 f1 (x, v, t),

(2.47)

i.e., when the stimulated absorption and stimulated emission are roughly balanced and exceed
the spontaneous emission.
The preceding theoretical exercise helps to illustrate what is occurring physically. In practice,
this treatment can provide an estimate of the saturation threshold for a given system. However,
some knowledge must be assumed, such as the form of the distribution functions of the involved
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states, including the plasma density and ion temperature. This poses a problem when the ion
temperature is not known. The unsaturated width cannot be calculated in this case.
To determine whether laser saturation is occurring, the simplest test is to measure the IVDF at
a series of laser energies. If the measured width of the distribution changes with the laser energy,
power broadening is occurring. Only for laser energies below the saturation threshold will the
measured width be independent of laser energy. Another test for laser saturation involves the
integrated signal of the IVDF. Below the saturated threshold, the total integrated LIF signal
follows a linear dependence on the laser power. The integrated signal will deviates this trend
when the laser energy exceeds the saturation threshold.

2.6.5 Pressure/Stark Broadening
The Stark effect is the electric field analog to the Zeeman effect. Similar to the Zeeman effect,
the degeneracy of an electronic state is lifted when an external electric field is applied to an
atom or ion. When the splitting is small so as not to be resolved, the observed effect is a
broadening of the lineshape. For the experiments discussed in this work, there are no applied
external electric fields, and this particular effect is neglected.
Charged particles in a plasma produce small-scale electric fields, known as microfields. Because
the orientation and magnitude of these microfields is random, the induced Stark effect in affected
ions and atoms is a continuum rather than discrete. As the pressure (density) increases and
plasma particles are forced closer together, these microfields have an increasing effect. However,
for plasmas with parameters like those in this work, Boivin estimates a Stark broadening ∼ 1
fm (1 MHz) [130]. Therefore, this effect contributes negligibly to the measured lineshape, and
is ignored in the analysis.

2.6.6 Other Linewidth Effects
While the most dominant mechanisms are discussed in the preceding sections, the list is by
no means exhaustive. As briefly mentioned in Sec. 2.6.1, the hyperfine splitting of electronic
transitions introduces slight changes to the transition frequencies, though these shifts are typically far below the resolution of LIF measurements. When multiple isotopes are present, the
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transitions are broadened due to the small differences in energy in each isotope. Isotopic splitting/broadening is not a concern for Ar-II LIF.5 The interested reader is directed to Refs. [47,
49, 131, 132] for a detailed discussion.

2.7 Other Considerations
There exists a systematic uncertainty in bulk flow measured with the standard LIF technique
applied on PHASMA, stemming from the use of a lock-in amplifier. An important parameter in
lock-in amplification is the time constant. Briefly, the time constant controls the aggressiveness
of the low-pass frequency filter applied to the incoming signal. Put another way, the time
constant controls the width, in time, over which the moving average is applied. In general, the
greater the time constant, the smoother the resultant output at the cost of increased response
time of the circuit. As a general rule, an instantaneous change in the DC level on the input of the
lock-in can take up to five time constant intervals to be fully realized at the output. Thus, there
is a delay of up to five time constant intervals between signal arriving at the input to digitization
by the data acquisition (DAQ) system. This time-of-arrival uncertainty causes an asynchronicity
1
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Figure 2.10: Flow offset introduced by a decreasing ratio of tscan /τ . The light blue curve is
an IVDF measured for the case of tscan /τ = 120. The dark blue curve shows an IVDF
measured with the same helicon source parameters for the case of tscan /τ = 360. For the
traces shown, the difference in flow is 126 m/s. Also demonstrated is the increase in noise
associated with a larger ratio.
5
There exist three isotopes of argon. However, Ar 40 accounts for more than 99% of naturally occurring argon.
The other two isotopes are not detectable with laser induced fluorescence.
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between digitization of the wavelength and the corresponding lock-in signal in continuous LIF
measurements, leading to a spurious flow offset. This effect is illustrated in Fig. 2.10. This issue
can be addressed by making the laser scan time much larger than the lock-in time constant.
Additionally this consideration is only relevant to the continuous method discussed previously.
It was discovered that for suﬀiciently small ratios of tscan /τ , there is additionally an artificial
broadening of the signal that leads to a spurious increase in temperature. In general, it is best
practice to scan the laser slowly relative to the time constant of the lock-in. However, this is
not always possible if, for instance, the source is not able to run for long periods of time. In
these cases, it is possible to correct for the effects of the lock-in amplifier so long as the ratio
tscan /τ is known. Discussion of this correction in detail is the subject of Appendix A.

Chapter 3

Experimental Configuration
Several techniques and designs that iterate and improve upon the conventional LIF technique
employed at WVU are presented in this work. The following discussion begins with an overview
of the conventional technique so that differences may be highlighted. In the remaining discussion,
the LIF systems that were utilized in this work are described, as well as the techniques that
were developed for use with them.

3.1 The Conventional LIF Technique
Figure 3.1 is a schematic of the standard setup used for LIF measurements at WVU. A 10 W
Millenia Pro laser pumps the Sirah Matisse dye-ring laser. Details of the dye laser are discussed
in Sec. 3.3.4. The light leaving the laser head is first incident upon a 90:10 optical blank
where (. 10%) is split from the main beam. A second blank directs ≈ 10% of this light into
a 5 µm diameter single mode fiber coupled to a Bristol 621 Wavemeter wavelength meter for
wavelength monitoring. The wavelength meter has an absolute accuracy of δλ = 0.20 ± 0.03
pm [133]. Wavelength meter output is recorded by a custom Bristol proportional–integral–
derivative (PID) controller that converts the digital wavelength signal to an analog voltage for
digitization. Light that passes through the second beamsplitter bounces off of a mirror and
passes through room-temperature iodine reference cell. This iodine cell is used to absolutely
calibrate the wavelength. Finally, a Newport model LBP2-HR-VIS3 beam profiler is placed
after the iodine reference cell for beam quality monitoring.
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Figure 3.1: Experimental configuration for the conventional LIF technique employing the
Sirah Matisse dye ring laser. Adapted from Ref. [109], with the permission of AIP Publishing.

The primary portion of the light leaving the laser head passes first through an Optics for
Research IO-5-633-PBS optical isolator to prevent back reflections from entering the laser cavity.
Afterwards, the light passes through a Thorlabs MCF160 mechanical chopping wheel controlled
with a Thorlabs MC2000B optical chopper controller that modulates the laser emission at a
chosen frequency (typically 5 kHz). Several steering mirrors direct the light into an optical fiber.
Both single mode and multimode fibers are used to couple the light from the optical table to the
injection optics on the vacuum vessel. The injection optics are generally comprised of polarizers
and simple lenses that bring the light to a tight focus. Similarly, the collection optics are a
set of simple lenses. The collection path is tightly focused to optimize the spatial localization
of the measurement. The collection optics are back-illuminated to facilitate the overlapping
of the focal spots of the injection and collection paths. Fluorescence is fiber coupled to a
Hamamatsu HC124 − 06 photomultiplier tube (PMT). A lens is placed inside the PMT housing
to collimate the collected light. Additionally a narrow linewidth filter (1 nm or 2 nm) from Dell
Optics is placed before the PMT face to reject any stray light different from the fluorescence
wavelength. The PMT output goes to an SRS SR830 lock-in amplifier that is referenced to the
modulation frequency set by the mechanical chopper. By referencing the lock-in amplifier to the
laser modulation frequency, the fluorescence is distinguished from the background spontaneous
emission of the plasma at the fluorescence wavelength. The output of this lock-in amplifier is
digitized.
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3.2 Compact, Portable LIF System
As advancements are made in large scale laboratory experiments, there is an increasing need
for portable diagnostics that can be deployed on a number of these experiments [134]. One
such portable diagnostic was developed at WVU and was deployed on the PISCES-RF facility
at the University of California (UCSD). The details of this system are outlined in the following
sections.

3.2.1 Diode Laser System and Specifications
Many of the advancements made in the portable system design are only possible due to the use
of a Toptica TA 100 diode laser. The center wavelength of this model was chosen for studies
of singly-ionized argon, neutral helium, and neutral argon [113]. A CAD model of the internal
layout of the diode laser is shown in Figure 3.2.
Laser emission begins in the master oscillator (1 in Fig. 3.2). Inside the master oscillator, light
is emitted from the front face of a laser diode. This light is collimated by a short focal length

Figure 3.2: The Toptica TA 100 diode laser. Laser emission begins in the master oscillator
(1) and passes through an optical isolator (2). The light is then guided by two steering mirrors
(3 and 4) through the tapered amplifier (5). Amplified laser emission passes through a second
optical isolator (6). An aspheric lens (not shown) shapes the beam before it leaves the laser
cavity. Also shown are the adapter plates and optics for coupling the primary laser emission
and light transmitted by the first steering mirror into optical fibers (7) and (8), respectively.
Reproduced from [135], with the permission of AIP Publishing.
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(diffraction-limited) lens and is incident on a reflection grating. This grating is placed in the
Littrow configuration such that the first diffraction order of the grating is reflected back through
the collimating lens. This light is focused by the lens inside the laser diode. This light reflects
from the back face of the laser diode, and a cavity is formed between the back face of the laser
diode and the grating [136].
Light from the master oscillator passes through the first of two optical isolators (2). A small
fraction of the light (∼ 3 mW) passes through the first of two steering mirrors (3), and is
coupled to a ∅5 µm single mode fiber through a Thorlabs PAF2 − 5A aspheric fiber port (8).
The light that reflects from the face of steering mirror 1 is directed to the tapered amplifier (5)
by steering mirror 2 (4). After the tapered amplifier, the light passes through the second optical
isolator (6) and leaves the laser head. A Thorlabs PAF2 − 5A aspheric fiber port (7) mounts to
a custom-made plate attached to the laser housing and couples the light into a multimode fiber
for transmission to the plasma device.
The maximum power produced from the Toptica TA 100 is ∼ 250 mW. Manufacturer specification for the laser linewidth is < 1 MHz. The beam diameter is 4.7 mm (based on 1/e2 ) with
a divergence of < 1 mrad [136].
Temperature and current controls are critical for this laser system. Small deviations in environmental temperature have severe impacts on the mode-hop-free range. However, if the laser
is placed in a stable, climate-controlled environment, day-to-day tuning is rarely needed after
the laser settles into an equilibrium state.

3.2.2 Portable System Design
A schematic of the portable LIF system is shown in Figure 3.3. As described in Sec. 3.2.1, the
cornerstone of this system is the Toptica TA 100 tapered amplified diode laser.
As shown in Fig. 3.2, light that transmits through mirror 1 is injected into a ∅5 µm singlemode fiber that is coupled to a Burleigh WA-1500 wavelength meter for wavelength monitoring.
The absolute accuracy of the Burleigh WA-1500 wavelength meter is 0.0001 nm. Primary laser
emission is coupled into a ∅200 µm multimode fiber that transmits the light to the injection
optics on the plasma vessel. The injection optics consist of a polarizer that polarizes the light
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Figure 3.3: Configuration of the portable LIF system. Notable features include the reduced
number of hardware elements, elimination of tabletop diagnostic hardware, and fully
fiber-coupled nature.

parallel to the magnetic field axis and simple lenses that collimate the injection. The collection
optics are brought to a tight focus. This preserves high spatial localization while also allowing
the collection optics to be translated along the injected laser axis without the need to vent the
plasma vessel for realignment. Light is captured by a simple lens and focused into into a ∅1 mm
multimode fiber coupled to a Hamamatsu HC124 − 06 PMT. Inside the PMT housing, the light
is collimated to approximately match the diameter of the PMT detector face. A narrowband (1
nm or 2 nm) optical bandpass filter rejects light different from the fluorescence wavelength. A
Stanford Research Systems SR830 lock-in amplifier is used to further distinguish fluorescence
from spontaneous emission. The wavelength meter output and the lock-in amplifier signal are
digitized by a National Instruments (NI) USB-6212 multifunction I/O device.
Control of the laser wavelength is achieved through an external voltage applied to the master
oscillator. This voltage is generated by the NI I/O device. Sweeping the applied voltage sweeps
the laser emission through a range of wavelengths about the predicted rest wavelength of the LIF
transition. The minimum resolvable wavelength step corresponding to the smallest increment
in the applied voltage is below the resolution of the wavelength meter. This ensures a “smooth”
scan of the laser, and prevents discretized jumps in the wavelengths due to the control voltage.
Amplitude modulation of the laser intensity is accomplished by modulating the diode current
applied to the tapered amplifier. This is critical to the design of this system; the light that
passes through mirror 1 has not yet reached the amplifier and is therefore continuous-wave and
stable (required for reliable wavelength monitoring with the Burleigh wavelength meter).
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The laser head has a spatial footprint measuring ≈ 35 × 21 × 12 cm3 (l × w × h), much smaller
than a typical dye-ring laser commonly used in other LIF experimental configurations. The laser
controller at ≈ 46×31×15 cm3 and the wavelength meter at ≈ 38×14×18 cm3 easily fit into two
additional modest sized hard shell traveling cases. Data acquisition hardware (laptop and NI
I/O device) and detection hardware (photomultiplier tube) fit into standard travel luggage. To
date, all of the remote facilities to which this system has been deployed have had available lock-in
amplifiers on site. In the event that a lock-in amplifier is needed, a compact field-programmable
gate array (FPGA)-based lock-in amplifier can be used instead of a rack-mounted unit, and all
data acquisition components can be fit into standard luggage.
Figure 3.3 serves to illustrate how compact the portable system is when compared with the
conventional setup (Fig. 3.1). Uhl et al. recently demonstrated a fully software-based lockin amplification technique for spectroscopy applications [137]. Employing a similar technique
would eliminate another piece of hardware and further reduce the total size of this system. A
confocal optical arrangement is implemented when only a single line-of-sight is available, or
where optical access is otherwise limited [138, 139].

3.2.3 PISCES-RF
The Plasma Interaction Surface Component Experimental Station-Radio Frequency (PISCESRF) facility (formerly the Controlled Shear Decorrelation eXperiment, CSDX) is a 3 m long, 20
cm diameter cylindrical stainless steel plasma vessel. A CAD model of PISCES-RF is shown in
Figure 3.4. A set of 28 external electromagnets generate an axial magnetic field up to 2400 G.
Base pressures in the high 10−7 Torr range are maintained with a turbomolecular pump at the
downstream end of the chamber. The turbomolecular pump is backed by two mechanical pumps.
Neutral gas is supplied through a mass flow controller. The gas flow rate is held constant, and
the gas pressure is controlled with a butterfly valve placed before the turbomolecular pump.
Gas is injected through a custom flange upstream of the RF source. This configuration led to
improved control of neutral gas pressure in Proto-MPEX [140]. The two primary locations for
diagnostics are labeled port 1 and port 2 in Fig. 3.4. These diagnostics ports are 0.8 m and 1.5
m away from the RF source assembly, respectively.
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Figure 3.4: CAD model of the PISCES-RF experiment. Republished with permission of IOP
Publishing, Ltd., from [115]. Copyright 2021 IOP Publishing, Ltd. Permission conveyed
through Copyright Clearance Center, Inc.

PISCES-RF has a state-of-the-art, water-cooled helicon antenna design that allows helicon
source operation in the 10s of kW in pseudo-steady state. Figure 3.5 is a CAD model of the
helicon source. The RF-transparent window (the white cylinder in Fig. 3.5) is comprised of
concentric ceramic cylinders with DI water flowing between them. Alumina (Al2 O3 ) is used for

Figure 3.5: CAD model of the water-cooled helicon antenna design. Republished with
permission of IOP Publishing, Ltd., from [115]. Copyright 2021 IOP Publishing, Ltd.
Permission conveyed through Copyright Clearance Center, Inc.
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the inner cylinder with a thickness of ∼ 6.35 mm (0.25 inches) and inner diameter of ∼ 12 cm
(4-3/4 inches). The outer cylinder is quartz with a thickness of ∼ 3 mm (0.117 inches) and an
outer diameter of ∼ 14.6 mm (5-3/4 inches). The annular DI-water channel between the two
tubes is ∼ 3.35 mm (0.133 inches) wide. Also shown in Fig. 3.5 in copper is the helicon antenna.
The antenna is independently water cooled. Water is introduced to the channel in the ceramic
RF window via the contacts (gray in Fig. 3.5) in the custom Conflat flanges (gray in Fig. 3.5).
The end flange of PISCES-RF has angled viewports. An IR-sensitive camera mounted to one of
these ports monitors the thermal load on the ceramic. To ensure safe operation of the source,
power to the antenna is turned off when the ceramic reaches a certain temperature threshold,
and operation does not resume until a lower temperature bound is reached.

3.3 Planar LIF with a Fast Camera
3.3.1 PHASMA: Overview
A considerable portion of the work reported in this thesis was conducted on PHASMA at WVU.
Figure 3.6 is a rendered image of PHASMA. PHASMA is a versatile plasma experiment designed
to be reconfigurable and modular. PHASMA is comprised of three main components: the source
region, the target chambers, and a pumping station. The reference for the axial dimension of
PHASMA (z = 0) is the interface between the four-way cross and the cylindrical stainless steel
component of the source chamber (see Fig. 3.7). The main plasma source is a helicon antenna in
the source region. The source region of PHASMA occupies approximately z = −32.4 cm to 163

Figure 3.6: CAD render of the PHASMA device.
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cm, and is described in more detail in Sec. 3.3.2. After the source region, three larger-diameter
chambers are placed in succession. The first and third of these are identical 15-3/4” diameter
cylindrical chambers, each with 16 2-3/4” ports, and eight 6” ports. The second (middle)
chamber is an octagonal aluminum chamber. On the horizontal and vertical sides of this vessel,
there are 20-1/4” × 4-1/4” windows. On each of the diagonal faces, there are four 2-3/4” ports
for diagnostic access. This section of PHASMA, collectively referred to as the target chambers,
occupies z = 163 cm to 437 cm and is described in more detail in Sec. 3.5.1. A pair of plasma
guns are installed on the first of these chambers for magnetic reconnection and flux rope studies
[141, 142]. The helicon source and plasma guns are fully independent, and each can be operated
simultaneously or in isolation. The pumping station (z ≈ 437 cm to 536 cm) has two Pfeiffer
TMU 1600 SG turbomolecular pumps controlled with a pair of Pfeiffer TCP 600 power supplies.
An additional Pfeiffer TMU 521 P turbomolecular pump is located in the source region. These
pumps maintain a base pressure of ∼ 1 x 10−7 Torr with a total pump speed of 3800 liters per
second. The terminal faces on either end of the PHASMA experiment are windows. This allows
for laser injection along the axis of PHASMA from either direction.
PHASMA is designed to study a plethora of plasma phenomena, ranging from plasma-boundary
interactions to space-relevant plasma phenomena, such as magnetic reconnection. As the successor to the Hot HELIcon eXperiment - Large Experiment on Instabilities and Anisotropy
(HELIX-LEIA) facility, PHASMA preserves the helicon source capabilities while simultaneously creating opportunities to expand into new fields of study. In particular, PHASMA is
well-equipped to study space-relevant phenomena in the form of magnetic reconnection experiments. With operating gas selectivity and control of the plasma density, the Lundquist number
in PHASMA can be tuned over a range of 1 to 100. Similarly, fine-tuning of the magnetic field
allows control of the plasma beta over a range of 0.001 to 1. Both of these parameters are
critical in magnetic reconnection and other space relevant phenomena.
PHASMA is well-equipped with a suite of diagnostics. One of the key capabilities of PHASMA
is phase-space measurements of multiple species at the kinetic scale [94, 142]. An array of probes
(Ḃ, Langmuir, and triple Langmuir) help to characterize the flux rope plasmas [141]. A fast
camera is used to capture the plasma emission dynamics in PHASMA. The fast camera is also a
cornerstone component of the planar LIF imaging diagnostic described in Refs. [109] and [124]
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and in this work. A microwave interferometer diagnostic for electron density measurements,
and a retarding field energy analyzer (RFEA) for ion energy distributions are in development.
Table 3.1 provides a summary of the diagnostics capabilities of the PHASMA facilities, along
with references to published works where available.
Diagnostic

Results

B-dot probe (Ḃ)
Baratron pressure gauges
Fast-camera imaging
Laser induced fluorescence

Time varying magnetic field
Neutral pressure
Plasma emission dynamics
Neutral, ion temperature
Neutral, ion flow
Local magnetic field strength
Electron density
Partial neutral pressures
Ion energy
Electron temperature
Electron density
Electron temperature
Electron density

Microwave interferometer
Residual gas analyzer (RGA)
Retarding field analyzer
Thomson scattering
Triple Langmuir probes

Variable

References

Ḃ
pn
−
Tn , Ti
vn , vi
B
ne
pn,z
Ei
Te
ne
Te
ne

[141]
[141]
[109]
[109]
[123, 124]

[94, 142]
[141]

Table 3.1: List of diagnostics used on PHASMA and the quantities measured with each
diagnostic.

3.3.2 PHASMA: The Source Region
The source region of PHASMA is comprised of a stainless steel 4-way cross attached to a ∅15
cm × 91 cm stainless steel vessel and a ∅10 cm Pyrex® tube. A CAD model of the source
region is displayed in Figure 3.7. The Pyrex® tube connects to the first target chamber of
PHASMA, described in more detail in Sec. 3.5.1. A 6-inch window is mounted to the front
of the 4-way cross to facilitate injection of laser emission down the axis of the plasma vessel.
A Pfeiffer TMU 521 P turbomolecular pump helps maintain the base pressure of the device.
The turbomolecular pump has a capacity of 550 liters per second. An oil-free diaphragm pump
backs this turbomolecular pump. The pumps are protected by a gate valve with a pressuremonitoring interlock circuit. A three-way tee is mounted to the top flange of the 4-way cross.
To the horizontal section of this tee is mounted an SRS RGA 100 residual gas analyzer that is
used to facilitate vacuum leak detection and species identification. A Balzers pressure gauge is
mounted to the top of the tee for real-time pressure monitoring.

CHAPTER 3. EXPERIMENTAL CONFIGURATION

54

Figure 3.7: CAD model of the source region of PHASMA. Shown are the m = 1 helical
antenna, Pyrex® tube, stainless steel vessel, 4-way cross, 2D apparatus, electromagnet array,
and fast camera in the position it was mounted for the measurements presented here.

Two sets of five electromagnets maintain a user-configurable magnetic field in the source region
of PHASMA. Each set is controlled independently by a pair of power supplies. This allows for
a user-defined magnetic field in the source region. The maximum magnetic field in the source
region is 2 kG. The magnets are water-cooled, and magnet operating temperatures are monitored
by individual thermocouples. Magnet temperature and water flow sensors are incorporated into
an interlock circuit to prevent magnet overheating. Figure 3.8 shows the magnetic field profile in
the source region (up to ≈ 163 cm) and PHASMA for the camera PLIF measurements presented
in this work. The magnet spacing in the source region is such that optical access and magnetic
field uniformity are optimally balanced.
The stainless steel chamber has sixteen 2-3/4” Conflat ports and a set of the four 6” Conflat
ports. The four 6” ports are placed halfway down the length of the chamber. This is the
location of the planar LIF measurements with the fast camera. Typically, windows are placed
on these ports to provide abundant optical access. However, for the measurements reported
here, a Langmuir probe was installed on one of the horizontal ports for alignment of the laser
sheet and fast camera. The camera is installed above the top 6” window, and the 2D apparatus
(described in Sec. 3.3.3) is installed on the horizontal port opposite the Langmuir probe with
the collection optics facing the bottom window. The 2-3/4” ports are similarly located on top,
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Figure 3.8: Magnetic field as a function of axial position in PHASMA for the camera
measurements presented in this work. For reference, the measurements were taken at ≈ 45 cm,
the helicon antenna is at ≈ 124 cm, and the boundary between the source region and the rest
of PHASMA is at ≈ 163 cm.

bottom, and both sides of the source chamber. Two sets of four 2-3/4” ports arranged in this
fashion are located on either side of the 6” ports. A fixed set of injection and collection optics,
both focused on the center of the vessel are attached to orthogonal 2-3/4” ports at the furthest
downstream (rightmost in Fig. 3.7) position. These fixed optics serve as a reliable test site for
LIF studies.
Gas is fed from the bottom 2-3/4” port immediately downstream of the 6” ports in Fig. 3.7.
Operating gases for PHASMA are hydrogen, helium, argon, xenon, krypton, and admixtures
thereof. A pair of calibrated MKS mass flow valves, controlled with an MKS PR-4000 mass
flow controller, maintain the gas pressure in PHASMA.
The primary plasma source in PHASMA is the 19 cm long, half-turn, azimuthal mode m = +1
helical antenna shown in Fig. 3.7 around the Pyrex® tube. The antenna spans roughly Z = 113
cm to 132 cm. An ENI A1000 RF amplifier, driven by an SRS DS354 function generator,
provides the power to the helicon antenna. The source operates between 9 and 15 MHz at up
to 1.5 kW of forward power. Reflected power is minimized using a π-configuration matching
network. Detailed discussion of the matching network can be found in Ref. [38].
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3.3.3 2D Apparatus
A 2-dimensional optical apparatus, referred to as the 2D stage, is depicted in Figure 3.9 and is
employed to facilitate LIF point measurements over a 2D plane of the plasma. The construction
of this system is based on a similar design described elsewhere [38]. Due to hardware and spatial
limitations, the 2D stage presented in this work has one less degree of freedom than the one
described in Ref. [38]. However, the design improves upon older versions in a couple of ways.
First, the plasma vessel no longer needs to be vented in order to attach or remove the stage
once the mounting plates have been installed. This allows for quick refinement of the optical
alignment on the lab bench without breaking vacuum. Additionally, the original Velmex stages
have been replaced with Newmark eTrack 100 mm, linear motion stages. The Velmex motion
stages require separate controllers, while the Newmark stages are controlled directly by the lab
computer.

Figure 3.9: CAD model of the 2D LIF apparatus. The laser path is shown in red and the
collection cone in blue. (Optical path elements not to scale.)
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In its normal configuration, the 2D apparatus is flipped vertically with respect to its orientation
in Fig. 3.9. For this work, the vertical orientation of the apparatus was reversed such that the
camera may be mounted above the device, and the collection optics of the 2D stage may still
be aligned to the injection path. Generally, when the 2D stage is used, the injected laser light
is collimated and the collection path is tightly focused within the laser column. The stage is
designed such that when the vertical motion stage translates up and down, the injection and
collection optics move up and down together, preserving the mutual alignment. However, the
horizontal motion stage translates only the collection optics. In this fashion, the collection spot
can be translated along the injected column. For the configuration used with the camera, rather
than a column, the injected laser is converted to a thin sheet with a cylindrical telescope.

3.3.4 CW Dye-ring Laser System and Specifications
A Sirah Matisse CW dye-ring laser is used in this work to measure argon ion velocity distribution
functions. Figure 3.10 shows the optical path through the Matisse laser. The Matisse is pumped
by a frequency-doubled Spectra Physics Millenia Pro neodymium-doped yttrium aluminum
garnet (Nd:YAG) CW laser. The Millenia Pro produces up to 10 W of 532 nm light. Light
from the pump laser reflects from the pump mirror (PM in Fig. 3.10) and is incident on a dye
jet (DJ). The dye solution is the gain medium for the laser. Dye is forced between two pieces of
sapphire by a dye pump to produce a vertical, laminar stream of dye. Typical operating pressure
for the dye pump is 12 bar. The laser is configured such that the pump laser beam is incident
on the dye at the Brewster angle. The dye fluoresces in a broad band of wavelengths. Light
radiated by the dye is incident on one of two folding mirrors (FM). Folding mirror 1 directs light

Figure 3.10: Optical path of the Sirah Matisse dye-ring laser [143]. Abbreviations: pump
mirror (PM), dye jet (DJ), folding mirror 1 (FM1), birefringent filter (BiFi), output coupler
(OC), mirror 2 (M2), mirror 3 (M3), terbium-gallium-garnet plate (TGG), piezo etalon (Piezo
E), thin etalon (Thin E), tuning mirror (TM), steering rhomb (SR), and folding mirror 2
(FM2). Reproduced with permission. All rights reserved. Sirah Lasertechnik GmbH.
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to the birefringent filter (BiFi). The birefringent filter coarsely selects the band of wavelengths
that are supported in the laser cavity. The wavelength band that passes through the BiFi is
determined by the angle between the axis of the BiFi and the laser propagation direction. This
angle (and the effective wavelength range) is finely controlled by a piezo stepper motor.
Light that passes through the birefringent filter is incident on the output coupler (OC). The
output coupler is partially transmissive and allows some light to exit the laser cavity. The
majority of the light reflects from the output coupler is incident on mirror 2 (M2). Though
M2 is highly reflective, some small fraction of the light incident on M2 will transmit through
it. A photodiode behind M2 is therefore used to monitor the laser power and stability. The
light that reflects from M2 is directed to mirror 3 (M3) and then through a terbium-galliumgarnet (TGG) plate. The TGG plate acts an optical isolator. Two neodymium magnets on
either side of the plate create a permanent magnetic field. Due to the Faraday effect, only light
traveling in the preferred direction is allowed to pass. Next, light passes through the piezo
etalon (Piezo E). The piezo etalon, also referred to as the thick etalon, is comprised of two
prisms with parallel faces that act as a Fabry-Perot interferometer. One prism is held fixed,
and the other prism is mounted to a piezo-driven actuator that finely controls the separation of
the prisms. The thick etalon serves to finely control the wavelengths supported by the cavity
by selecting a single longitudinal mode from the available modes in the incident light. Light
that leaves the thick etalon is incident on the thin etalon (Thin E). The thin etalon acts as
the final wavelength narrowing stage. The thin etalon is comprised of a quartz plate ∼ 400µm
thick, the faces of which form a Fabry-Perot interferometer with a high free spectral range and
small Finesse. Position and angle of the thin etalon are finely controlled with piezo motors. A
second photodiode, used for feedback control, monitors a small reflection from the face of the
thin etalon. The light transmitted by the thin etalon is incident on a tuning mirror (TM) and
reflected to a steering rhomb (SR), which guides the light to folding mirror 2 (FM2). This light
strikes the dye at the Brewster angle from the other direction. After passing through the dye
jet, the light is incident on folding mirror 1, thus completing the dye ring. Normally, the same
mode could propagate in either direction about the dye ring. This is prevented through the use
of the TGG, described earlier.
In a laser, the overall path length determines the supported modes. The modes and spectral
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width are determined by the dye used, BiFi angle, thick etalon spacing, and thin etalon placement. The mode-hop free range when Rhodamine 590 (Rhodamine 6G) is used is > 60 GHz
[144], more than suﬀicient for the applications in this work.
The Matisse laser has a narrow spectral width, making it ideal for use with a variety of gases including iodine [49, 145, 146], argon [109, 123], and helium [147, 148]. Manufacturer specification
for the linewidth is < 20 MHz (< 32 fm) [144].
The beam diameter of the Matisse is specified to be 1.4 mm, with a divergence of < 1.2 mrad,
leading to reliable collimation over long distances without the need for beam-correcting optics
[144]. Free-space injection without focusing optics results in spatial localization ≈ 1.4 mm. This
can be improved further with simple lenses.
The dye solution used in this work is comprised of Rhodamine 6G and ethylene glycol. Optimum
lasing wavelengths for this dye solution lie between 565 and 610 nm. While the 611.6616 nm
transition is just beyond this optimum range, the performance of the dye near this wavelength
does not appreciably suffer. Under ideal conditions, up to 1400 mW of 611 nm light is produced.
Typical operating powers for the work reported here are between 900 and 1200 mW.

3.3.5 PLIF experiment Layout
Figure 3.11 shows the layout of the experimental system used with the planar LIF technique.
This setup is quite similar to that of the conventional technique described in Sec. 3.1. There
are, however, some notable differences. First is the replacement of the mechanical chopper
with an IntraAction Corp. ATM-803DA1 acousto-optic modulator (AOM). This is done for two
reasons. For this application, it has been found that there exists some jitter in the frequency for
some models of mechanical chopper used at WVU. For a technique that relies on a single stable
frequency, this jitter is unacceptable. There is no such frequency uncertainty when the AOM
is used. Additionally, use of the AOM allows for modulation frequencies up to 80 MHz. The
Thorlabs MCF160 mechanical chopping wheel has an upper limit of 6 kHz for the modulation
frequency. While an acceptable limit for this application, a much higher frequency was needed
for the setup described in Sec. 3.5.2. Another change from the conventional setup is the addition
of the camera as a detector instead of the PMT and lock-in amplifier. Finally, while a singlepoint technique is applied here, the use of a 2D stage (apparatus) is different from conventional
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Figure 3.11: Configuration for planar laser induced fluorescence with a fast camera. Notable
changes from Fig. 3.1 include the addition of the fast camera, and the replacement of the
mechanical chopper with an acousto-optic modulator (AOM). Adapted from Ref. [109], with
the permission of AIP Publishing.

optics fixed to the vacuum vessel. The camera used for planar LIF imaging is a Photron Fastcam
Nova S9. Details on the camera specifications are presented in App. B.1.

3.3.6 The Camera PLIF Technique
When using a fast camera as the detector for LIF rather than a phtomultiplier tube and lockin amplifier, several key differences exist. Before discussing the technique, a brief review of
terminology is necessary. Fig. 3.12 is a visual aid in defining this terminology. First, in
the context of this work, image refers to an individual camera acquisition which is itself a
collection of frames. The result of the analysis outlined in this section yields a 2D map of the
fluorescence intensity at a particular wavelength. This 2D map is also referred to as an image
of the flourescence. In this manner, there is a one-to-one relation between the image in the time

Figure 3.12: Visual representation of the definitions used in this work for the camera
technique, working from smallest to largest, moving left to right.
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domain and the corresponding image of the fluorescence. The image may be thought of as a
three-dimensional array as represented in Figs. 3.12 and 3.13. Each frame is a 2D “page” or
“sheet” of this array. The third axis, or “depth” corresponds to time. Each frame is then a
“snapshot” of the light intensity incident on the camera detector at a specific time. The frame
is also representative of a physical spatial plane within the plasma. Frames are further divided
into pixels. In the same sense that the frame represents a physical plane, each pixel represents
a cell in this plane. Each pixel has its own value for the intensity (proportional to the number
of photons incident on that pixel over the integration time). By tracking the signal level in a
given pixel across the frames of an image, a time series of the light intensity at the physical
location that corresponds to that pixel is recorded.
Figure 3.13 shows data representations of the image, frame, and pixel. The changes from frame
to frame are subtle. Fig. 3.13(a) shows the image as a stack of individual frames. A frame after
post-processing is applied (see App. C) is shown in Fig. 3.13(b). The bright vertical feature in
the frame is the helicon core. The laser induced fluorescence is not visible in individual frames.
The dark spots in the frame are due to dust on the lens of the camera. Fig. 3.13(c) compares
the time series for two pixels - one within the laser sheet (red trace) and one outside of the laser
sheet (blue trace). Aside from the DC offset between the two traces, there are no discernible
features that differentiate them.
The laser is modulated at a specific frequency by the AOM. To analyze the frequency spectrum,
the fast Fourier transform (FFT) of each pixel time series is computed. As illustrated in Figure
3.14, if the pixel lies in the laser path (red traces), a signature appears at the laser modulation
frequency. If not (blue traces), there is only noise at the modulation frequency. To differentiate
real signal from noise, an average is taken over the nearest-neighbors in frequency space. This
average is subtracted from the value of the frequency spectrum at the modulation frequency.
These signals are bounded such that if this process would make them negative, they are reported
as zeros instead.
By carrying out this analysis for each pixel, the signal at the modulation frequency is isolated.
The result of this process is an image of the LIF signal. Figure 3.15 is a spatial map of the LIF
intensity at the peak of the IVDF in the PHASMA source.
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Figure 3.13: Each of the defined terms represented as real data from the technique. (a)
Image as a stack of frames from the camera. (b) An individual frame with post-processing
applied (see App. C). (c) Pixel time series representative of a pixel that lies in the laser path
(red) and one that lies outside of the laser path (blue).
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Figure 3.14: The fast fourier transform (FFT) of the time traces of the same two pixels from
Fig. 3.13(c) Adapted from Ref. [109], with the permission of AIP Publishing.

All of the preceding discussion has been representative of the process for evaluating the LIF
signal at a single wavelength. In order to measure a velocity distribution function, the signal as
a function of wavelength must be evaluated. To this end, the laser is discretely stepped through
a range of wavelengths, and an image is acquired at each of these discrete wavelengths. By
conducting the aforementioned analysis at each wavelength, and tracking the LIF intensity in

Figure 3.15: Image of the LIF intensity that results from the camera processing algorithm.
Reproduced from Ref. [109], with the permission of AIP Publishing.
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each pixel across the wavelengths, the IVDF is measured. An IVDF for a pixel near r = 0 in
the helicon source is depicted in Figure 3.16. For this measurement, a series of 50 wavelengths
over a range of ≈ 10 pm (8.5 GHz) is stepped through, with three measurements made per
wavelength. The vertical error bars are representative of the standard deviation of the average
value at each wavelength.
The ability to measure an IVDF for each pixel that has suﬀicient signal has significant implications. As discussed in Sec. 2.4, bulk flow and temperature can be calculated from each VDF.
As a result, spatial maps of the temperature and bulk flow can be constructed from the planar
LIF images. The spatial resolution of these measurements is limited only by the resolution of
the camera images, and the experimental time is much less than would be required for conventional LIF measurements with comparable resolution. Thus, high-resolution “images” of the
temperature and flow are achieved with this technique. Examples of these maps are presented
in Sec. 4.2.

Figure 3.16: IVDF for a pixel near r = 0 in the helicon source of PHASMA. Reproduced
from Ref. [109], with the permission of AIP Publishing.

3.4 Plasma Guns
One method for generating flux ropes in laboratory experiments is the plasma gun. Several
designs exist [149–151], though the basic principle is same; a plasma is generated and accelerated
away from the gun or “fired.”
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3.4.1 Plasma Gun Hardware
The plasma guns used in this work are based on the design developed by Fiksel at the University
of Wisconsin - Madison [152, 153] and studied extensively by the RSX group at Los Alamos
National Laboratory [154–163]. The plasma gun (without the boron nitride cap) is shown in
Figure 3.17. A boron nitride cap (not shown) protects and insulates the gun tip from ambient
plasma. A solenoid valve (black-capped cylinder in Fig. 3.17 (a)) allows gas from a reservoir to
enter the gas feed tube. The gas feed tube is made of copper and runs nearly the length of the
plasma gun to the plasma gun tip. Figure 3.18 (a) is a photograph of the plasma gun tip. A
cutaway view of a CAD render of the plasma gun tip is shown in Fig. 3.18 (b). Gas from the
feed tube travels through channels in the cathode into the cylindrical volume in the cathode,
washer stack, and anode. The washer stack is comprised of alternating insulating (boron nitride)
and conducting (molybdenum or tungsten) washers. A ceramic piece separates the anode and
cathode, and surrounds the washer stack. Additional insulation (visible in Fig. 3.18 (a)) is
placed between the cathode and anode to reduce the likelihood of internal breakdown. Capton
tape is placed over the cathode both to provide insulation and to reduce the likelihood of gas
leaks. The washer stack is held in place by the insulating piece and the cathode.
A conical termination plate is installed in the device downstream of the plasma guns and is
on rails such that the distance from gun tip to termination plate (plasma column length) is
adjustable. The termination plate can be biased to assist with drawing the plasma out of the
gun tip during the gun firing, and is electrically isolated from the vessel so as to not bias the
entire device.

Figure 3.17: (a) Photograph and (b) CAD render of the plasma gun with the boron nitride
cap removed.
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Figure 3.18: (a) Photograph of the plasma gun tip with the boron nitride cap removed. (b)
Cutaway render showing the internal components of the plasma gun tip with the boron nitride
cap removed.

A new, simplified design was tested. In this simplified design, the copper gas feed also serves
as the cathode and the washer stack is eliminated. One advantage of this design is that the
sharp bends in the flight path of the gas are replaced with curves, reducing time-of-flight from
gas tank to gun tip. This design also introduces some disadvantages. First, one of the curved
sections of the gas line meets with a straight piece of the line. This union is susceptible to gas
leaks, increasing the likelihood of internal breakdown. This could be resolved by using a single
copper pipe for the entire gas line rather than a collection of piecewise sections, however the
tight bends make this diﬀicult to execute. A second drawback to the combined gas line and
cathode is the choice of copper. Copper is relatively common and inexpensive, is frequently
used for gas plumbing, and is an excellent conductor. However, copper is relatively soft and
prone to sputtering which leads to deposition on other surfaces. Another design choice with
both advantages and disadvantages is the use of polyether ether ketone (PEEK) plastic as the
insulator in the gun tip. PEEK is an acceptable insulator and is far easier to machine than
ceramic. However, PEEK is more susceptible to melting and coating. The combination of copper
and PEEK results in a conductive coating developing on the insulator between the cathode and
anode which causes internal breakdown and failure of the gun.
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3.4.2 Plasma Gun Circuit
A schematic of the circuit used to fire the plasma guns is shown in Figure 3.19. A capacitor
bank is charged by a power supply, referred to as the arc power supply. Another capacitor
bank is simultaneously charged by a power supply, referred to as the bias power supply. When
triggered, a silicon controlled rectifier (SCR1 in Fig. 3.19) releases the energy stored in the arc
capacitor bank and applies the arc discharge current to initiate breakdown in the plasma gun.
The plateau duration of the arc pulse current is extended with a type E pulse-forming network
which sets the internal arc voltage in the gun tip and the duration of the arc discharge. The
arc current is variable [164].
A short time (≈ 1 ms) after the arc current is fired, a gate pulse is applied to SCR2 and the
bias discharge is initiated. When the bias voltage is applied between the plasma gun anode
and an external bias plate, the plasma formed by the arc discharge is accelerated out of the
plasma gun aperture and forms a current channel in the plasma. By controlling the timing of
discharging the remaining energy from the bias capacitor bank using SCR3, the duration of the
bias discharge is controlled.

Figure 3.19: Circuit diagram of the system that charges and fires the arc and bias currents
for the plasma guns. Abbreviations: pulse-forming network (PFN), silicon controlled rectifier
(SCR), power supply (PS), switch relay (S). Reproduced from [154], with the permission of
AIP Publishing.
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3.5 Laser Induced Fluorescence During Magnetic Reconnection:
CW Laser
Laser induced fluorescence during magnetic reconnection was first attempted in PHASMA with
a CW laser. The CW laser is described in detail in Sec. 3.3.4, and a description of the target
chamber region of PHASMA is presented in Sec. 3.5.1.

3.5.1 PHASMA: The Target Chambers
The target chambers of PHASMA are comprised of three sections: two identical cylindrical
stainless steel vessels are placed on either side of an octagonal aluminum vessel. Each of the
stainless steel vessels is 15-3/4” in diameter with sixteen 2-3/4” ports and eight 6” ports. A
CAD model of the target chambers of PHASMA is shown in Figure 3.20. A set of fixed optics
for LIF injection and collection are placed on the furthest downstream orthogonal 2-3/4” ports
upstream of the hexagonal target chamber on the first cylindrical vessel. The axial position of
these fixed optics is ≈ 215 cm. A pair of plasma guns are installed on the 6” ports closest to
the target chamber (z ≈ 246 cm).
The target chamber of PHASMA is connected to the cylindrical vessels with ISO flanges. Sixteen
2-3/4” ports, 4 on each of the diagonal faces, provide diagnostic access. On each of the vertical

Figure 3.20: CAD model of the PHASMA target chambers.
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and horizontal faces, large 20-1/4” ×4-1/4” windows provide optical access to the chamber.
The magnetic reconnection studies at WVU are conducted in the target chamber of PHASMA.
As such, many of the diagnostics are installed on the target chamber. These include magnetic
probes, single-tip and triple-tip Langmuir probes, Thomson scattering injection and collection
optics, LIF injection and collection optics, and the fast camera.
In order to control the length of the flux ropes for magnetic reconnection studies, a movable,
conical anode (also referred to as the bias plate) is installed in the second cylindrical chamber.
A circular hole is cut in the anode to allow the passage of lasers down the machine axis. The
range of the movable anode is ≈ 0.7 m. A fast camera is sometimes mounted to the second
cylindrical chamber to image the exhaust from magnetic reconnection that passes through the
hole in the anode.
Four sets of three electromagnets (semi-transparent in Fig. 3.20) create the magnetic field
in the target chambers. Each set is independently controlled, allowing for custom magnetic
field profiles. Fields in the range of 0 to 250 G are accessible with the Sorenson power supplies.
Similar to the magnets on the source region, these magnets are water-cooled. A similar interlock
circuit prevents current to the magnets when water flow is insuﬀicient or magnet temperature
exceeds an allowable threshold.

3.5.2 Flux Rope Experiment Layout: PHASMA CW Setup
The layout for this experiment is, in essence, the same as that of the conventional LIF technique
(Sec. 3.1, Fig. 3.1) with a few exceptions. First is the use of an acousto-optic modulator (AOM)
in place of a mechanical chopper. Second, the SRS SR830 lock-in amplifier that is used in the
conventional setup has a maximum range of 102.4 kHz. The AOM has a range of up to 80
MHz. When the modulation frequency exceeds 100 kHz, an SRS SR844 lock-in is used instead
of the SRS SR830. The operating range of the SR844 is 25 kHz to 200 MHz. The Sirah Matisse
dye-ring laser pumps the 611 nm transition of Ar-II. The optical arrangement on PHASMA is
the same as the conventional technique, except that the polarizer is removed from the injection
optics. While this introduces both the σ− and π−transitions to the measured profile, it is
deemed worthwhile to avoid the 50% drop in transmission due to the polarizer. As with the
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conventional technique, both the collection and injection optics are tightly focused. However, to
increase the solid angle of the collected light cone, ∅2” lenses are used in the collection optics.

3.6 Laser Induced Fluorescence in a Single Flux Rope with a
Pulsed Laser
3.6.1 Test Stand
For this work, the Compact HElicon Waves and Instabilities Experiment (CHEWIE) [98] was
re-purposed into a test stand for single flux rope (and other) experiments. A CAD render of
the test stand is shown in Figure 3.21. The major components of the test stand are a 6-way
stainless steel cross and a ∅3” x 24” long Pyrex® tube.
Windows are mounted to the left and top faces of the 6-way cross. A zero-length 8” to 2-3/4”
adapter is installed on the back of the cross. A plasma gun, identical to the ones installed on
PHASMA, is installed on this adapter. A Pfeiffer TSH 521 dry turbomolecular pumping station
is connected to the bottom of the 6-way cross. This pumping station has a capacity of 500 liters
per second and is capable of evacuating the chamber down to the high 10−8 Torr range. A

Figure 3.21: CAD model of the test stand showing the mounted plasma gun.
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Lesker window flange is mounted to the front face of the cross. The Pyrex® tube mounts to the
right face of the cross.
A magnetic field in the test stand is generated by three sets of electromagnet coils. Two sets
of aluminum electromagnets are placed on either side of the 6-way cross. Additionally, two
magnets of the kind used on the PHASMA source are placed over the Pyrex

®

tube, and are

run in series with the previously described magnet coils. All of the magnets are water-cooled.
A flow sensor is used to interlock the current applied the magnets; if the flow is too low, current
output is disabled.
The testbed chamber is supported by an 80/20 structure. An optics breadboard is mounted
to this structure for optical hardware needed for laser injection into the test chamber. The
collection optics are mounted to the 80/20 structure above the top window of the 6-way cross.
Measurements were made both within the 6-way cross and the Pyrex® tube.

3.6.2 Quantel Q-Scan System and Specifications
In this single flux rope proof-of-principle work, a Quantel Q-Scan pulsed dye laser, pumped
by a Quantel Q-Smart 850 Nd:YAG pulsed laser, is used to perform LIF in a single flux rope.
The Q-Smart operates at 10 Hz and is capable of producing 850 mJ per pulse at 1064 nm. A
frequency doubling stage converts 1064 nm light to 532 nm light. The maximum energy per
pulse at 532 nm is > 430 mJ.
Figure 3.22 shows the lasing path of the Quantel Q-Scan laser. The path is described in two
parts: first the path of the 532 nm light from the pump laser, and second, the path of the lasing
beam. Light from the pump laser enters the laser housing and is first incident upon the first
beam splitter (BS1 in Fig. 3.22). The light that reflects from the face of the beam splitter
(≈ 5% of the incident light) passes through a pair of lenses (L1 and L2) that convert the beam
into a thin sheet. This beam strikes the oscillator dye cell (K1). The oscillator dye cell is also
referred to as the preamplifier dye cell. The light that transmits through BS1 passes through a
shutter (S1) and is guided to the second beam splitter (BS2) through a series of high-reflective
mirrors (M1 - M4). The height of the beam in the laser cavity is 40 mm before M1. A slight
tilt is introduced and then corrected for between the sets of mirrors such that the the height of
the beam after M4 is 60 mm. Light that reflects from the face of BS2 (≈ 5%) passes through
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Figure 3.22: Configuration of the Quantel Q-Scan pulsed dye laser. The path of the pump
laser beam is shown in green, and the lasing path is shown in pink. Abbreviations: beam
splitter (BS), lens (L), oscillator and preamplifier dye cell (K1), beam shutter (S),
high-reflective mirror (M), main amplifier dye cell (K2), output coupler (OC), turning prism
(TP), beam expander (BE), grazing incidence grating (G1), Littrow grating or tuning mirror
(G2/M), and telescope lens (T). Reproduced from [165].

a set of lenses (L1 and L3) that shape the beam before it strikes the preamplifier dye cell, 24
mm above the first pump beam. The light transmitted through BS2 passes through the second
shutter S2 before reflecting from mirror 5. The light is then shaped by lenses L4 and L5 before
striking the main amplifier dye cell (K2).
The lasing path begins when the 532 nm light reflected from BS1 hits the dye in the oscillator
cell. This causes broadband fluorescence of the dye. A cavity is formed by the optical path
determined by the output coupler (OC), and the grating and a tuning mirror (G2/M)1 complete
the cavity for the oscillator beam. By controlling the spacing between the mirror and the
grating, the path length of the cavity is tuned and the lasing mode is selected. Coherent light
that transmits through the output coupler constitutes the oscillator beam, which is guided back
to the dye cell by a pair of 90◦ turning prisms (TP1 and TP2) at the same height as the second
pump beam (60 mm). After passing through the dye cell and a beam expander (BE) Light
reflected from the face of BS2 also illuminates the dye cell. When the oscillator beam and
second pump beam (preamplifier beam) overlap in the dye cell, the oscillator beam is amplified.
1

Fig. 3.22 shows a Littrow grating for the optic labeled G2/M. The model of Q-Scan used in this work instead
has a tuning mirror (not shown).
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The amplified beam is shaped by telescope lenses (TL1 and TL2) before the final amplification
stage (K2). As with the preamplifier stage, the final pump beam creates a population inversion
in the amplifier dye cell that causes amplification of the lasing beam. The remaining pump
beam and the preamplified beam overlap within this cell, also called the “Bethune” cell.
When pumped with ≈ 430 mJ at 532 nm, the Q-Scan produces ≈ 120 mJ at 611 nm. The beam
has a diameter of < 6 mm with a divergence of 0.5 mrad. The linewidth is specified to be 2.2
pm (1.7 GHz) [166].
For the measurements presented in this work, the dye solution is a mixture of Rhodamine B
(Rhodamine 610) and Rhodamine 101 (Rhodamine 640). The dye powders are dissolved in
ethyl alcohol (ethanol). The dye in the main amplifier stage has a concentration 1/9 of that
in the preamplifier cell. This dye has a lasing wavelength range of 598 − 636 nm with a peak
eﬀiciency of 615 nm and a maximum conversion eﬀiciency of 27%.

3.6.3 Flux Rope Experiment Layout: CHEWIE
Figure 3.23 (a) is a schematic showing the optical table setup for the single-point LIF measurements on the test stand. As described in Sec. 3.6.2 a Quantel Q-Smart 850 pumps the Quantel
Q-Scan pulsed dye laser. Laser light is guided into the vacuum vessel by a series of mirrors.
The light is intentionally left collimated to avoid damaging optics. A portion (∼ 15%) of the
laser light inside the laser cavity is split from the primary pump beam and coupled into a single
mode fiber that transports the light to the HighFinesse WS6 wavelength meter. The wavelength
meter has an absolute accuracy of 60 MHz (0.08 pm). Wavelength is recorded by the controlling PC. Before and after each set of five measurements, the laser energy is measured with a
Gentec QE12LP-S-MB-D0 pyroelectric detector inserted into the laser path (dashed box in Fig.
3.23 (a)). The detector interfaces with a Gentec Maestro touchscreen display device. With the
energy detector inserted, 100 laser pulses are evaluated and the mean value and statistics are
recorded. The energy meter is removed when LIF measurements are made.
Figure 3.23 (b) shows the optical arrangement on the test stand for these measurements. The
collimated laser is injected perpendicular to the axis of the plasma column, and the axis of the
collection cone is orthogonal to both the plasma column and the laser injection direction. A
set of 2” diameter lenses is used to couple fluorescence from the plasma into a fiber. The fiber
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Figure 3.23: (a) Schematic of the laser table layout for the single-point LIF measurements
on the test stand. (b) CAD model of the optical arrangement for this setup. (c) Photograph
of gun discharge in this configuration.

Figure 3.24: Top-down view of a CAD model of the setup used to image LIF in a single flux
rope. The plasma column is shown in blue and the laser path in red.
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runs to a fast PMT with a narrowband filter centered on 461 nm placed before the detector.
PMT signal is recorded on an oscilloscope. Figure 3.23 (c) is a photograph of the plasma gun
discharge in this configuration.
The setup for imaging the fluorescence is somewhat similar. A cutaway showing the setup with
the fast-gated camera is shown in Figure 3.24. Rather than inject the laser in the 6-way cross,
the laser is injected into the Pyrex® tube. An Andor iStar ICCD is used to record the images.
Details on the camera specifications are presented in Appendix B.2.

3.6.4 Changes to the Imaging Technique When a Pulsed Laser is Used
When a pulsed laser is used, the LIF imaging technique discussed in Sec. 3.3.6 must be adapted.
For instance, there is no longer a distinction between a frame and image, because each camera
acquisition is comprised of a single frame. Additionally, the type of camera needed is different for
each system. For the planar technique with a CW laser in a steady-state plasma, a high frame
rate camera is desirable because it allows access to different regimes of modulation frequency
for the laser. When a pulsed laser is used, however, the laser is not modulated and has a short
time duration. In this case, a camera with a fast gate (and short temporal gate width) is needed
instead.
The timing is more demanding in the case of a pulsed laser. If the gate is not well synchronized
to the laser pulse, the fluorescence will be missed. Therefore, a wider gate makes it is easier
to “catch” the laser pulse. However, the longer the gate is open, the more background photons
are collected, and the LIF signal diminishes. A careful balance must be achieved such that the
laser pulse falls consistently within the camera gate, but the gate is not so wide that the LIF
signal is washed out.
Though the timing is more challenging, the analysis simplifies greatly. While the image processing can still be applied, the FFT technique is no longer useful. In this configuration, the
background contribution must be removed in another way. An image (or images) of the plasma
are taken without firing the laser. Then, images are taken with the laser fired, and the difference
between these sets of images is taken. In this sense, the remaining signal is due to the laser.
Preliminary results of this technique are presented in Sec. 4.3.3.
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3.7 Laser Induced Fluorescence During Magnetic Reconnection:
Pulsed Laser
3.7.1 Sirah Cobra-Stretch System and Specifications
A Sirah Cobra-Stretch pulsed dye laser is used in this work to perform LIF during magnetic
reconnection for the first time. As with the Quantel Q-Scan, the Sirah Cobra-Stretch dye laser
is pumped by a Quantel Q-Smart 850 Nd:YAG laser. Refer to Sec. 3.6.2 for details about
the pump laser. Figure 3.25 shows the lasing path of the Sirah Cobra-Stretch. The features
of the lasing path in the Sirah Cobra-Stretch are nearly identical to those of the Quantel QScan described in Sec. 3.6.2. Nonetheless, a description is provided here, as there are subtle
differences between the two lasers. As with the Q-Scan, the path of the pump beam is described
first. Light from the pump laser is first incident on a beam splitter. A fraction (≈ 5%) of this
light reflects from the face of the beam splitter and passes through a divergent cylindrical lens
(DCL in Fig. 3.25) and a convergent cylindrical lens (CCL). These lenses shape the laser beam
into a thin sheet before it strikes the preamplifier dye cell (PADC), where it begins the oscillator
beam path. The light transmitted by the first beam splitter is incident on a pair of mirrors (not
labeled), referred to as a reversing unit in the manufacturer documents. A second reversing unit
directs the beam to a second beam splitter. The first reversing unit adds a slight inclination to

Figure 3.25: Configuration of the Sirah Cobra-Stretch pulsed dye laser [167]. The path that
the pump beam follows is shown in green, and primary lasing path is shown in red.
Abbreviations: divergent cylindrical lens (DCL), convergent cylindrical lens (CCL),
right-angle prism (RAP), preamplifier dye cell (PADC), output coupler (OC), grating
(GRAT.), beam expander (BE), and amplifier dye cell (ADC). Reproduced with permission.
All rights reserved. Sirah Lasertechnik GmbH.
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the laser beam, and the second reversing unit corrects this inclination in such a manner that
the beam height increases by ≈ 1.7 cm. Light that reflects from the face of the second beam
splitter (again, ≈ 5%) passes through a similar set of cylindrical optics to create a laser sheet
that is incident on the PADC ≈ 1.7 cm higher than the first beam. The majority of the 532 nm
light transmits through the second beam splitter and is incident on a right-angle prism (RAP)
that directs it through another pair of cylindrical lenses (DCL and CCL). This shaped beam
strikes the amplifier dye cell (ADC). The profile of this beam is more elliptical than the laser
sheets in the PADC.
When the pump beam that reflects from the first beam splitter strikes the PADC, the dye in
the cell fluoresces. A pair of 2400 grooves/mm gratings and the output coupler (OC) form a
cavity for the oscillator beam. The pair of gratings serves to control the cavity length of the
oscillator beam, and hence the supported modes. Fine control of the grating positions allows
for wavelength selection. The dual-grating design of the Cobra-Stretch provides an advantage
over the model of Q-Scan used, leading to a factor of 2 improvement in the spectral width. The
light that passes through the output coupler forms the oscillator beam. A pair of right-angle
prisms bring the oscillator beam to the height of the pump beam from the second beam splitter
(preamplifier beam). The preamplifier beam creates a population inversion in the dye, and
the oscillator beam is amplified when it passes through the PADC. The preamplified beam is
expanded and shaped by a beam expander (BE) before passing through the amplifier dye cell.
The amplifier dye cell (also referred to as the capillary cell) is a Bethune-type cylindrical cell.
Similar to the preamplifier beam earlier, the pump beam creates a population inversion in the
dye and the oscillator beam is amplified when it overlaps with the pump beam in this cell.
With a pump power of ≈ 415 mJ, the Cobra-Stretch produces ≈ 80 mJ of light at 611 nm. The
manufacturer specification for the beam diameter is ∼ 5 mm [167]. Measurement of the beam
diameter is in good agreement with the specification [49]. The dye solution used with this laser
is a combination of Rhodamine B and 101 (Rhodamine 610 and 640, respectively) dissolved
in ethyl alcohol (ethanol). The lasing wavelength range of this dye is 598 − 636 nm with the
peak eﬀiciency lying at 615 nm. With this dye solution the maximum conversion eﬀiciency is
27%. While the same admixture of dye powders is used for the solution in both dye cells, the
concentration in the main amplifier stage is 1/8th of that in the preamplifier stage.
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As discussed in Sec. 2.6.3, when the laser linewidth is not a negligible component of the measured
profiles, knowledge of the laser linewidth is crucial. The linewidth is specified to be 1.2 pm (0.95
GHz) by the manufacturer [167]. Discussion of assessment of the laser linewidth can be found
in Appendix D.

3.7.2 Flux Rope Experiment Layout: PHASMA Pulsed Setup
A schematic of the optical arrangement with the pulsed laser is shown in Figure 3.26(a). A
Quantel Q-Smart 850 pumps the Sirah Cobra-Stretch. Part of the light from the gratings is
coupled into a single-mode fiber that injects the light into a HighFinesse WS7 wavelength meter.
The wavelength meter has an absolute accuracy of 60 MHz (0.08 pm). Despite the fact that the

Figure 3.26: (a) Configuration of the optics table for magnetic reconnection experiments in
PHASMA. (b) CAD render of the geometry used to make LIF measurements during magnetic
reconnection in PHASMA.
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mirrors used are more than 99% reflective at 611 nm, the light that leaks through one of these
mirrors is suﬀicient to register on the Gentec energy meter (described in Sec. 3.6.3). While
not immediately indicative of the laser energy in the primary laser path, this configuration
provides a means of monitoring the shot-to-shot variance in laser energy that is indicative of
the energy fluctuation in the primary path. This configuration can also be used to estimate
the laser energy in the primary path if a simple calibration is performed. A series of mirrors is
used to guide the laser into an existing beamline used for Thomson scattering. An advantage of
this setup is that by sharing a beamline and staggering the laser pulses by ≈ 50 ns, co-located
pseudo-synchronous ion and electron measurements are made. As mentioned in Sec. 2.6.3, laser
saturation is a concern. While increasing the q-switch delay of the pump laser serves to reduce
the laser energy, this method introduces undesirable complications. It has been discovered that
a reduced pump energy yields sub-optimal performance of the laser in terms of energy and
wavelength stability. Further, changing the q-switch delay introduces complexity to the timing
of the system. To this end, the q-switch delay is held fixed at the optimum value, and the dye
laser energy is controlled externally with neutral density filters. The neutral density filters are
placed after the mirror that is used to monitor the energy stability, but before the final mirror
that steers the beam into the shared beamline to avoid reducing the power of the Thomson laser.
Where the laser energy is suﬀicient, a Coherent energy meter is used to measure the laser energy
and its shot-to-shot variance. When the NDFs are in place, the laser energy is sometimes below
the detection limit for the energy meter. In this case, the laser energy is measured without the
NDFs in the laser path and the energy is estimated based on the optical depth of the NDFs
used.

Chapter 4

Results
4.1 Ion Temperatures in a High-Power Helicon Source
The portable LIF system described in Sec. 3.2 has been deployed on the PISCES-RF experiment
at UCSD to measure ion temperatures in the high-power helicon source. PISCES-RF operates
in a “pseudo-steady state” regime; the source is operated for up to 2 minutes at a time for 10 kW
forward power, and for longer periods at lower forward powers. Intermittent operation of the
source sets constraints on the scan period of the laser. Additionally, the lock-in amplifier time
constant is constrained by acceptable SNR. These constraints lead to overintegration for several
plasma conditions, resulting in broader and artificially shifted measured lineshapes. The resulting overintegration is corrected with a deconvolution. True spectral width and Doppler shift
are recovered through a deconvolution post-processing technique (App. A). Where applicable,
measured lineshapes are corrected to remove artificial effects introduced by overintegration.
Thompson et al. predict a helicon source ion temperature of ≈ 1 eV at 10 kW forward power
based on lower power measurements on the RAID device at the École polytechnique fédérale
de Lausanne in Switzerland [40]. Ion temperature as a function of forward power on PISCESRF is shown in Figure 4.1. Also shown is the trend predicted by Thompson et al. and its
extrapolation to higher power. The temperature increases roughly linearly from 0.6 eV at 1 kW
to ≈ 2 eV at 10 kW. The measured ion temperature exceeds 2 eV at 10 kW in PISCES-RF. It
is believed that the dominant source of error in the ion temperature is shot-to-shot variance.
Error bars are representative of the standard deviation of the mean of several temperature
80
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Figure 4.1: Ion temperature (black circles) as a function of rf operating power in the
PISCES-RF helicon source plasma. Error bars are indicative of statistical spread at each
power. The black trace is a linear fit to this data. The solid red line is a fit to data taken on
the RAID device by Thompson et al. [40]. The dashed red line extrapolates this trend to
higher powers. Reproduced from [135], with the permission of AIP Publishing.

measurements at each power. An auto-matching network is used to minimize reflected power.
There are short-time transients in the initial phase of the discharge as the matching network
settles. However, under certain conditions, the match oscillates between two modes and the
plasma is unstable. This instability prevents measurements at 3 and 4 kW of forward power.
Additionally, the stable mode at certain powers is different from the mode at other powers, and
is a possible explanation for the deviations from the local trend between 5 and 7 kW. While
the contribution of the tscan /τ ratio to the width (ion temperature) has been accounted for, the
offset introduced to the bulk flow has not. For this reason, the flows are not reported for these
measurements.

4.2 PLIF with a Fast Camera
Planar laser induced fluorescence with a camera as the detector was added to the suite of
diagnostics on the PHASMA facility to determine argon ion temperature and bulk flow across
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a plane of the plasma. Spatial profiles of the ion temperature and bulk flow are presented in
this chapter and compared with single-point LIF measurements to benchmark this technique.

4.2.1 Ar II Temperature
Ion temperature over a 2 cm × 2 cm plane measured using the fast camera as a detector is shown
in Figure 4.2. Each reported value is calculated from the LIF IVDF as described in Sec. 3.3.6.
While the technique returns a value from each pixel, not every pixel contains useful information
(e.g., pixels that lie outside of the laser path). Two metrics are used to determine whether a
value should be reported for a given pixel. First, the signal value at the rest wavelength is
divided by the mean value of the IVDF for all wavelengths. If this ratio is 1 or smaller, the
pixel is not considered. Additionally, a value is only reported in pixels where the Gaussian fit
has a a coeﬀicient of determination r2 > 0.8. The combination of these metrics proves quite
good at rejecting false positives without negatively impacting the “real” signal. For pixels that
do not meet the above criteria, the temperature is set to zero. The mean temperature across
all pixels with signal is 0.34 eV, with a standard deviation of 0.05 eV. The peak temperature is
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Figure 4.2: Ion temperature as a function of pixel index. Adapted from Ref. [109], with the
permission of AIP Publishing.
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0.52 eV with an uncertainty of 0.08 eV (95% confidence interval) from the fit. The temperature
is roughly uniform over the region where a temperature is reported.

4.2.2 Ar II Bulk Flow
A 2D image of the ion bulk flow from the camera technique is shown in Figure 4.3. The same
criteria as discussed in Sec. 4.2.1 were used to determine where flow values are to be reported.
In this case, excluded pixels are depicted as black to distinguish from a reported value of 0 flow
(gray in Fig. 4.3). The mean flow in this region is −195 m/s. The peak flow is 11 m/s, and the
minimum flow is −391 m/s. The mean uncertainty (95% confidence interval) from the fit is 41
m/s.
For a “slice” through the center of a helicon core, the flow profile in Fig. 4.3 is curious. Typically
the measured flow would change sign as the core is traversed (left to right in Fig. 4.3). However,
it should be noted that while care was taken to to align the injected sheet with the center
of the vacuum vessel, it is a known fact that the helicon core in the source of PHASMA is
often displaced from the center of the vacuum vessel, i.e., rChamber = 0 is not coincident with
rPlasma = 0. As a result, the illuminated plane misses the center of the core and an azimuthal

Figure 4.3: Ion bulk flow as a function of pixel index. Adapted from Ref. [109], with the
permission of AIP Publishing.
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component is picked up. There is a clear gradient in the flow from left to right in Fig. 4.3. If
the measurement plane were to be displaced vertically to coincide with the center of the helicon
core, it is anticipated that the typical flow behavior would be recovered.

4.2.3 Comparison with the Single-Point Technique
Figure 4.4 compares the ion temperature obtained with the camera technique with those obtained with the single-point continuous technique. The light blue diamonds represent the results
obtained from the camera technique, and the dark blue circles represent the results from the
single-point technique. There is excellent agreement between the techniques within the helicon
core where the ion density is highest. The SNR of the LIF signal is also the highest in this
region for the camera technique. Simulated data shows that as the noise floor increases for a
fixed signal level, the Gaussian fit to the data necessarily gets thinner, effectively reducing the
measured temperature. Figure 4.5(a)-(c) illustrates this effect. The blue curve represents a
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Figure 4.4: Ion temperature measured with point LIF technique (dark blue circles) and with
camera PLIF technique (light blue diamonds). The two techniques agree within error in the
Helicon core, but the degree of agreement between techniques falls off outside of the core.
Adapted from Ref. [109], with the permission of AIP Publishing.
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Figure 4.5: (a)-(c) Simulated data showing the effect of the SNR on the measured FWHM.
The black traces show Gaussian functions with random noise introduced, the blue curves show
the Gaussian function without noise for reference, and the red traces show the Gaussian fit to
the noisy data. (d) The measured FWHM normalized to the width of the reference signal as a
function of the SNR.

Gaussian function for reference. The black curve is the same Gaussian function with random
noise added, and the red curve represents a Gaussian fit to this data. Figure 4.5(b) shows the
decrease in normalized width (and therefore the temperature derived from this width) as the
SNR decreases. Thus, as the SNR begins to fall, the reliability of the ion temperature from the
camera technique decreases. The disagreement in ion temperature is likely due to the different
nature of the two techniques. A lock-in amplifier has two distinct advantages here: (a) by
design, the lock-in amplifier is meant to extract small-amplitude signal from a noisy environment, and (b) the lock-in has adjustable parameters (namely the time constant, sensitivity, and
dynamic reserve) that further enhance its ability to do so. The camera technique does not have
such versatility and so the signal to noise is fixed (aside from image enhancement techniques
discussed in App. C). For these reasons, the lock-in is better able to resolve a temperature in
lower signal regions, i.e., outside of the helicon core.
The general trend in bulk flow is similar between the techniques, as shown in Figure 4.6. The
flow measured with the camera technique is shown in light blue diamonds, and the flow measured
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Figure 4.6: Ion bulk flow measured with point LIF technique (dark blue circles) and with
camera PLIF technique (light blue diamonds). The trend is similar in both techniques.
Adapted from Ref. [109], with the permission of AIP Publishing.

with the single-point technique is shown in dark blue circles. If there is a systematic uncertainty
in the flow that causes an ∼ 200 m/s in the camera data that has not been accounted for, the
expected sign reversal on either side of the helicon core would be recovered. An uncertainty of
∼ 200 m/s corresponds to a wavelength uncertainty of < 0.5 pm, near the accuracy limit of the
wavelength meter. As discussed in Sec. 2.7, there is a systematic uncertainty associated with
the bulk flow measured with the continuous technique. The large error in the flows measured
with the single-point continuous technique stems from this uncertainty and the fact that the
single-point measurements are optimized for ion temperature measurement, not ion bulk flow.
The agreement between the two techniques is reasonable. There is clearly an advantage to
using the single-point technique in terms of SNR and ability to measure ion temperatures where
fluorescence signal is weak. This does not necessarily hold for the bulk flow. However, the true
advantage of the camera technique stems from its overall experimental eﬀiciency. To illustrate
the improvement in eﬀiciency, take as an example the work presented in Refs. [37, 38]. Figure
4.7 is an example showing the locations of measurements made in the referenced works. These
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Figure 4.7: Schematic showing the locations of single-point LIF measurements as presented
in [37, 38]. Adapted from [37], with the permission of AIP Publishing.

measurements cover a ≈ 3 cm2 region with variable spatial resolution. There are ∼ 70 individual
measurements in this plane. For each measurement, the laser scan time was at minimum three
minutes.1 Therefore, to complete the plane shown in Fig. 4.7, a minimum of 3.5 hours is needed.
This conservative estimate neglects the inter-measurement time including the time needed to
translate the optics, time for the laser to return to the start of the wavelength scan, etc.
By comparison, the measurement shown in Figs. 4.2 and 4.3 cover a region of ≈ 3.5 cm2 . There
are more than 6000 pixels in this region with signal. Further, start to finish the measurements
that yielded these results were completed in less than 90 minutes. In this sense, the temporal
eﬀiciency has improved by more than a factor of 2. When the spatial factor is considered, the
improvement in eﬀiciency is enormous. Combining these factors, the experimental eﬀiciency of
the camera LIF technique is more than two orders of magnitude higher than the single-point
technique. Therefore, where the drop is SNR associated with the camera technique is either
negligible or acceptable, the planar LIF technique is the clear choice.

4.2.4 Summary
High-resolution maps of the ion temperature and bulk flow were created through the use of PLIF
with a fast camera. Single-point continuous LIF measurements were also made to benchmark
1

Indeed, where SNR was particularly low, as is the case near the edge of the helicon core, scan times of up to
20 minutes were necessary. A more realistic estimate is closer to eight hours.
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the results of the camera technique. While agreement between the two techniques is not perfect,
the results are consistent to a reasonable degree of confidence. As previously mentioned, the
camera technique provides results for ion bulk flow and temperature in a large region of a plasma
in a fraction of the time required for single-point measurements.

4.3 Flux Ropes and Magnetic Reconnection
4.3.1 CW Laser
Initial attempts at LIF during magnetic reconnection achieved only limited success. Figure 4.8
(a) shows the time trace of the PMT response averaged over 15 plasma gun shots. The case
where the laser is at the resonance wavelength of the 611 nm transition is shown in red, while
the case where the laser was blocked is shown in blue. Note the similarity of the traces.
In Fig. 4.8 (b) are plotted the lock-in amplifier response for the case with laser (red) and without
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Figure 4.8: (a) Time trace of the PMT response for the average of 15 shots with (red) and
without (blue) the laser, respectively. (b) 15-shot average of the lock-in amplifier response for
the same shots as in (a). (c) The difference between the traces in (b).
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(after ∼ 35 ms). This difference is directly plotted in Fig. 4.8 (c).
By evaluating this difference at a series of wavelengths, a rudimentary IVDF was measured.
Figure 4.9 shows the IVDF measured this way. While an IVDF has been measured, signal was
not achievable during magnetic reconnection (i.e., during the first 10 ms of the discharge). Thus,
this technique is not applicable for measuring IVDFs during magnetic reconnection. Nonetheless,
this measurement constitutes the first LIF IVDF in an argon plasma gun discharge, albeit in the
afterglow phase. Because the firing of the flux ropes is a violent event, the noise spectrum is large
in amplitude and broadband. The strong transients dominate at early times (Fig. 4.8 (a)) and
it is hypothesized that the small differences in amplitude introduced by the CW laser radiation
are not suﬀiciently detectable, even with the lock-in amplifier. The lack of detectable signal
was consistent for a wide range of frequencies, plasma gun parameters, presence or absence of
neutral gas fill pressure and background helicon plasma, and lock-in amplifier settings. Another
possibility is that the collisionality of the plasma gun discharge is high enough to quench the
metastable population, and there is insuﬀicient metastable state density to detect laser induced
fluorescence signal [128].

Figure 4.9: Ion velocity distribution function measured with a CW laser in the afterglow of
a reconnecting plasma. The red curve shows the fit to the LIF signal as a function of ion
velocity (black circles).
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In order to increase the signal to a detectable level, a more powerful laser was necessary. It was
decided to install a single plasma gun in a test stand and attempt LIF in a single flux rope with
a pulsed laser.

4.3.2 Single Flux Rope: Single-Point Measurements
Upon switching to a pulsed laser on a test stand, signal was immediately discernible. Figure
4.10 shows the PMT signal versus time for a case with the laser (blue) and one without the
laser (red). Note the clear feature near 150 ns that is only present when the laser is fired.
While signal is readily achievable with a pulsed laser, a full IVDF is not. When the maximum
laser energy is used (90 mJ), the ion temperature measured is in excess of 20 eV. For a single
plasma gun flux rope, this result is clearly non-physical. The logical conclusion is that the
transition is saturated. A study of the effect of laser energy on the measured IVDF is shown
in Figure 4.11. IVDFs are measured at a series of laser energies, and the changing width is
apparent. The laser lineshape in wavelength space is also shown for reference. An interesting
feature appears in these IVDFs: for laser energies above 140µJ, there is a depletion in the
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Figure 4.10: The signal vs. time for a single laser pulse in a flux rope plasma is shown in
blue. The same signal in the absence of the laser is shown in red.
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Figure 4.11: Signal vs. wavelength for a range of laser energies. Fits to the data are shown
as dashed lines. The laser lineshape is shown as the dot-dashed line.

signal relative to the anticipated trend at the wavelength closest to the rest frame absorption
wavelength (611.66158 nm). This is consistent at the highest two energies. However, when
the laser energy is at or below 140µJ, the signal closest to the rest frame absorption is instead
enhanced relative to the anticipated trend. The cause of this feature is currently unknown.
However, there are a couple of hypotheses that could explain this type of feature. The first is
that this is a saturation phenomenon (see, for example, Figure 3.24 and associated discussion
in Ref. [127]). The second hypothesis is that a reflection causes this feature. If there is a small,
but resolvable bulk flow that causes a shift in the peak of the distribution away from the rest
frame transition wavelength, when the laser reverses direction due to reflection, a peak with
the same shift in the opposite direction arises, and the measured profile is the sum of these
contributions. A combination of these two effects may be responsible. Where the saturation
broadening is suﬀicient to make the peaks resolvable, the depletion is observed. Where it is not,
the peaks overlap and the central dip instead becomes an enhancement.
The aim with the test stand experiment was to demonstrate whether it was possible to measure LIF IVDFs in flux rope plasmas using a pulsed laser. This goal was realized with the
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measurements shown in Fig. 4.11. It was deemed more significant to achieve an IVDF during
magnetic reconnection than to accurately characterize the plasma from a single plasma gun.
Nonetheless, the ion temperature as a function of the laser energy is presented in Figure 4.12.
Though the trend shows that measurements were taken in a laser-saturated regime, the trend
also suggests that the low-energy measurements are converging on the saturation limit. A fit
to the 6.5µJ data returns an ion temperature of 2.0 eV with a lower bound of 0.3 eV and an
upper bound of 5.1 eV from the 95% confidence interval. The bulk flow from this data is 805
m/s with an uncertainty of 662 m/s from the 95% confidence interval of the fit. In the lowest energy measurements, the laser linewidth contributes non-negligibly. The Quantel Q-Scan
has a specified linewidth of 2.2 pm (1.8 GHz), more than 20% of the 10.5 pm FWHM of the
Gaussian component from the fit at the lowest laser energy. However, the dominant lineshape
mechanisms in these measurements are Doppler and saturation broadening.
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Figure 4.12: Ion temperature measured from the data shown in Fig. 4.11. Error bars
correspond to the 95% confidence interval of the fits.
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4.3.3 Single Flux Rope: Imaging
An ultimate goal of the PHASMA facility is to image LIF during magnetic reconnection through
the technique described in Sec. 3.6.4. Towards that end, an image of the fluorescence in a single
flux rope in the test stand was obtained with a fast-gated camera. An image was also obtained
of flux rope plasma in the absence of the laser. Figure 4.13 shows the difference of these two
images. Fluorescence stimulated by the laser is clearly visible. While preliminary, this inspires
confidence that a planar LIF image of the magnetic reconnection plasma is possible. Though
the laser is not at full energy, it is still above the saturation threshold. Hence, the reduction in
energy density when the laser is spread into a thin sheet may serve to bring the measurement
into a non-saturated regime.

Figure 4.13: Background-subtracted image showing the laser spot in the plasma generated
by a single flux rope.

4.3.4 IVDFs During Magnetic Reconnection
With the proof-of-principle measurements from the test stand in hand, a pulsed laser was set
up for use on PHASMA as described in Sec. 3.7.2. The first task was to establish the best
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operating parameter space in order to optimize LIF signal. It was determined that a lower
guide field led to higher LIF signal. In the context of merging flux ropes, it is hypothesized that
a lower guide field allows for a higher local plasma density at the collection location (between the
ropes). It was also determined that a lower neutral gas fill pressure improved the LIF signal.
It is known that the 3d2 G9/2 metastable state of Ar II is sensitive to collisional quenching
[128]. It is suspected that increasing the neutral fill pressure of the plasma guns increases the
collisionality resulting in suppressed LIF signal. Finally, the LIF signal was compared with and
without a background helicon source plasma. In this case, the LIF signal was better without
the background plasma.
As discussed in Sec. 2.6.3, a balance must be struck between the acceptable signal level and
the degree of laser saturation. As Fig. 4.10 shows, it is possible for signal to be detected at
the single-shot level. However, in the case of the reconnecting plasma in PHASMA, single-shot
detection requires laser energies that are in excess of the saturation threshold. In order to
collect a measurement not impacted by saturation broadening, signal has to be extracted from
the average of multiple individual shots. A study of the number of shots needed to reliably
measure signal versus laser energy was conducted. While in theory it is possible to average
over an arbitrarily large number of shots, in practice a reasonable limit must be established.
If, for instance, a single IVDF measurement requires ∼ 1 week to complete, the viability of the
diagnostic is questionable. In this case, the experimental overhead limits the acceptable number
of shots at a given wavelength.
For the reasons outlined in the preceding paragraph, it was decided to make a measurement
in a regime that is likely saturated.2

Figure 4.14 shows the IVDF measured during magnetic

reconnection in PHASMA. In an ideal case, the plasma guns can be fired at a rate of ≈ 50
shots per hour. However, because the plasma gun tips are immersed in vacuum, there is is no
mechanism to dissipate heat between discharges. As a result, the guns are fired at a slower
repetition rate (or, rather, breaks are taken after a certain number of shots) to prevent overheating. For the measurements in this work, the approximate rate was 30 shots per hour. With
2
It is not known with absolute certainty whether the laser energy used leads to power broadening. As noted
in Sec. 2.6.3, the best method for determining the saturation threshold is to measure the IVDF as a function of
laser energy and note where the width of the distribution begins to change with laser energy. A rigorous study
of the laser saturation was deemed too expensive in terms of experimental overhead. However, the measured ion
temperature suggests significant saturation broadening.
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Figure 4.14: Ion velocity distribution function measured with LIF during magnetic
reconnection in PHASMA. Also shown are the laser lineshape (gray dot-dashed line), the
Faddeeva function fit (dark blue line), and the Gaussian component of the fit (light blue
dashed line).

60 shots per wavelength and 22 wavelength measurements (including repeated measurements
and background) this IVDF corresponds to more than 40 hours of experimental time. To avoid
ambiguity in parameters and plasma conditions from one day to the next, the experiment was
operated continuously over this period.
The ion temperature from the fit in Fig. 4.14 is 9.7 eV with an uncertainty of 5 eV from the
95% confidence interval of the fit. The bulk flow is 463 m/s with an uncertainty of 879 m/s from
the 95% confidence interval of the fit. It is clear from Fig. 4.14 that the laser linewidth does
not contribute significantly to the measured lineshape. The dominant lineshape mechanisms
for this measurement are likely Doppler broadening and saturation broadening. Data were
processed in real time as the measurement was made. The signal was measured twice at two
wavelengths (611.650 nm and 611.680 nm). These repeated measurements were made at the
end of the campaign, long after the initial measurement at each of the respective wavelengths.
As such they serve as fiducial measurements that show the long-term reproducibility of the
measurements. Both repeated measurements agree to within uncertainty, indicating long-term
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stability of the measurement. It is not yet known whether the deviation from the trend at
611.637 nm is an artifact, or a feature of the distribution.
While it is clear that this measurement does not yield the true ion temperature, with additional
measurements at various times during the magnetic reconnection process, the trend in ion temperature can be observed, and it can be determined whether ion heating is occurring. Further,
this measurement constitutes the first time that LIF has successfully been deployed for IVDF
measurements in a merging flux rope magnetic reconnection experiment.

Chapter 5

Discussion and Future Work
5.1 Applications of LIF Imaging Techniques
As useful as 2D maps of the ion temperature and bulk flow are, the real value of these measurements is knowledge of the species velocity distribution function with a high spatial resolution.
A relatively straightforward extension of the work discussed here would be to measure several planes of a plasma to evaluate the three-dimensional temperature and flow profiles. In
gases where ground-state two-photon schemes exist, spatially resolved density is additionally
achievable with TALIF.
In theory, the camera planar LIF technique is applicable in any system where LIF is already
used. One such example is the use of LIF to measure local magnetic fields from Zeeman splitting
in neutral argon [124]. Figure 5.1 shows the successful imaging of a magnetic field gradient with
this technique in PHASMA. This measurement uses a different laser from the ones discussed
in this work, and the laser beam is collimated rather than a sheet beam. Nonetheless, it
demonstrates the feasibility of using planar LIF to create images of the magnetic field strength.

In Sec. 4.3.3 an image of the LIF signal in a single flux rope is presented. The next logical
step is to measure an IVDF with this technique. If successful, the laser can subsequently be
formed into a sheet for planar LIF measurements during magnetic reconnection. Aside from
the drastic eﬀiciency improvement, the planar LIF technique provides the ability to create
97
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Figure 5.1: Magnetic field strength as a function of pixel index (position) in the PHASMA
device. There is a clear gradient in the magnetic field. Reproduced from Ref. [124]. Licensed
under a Creative Commons Attribution (CC BY) license.

high-resolution images of the global average ion temperature and bulk flow in reconnecting
plasmas. The technique is not limited only to ion measurements. Neutral species properties
can also be evaluated. Further, combining the magnetic field imaging technique described in
the preceding paragraph with a laser sheet, the global average magnetic field strength can be
imaged. Operating in gases that have two-photon ground state schemes, planar imaging of
TALIF could even provide images of the neutral density, though the magnetic reconnection in
these gases may not be electron-only in PHASMA.

5.2 Software-based Lock-in Amplification for the Portable LIF
System and Camera Technique
As previously alluded to, Uhl et al. have demonstrated a fully software-based lock-in amplification technique [137]. Such a technique has implications for two of the experiments presented
in this work. In the portable LIF system, if the signal that normally serves as the reference for
a hardware lock-in amplifier is instead digitized, then lock-in amplification of a time-varying
signal is possible in post-processing. This eliminates the need for a physical hardware-based
lock-in amplifier and serves to further reduce the requisite footprint of the portable LIF system
described previously.
Additionally, this technique is more powerful than the simple FFT used with the camera technique, and will serve to increase the signal-to-noise ratio of the measurements. In an ideal
case, the camera measurements made with this lock-in amplification technique would be indistinguishable from the conventional single-point technique. Better still, this effectively means
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that where the laser sheet is present, each pixel constitutes a single-point measurement with
spatial resolution determined by the camera and associated optics. Incorporation of the digital
lock-in amplifier into the camera LIF processing code is ongoing at WVU. Preliminary tests
show promise.

5.3 LIF for IVDFs in Flux Ropes and Application to Magnetic
Reconnection-Relevant Plasmas
An IVDF during magnetic reconnection measured with LIF is presented for the first time in
this work. While this marks a significant step, the task remains to accurately measure the
ion temperature during magnetic reconnection. Whether ion heating occurs during magnetic
reconnection in PHASMA is not yet known, and confirmation of ion participation in reconnection
(or, rather, lack thereof) is ongoing work at WVU.

Appendix A

Overintegration Correction
As described in Sec. 2.7, when a lock-in amplifier is used, there is a systematic uncertainty
introduced. While the spurious flow due to the built-in delay caused by the lock-in amplifier is
diﬀicult to correct for, the broadening associated with the scan time tscan to time constant τ ratio
can be corrected for rather readily. Figure A.1 shows the results of a simulation demonstrating
the effect of a filter on an input signal. As the ratio of tscan /τ decreases, there is a marked
increase in the width of the function. Less noticeable is the slight deviation of the peak from
the original location. Like the width, this shift increases with decreasing ratio of tscan /τ . These
effects on the measured signal lead to incorrect values of ion bulk flow and temperature.
Fortunately, with the technique described in this appendix, the original signal is recoverable.
The output signal of the lock-in amplifier is the convolution of the true signal and a filter.
The input signal can then be reconstructed through the well-known convolution theorem [168].
Consider two time-domain signals, f (t) and g(t), that have Fourier transforms
1
F(f (t)) = √
2π
and
1
F(g(t)) = √
2π

Z∞
dtf (t) exp [itω] = F (ω)

(A.1)

dtg(t) exp [itω] = G(ω).

(A.2)

−∞

Z∞
−∞
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Figure A.1: Simulated profiles of the effect of the lock-in amplifier filter on an input signal.
As tscan /τ decreases, the width of the profile increases, as does the location of the peak of the
signal. Republished with permission of IOP Publishing, Ltd., from [115]. Copyright 2021 IOP
Publishing, Ltd. Permission conveyed through Copyright Clearance Center, Inc.

The convolution product between f (t) and g(t) is defined as
Z∞
C(t) = (f ∗ g)(t) =

dτ g(t)f (t − τ ).

(A.3)

−∞

According to the convolution theorem, the Fourier transform of the convolution product between
two functions is the simple product of the Fourier transforms of those functions, i.e.,
F(C(t)) = F[(f ∗ g)(t)] = C(ω)

(A.4)

C(ω) = F (ω)G(ω).

(A.5)

and

Consider the case where the output of the lock-in amplifier is a known (measured) function of
time, C(t) and either the time-domain g(t) or frequency-domain G(ω) lock-in filter function is
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known.1 Then, taking the Fourier transform of the lock-in amplifier output signal yields the
frequency-domain lock-in output C(ω). Because the lock-in output is the convolution product
between the lock-in amplifier input and the lock-in amplifier filter function, Eq. A.5 may be
equivalently expressed as
F (ω) =

C(ω)
.
G(ω)

(A.6)

From this point, recovery of the time-domain input signal simply requires the inverse Fourier
transform:
F

−1

1
(F (ω)) = √
2π

Z∞
(A.7)

dωF (ω) exp [−itω] = f (t).
−∞

Figure A.2 shows the recovered true lineshapes for the overintegrated lineshapes in Fig. A.1.
The result of applying this technique to data taken on PISCES-RF at UCSD is shown in Figure
A.3. While the correction for this profile is modest, the effect is not negligible within error, and
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Figure A.2: Corrected simulated lineshapes from profiles in Fig. A.1. Deviation from the
original input is negligible. Republished with permission of IOP Publishing, Ltd., from [115].
Copyright 2021 IOP Publishing, Ltd. Permission conveyed through Copyright Clearance
Center, Inc.
1

The frequency-domain filter function is what is explicitly needed for Eq. A.5. If only the time-domain form
is known, the frequency-domain form can be readily calculated through the Fourier transform.
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Figure A.3: Oversampling correction (light blue) applied to data (dark blue) collected on
the PISCES-RF device, for the most extreme case (tscan /τ = 10).

the correction for cases where the ratio of tscan /τ is smaller are necessary to recover the correct
ion temperature.

Appendix B

Camera Specifications
B.1 Photron Nova S9
The camera used for the planar laser induced fluorescence measurements presented in this work
is a Photron Fastcam Nova S9. The camera is a megapixel CMOS with a maximum frame rate
of 900, 000 fps. The bit depth is 12 bits (dynamic range of 0 to 4095 counts). Transfer speeds up
to 10 Gbit/s are possible. The maximum resolution is 1024 by 1024 pixels. The peak quantum
eﬀiciency is ≈ 80% at 600 nm. The quantum eﬀiciency at 461 nm is ≈ 55%. At maximum
resolution, the maximum frame rate is 9, 000 fps. At maximum frame rate, the resolution is 128
by 16 pixels. By partitioning the memory, it is possible to write to one memory segment while
Parameter

Value

Resolution
Pixel Size
Maximum Frame Rate

1024 × 1024 pixels
10µm ×10µm
9, 000 fps at 1024 × 1024 pixels
900, 000 fps at 128 × 16 pixels
12−bit monochrome
64 GB
10 Gigabit/s
80% at 630 nm
≈ 55% at 461 nm
1 ms to 200 ns (independent of frame rate)
Up to 128

Dynamic Range
Internal Recording Memory
Data Transfer Speed
Quantum Eﬀiciency1
Global Shutter Speed
Memory Partitions

Table B.1: List of relevant parameters of the high speed camera used to perform PLIF
measurements in the source region of PHASMA.
1

Quantum eﬀiciency data provided by a Photron representative.
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another is exporting. It is also possible to autosave after each trigger and automatically re-arm
between triggers. Selected capabilities and features of the Nova S9 camera are summarized in
Table B.1. Parameters are taken from Ref. [169] except where otherwise noted.

B.2 Andor iStar
Proof-of-principle measurements for Ar II planar laser induced fluorescence during flux rope
events are presented in this thesis. The camera used for these measurements is an Andor iStar
DH344T−18F−53 ICCD. Capabilities of the Andor iStar camera are presented in Table B.2.
Reported values are taken from Ref. [170].
Parameter

Value

Resolution
Pixel Size
Maximum Frame Rate

1024 × 1024 pixels
13µm ×13µm
4 fps at 1024 × 1024 pixels
29, 850 fps at 1024 × 4 pixels
16−bit
< 5 ns
280 − 760 nm
≈ 50% at 461 nm
> 200
As low as 4e−

Dynamic Range
Minimum Gate Width
Wavelength Range
Quantum Eﬀiciency
Maximum Relative Gain
Read Noise

Table B.2: List of relevant parameters of the fast-gated camera used to image the LIF in a
single flux rope.

Appendix C

Image Processing
C.1

Introduction

Use of a camera to image the fluorescence from PLIF allows for high-resolution measurements
of a plasma non-perturbatively. While the raw counts from the images is sometimes suﬀicient,
it is often the case that at least a small amount of image enhancement or post-processing is
necessary to optimize the collected signal. The image enhancement processing techniques used
in this work are described below.

C.2

Blurring

While there are a number of image enhancement techniques, blurring is among the simplest.
Blurring is a way to reduce noise in an image without negatively impacting the signal, at the
cost of reduced feature resolution. In the analysis for the planar imaging technique described
in Sec. 3.3.6, blurring is applied to each frame of the images. Blurring replaces the value in a
given pixel with a value calculated from its nearest neighbors. There are a few types of blurring
algorithms that can be applied, but they have common parameters: namely the grid and kernel.
The grid determines which pixels to include in the algorithm, and the kernel determines how
the replacement value is calculated.
A grid is typically a rectangle specified by a height and width. The width and height define
the number of pixels to include along the horizontal and vertical axes, respectively. In most
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instances, the width and height are the total number of pixels along their respective dimensions,
centered on the pixel to be replaced. As a result, both should be odd positive integers.
While the grid determines which pixels to include, the kernel determines how the replacement
value is calculated. A common kernel simply computes the average of the values in the grid and
replaces the center pixel with that average. A 5 × 5 kernel, for example, would have the form



1 1 1 1 1



1

1 
1
K=
25 


1

1



1 1 1 1


1 1 1 1
.


1 1 1 1

1 1 1 1

(C.1)

The effect of such a kernel is to “smooth” the image. More complex kernels can also be used. For
instance, a Gaussian kernel, the type used in this work. With a Gaussian kernel, more weight is
given to the value in the pixel that is to be replaced, with less weight given the further away the
other pixels lie. The result is a less aggressive smoothing that is more akin to a spatial low-pass
filter. For the majority of the images presented in this work where blurring was applied, a 5 × 5
Gaussian kernel was used. This filter has the form


KGauss


0.015625 0.03125 0.046875 0.03125 0.015625




 0.03125 0.0625 0.09375 0.0625 0.03125 





= 0.046875 0.09375 0.14063 0.09375 0.046875





 0.03125 0.0625 0.09375 0.0625 0.03125 


0.015625 0.03125 0.046875 0.03125 0.015625

(C.2)

and is shown graphically in Figure C.1. The Gaussian kernel is defined such that the sum of
all coeﬀicients is one. Taking a slice across the third row of Eq. C.2 and performing a fit to
the standard equation of a Gaussian function yields a standard deviation of 0.82. While it
is true that a Gaussian blur centered on a delta function disperses the intensity of the delta
function over the entire grid, the standard deviation is commonly the empirical quantity used to
determine the extent of a Gaussian distribution. Therefore, the effect of the filter is to contribute
the equivalent of 5 pixels (0.87 mm for the work presented here) of spatial uncertainty if the
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Figure C.1: Color representation of the Gaussian kernel used for blurring the images
presented in this work.

full-grid definition is used, and the equivalent of ≈ 1 pixel (0.17 mm for the work presented
here) of spatial uncertainty if the standard deviation is used.
A common concern with blurring/spatial filtering is what happens when the grid overlaps an
image boundary. The pixels with reliable signal are far from the edges of the images in the
work presented here, but the edge effects are mentioned for completeness. In some filtering
algorithms, the grid will “wrap around,” including pixels from the opposite edge of the image.
This often introduces edge artifacts if there are different values or colors on opposite ends of an
image. The filter used here instead implements a reflection type border condition. To illustrate
this, consider a one-dimensional row of pixels with values abcde. Also consider a one-dimensional
arbitrary grid of width 5 that is centered on the pixel with value a. The grid is only partially
populated, i.e., the values are __|abc where | denotes an image border. The pixel adjacent to
the border is skipped over, and the empty spots are filled in reverse order, i.e., the values the
grid would operate over are cb|abc.
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Post-Processing: Gain, Gamma, Contrast, and Brightness

Before discussing other image enhancement techniques, it should be noted that the camera is
a 12-bit device, meaning the dynamic range for pixel counts is 0 to 4095. In order to preserve
the 12-bit nature of the images, the return values of the following techniques/algorithms are
truncated such that any value less than 0 is set to 0 and any value greater than 4095 is set to
4095. A function, Trunc(x), performs this truncation:



4095



Trunc(x) =
x




 0

x ≥ 4095
0 < x < 4095

(C.3)

x ≤ 0.

Preserving the 12-bit nature additionally requires that the resulting values of any operation be
integer. Therefore, some form of rounding is necessary. For the analysis performed in this work,
the ceiling function is used so that all non-integer values are rounded up to the nearest integer.
Any post-processing that is applied to the images has rounding and truncation subsequently
applied to it. To avoid cumbersome notation, each response function described in this section
will have the rounding and truncation implicitly included, i.e.,
f (x) ≡ Trunc(Ceil(g(x))),

(C.4)

where f (x) describes the response function for a given input that must have a value in the range
0 to 4095, and g(x) describes the effect of some parameter on the input signal and can have any
value.
Fig. C.2 (a) shows the default (no processing applied) response curve (red curve). When no
processing is applied, the input value is preserved.
The post-processing described in the following sections is applied in the image analysis Python
code developed for the camera planar LIF measurements presented in this work. They are,
however, modeled after the available options in the Photron FASTCAM Viewer (PFV4) software
[171]. References to the range of allowed inputs in the PFV4 software are therefore made for
each parameter.
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Figure C.2: Effects of the various image processing parameters on the response function. (a)
The response function when all parameters have their default values. (b),(c) The effect of gain
on the response function. (d),(e) The effect of the gamma parameter on the response function.
(f-j) The effect of the contrast parameter on the response function. (k),(l) The effect of the
brightness parameter on the response function.
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C.3.1 Gain
The gain parameter G is, simply put, a multiplicative factor:

fGain (x) = Gx.

(C.5)

In terms of the response function, the gain controls the slope, linearly controlling the dynamic
range of the intensity distribution. Fig. C.2 (b) shows the response function for G = 16 , while
C.2 (c) shows the repsonse function for G = 0.5. The allowed values for the gain in the PFV4
software range from 0 to 16 in increments of 0.01, with a default value of 1.

C.3.2 Gamma
The gamma parameter γ compresses or expands the dynamic reserve in a nonlinear fashion.
For γ < 1, small amplitude signal is prioritized and greatly amplified. When γ > 1, the smallamplitude signal is suppressed and only higher values are amplified. The functional response
due to the gamma parameter is given by

fGamma (x) = 4095 [(x/4095))γ ] .

(C.6)

The gamma parameter controls the inflection of the response function. When γ < 1, the
inflection is concave down, and for γ > 1, the inflection is concave up. Fig. C.2 (d) shows the
response function for γ = 0.1, while C.2 (e) shows the response function for γ = 2. The allowed
values for the gamma parameter in the PFV4 software range from 0.01 to 2 in increments of
0.01, with a default value of 1.

C.3.3 Contrast
The contrast parameter C controls the dynamic range in a different fashion from the gamma
parameter. The allowed values for the contrast parameter in the PFV4 software range from
−0.5 to 0.5 in increments of 0.01, with a default value of 0. The behavior of the response
function depends on the sign of C. When C > 0 (Fig. C.2 (f) and (g)), the effect is to collapse
the scale of allowed values. Put another way, the higher the contrast, fewer shades of grey are
allowed. In the extreme case, C = 0.5, there are only two shades allowed: black (0) and white
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(4095). For values of C < 0 (Fig. C.2 (i) and (j)), the dynamic range is compressed: the largest
allowable separation in intensity shrinks. The extreme case in this direction, C = −0.5 creates
a flat-field image with 2048 the only allowed value.
In terms of functional response, consider a line anchored to the point (2048, 2048) such that
the response function will always pass through this point. Changing the value of the contrast
parameter alters the slope of this line. As mentioned, changing the value of the contrast changes
the slope of the response function. However, there is a clearer relation of the contrast parameter
to the intercepts of the anchored line. If C > 0, then the y-intercept of the anchored line is
determined according to yint = −4096 ∗ C, and for C < 0 the x-intercept of the anchored line is
determined from xint = 4096 ∗ C. From this, the overall functional form becomes
fContrast (x) = m (x − 2048) + 2048,

(C.7)

where the slope m in terms of C is given by



−(2C + 1)



m(C) =
1




 −1/ (2C − 1)

C<0
C=0

(C.8)

C < 0.

C.3.4 Brightness
Fig. C.2 (k) and (l) depict the effect of the brightness parameter B on the response function.
As the name implies, increasing the brightness adds the same constant value to each intensity,
making each input value closer to white (4095). Decreasing the darkness has the opposite effect,
bringing each value closer to black (0).
Functionally, the brightness shifts the response function up and down. The allowed input range
in PFV4 is −1 to 1 in steps of 0.01, with a default value of 0. In equation form
fBrightness (x) = x − (B ∗ 4095).

(C.9)
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C.3.5 Summary
The effects of the image processing parameters gain, gamma, contrast, and brightness are described in Secs. C.3.1 − C.3.4 and illustrated in Fig. C.2. The order these parameters are
presented in this work follows the order of their arrangement in the user interface panel in
PFV4, which is not the same as their order of operations. For image processing, the parameters are implemented in the following order: gain, brightness, contrast, then gamma (with the
implicit rounding and truncation occurring at each step). In equation form, the processing is
applied as
Gamma(Contrast(Brightness(Gain(x)))),

(C.10)

where the parameter names invoke their respective equations for shorthand, and the rounding
and truncation included in the implicit definition (occurring after each operation).

Appendix D

Laser Linewidth
D.1

Significance to Measurements

As discussed in Sec. 2.6.3, knowledge of the spectral width of the laser is vital when its contribution to the total measured width is not negligible. In this work, the linewidth of the pulsed
lasers is on the same order as the predicted spectral width of the distribution function. Therefore, the laser contribution must be accounted for when measuring the IVDF. In this appendix,
the methods for measuring the laser linewidth of the Sirah Cobra-Stretch are reviewed.

D.2

The Fabry-Perot Interferometer

Generally speaking, a Fabry-Perot interferometer is comprised of two partially reflective surfaces
facing one another with a gap between. These surfaces and the gap are referred to as the cavity
(i.e., the bulk material of the reflective optics is excluded). There are primarily two types
of Fabry-Perot interferometer commonly discussed in the literature: the scanning Fabry-Perot
inteferometer in which the spacing of the reflective surfaces is scanned, and the fixed-cavity
Fabry-Perot in which the separation between the reflective surfaces is held constant. The fixedcavity Fabry-Perot is also sometimes called an etalon. The physics is consistent between the
two types of interferometer, and is the first subject of discussion. However, the nuances that
separate the two will also be discussed. The following discussion loosely follows that found in
Ref. [172].
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In both configurations of the Febry-Perot interferometer light enters the cavity through one
of the reflective surfaces. When the light reaches the far side of the cavity, some transmits
through the other face, and the rest reflects off of the surface and remains in the cavity. This
reflected light returns to the first reflective surface where again, a fraction transmits and the
rest reflects. In this manner, the reflected light forms multiple coherent beams within the cavity,
akin to the process that occurs within thin films. Consider light that is incident at some angle
θi with respect to the optical axis of the interferometer. This light will refract within the optic
that forms the first face of the cavity and transmit into the cavity at the transmitted angle θt
determined by Snell’s law. The reflected beams will all have the same angle with respect to
the optical axis. The path difference between successive parallel reflections inside the cavity is
given by
∆ = 2nc d cos θt

(D.1)

where nc is the index of refraction of the cavity (most often nc = 1 for air) and d is the separation
of the reflective surfaces (cavity length). When the incident light is parallel to the optical axis,
cos θt = 1 and Eq. D.1 simplifies to
∆ = 2nc d.

(D.2)

Also for simplicity, consider a monochromatic source. Under these conditions, the criterion for
constructive interference (maximum brightness) is then

2nc d = mλ,

(D.3)

with m a nonzero integer, and λ the wavelength of the light. Destructive interference (minimum
brightness) will occur for
1
2nc d = (m + )λ.
2

(D.4)

For situations where neither Eq. D.3 nor Eq. D.4 is satisfied, the brightness falls between the
two. In this manner, the transmitted intensity is determined by the cavity length, d.
Under ideal conditions (lossless mirrors, monochromatic plane waves perpendicular to the optical
axis), the fixed-cavity (etalon) type Fabry-Perot interferometer in the configuration previously
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described, the transmission T takes the form of the Airy function

T =

1
,
1 + [4r2 /(1 − r2 )2 ] sin2 (δ/2)

(D.5)

where r is the reflectivity of the cavity surfaces and δ = 2kd is the round-trip phase shift for
plane waves with spatial frequency k that circulate within the cavity.1

The term in brackets

in Eq. D.5 is known as the coeﬀicient of finesse (not to be confused with finesse, a figure of
merit for Fabry-Perot interferometers). The coeﬀicient of finesse is a measure of fringe contrast,
and depends directly on the reflectivity of the mirrors used in the etalon. Figure D.1 shows
the transmittance for a variety of reflectivities. Notably, the response only approaches zero at
fringe minima when the reflectivity is close to 1. When the reflectivity is smaller, the fringes
are shallower and less resolved.
As previously mentioned, the finesse of a Fabry-Perot is distinct from (but not entirely unrelated
to) the coeﬀicient of finesse. The finesse of a Fabry-Perot interferometer is the ratio of the
separation of individual transmittance peaks (free spectral range) to the full-width at halfmaximum of the peaks. The finesse F is related to the coeﬀicient of finesse F according to

1
r = 0.2

Transmittance

0.8
r = 0.5

0.6

0.4
r = 0.9

0.2

0
2m

2(m + 1)

2(m + 2)

2(m + 3)

Round-Trip Phase Difference
Figure D.1: Transmittance versus round-trip phase difference for selected values of etalon
reflectivity.
1

Refer to Refs. [172] and [173] for derivation.
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√
π F
πr
F=
=
2
1 − r2

(D.6)

and to the transmittance as
T =

1
1+

(4F 2 /π 2 ) sin2 (δ/2)

.

(D.7)

The preceding discussion applies to both types of interferometers. The fundamental difference
in the two arises from the way the spectral information is conveyed. For the case of the fixedcavity etalon, the transmittance is imaged on a screen or a camera detector and the Airy pattern
is analyzed. The functional application is different for the scanning Fabry-Perot interferometer.
As can be seen from Eq. D.2, the path difference depends on the cavity length. Eqs. D.4 and
D.3 show that for a fixed wavelength, changing the cavity length will alter the transmittance.
By recording the transmitted intensity as a function of cavity length, the spectral profile can
be evaluated.
No laser is truly monochromatic. Even the best lasers have some non-zero spectral width. To
expand this derivation to a laser lineshape, consider a discrete band of nearly identical spectral
lines. Each wavelength in this band λi will have a maximum when Eq. D.3 is satisfied, i.e.,

di,max = mλi /2nc .

(D.8)

Thus, if the resolution of the interferometer is suﬀicient (or the wavelength separation is suﬀiciently large), each unique wavelength will be represented by a unique peak in the interferogram.
As previously discussed, the wavelength (or frequency) profile of a laser is typically a Lorentzian.
The spectral shape can be considered a superposition of a continuum of wavelengths with a
wavelength-dependent (or frequency-dependent) amplitude. The ability of an interferometer to
resolve the width of this shape is determined by its resolving power, much like in the case of
nearby discrete lines.
The resolution of the Fabry-Perot interferometer is often discussed in terms of ability to resolve
nearby wavelength peaks. According to the Rayleigh criterion, two Lorentzian functions are
resolvable if their peak separation is at least the FHWM of the individual peaks. Using this
definition, the minimum resolvable wavelength separation δλmin is determined by the finesse.
Recalling that the finesse is the ratio of the free spectral range to the full-width at half-maximum
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of an individual peak, the minimum resolvable wavelength difference δλmin is then

δλmin =

δλF SR
.
F

(D.9)

The resolving power R is defined as the ratio of the wavelength to the minimum resolvable
wavelength and is proportional to the finesse:
R=

D.3

λ
∝ F.
δλmin

(D.10)

Technique 1: Commercial Scanning Fabry-Perot Interferometer

D.3.1 Theory
When a confocal scanning Fabry-Perot interferometer is used, the underlying physics remains
the same, but there some nuanced points that merit discussion. As the cavity length scans,
the interferometer goes through several free spectral ranges. This shows up as distinct peaks in
the output spectrum. The free spectral range is a defined parameter for a given interferometer.
As such, the separation between peaks (as a function of voltage or sweep time) can be used to
calibrate the frequency of the response. With this calibration, the width of the peaks goes as the
width of the light source. In an ideal case, a very narrow light source would have delta functionlike peaks separated by one free spectral range. However, the Fabry-Perot interferometer has
finite resolution. The minimum resolvable width is limited by this resolution and peaks will
only be as narrow as the resolution allows. When the source width and the resolution are on
the same order, the measured lineshape will be a convolution of the source lineshape and a
Lorentzian with the resolution as its width. The simplest case occurs when the source lineshape
is also Lorentzian: the convolution of two Lorentzians has as its width the sum of the widths
of the components. Thus, the width of the source in this case is the difference between the
measured width and the resolution.
The preceding discussion relies on the assumption of planar internal faces of the Fabry-Perot
interferometer. However, many commercial Fabry-Perot devices use spherical mirrors to form
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the cavity. The underlying physical principles are the same, but this introduces nuances. A
full discussion is beyond the scope of this work, but a few prominent features are mentioned.
For details, refer to Refs. [172] and [174, and references therein]. The general benefits of using
spherical mirrors are the relative ease of alignment and manufacturing, and the greater light
gathering power compared with planar etalons. However, the transmittance becomes more
complex with the formation of transverse cavity modes that arise from the mirror curvature in
addition to the longitudinal modes also present in flat-mirror interferometers. The higher-order
transverse modes are suppressed with careful alignment [174].
The scanning commercial scanning Fabry-Perot instrument is designed for use with CW sources.
It is not clear whether there are subsequent implications that limit its applicability for use with
pulsed sources. Nonetheless, the instrument was used to estimate the linewidth of the pulsed
laser.

D.3.2 Results
The commercial scanning Fabry-Perot was first used with the Sirah Matisse laser described in
Sec. 3.3.4 in order to calibrate the measurement. Figure D.2 shows the results of this calibration.
The time separation between peaks is 10.9 ms. Using the known free spectral range of 10 GHz,
the calibration factor is 0.917 GHz/ms. Thus for a ∆t of 0.071 ms, the measured linewidth
of the Matisse is 65 MHz. While this is in disagreement with the ≤ 20 MHz specified by the

Figure D.2: Transmitted light from a commercial scanning Fabry-Perot interferometer as a
function of sweep time, measuring the linewidth of the Sirah Matisse laser. (a) Two-peak
spectrum used to calibrate the GHz/ms conversion from the known free spectral range of the
device. (b) Zoomed view showing the FWHM of a single peak.
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manufacturer, this is the anticipated result when the resolution of the interferometer is taken
into account.
Under the assumption that the calibration of the Fabry-Perot interferometer is source-independent,
this same calibration is applied to the measurement of the linewidth of the Sirah Cobra Stretch.
Due to the complications outlined above, the measurements with this technique are not conclusive. They can be used, however, to place an upper bound on the linewidth. Figure D.3 shows
the measurements made with this device. The individual peaks are partially overlapped. For
this reason, a four-peak Lorentzian fit is applied to the data. It is noted that even with a DC
offset, the measured profile is not perfectly defined by a sum of Lorentzian lineshapes. This
outcome could be the result of the aforementioned drift. However, this deviation from an ideal
Lorentzian is also reminiscent of the change in shape due to a reduced coeﬀicient of finesse as
in Fig. D.1. It is possible that when a pulsed source is used, the coeﬀicient of finesse decreases,
and the measurement is at least partially compromised.
The representative value of 2.34 GHz for the linewidth from this technique is the mean value
from the four cases in Fig. D.3. The corresponding value in wavelength-space is 2.92 pm.

Figure D.3: Transmitted light from a commercial scanning Fabry-Perot interferometer as a
function of sweep time, measuring the linewidth of the Sirah Cobra-Stretch laser. (a)
Composite of all data collected. (b) Coarse two peak scan. (c) Coarse single-peak scan (d)
Fine single-peak scan.
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Technique 2: Commercial Static Fabry-Perot Interferometer

The manuals for both the Sirah Cobra-Stretch [167] and the Quantel Q-Scan [165] outline a
technique for measuring the spectral width of the laser line using a static Fabry-Perot interferometer. A Quanta-Ray FPA-1 is used to measure the linewidth of the Sirah Matisse CW laser
(as a check/reference) and the Sirah Cobra Stretch pulsed laser. The FPA-1 has a free spectral
range of 0.25 cm−1 (9.4 pm, 7.48 GHz for a center wavelength of 611 nm).

D.4.1 Theory
The physics of the static Fabry-Perot interferometer is outlined in Sec. D.2. The fixed-cavity
Fabry-Perot is applied differently than the scanning version. Rather than evaluate the signal as
function of mirror spacing, the Airy pattern is imaged and analyzed. The setup for this type of
measurement in shown in Figure D.4. Rather than a screen, the Airy pattern is imaged on the
detector of a CCD and captured.
The creation of the Airy pattern stems from the constructive and destructive interference discussed in Sec. D.2. The spacing of the bright fringes depends on the wavelength of light, and
the width of the fringes is proportional to the spectral width of the light source. Each fringe
constitutes a mode supported by the etalon. The quantities needed for this analysis technique

Figure D.4: Schematic showing the configuration used to evaluate the linewidth of a pulsed
laser with a fixed-cavity Fabry-Perot interferometer. Reproduced from Ref. [165].
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are outlined in Fig. D.5. In terms of these measured quantities and the free spectral range of
the interferometer used, the linewidth is expressed as2
∆R2 D2

D32 − D12
∆R2
∼ 4e
νF SR
(D3 − D1 )

∆e
ν = 8e
νF SR

(D.11)

where ∆e
ν is the laser linewidth in cm−1 , νeF SR is the free spectral range of the interferometer
in cm−1 , and the remaining quantities are as defined in Fig. D.5.

R2

3

2

1

0
D1
D2
D3

Figure D.5: Graphic showing the quantities needed to evaluate the linewidth from the Airy
disc that is generated by the laser interaction with a fixed-cavity Fabry-Perot etalon.

D.4.2 Results
Unfortunately, the data sheet for the FPA-1 device could not be found. This means the finesse
and the resolution are not known. However, these can be estimated from the measurements
made with the CW laser. This laser has a specified linewidth of . 20 MHz. Therefore, if the
resolution of this interferometer is much greater than 20 MHz, the measured value stands as a
proxy for the resolution of the device.
2

Calculation provided by Spectra Physics technician. Derivations of related, but not identical, expressions
may be found in Ref. [175].
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Figure D.6 shows (a) the CCD image of the Newton’s rings and (b) the intensity vs. pixel index
for the CW laser. The resulting linewidth is 0.46 pm (0.368 GHz). Because this is much larger
than the specified linewidth, this value is a proxy for the resolution of the interferometer.

Figure D.6: (a) CCD image of the Newton’s rings produced by the Fabry-Perot
interferometer when used with the CW laser. The red line indicates the location of the lineout
taken for image analysis. (b) The signal versus pixel index for the aforementioned lineout.

Figure D.7 shows the same analysis when applied to the pulsed laser. It is noted here that the
full circular pattern was not imaged. However, the region imaged is suﬀicient to measure the
laser linewidth as follows: the m = 1 ring was isolated and fit to the equation of a circle. The
center of this circle is the center reference for the rest of the images. A lineout was taken from
the edge of the image to the center of this circle as shown in Fig. D.7 (a). The distance from
the location of peak 1 to the center of the circle is 12 D1 . The other distances are measured in

Figure D.7: (a) CCD image of the Newton’s rings produced by the Fabry-Perot
interferometer when used with the pulsed laser. The red line indicates the location of the
lineout taken for image analysis. (b) The signal versus pixel index for the aforementioned
lineout.
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an equivalent fashion. The width of peak 2 is unchanged. This calculation yields a linewidth of
1.22 pm (0.98 GHz), in excellent agreement with the manufacturer specification.

D.5

Technique 3: Commercial Wavelength Meter

The linewidth was additionally measured with an Angstrom WS7 Wavelength Meter from HiFinesse [176]. The WS7 has two operating regimes for wavelength and linewidth: “wide” and
“fine.” In “wide” mode, the wavelength meter uses interferometers with free spectral ranges
≈ 32 GHz, and more reliably returns a value for the linewidth. However, the resulting values
are far too broad to be feasible. The linewidth is less reliably measured in “fine” mode, where
the wavelength meter uses an interferometer with a free spectral range of ≈ 8 GHz. However,
the results are in better agreement with the other measurements presented here.

D.5.1 Results
In “wide” mode, the laser linewidth was consistently measured to be larger than any other
technique presented here. This is because, in this mode, the minimum measurable value is 2.5

Figure D.8: Histogram of values of the Cobra-Stretch linewidth measured with the WS7
wavelength meter in fine mode.
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pm (2 GHz). In “fine” mode the results are in much better agreement. The histogram for this
case is shown in Fig. D.8. The most probable value lies between 1.4 pm and 1.5 pm (1.12 GHz
to 1.20 GHz). The mean value is 1.34 pm (1.07 GHz) with a standard deviation of 0.220 pm
(0.176 GHz).

D.6

Technique 4: Comparison Between Pulsed and CW Measurements

D.6.1 Theory
The PHASMA facility is well-equipped to make laser induced fluorescence measurements. It is
possible to make analogous measurements with a pulsed laser and with a CW laser. To make
these analogous measurements, the CW laser was injected axially and an IVDF was measured.
The pulsed laser was then injected axially along the same path and the IVDF was measured
again at the same plasma conditions. As discussed prior, the IVDF measured with the pulsed
laser is the convolution of the IVDF and the laser spectral profile. For the CW laser, the
linewidth is negligible. Therefore, by deconvolving the IVDF measured with the CW laser from
the pulsed laser measurement, the result is an estimate of the laser profile.

D.6.2 Results
For the measurements presented here, the magnetic field in the source region was 800 Gauss.
The source was operated at 1.1 mTorr pressure in argon gas, with an RF power of 450 W. The
IVDF measured with the CW laser is shown in Figure D.9. As the laser was injected parallel to
the magnetic field and unpolarized, both σ peaks are measured, but not fully resolved. However,
the Zeeman splitting for this transition is well-characterized [116]. The theoretical value of the
σ-peak shift at 800 G is 1.5 pm (1.2 GHz). The peak shift from the fit, 1.4 pm (1.1 GHz), agrees
with the cataloged peak separation to within 10%.
The measurement was repeated with pulsed laser at a low energy. Figure D.10 shows the results
of this measurement. The measured lineshape is fit to the sum of two Faddeeva functions (see
Sec. 2.6.3), where the Gaussian components are defined from the measurements shown in Fig.
D.9. The resulting Lorentzian linewidth is 2.1 pm (1.7 GHz). It is not known whether the
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Figure D.9: Ion velocity distribution measured with the CW laser in the helicon source of
PHASMA. Data are depicted as light blue circles, and the fit to the data is the black trace.
The Zeeman-resolved peaks are shown as the red and blue traces, respectively.
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Figure D.10: Ion velocity distribution measured with the pulsed laser in the helicon source
of PHASMA. Data are shown as blue circles, and fit to the data is the black trace. The
Zeeman-resolved peaks are shown as the red and blue traces, respectively. The peak
separation and Gaussian component of the peaks are determined from measurements like that
shown in Fig. D.9.
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pulsed laser energy was in a saturation regime. Nonetheless, the measurement serves as an
upper bound for the linewidth of the laser.

D.7

Summary

The pulsed laser linewidth was measured in a variety of ways. Table D.1 summarizes the results. Notably, the commercial fixed cavity Fabry-Perot interferometer yielded the manufacturer
specification for the laser linewidth. Though not precisely conclusive, some measurements allow
upper bounds to be placed on the linewidth.
Method

Linewidth
[pm] [GHz]

Commercial Scanning Fabry-Perot Interferometer
Commercial Static Fabry-Perot Interferometer
Commercial Wavelength Meter: Fine Mode
Comparison Between Pulsed and CW Measurements
Manufacturer Specification

2.92
1.22
1.34
2.11
1.2

2.34
0.98
1.07
1.69
1.0

Comments
Upper bound only

Upper bound only

Table D.1: List of measurement methods and the values returned by each method. Several
techniques are useful as an upper bound only due to various constraints. See text for
discussion.
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