We study trace and may-testing equivalences in the asynchronous versions of CCS and -calculus. We start from the operational de nition of the may-testing preorder and provide for it nitary and fully abstract trace-based characterizations, along with a complete in-equational proof system. We also touch upon two variants of this theory, by rst considering a more demanding equivalence notion (must-testing) and then a richer version of asynchronous CCS. The results throw light on the di erence between synchronous and asynchronous communication and on the weaker testing power of asynchronous observations. Keywords: Asynchronous Communications, Process Algebras, Semantics. This paper is an extended and revised version of 8] and 9].
Introduction
Distributed systems and protocols can seldom rely on a global clock, and little assumptions can be made about their relative speed. As a consequence, it is natural to adopt for them an asynchronous communication mechanism. This calls for non-blocking sending primitives that do not oblige producers and consumers to synchronize when exchanging messages, but allow the sender to continue with its tasks while the message travels to destination. In this respect, a model that imposes a clear distinction between input and output primitives appears to be a natural choice to reason about such systems. In spite of these considerations, the most studied process algebraic models (e.g. 29, 4, 22, 31] ) are based on synchronous communications.
In this paper, we focus on the asynchronous versions of CCS (ACCS) and -calculus 23, 11, 15] . In these models, the communication medium can be understood as a \bag" of messages (output actions), waiting to be consumed by corresponding input actions. This is reminiscent of the Linda model 19]. However, di erently from Linda, and from other process algebraic models 6, 26] , the communication medium is not described as a separate entity, but is rather regarded as part of the process syntax. More precisely, a bag of \standing" messages is seen as a parallel composition of independent output actions.
When the model is a process algebra, like ACCS or the -calculus, many system properties can be conveniently expressed and veri ed by means of behavioural equivalences. We focus here on trace and may-testing equivalences 14], both of which seem appropriate for reasoning about safety properties. We start from the operational de nition of the may-testing preorder (whose kernel is may-testing equivalence) and provide for it nitary and fully abstract trace-based characterizations, along with a complete equational proof system. Before proceeding let us provide additional motivations.
When reasoning about system properties via behavioural equivalences, the asynchrony of the model can often play a crucial role. As an example, consider a simple communication protocol with two users A and B sharing a private channel c. The Secrecy is a property that one might want to check of this protocol: externally, it should not be possible to guess message m from the behaviour of the whole system S. Following 2] , this property can be formalized by requiring that the behaviour of the protocol should not depend on the bit that A sends to B: in other words, processes S 0=m] (S 0=m] stands for the process obtained by replacing m with 0 in S) and S 1=m] should be equivalent. An appropriate equivalence is here the one induced by may-testing: equivalent processes may pass the same`tests' proposed by all observers running in parallel with them. If one views passing a test' as`revealing a piece of information', then equivalent processes may reveal externally the same information. Now, an external observer could tell S 0=m] and S 1=m] apart via synchronous communication at a and b: it would try communication at a and b in both orders and see which of the two succeeds (a kind of tra c analysis). Instead, S 0=m] and S 1=m] are equivalent in a truly asynchronous scenario, in which no ordering is guaranteed on the arrival of messages.
Unfortunately, the de nition of may-testing equivalence requires taking into account all possible observers, which makes reasoning on processes very hard in practice. A full understanding of this semantics should rely on more manegeable, observer-independent characterizations of the equivalence. In synchronous models like CCS and -calculus, this characterization is provided by trace equivalence 14] , that just requires two equivalent processes to be able to perform the same sequences of actions (traces). Trace equivalence is widely used outside the process algebra world (see, e.g., 33, 27, 28] ) and has a great relevance from a practical point of view. Coincidence with may-testing is important also because it provides a full justi cation of trace equivalence in observational terms. This coincidence fails to hold in the asynchronous case. For instance, the equation a:b:P = b:a:P, which is not valid for trace equivalence, is valid for may-testing equivalence. Another example is the equation 0 = a:a (where 0 is the empty process). The reason for this disagreement is that transition systems of traditional process calculi 4, 29, 31] just account for what processes are willing to do.
In the case of asynchronous communications, since environment outputs are immediately executed, it is also demanded that processes be receptive, i.e. that they be able to receive any message sent by the environment at any time: any process has, in a sense, hidden' input actions. In those models where the communication medium is modelled explicitly 26, 5, 37] , this issue is just moved from the process to the medium. Some models modify the traditional transition systems, and explicitly introduce all possible process inputs. As a result, in nitary descriptions are obtained even for simple, non-recursive, processes. For example, according to 23, 24] , the operational description of the empty process 0 is the same as recX:a:(a j X), that forever performs input action a followed by its complementary output action a. Similarly, 6 ] presents a trace-based model that permits arbitrary \gaps" in traces to take into account any external in uence on processes behaviour. This approach has also been taken in di erent settings including input/output automata 27, 16] and nondeterministic asynchronous networks 25] . These models might be regarded as mathematically complex and di cult to reason about.
Di erently from 24], we keep the traditional, \ nitary" transition system 31] and modify the de nition of trace semantics instead. We do this by factoring the set of process traces via the preorder induced by the three laws below. The intuition behind them is that whenever a trace s can be accepted by the environment, then any trace s 0 s can be accepted too:
(deletion) a: process inputs cannot be forced; (postponement) sa as: observations of process inputs can be delayed; (annihilation) aa: complementary actions can \consume" each other.
Building on and on the usual operational semantics, we shall de ne a weaker version of trace equivalence that coincides with may-testing equivalence.
The trace-based characterization is the starting point for de ning a nitary fullyabstract set-theoretic interpretation of processes and a complete equational axiomatization (the latter for nite processes only). In fact, it turns out that, when comparing two processes, only their minimal traces need to be taken into account. These are the traces where outputs occur as soon as possible. The model obtained in this way assigns nite interpretations to nite processes (we do not tackle the problem of assigning a meaning to each operator of the language, though). More precisely, the interpretation of the may preorder ( < m ) suggested by the model is as follows: P < m Q if, by consuming the same messages, Q can produce at least the same messages as P. The axiomatization for ACCS relies on the laws: (A1) a:b:P v b:a:P and (A2) a:(a j P) v P :
These two laws are speci c to asynchronous testing and are not sound for the synchronous may preorder 14]. The completeness proof relies on the existence of canonical forms directly inspired by the nitary set-theoretic interpretation.
We present the trace-based model and the axiomatization both for asynchronous CCS, and for the asynchronous -calculus. The simpler calculus is su cient to isolate the key issues of asynchrony, and serves as a guidance to understand the theory of the -calculus. In Section 7, we touch upon must testing 14], which is more appropriate when liveness properties are of interest. A variant of ACCS that permits non-injective relabellings and leads to a quite di erent treatment of asynchrony is also brie y discussed in the same section.
The rest of the paper is organized as follows. Section 2 introduces asynchronous CCS and the may-testing preorder. Section 3 presents the alternative characterization based on traces, while Sections 4 and 5 present a set-theoretic interpretation of processes and a complete proof system for nite ACCS processes, respectively. In Section 6 the results of the previous sections are extended to the asynchronous -calculus. Section 7 discusses some variations on the theory. Finally, Section 8 contains a few concluding remarks and discussion of related work.
Asynchronous CCS
In this section we present syntax, operational and testing semantics of asynchronous CCS (ACCS, for short). It di ers from standard CCS because only guarded choices are used and output guards are not allowed. The absence of output guards \forces" asynchrony: it is not possible to de ne processes that causally depend on output actions.
Syntax
We let N, ranged over by a; b; : : :, be an in nite set of names used to model input actions and N = fa j a 2 Ng, ranged over by a; b; : : :, be the set of co-names that model outputs. N and N are disjoint and are in bijection via the complementation function ( ); we de ne: (a) = a. We let L = N N be the set of visible actions, and let l; l 0 ; : : : range over it. We let L = L f g, where is a distinct silent action, be the set of all actions or labels, ranged over by . We shall use A; B; L; : : :, to range over nite subsets of L and s to range over L . We de ne L = fl j l 2 Lg and similarly for s. We let X, ranged over by X; Y; : : :, be a countable set of process variables.
De nition 2.1 The set of ACCS terms is generated by the operators of output, guarded sum, parallel composition, restriction, relabelling, agent variable and recursion:
E ::= a P i2I g i :E i E 1 j E 2 EnL Effg X recX:E where g i 2 N f g, I is nite and f : N ! N, called relabelling function, is injective and such that fa j f(a) 6 = ag is nite. We extend f to L by letting f( ) = and f(a) = f(a) for each a 2 N. We let P, ranged over by P, Q, etc., denote the set of closed and guarded terms or processes (i.e. those terms where every occurrence of any agent variable X lies within the scope of some recX: and of some P operators). Notation 2.2 In the rest of the paper, P i2f1;2g g i :E i will be abbreviated as g 1 :E 1 + g 2 :E 2 , P i2f1g g i :E i as g 1 :E 1 and P i2; g i :E i as 0; we will also write g for g:0. We write fa 0 1 =a 1 ; : : : ; a 0 n =a n g for the relabelling function f s.t. f(a) = a 0 i if a = a i , i 2 f1; : : : ; ng, and f(a) = a otherwise (note that a 0 1 ; : : : ; a 0 n neeeds to be a permutation of a 1 ; : : : ; a n for f to be injective). As usual, we write E F=X] for the term obtained by replacing each free occurrence of X in E by F (with possible renaming of bound process variables). We write n(P ) to denote the set of visible actions occurring in P, where by de nition n(P ffg) def = n(P ) n(f) and n(f) def = ff(a) j f(a) 6 = ag.
Operational semantics
The operational semantics of the language is given in terms of the labelled transition system (P; L ; ??!) de ned by the rules in Table 1 .
As usual, we use =) or ==) to denote the re exive and Throughout the paper, we will use structural congruence (similar to that for thecalculus 30]), de ned as the least equivalence relation over ACCS processes that is a congruence and satis es the following (\structural") laws:
the monoid laws for parallel composition: P j 0 P, P j Q Q j P and P j (Q j R) (P j Q) j R; the laws for restriction: 0nL 0, (P nL 1 )nL 2 PnL 1 L 2 and (P jQ)nL P j(QnL) if L \ n(P ) = ;; the laws for injective relabelling: 0ffg 0, (a)ffg f(a), (P nL)ffg (P ffg)nf(L) and (P j Q)ffg Pffg j Qffg; the law for recursion: recX:P P recX:P=X].
A fundamental property of is that it commutes with the transition relation ??!, i.e. if P ??! P 0 and P Q then there is Q 0 s.t. Q ??! Q 0 and P 0 Q 0 .
The crucial lemma on the operational semantics of ACCS: intuitively, it says that no behaviour causally depends on the execution of output actions. The adaptation of the testing framework to an asynchronous setting de ned in the previous section is straightforward, but, like in the synchronous case, universal quanti cation on observers makes it di cult to work with the operational de nition of the may preorder. This calls for alternative characterizations that will make it easier to reason about processes. In the synchronous case, a characterization is given in terms of trace inclusion (see, e.g., 14, 21] ). In this section, we study a trace-based characterization for ACCS. The following preorder over traces will be used for de ning the alternative characterization of the may-testing preorder.
De nition 3.1 (a preorder over L ) Let 0 be the least relation over L that satis es the laws in Since 2 L(P) for each process P, from TO1 and TO3 in Table 2 
A set-theoretic interpretation
In this section we tackle the problem of de ning an interpretation (i.e. a semantic mapping) that assigns the same object to may-equivalent processes. Furthermore, we require that the interpretation be \ nitary": nite processes must be mapped to nite objects. We shall not deal here with the problem of de ning a truly \denotational" semantics, that would assign a meaning to each operator of the calculus.
As an immediate consequence of Theorem 3.6, a fully abstract set-theoretic interpretation for < m can be obtained by interpreting each P as the set of traces P] ] m = fs j there is s 0 2 L(P)s:t: s 0 sg and then ordering interpretations by set inclusion. However, this naive interpretation of processes is not satisfactory, because it includes in nitely many traces even for nite processes; for instance, 0] ] m = f ; a; aa; aaa; : : : ; b; bb; : : :g. To obtain a nitary interpretation, we shall \minimize" the language of a process P, L(P), w.r.t. the trace preorder . In the sequel, we use s] to denote the -equivalence class of s, i.e. the set fs 0 j s 0 s and s s 0 g. We The proof system, that we call A, is based on the in-equational laws in Table 3 states that any execution of P that depends on the availability of a message a is worse than P itself, even if a is immediately re-issued. The other laws in Table 3 are sound also for the synchronous may-testing 14]. The laws in Table 3 can be easily proven sound by taking advantage of the preorder m . Let us now consider two important derived laws:
(D1) a:P v A P and (D2) 0 v A a. Law D2 easily follows from T3 and C2, as, for any P, 0 v A :P = A P. The inequality D1 can be inferred by rst noting that from D2 it follows P v A a j P, which implies a:P v A a:(a j P), then applying A2. In particular, we have that a v A 0. From 0 v A P, for any P, and a:a = A a:(a j 0) v A 0 (law A2), we also get a:a = A 0.
For proving completeness of the proof system, we shall rely on the existence of canonical forms for processes, which are unique up to commutativity of parallel composition and up to permutation of consecutive input actions. The canonical form of a process will be obtained by rst minimizing its set of traces and then`summing up' the resulting traces into a guarded sum. To guarantee uniqueness, it is convenient to extend via a commutativity law for output actions: this will relieve us from having to consider all traces that arise from di erent permutations of parallel output actions (like in a j b: note that traces ab and ba are not related by ).
De nition 5.1 (the preorder j ) We let j be the re exive and transitive closure of the binary relation over traces induced by the laws TO1{TO3 plus law: To get the canonical form of P, we rst compute the language of P and obtain the complete set f ; a; b; ab; ba; bb; abb; bab; bbag. Then we minimize, thus nding the minimal set f ; ag, which is also complete. Thus :a is the canonical form of P.
We proceed now to prove completeness of the proof system. Lemma Proof: By induction on P and using the laws in Table 3 it is easy to show that P is provably equivalent to some process C 1 = (1 is a consequence of Lemma 5.3; 2 follows from the de nition of complete set and, for part (b), from Lemma 5.8 and law C1).
By repeatedly applying 1, we can`saturate' A 1 , thus proving C 1 equivalent to a summation C 2 over a complete set A 2 . Then, by repeatedly applying 2, we can remove redundant traces in A 2 , thus proving C 2 equivalent to a summation over a complete and minimal set of traces. 
Syntax and semantics
We presuppose a countable set N of names ranged over by a; b; : : : ; x; y : : :. Processes are ranged over by P; Q; R; : : :. The syntax of asynchronous -calculus contains the operators of output action, guarded summation, restriction, parallel composition, matching and replication:
P ::= ab j P i2I i :P i j ( a)P j P 1 j P 2 j a = b]P j ! P where can be an input action a(b) or a silent action . We adopt for guarded summation the same shorthands we de ned for ACCS. Input pre x a(b): and restriction ( b) are binders for name b, thus the free names and the bound names of a process P, written fn(P ), and bn(P ) respectively, are de ned as expected; the names of P, written n(P )
are fn(P ) bn(P From now on, we shall consider processes up to -equivalence. Thus -equivalent processes have the same transitions. All bound names are always assumed to be pairwise distinct, di erent from the free names and not touched by substitutions. For instance, (fbg)(cd ab cb) = cd a(b) cb, while (fag)(cd ab cb) = ?. De nition 6.1 Let 0 the least binary relation over T induced by the laws in Table 5: is the re exive and transitive closure of 0 .
Rules TO1, TO2, TO3 are the natural extensions to asynchronous -calculus of the rules for ACCS. Here, some extra attention has to be paid to bound names: as an Law TO4 is speci c to -calculus: it is linked to the impossibility for observers to fully discriminate between free and bound outputs. Informally, rule TO4 states that if a bound (hence new) name b leads an observer to success, then any public name c will lead the observer to success as well. Rule TO4 would disappear if we extended the language with the mismatch ( a 6 = b]P) operator, considered e.g. in 7], which would allow observers to fully discriminate between free and bound outputs. 30 ] is the least equivalence relation over processes that is a congruence and satis es the following structural laws: the monoid laws for parallel composition: P j 0 P, P j Q Q j P and P j (Q j R) (P j Q) j R; the laws for restriction: ( b)0 0, ( a)( b)P ( b)( a)P and ( a)(P j Q) P j ( a)Q if a 6 2 fn(P ); the law for replication: !P P j !P . the law for matching: a = a]P P. Proof: It must be s 0 ( 0 ) n s, for some n 0. The proof proceeds by induction on n.
The case n = 0 is trivial. Suppose n > 0 and s 0 ( 0 ) n?1 s 00 0 s. The thesis will follow by induction hypothesis if we show that P s 00 ===). To prove the latter we distinguish the possible cases for s 00 0 s, according to the laws in Table 5 As is stands, Proposition 4.7 does not hold for the -calculus. The problem is due to the side condition of TO2, by which consecutive input actions not always commute with each other (for instance, the two actions in a(b) bc cannot be swapped). This prevents one from viewing a sequence of consecutive input actions simply as a multiset. It is not clear how this model should be xed to comply with the -calculus.
A proof system
A sound and complete proof system for < m over the nite (without replication) part of the language can be obtained by \translating" the proof system for ACCS into -calculus, and then adding a few simple laws. In particular, INP replaces the substitutivity rule for input pre x, M1 and M2 concern matching, and S1 is related to the law TO4 for .
We write P v Q if the inequality P v Q is derivable within the system of Table 6 .
Similarly for = . Proving soundness of the system is straightforward. Completeness requires an appropriate de nition of canonical form. Like for ACCS, this requires extending via commutativity for output actions.
De nition We turn to existence of provably equivalent canonical forms, the analogue of Lemma 5.9. With respect to ACCS, the proof presents an additional di culty, due to the peculiar form of the input pre x substitutivity rule (INP) in -calculus. When proving P equivalent to a sum of t(s)'s, this rule will not let plain structural induction on P work. Lemma 6.12 For each P there exists a canonical form C s.t. P = C.
Proof: We show that there is A s.t. P = X s2A :t(s) (1) after which the proof proceeds exactly like in Lemma 5.9. In order to establish (1), it is convenient to prove a stronger result. First, let us introduce a couple of notational shorthands. Let us write P = sub Q if for each substitution it holds that P = Q ; note that = sub is preserved by input pre x, i.e. P = sub Q implies a(x):P = sub a(x):Q (use rule INP). Next, we let letters M; M 0 ; : : : range over sequences of matchings of the form a 1 = b 1 ] a n = b n ], n 0.
We shall prove now that for each P there are a set of traces A and sequences of matchings M s , s 2 A, s.t.
From this, (1) will follow, because M s t(s) = 0 if M s contains a matching a = b] with a 6 = b, and M s t(s) = t(s) otherwise (axioms M1 and M2). The proof of (2) proceeds by structural induction on P. We only examine the case when P = a(x):P 0 , because it is the most interesting. In the sequel, we shall use the following four laws, which can be easily derived within the proof system: (L1) a(x): 
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We do not deal with uniqueness of canonical forms because the proof is technically cumbersome and not central to the main result of this part, that is completeness. We have now all the ingredients for the proof, that remains formally unchanged. Finally, we can state: Theorem 6.13 (soundness and completeness) For nite processes P and Q, P < m Q if and only if P v Q.
Some variations
In this section we discuss two variations of our semantic theory. In the rst part, we consider the must testing preorder, which is useful when liveness properties are of interest 14, 21] . For this semantics, we will o er a characterization in terms of traces and acceptance sets (in the same vein as 14]), by relying on the trace preorder . The result is presented in the case of ACCS: it is not obvious how to extend it to the -calculus. In the second part we consider ACCS with a more general form of relabelling, which allows noninjective functions. We discuss how this small change in the language leads to a sensibly di erent treatment of asynchrony.
Must-testing for ACCS
Firstly, by building up on the de nitions in Section 2.3, we instantiate the general framework of 14, 21 ] to obtain the must preorder and equivalence.
De nition 7.1 (must-testing preorder) For every process P and observer O, we say P must O if and only if each computation from P jO is successful. The must preorder over processes is de ned as follows: . Now, we provide an observer-independent characterization for the must-testing preorder in the same vein as 14, 21] . We give below some preliminary de nitions and notations.
De nition 7.2 Given s 2 L , we let fj s j g denote the multiset of actions occurring in s, and fj s j g i (resp. fj s j g o ) denote the multiset of input (resp. output) actions in s. We let s s 0 denote the multiset of input actions (fj s j g i n fj s 0 j g i ) n (fj s j g o n fj s 0 j g o ), where n denotes di erence between multisets. If M is a multiset of actions, we will write M for denoting the process l2M l, i.e. the parallel composition of all actions in M.
De nition 7.3
Let P be a process and s 2 L. We write P #, and say that P converges, if and only if there is no in nite sequence of internal transitions P ??! P 1 ??! P 2 ??! starting from P. We write P # s, and say that P converges along s if and only if whenever s 0 is a pre x of s and P s 0 ==) P 0 then P 0 #. We write P " s, and say that P diverges along s if it is not the case that P # s. Let P be a process and s 2 L. The set of processes after s is de ned by: P after s def = f(P 0 j s s 0 ) j s 0 s and P s 0 ==) P 0 g: Let X be a set of processes and L n N. We write X must L if and only if for each P 2 X there exists a 2 L s.t. P a ==).
In the sequel, given a set of traces T L , P # T will mean that P # s for each s 2 T. Note that the above de nition is formally very close to that for the synchronous case given in 14, 21] . Apart from the requirements on convergence, the fundamental di erence lies in the de nition of the set P after s: the latter can be seen as the set of possible states that P can reach after an interaction where the environment has o ered a sequence s. In an asynchronous setting, output messages can be freely emitted by the environment, without any involvement of the process under consideration. In the de nition of P after s, these particular actions represent the \di erence" between the behaviour of the environment (s) and the actual behaviour of the process (s 0 ), that is, s s 0 .
The proof that M and < M coincide is split into two parts. We rst show that M implies < M . To this purpose, we introduce some additional notations and list some easy properties of the operational semantics.
Notation 7.5 We will call input (resp. output) successors of P the set In(P) We can give a stronger version of Lemma 3.3, as follows:
Lemma 7.6 Let P be a process, l an action and suppose that s 0 s. Whenever P s ==) P 0 l-free then there exists a process P 00 such that P s 0 ==) P 00 l-free and P 00 P 0 j s s 0 . Proof: An easy induction on the number n s.t. s 0 ( 0 ) n s (where 0 has been de ned in De nition 3.1).
2
Some easy properties of ACCS operational semantics. Lemma 7.7 Let P be any process.
1. If P is stable then In(P) \ Out(P) = ; . 2. If P is stable then there exist P 0 and a unique multiset M n N s.t. P P 0 j M and Out(P 0 ) = ; .
3. If P a ==) P 0 then S(P 0 ) fag S(P).
When P is stable, we will use O(P) to denote the unique multiset M implicitly de ned by part 2 of the above lemma. 
We now prove the converse of the above theorem, i.e. we prove that < M is included in M . We will use two families of observers: the rst tests for convergence of processes along the sequences of a given set b s, and the second tests that a given pair (s; L) is an \acceptance" for a given process. Lemma 7.10 Let P be a process, s 2 L and L n N. We turn now to the proof of 2. Suppose that P # b s. First, we assume that P must a(s; L) does not hold and show that (P after s) must L does not hold. By the assumption above, there must be an unsuccessful computation from P j a(s; L). Now The process 0 represents the top element for the family of terms built using only input actions: a < M 0, but 0 6 < M a. As a consequence, e.g., a+b < M a, but not vice-versa.
As far as input is concerned, action pre x can be distributed over summation, i.e.:
a:(b+c) ' M a:b+a:c. This is in sharp contrast with asynchronous bisimilarity, where the two processes are distinguished.
Sequences of input actions can absorb their own pre xes, as in a:b+a ' M a:b; this law was also present in 5]. Again, the law is not valid for asynchronous bisimilarity.
Like in 1], we have that nite bu ers are equated to the null process: a:a ' M 0. This is an instance of the more general law a:(a j G)+G ' M G, where G is any guarded summation P i2I g i :P i . Unlike 1], however, the law does not hold for in nite bu ers: recX:(a:(ajX)) 6' M 0. This is due to the sensitiveness of must to divergence: when put in parallel with a, recX:(a:(a j X)) diverges, while 0 does not.
As shown in the examples above, must equivalence and asynchronous bisimilarity are in general incomparable, due to the sensitiveness of must to divergence. The comparison gets more interesting if we con ne ourselves to the class of strongly convergent processes, we have P 0 Q 0 j s s 0 .
2
As an easy corollary we get:
Corollary 7.14 Let P and Q be strongly convergent processes. Then P Q implies P < M Q.
ACCS with general relabelling
In this part we brie y discuss how a form of relabelling that also permits using noninjective functions enables external observers to get more precise information about inputs of observed processes.
Observers are now more discriminating. For instance, we have a:a 6 < M 0 and also a:a 6 < m 0, which can be proved by considering the observer (a 0 ja:w)fa=a 0 g, and 0 6 < M a:a, which can be proved by considering the observer (a 0 j ( :w+a))fa=a 0 g. Therefore, the general law a:(a j G) + G ' G, where G = P i2I g i :P i , is not sound anymore. Intuitively, observers are able to distinguish between`local' and`remote' copies of the same message (a 0 from a, in the example above). Below, we outline the necessary modi cations to get a trace based characterization of the new may-testing preorder, and conjecture a trace-acceptance based characterization for the must preorder. We leave the proof of this conjecture and the discussion of other problems (such as axiomatizations) for future work.
The trace preorder is now de ned as the re exive and transitive closure of the relation over L satisfying the laws TO1 and TO2 in Table It is convenient to assume that the elements of a multiset can also have negative occurrences. Thus, for instance, we get that f j a j g = ; n (; n f j a j g). However, note that when s 0 s then s s 0 only contains elements with positive occurrences. 
Conclusions and Related Works
We have studied trace and testing equivalence for asynchronous variants of CCS andcalculus. For both languages, we have o ered a trace-based characterization, a nitary set-theoretic interpretation and a complete proof system for the may-testing preorder. We have also touched upon two variants of this theory, involving must-testing and ACCS with non-injective relabelling. A major direction for future work is the investigation of algorithms for deciding asynchronous trace equivalence. A possibility is that of using our set-theoretic interpretation as a starting point to de ne minimal process representatives.
The asynchronous variant of the -calculus was rst proposed by Honda and Tokoro 23, 24] and, independently, by Boudol 11] . In particular, in 24] the operational rule 0 ab ??! ab (for a and b arbitrary) which makes all processes input-receptive but \in nitary" is put forward. Asynchronous variants of CCS came later, essentially as means for studying Linda communication primitives in a simple, process-algebraic setting 34, 15, 12] . In the realm of ACCS/ -calculus, the only other work on testing semantics we are aware of is the recent 13], by Castellani and Hennessy. There, the authors present a complete axiomatization of the must-testing preorder for ACCS. Di erently from ours, their alternative characterization of the must preorder relies on an in nitary operational semantics similar to the one in 24]. The problem of extending their results to the asynchronous -calculus is left open. There is then a substantial deal of work on bisimulation for ACCS or asynchronouscalculus. A de nition of asynchronous bisimulation for the -calculus was rst put forward in 24], while the rst paper to face axiomatization problems for this language was 20], to the best of our knowledge. In 1], Amadio, Castellani and Sangiorgi o er a characterization of asynchronous -calculus bisimilarity which avoids the in nitary operational semantics of Honda and Tokoro. Furthermore, the strong ( -sensitive) version of bisimilarity is axiomatized. Both 35] and 32] present models and methods to decide asynchronous bisimilarity. In particular, the`hot potato' bisimulation of 32], which implies executing output actions as soon as they become available, seems to bear some relationship with our set-theoretic interpretation: the latter takes into account only`minimal' traces (those obtained by anticipating output actions as early as possible, according to law TO2).
Bisimulation is also used in the context of the join-calculus 17, 18, 10], a re nement of the asynchronous -calculus enjoying a`uniform receptiveness' property. An axiomatic presentation of asynchronous transition systems and bisimulation within a syntax-free framework is given in 36].
In the past, di erent process languages have been proposed that make explicit use of external bu ers in correspondence of output channels: this makes outputs non-blocking and immediately executable, while preserving the ordering between di erent output actions. This group includes the asynchronous variants of process algebras like ACP 5], CSP 26] and LOTOS 37] . Within the same group we can place the work on actors foundation 3]. Among these papers, the closest to ours is 37], where testing equivalences are studied under the assumption that observers and processes are connected through FIFO channels. A characterization of may equivalence in terms of traces is given that, di erently from ours, forbids swapping of consecutive input actions and annihilation of complementary input-output pairs. No complete axiomatization is provided. Similarly, 3] considers testing semantics and gives a set of laws that helps understanding the proposed semantics, but does not o er complete axiomatizations. Other languages have been equipped with observational semantics based on bisimulation or failures, but very few equational characterizations have been studied. A notable exception is the work by de Boer, Palamidessi and their collaborators. On one hand, in 6], they propose a trace-based model for a variant of failure semantics, on the other, in 5], they provide axiomatizations that rely on state operators and explicit modelling of bu ers evolution.
Input`receptiveness' as a key property of asynchronous systems has also been advocated in di erent settings including input/output automata 27] and nondeterministic asynchronous networks 25]. In 16], De Nicola and Segala de ne an algebraic testing-based theory for the input/output automata of 27] thus bridging the gap between this kind of automata and process calculi.
