Abstract. We use Levinson's method and the work of Blomer and Harcos on the GL 2 shifted convolution problem to prove that at least 6.96% of the zeros of the L-function of any holomorphic or Maaß cusp form lie on the critical line.
Introduction
Beginning with the celebrated work of Selberg [20] , the last 80 years have seen numerous results measuring the proportion κ of nontrivial zeros of the Riemann zeta function that lie on the critical line Re(s) = 1 2 . To give an incomplete history, after Selberg proved that κ > 0, Levinson [18] proved that κ > 1 3 . Conrey [10] refined Levinson's ideas to prove that κ > 2 5 . Most recently, Pratt, Robles, Zaharescu, and Zeindler [19] proved that κ > 0.41729, and this seems to be close to the limit of Levinson's method. The Riemann hypothesis asserts that all of the nontrivial zeros lie on the line Re(s) = 1 2 , which would imply that κ = 1. We consider the corresponding problem for L-functions of degree two. Let f be a Hecke newform (holomorphic or Maaß ) on Γ 0 (N f ) with trivial nebentypus. The generalized Riemann hypothesis predicts that the nontrivial zeros of the associated L-function L(s, f ) all lie on the critical line. Hafner [12, 13 ] modified Selberg's techniques to prove that for f of level N f = 1, the proportion κ f of such zeros is positive. Bernard [1, 2] proved that for f holomorphic of squarefree level and trivial nebentypus, we have κ f > 0.0297; under the generalized Ramanujan conjecture for Hecke-Maaß forms, this improves to κ f > 0.0693. This was recently improved to κ f > 0.02976, and to κ f > 0.06938 under the generalized Ramanujan conjecture [17] , using the ideas in [19] . We improve these results as follows. Theorem 1.1. Let f be a holomorphic or Hecke-Maaß newform on Γ 0 (N f ) for any N f ≥ 1. Then κ f > 0.0696. Under the generalized Ramanujan conjecture, we have κ f > 0.0896. We follow Bernard [2] in applying Levinson's attack on the problem of obtaining a lower bound for κ f . There are two broad areas of improvement. The first is a theoretical improvement involving the spectral decomposition of GL 2 shifted convolution sums due to Blomer and Harcos [7] , which increases the length of the allowed mollifier (see Theorem 2.1 below). The second is a computational refinement in the process which translates our improved mollifier length into a numerical lower bound for κ f . While our method applies equally well to both holomorphic and Maaß cusp forms, we have chosen to give most of the details of the proof in the Maaß case only, as it is more illuminating and only slightly more involved.
Our theoretical improvement lies far into the proof, and several preliminary reductions are nearly identical to the treatments of Levinson's method in [1, 2, 21] . In order to highlight the new contributions here, we will refer the reader to [1, 2, 21] for certain lengthy standard calculations which do not pertain to our improvements. Acknowledgements. This work began while the first author was funded by NSF grant DMS-1701638 and the second author was a postdoctoral researcher at Stanford University (funded by a NSF Mathematical Sciences Postdoctoral Fellowship).
A smooth mollified second moment
Let f be a Hecke-Maaß newform of level N f and trivial nebentypus. Then f is an eigenfunction of the hyperbolic Laplacian −y 2 (∂ xx + ∂ yy ) with Laplace eigenvalue λ = 1 4 + r 2 , where r ∈ R or ir ∈ [0, 1 2 ). We write the Fourier expansion of f at infinity as
arithmetically normalized with λ f (1) = 1, where z = x + iy and K ir (y) is the K-Bessel function. Then f gives rise to the L-function
where χ(p) is the trivial character modulo N. By the work of Kim and Sarnak [16, Appendix] and Blomer and Brumley [4, 5] , we know that there exists a constant θ ∈ [0, 7 64 ] such that we have the uniform bounds
where d(n) is the number of divisors of n. The Ramanujan conjecture asserts that θ = 0. By Rankin-Selberg theory, we have the bound
for all ǫ > 0, which provides us with an average form of the Ramanujan conjecture.
The main object of study in the GL 2 modification of Levinson's argument (following Young's treatment in [21] ) is an asymptotic formula for a smooth mollified second moment of L(s, f ). Define µ f (n) by the convolution identity
Let T > 0 be a large parameter, and define
where R > 0 and ν > 0 are parameters to be determined later and P ∈ R[x] satisfies P (0) = 0 and P (1) = 1. Let Q ∈ C[x] satisfy Q(0) = 1, and define
As a corollary of his main theorem, Bernard [2, Theorem 5] proved that for any ν satisfying
we have
where c(P, Q, r, ξ) = 1 + 1 ξ
We then have
which we bound from below using a computer search (see Section 6 below). It seems that any significant theoretical improvement that uses Levinson's method comes from extending the permissible range (2.2) for ν. We will briefly recall the main steps in Bernard's argument leading to (2.3) until we come to the most difficult part of the argument: estimating a certain shifted convolution sum. We will then estimate this sum using the ideas of Blomer and Harcos [7] . This results in the following improvement over (2.2). 
Let α, β be complex numbers satisfying α, β ≪ 1/ log T and |α + β| ≫ 1/ log T . We set
Then the main result of this section is the following.
Theorem 3.1. For ν satisfying (2.5) we have ], then L(
where
.
Proof. This follows from minor changes to the proof of [15, Theorem 5.3] .
Applying the approximate functional equation to I(α, β), we find that
where we have split the sum into diagonal terms
Proposition 3.3. For any ν ∈ (0, 1) and α, β as above, we have
Proof. Bernard [2, Proposition 4] proves this in the holomorphic case, but the proof is identical in the non-holomorphic setting apart from a minor detail in the proof of [2, Lemma 8] .
In particular, the error term O(x 3/5 ) in the first displayed equation in the proof of Lemma 8 is not known in the non-holomorphic case. One can achieve a power-saving error term for fixed f using a standard contour integral calculation and the convexity bound for L(s, f ×f ), so the proof of Lemma 8 holds in the non-holomorphic case after minor adjustments.
It remains to show that the contribution from the off-diagonal terms is bounded above by the error term in Proposition 3.3. In the next three sections we will prove the following upper bound for the off-diagonal sums.
Proposition 3.4. Let α, β be complex numbers satisfying α, β ≪ 1/ log T and |α + β| ≫ 1/ log T . Then for any a, b ∈ N we have
This immediately settles the contribution from the off-diagonal terms.
Corollary 3.5. For ν satisfying (2.5) we have
Proposition 3.4 implies Corollary 3.5. First we note that |µ f (a)| ≪ max(1, |λ f (a)|). We then apply Proposition 3.4 and bound everything else trivially to obtain
where we used the Rankin-Selberg bound (2.1) in the last step. If ν ≤ Proof of Theorem 3.1. This follows immediately from Proposition 3.3 and Corollary 3.5.
Our main goal for the rest of the paper is to prove Proposition 3.4.
Preliminaries for the proof of Proposition 3.4
Before we begin the proof of Proposition 3.4, there are a few simplifications we can make to the off-diagonal sums N ± a,b (α, β). We will work only with N First, we show that the terms with mn large or am far from bn contribute negligibly to the off-diagonal terms. 
, and
Proof. We proceed just as in [2, Lemma 3], though we use (2.1) in place of the Ramanujan bound for holomorphic newforms.
Next, we introduce a dyadic partition of unity as follows. Let ρ : (0, ∞) → R be a smooth function, compactly supported in [1, 2] 
We use this partition to write
for a suitable set S, where A k = 2 k/2 T 1−δ and F (m, n) denotes the summand in (4.1). Here δ is a fixed small positive number. As explained in the proof of Lemma 4 of [2] , we have
3) So we can write the off-diagonal terms as
for any σ > 0, where
Thus we are led to the averaged shifted convolution problem of bounding the sums
uniformly in the parameters a, b, H. This is the subject of the next section.
Proof of Theorem 3.4
At this point, our treatment diverges from that of [2] , where the shifted convolution sum (4.6) is bounded using work of Blomer [3] . In order to obtain a stronger estimate for (4.6), we spectrally decompose (4.6) using the elegant ideas of Blomer and Harcos [6, 7] . 5.1. Preliminaries. Before we state the result of Blomer and Harcos, we recall some background on the spectrum of the hyperbolic Laplacian and fix some notation. Let Γ ⊆ SL 2 (Z) be a congruence subgroup. The weight k Petersson inner product is defined as
Here z = x + iy and g, h are holomorphic cusp forms of weight k ≥ 2 or Maaß cusp forms (of weight k = 0). In what follows, we will always assume that each cusp form g (holomorphic or Maaß) in a given basis is spectrally normalized so that g, g = 1. In particular, our newforms will not generally have their first Fourier coefficient equal to 1. Let V(M) denote the set of spectrally normalized Hecke-Maaß newforms of level M, i.e. the normalized Maaß cusp forms on Γ 0 (M) which are eigenforms for all of the Hecke operators T n (not just those with (n, M) = 1). We also assume that each g ∈ V(M) satisfies g(−x + iy) = ε g g(x + iy) with ε g = ±1. The vector space of Maaß cusp forms of level N decomposes as
where g d (z) := g(dz). The first two direct sums are orthogonal, but the innermost direct sum is not orthogonal in general. Thus we follow [8] in choosing an orthonormal basis given by a Gram-Schmidt orthogonalization process:
The coefficients α t,s are defined in [7, Eqn. 40 ] (see also [8, Section 5] for an explicit description). To ease notation, we define the disjoint union
Let N g denote the unique level N for which the newform g lies in V(N). Each g ∈ V(N) has a Fourier expansion of the form
where K ν (y) is the usual K-Bessel function and
is the Laplace eigenvalue of g, normalized by
Furthermore, the coefficients satisfy
for all n ≥ 1, where λ g (n) is the eigenvalue of the Hecke operator T n . The Hecke eigenvalues of the functions g (t) are given by
From [7, Remark 6] , when N g is squarefree, we have the bound
This also holds when N g is not squarefree by [8, Eqn. 5.6] . It follows that we have the pointwise bound λ
The setup is similar for the holomorphic cusp forms. For ℓ ≥ 2, let H ℓ (N) denote the set of weight ℓ newforms of level dividing N. Each g ∈ H ℓ (N) has a Fourier expansion of the form
and λ g (n) is the n-th Hecke eigenvalue of g. As before, let N g denote the level of g. We apply a similar Gram-Schmidt orthonormalization as above to construct g (t) for each divisor t of N/N g , with coefficients λ (t) g (n). These satisfy the pointwise bound (5.1) with θ replaced by 0. Lastly, the function y ℓ/2 g(z) is an eigenform of the weight ℓ hyperbolic Laplacian
with eigenvalue
For detailed background on the Eisenstein series, we refer the reader to [14] . All we need here is that for each singular cusp a of Γ 0 (N), there is an Eisenstein series E a (z, s) with Fourier expansion
Blomer and Harcos [7, Sections 2.6-2.7] describe an explicit linear combination of Eisenstein series whose coefficients exhibit properties similar to those of the Gram-Schmidt bases of cusp forms described above. Briefly, let E(N) denote the set of pairs τ = {χ, χ −1 }, where χ is a Hecke character (over Q) of conductor N χ such that N 
where J ν (x) is the J-Bessel function and S(m, n, c) is the Kloosterman sum
e md + nd c .
To state the Kuznetsov formula, we first require a test function φ(z) holomorphic in the strip | Re(z)| < 2 3 which satisfies φ(z) ≪ (1 + |z|) −2−ε for some ε > 0. Then for integers m, n ≥ 1 we have (see [14, Theorem 9.3 
S(m, n, c) cφ ) and holomorphic in the interior of that set. Suppose that ϕ satisfies the decay condition
for some ε > 0, and defině
To simplify notation, let
For each g ∈ C(N) define
We also follow [7] in abbreviating the contribution from the Eisenstein series as CSC, since its exact shape is not important for us; all we need is that CSC ≥ 0 when m = n. The following formula is obtained by multiplying ( Using the Kuznetsov formula, one can obtain the following large sieve inequality (see the proof of Lemma 6 of [7] and Section 5 of [11] ). Proposition 5.2. Let {a m } be a sequence of complex numbers and let M, X ≥ 1. Then
We turn now to the shifted convolution sum (4.6), to which we apply the spectral decomposition of Blomer and Harcos [6, 8] . The spectral decomposition is stated in those papers using the language of automorphic forms, and we reproduce it here in the classical language to match the rest of this paper. To state the theorem, we first define (see also [7, Eqn. 88 
, Theorem 2). Let f be a holomorphic or Maaß newform of level N f . Let a and b be nonzero integers and write N = lcm(aN f , bN f ). For any nonnegative integers p, q, r, let W 1 , W 2 : R × → C be arbitrary functions such that W 1 A ℓ and W 2 A ℓ exist for ℓ := 2(8 + p + q + 2r). Then for each cusp form or Eisenstein series g of level N g | N and for any t | N/N g there exists a function W g,t : R × → C depending only on f , W 1 , W 2 , g, and t such that the following two properties hold.
(1) For Y > 0 and h ∈ Z \ {0} there is a spectral decomposition
(2) Let P ∈ C[x] be a polynomial of degree at most p, and let D denote the differential operator D := P (y∂ y ). For y ∈ R × we have
with an implied constant depending only on f, p, q, r, P .
Remark 12 of [7] also gives the L 1 bounds
for any y ∈ R × , where d is the largest square divisor of lcm(a, b) and ℓ ′ := 2(10 + p + q + 2r). We estimate W 1 A j and W 2 A j for the functions W 1 and W 2 defined in (4.5) as follows.
Lemma 5.4. Fix B ∈ N. For W 1 and W 2 defined in (4.5), let σ = Re(s) > 0. Then there exists a constant C = C(B) > 0 such that for any (k, ℓ) ∈ S defined in (4.2) we have
Proof. The upper bound for W 1 A B is a straightforward computation involving the definitions (4.5) and (5.6). For W 2 A B we use [2, Eqn. 21] (together with the nearby comment that the implied constant is polynomial in |s|), which states that
for some C 1 > 0. We observe that for (k, ℓ) ∈ S we have A k ≍ A ℓ , so because the support of ρ is contained in [1, 2] , we have y ≍ 1 whenever W
2 (y) = 0. This, together with the Leibniz rule for derivatives, yields the lemma.
We are now ready to estimate (4.6).
Proposition 5.5. Let s ∈ C with σ = Re(s) > 0 and define the set S, the number H = H k,ℓ , and the functions W 1 and W 2 by (4.2), (4.3), and (4.5). Then there exists a constant B > 0 such that for any (k, ℓ) ∈ S we have
Proof. By Theorem 5.3, the left-hand side of (5.9) equals
where N = lcm(aN f , bN f ) ≪ f ab. For the Eisenstein series contribution, we apply the pointwise bound (5.2) and the L 1 bound (5.8) with p = q = r = 0 to obtain
where we used H ≍ A k T −1+ε in the last line. It follows from Lemma 5.4 that the Eisenstein series contribution is at most (ab)
for some B 1 > 0. We turn our attention to the discrete spectrum. Let us first consider the contribution from the large eigenvalues, say |r g | ≥ R ≥ 1. Using the pointwise bound (5.1) for λ
Let r ≥ 1. We apply (5.7) with (p, q, r) = (0, 0, r) to the inner sums to obtain
for some B 2 > 0, where we used Lemma 5.4 in the last step. Since H ≍ A k T −1+ε , it follows that the total contribution from large eigenvalues |r g | ≥ R is at most
For the remaining eigenvalues we apply Mellin inversion to obtain
for any real ω satisfying |ω| < 
By (5.10) and integration by parts we have
Applying Theorem 5.3 with (p, q, r) = (3, 1, 0) and with (p, q, r) = (0, 1, 0), we find that (5.11) is at most (1 + |u|) 
Choosing ω > 0 and using that H ≍ A k T −1+δ , we find that (5.12) is at most
Taking the estimates for (5.11) and (5.12) together, we see (using Lemma 5.4) that for some B 3 > 0, the contribution from the small eigenvalues is bounded above by
We choose ω = so that
Then the total contribution from the continuous and discrete spectra is
Proof of Proposition 3.4.
By the assumptions on α, β we may assume that |α|, |β| < ε. Then, starting with (4.4), we apply Proposition 5.5, so that it suffices to estimate (ab)
for σ > 0. (Recall G(s) from Lemma 3.2.) Since G(s) decays rapidly as Im(s) → ±∞, the s-integral converges. Recall that A k = 2 k/2 T 1−ε and that for (k, ℓ) ∈ S we have
ab. Then for the (k, ℓ)-sum above, we have
as long as 0 < σ < . It follows that (5.13) is bounded above by (ab)
+2σ+θ (abT ) ε . Taking σ = ε, we obtain the bound stated in the proposition. with M ≥ 1 and h n ∈ R. To obtain the lower bounds in Theorem 3.1, we take M = 14 and use the values of h n and R given in the tables below (depending on how small θ is). Figure 2 . Values of R and h n when θ = 0.
