Frustration, the inability to simultaneously minimise competing interactions, can produce macroscopically degenerate classical states 1-3 and long-range entangled quantum states 4 , most notably topological spin-liquids 5, 6 . Spin ices are important examples where local constraints, called ice rules, lead to an extensive residual entropy and low-energy physics described by an emergent gauge field.
Frustration, the inability to simultaneously minimise competing interactions, can produce macroscopically degenerate classical states [1] [2] [3] and long-range entangled quantum states 4 , most notably topological spin-liquids 5, 6 . Spin ices are important examples where local constraints, called ice rules, lead to an extensive residual entropy and low-energy physics described by an emergent gauge field. 6, 7 Local violations of the ice rules lead deconfined magnetic monopoles 8 . But it is not known how commonly such physics is realised in other classes of materials. Spin crossover materials contain molecules with two thermodynamically accessible spin-states: one low-spin (LS) and the other high-spin (HS) [9] [10] [11] . Here we show that frustrated magneto-elastic interactions can give rise to spin-state ices. The low-energy physics exhibits an emergent divergence-less field with a gap to topological excitations that are deconfined quasi-particles with spin fractionalised midway between the LS and HS spin.
The prototypical example of ice physics is normal (I h ) water ice. Here the oxygens form a diamond lattice with a proton between each pair of oxygen ions; forming a covalent bond with one and a hydrogen bond with the other. Remarkably, the protons lack any kind of longrange order. Any configuration, obeying the ice rules, of two covalent bonds and two hydrogen bonds per oxygen atom is degenerate.
12 This leads to a macroscopic residual (T = 0) entropy 1,2 . The water ice model can be mapped directly onto the antiferromagnetic Ising model on the pyrochlore lattice 13 . This model, with additional long-range dipolar interactions 6, 7 , describes the spin ices Dy 2 Ti 2 O 7 and Ho 2 Ti 2 O 7 . The low-energy physics of these materials is described by an emergent divergence-less gauge field 6, 7 , which gives rise to pinch points or bow ties in neutron scattering structure factor.
14 The quasiparticle excitations above these degenerate states are magnetic monopoles 8 , which are clearly fractionalised excitations as magnetic monopoles have not been observed in the vacuum.
In this Letter, we propose that ice phases can exist in spin crossover (SCO) materials: organometallic, often ferrous, coordination complexes and frameworks. The physics of SCO in a single molecule can be understood in terms of two competing energy scales. The five d-orbitals of a single Fe 2+ atom contain six electrons, Fig. 1a , with a ground state given by Hund's rules. However, in an organometallic complex the d-orbitals of an Fe II atom are split by the ligand field into t 2g and e g orbital, Figure  1b . If this splitting is small compared to the Hund's rule coupling then the ground state is HS, Hund's first rule is obeyed, Figure 1b . However, if the splitting is large then the ground state is LS, in accordance with the aufbau principal, Figure 1c . In general there will be a enthalpy difference between the HS and LS states ε = ε HS − ε LS , where ε SS is the energy of a single molecule in that spinstate.
Furthermore, because the t 2g orbitals are bonding and the e g orbitals are antibonding, the metal-ligand bond length in the HS state is significantly larger than that in the LS state. This increase can be as large as 15 %.
HS molecules typically have a larger entropy than LS molecules. The most obvious source of this entropy difference is the electronic (spin) entropy, S e = k B ln(2S + 1).
For Fe
II the HS state has spin S = 2 and the LS state is S = 0, so ∆S e = S HS e − S LS e = k B ln 5, where S x e is the entropy of spin-state x. However the lengthening of the metal-ligand bonds concomitant with the change of spin-state also softens the associated vibrational modes in the HS complex, further increasing the entropy difference ∆S. The relative importance of the electronic and vibrational contributions to the total entropy remains a matter of ongoing investigation [15] [16] [17] . To describe the many-body physics of SCO materials it is convenient to use a pseudospin notation with the spin-state of each metal centre labelled by a variable σ i , we take σ i = −1 if the i th metal centre is HS and σ i = 1 if it is LS. As magnetic interactions between the spins on the metal centres are negligible in most SCO materials, we will absorb the entropy of a single cluster into the Hamiltonian 18 . This has the side effect of making the effective Hamiltonian for a single molecule appear temperature dependent:
Clearly ε < 0 favours majority HS states at all temperatures. Similarly if ε is large and positive majority LS states arise. Both cases are commonly observed and correspond to single molecule magnets and non-magnetic molecules respectively. However, at T = ε/∆S one expects a crossover between the low-enthalpy, low-entropy LS state and the high-enthalpy, high-entropy HS state. This SCO is indeed observed in many materials and these form a large and active field with hundreds of known examples.
10,11 Importantly, in the solid state, significant hysteresis is often found indicating a first order transition and thus non-trivial interactions between metal centres. Furthermore, multi-step transitions are also observed. . When placed in an organic cage the orbitals are split into eg and t2g sets, separated by an energy, ∆. b) The highspin (HS) state is filled according to Hund's first rule. c) For shorter bond lengths ∆ increases, and the orbitals are filled according to the aufbau principle resulting in the lowspin (LS) state. d) The Lennard-Jones potential, V (r) (blue curve) between two molecules separated by a distance r. Near the minimum, V (r0) = V0, the second derivative is positive (pink curve), whereas at larger distances the second derivative becomes negative (green curve). Thus, if the nearest neighbour septation x r0 we expect k1 > 0, but k2 < 0 and k3 < 0. Note that in general away from the minimum there are also linear terms and higher order terms -we neglect these here as, after rewriting the problem in the pseudospin language, these terms simply renormalise H eff and Jn. e) The kagome lattice, with the three nearest neighbour interactions, kn, marked.
In a crystal the change in size of a molecule undergoing a spin transition induces elastic interactions on its nearest neighbours. 23, 24 The simplest model 25 of such interactions is via a spring constant, k n , between n th nearest neighbour molecules
where R(σ i ) is the radius of the i th molecule in spin-state σ i such that R(−1) > R(1), r i,j is the instantaneous bond distance between sites i and j, and i, j n indicates that the sum runs over all n th nearest neighbours. Models including these interactions have been shown to reproduce thermal hysteresis and multi-step SCO transitions.
23,25
To solve model (2) we make a uniform lattice approximation, i.e., we assume that for all nearest neighbours r i,j = x and that the topology of the lattice is not altered by changes in the spin-states. Minimising with respect to x and expanding the resulting Hamiltonian yields an effective Ising model in a longitudinal field
where
2 , α n is the distance to the n th nearest neighbour in units of x: {α n } = {1, √ 3, 2, . . . }, J ∞ = 4 n J n is a long-range strain interaction, which has equal strength between all sites regardless of their separation, and we have neglected a constant term.
Motivated by the recent efforts to synthesise kagome SCO materials, we study model (3) on the kagome lattice, Fig. 1e , with interactions up to third nearest neighbours. There are two distinct third nearest neighbours; we include the through-bond interaction, k 3 , but neglect the through-space interaction k 3s , which one expects to be weaker. Generically, one expects k 1 > 0 as this distance will be close to minimum of the intermolecular interactions. However, one expects the longer range elastic constants k 2 and k 3 to be negative as long-range interactions generally fall off rapidly. This is shown explicitly for the Lennard-Jones potential in Fig. 1d .
Our central result is that we find extended spin-state ice phases both at zero and non-zero temperatures, Figs. 2-4. At T = 0 we have confirmed analytically that there are no long-range ordered states with a unit cell of 48 or fewer sites that have lower energies than the spinstate ices in the relevant parts of the phase diagram, Fig.  2 . We find two spin-state ice phases: the majority HS ice, SSI −1 , obeys the ice rule that each triangle on nearest neighbours contains two HS sites and one LS site; conversely in the majority LS ice, SSI +1 , each triangle . Almost every triangular lattice has two low-spin and one high-spin metal centres, obeying the spin-state ice rules. There are two exceptions: β+ a triangle with three HS metal centres, which leads to a branching of a string of HS metal centres, and τ− a triangle with two LS and one HS metal centres, which causes a string of LS metal centres to terminate. b) Snapshot of a region of SSI−1 as it begins to melt in the effective magnetic field, H eff . Most triangles still obey the spin-state ice rule, but there significant numbers of β− and τ− defects. There are more β− than τ− defects leading to a pseudospin magnetisation m = −0.419, considerably less than that of defectless SSI−1 where m = −1/3. There are no triangles containing three LS metal centres, this is typical. The full lattices from which these regions are taken are shown in the Supplementary Information. c) Structure factor for spin ice. The pseudospin structure factor, Sσσ(q) = (1/N 2 s ) ij ( σiσj − m
2 )e iq.r i,j , displays both bow tie structures at the Brillouin zone boundaries characteristic of spin-state ice, which become pinch points at T = 0. This indicates that the low-energy physics of spin-ice is described by a divergence-less height field 6, 7 . In a magnetic field in the z-direction sufficient to polarize the spins S z = S − σiδS, hence the spin structure factor,
= S − mδS. Thus, the bow ties are directly detectable via neutron scattering. Note that one expects that ∆S and thus H eff will depend on the applied magnetic field, so this requires that the SSI is stable in the magnetic field. Snapshots taken at (a) T = 0.111k1 and k2 = −0.139k1 and (b) T = 1.32k1 and k2 = −0.05k1; in both ε = 1.5k1, k3 = (3/4)k2 and ∆S = kB ln 5. Structure factor calculated for k2/k1 = −1.39, k3 = (3/4)k2, kBT = 0.11k1 and H eff = −1.32k1.
contains one HS and two LS metal centres. Thus, these phases are analogous to the three state ices of the kagome lattice Ising model in a field, which can be mapped to the honeycomb dimer model and have an extensive residual entropy S = 0.108 k B associated with the Ising degrees of freedom 3 . We also find ferro-spin-state (FSS) phases, characterised by a (large) pseudospin magnetisation, m = (1/N s ) i σ i and no local constraints.
Snapshots from Monte Carlo simulations at finite temperatures reveal states that obey the ice rules over a large temperature range, Fig. 3a . To confirm that the Monte Carlo calculations indeed find spin-state ices we have computed the pseudospin structure factor, Fig. 3c . This clearly shows the bow tie structures that are the signature of a ice state described by a divergence-less field.
6,7 Such structures are observed experimentally in neutron scattering experiments on spin ices.
14 However, the situation is more complicated for spin-state ice as the Ising degrees of freedoms are psuedospins and not directly amenable to neutron scattering. Given the large structural changes between the two spin-states it is possible that an x-ray scattering experiment could directly probe the pseudospin structure factor. Alternatively, one could use an external magnetic field to align the spins on the HS sites. For a field in the z-direction one then has S z = S − σ i δS, where S = (S z HS + S z LS )/2 and δS = (S z HS − S z LS )/2. It follows straightforwardly that the spin structure factor, which is directly measurable via neutron scattering, is identical to the pseudospin structure factor except for a rescaling of the relative amplitude of the Bragg peak at the origin due to the ferri-spin-state (i.e., non-zero m) correlations in the spin-state ices.
Monte Carlo simulations also reveal local violations of the ice rules; two such excitations in SSI +1 are marked in Fig. 3a . The defects are a triangle with three LS sites (β + ) and another with one LS and two HS sites (τ + ). Alternatively, one can view the SSI +1 as long strings of LS sites; then the defects correspond to branching (β + ) and terminating (τ + ) strings. To understand the properties of these excitations it is helpful to consider the system in a magnetic field in the z-direction that polarises the spins. As each site belongs to two triangles, the SSI +1 vacuum has a net spin S unstable with respect to the spontaneous production of defects. As the spin-state ice is generically in an effective magnetic field (H eff = 0) the equilibrium states generically contain unequal numbers of β and τ quasiparticles as the ice begins to melt. A snapshot of a melting ice, Fig.  3b , shows many defects but more branches than terminating strings, indicative of a pseudospin magnetisation less than that of SSI −1 phase (m = −1/3).
While the spin-state ice rules that emerge from model (3) are analogous to the spin ice rules for kagome ice in a field, the model itself has important differences. Most importantly, the long-range strain plays a crucial role in determining which state is realised. First, let us consider the effects of J ∞ at T = 0 (cf. Fig. 2 ). J ∞ > 0 favours the maximisation of the pseudospin magnetisation and when the J ∞ terms dominates one finds a FSS phase, with the spin-state selected by effective field, H eff = −ε/2. For weaker J ∞ (k 2 and k 3 more negative) the short-range interactions dominate and stabilise spinstate ice states, again the majority spin-state is determined by H eff . On the other hand J ∞ < 0 favours equal numbers of high-and low-spin metal centres (m = 0); this drives coexisting domains of the two polarisations in both the FSS and spin-state ice phases.
A second important difference emerges at finite temperature (cf. Fig. 4 ). H eff is temperature dependent and changes sign at T = ε/∆S, Eq. 1. This can drive first order transitions from SSI +1 to SSI −1 and from FSS +1 to FSS −1 , the latter corresponding to the classic spin-crossover transition. We also find parameter regimes where a SSI phase intervenes between the two FSS phases, Fig. 4b . At the highest temperatures studied the FSS −1 crosses over to a trivial phase. Note that this phase has unequal numbers of HS and LS centres because of the greater single molecule entropy associated with the HS centres. Thus, while scattering experiments could provide "smoking gun" evidence for spin-state ice, there are also clear signatures in thermodynamic probes, as shown in Fig. 4 , which could provide an important means for the first identification of SSI phases experimentally. 
χT , where χ is the spin susceptibility, as the spins are weakly interacting, the heat capacity, cv, and entropy per metal centre, s. (a) Starting from the SSI+1 phase at T = 0 there is a first order phase transition to the SSI−1 phase on raising the temperature, which shows significant "melting" (cf. Fig. 3b) as witnessed by the decrease in nHS, followed by a continuous transition to the trivial high temperature phase, which has majority HS metal centres due to ∆S. (b) From the FSS−1 phase at T = 0, as the temperature is increased the system undergoes two phase transitions: first to the SSI−1 phase, and then to the FSS−1 state, which gradually crosses over to the high temperature trivial phase characterised by pseudospin magnetisation m → − tanh(∆S/2kB) as T → ∞, which gives nHS → 5/6 for the parameters studied here. For different parameters we also find the classic SCO first order transitions directly between the FSS+1 and FSS−1/trivial phases. For (a) k2 = −0.139k1; in (b) k2/k1 = −0.05; in both panels ε/J1 = 1.5, ∆S = kB ln 5, k3 = (3/4)k2.
Methods
The zero temperature phase diagram was determined from the analytical ground state energies. It is exact up to the possibility of other phases that we have not considered. To test for this possibility we compared the (T = 0) energies of all possible long-range ordered states with a unit cell of 48 sites or less and all states found in the finite temperature Monte Carlo simulations, see below. None of these states had lower energy than those shown in Fig. 2 .
Finite temperature results are based on Monte Carlo simulations on a N s = L×L×3 sites with periodic boundary conditions allowing single pseudospin flip, worm and loop moves. 26 Additionally, we employ parallel tempering, switching between simulations with a Boltzmann probability. For each point we preform 1500 measurements on a 4800 site lattice after initializing for 4800 moves with 4800 moves between each measurement. 
