This work describes an eye tracking system for a natural user interface, based only on non-intrusive devices such as a simple webcam. Through image processing the system is able to convert the focus of attention of the user to the corresponding point on the screen. Experimental tests were performed displaying to the users a set of known points on the screen. These tests show that the application has promising results.
Introduction
The advance of technology makes possible the development of new human-machine interfaces. The act of looking at a screen is part of most natural interaction processes. But the information that the eye gaze can give us is still not entirely exploited today. Gathering and processing users' eye gaze to interact with machine is a topic already studied, but mostly is based on specific technologies that are not available in mass market devices, such as laptops or tablets. This work describes a system to detect eye gaze based on a laptop web camera enabling a more natural form of human-machine interaction. The use of a common image acquisition device allows this application to run in mobile devices such as smart phones or tablets, where the use of specific hardware is very difficult. This paper is organized as follow: the related work is presented in section 2; section 3 describes the proposed system; experimental results are presented in section 4 and conclusions and future work are discussed in section 5.
Related Work
Eye gaze is a natural form of interaction, accomplished by identifying where a person is looking. However, replicating this procedure automatically within the scope of human-machine interaction is not simple.. Eye gaze techniques are studied for more than hundred years and has been the subject of several studies over the last decade [1, 2, 3] . Firstly, Rayner and Pollatsek [9] developed a system based on electro-oculography using electrodes on people skin that measure electric potential differences. Duchowski [5] developed a system based on contact lenses. However, most reliable systems which produce the best results use specific and expensive equipment [14] . New systems are being developed that use non-intrusive and more affordable devices. Among these systems, the best performances are obtained with a source of infrared light [3] . Distrust of infrared light exposure motivated the development of eye gaze detection systems that use current technology, such as webcams [2] . These systems still have limitations associated with head movement's compensation [2, 3] and eye random and involuntary movements [6] . It is also necessary to improve real time processing algorithms and hardware [3] .
There is a commercial application developed in Portugal by Luis Figueiredo [13] which implements this kind of human-machine interface. However, it uses a higher level and expensive hardware, infrared and high speed camera which increases the commercial cost. The works presented in [1, 2] describe a possible eye gaze technique based on corneal reflex, using infrared illumination and camera. This refection produces a little and stable white point just below pupil (figure 1) contributing to obtain a good eye gaze and positioning system. Although promising results are obtained, a little-studied issue of this approach is eye exposed time to infra-red light and its consequences [2] . The work presented in this paper is related with the work of Wild [3] . Wild also uses the same sequential methodology and supportive libraries for his application, but the image processing algorithms are based on Haar classifiers and Hough circle which are computational demanding and difficult to be applied on real time applications. The system presented in this paper follows a similar implementation, but the image processing techniques that are used, proved to be faster due to the implementation of a tracking algorithm, instead of a continuous (frame by frame) detection. The proposed system also assumes the use of a simple webcam, available on most computers and mobile devices on the market today.
Eye Gaze Detection System
The system has some proposed requirements such as the acquisition of user images, processing them, detecting essential points for eye tracking and calibration process. The block diagram for the proposed system is presented in figure 2 . The application starts with image acquisition, either from a web camera or a pre-recorded video for testing proposes. After image acquisition, there is a calibration block where eye gaze is initialized for the pointer position on the screen. This block is decomposed in two stages: i) detection of pupil position; ii) estimation of the transformation matrix that will convert the centre of the pupil into a point in the screen.
The eye tracking block consists on pupil detection and tracking along the image sequence. With pupil position and the transformation matrix, it is possible to determine the point on the screen where the user is looking. The system is based on the image processing toolbox OpenCV, Open Source Computer Vision library [15] , that implements important algorithms like:
 Haar Cascade classifier;  Hough transform;  Mean Shift (Cam Shift);  Kalman filter.
System operation can be divided into two phases: calibration (second block in figure 2 ) and real time processing (first, third and fourth block in figure 2 ). The main blocks of the initial image processing operation mode is shown on figure 3 . Firstly, face detection is performed with Haar classifiers [12] . These classifiers are based on features extraction, which found contrast variation inside a group of pixels making two distinguish areas, darker and lighter shades. The classifiers are trained with two groups of images, good and bad examples of the specific features. The use of a common web camera imposes some limitations on the quality of the acquired image, particularly regarding to lighting conditions. These limitations can cause face miss detection due to the lack of contrast. To solve this problem the proposed algorithm uses different Haar filters which make the face detection step more robust. Figure 4(a) shows an example of the face detection procedure. For the purpose of minimizing detection errors and reduce processing time, relevant regions are cropped for further processing. For eye detection only the top half of face image is used (see figure 4(a) ). This procedure helped us to minimize errors and speed up eye detection step (see figure 4(b) ). Once the system has the positions of the eye, pupil detection is performed. Pupil detection is one of the most important steps in the Calibration block, namely due to accuracy requirements. For this task, Hough circle transform is used. From Hough transform, the system can identify the iris and, consequently, the pupil position is obtained as shown in figure 5 . To speed up the process, only the image window with the eyes is used (see figure 4(b) ). In this step, the image is converted to gray scales and histogram equalization and Gaussian blur filter are applied to reduce noise components. After obtaining pupil center, the calibration operation step is finished. The main algorithms of this phase (Haar classifiers and Hough transform) are computational demanding and not suitable to be applied is the real time processing operation mode. Therefore, a tracking algorithm is used to detect a set of interesting points (including the center of the pupil) throw the acquired image sequence. For the tracking algorithm is used the Mean Shift procedure [11] (see figure 6) .
Mean Shift is an algorithm which performs image segmentation. An image map is created through image projection based on object histogram. For better performance, the algorithm chooses the object to follow based on the map and object position on previous image.
Due to the small variations of pupil position during detection, a Kalman filter is used, assuming a fixed position motion model (see figure 7) . figure 7 it is possible to see the advantages of using the Kalman filter regarding more stable tracking results of the pupil position. Kalman position estimation equations (1 and 2) used were given by:
Development of systematics for pupil coordinate transform was necessary to make possible the conversion between eye coordinates and screen coordinates. Assuming , eye coordinates and ( , ) the corresponding coordinates on screen, linear transformation matrix, M, is given by equation (3):
where = ∑ and = ∑ .
Testing and Analysis
Testing environment is composed with two stages:  Pre-recorded video with 800x600 pixels resolution;  Webcam real time stream with 640x480 pixels resolution.
Based on low resolution images, Kalman filter uses a measurement covariance around 100, which is bigger than the process covariance value of 0.1. Those numbers are default and can be changed to fit the images conditions. Recorded videos are useful for testing the algorithms and estimate the average error. To record a test video, it is displayed on the computer screen, a sequence of yellow dots in a black background at known positions with a specific order (top left, top right, bottom right, bottom left). Two videos were acquired for each user, one for training and one for test the system. Each training video was processed to determine the pupil positions and to calibrate the system. With the test sequences, errors between the true positions of the points on the screen and the estimated positions, given by the eye gaze, are computed and these values are presented in table1. 2  56  33  40  45  53  31  28  34  56  37  36  66  73  32  89  91  65  33  103  71 Frame Frame X coordinate X coordinate Table 1 -Average error of the user eye gaze in video with 800x600 resolution.
Training phase
The lines on Table 1 represent the average errors between real coordinates and eye gaze estimated coordinates on the screen at each known specific position. Results show that overall average error, arithmetic mean value for each eye, is smaller than 62 pixels. Figure 8 shows an example of a frame at the calibration phase where the user is looking for the point at the bottom-right corner of the screen. T1 and T2 show the estimated positions computed from both eyes. The grid divides the screen in sections so the system can classify them for internal calculations, like average error. T1 and T2 dots represent the cursor estimated positions, one for left eye (pink) and the other for right eye (white). The same calibration and test procedure was performed from webcam real time streaming with video resolution of 640x480 pixels. In this case, the calibration phase has to be assisted by the user and the person that is testing should follow the yellow dots on the screen. Based on this information, the system is able to compute the errors between real positions and estimated ones. Figure 9 shows an example of the calibration phase with the webcam. In this image, the user is looking for the top-right corner of the screen (yellow dot). Test results show a big variability. Average errors are lower on calibration phase (training stage) than on test phase due to the estimation of the transformation matrix (Eq. 3), which is based on linear transformation and calculated on calibration phase. Due to those big variations of the transformation matrix, errors are noticeable when tests are performed with webcam, compared with pre-recorded videos. Webcam low resolution makes the system lose important information.
Conclusion
This paper presents an eye gaze tracking system for real time applications with a simple webcam. Experimental results shows that an acceptable level of precision is anchieved. However, some aspects must be guaranteed. An important one is the lighting conditions, specifically face and eyes illumination, which should be homogeneous and most natural possible (sun light is better than artificial light). Other important aspect is the camera quality. With higher resolutions, system will have biger and cleaner eyes, that will decrease detection and eye gaze errors. Also, higher refresh rates will help system to perform eye gaze with more accuracy on pupil positions. Tests performed in this the work used low resolution webcams and some promising result were obtained. So, with higher resolutions and better refresh rates, it is expected to improve the results.
Another approach, but kind des-centralized of our goal, would be to use infrared cameras [1, 13, 14] . With those cameras, a very good eye quality is obtained, as shown on figure 1, and better eye gaze tracking results should be achieved.
