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1. Введение. Стремительное развитие компьютерных сетей и 
информационных технологий вызывает ряд проблем, связанных с 
безопасностью сетевых ресурсов, которые требуют новых подходов. В 
настоящее время вопросы построения систем обнаружения атак пред-
ставляют собой актуальное направление в области информационных 
технологий. Существует множество работ, посвященных тематике об-
наружения и классификации атак с применением разнообразных мето-
дов, которые включают традиционные подходы на основе соответст-
вия сигнатурным образцам и адаптивные модели с применением мето-
дов интеллектуального анализа данных (ИАД). Большинство этих ра-
бот были сделаны достаточно давно, и некоторые из них имеют огра-
ниченный аспект в форме охвата только конкретной предметной об-
ласти, а именно, обнаружения злоупотреблений или аномалий. 
Настоящая работа нацелена на анализ известных методов для об-
наружения и классификации сетевых атак и построение обобщенной 
схемы классификации этих методов. Статья имеет следующую структу-
ру. В разделе 2 представлена схема классификации методов. В разделе 3 
рассмотрены поведенческие методы. Раздел 4 посвящен описанию ме-
тодов на основе знаний. Раздел 5 содержит методы машинного обуче-
ния. Методы вычислительного интеллекта представлены в разделе 6. 
Гибридные методы рассмотрены в разделе 7. В разделе 8 предложены 
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рекомендации по применению методов ИАД в задачах обнаружения 
сетевых аномалий. 
2. Схема классификации методов обнаружения атак. Обще-
принятая классификация систем обнаружения атак по способам выяв-
ления атак включает системы обнаружения аномалий и системы обна-
ружения злоупотреблений [1]. Одной из классических работ в области 
обнаружения злоупотреблений является работа [2]. На рисунке 1 пред-
ставлена схема обнаружения сетевых аномалий [3] на основе показате-
лей сетевого трафика. 
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 Рис. 1. Схема обнаружения сетевых аномалий 
 
Общий алгоритм выявления сетевых аномалий может быть опи-
сан следующим образом. Данными для анализа является сетевой тра-
фик, представленный как набор сетевых пакетов, в общем случае 
фрагментированных на уровне IP. Собранные сырые данные в даль-
нейшем послужат источником при формировании необходимой ин-
формации для последующего анализа. Так, полученные данные могут 
быть агрегированы за определенный временной интервал и нормали-
зованы с целью задания признаковых атрибутов общего вида, которые 
потребуются при построении текущего профиля активности. Создан-
ный набор признаков сравнивается с набором характеристик нормаль-
ной деятельности объекта (пользователя или системы) — шаблоном 
нормального поведения. Если наблюдается существенное расхождение 
сравниваемых параметров, то фиксируется сетевая аномалия. В про-
тивном случае происходит уточнение шаблона нормального поведения 
посредством изменения параметров его настройки с учетом текущего 
наблюдаемого профиля сетевой активности. 
Описанный выше алгоритм может включать несколько вариан-
тов исполнения для реализации подсистемы проверки на соответствие 
шаблону нормального поведения. Простейшим из них является проце-
дура сравнения с пороговой величиной, когда накопленные результа-
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ты, описывающие текущую сетевую активность, сравниваются с экс-
пертно заданной числовой планкой. В этом подходе случай превыше-
ния значений рассматриваемых параметров указанной границы явля-
ется признаком сетевой аномалии. Остальные подходы, включая этот, 
рассмотрены в разделе 3. 
Стоит отметить, что построение шаблона нормального поведе-
ния является трудоемкой задачей и зачастую не всегда выполнимой. 
Так, на практике оказывается, что не каждое аномальное поведение 
является атакой [4]. К примеру, администратор сети может применять 
отладочные утилиты, такие как ping, traceroute, mtr, для диагностики 
сетевого окружения. Действия подобного рода не преследуют каких-
либо нелегальных умыслов, однако системы обнаружения аномалий 
распознают эту деятельность как аномальную сетевую активность. 
На рисунке 2 показана схема обнаружения злоупотреблений [3] 
в сетевом трафике. 
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 Рис. 2. Схема обнаружения злоупотреблений в сети 
 
Обнаружение злоупотреблений позволяет идентифицировать не-
санкционированные действия, если имеется их точное представление в 
виде шаблонов атак. Здесь под шаблоном атаки понимается некоторая 
совокупность явно описывающих конкретную атаку действий (правил 
сопоставления, вывода), применяя которые к признакам и полям иден-
тифицируемого объекта можно получить однозначный ответ о его при-
надлежности к этой атаке. Как и в схеме обнаружения сетевых анома-
лий, при обнаружении злоупотреблений первичными данными для ана-
лиза является сетевой трафик. Выделенные атрибуты и поля сетевых 
пакетов передаются в модуль, который выполняет поиск и проверку на 
соответствие входных данных правилам и оповещает о наличии угрозы 
в случае положительного срабатывания одного из правил. 
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Ключевой проблемой при создании любой системы обнаруже-
ния злоупотреблений является вопрос об эффективном проектирова-
нии механизма задания правил. Понятно, что создание исчерпываю-
щей базы правил для выявления всевозможных атак является невоз-
можным в силу нескольких факторов. Один из этих факторов заключа-
ется в том, что описание различных вариаций атакующих действий 
негативно сказывается на производительности системы. А поскольку 
даже несущественные изменения в атаке приводят к невозможности ее 
обнаружения методами на основе злоупотреблений, то задаваемые 
правила должны быть универсальными и покрывать как можно боль-
шее число известных модификаций сетевых атак. 
Подытоживая сказанное, отметим, что методы обнаружения зло-
употреблений являются эффективным инструментом для выявления из-
вестных типов атак, но их применимость по отношению к новым атакам, 
а также к модификациям известных атак является безрезультативной. 
Классическими работами в области обнаружения аномалий яв-
ляются работы [5, 6]. 
Классификация методов обнаружения атак, предлагаемая в на-
стоящей работе, схематически показана на рисунке 3. Для ее построе-
ния был проведен анализ большого перечня работ, в том числе [7-12], 
который позволил уточнить предложенные в них таксономии и схемы 
известных методов обнаружения сетевых атак. 
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 Рис. 3. Классификация методов обнаружения атак 
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Данная схема разбиения является условной и не претендует на 
полноту: некоторые из подходов могут относиться к нескольким груп-
пам. В частности, экспертные системы и конечные автоматы могут 
использоваться для обнаружения аномалий, но в большинстве случаев 
они применяются именно для обнаружения злоупотреблений. Также 
такие методы вычислительного интеллекта, как нейронные сети и ме-
тод опорных векторов, зачастую причисляют к методам машинного 
обучения. В схеме, соответствующей рисунку 3, выбрано такое раз-
биение, при котором методы ИАД классифицируются по критерию их 
принадлежности к биоподобным алгоритмам и поэтому содержат в 
себе два класса: методы вычислительного интеллекта и методы ма-
шинного обучения. Ниже в соответствующих разделах рассмотрена 
каждая группа представленных методов. 
3. Поведенческие методы. Поведенческими методами [13] на-
зываются методы, которые основаны на использовании информации о 
нормальном поведении системы и ее сравнении с параметрами наблю-
даемого поведения. Представленная группа методов ориентирована на 
построение модели штатного, или нормального, функционирования 
системы или пользователя. В процессе своей работы системы, исполь-
зующие данный подход, сравнивают текущие показатели активности с 
профилем нормальной деятельности, и случай значительных отклоне-
ний может рассматриваться как свидетельство наличия атаки. 
Данные методы характеризуются наличием ложноположитель-
ных срабатываний, которые объясняются в первую очередь сложно-
стью точного и полного описания множества легитимных действий 
пользователей. Кроме того, для большинства подобных систем харак-
терно и необходимо проведение этапа предварительной настройки, во 
время которого система «набирается опыта» для создания модели 
нормального поведения. Продолжительность такого интервала для 
сбора данных может занимать несколько недель, а иногда и несколько 
месяцев. Указанные недостатки зачастую являются основными причи-
нами отказа от применения систем, построенных на основе поведенче-
ских методов, в пользу тех систем, которые используют точное пред-
ставление нарушений безопасности в сети. 
В данной работе к поведенческим методам отнесены следующие 
методы обнаружения атак: 
− вейвлет-анализ; 
− статистический анализ; 
− анализ энтропии; 
− спектральный анализ; 
− фрактальный анализ; 
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− кластерный анализ. 
Вейвлет-анализ заключается в построении коэффициентов, ис-
пользуемых в разложении исходного сигнала по базисным функциям. 
В качестве сигнала может рассматриваться интенсивность сетевого 
трафика [14] или данные о корреляции IP-адресов назначения [15]. 
Выполнение вейвлет-преобразования позволяет выделить наиболее 
весомую информацию как сигнал, соответствующий колебаниям с вы-
сокой амплитудой, и игнорировать менее полезную информацию в 
колебаниях с низкой амплитудой как шумовую составляющую. 
В [16] авторы в качестве исходных данных использовали агре-
гированные за пятиминутные интервалы средние значения следующих 
величин: количество байт в секунду, количество пакетов в секунду, 
количество потоков в секунду, величина среднего размера TCP-пакета. 
В каждом случае собранные данные представляли собой дискретную 
последовательность частотно-временного сигнала, который согласно 
предложенному алгоритму вейвлет-анализа был декомпозирован в 
виде иерархии нескольких слоев (strata). Для каждого из извлеченных 
сигналов переменная времени являлась независимой. Наличие резких 
амплитуд в каждом из представленных сигналов соответствовало оп-
ределенным группам аномалий. Так, были выделены следующие груп-
пы сетевых аномальных событий: 
− аномалии, вызванные ошибками в настройках сетевого обору-
дования, а также сбоем в работе оборудования (G1); 
− сетевые атаки, представленные классом «отказ в обслужива-
нии» (G2); 
− перегрузки в сети (flash crowd), которые возникают вследствие 
резких всплесков, например, в моменты увеличения легитимных за-
просов на скачивание новых релизов программного обеспечения (G3); 
− прочие аномалии, к числу которых относятся обмен большим 
количеством данных, ошибки во время записи трафика на сенсоре или 
отправки данных коллектору NetFlow, дающего возможность анализа 
сетевого трафика на уровне сеансов (G4); 
Были выделены три составляющих компонента первичного сиг-
нала [16]. Низкочастотный компонент сигнала захватывал продолжи-
тельные по времени сетевые аномалии, которые могут длиться от не-
скольких дней. Среднечастотная часть имела нулевое математическое 
ожидание и была предназначена для анализа колебаний в пределах 
одного дня. Высокочастотная часть соответствовала небольшим крат-
косрочным изменениям, которые могут рассматриваться как шум. 
После разбиения исходного сигнала авторы [16] применяют к 
первым двум его компонентам процедуру вычисления локальной дис-
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персии в рамках скользящего окна размером 3 часа. Далее применяет-
ся метод порогового анализа к взвешенной сумме этих компонентов. 
Аномалия идентифицируется в случае, если пиковая точка последнего 
сигнала превысила заданный порог. 
В результате исследования был сделан вывод о том, что пред-
ставленные типы аномальных событий могут быть идентифицированы 
на конкретных, присущих им частотах. Так, крупнозернистые анома-
лии классов G1, G2 и G4 распознаются на высоких и средних частотах, в то время как аномалиям класса G3 соответствуют низкочастотные и 
среднечастотные сигналы. 
Недостатками вейвлет-анализа являются неоднозначность вы-
бора базисных функций, большая вычислительная сложность при рас-
чете коэффициентов разложения сигнала. Кроме того, нетривиальной 
является задача правильного задания размера окна. Как было отмечено 
в [16], если размер скользящего окна намного превышает продолжи-
тельность аномалии, то соответствующий ей частотный всплеск может 
быть сглажен, и тем самым атака будет пропущена. В противном слу-
чае, если величина окна слишком малая, то неизбежен поток бессмыс-
ленных аномалий. 
Статистический анализ [6] является ядром методов обнаруже-
ния аномалий в сети. К этой группе относят следующие методы: 
− цепи Маркова; 
− метод хи-квадрат (χ2); 
− метод среднеквадратических отклонений; 
− анализ распределений интенсивности передачи/приема пакетов; 
− анализ временных рядов; 
− пороговый анализ.  
В таблице 1 приведено описание этих подходов. 
Отметим, что в статистических системах важную роль играет 
правильный выбор контролируемых параметров, характеризующих 
отличия в нормальном и аномальном трафиках. Может получиться так, 
что из-за неправильного выбора количества наблюдаемых параметров 
модель описания поведения субъектов в системе окажется неполной 
или избыточной. Это приводит к пропуску атак или ложным срабаты-
ваниям в системе. 
Преимуществами статистических систем является их адаптация 
к изменению поведения пользователя, а также способность к обнару-
жению модификаций атаки. Среди недостатков можно отметить высо-
кую вероятность возникновения ложных сообщений об атаках и зави-
симость от порядка следования событий.  
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Та
бл
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а 1
. С
тат
ист
ич
еск
ие 
ме
тод
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ни
я с
ете
вы
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так
 
Ме
тод
 
Кр
атк
ое 
оп
иса
ни
е м
ето
да 
Пр
еим
ущ
ест
ва 
ме
тод
а
Не
до
ста
тки
 ме
тод
а 
Пр
им
ер 
пр
им
ене
ни
я
Це
пи
 М
арк
ова
 
Ис
пол
ьзу
етс
я м
атр
иц
а п
ере
ход
а с
ост
оя-
ни
й д
ля 
зад
ани
я в
озм
ож
ны
х с
вяз
ок 
ме
жд
у 
доп
уст
им
ым
и 
дей
ств
иям
и 
лег
ити
мн
ого
 
по
льз
ова
тел
я. 
Эл
ем
ент
ы 
ма
три
цы
 —
вер
оят
но
сти
 см
ены
 со
сто
яни
й. 
Со
бы
тие
 
явл
яет
ся 
ано
ма
льн
ым
, 
есл
и 
вер
оят
но
сть
 
его
 на
сту
пле
ни
я с
ли
шк
ом
 м
ала
. 
Ве
роя
т-
но
сть
 н
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уп
лен
ия 
соб
ыт
ия 
сво
ди
тся
 к
 
вы
чи
сле
ни
ю 
про
изв
еде
ни
я в
еро
ятн
ост
ей 
отд
ель
ны
х 
сос
тав
ляю
щи
х 
это
го 
соб
ы-
тия
 [1
7]
. 
Во
зм
ож
но
сть
 
по
луч
ени
я 
вер
оят
но
сти
 ат
аки
. 
Со
хр
ане
ни
е 
пр
ом
еж
уто
ч-
ны
х 
сос
тоя
ни
й 
дл
я 
дал
ь-
ней
ше
го 
ана
ли
за 
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до
но
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ны
х д
ейс
тви
й. 
Во
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ь 
пр
им
ене
ни
я
упр
еж
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дей
ств
ий
 
по
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ряд
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мо
дел
и с
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 по
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я. 
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ак.
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пре
дел
енн
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ак.
 
Ме
тод
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по 
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еде
лен
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пр
еде
лен
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 По
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тре
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нор
ма
льн
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рас
пре
дел
енн
ой 
слу
чай
но
й 
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ичи
ны
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соо
тве
тст
вую
ще
й и
зм
ере
ни
ям
 
тра
фи
ка 
без
 ан
ом
али
й, 
вы
чи
сля
етс
я в
ерх
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няя
 гр
ани
ца 
изм
ене
ни
я 
ее 
зна
чен
ия 
χ2 . 
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ом
али
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икс
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луч
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пр
евы
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я э
той
 гр
ани
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 зн
аче
ни
ем
 χ2
 на
блю
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дае
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. 
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рет
ич
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нос
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ару
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чае
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рм
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соо
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соо
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ани
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вы
ше
ни
и 
сче
тчи
-
ком
 оп
ред
еле
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еал
иза
ци
и 
и 
на-
стр
ой
ки.
 
От
сут
ств
ие 
эта
па 
пре
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 т
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ме
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 а
кти
вно
сти
 в
 
сет
и. 
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Анализ энтропии используется в обнаружении атак для форми-
рования статистического критерия с целью проверки принадлежности 
исследуемого экземпляра аномальному классу. 
Энтропия множества ܺ определяется следующим образом [20]: 
 
ܪ(ܺ) = −෍ܲ(ݔ) ∙ logଶ ܲ(ݔ) ,
௫∈௑
 
 
где ܲ(ݔ) обозначает вероятность появления элемента ݔ в множестве ܺ. 
Суть метода заключается в построении модели, которая макси-
мизировала бы значение энтропии. Это соответствует тому предполо-
жению, что с увеличением числа уникальных записей происходит их 
равномерное распределение относительно выбранных классов множе-
ства ܺ, что приводит к увеличению энтропии.  
Для обнаружения аномалий в [21] сперва применяется метод 
максимума энтропии для создания нормальной модели, в которой вы-
деленные классы сетевых пакетов обладают наилучшим равномерным 
распределением. Далее применяется условная энтропия для выявления 
отличий между распределением классов пакетов в текущем трафике по 
сравнению с распределением, найденным в результате метода макси-
мума энтропии. 
Спектральный анализ является частным случаем вейвлет-
преобразования и позволяет выделять наиболее информативные со-
ставляющие исследуемого процесса посредством изменения размерно-
сти исходного пространства признаков. Для этих целей анализируется 
ковариационная матрица элементов исследуемого процесса при помо-
щи метода главных компонент, гусеницы или сингулярного спек-
трального анализа [22]. 
Данный подход основан на том предположении, что полученные 
компоненты аномального трафика отличаются от компонент обычного 
трафика. Главные компоненты выбираются таким образом, чтобы они 
соответствовали наибольшей изменчивости исходного процесса. Ос-
тальные компоненты могут быть рассмотрены как составляющие шума. 
Фрактальный анализ основан на предположении, что сетевой 
трафик удовлетворяет свойству самоподобия [23], ключевыми поня-
тиями в котором являются параметр Херста H и фрактальная хаусдор-
фова размерность D: 
 
ܪ = logே ଶൗ
ܴ
ܵ, 
ܦ = 2 − ܪ, 
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где N — длина временного ряда ܺ = {ݔଵ,… , ݔே} со средним значением 
̅ݔ = ଵே ∙ ∑ ݔ௜ே௜ୀଵ , ܴ = maxଵஸ௜ஸே ݔ௜ −minଵஸ௝ஸே ݔ௝ — размах отклоне-
ния (изменчивость) ряда, ܵ = ට ଵேିଵ ∙ ∑ (ݔ௜ − ̅ݔ)ଶே௜ୀଵ  — выборочное 
среднеквадратическое отклонение. Для самоподобных процессов вы-
полняется соотношение 0.5 < ܪ < 1. 
На малых временных отрезках аномальный и нормальный трафи-
ки характеризуются различными значениями показателя Херста [24]. 
Суть кластерного анализа заключается в выделении таких ха-
рактеристик из сетевого трафика, которые позволят разбить классифи-
цируемые объекты (пакеты, соединения) на группы, соответствующие 
нормальному функционированию сетевого взаимодействия. Все ос-
тальные экземпляры, которые не попадают в построенные области, 
классифицируются как аномальные [25]. 
4. Методы на основе знаний. К методам на основе знаний отно-
сят такие методы, которые в контексте заданных фактов, правил вывода 
и сопоставления, отражающих признаки заданных атак, производят дей-
ствия по обнаружению атак на основе заложенного механизма поис-
ка [13]. В качестве процедуры поиска могут применяться сопоставление 
по образцу, аппарат регулярных выражений, логический секвенциаль-
ный вывод, анализ перехода состояний и т.д. Своим названием эти ме-
тоды обязаны тем, что системы, основанные на их применении, работа-
ют с базой знаний, в которой включены описания уже известных атак. 
Здесь база знаний представлена хранилищем, содержащим записи экс-
пертов с поддержкой логики их обработки и интерпретации (т.е. харак-
теризуется наличием подсистемы логического вывода). 
Как уже отмечалось в разделе 2, если отсутствуют точные зна-
ния о модификациях вредоносной активности, то данные методы не 
справляются с обнаружением различных вариаций этой вредоносной 
деятельности. 
В сигнатурных методах системные события представляются в 
виде цепочек символов из некоторого алфавита. Суть этих методов 
заключается в задании множества сигнатур атак в виде регулярных 
выражений (regular expressions) или правил на основе сопоставления с 
образцом (pattern matching) и проверке соответствия наблюдаемых 
событий этим выражениям. Типичными представителями систем, в 
которых реализован такой метод, являются Snort [26] и Suricata [27]. 
Основное преимущество сигнатурного метода заключается в 
том, что обнаружение известных образцов аномальных событий осу-
ществляется максимально эффективно. Но в то же время использова-
ние базы сигнатур большого объема отрицательно влияет на произво-
дительность системы обнаружения [1]. 
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Языки описания сценариев предоставляют гибкий механизм об-
работки контролируемых данных, который заключается в возможно-
сти написания собственных скриптов. Такой подход позволяет выяв-
лять такие события, которые трудны для описания при помощи обыч-
ных сигнатурных инструментов анализа [7]. 
Метод на основе конечных автоматов (КА) дает возможность 
моделировать атаки в виде взаимосвязанной сети из состояний и пере-
ходов. Вторжение считается успешно реализованным, если последова-
тельность действий атакующего приводит систему из некоторого ус-
тойчивого состояния в скомпрометированное. Каждое состояние мож-
но рассматривать как слепок параметров безопасности, а переходы 
между ними соответствуют успешному срабатыванию события, кото-
рое приводит систему в новое состояние. Фактически каждое наблю-
даемое событие применяется к нескольким экземплярам КА, каждый 
из которых представляет собой определенный сценарий атаки. 
Одной из первых попыток в реализации этого подхода считается 
работа [28]. Разработанная авторами [28] программная система USTAT 
предназначалась для обнаружения атак на UNIX-хосты и включала не-
сколько компонентов. На первом уровне осуществлялся сбор данных из 
журнала регистрации событий. Полученные данные помещались в по-
стоянное хранилище и подавались на вход препроцессору. Последний 
представляет собой два отдельных компонента: детектор аномалий на 
основе профиля пользователя или системы и так называемый STAT-
компонент. Каждый модуль препроцессора независимо анализирует 
события безопасности на наличие скомпрометированного содержимого. 
В случае выявления угроз оба модуля предоставляют необходимую ин-
формацию администратору. Кроме того, администратор имеет непо-
средственный доступ к сырым данным из журнала аудита. 
Сам STAT-компонент включает в себя три модуля: базу знаний, 
подсистему логического вывода и подсистему принятия решений. 
Сперва препроцессор обрабатывает сырые данные из журнала регист-
рации событий и подает их на вход подсистеме вывода, которая от-
слеживает переходы и сравнивает их со сценариями из базы знаний. 
Затем подсистема принятия решений определяет действия, которые 
должны быть выполнены при смене состояния. 
Другим примером системы обнаружения злоупотреблений на 
основе анализа переходов состояний является IDIOT (Intrusion 
Detection In Our Time), в которой применяется метод раскрашенных 
сетей Петри. Сценарии вторжений кодируются в шаблоны IDIOT, и 
события безопасности проверяются путем их сопоставления с этими 
шаблонами [29]. 
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Преимущество данного метода заключается в возможности ви-
зуального представления атаки в виде диаграмм перехода состояний, а 
также в способности системы обнаруживать атаку до ее фактического 
совершения. Из недостатков можно отметить сложность реализации. 
Функционирование экспертных систем основано на применении 
правил вывода к данным о входных событиях. Они представляют собой 
системы, принимающие решение о принадлежности события к опреде-
ленному классу атак на основании заданных продукционных правил. 
Общий вид продукционного правила следующий [2]: 
ܫܨ	ܿ݋݊݀݅ݐ݅݋݊	ܶܪܧܰ	ܽܿݐ݅݋݊. В посылке данного правила содержится 
логическое условие, необходимое для совершения атаки. Когда все 
условия в левой части правила удовлетворены, выполняются действия, 
указанные в сукцеденте. 
Предполагается, что перед использованием таких систем адми-
нистратор должным образом их настраивает, задавая необходимые 
правила. Подобные системы дают возможность использовать челове-
ческий опыт в компьютерных приложениях, которые затем будут при-
менять эти знания для распознавания активностей, соответствующих 
определенным характеристикам атак. 
Достоинства данного метода — возможность отделения управ-
ляющей части правила от части, задающей решение, высокая скорость 
работы и возможность обеспечения отсутствия ложных тревог [2]. Не-
достатки — неспособность к обнаружению неизвестных атак, зависи-
мость системы от полноты, корректности и актуальности правил, за-
ложенных в базу знаний, снижение эффективности работы с увеличе-
нием объема данных. 
Также метод проверки на модели может быть использован для 
обнаружения сетевых злоупотреблений [30]. 
5. Методы машинного обучения. Методы машинного обуче-
ния, как и методы вычислительного интеллекта, применяются как при 
обнаружении аномалий, так и при обнаружении злоупотреблений. Это 
объясняется тем, что указанные подходы в качестве исходных данных 
для обучения зачастую используют шаблоны как нормального, так и 
аномального поведения в сети. 
В [31] авторы предложили замену стандартному модулю обна-
ружения в системе Snort деревьями решений. Эксперименты были про-
ведены на наборе данных DARPA [32] и показали увеличение скорости 
обработки pcap-файлов, используемых для анализа сетевых пакетов, в 
среднем на 40,3% по сравнению со стандартным модулем.  
Одним из наиболее часто используемых подходов для обнару-
жения вторжений являются байесовские сети. Байесовская сеть — это 
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модель, которая кодирует вероятностные отношения между рассмат-
риваемыми событиями (переменными) и предоставляет некоторый 
механизм для вычисления условных вероятностей их наступления [33]. 
Частный случай этой модели — наивный байесовский классифика-
тор (байесовский метод) со строгими предположениями о независи-
мости входных переменных. Классификатор позволяет оценить апо-
стериорную вероятность принадлежности экземпляра заданному клас-
су на основе безусловной теоремы Байеса. 
В [34] применяются псевдобайесовские оценочные функции для 
определения априорных и апостериорных вероятностей новых атак. 
Наивный байесовский классификатор используется для классификации 
сетевых образцов. В [34] утверждается, что вследствие свойств пред-
ложенного метода системе не нужны предварительные знания о шаб-
лонах новых атак. 
Предложенная в [34] система ADAM состоит из трех частей: 
модуля предобработки, интеллектуального модуля и модуля класси-
фикации. 
Первый модуль собирает данные из TCP/IP трафика и извлекает 
информацию из каждого соединения в соответствии со следующей 
схемой 〈ݐ݅݉݁_ݏݐܽ݉݌, ݏݎܿ_݅݌, ݏݎܿ_݌݋ݎݐ, ݀ݏݐ_݅݌, ݀ݏݐ_݌݋ݎݐ, ܿ݋݊݊_ݏݐܽݐݑݏ〉, 
где ݐ݅݉݁_ݏݐܽ݉݌ — временная метка, ݏݎܿ_݅݌ — IP-адрес источника, 
ݏݎܿ_݌݋ݎݐ — порт источника, ݀ݏݐ_݅݌ — IP-адрес назначения, 
݀ݏݐ_݌݋ݎݐ — порт назначения, ܿ݋݊݊_ݏݐܽݐݑݏ — состояние соединения. 
Интеллектуальный модуль применяет правила ассоциации 
ܺ → ܻ к записям соединений, где ܺ и ܻ соответственно предусловие и 
постусловие правил, описанных внутри ядра системы. Этот модуль 
работает в двух режимах: режиме обучения и режиме обнаружения. В 
первом режиме происходит построение профилей нормального пове-
дения пользователей и системы, и генерируются правила ассоциации, 
которые будут использоваться для обучения модуля классификации. 
Во втором режиме интеллектуальный модуль получает ранее не встре-
чавшиеся правила ассоциации, которые отличаются от профиля. Пред-
ставлены три уровня работы интеллектуального модуля: обособлен-
ный уровень, уровень домена, а также уровень выборки признаков. 
Первый уровень имеет два режима: статический и динамический ана-
лиз. Первый режим используется во время нормальной работы систе-
мы, когда создается профиль для поведения системы. Второй режим 
использует метод скользящего окна для поэтапного анализа правил 
ассоциации. На уровне домена система отслеживает IP-адреса отпра-
вителя и получателя. Соединение считается подозрительным, если эти 
адреса принадлежат одной и той же подсети. На уровне признаков сис-
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тема собирает слепки сетевого поведения каждые три секунды для их 
последующего анализа. Также существует более длительный процесс 
выборки признаков, который должен каждые 24 часа обнаруживать 
медленно происходящие и длительные по времени аномалии. 
Модуль классификации соотносит новые правила ассоциации к 
нормальным или аномальным событиям. Некоторые из аномальных 
событий могут впоследствии быть классифицированы как атаки. 
В работе используется функция плотности распределения Дирихле. 
Она позволяет оценить значения для таблиц контингентности с боль-
шим количеством нулей. В данных таблицах колонки соответствуют 
атрибутам образцов соединений, а строки указывают на класс обу-
чающих данных, который является или нормальным соединением, или 
типом атаки. Таблица строится таким образом, что значение в ячейке 
на пересечении -ой строки и ݆-ой колонки указывает на количество 
образцов в обучающей выборке, для которых представлены ݅-ый класс 
соединения и ݆-ый атрибут. Кроме всех классов, представленных в 
обучающей выборке, добавляется строка в таблице сопряженности  
для обозначения дополнительного класса, представляющего новый тип 
атак. Значения в ячейках новой строки заполняются нулями. После 
чего применяются метод Дирихле, сглаживающий особенности в но-
вой строке, и наивный байесовский классификатор. 
Авторы отмечают два основных преимущества их системы — 
это работа в режиме реального времени и обнаружение аномалий (а не 
злоупотреблений). 
Метод на основе МАР-сплайнов позволяет построить достаточно 
точную аппроксимацию поведения обычного пользователя или зло-
умышленника по заданным параметрам. С этой целью выбирается на-
бор базисных функций, и находятся коэффициенты в линейном разло-
жении по заданному базису и обучающим векторам. В [35] авторы 
предлагают строить классификаторы на основе МАР-сплайнов для 
распознавания 5 выбранных типов сетевых соединений, а также при-
водят показатели точности обнаружения на данных из набора DARPA 
1998 для МАР-сплайнов, нейронных сетей и метода опорных векторов. 
Для тестирования использовалась выборка мощностью 6890 записей, 
для обучения применялось 5092 записи. Из приведенных результатов 
можно заключить, что МАР-сплайны и метод опорных векторов пока-
зывают большую эффективность в распознавании 4 классов соедине-
ний по сравнению с нейронными сетями. 
Среди других подходов машинного обучения стоит отметить 
алгоритмы кластеризации [36, 37] и регрессии [38]. 
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6. Методы вычислительного интеллекта. Искусственная ней-
ронная сеть представляет собой набор обрабатывающих элементов — 
нейронов, связанных между собой синапсами и преобразующими набор 
входных значений в набор желаемых выходных значений. Нейронные 
сети применяются в широком спектре приложений: распознавании обра-
зов, теории управления, криптографии, сжатии данных. Нейронные сети 
обладают способностью обучения по образцу и обобщения из зашум-
ленных и неполных данных. В процессе обучения происходит настройка 
коэффициентов, ассоциированных с синаптическими весами. 
В данной работе представлен краткий обзор нескольких моде-
лей нейронных сетей, а именно — многослойных сетей прямого рас-
пространения, радиально-базисных сетей, рекуррентных сетей и само-
организующихся карт. 
Для обучения нейронных сетей существует несколько методов. 
В [35] представлены 12 алгоритмов для их обучения. Одним из самых 
известных и наиболее используемых алгоритмов обучения многослой-
ных нейронных сетей прямого распространения является метод обрат-
ного распространения ошибки. Этот алгоритм представляет собой гра-
диентный спуск с минимизацией среднеквадратичной ошибки на каж-
дой итерации своего выполнения. 
В [39,40] для обнаружения вторжений используется многослой-
ная нейронная сеть с двумя скрытыми слоями и выходным слоем, со-
стоящим из трех нейронов. В качестве обучающего и тестового мно-
жества была выбрана база данных DARPA. Построенный на данной 
выборке классификатор был обучен распознавать два типа атак и нор-
мальное соединение. В обеих работах для обучения нейросети исполь-
зуется алгоритм обратного распространения ошибки.  
Другой работой, в которой используется эта же база данных, яв-
ляется [41]. В ней показана архитектура многоуровневой нейронной 
сети, в которой каждый из трех уровней представляет собой отдель-
ный многослойный перцептрон, распределительный слой которого 
состоит из 30 нейронов. На каждом уровне осуществляется уточнение 
классификации соединения. Так, на первом уровне определяется, явля-
ется ли данное соединение атакой или нормальным соединением. Вто-
рой и третий уровни отвечают за классификацию соответственно клас-
са и подкласса атаки. Особенностью данного подхода является воз-
можность получения необходимой степени детализации при класси-
фикации рассматриваемого соединения. 
Дж. Кеннеди [42] использовал трехслойную нейронную сеть как 
бинарный классификатор сетевых соединений. Обучающее множество, 
представляющее собой сетевой трафик, полученный с помощью сете-
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вого сканера, насчитывало около 10000 образцов соединений, среди 
которых 3000 записей являлись смоделированными атаками. Хотя этап 
обучения занимал 26.13 часа, результаты экспериментов показали вы-
сокую степень корректности распознавания. 
Работы [43, 44] посвящены обнаружению аномалий с использо-
ванием нейронных сетей на основе данных, взятых из системного 
журнала аудита и лог-файлов отдельных приложений. В [43] для зада-
ния профиля каждого пользователя применялись наборы из наиболее 
распространенных команд и частота их использования, а в [44] также 
использовалась системная информация, в том числе объем системных 
ресурсов, время работы в системе и пр. 
Радиально-базисные нейронные сети — класс нейронных сетей, 
который базируется на вычислении расстояния от входного вектора до 
центров нейронов скрытого слоя. Обладая более простой структурой по 
сравнению с многослойными нейронными сетями, радиально-базисные 
нейронные сети требуют меньше вычислительных ресурсов и времени 
для обучения, а значит, они идеально подходят для задач с большим 
объемом выборки. В [45] приводится обзор работ с применением ради-
ально-базисных нейронных сетей к задачам обнаружения вторжений. 
Изобретение рекуррентных нейронных сетей позволило вклю-
чить элемент памяти в модель нейронных сетей. В [46] авторы исполь-
зовали данную модель для предсказания следующей последовательно-
сти системных вызовов. 
Самоорганизующиеся карты, или карты Кохонена, являются од-
нослойными сетями прямого распространения, выходной слой кото-
рых представляет собой n-мерную решетку (как правило, ݊ = 2 или 
݊ = 3). После обучения такие сети группируют  входные векторы со 
схожими признаками в отдельные кластеры. 
В [47, 48] предлагается использовать самоорганизующиеся кар-
ты для обнаружения аномалий. Для этих целей были собраны данные, 
описывающие легитимное поведение пользователей и включающие 
характеристики системных вызовов внутри одного и того же UNIX 
процесса. В [49-51] самоорганизующиеся карты используются для 
предобработки и кластеризации данных о сетевом трафике. Обрабо-
танные данные использовались в качестве входных данных для много-
слойных нейронных сетей. 
В [52] для классификации записей из набора данных DARPA 
используется радиально-базисная нейронная сеть, в которой первые 
два слоя представляют собой самоорганизующиеся карты. Результаты 
экспериментов показали, что данная модель имеет заметно лучшие 
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показатели классификации по сравнению с радиально-базисными ней-
ронными сетями на наборе данных DARPA. 
Генетические алгоритмы (ГА) основаны на имитации биологи-
ческих принципов естественного отбора и предназначены для решения 
задач оптимизации [53]. Работа ГА начинается с создания начальной 
популяции индивидуумов. Каждый представитель популяции задается в 
виде набора генов (хромосом), представляющих собой символьные или 
бинарные последовательности (строки) и подвергающихся преобразова-
ниям в процессе эволюции. Новое потомство генерируется при помощи 
операторов скрещивания и мутации. Эти операторы производят реком-
бинацию хромосом и изменение структуры потомков. Для каждой особи 
нового потомства вычисляется значение приспособленности, которое 
характеризует показатель эффективности решения данной задачи. 
Как правило, ГА применяются в совокупности с другими моде-
лями классификации данных: деревьями решений, элементами нечет-
кой логики, нейронными сетями и т.д. 
В [54] генетическое программирование применяется для созда-
ния новых правил распознавания образцов соединений в базе данных 
DARPA. Обучающая выборка содержит 8 классов атак, тестовое мно-
жество состоит из 10000 записей, описывающих 10 классов атак. Каж-
дое правило представляется в виде древовидной структуры. 
В процессе выполнения операторов скрещивания или мутации заменя-
ется отдельный узел этого дерева или целое поддерево. 
В [55] ГА используются для создания начальных популяций 
нейронных сетей. Предлагается кодировать информацию о весовых 
коэффициентах и архитектуре нейросети как двоичную последова-
тельность. По завершении работы ГА создается группа нейронных 
сетей с наиболее выигрышной структурой связи нейронов, количест-
вом скрытых слоев и начальной настройкой весов. 
В [56] применяется нечеткая логика совместно с ГА. Каждое 
правило задается четырьмя параметрами ܽ, ܾ, ܿ, ݀	(ܽ < ܾ < ܿ < ݀), ко-
торые кодируются как битовая последовательность и выступают в ро-
ли начальной популяции на входе ГА. Функция уверенности задается 
кусочно-линейной функцией, которая на интервале (ܽ, ܾ) принимает 
значения из (0, 1), на интервале [ܾ, ܿ] имеет значение 1 и на 
интервале (ܿ, ݀) принимает значения, линейно убывающие от 1 до 0, в 
остальных случаях значение функции равно 0. Для каждого параметра 
соединения создается отдельное правило, подвергающееся улучшени-
ям в процессе работы ГА. Если сумма значений функции уверенности 
по всем параметрам соединения превышает значение заданного поро-
га, то соединение считается аномальным, иначе соединение классифи-
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цируется как нормальное. Недостатком алгоритма является эвристиче-
ское задание величины порога. 
В [57] для распознавания шаблонов легитимного сетевого тра-
фика и образцов аномальных соединений используются правила клас-
сификации вида ݂݅	〈ܿ݋݊݀݅ݐ݅݋݊〉	ݐℎ݁݊	〈ܽܿݐ〉, где 〈ܿ݋݊݀݅ݐ݅݋݊〉 — условие, 
〈ܽܿݐ〉 — действие. Посылка правила включала девять атрибутов набора 
данных DARPA, которые кодировались в виде строки из 57 целочис-
ленных значений. Для получения новых правил классификации при-
менялись операторы скрещивания и мутации. 
В [58] для генерации правил экспертной системы применяются 
ГА и деревья решений. Для классификации соединений использова-
лись 5 атрибутов: IP-адреса отправителя и получателя, их порты и тип 
протокола.  
В [59] ГА используются для генерации правил системы обнару-
жения вторжений Snort на основе данных KDD Cup 99 [60]. Результаты 
экспериментов доказывают увеличение эффективности обнаружения 
шаблонов атак и снижение используемых вычислительных ресурсов. 
Работа [61] посвящена разработке классификаторов на основе 
формальных грамматик, описанных с помощью форм Бэкуса-Наура. 
Авторы приводят пример, в котором каждое правило классификации 
представляется как вложенная цепочка условных операторов, закоди-
рованная последовательностью из 8-битовых значений (кодонов). ГА 
используется для генерации геномов, состоящих из переменного коли-
чества генов. Результатом работы ГА является программа с наиболь-
шим значением функции приспособленности. Для классификации се-
тевых соединений используется ГА, генерирующий SQL-запросы к 
базе данных с записями KDD-99. 
Вычислительные иммунные системы являются прототипом им-
мунной системы человека, построенным на основных принципах ее 
работы. Среди основных механизмов функционирования иммунной 
системы можно назвать создание и обучение иммунных детекторов, 
уничтожение детекторов, вызывающих ложные срабатывания, ответ-
ную реакцию на чужеродные патогены.  
Более подробное описание искусственных иммунных систем 
можно найти в [62]. Первой моделью иммунной системы можно счи-
тать сетевую модель, предложенную английским физиологом 
Н.К. Ерне [63] в середине 70-х гг. 20 века. Данная модель построена на 
теории иммунной сети, состоящей из взаимосвязанных B-клеток для 
распознавания внешних антигенов. Согласно этой теории иммунная 
система представляет собой регулируемую сеть молекул и клеток, спо-
собных распознавать друг друга даже в условиях отсутствия антигена. 
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Теория основана на предположении, что различные клоны лимфоцитов 
не изолированы друг от друга, а поддерживают связь путем взаимо-
действия между своими рецепторами и антителами. В свою очередь 
антитела обладают набором специфических антигенных детерминант, 
называемых идиотопами. Поэтому такие структуры часто называют 
идиотипическими сетями [64]. 
Наиболее распространенными алгоритмами обучения являются 
отрицательный отбор и клональная селекция. Алгоритм отрицательно-
го отбора [65] имитирует процесс созревания T-клеток внутри тимуса 
и построен на основе принципов распознавания своего и чужого в сис-
теме иммунитета. Главной целью алгоритма является генерация такого 
набора детекторов, которые не совпадают ни с одним антителом орга-
низма. На первой стадии происходит случайное создание T-клеток. На 
следующей стадии отсеиваются те клетки, которые реагируют на соб-
ственные антитела организма. Тем самым, остаются только те детекто-
ры, которые могут обнаруживать только внешние антигены. 
Алгоритм клональной селекции является эволюционным алго-
ритмом и применяется для решения задач оптимизации. Ключевым 
понятием данного алгоритма является свойство аффинности, характе-
ризующее близость результата к оптимальному значению. На каждом 
шаге алгоритма для группы детекторов оптимизируется значение при-
способленности [66]. 
В [67] рассматривают 3 способа генерации антител: положитель-
ная селекция, случайная генерация антител и отрицательный отбор. 
Первый подход предполагает, что информация о легальном 
трафике напрямую используется для создания иммунных детекторов. 
Количество антител равно количеству элементов, описывающих ле-
гальный сетевой трафик. Этот метод прост и эффективен в обнаруже-
нии аномалий, но увеличение числа детекторов может привести к уве-
личению вычислительных затрат для обнаружения аномалий. 
При случайной генерации антител информация о легальном 
трафике используется только как тестовое множество для построения 
популяции детекторов, которые создаются случайным способом. Если 
расстояние между произвольно созданным кандидатом в иммунные 
детекторы и одним из представителей легального трафика меньше не-
которого порога, то первый включается в набор антител по распозна-
ванию аномалий в сети. 
Отрицательный отбор предлагает рассматривать антитела как 
правила следующей формы:  
 
ܴ௞:	if	xଵ ∈ [minଵ௞,maxଵ௞] ∧ ... ∧ ݔ௡ ∈ [min௡௞,max௡௞]	then	anomaly, 
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где ܴ௞ — ݇-ое правило, которое может быть интерпретировано как n-
мерный гиперкуб с ребрами minଵ௞ и maxଵ௞, а		{ݔ1, … ,x௡} — параметры подозрительного трафика (антигена). 
В отличие от двух предыдущих подходов здесь антитела гене-
рируются так, чтобы покрыть часть n-мерного пространства, не при-
надлежащего легальному трафику. 
Авторы [68, 69] предлагают модель иммунной системы с жиз-
ненным циклом T-лимфоцитов, в которой учитывался процесс их со-
зревания в тимусе, а также активация, формирование клеток иммунной 
памяти через сигнал костимуляции и гибель иммунных клеток. Разра-
ботанная ими система LISYS (Lightweight Immune SYStem) предназна-
чена для обнаружения вторжений в распределенной среде. Хотя эта 
система обладает рядом преимуществ, включая относительно неболь-
шие вычислительные издержки, надежность и масштабируемость, ав-
торы отмечают некоторые из недостатков. Среди них —
невозможность обнаружения сетевых атак с применением протокола 
UDP и возможность обмануть систему путем проведения распределен-
ных во времени атак типа медленного сканирования. 
Работа [70] предоставляет обзор двухуровневой системы обнару-
жения вторжений, в которой совмещены преимущества иммунных сис-
тем и сетей Кохонена. На первом этапе происходит фильтрация призна-
ков сетевых соединений с помощью иммунных детекторов, обученных 
по методу отрицательного отбора, тем самым отсеиваются те образцы, 
которые соответствуют нормальным соединениям. На втором этапе 
аномальные экземпляры обрабатываются самоорганизующимися карта-
ми и группируются в отдельные кластеры со схожими признаками. 
В [71] также представлена двухуровневая модель, в которой для 
обнаружения аномалий применялись иммунные системы, а для обна-
ружения злоупотреблений использовались нейронные сети с предоб-
работкой входных данных при помощи метода главных компонент. 
Классификатор, основанный на методе опорных векторов (англ. 
SVM, support vector machine), применяется, как правило, для классифи-
кации элементов из двух линейно разделимых множеств. Суть алгорит-
ма заключается в построении оптимальной гиперплоскости, которая 
задается линейной комбинацией нескольких опорных векторов из обу-
чающей выборки. В зависимости от расположения элемента по отноше-
нию к этой плоскости принимается решение о принадлежности элемента 
к тому или иному классу. В случае линейной неразделимости этих мно-
жеств вводится либо условие, минимизирующее ошибку распознавания 
(штраф), либо применяются различные ядра (отображения) для перехода 
к спрямляющим пространствам (возможно, большей размерности, чем 
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исходное). Существуют различные типы ядер, например, линейное, по-
линомиальное или гауссовское. В принципе, данное правило классифи-
кации попадает под модель Маккаллока-Питтса для построения одно-
слойного перцептрона. Существенное отличие заключается лишь в ал-
горитме настройки весов (более контролируемое обучение, однознач-
ность и оптимальность решения). 
В [72] приведен сравнительный анализ эффективности распозна-
вания образцов данных DARPA 1998 с помощью метода опорных век-
торов и нейронных сетей с одним скрытым слоем. 
Среди других методов вычислительного интеллекта стоит от-
метить роевые алгоритмы, которые моделируют поведение и взаи-
модействие биологических особей в соответствующих «колониях» 
или «стаях» [73]. 
7. Гибридные методы. Существо гибридных подходов заклю-
чается в реализации различных схем объединения базовых классифи-
каторов, которое позволяет нивелировать недостатки в их функциони-
ровании по отдельности. Выходные значения базовых классификато-
ров рассматриваются как промежуточные результаты, которые явля-
ются вспомогательными при формировании решающего правила верх-
неуровневыми классификаторами [74].  
В работах [75, 76] представлены три классификатора: дерево 
решений, SVM и комбинация первых двух классификаторов. Работа 
гибридного классификатора состояла из двух фаз. Сперва тестовые 
данные подавались на вход решающих деревьев, которые генерирова-
ли узловую информацию. Затем тестовые данные вместе с узловой 
информацией обрабатывались SVM, который выдавал результат клас-
сификации. Ключевой идеей в использовании этого подхода являлось 
исследование того, насколько узловая информация от дерева решений 
улучшит эффективность SVM. В случае расхождения результатов 
классификации, полученных с помощью этих трех методов, оконча-
тельный ответ выдавался на основе взвешенного голосования. 
В [77] применяется коллектив из 3 нейронных сетей и SVM. 
Выходное значение гибридного классификатора представляет собой 
взвешенную сумму выходов от четырех классификаторов, где веса 
вычисляются посредством минимизации среднеквадратичной ошибки. 
В [70] используются искусственные иммунные детекторы и са-
моорганизующиеся карты Кохонена. Во время выполнения система 
отслеживает сетевые соединения и для каждого из них формирует век-
тор признаков. Первый классификатор обучен по алгоритму отрица-
тельного отбора. Поэтому любой вектор, отличный от своих клеток, 
считается аномальным и подается на вход самоорганизующихся карт 
SPIIRAS Proceedings. 2016. Issue 2(45). ISSN 2078-9181 (print), ISSN 2078-9599 (online) 
www.proceedings.spiiras.nw.ru
228
Кохонена. Второй классификатор отображает этот вектор на нейрон 
внутри кластера множества атак, имеющих общие свойства. Тем са-
мым атаки обнаруживаются детекторами аномалий еще до проециро-
вания на самоорганизующуюся карту. 
В [78-80] комбинируется аппарат иммунных систем и нейрон-
ных сетей. В качестве иммунных детекторов выбраны многослойные 
нейронные сети, которые генерируются при помощи метода клональ-
ной селекции. Эксперименты были проведены на наборе данных KDD 
Cup 99, они доказали высокую способность детекторов приспосабли-
ваться к новым типам атак. 
Другим гибридным решением к задаче обнаружения вторжений 
является комбинирование нескольких нейронных сетей в единый клас-
сификатор. Так, работа [81] посвящена применению метода SVM и 
радиально-базисных сетей для классификации записей из набора дан-
ных NSL-KDD. Итоговый классификатор представляется как компози-
ция последовательно построенных на разных выборках классификато-
ров и процедуры простого голосования. Как результат уровень клас-
сификации удалось повысить примерно на 1,6% по сравнению с клас-
сификаторами, взятыми по отдельности. 
Авторы [77, 82] предлагают подавать выходные значения от не-
скольких нейронных сетей, обученных различными алгоритмами, на 
вход процедуры взвешенного голосования и голосования по большин-
ству. На тестовой выборке, состоящей из 6890 образцов, достигнута 
точность классификации выше 99%. 
Статья [83] описывает двухуровневую схему обнаружения и 
классификации атак. Несколько адаптивных нейро-нечетких модулей 
объединены вместе. Каждый из них предназначен для обнаружения 
только одного класса соединений и обрабатывает параметры записей 
KDD Cup 99. Итоговая классификация выполняется нечетким модулем 
принятия решений, который реализует систему нечеткого вывода 
Мамдани с двумя функциями принадлежности. Задачей этого модуля 
является определение того, насколько аномальной является обрабаты-
ваемая запись. Ее класс соответствует классу нечеткого модуля перво-
го уровня с наибольшим выходным значением. 
8. Предложения по использованию методов интеллектуаль-
ного анализа данных в задачах обнаружения сетевых аномалий. В 
данном разделе рассмотрены несколько проблем, возникающих в про-
цессе решения задачи обнаружения сетевых аномалий при помощи 
методов ИАД, предложены несколько рекомендаций, которые позво-
лят разработчикам систем обнаружения атак задуматься о целесооб-
разности применения таких подходов. 
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На данный момент ИАД применяется с большим успехом во мно-
гих областях: оптическом распознавании символов, обнаружении спама, 
идентификации биометрических показателей, построении рекоменда-
тельных сервисов. Но в то же время при использовании этой же техно-
логии возникает ряд трудностей с обнаружением аномалий в компью-
терных сетях. С чем может быть связана особенность использования 
методов ИАД применительно к задаче обнаружения сетевых аномалий 
и как объяснить природу такого отличия от решения других задач на 
базе этой же технологии? По определению обнаружение аномалий 
включает в себя детектирование ранее не встречавшихся атак, в то вре-
мя как методы ИАД в контексте постановки такой задачи направлены 
всего лишь именно на поиск взаимосвязей и закономерностей в сетевом 
трафике, нахождении активности, похожей на ранее встречавшуюся в 
обучающей выборке [84]. Строго говоря, это не совсем одно и то же, что 
многие привыкли считать как способность методов ИАД к обнаруже-
нию новых типов атак. Применение инструментов ИАД в готовом виде 
«из коробки» к задаче обнаружения аномалий приводит к большому 
числу ложных срабатываний и пропусков атак. В первую очередь это 
обусловлено тем, что сетевой трафик постоянно меняется изо дня в 
день. Кроме того, трудно отследить цикличность или сезонность такого 
изменчивого поведения. Поэтому одним из подходов к решению этой 
проблемы с использованием методов ИАД является динамическая под-
стройка интеллектуальных детекторов к изменяющимся условиям. Но 
все равно в коммерческих реализациях систем обнаружения атак глав-
ным образом используются методы на основе правил, с помощью кото-
рых можно вручную более тонко отслеживать и задавать варьирование 
параметров в наблюдаемой сети. Это объяснимо рядом их сильных сто-
рон, среди которых можно назвать возможность обоснования, почему 
был зафиксирован тот или иной сигнал атаки в конкретный момент вре-
мени, а также возможность более простой настройки системы. На осно-
вании имеющегося набора правил и характеристик трафика можно вы-
явить причину срабатывания этого правила. При использовании средств 
ИАД трудно сделать подобные выводы по отношению к детекторам 
аномалий. Во-первых, сам по себе такой детектор вследствие сложного 
алгоритма обучения и особенностей своего внутреннего устройства 
представляет собой черный ящик, функционирование которого скрыто 
от пользователя и разработчика. Во-вторых, если детектор с течением 
времени постоянно меняется, то это также усложняет задачу объяснения 
того факта, что сигнал тревоги, полученный от детектора, действительно 
является признаком атаки. Для упрощения этой задачи, возможно, по-
требуется дополнительно вводить процедуру сохранения промежуточ-
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ных слепков, отражающих состояния детектора в фиксированные срезы 
времени, чтобы иметь возможность просмотра истории изменения его 
состояний с откатом к предыдущим слепкам. В противном случае, если 
детектор постоянно остается статичным, то это приводит к увеличению 
показателей ложных срабатываний и пропуска атак в будущем. 
Следующей проблемой в области обнаружения аномалий являет-
ся задача определения того, что же все-таки является нормальным тра-
фиком, а что нет. Ведь если надо обнаруживать аномалии, то необходи-
мо определить фильтр нормальности, чтобы максимально полно описать 
нормальную деятельность, откидывать все ненормальные действия и 
обучать модели только на нормальных данных. Как же отличать слу-
чаи, когда действительно легитимный трафик просто меняется, а ко-
гда начинается деятельность, свойственная атакующему? Можно 
предположить, что смена характера трафика сопровождается резким и 
мощным всплеском сетевой активности от конкретного узла или подсе-
ти и существенными отклонениями наблюдаемых статистических пара-
метров. Но здесь возникает обратная сторона такого отчасти ошибочно-
го и поспешного рассуждения: могут возникать редкие варианты, когда 
при малых изменениях значений отслеживаемых признаков все равно 
проводится своеобразная атака. К примеру, атакующий может пытаться 
постепенно обучать детекторы ИАД, очень медленно приспосабливая их 
к все более вредоносной активности (т.н. «эффект кипяченой лягуш-
ки» [85]). После такой подстройки новые детекторы будут принимать 
ранее аномальные образцы как нормальные. Во избежание таких случа-
ев нужно четко понимать, как отслеживаемые данные меняются с тече-
нием времени. Но, к сожалению, это, как правило, трудно осуществимо 
на практике. Поэтому можно обойтись тем требованием, чтобы детекто-
ры расширяли свою область инспектирования очень медленно, кроме 
того, полезно задавать некоторые пороговые значения, дальше которых 
«расширяться» детекторам не дозволено. 
Наконец, последний и, пожалуй, один из самых важных вопро-
сов — как выбирать признаки, характерные для нормального трафика 
и аномалий и пригодные для обучения моделей ИАД? Как один из вари-
антов для решения этого вопроса необходимо опытным путем сначала 
попробовать строить временные последовательности с наиболее полным 
набором признаков, характеризующих наблюдаемые явления в сети, и 
далее на основе экспериментов отсекать все инвариантные свойства, 
которые сохраняются при смене типа трафика, как заведомо неинфор-
мативные. После этого обучение будет проводиться на наборе остав-
шихся атрибутов. Другой способ построения признаков заключается в 
добавлении некоторой автоматизации к описанному выше подходу: сна-
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чала в максимально возможном объеме описывается множество всех 
контролируемых атрибутов, а потом применяются методы корреляци-
онного анализа для устранения компонент, а иногда и их линейных ком-
бинаций, с близкой к нулю дисперсией. Оставшийся набор признаков 
может быть использован для обучения и проверки модели ИАД. 
Итак, какое применение методов ИАД видится к задаче обна-
ружения аномалий? (1) Можно использовать эти методы для задания 
пороговых значений. (2) Можно использовать их для преобразова-
ния (предобработки) входных параметров, к примеру, при помощи 
следующих методов ИАД: метода главных компонент (PCA, principal 
component analysis), сингулярного разложения (SVD, singular value de-
composition), внешне не связанных уравнений (SUR, seemingly unrelat-
ed regressions). (3) Можно использовать их совместно с сигнатурными 
методами на основе правил. 
9. Заключение. В данной работе был проведен сравнительный 
анализ методов обнаружения и классификации сетевых атак. Рассмот-
ренные подходы успешно используются научным сообществом при 
разработке систем обнаружения атак. Предложена классификационная 
схема рассмотренных подходов. Представлены предложения по ис-
пользованию методов интеллектуального анализа данных в задачах 
обнаружения сетевых аномалий. 
В лаборатории проблем компьютерной безопасности 
СПИИРАН в течение последних нескольких лет активно проводятся 
исследования в области обнаружения атак, в том числе в области ис-
пользования многоагентных технологий для обнаружения вторже-
ний [86-88], механизмов защиты от сетевых червей [89, 90], обнаруже-
ния вредоносных файлов [91, 92], использования методов вычисли-
тельного интеллекта и гибридных подходов для обнаружения сетевых 
атак [74, 93, 94].  
Перспективными направлениями при проектировании систем 
обнаружения атак в настоящее время видится гибридизация подходов, 
которая позволила бы совмещать в себе преимущества сигнатурных и 
эвристических методов, а также использование технологий больших 
данных и проактивного мониторинга безопасности [95]. Одним из ос-
новных требований, предъявляемых к данным решениям, является 
обеспечение адаптивной и высоко масштабируемой аналитической 
обработки событий, обеспечивающей интеллектуальное управление 
большими объемами данных о безопасности в реальном или близком к 
реальному масштабе времени. 
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РЕФЕРАТ 
 
Браницкий А.А., Котенко И.В. Анализ и классификация методов 
обнаружения сетевых атак. 
Стремительное развитие компьютерных сетей и информационных тех-
нологий вызывает ряд проблем, связанных с безопасностью сетевых ресурсов, 
которые требуют новых подходов. В настоящее время вопросы построения 
систем обнаружения атак представляют собой актуальное направление в об-
ласти сетевых технологий. 
В работе проводится анализ известных методов для обнаружения и 
классификации сетевых атак, предлагается обобщенная схема классификации 
этих методов. 
Дается анализ поведенческих методов, методов на основе знаний, ме-
тодов машинного обучения и вычислительного интеллекта. Рассматриваются 
также работы, в которых представлены гибридные решения по комбинирова-
нию отдельных решателей.  
 
SUMMARY 
 
Branitskiy A.A., Kotenko I.V. Analysis and Classification of Methods for 
Network Attack Detection. 
The rapid development of computer networks and information technologies 
raises a number of issues related to the security of network resources, which require 
new approaches. Currently, the problems of constructing attack detection systems 
represent the relevant trend in the field of network technologies. 
We examine the known methods for detection and classification of network 
attacks and propose the generalized classification scheme of these methods. 
The analysis of behavioral methods, knowledge-based methods, methods of 
machine learning and computational intelligence is given. We also consider the pa-
pers which contain hybrid solutions of combining the individual classifiers. 
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