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ABSTRACT Migration is a dynamic process in which a cell searches the environment and translates acquired information into
somal advancement. In particular, interneuron migration during development is accomplished by two distinct processes: the
extension of neurites tipped with growth cones; and nucleus translocation, termed nucleokinesis. The primary purpose of our
study is to investigate neurite branching and nucleokinesis using high-resolution time-lapse confocal microscopy and computa-
tional modeling. We demonstrate that nucleokinesis is accurately modeled by a spring-dashpot system and that neurite branch-
ing is independent of the nucleokinesis event, and displays the dynamics of a stochastic birth-death process. This is in contrast to
traditional biological descriptions, which suggest a closer relationship between the two migratory mechanisms. Our models are
validated on independent data sets acquired using two different imaging protocols, and are shown to be robust to alterations in
guidance cues and cellular migratory mechanisms, through treatment with brain-derived neurotrophic factor, neurotrophin-4, and
blebbistatin. We postulate that the stochastic branch dynamics exhibited by interneurons undergoing guidance-directed migra-
tion permit efﬁcient exploration of the environment.doi: 10.1016/j.bpj.2009.04.064INTRODUCTION
Knowledge of the cellular mechanisms involved in migration
is fundamental in understanding a number of disease states
that arise from the failure or dysregulation of such processes
(1,2). Neurons display migratory behaviors characterized by
the extension of neurites tipped with highly motile growth
cones that sense guidance cues and transmit intracellular
signals to produce somal translocation (3,4). Extensive
research has been undertaken to understand the ability of
a neuronal growth cone to navigate and respond to attractive
and repulsive cues (see reviews by (5,6)); however, the
manner in which interactions with the environment crystallize
into neuronal movement remains an area of active research.
Migration is a key component of cortical development as
neuronal progenitors arise in locations distal to where the fully
differentiated neurons reside. The majority of neurons in the
cortex—excitatory projection neurons—are generated locally
in the ventricular germinal zones, and use radial glia to guide
migration (7). In contrast, inhibitory interneurons are gener-
ated outside of the cortex in the developing striatum and rely
on biochemical cues in the surrounding milieu to reach the
developing cortical plate (8–11). Unlike olfactory interneu-
rons in the rostral migratory stream that migrate in chains
(12), the individual searching behavior of cortical interneuron
migration is evidenced in vigorous and dynamic neurite
branching, and in the intermittent leaps made by the nucleus
to advance the cell, termed nucleokinesis (13). Although salta-
tory nuclear translocation and dynamic branch extension and
retraction have been noted (13,14), a study of the precise
nature of the relationship between these two fundamental
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The primary objective of this article is to mathematically
model neurite branching and nucleokinesis to better under-
stand the interplay between the mechanisms of migration.
Cell migration has been studied using a variety of
approaches across a range of spatial and temporal scales.
The study of the spatial trajectories of motile cells, relating
cellular responses to molecular gradients and substrate pertur-
bations, termed taxis, is most often analyzed using the tools of
stochastic calculus, random walks, and diffusion processes
(15–20). In contrast, bottom-up biomechanical models of
cell adhesion, protrusion, and retraction have been proposed
that quantitatively describe defined mechanisms of motion
(21), as a function of factors such as proteins levels marked
by local pH value (22) and actin-myosin density (23). Valida-
tion of a mathematical model of cell migration demands an
experimental paradigm that permits manipulation while
maintaining as close to a realistic environment as possible.
We therefore chose to study organotypic cortical slice cul-
tures, which can be imaged using time-lapse confocal micros-
copy. Although it is known that migrating neurons are
attracted to certain molecular guidance cues and are repelled
by others (24), the recent work of Martini et al. (25) is the first
to study the neurite branching response of interneurons to che-
moattractant signals. Their qualitative results suggest a role
for the orientation of the leading neurite branch in navigating
a chemoattractant gradient and highlight the relevance of
branching dynamics to guidance-directed migration.
Quantitative modeling of neurite branch dynamics has
largely focused on axon guidance in postmigratory neurons
from, for example, the continuum models of neurite growth
as a function of intracellular factors including tubulin con-
centration (26) and intracellular calcium concentration
(27). Functions of extracellular cues have similarly been
700 Britto et al.modeled; for example, the stochastic and deterministic
behaviors of growth cone pathfinding subject to attractive
and repulsive substrate guidance cues (28), and models of
axonal chemotaxis that can replicate empirical growth cone
navigation data (29). The migrating interneuron involves
growth cone guidance, with the additional complexity of
nuclear locomotion and its relationship to the search
dynamics of the branches.
Using high-resolution time-lapse confocal microscopy,
we have studied the pioneering population of interneurons
that migrate into the embryonic cortex. We utilized a
5-min interframe imaging protocol, necessary to capture
the fast dynamics of neurite branches. Our results demon-
strate that a stochastic birth-death model of neurite branching
accurately and robustly accounts for the observed branch
dynamics. Models similar to the birth-death model we posit
here have been applied elsewhere in the biological domain
(30), for endothelial cell locomotion (31) and for modeling
the dynamics of the actin filament network associated with
lamellipodia extension (32). Concomitant to demonstrating
the stochasticity of the neurite branch dynamics, we
conclude that the temporal dynamics of branching can be
considered separately from the events of nucleokinesis.
Our results lead us to hypothesize that the highly dynamic
branching employed by migrating interneurons is conceptu-
ally analogous to a stochastic search algorithm, in which an
unknown environment is efficiently searched through
directed, yet random, exploration.
METHODS
Time-lapse imaging of organotypic slice cultures
Experiments were undertaken with the approval of the Howard Florey Insti-
tute Animal Ethics Committee and conform to the Australian Code of Practice
for the Care and Use of Animals for Scientific Purposes (seventh edition,
2004). Organotypic slice cultures of embryonic day 12.5 embryos were
prepared using glutamic acid decarboxylase 67 knock-in green fluorescent
protein mice (GAD67GFP/þ) as previously described (33). Media was supple-
mented with 100 ng/mL recombinant human brain-derived neurotrophic
factor or 100 ng/mL recombinant human neurotrophin-4 (kind gift from
Dr X. Fu) or 70–100 mM blebbistatin (Tocris Bioscience, Ellisville, MO)
for the entire duration of the culture. Interneurons positive for GFP were
imaged on an inverted Axiovert 200-LSM5 Pascal confocal microscope
(Zeiss, Oberkochen, Germany). All images were captured using a 10 objec-
tive (2 digital zoom) and an optical slice<10mm. Two time-lapse protocols
were used for image acquisition: 5-min intervals for up to 4 h in a 37C, 5%
CO2 humidified stage incubator, and 30-min intervals for which cultures were
incubated at 37C, 5% CO2 and placed at room temperature for imaging.
Neuron tracking
The initial population of interneurons migrating with branches visible for >15
time-intervals was tracked using in-house software developed in MATLAB
(The MathWorks, Natick, MA). The position of the nucleus center-of-mass
at each frame, xt ¼ (xt, yt), was recorded at time instants t ¼ 0, Dt, 2Dt,., T,
where Dt is the imaging interval and T is the total imaging time. The
neuron morphology was manually delineated at each frame to indicate the
position of all branches and branch-points. Unique identifiers were given toBiophysical Journal 97(3) 699–709each branch and branch-point, which allowed tracking through the image
sequence with respect to parent branch-points and sibling branches. Branches
tipped and not tipped by active growth cones were not differentiated.
The onset and offset times, ton and toff, of each nucleokinesis event for
each neuron were manually recorded via the tracking software. A nucleoki-
nesis onset was declared when a previously stationary nucleus made a
movement in one interframe interval that exceeded the background level
of interframe positional disturbance. The nucleokinesis offset was marked
as the frame at which the nucleus’ interframe movement ceased.
Model of branch dynamics
Interarrival times of branches for each interneuron and the lifespan of each
individual branch were calculated from the tracked data. Exponential proba-
bility density functions (pdfs) were fit to the resultant interarrival time and life-
span histograms. The interarrival time, u > 0, was parameterized by rate, l,
pðuÞ ¼ lelu: (1)
The reciprocal of the rate, 1/l, is the average interarrival time of the
branches. Similarly, the branch lifespan, v> 0, was parameterized by rate, m,
pðvÞ ¼ memv: (2)
Here the reciprocal of the rate, 1/m, is the average lifespan of the branches.
Continuous-time, discrete-state, Markov chain models of branch
dynamics, equivalently termed birth-death processes, were formulated to
model the interneuron branch dynamics. For each birth-death model, the
system state at time t was defined to be the number of branches in the
neuritic arbor at time t, with transition probabilities between states determined
by birth and death rates. The birth rate of a birth-death process is associated
with the Markov chain’s forward transition probabilities, and is given by
the parameter, l, of the interarrival distribution, Eq. 1. The death rate is
associated with the Markov chain’s backward transition probabilities, and
is given by the parameter, m, of the lifespan distribution, Eq. 2. Determining
the functional form of these associations among l, m, and the Markov chain
transition probabilities is the art of modeling the system. Various birth-death
models of the interneuron branch dynamics are hypothesized and tested in
Results.
Model of nucleokinesis dynamics
The dynamics of the interneuron nucleus during nucleokinesis were
modeled by a mass-spring-dashpot system, where the mass of each nucleus
was assumed to be equal. Displacement of the nucleus was measured by
accumulated distance, rt, during the nucleokinesis event from the marked
onset frame at time ton (accumulated distance zero) to the marked offset
frame at time toff. That is, for any time t during nucleokinesis,
rt ¼ kxt  xtDtk þ rt1;
t ¼ ton þ Dt; ton þ 2Dt;.; toff ; ð3Þgf
where Dt is the imaging interval. Accumulated distance is equivalent to the
straight-line distance from initial position, as during nucleokinesis, the
nucleus movement is linear.
The spring-dashpot system, equivalently a second-order damped
harmonic oscillator, is
€rt þ c_rt þ krt ¼ 0; (4)
where k is the spring constant, c the damping factor, and here subscript t
indexes continuous time.
The spring-dashpot response, derived by solving Eq. 4 subject to
boundary conditions, rton ¼ 0 at nucleokinesis onset, rtoff at nucleokinesis
offset, and initial velocity estimate _rton , is given by
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FIGURE 1 Migratory behaviors of cortical interneurons. (A) Schematic depicting migration of interneurons from the medial ganglionic eminence (MGE)
into the cortex. Organotypic slices of E12.5 GAD67GFP/þ cortex at (B) 4 h and (C) 24 h in culture. (D) Images of control, (E) BDNF, and (F) blebbistatin-
treated interneurons show changes in cellular morphology. (G) Time-lapse sequence of migrating interneuron taken at 5-min intervals. (H) Schematic of
tracked time-lapse sequence showing nucleus (black circle), branches (color circle), and branch points (black square). Each branch is assigned a color to repre-
sent the hierarchy of origin. Scale bars: (B and C) 200mm; (D–G) 20 mm.rt ¼ rtoff ð1  eg1tÞ 
g1rtoff þ _rton
g2  g1
ðeg1t  eg2tÞ; (5)
where c ¼ – (g1 þ g2) and k ¼ c2/((g2 – g1)2 þ 4). For each nucleokinesis
event, the parameters k and c were estimated by a nonlinear least-squares fit
of the accumulated distance to the time response in Eq. 5.
Statistical analysis
Empirical pdfs were formed from histograms by normalizing the area under
the histograms to one, thus transforming frequency to probability. The two-
sample Kolmogorov-Smirnov test was applied to the null hypothesis of
equal cumulative distribution functions. The null hypothesis of equal group
medians was tested via the Kruskal-Wallis nonparametric one-way ANOVA
test. Hotelling’s T-square test was used to test the null hypothesis that the
estimated spring-dashpot parameters were equal between control and treat-
ment. The time interval between a nucleokinesis event and subsequent
branch birth was tested for memorylessness by a Kolmogorov-Smirnov
test of an exponential fit of the observed intervals. A similar test was applied
to the interval between a nucleokinesis event and subsequent branch death.
RESULTS
Interneuron migration during cortical
development
To observe the manner in which interneurons migrate, we
performed time-lapse imaging of slice cultures obtained
from GAD67GFP/þ mice (34). Organotypic cultures ofembryonic day 12.5 embryos show GFP expressed by inter-
neurons generated in the medial ganglionic eminence, and
migration into the naı¨ve cortex after 24 h (Fig. 1, A–C).
The processes by which interneurons migrate are consistent
with established rules of neuronal migration (35). Initially,
a leading branch capped by a growth cone extends in the
direction of migration (arrow, Fig. 1 G). New branches are
created by the formation of a new growth cone (arrowhead,
Fig. 1 G) or division of the leading growth cone to generate
a pair of branches (arrow, Fig. 1 G). Subsequent cytoplasmic
dilation in the leading branch immediately ahead of the
nucleus is observed before translocation of the nucleus
(asterisk, Fig. 1 G). We tracked the location of each branch
and branch-point through the image sequences, recording the
hierarchical arrangement of the neuritic arbor through time
(Fig. 1 H, Movie S1 in the Supporting Material). Our obser-
vations confirm previous findings (8,13) that migrating inter-
neurons display repeated rounds of branch extension and
retraction, accompanied by sudden leaps in nuclear position
(Movie S2).
The stochastic nature of branch dynamics
Our observations of interneuron branching lead to the
hypothesis that the dynamics of the neuritic arbor are well
modeled by a birth-death process. The birth process isBiophysical Journal 97(3) 699–709
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FIGURE 2 Stochastic dynamics of neurite branching in
control interneurons. (A) Histogram of branch interarrival
times and best-fit exponential pdfs (Eq. 1, solid lines). (B)
Histogram of branch lifespans and best-fit exponential
pdfs (Eq. 2, solid lines). (C) Histogram of neuritic arbor
size overlaid by empirically derived shifted Poisson distri-
bution (Eq. 10, solid line) parameterized by re, correspond-
ing to the model in panel I. Hypothesized models of neuritic
arbor dynamics: (D) ordained branch retraction model in
which only one branch is available for the next retraction
(equivalently a single-server queue). (E) No steady-state
distribution exists as l/m > 1 for control interneurons (see
Table 1). (F) Unrestricted branch retraction model (equiva-
lently a multiserver queue). (G) Histogram of neuritic arbor
size overlaid by steady-state Poisson distribution (Eq. 8,
solid line) parameterized by br. (H) Restricted branch retrac-
tion model, based on the observation that migrating
interneurons always display one or more branches. (I)
Histogram of neuritic arbor size overlaid by steady-state-
shifted Poisson distribution (Eq. 10, solid line) parameter-
ized by rm (Eq. 11).defined by the time interval between two consecutive branch
births, termed the branch interarrival time. The death process
is defined by the length of time for which a branch exists,
termed the branch lifespan. Empirical distributions of branch
interarrival times and branch lifespans in the neuritic arbors
of control neurons (n ¼ 17) are displayed in Fig. 2, panels A
and B, respectively.
The memoryless property of branch interarrivals and life-
spans is demonstrated by the fit of exponential distributions
to each of the empirical pdfs, shown as solid lines in Fig. 2
(see Methods for optimization details). The interarrival rate
parameter, l, is the birth rate of the branches. The lifespan
rate parameter, m, is the death rate. The reciprocal of the
rates, 1/l and 1/m, define the average interarrival time and
average lifespan, respectively. Estimated values for l and
m for the control interneurons, derived from the best fit expo-
nential distributions, are listed in Table 1.
The accurate description of branch interarrival and life-
span dynamics by exponential distributions leads to the
formulation of the temporal population branch dynamics as
a continuous-time, discrete-state Markov chain model. The
state of the Markov chain at time t is the number of branches
in the neuritic arbor at that time, indicated by nodes in a state
diagram. We hypothesize three models that may be reason-
ably expected to describe the dynamics of the neuritic arbor,Biophysical Journal 97(3) 699–709and demonstrate that only one of the three models reflects the
experimental data.
The first model encapsulates the hypothesis that at any
point in time, there is a chosen branch that will retract.
Thus, the interneuron acts as a single-server queue to service
each branch that is thus ordained. The state diagram for this
model is depicted in Fig. 2 D, with single-server queue
dynamics of forward transition probabilities, l, and backward
TABLE 1 Model-based and experimental data-derived
parameter estimates of the birth-death model of branching
dynamics
Time-interval
5 min 30 min
Birth rate Death rate Model-based Empirical Empirical
Treatment l (min1) m (min1) rm re re
Control 0.061 0.037 2.66 3.07 3.43
BDNF 0.102 0.032 4.15 4.16* 5.30y
Blebbistatin 0.043 0.026 2.66 3.00 3.03
NT-4 — — — — 4.45y
Statistical analysis performed on data distributions from which these param-
eters are estimated.
*Test for the null hypothesis of equal cumulative distribution shape between
treatments, KS-test, p < 0.0001.
yTest for the null hypothesis of equal group medians between treatments,
KW-test, p < 0.0001.
Dynamics of Interneuron Migration 703transition probabilities, m. For the control interneuron esti-
mated rate parameters (Table 1), the birth rate, l ¼ 0.061, is
greater than the death rate, m ¼ 0.037. The model therefore
predicts that the number of branches in the neuritic arbor
grows unbounded over time, and no steady-state distribution
of the number of branches exists (Fig. 2 E).
This model of ordained branches is therefore discredited
from modeling the branch dynamics.
The second hypothesized model is one of unrestricted
branch retraction, that at any point in time, any of the exist-
ing branches may retract. Thus, the backward transition
probabilities are state-dependent; for j branches in the arbor,
the probability of transitioning to j – 1 branches is given by
jm, as in a dynamic multiserver queue where the number of
servers equals the number of branches. The state diagram
for this second model is depicted in Fig. 2 F. The steady-state
branch distribution is derived from the flow-balance relations
of the Kolmogorov equations and the fact that probabilities
must sum to one,
ðl þ jmÞpj ¼ lpj1 þ ðj þ 1Þmpjþ 1; (6)
XN
j¼ 1
pj ¼ 1: (7)
The solution is the Poisson distribution,
pj ¼ e
rr j
j!
; jR0; (8)
where parameter r ¼ l
m
is the mean number of branches in the
neuritic arbor. An estimate of r, br, can be formed from the
estimated birth and death rate parameters of the control inter-
neurons, giving br ¼ 1:66. Fig. 2 G plots the Poisson distri-
bution parameterized by br, overlaid on the empirical pdf
of the branch data. It is evident that this second model also
provides an unsatisfactory fit to the experimental data.
The third model is derived from the observation that
a migrating interneuron never exhibits less than one branch.
We therefore build this into the model: the state diagram
commences at state 1 and the number of branches that are
available to retract in a neuritic arbor containing j branches
is j – 1. The resultant state diagram is shown in Fig. 2 H.
The flow-balance equation, Eq. 6, is now
ðl þ ðj  1ÞmÞpj ¼ lpj1 þ jmpjþ 1; (9)
which, together with Eq. 7, has the solution of a shifted
Poisson distribution,
pj ¼ e
ðr1Þðr 1Þðj1Þ
ðj  1Þ! ; jR1; (10)
where the mean number of branches, r, is now
r ¼ l
m
þ 1: (11)A model-based estimate of the mean number of branches, r,
is formed from the estimated rates, as rm ¼ l/m þ 1 ¼ 2.66.
The shifted Poisson distribution parameterized by rm is
depicted in Fig. 2 I, well describing the experimental data.
For comparison with the model-based shifted Poisson
distribution, an empirical distribution can also be formed
by directly finding the best fit of Eq. 10 to the experimental
data, with estimated parameter re. For the control interneu-
rons, re ¼ 3.07, which fits the data extremely well (Fig. 2 C)
and is in good agreement with the rm estimate (Table 1).
Stochastic model of branch dynamics
encompasses perturbations
The branching dynamics were disrupted by treating cortical
slices with either BDNF or blebbistatin. In this context,
BDNF is known to be a positive guidance cue that directs
interneurons into the cortex (8). We anticipated that pertur-
bation of this directional cue would affect the movement
and branching dynamics of interneurons. BDNF has also
been described as a pro-branching factor that increases
dendritic branching of cortical neurons (36,37), and therefore
we hypothesized that the average neuritic arbor size would
grow under the influence of BDNF. Blebbistatin, a specific
myosin II ATPase inhibitor, is known to affect branching
by disruption of actin-bundle turnover in growth cones
(38) and by inhibition of nucleus displacement (13,39).
Our a priori expectation on the likely effect of blebbistatin
on the branching dynamics was that the disruption to nucleus
movement and actin-bundle turnover would slow the turn-
over rate of branches in the neuritic arbor.
Both the BDNF and blebbistatin treatments induced
striking but dissimilar changes to interneuron morphology
(Fig. 1, E and F). Our hypothesis that the average neuritic
arbor size would grow for interneurons cultured in the pres-
ence of BDNF (n ¼ 13) could be achieved by a reduction in
branch death rate (increase in lifespan) and/or an increase in
branch birth-rate. The results displayed in Fig. 3, A and C,
demonstrate that indeed both of these mechanisms occurred,
with a 1.7-fold increase in branch interarrival rate and
a 1.2-fold decrease in branch death rate compared to control
(Table 1). In contrast to the BDNF treatment, blebbistatin-
treated neurons (n ¼ 17) caused a 1.4-fold decrease in birth
rate and a 1.4-fold decrease in death rate (Fig. 3, B and D,
and Table 1).
As with the control population, the estimates of r from the
shifted Poisson distribution defining the steady-state distri-
bution of the neuritic arbor can be calculated in two ways.
Empirical estimates, re, can be calculated by directly fitting
the shifted Poisson distribution (Eq. 10) to the experimental
data (Fig. 3, E and F, and Table 1). Model-based estimates,
rm, can be estimated from the birth- and death-rate estimates
using Eq. 11. The equilibrium distribution of branches
computed using both re and rm for the BDNF and blebbista-
tin treatments reveal an intriguing property of the branchBiophysical Journal 97(3) 699–709
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FIGURE 3 Birth-death model results for neurite branch
dynamics in the presence of BDNF and blebbistatin. Histo-
grams of branch interarrival times and best-fit exponential
pdfs (Eq. 1, solid lines) for (A) BDNF and (B) blebbistatin.
Histograms of branch lifespans and best-fit exponential
pdfs (Eq. 2, solid lines) for (C) BDNF and (D) blebbistatin.
Histograms of neuritic arbor size overlaid by empirically
derived shifted Poisson distributions (Eq. 10, solid lines)
parameterized by re for (E) BDNF and (F) blebbistatin.dynamics. BDNF shows a 1.6-fold increase in neuritic arbor
size, and a concomitant positive skew of the distribution,
relative to control (Fig. 4). However, despite blebbistatin
altering birth and death rates, the overall neuritic arbor size
is conserved and is equivalent to that of the control neurons
(rBlebm =r
Cont
m ¼ 1:0075 and rBlebe =rConte ¼ 0:9772; see Fig. 4).
Validation of the stochastic branch dynamics
Having demonstrated the utility of the birth-death process in
modeling the branch dynamics under control and two per-
turbed experimental treatments, we tested the applicability
of the same model to independent time-lapse sequences
acquired at a different time interval. We analyzed images
collected at 30-min intervals and constructed data distribu-
tions of the observed arbor size of neurons (Fig. S1). The
longer imaging interval precluded accurate measurement of
branch birth and death rates, as these processes occur on
a faster timescale. Nonetheless, validation on this second da-
taset ensures that the modeling results are not a consequence
of the original 5-min imaging protocol. We calculated pdf
curves using the average branch numbers from the observed
data and the shifted-Poisson model (Eq. 10). These pdfs are
displayed over the histograms for control (n¼ 44; Fig. S1 A),
BDNF (n ¼ 11; Fig. S1 B), and blebbistatin-treated neuronsBiophysical Journal 97(3) 699–709(n ¼ 13; Fig. S1 C). Of notable interest is the close agree-
ment between the empirical pdfs and the data histograms,
indicating that the birth-death model fits the 30-min imaging
sequences well. Moreover, the re estimated from the 30-min
data are in close agreement with the 5-min datasets (Table 1).
These results indicate that the birth-death model robustly
describes the branch dynamics displayed by both normal
and perturbed migrating interneurons.
The observed responses of interneurons to BDNF do not
differentiate between its role as a pro-branching factor and
a guidance cue. To address this, we treated neurons with neu-
rotrophin-4 (NT-4; n ¼ 20), which is thought to affect only
the guidance cue aspects of interneuron migration (8). The
resultant 1.3-fold increase in the average branch number
(Table 1) and positive skew of the branch number distribu-
tion (Fig. S1 D) can be attributed to the effect of the per-
turbed guidance cues without the confounding effect of
altered branching mechanisms (40).
The conserved nature of nucleokinesis dynamics
Nucleus movement occurs in a saltatory fashion, with an
initial strong acceleration progressing the nucleus in a leap,
followed by a decreasing velocity as the nucleus reaches
the final position. The observation of this form of motion
Dynamics of Interneuron Migration 705suggested characterization of the nucleokinesis dynamics by
a spring-dashpot system model (detailed in Methods). The
trajectory of each nucleokinesis event, represented as accu-
mulated distance, was calculated from the experimental
data and is shown in Fig. 5 as solid lines for control
(n ¼ 29; Fig. 5 A), and as BDNF-treated (n ¼ 32; Fig. 5 B).
Only neurons tracked in the branching dynamics analysis
were monitored for nucleokinesis events, thus allowing direct
evaluation of alterations in neuritic arbor size.
The optimal spring-dashpot trajectory for each nucleoki-
nesis event was determined using Eq. 5, shown as dotted
lines for each nucleokinesis event in Fig. 5, A and B, in close
agreement with the experimental data curves. The estimated
parameters of each nucleokinesis event are plotted for the
control and BDNF conditions in Fig. 5, C and D. There is
no statistically significant difference in the estimated param-
eters for BDNF and control interneurons, as tested by Hotel-
ling’s T-square test. This suggests that despite perturbation
of the neuronal arbor, once the nucleokinesis event is initi-
ated, the nucleus moves with deterministic dynamics
described by spring-dashpot parameters that are conserved
across perturbations to branching. Interestingly, the esti-
mated spring-dashpot parameters closely follow a critically
damped system (white lines, Fig. 5, C and D). There were
two control (of n¼ 29) and seven BDNF (of n¼ 32) outliers
outside the range of these plots.
The timing of nucleokinesis events was not predictive of
branch dynamics, as statistically analyzed by applying a Kol-
mogorov-Smirnov test to the distribution of time intervals
FIGURE 4 Comparison between empirically derived branch populations
and model-based predictions. Probability distribution functions (Eq. 10) of
average branch numbers derived from model-based and empirically-derived
estimates, rm and re, respectively. The BDNF distribution (KS-test,
p < 0.0001) and median branch number (KW-test, p < 0.0001) are signif-
icantly different to control and blebbistatin.between nucleokinesis events and branch births, and simi-
larly branch deaths. No significant difference to a memory-
less exponential distribution was found in either case
(Fig. 6, A–D). We conclude that had nucleokinesis been
predictive of branch dynamics, correlative structure would
have been present. We examined in detail the displacement
of leading neurite branches during nucleokinesis events.
Two exemplar neurons undergoing nucleokinesis, one
control and one BDNF-treated, were tracked across six
image frames, as depicted in Fig. 6, E and F. The lengths
of the asterisk-marked branches are plotted over time. These
results clearly demonstrate a monotonic and linear increase
in the length of the leading neurite branches through the
nucleokinesis events.
DISCUSSION
The biological mechanisms by which cortical interneurons
migrate from their birthplace in the medial ganglionic
eminence to their final layered destinations in the developing
cortex are of fundamental importance in brain development,
as disruption to this process leads to a number of neurolog-
ical disease states (1). The analyses of previous studies
have been descriptive, providing information about the role
of molecular guidance cues in migration. For example, inter-
neurons are known to be attracted to certain molecular guid-
ance cues, such as BDNF and NT-4, and repelled by other
cues, such as slits (8–11,24). The use of organotypic slice
cultures ensures that the interneurons are in as close to a real-
istic environment as is experimentally possible. Although
there are limitations with this methodology, for example
photobleaching and limited numbers of isolated cells, this
is the current technology for this type of study.
Our study has investigated the relationship between two
fundamental migration mechanisms—the branch dynamics
and nucleokinesis of individual cells using high-resolution
time-lapse confocal microscopy. Our primary observation
regarding the branch dynamics is that the interneuron
employs a stochastic search strategy, as branch interarrival
and lifespan intervals were shown to be exponentially distrib-
uted. The memoryless property of the exponential distribution
leads to the conclusion that the neuron’s decision to extend
and retract a branch is independent of previous branching
history. The independence properties of interneuron branch-
ing were further elucidated by the evidence that a Markov
chain model of the neuritic arbor in which a chosen or
ordained branch retracts or splits to form a new branch is an
unstable model without a steady-state solution that reflects
the experimentally measured neuritic arbors. Instead, it was
demonstrated that the best model is one in which all branches
except one, are able to give rise to a branching or retraction
event at any point in time. As observed experimentally, inter-
neurons do not migrate without at least one branch.
Having derived a birth-death model in close agreement
with the control interneuron data, we hypothesized the effectBiophysical Journal 97(3) 699–709
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FIGURE 5 Nucleokinesis dynamics are unperturbed by
branching disturbance. Plots show accumulated distance
of nucleus movement over time from experimental data
(solid line) and model-based predictions (dotted line) for
(A) control and (B) BDNF-treated interneurons. Distribu-
tion of estimated parameters, k and c, for (C) control and
(D) BDNF showing no significant difference between
control and treatment (Hotelling’s T-square test). Open
lines depict critical damping, k ¼ c2/4.of perturbing the system with BDNF and blebbistatin, two
factors known to affect branching, and subsequently tested
the model via experimental manipulation. The hypothesized
increase in branch numbers predicted for the addition of
BDNF was indeed reflected in the data, with the estimated
model parameters displaying both an increase in branch birth
and an increase in branch lifespan, indicating an increased
stimulation of neurite formation, and that, on average, each
neurite exists for a longer period. This is to be expected
from neurons responding to a disruption of guidance cues or
a pro-branching factor, both properties of BDNF (36,37). In
contrast, blebbistatin decreased the branch birth rate and
increased the branch lifespan, quantifying the notable
morphological effects seen in the time-lapse experimental
data where the branches of blebbistatin-treated neurons
persist for longer periods of time. This is in agreement with
Ro¨sner et al., who demonstrated that blebbistatin causes elon-
gation of neurites in chicken medulla neurons (41). Remark-
ably, however, the overall population dynamics of the neuritic
arbor were conserved under application of blebbistatin, from
which we speculate that interneurons have a preferred
morphology that is maintained under perturbation to the cell
mechanics, such as the disruption of actin-bundle turnover
in growth cones caused by blebbistatin (38), but which is
affected by explicit branching disturbances such as BDNF.Biophysical Journal 97(3) 699–709The validation of the stochastic branching model on inde-
pendently acquired data with a 30-min imaging paradigm
also provides clues regarding the mechanisms by which
BDNF affects branch dynamics. It was shown that applica-
tion of the extrinsic guidance cue NT-4 increased branch
numbers to a lesser degree than BDNF. We hypothesize
that it is the superposition of the intrinsic pro-branching
and extrinsic guidance cue disturbances caused by BDNF
that is responsible for the larger perturbation to preferred
interneuron morphology than guidance cue disturbance
alone.
The orthodox neurobiological view of the mechanisms of
migration is that extracellular guidance cues are transmitted
through intracellular signaling mechanisms to trigger the
nucleus movement toward a chosen leading neurite (42).
According to this notion, a one-to-one relationship between
branching and nucleokinesis would predict perturbed migra-
tory characteristics in response to changes in neuritic arbor
size. Our results do not support this hypothesis. The
BDNF treatment increased neuritic number, but there was
no difference in the frequency of nucleokinesis events, or
accumulated or net distances traveled (data not shown).
What is evident from our analysis of nucleokinesis is that
the dynamics of nucleokinesis are intrinsic to the inter-
neuron. That is, once the choice of a leading neurite is
Dynamics of Interneuron Migration 707A
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FIGURE 6 Relationship between branch dynamics and
nucleokinesis. Histograms and best-fit exponential distribu-
tions of time intervals between nucleokinesis onset and
branch (A) births and (B) deaths for control interneurons,
and (C) births and (D) deaths for BDNF interneurons.
Example of (E) a control interneuron and (F) a BDNF-
treated interneuron undergoing nucleokinesis. The leading
branch in each case (marked by * in first and last frames)
grows throughout the nucleokinesis event.made, the nucleus moves with conserved dynamics despite
the degree of branching in the neuritic arbor.
The translocation of the nucleus along a chosen branch
only as far as the stationary branch-point, where two
branches fork, effectively isolates the nucleus movement
from the branch extension and retraction. This reflects the
motion of the microtubule-organizing center in shuttling
between the soma and branch point (13,14). The weight of
experimental evidence—including a counter-example
demonstrating that, contrary to current opinion (13,25), the
leading growth cone does not necessarily pause during
nucleokinesis, and our model-based analyses—leads us to
hypothesize that the temporal branching dynamics during
interneuron migration can be considered in isolation from
the events of nucleokinesis. Note that we do not claim that
the event of branching itself is decoupled from nucleokine-
sis; signaling unequivocally occurs from the growth cones
to the microtubule-associated proteins that coordinate the
position of the microtubule organizing center and hence,
soma (4,13). Our results do, however, clarify how nucleus
movement and the temporal extension and retraction of
branches can occur as independent processes (3). Future
work will explore bottom-up models of nucleokinesis inthe vein of previous biomechanical models of cell motility
(22,23).
An analog stochastic search algorithm
We hypothesize that the interneuron branch dynamics
perform an optimized and parallel stochastic search of the
unexplored environment, as a biological analog of a Markov
chain Monte Carlo (MCMC) method. MCMC algorithms are
used to efficiently explore high-dimensional and multimodal
probability density functions (43). From a given position in
parameter space at which the pdf has been sampled, a random
new position in the parameter space is drawn from a chosen
proposal density, with the move accepted if the pdf at the
new position exceeds the current pdf value, or with a nonzero
probability otherwise. We postulate that the distribution of
guidance cues in the substrate is analogous to a pdf, with
attractive and repulsive zones forming the peaks and troughs
of the pdf, respectively. Each growth cone samples the
substrate and moves to a new position according to intrinsic
rules of GC guidance (proposal density). Rather than a single
sample at each time point as with a traditional MCMC
method, the growth cones act as a parallel array of searchingBiophysical Journal 97(3) 699–709
708 Britto et al.mechanisms. Analogous to disconnected jumps in parameter
space, abrupt changes in physical location are achieved by
the emergence of new branches, enabling the search to
further avoid being trapped in local minima or maxima.
Evidence in support of the stochastic search hypothesis is
found in the memoryless properties of branch interarrival
and lifespan and the corresponding Markov-chain branch
population dynamics. Further evidence is provided by the
persistent branching behavior of in vitro cultured interneurons
removed from their natural environment (data now shown,
and (13)). The supposition that an interneuron explores a
novel area of the environment through the extension of
a new branch, analogous to a jump in the parameter space
of a MCMC search algorithm, is supported by recent work
in which interneurons were shown to project a new branch
in the direction of an attractive cue (25). Full experimental
testing of the stochastic search hypothesis, however, requires
that the substrate be able to be manipulated with precision,
requiring both knowledge of substrate composition beyond
that currently achievable, and the modification of an experi-
mental assay for generating realistic molecular gradients (44).
Our study has focused on the dynamics of neurite branch-
ing. At the level of the growth cone, a similar analog
stochastic search hypothesis has previously been posited.
Modeled by a two-state random process with nonexponen-
tially distributed states of growth and shrinkage (45,46),
microtubule assembly and disassembly was hypothesized
by Holy and Leibler (47) to form an efficient spatial search
mechanism. This work was recently extended in an elegant
simulation study (48), which further hypothesized the role
of microtubule instability beyond postmigratory growth-
cone pathfinding to cell motility.
In summary, our analysis of the dynamics of interneuron
migration has revealed aspects of the process that both extend
the results of traditional descriptive analyses and complement
previous mathematical models of cell motility. Our results
provide insight into the stochastic search mechanism at play
in interneuron migration and the conserved, intrinsic nature
of nucleokinesis and branching. Given future advances in
experimental techniques, the models of temporal dynamics
we have presented can be expanded to include the directional
decision-making processes of migrating interneurons.
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