In this paper we are interested in spectral decomposition of an unbounded operator with discrete spectrum. We show that if A generates a polynomially bounded n-times integrated group whose spectrum set σ(A) = {iλ k ; k ∈ Z * } is discrete and satisfies 1 |λ k | ℓ δ n k < ∞ (n and ℓ nonnegative integers), then there exists projectors (P k ) k∈Z * such that
Introduction and notations.
The aim of this paper is to give a spectral decomposition result for the generator of polynomially bounded integrated group with discrete spectrum. For the generator A of a bounded C 0 -group on a Banach space E, there exists a large literature of spectral theory. The introduction of the spectral theory was strongly motivated by operator algebras (see for instance the work of [24] ), and was further developed in the course of applications to groups of automorphisms of operator algebras (see for example [10] ). Always in the framework of the generator of bounded groups, Gelfand's theorem (1941) [16] gives the equivalence between the spectrum of A is zero, σ(A) = {0} and A is trivial, A = 0.
Recently, related topics to Gelfand's theorem has been extensively developed in a more general framework than bounded groups. (see [1] , [5, Chapter 4] , [27] and the references therein). Let's fix some notations: A will denote a linear (unbounded) operator on a Banach space E with discrete spectrum 1 σ(A) = {iλ k ; k ∈ Z * } and for all k ∈ Z * define
where γ k := C(λ k , r k ) is the positively oriented circle centered at λ k and r k sufficiently small so that |λ k − λ ℓ | > r k for ℓ = k. An important question is the spectral decomposition of A (see for instance [5, Chapter 4] and [6] ): For which subspace Y ⊂ X do we have for x ∈ Y :
and then for x in some subspace Z ⊂ Y we get
In the case of bounded groups, if sup k P k < ∞ and if k |λ k | −1 < ∞ then one has, for x ∈ D(A), k P k x is normally convergent to x.
Unfortunately the framework of bounded groups fails for several applications. A typical example is the Schrödinger operator i∆ on L p (Ω) with Dirichlet or Neumann boundary condition for p = 2. In fact, for bounded domains Ω ⊂ R N and using Sobolev embedding, Arendt showed in 1991 [3] that i∆ (with Dirichlet or Neumann boundary condition) generates a k-times integrated group, that is polynomially bounded, for k >
It should be noticed also that El-Mennaoui and Kyantuo showed that the order
| is optimal, see for instance [13] , and hence i∆ does generate a C 0 -group in this case. Except spectral distributions, there is no corresponding spectral theory for integrated groups. The notion of spectral distributions have been introduced in 1991. The special case of temperate integrated groups has been extensively studied. See for instance [8] , [20] , [21] and [14] . In [15] , using spectral distributions, Fakhri and Jazar showed that if A generates a bounded group then the two equalities (2) and (3) hold true for all x in some dense subspace without any additional condition. The notion of integrated semigroups was introduced by Arendt [2] in 1987. An operator A generates a n-times integrated semigroup {S(t)} (n ∈ N) if and only if there exists w ∈ R such that
for Reλ > w. The n-times integrated group is said to be polynomially bounded if there exists a positive integer k and a positive constant C such that S(t) ≤ C(1 + |t| k ) for all t. The n-times integrated group is said to be temperate if there exists a positive constant C such that S(t) ≤ C|t| n . In this paper we will show that the decomposition (2) holds true for all x ∈ D(A ℓ ) for some power ℓ, where A is the generator of polynomially bounded n-times integrated group with discrete spectrum. Throughout this paper we suppose in addition (rescaling A if needed) that (λ k ) k∈Z * is an increasing sequence, λ k > 0 for k > 0 and λ k < 0 for k < 0. In the second section we prove (Theorem 1) a separation result that permits to find two closed subspaces E − and E + invariant by the integrated group such that σ(
In the third section the bounded group case is considered. The fourth section is devoted to the integrated group case (Theorem 3) with some additional conditions on |λ k | −1 and on the distance separating successive elements of the spectrum.
In the last section we apply our results to Schrödinger operators on L p spaces.
Some general separation results
Given a linear operator T on a Banach space E with spectrum σ(T ) = σ 1 ∪ σ 2 , union of two closed disjoint sets with σ 2 compact, it is well known that
, where Γ is any bounded path surrounding σ 2 , defines a a bounded projector and then we have the following decomposition: E = E 1 ⊕ E 2 , where E 2 := P 2 E = Im P 2 and E 1 := ker P 2 , and if we denote by T 1 := T |E 1 and T 2 := T |E 2 , the part of T on E 1 and E 2 respectively, then σ(T 2 ) = σ 2 and σ(T 1 ) = σ 1 . But if σ 1 and σ 2 are not bounded, the associated projectors are not necessarily bounded. Consider, for example, the operator T = The aim of this section is to show the following "separation" theorem:
Then there exists two closed subspaces E − and E + of E invariant by (S(t)) t∈R such that D(A) ⊂ E − ⊕ E + and A − := A | E − (resp. A + := A | E + ) generates n-times integrated group satisfying the same boundedness property and whose spectrum σ(A − ) = σ − (resp. σ(A + ) = σ + ).
For all k ∈ Z * , define the spectral projection P k by
where
We will need the following generalization of Gelfand's theorem, for the proof we refer to [12, Proposition 8.1] .
Proposition 1 [12, Proposition 8.1]
Let A be the generator of a n-times integrated group (S(t)) t∈R satisfying
Remark 1 This implies the following weaker version (see also [12, Proposition 8.1]): σ(A) = {0} if and only if
In the following we are concerned with the convergence of the series P k x. A first result is:
Proof: Setting G := E/F , it suffices to see that this Banach space is trivial. Denote by B the part of A in G. B generates an n-times integrated group that is polynomially bounded as (S(t)) and the spectrum σ(B) = ∅. Using the last lemma G = {0}.
Given x ∈ F , there exists y ∈ E, k ∈ Z * such that x = P k y, then P ℓ x = 0 for all ℓ = k, thus we obtain the convergence of the series P k x to x for all x ∈ F . In order to give more precise information on the convergence of the series, we start by showing that the convergence of the series Z * P k x is equivalent to the convergence of k>0 P k x and k<0 P k x for some regular x.
Lemma 1 For all x ∈ E and all k ∈ Z * , the mapping λ −→ R(λ, A)P k x is analytic on C\{iλ k } and there exists
.
. It suffices then to take
Proof: Let δ > 0 be such that δ < min(λ 1 , |λ −1 |) and consider (R n ) n∈N * an increasing sequence of strictly positive numbers satisfying for all N ≥ 1
Let Γ N be the positively oriented path
Since 0 ∈ σ(A), consider, for N ∈ N * and x ∈ E, the bounded oper-
We will first show that
x dλ, whose modulus tends to zero as N → ∞ for j > 1, it suffices to prove the convergence of the last term. Using the bound on the integrated group (S(t)) we have (Reλ = 0)
Denote by QA −m−1 x its limit.
Id and let's show the equality (4). From one side, for 1 ≤ k ≤ N , by Cauchy formula and Lemma 1 we have:
Similarly, for −N ≤ k ≤ −1, we get
Thus we have proved the equality (4). Now since F is dense in E and PA −1 ∈ L(E), we see that
Remarks 2 
1-Notice that
f ′ is the derivative in the distribution sense. It is easy to verify that the spectrum of A, σ(A) = iZ and the eigenvectors are exactly the Fourier basis (e int ) n∈Z . Therefore P(f ) is the Fourier series associated to f . It is well known that for p = 2, (e int ) n∈Z is not a basis of L p 2π (R) so P(f ) does not converge in L p 2π (R) except for p = 2. Consequently P is defined only on the domain of A.
Proof of Theorem 1: Set E − := {x ∈ E; PA −m−1 x = 0} = kerPA −m−1 and E + := {x ∈ E; PA −m−1 x = A −1 x}. E − and E + are two closed subspaces of E. It is clear that D(A m+1 ) ⊂ E 0 + E 1 and that E 0 and E 1 are invariant by (S(t)) t∈R . If x ∈ E 0 ∩ E 1 , then A −m−1 x = PA −m−1 x = 0 and so x = 0. Let A − be the part of A in E − . It's clear that σ(A − ) ⊂ σ(A). To show that σ(A − ) = σ − it suffices to verify that σ(A − ) ∩ σ + = ∅. Suppose that there exists k ∈ N * such that iλ k ∈ σ(A − ). There exists then a sequence (x n ) n∈N * ⊂ D(A − ) such that for all j ∈ N * we have x j = 1 and
where c := sup λ∈Γ R(λ, A) .
From the other side we have
and since
Thus lim
. This is absurd since x j = 1. Therefore σ(A − ) ∩ σ + = ∅ and the spectrum of A − is σ − .
Bounded C 0 -groups case
The case of bounded groups is more classical and spectral theory must lead to simple proofs. Indeed, the spectral projections can be written in the form P k = R F(f k )(t)T (t) dt where f k (λ j ) = δ kj . Assume for the moment that c := sup k P k < ∞. For x ∈ D(A), and using Gelfand's theorem, one has P k Ax = λ k P k x and hence P k x ≤ c|λ k | −1 Ax . Under the hypothesis that k |λ k | −1 < ∞ it follows that k P k x is convergent for all x ∈ D(A). The problem now is to choose suitable functions f k so that sup k Ff k L 1 is finite. For this take
where f is any C ∞ function of support in (−1, 1) that is equal to 1 on a neighborhood of zero, and
We have thus proved the following theorem. However, we give another proof based on the contour method.
Theorem 2 Let A be the generator of a bounded C 0 -group (T (t)) t∈R with discrete spectrum σ(A) = {iλ k , k ∈ Z * }. Assume that
Proof: Let's show first that sup k P k < ∞, where P k is defined by (1) . Remark that we can write
since λ k is a simple pole for (λ − A) −1 . Now since A generates a bounded group we have Re(λ)(λ − A) −1 ≤ c. Thus
Now, for x ∈ D(A) and using Gelfand's theorem, we have
Therefore, k P k x is normally convergent for all x ∈ D(A). Since k P k x = x for all x ∈ F we get the result using the density of F in D(A).
Integrated groups case
As we saw in the preceding section, the spectral theory could give easily the spectral decomposition in the case of bounded groups. But this method does not work 2 for the more general class, the class of polynomially integrated groups, while contour method still applicable. In this section we will give more appropriate conditions on the behavior of the spectrum to get convergence.
The following is an "integrated" version of the Theorem 2. Here n and ℓ are fixed integers.
Theorem 3 Let A be the generator of an n-times integrated group (S(t)) t∈R satisfying for all t S(t)
with discrete spectrum σ(A) = {iλ k ; k ∈ Z * } ⊂ iR * . Assume that
Proof: Using theorem 1, we can suppose that σ(A) = {iλ n ; n ∈ N * } ⊂ iR * + . Let k ∈ Z * and set
A k is a bounded operator on P k (E), hence it generates, in particular, an n-times integrated group (S k (t)) t∈R that is temperate at infinity (i.e. S k (t = O(|t| 2n ))) and whose spectrum σ(A k ) = {0}. Hence, using Remark 1, we have A n+1 k = 0. Thus we have
We deduce that for all x ∈ F := k>1 P k (E) the sequence (P N x) N ∈N * converges to x. Using the following resolvent equation:
we get
Integrating ℓ times by parts, we get
where f (λ, A, t) := 0≤α,β≤ℓ 0≤γ≤n a α,β,γ λ α t γ A β is a polynomial on t, a α,β,γ are constants. Using (5) we get
where c 1 and c 2 are two strictly positive constants. Then, denoting by C
Thus (we may assume that δ k ≤ 1)
Since the integrals are finite for j, and using (6) there exists c > 0 such that for all x ∈ E we have
But for x ∈ F , lim N →+∞ P N x = x and F is dense in E then for
5 Applications: Schrödinger operator on a compact manifold S(t) ≤ C(1 + |t| n ) for some positive constant C and all t ∈ R. The basic fact in this section is the p-spectral independence of the Schrödinger operator on L p for 1 ≤ p < ∞ (see [18] , [4] and the references therein). Moreover, it's well known that the spectrum of −∆ + V is a strictly increasing sequence (λ k ) and if (µ k ) are the eigenvalues counted with their multiplicities then µ k ∼ Ck 2/N as k → ∞ where C is a positive constant independent of k. Indeed, for any k we have
To apply Theorem 3 we must have an estimate for λ k+1 − λ k . In what follows we give applications for which one can use our result. Unfortunately, in many cases the condition (6) is not satisfied (which shows the relevance of this condition).
Schrödinger operator on L
Consider the Laplace-Beltrami operator −∆ on the sphere S N . It is well known (see for instance [26, Corollary 4.3] ) that the spectrum of the Laplace operator −∆ on the space L 2 (S N ) (and hence on L p ) is the set {k(k + N − 1), k ∈ Z}. In this case one can apply Theorem 3 with ℓ > 1/2 and we have the decomposition (7). It is well known that the dimension of the eigen-space associated to the eigenvalue k(k + N − 1) is m(k) := (n + 2k − 1)
of −∆ is split into m(k) eigenvalues of the operator H p := −∆ + V , with some regular potential V and the distance between two successive eigenvalues is now the distance between the two successive µ k,ℓ and µ k,ℓ+1 (supposed ordered). Several authors studied the asymptotic of the (µ k,ℓ ) 0≤ℓ≤2k , and in particular, Grigis gave in the two dimensional case (see [17] ) a very simple form of potential V (x) = 4x 1 x 2 , with the notation
is exponentially small. See also [11, Theorem 7.9] for another example. This shows the relevance of the hypothesis (6).
Harmonic oscillator on L
Consider the operator 
Schrödinger operator on a 2-D flat torus
Consider the Laplace-Beltrami operator H = −∆ T on the torus T := R 2 /Γ where Γ := Ze 1 ⊕ Ze 2 and e 1 = (a, 0), e 2 = (0, b), a and b are positive real numbers. Using again Sobolev imbeddings, the operator iH generates on L p (T ) a n-times integrated group {S(t)}, for n ≥ 
