Abstract-Deep neural networks (DNNs) have become core computation components within low latency Function as a Service (FaaS) prediction pipelines. Cloud computing, as the de-facto backbone of modern computing infrastructure, has to be able to handle user-defined FaaS pipelines containing diverse DNN inference workloads while maintaining isolation and latency guarantees with minimal resource waste. The current solution for guaranteeing isolation and latency within FaaS is inefficient. A major cause of the inefficiency is the need to move large amount of data within and across servers. We propose TrIMS as a novel solution to address this issue. TrIMS is a generic memory sharing technique that enables constant data to be shared across processes or containers while still maintaining isolation between users. TrIMS consists of a persistent model store across the GPU, CPU, local storage, and cloud storage hierarchy, an efficient resource management layer that provides isolation, and a succinct set of abstracts, application APIs, and container technologies for easy and transparent integration with FaaS, Deep Learning (DL) frameworks, and user code. We demonstrate our solution by interfacing TrIMS with the Apache MXNet framework and demonstrate up to 24× speedup in latency for image classification models, up to 210× speedup for large models, and up to 8× system throughput improvement.
I. INTRODUCTION
Today, many business-logic and consumer applications rely on Deep Learning(DL) inferences as core components within their application pipelines. These pipelines tend to be deployed to the cloud through serverless computing, since they abstract away low-level details such as system setup and DevOps while providing isolation, decentralization, and scalability, all the while being more cost-effective than dedicated servers. User code which defines the pipeline (acting as glue code) is commonly deployed through Function as a Service (FaaS) [1] , [2] , [5] , [7] onto the cloud and is made available through HTTP endpoints. Since FaaS executes arbitrary user code, the host system must execute code in isolation -through virtual machines (VMs) or containers.
While serverless is an emerging and compelling computing paradigm for event-driven cloud applications, use cases of the current FaaS offerings are limited. Currently, serverless functions run as short-lived VMs or containers, and thus are not ideal for long running jobs. FaaS functions are also X N e t C P U M X N e t G P U C a ff e C P U C a ff e G P U C a ff e 2 C P U C a ff e 2 G P U T F C P U T F G P U Figure 1 : Percentage of time spent in model loading, inference computation, and image preprocessing for online DL inference (batchsize = 1) using CPU and GPU for MXNet, Caffe, Caffe2, and TensorFlow on an IBM S822LC with Pascal GPUs. The speedup of using GPU over CPU for inference compute is shown between the pie charts. Inference time for all frameworks is dominated by model loading except for small models. For TensorFlow, GPU initialization overhead impacts the end-to-end time and achieved speedup.
unable to work efficiently with data or distributed computing resources [19] , [24] , thus are not ideal for functions that require large data. The DL inference graph for AlexNet [23] . The input dimensions and the memory footprint are shown in Table I. it to leverage heterogeneous hardware. In [19] , the authors advocate for code fluidity, where user functions is shipped to the data rather than the data being downloaded by the code. The advantages for this is three-fold. a It avoids the overhead of copying data over slow interconnects (such as network). b Leveraging heterogeneous hardware becomes attractive if data overhead is reduced and isolation is guaranteed. Finally, c , since user functions which use the same data are routed to the same system, it exposes an opportunity for sharing constant data across functions. Both a and b allow you to minimize data copy overhead and accelerate the computation using heterogeneous hardware. Yet, after removing the inter-node data copy overhead, intra-node data movement becomes a contributing factor to latency. This is even more true for heterogeneous devices, since data must be copied onto the device. This makes heterogeneous devices, such as GPUs, less attractive for accelerating latency-sensitive inference -even though they would offer a significant compute speed advantage, as shown in Figure 1 . For c , we observe that DL models are shared extensively across user pipelines. For example, Google reported that 41 natural translation models can accommodate over 75% of their translation requests in [4] . Because model parameters are constant, we can use data sharing across Faas functions to share DL models within a model catalog, hence eliminating the model loading overhead, decreasing the end-to-end latency, and reducing the memory footprint (since there is only one instance of a model in memory for many users) for DL inferences.
In this paper, we propose a Transparent and Isolated Model Sharing (TrIMS) scheme to leverage the data sharing opportunity introduced by collocating user code with model catalogs within FaaS -it minimizes model loading and data movement overhead while maintaining the isolation constraints and increasing hardware resource utilization. We also introduce the TrIMS's model resource manager (MRM) layer which offers a multi-tiered cache for DL models to be shared across user FaaS functions. By decreasing model loading and data movement overhead, TrIMS decreases latency of end-to-end model inference, making inference on GPU a viable FaaS target. TrIMS also increases memory efficiency for cloud data centers while maintaining accuracy. In this paper we focus on online prediction within latency sensitive FaaS functions. Specifically, this paper makes the following contributions:
• We characterize the overhead for DL model inference across popular DL frameworks on both CPUs and GPUs and identify model loading as the bottleneck.
• We propose TrIMS to mitigate the model loading overhead faced by collocating user code with model catalogs within FaaS, and increase the hardware resource utilization by sharing DL models across all levels of the memory hierarchy in the cloud environment -GPU, CPU, local storage, and remote storage. To our knowledge, this work is the first to propose sharing DL models across isolated FaaS functions.
• We implement TrIMS within Apache MXNet [11] and evaluate the impact on GPU inference performance for a representative set of models and systems. We show that TrIMS provides 1.12× -24× speedup on small (less than 600MB) models and 5× -210× speedup on large (up to 6GB) models and is within 20% of ideal speedup (with ideal being that model loading and data movement taking no time), and gives 8× system throughput improvement.
• TrIMS eliminates a substantial part of the non-compute components of the end-to-end latency, making DL model inference on GPU and other novel compute accelerators more viable.
• We architect TrIMS so that it can be easily integrated with existing FaaS systems and DL frameworks without user code changes. TrIMS is designed to be compatible with existing framework usage patterns, and requires minimal modifications for framework developers.
• While we use DL inference as the motivating application, TrIMS is not restricted to DL. TrIMS can be generalized to any application where one can share data across FaaS functions, be it a common database, knowledge base, or dataset.
II. DEEP LEARNING INFERENCE OVERHEAD A single DL inference is much less computationally intensive than training, making it more sensitive to the data loading and deserialization overhead. A DL inference compute graph is a DAG composed of a set of network layers. Each computational layer is parameterized through weights and constants. The model parameters along with the compute topology identify the model 1 . Each layer operator is a function of the incoming edges in the graph and the weights/constants. An inference pass iterates through the layers of a compute graph and applies the layer operators to its input. Figure 2 shows Table I : Memory footprint (MF) for each layer in Figure 2 .
AlexNet [23] and Table I lists the dimension and memory footprint for each layer. For GPUs, the compute graph and associated weights are loaded and copied to GPU memory ahead of the computation. Memory for intermediate layer outputs also need to be allocated. AlexNet, for example, requires 516MB of extra GPU memory to store the intermediate results during the inference process. These intermediate outputs are not constant and cannot be shared, since they depend on the user's input. However, layer weights are constant and can be shared across processes. For AlexNet, this results in sharing 238MB of constant data.
When compute is optimized, the overhead of model loading is magnified. Figure 1 shows that GPU outperforms the CPU in terms of compute, thus making model loading a bottleneck for end-to-end inference. Without data transfer overhead the NVIDIA Tesla V100 GPU using Tensor Cores can achieve 70× higher throughput on CNNs and 130× higher throughput on RNNs compared to a high-end CPU server [8] . Reducing the data movement overhead makes GPU a more appealing option for DL inference.
To mitigate the model loading overhead, cloud services and previous work [10] , [14] , [27] persist model catalogs in memory or perform inference in batches. These strategies require knowledge of the model requests, have potential resource waste since the system resources are persisted within processes for models even when they are not used, or increase the latency of requests if batching the inferences.
III. CURRENT PREDICTION PIPELINES IN FAAS
Function as a Service (FaaS) is a cost-effective way for users to deploy functions or pipelines that are executed within the cloud. Users define prediction pipelines that use models they deployed or ones found within the model catalog. The pipelines are then mapped to a fabric of containers -used to maintain software stack separation, virtualize system resources, and provide isolation -that run on physical machines. Unlike traditional cloud execution, the functions executed in a FaaS are short lived and are priced on a per-invocation basis (with function execution time and resource utilization being the main cost factors). Because cloud providers use a per-API call and per-resource utilization price model, resource waste affects the cloud user's total cost of ownership. TrIMS's MRM is responsible for loading and managing the placement of the models in GPU memory, CPU memory, or local disk.
In a cloud setting DL models are shared extensively across user functions, for example: between the 4 user functions shown in Figure 2 . Based on this observation, we propose TrIMS to eliminate such model loading overhead and hardware resource waste, while maintaining resource utilization efficiency and decreasing inference latency in user processes. TrIMS achieves this by folding "private copies" of the model into a shared copy under the hood. This is performed by decoupling the model persistence from the user-code execution -enabling model sharing, isolation, and low latency inference.
IV. TRIMS DESIGN
FaaS systems employ a server-worker architecture. The server (or controller) is a central server that orchestrates function execution on remote worker nodes running FaaS agents. Each FaaS agent within the FaaS system accepts user functions from the controller and launches containers on the worker node. A worker node is a multi-tenant system -accepting multiple functions from the controller -it is common for service providers to oversubscribe the worker nodes. TrIMS integrates with FaaS systems and consists of two components: 1 a Model Resource Manager (MRM) that runs on the worker node and 2 DL framework client that runs within the FaaS container launched by the FaaS agent.
The MRM manages the model resources resident in the system memory and abstracts away the model loading from framework clients. TrIMS-enabled frameworks communicate with MRM through inter-process communication (IPC) and maintain their existing APIs. Since TrIMS enabled framework follows the original framework's API and semantics -returning the same data structures as the unmodified framework -users can leverage TrIMS transparently without code modification.
A. TrIMS Model Resource Manager (MRM)
TrIMS's MRM is a model server daemon that performs model management and placement. MRM maintains a database of models, addressing them using namespaces, with framework as well as model name and version being used to distinguish frameworks and models. The MRM placement manager then maps the models into either GPU memory, CPU memory, local storage, or cloud storage. The four levels are analogous to the traditional CPU cache hierarchy. Because of this, we will simply refer to these four levels hierarchies as "cache" in the rest of this paper whenever there is no ambiguity.
For inter-process communication, Figure 5 : The logic for caching models on both GPU and CPU. The TrIMS client initiates the load model call to TrIMS MRM and gets back a pointer to GPU memory.
1) Loading Models:
When loading a model, MRM performs shape inference on the model to estimate its memory footprint when running on GPU. Shape inference is a simple arithmetic computation performed by any framework to determine the tensor dimensions for a model. After shape inference, MRM follows the state diagram shown in Figure 5 and needs to handle three cases:
GPU cache hit -Model is persistent in GPU memory: MRM increments the model's reference count and creates a shared memory handle from the device memory owned by MRM. The handle is then returned to the framework client. Model eviction is triggered when the intermediate results for a model is greater than the available free memory.
GPU cache miss / CPU cache hit -model is persistent in CPU memory:
The server queries the current memory utilization of the GPU to see if the model can be copied to GPU memory. If it can, then GPU memory is allocated and copied; if not, then some memory needs to be reclaimedentering the memory reclamation procedure.
CPU and GPU cache miss -model is not persistent in memory:
If the data is not on local storage, then MRM downloads the model from the cloud. If the data is on disk, then MRM loads the data from disk using the framework's serializer. Pinned memory is allocated on the CPU and the model weights is copied to it. MRM then follows the same logic as when the data is persistent in CPU memory.
2) Reclaiming Memory and Evicting Models: Memory reclamation is performed when the memory space for MRM at a specific cache level is full. Which model to evict to reclaim memory is determined by the eviction policy. TrIMS supports a pluggable set of common eviction policies such as least recently used(LRU) and least commonly used (LCU).
For the CPU and GPU level caches, model eviction cannot interfere with running user's code. For example, models within the MRM database are not cannot be reclaimed if they are in use; i.e. the reference count of a model is non-zero. Evicting models that is currently being used (effectively freeing GPU memory that's being used) causes undefined behavior in the user's code.
3) Unloading Models: When a TrIMS framework client unloads a model (or the user process exists), a model unload request is sent to MRM. MRM looks up the model in the database and decrements its reference count. By default MRM does not free resources for models that have a zero reference count (not currently used), but MRM can be configured to eagerly reclaim memory for these models.
B. TrIMS Frameworks
MRM can handle requests from multiple TrIMS-enabled frameworks, managing their weights (which have different data layouts) in separate namespaces. Shown in Figure 4 , when a TrIMS framework performs a model load request, the framework's name and version are sent along with the request. The MRM can then perform the model unmarshalling from disk using the format supported by the framework.
To enable TrIMS in a framework, the functions to load and unload models need to be modified to perform gRPC requests to MRM. Since, each framework may have its own serialization format, support for the model format, to enable unmarshalling the data from disk to memory, needs to be added to MRM. With these changes, any type of network supported by the framework (CNN, RNN, etc. ) and any compute pattern is automatically supported by TrIMS.
User application rewriting overhead: Since MRM does not modify the framework's API, code that is linked with a TrIMS-enabled framework does not require any change and TrIMS works with existing Python, Java, R, or code developed in other languages. This is an attractive feature, since the benefits of TrIMS can be leveraged by cloud provider transparently from the user.
Sharing Granularity: TrIMS supports fixed-size block, layer, and model level sharing granularity. Sub-model level sharing granularity is interesting when considering layers or memory across models. For example, models trained using transfer learning [33] share the frozen layer weights. Block level granularity can also be used to share fixed-size buffers.
Multi-GPU and Multi-Node Support: Multi-GPU is usually used when performing batched inference [9] , [10] . TrIMS inherently supports the multi-GPUs by leveraging Unified Memory (UM) [3] . Support for Multi-GPU sharing can also be performed without relying on UM by making the TrIMS framework client query the device ID of the current GPU context when a model is loaded. The framework client can then send the device ID along with the request. TrIMS MRM would then load the model into the GPU with that device ID. When a request loads a model on a GPU and the requested model is persistent on another GPU, MRM will perform GPU peer-to-peer memory copy if supported. Multiple independent instances of TrIMS MRM can be loaded for multi-node support and an off-the-shelf task scheduling and load balancing middleware can be used to route and load balance inference requests. TrIMS can be setup to advertise the models that have already been loaded by users and the current system load to the load balancer.
C. Inference Isolation and Fairness
To enable seamless container isolation, TrIMS provides a Docker [26] volume plugin that allows service providers to provision the container with a communication link to the TrIMS MRM. The TrIMS MRM process runs in the host system with a link for frameworks to communicate with it across container boundaries. Figure 6 shows how untrusted user code can be run on a multi-tenant system while maintaining isolation. The figure shows how users can use DL models to create an image to audio pipeline. The user uses the cloud provided vision, text, and audio models via a library that is part of a model catalog. All user code executes within a container that communicates with the MRM via the container's IPC mechanism.
V. IMPLEMENTATION
The experiments reported in this paper are based on an implementation of TrIMS on top of the Apache MXNet (github.com/rai-project/trims mxnet) -a popular machine learning framework. The TrIMS MRM includes serialization code from MXNet to unmarshal MXNet models from disk. We also modify the MXNet framework to integrate it with TrIMS -keeping the MXNet APIs unchanged. Communication between the MXNet framework client and the MRM uses Google's gRPC [17] with the packets encoded using Protocol Buffers [6] .
To validate the efficiency and generality of TrIMS, we follow a few principles throughout our implementation -even if disregarding some would have given us better speedup:
Backward Compatible: The implementation needs to work with the existing framework's code base and language bindings, i.e. we should be able to run preexisting MXNet code written in Python or Scala with no modifications.
Simple and Minimal: The implementation needs to be simple and minimize the modification to the framework code base. Our modifications adds only 1500 lines of code (less than 0.5% of the MXNet code base) to the framework (800 lines for the server and 700 lines for the client).
Configurable: The implementation has knobs to tweak everything from the eviction strategy of memory sharing, the amount of memory that can be used, whether to enable TrIMS, the levels of cache to enable, etc.
Fast, Concurrent and Scalable: We communicate using gRPC and use efficient data structures [20] for the MRM database to make the serving fast and concurrent. The memory sharing strategy in TrIMS is scalable and can handle large amount of load.
A. TrIMS Apache MXNet Framework
We implement TrIMS on top of the Apache MXNet framework by modifying the MXPredCreate and Like most open-source DL Frameworks, MXNet is optimized for training and not inference. We apply a set of optimizations to the original MXNet to improve the inference latency. The optimizations avoid eager initialization of CUDA resources, remove cuDNN algorithm selection for backward propagation, and simplify the random resource generation. With our optimizations, MXNet is 6× faster for inference on average than the vanilla MXNet for the suite of models we use. We use the modified MXNet as our baseline during evaluation.
B. GPU Memory Sharing
We perform GPU memory sharing using the CUDA's cudaIPC * runtime functions. For Pre-Volta GPUs, the CUDA IPC mechanism utilizes CUDA MPS -an intermediate user process where the memory allocations are performed. This means that all CUDA operations end up serialized and executed within the same CUDA MPS context -enabling different processes to share the same GPU virtual address space (VAS). For Volta GPUs, NVIDIA introduced a new feature to allow contexts to share pagetable mappings. This makes it possible for user processes to run using different contexts while still sharing memory. For CUDA 9.2, CUDA MPS is still invoked to keep shared allocations and communicate across them, but, with the exception of a handful of functions, most CUDA operations are performed without IPC communication.
Because sharing may serialize to use CUDA MPS, one slight disadvantage of CUDA IPC functions is that they have a measurable overhead. This can become a bottleneck. When sharing models at layer granularity, networks with large number of layers, such as ResNet269-v2, have high overhead. We remedy this by having enabling one to set the sharing granularity at groups of layer or whole models.
The CUDA IPC overhead is measurable, and we can quantify whether using TrIMS is beneficial statically using the empirical formula:
where n is the number of objects to share (when the sharing granularity is at the model level, this value is 1; when the granularity is at the layer, this value is the number of layers); o is the overhead of sharing CUDA memory via CUDA IPC and s is the overhead of obtaining a CUDA device pointer from a shared CUDA IPC handle; b is the number of bytes the model occupies on disk; and q is the disk I/O bandwidth. These constants can be computed once at system startup and cached to be used by TrIMS. If ρ is positive, then its magnitude is correlated to the speedup one gets using TrIMS. This equation can be used within the TrIMS framework to determine at runtime whether to call TrIMS to share a model or not and at what granularity to share the model.
VI. EVALUATION
We evaluate TrIMS on 3 systems (shown in Table II ) using 37 (shown in Table III ) pre-trained models and 8 large models (shown in Table IV ). The systems selected represent different types of instances that are currently provisioned in the cloud. System 3 uses the NVLink bus [15] , [32] which allows up to 35GB/s transfer between CPU and GPU. System 3 is used as proxy for understanding our proposed method's behavior on high end cloud instances and next generation interconnects currently being deployed on HPC and cloud systems [34] . Multi-GPU results are similar to the single-GPU results and are omitted for simplicity.
We used image processing models as a representative workload because these are currently the most plentiful in FaaS pipelines. TrIMS is agnostic to the compute patterns of a network and the analysis would apply to other types of networks such as: RNNs, word embeddings, or matrix factorization. The selected 37 pre-trained image processing models, shown in Table III , are based on their popularity in both research and usage. Some of the networks have variants. These are used to simulate user trained models -the same compute networks structure can have different weights. Large models are used to show how TrIMS performs with increasing model sizes.
Throughout this section we compare our performance within a FaaS setting against ideal (where the model loading and data movement takes no time, and is faster than model persistence) and use the end-to-end inference with model Figure 7 : A representative sample of the models shown in Table III are chosen and are run on the systems in Table II to achieve (a) the best case end-to-end time -when the model has been pre-loaded in GPU memory -and (b) the worst case end-to-end time -when the model misses both the CPU and GPU persistence and needs to be loaded from disk. The speedups are normalized to end-to-end running time of the model without TrIMS. The yellow dots show the ideal speedup; the speedup achieved by removing any I/O and data-transfer overhead -keeping only the framework initialization and compute. For models 33 and 36, the achieved speedup is shown on the bar (white) and the ideal speedup is shown on top of the bar (black).
loading overhead as the base line, since that's what is currently employed by FaaS.
A. Latency Improvement
We measure the end-to-end inference of MXNet with and without TrIMS -omitting input processing time for clarity. Figure 7 shows the achieved speedup on a representative set of the models compared against MXNet that does not utilize TrIMS. We show two scenarios: (a) our best case (when there is a GPU cache hit) and (b) our worst case (when the cache misses both the CPU and GPU).
For best case analysis (Figure 7a ), the server needs to create the CUDA IPC handles and the framework client needs to embed the GPU device pointers within the framework's container. This introduces overhead, however it is within 20% of the ideal -ideal defined as the time for inference where model loading or deserialization times set to zero. We see that latency speedup increases with model size, and is inversely proportional to the system's data movement bandwidth and model's compute complexity.
For small models, where the I/O overhead is very low, for example SqueezeNet (which has a 5MB memory footprint), we observe only marginal speedup (1.04×). These models are designed to have a small footprint -targeting edge devices -and are rarely used within the cloud. For stateof-the-art networks, such as VGG16-SOD, we observe 24× speedup on System 1. Even with fast disk and the NVLink interconnect, which mitigates I/O overhead by offering greater data movement bandwidth, System 3 achieves 6× speedup for VGG16-SOD.
For the worst case analysis (Figure 7b ), the MRM needs to load the data from disk, persist the model on the CPU, copy the data to the GPU, and send the GPU memory handles to the client. Although we get a slow down, this case assumes there is no model sharing across pipelines, and therefore uncommon in cloud setting.
B. Speedup Breakdown
To understand where the new bottlenecks are for the inference using TrIMS, we look at System 3 where we achieve the lowest speedup and measure the (a) model initialization, (b) time to deserialize and copy the model data to GPU, (c) overhead introduced by TrIMS to share a model, and (d) time to perform inference computation. As can be seen in Figure 8 , without using TrIMS an average of 86% of the time is spent loading and initializing the model while only 7% is spent performing computation. When using TrIMS we eliminate the model loading from disk and remove Table III . The duration for TrIMS is normalized to the end-to-end time of not using TrIMS. Compute is the time spent performing inference computation. Model initialization is the time spent setting up the CUDA contexts for the model, initializing the compute state. Model loading is the time spent copying the weights to GPU memory. Model sharing is the overhead introduced by using TrIMS and includes the gRPC communication and sharing GPU data using CUDA IPC. Through TrIMS we effectively eliminated model loading and data movement. Compute % Figure 9 : Large models in Table IV are run to achieve the best case end-to-end time -when the model has been preloaded in GPU memory. The speedups are normalized to end-to-end running time of the model without TrIMS. The red dots show the percentage of time for pure computation.
the need to perform GPU memory copies. Even though we introduce overhead, we still gain a 4.8× geometric mean speedup.
C. Large Model Evaluation
We evaluate our method using large models which are common for medical analysis, NLP, and time series modeling. We generated the large models by starting with the regular AlexNet and VGG16 networks, maintaining their compute graph, and rescaling the input dimensions to generate enlarged model. Table IV shows the 8 models selected for evaluation, their memory footprint, and their input sizes. Figure 9 shows that by removing model loading overhead, inference on large models becomes compute bound and gives an advantage to faster GPUs. We also observe that TrIMS increases the memory efficiency of the GPU. Without TrIMS, two inferences using model 8 cannot be run concurrently, since they overrun the GPU memory. TrIMS avoids multiple private copies of the 6.4GB model on the same machine, enabling concurrent runs of large models.
D. Workload Modeling
Finally, we perform workload modeling to understand the behavior of TrIMS when used within a multi-tenant oversubscribed system senario. The workload is selected from the 37 small models shown in Table III Table III ) and we sample them following a Pareto distribution (with X = 1 and l = 1). We also vary the concurrency level (number of inferences performed concurrently) ranging it from 1 to 10. The iso-curves show the geometric mean of the speedups for Systems 1, 2, and 3. Table IV : Large models were used to evaluate our method. The models were generated by taking AlexNet and VGG16 and scaling the number of input features. Large models arise in either medical image analysis, NLP, or time series analysis where down-sampling decreases the accuracy or the network requires a large window of features to give accurate results. Figure 10 shows the level iso-efficiency curves for the geometric mean speedup 2 as we vary the concurrency level and number of models to run. We can see that even in an oversubscribed setting, we can still service 10 clients concurrently, reduce the overall batch execution time (by up to 8×), while incurring only a 20% latency penalty for each request. This slowdown is due to the cost of evicting models to accommodate the larger memory footprint, causing subsequent usage of the model to miss the GPU cache.
For all three systems, we can observe an over-subscription sweet spot, where the percent of models and number of the concurrent request can be increased while the batch execution is preserved to a speedup of 1×. All systems show a sweet spot when 40% of models are actively being requested. For system 1 and 3, the number of concurrent requests can be increased to 4, and system 2 the same number improves to 6. The difference in the over subscription sweet spot can be explained due to the different compute capabilities between the systems. System 1 and 3 are provision with Pascal generation GPUs while system 2 has the latest Volta 2 We measure the speedup value using the geometric mean across the 99% latency speedup of each model. generation. Essentially, because we are successful in moving the inference bottleneck from I/O to compute, the sweet spot is determined by the available computing resources. In practice, cloud providers can perform sensitivity analysis to determine the number of models hosted on each server and the number of concurrent requests to service based on the service's target requirements.
VII. CONCLUSION Collocating compute with model serving within FaaS overcomes the data transfer barrier but suffers from high intra-node data copy latency. We propose TrIMS to mitigate the major source of intra-node data copy latency -the model loading overhead -and enable building complex DL pipelines using latency sensitive FaaS functions. We do so by decoupling compute from model persistence and leveraging model sharing across user pipelines. TrIMS moves the bottleneck of DL model inference to compute, thus making GPU acceleration more appealing and making specialized novel inference architectures more tractable.
TrIMS was evaluated on three systems that represent current cloud system offerings. We used 45 DL models and show a speedup of up to 24× for small models and up to 210× for large models. When running concurrent inference, we can increase the overall system throughput by up to 8×. Our methodology, when applied to DL frameworks, offers advantages to both cloud providers and users. The isolation along with the significant memory reduction through model sharing enable cloud providers to over-provision hardware resources, thus decreasing the total cost of ownership. The benefits of TrIMS to the cloud providers can be passed down to the users in the form of latency or cost reduction.
TrIMS is a generic memory sharing technique that can be used when computation requires large number of constant parameters to be in situ on the CPU or GPU, while still maintaining isolation between users. As such, the proposed method can be easily generalized to any application or algorithm that spans multiple processes and requires large amount of constant data resources. While we motivated our work with deep learning, other types of applications such as image processing, physical simulation, or databases can benefit from our approach.
