Abstract. Let (M n , g) be a complete non-compact Kähler manifold with non-negative and bounded holomorphic bisectional curvature. We prove that M is holomorphically covered by a pseudoconvex domain in C n which is homeomorphic to R 2n , provided (M n , g) has uniformly faster than linear average quadratic curvature decay.
Introduction
Let (M n , g) be a complete non-compact Kähler manifold with complex dimension n and with bounded nonnegative holomorphic bisectional curvature. Let R be the scalar curvature and define k(x, r) := 1 V x (r) Bx(r) RdV.
In [5] , it was proved by the authors that if M has maximum volume growth, then M is biholomorphic to C n . There, the authors used a result of Ni in [17] (see also [8, 10] ) which states that the condition of maximum volume growth on M implies that (1.1) k(x, r) ≤ C 1 + r 2 for some C for all x and r. In [6] , the authors proved that condition (1.1) implies that M is holomorphically covered by C n , without assuming the maximum volume growth condition. In this paper, we will prove the following:
) be a complete non-compact Kähler manifold with bounded non-negative holomorphic bisectional curvature. Suppose k(x, r) ≤ k(r) for some function k(r) which satisfies (1.2) k(r) = o r [27] , the pseudoconvex domain in Theorem 1.1 and its corollary has infinite Euclidean volume. The authors would like to thank Shing-Tung Yau for providing this information.
If we assume that k(r) = C 1+r 1+ǫ , for ǫ > 0, the result that M is biholomorphic to a pseudoconvex domain was proved by Shi [25] under the additional assumption that (M, g) has positive sectional curvature. Note that if M has positive sectional curvature, then it is well-known that M is diffeomorphic to R 2n by Gromoll and Meyer [12] , and is Stein by Wu [29] . Under the same decay condition and assuming maximum volume growth, similar results were obtained by Chen-Zhu [7] . All these works are before [5, 6] .
As in the above mentioned works, our proof is based on the Kähler-Ricci flow
3) was first studied in this context by Shi in [25] . In [25, 20] , it was shown that under the conditions of Theorem 1.1, (1.3) has a long time solution g(t) on M such that curvature decays uniformly to zero as t → ∞. Using this, the main steps in proving Theorem 1.1 can be sketched as follows. The idea is to consider some sequence of metrics g(n i ) and a corresponding sequence of holomorphic normal "coordinate charts" around some p ∈ M. We then use this sequence of charts, together with a gluing technique as in [25] , to build a map from an open set in C n onto M. In general however, these charts will only be locally biholomorphic, and to build such a map one generally needs to control the sets around p on which these charts are injective 1 . We will not assume any control of these sets. Instead, we will control the sets where the corresponding coordinate transition functions are injective using a method developed by the authors in [6] . Once the transition functions are established, we then following similar techniques in [25] and [6] , to build a covering map from an open set Ω in C n onto M. By its construction, Ω will be shown to be pseudoconvex and homeomorphic to R 2n . The authors would like to thank Peter Li, Lei Ni, Shing-Tung Yau and Xi-Ping Zhu for interest in their work.
holomorphic coordinate "covering" charts
Throughout the section, we assume (M n , g 0 ) satisfies the conditions of Theorem 1.1. Then the Kähler-Ricci flow (1.3) with initial condition g(0) = g 0 has long time solution by [25] so that for all t ≥ 0 g(t) also has nonnegative holomorphic bisectional curvature. Moreover, we have the following estimates from [20] :
uniformly over all x ∈ M. Here Rm(x, t) is the curvature tensor and ∇Rm(x, t) is the covariant derivatives of Rm with respect to g(t).
By the lemma, we can find r(t) → ∞ such that
Note that we may choose r(t) to be increasing by replacing r(t) with inf s≥t r(s). We may also assume that r(t) = r(k) for k ≤ t < k + 1 by replacing r(t) by inf k≤s<k+1 r(s) for k ≤ t < k + 1. Now definer(k) inductively, such thatr(0) = r(0) andr(k+1) = min{r(k+1),r(k)+1}. Letr(t) =r(k) for k ≤ t < k + 1. We still denoter(t) by r(t), then we have (a) r(t) is monotone increasing to ∞;
By the methods in [5, 6, 25] , we have:
There is a family of holomorphic maps
for all t ≥ 0 with the following properties:
Here D(r(t)) is the Euclidean open ball in C
n with center at the origin and radius r(t), g e is the standard metric on C n , and C is a constant independent of t and p.
Proof. Consider the metric r −2 (t)g(t). Then the curvature and its covariant derivatives are uniformly bounded independent of t. By considering the pullback metric under the exponential map within the conjugate locus, one can first apply Proposition 2.1 in [5] and rescale the metric back to g(t) and obtain the results.
Denote the geodesic ball of radius r with center at x with respect to g(t) by B t (x, r). Since Φ t may not be a covering map, we shall need the following two lemmas which are basically from [6] . Lemma 2.3. For any 0 < ρ ≤ 1, there exists 0 < ρ 1 < 1 , independent of t, satisfying the following:
r(t)) such that Φ t (z) = q. Moreover, for any such z, and any smooth curve γ in M with γ(0) = q and L t (γ) < ρ 1 r(t), there is a unique lift γ of γ by Φ t so that γ(0) = z and γ ⊂ D( ρ 2 r(t)).
Proof. Let ρ 1 > 0 be determined later. By property (iv) of Φ t , we may assume ρ 1 sufficiently small, independent of t, so that B t (p, ρ 1 r(t)) ⊂ Φ t (D( ρ 8 r(t))). Hence for any q ∈ B t (p, ρ 1 r(t)), there is some z ∈ D( ρ 8 r(t)) with Φ t (z) = q. Now let q ∈ B t (p, ρ 1 r(t)) and let γ(s), 0 ≤ s ≤ ρ 1 r(t), be a curve from q parametrized by arc-length with respect to g(t). Let z ∈ D( ρ 8 r(t)) such that Φ t (z) = q. Since Φ t is a local biholomorphism, there exists s 0 > 0 and a curve γ from z with γ ⊂ D(
. Suppose s k → s, and s k ∈ A. By property (iv) of Φ t , there is a constant C > 0 which is independent of t such that
where L e is the length with respect to g e . Hence
ρr(t)), we may assume that γ(s k ) → z 1 for some z 1 ∈ D( 3 8 ρr(t)). From this it is easy to see that γ can be lifted up to s while staying in D( 
ρr(t))
. Hence A is also closed. Since Φ t is a local biholomorphism, the lifting must be unique. This completes the proof of the lemma. Let γ(τ ), β(τ ), τ ∈ [0, 1] be smooth curves from q ∈ B t (p, ρ 1 r(t)) with length less than ρ 1 r(t) with respect to g(t) and let z 0 ∈ D( 1 8 ρr(t)) with Φ t (z 0 ) = q. Let γ, β be the liftings from z 0 of γ and
and d e is the Euclidean distance.
Proof. Since Φ t is a local biholomorphism, there is σ > 0 such that Φ t is a biholomorphism onto its image when restricted on D(z, σ) for all z ∈ D( 1 2 ρr(t)), where D(z, σ) is the Euclidean ball with center at z and radius σ.
Let q, z 0 , γ, β, γ and β as in the lemma. Since γ ⊂ D(
Note that C 1 is independent of the curves γ and β. Given 0 < ǫ < σ, let 0 < δ < C −1 1 ǫ < C −1 1 σ. Suppose β and β are as in the lemma such that 
ρr(t)); and (c) For all 0 ≤ τ ≤ 1, the length of γ(·, τ ) is less than ρ 1 r(t).
From this the Corollary follows.
We should remark that Lemmas 2.3, 2.4 and Corollary 2.1 are still true for peicewise smooth curves.
holomorphic transition functions
Let Φ t be as in §2. Consider the sequence of maps Φ i for i = 1, 2, 3, · · · . Following our methods in [CT4], we will construct a corresponding sequence of holomorphic transition maps F i+1 for i ≥ 1.
2 We should emphasis again that Φ's are not necessarily covering maps. 
Proof. In Lemma 2.3, let ρ = 1 and let ρ 1 be as in the conclusion of the Lemma. Note that ρ 1 is independent of i. Now let 0 < K < 1 be a constant to be determined. For any z ∈ D(Kρ 1 r(i)), let γ * (τ ), 0 ≤ τ ≤ 1, be the line segment from 0 to z, and let γ = Φ i • γ * . By Kähler-Ricci flow, the fact that the holomorphic bisectional curvature and hence the Ricci curvature is nonnegative for all t, and property (iv) for Φ t , we see that there is a constant C 1 > 0 independent of i such that
Now choose K so that C 1 K < 1 and let ρ = Kρ 1 . Since γ(0) = p, by Lemma 2.3, there is a unique lift γ of γ by Φ i+1 so that γ(0) = 0 and γ ⊂ D( r(i+ 1)). We define F i+1 (z) = γ(1). F i+1 is then a well-defined 2 The difference in this case, from that in [CT4], is that here the maps F i are not necessarily uniformly contracting. 
Id), it is not hard to see that part (d) follows. This completes the proof of the Lemma. 
Proof. Let i ≥ 1 be given. Then given any holomorphic function f on F i+1 (D(ρ 1 r(i))) ⊂ C n , we must show that f can be approximated by entire functions on C n uniformly on compact subsets of 
construction of a map onto M
We begin with the following lemma on the transition functions F i . The lemma says that relative to their growing domains, the maps are contractions. 
Proof. Let C 1 > 1 be the constant in property (iv) of Φ t in Lemma 2.2 and ρ 1 as in Lemma 3.2. Let C = C 2 1 and 0 < ρ 3 ≤ ρ 1 /(2C) be fixed. For any i, we want to prove that
Since F i+1 (0) = 0 and F i+1 is a local biholomorphism, it is easy to see that A is nonempty and open in (0, ρ 3 r(i)]. Let r ∈ A and z ∈ D(r). Since Cρ 3 < ρ 1 , Φ i (tz) and Φ i+1 • F i+1 (tz), 0 ≤ t ≤ 1, are defined and are equal by Lemmas 3.1, 3.2. By Lemma 2.2, we have
where we have used the fact that g(t) is nonincreasing. From this, it is easy to see that A is closed in (0, ρ 3 r(i)] and
for all 1 ≤ l < k. As before, let
Again, B is nonempty and open in (0, ρ 3 r(i)]. Suppose r ∈ B and z ∈ D(r). Then Φ i (tz) and Φ i+k • F i+k • · · •F i+1 (tz), 0 ≤ t ≤ 1, are well-defined and equal. As before, we can prove that B is also closed in (0, ρ 3 r(i)] and
This completes the proof of the Lemma. 
for every i.
Proof. This follows immediately from by Lemma 4.1 and the fact that r(t) → ∞.
We now want to construct an appropriate sequenceF j ∈ Aut(C n ) which will approximate the sequence F j for j ≥ 2. Let ρ 1 be as in Corollary 3.2 and ρ 3 < ρ 1 as in Lemma 4.1. Let {c j } be a sequence such that 0 < c j < 1 2 j for all j ≥ 2, to be determined specifically later. By Corollary 3.2, there exists a sequenceF j ∈ Aut(C n ) such that (j − 1) ). For such a sequence, we will let
for all i ≥ 1. We now make an appropriate choice of the sequence {c j }. Recall that n 1 = 1. By (4.5) and (4.6) we may begin by choosing {c n 1 +1 , ..., c n 2 } sufficiently small so that
Beginning with such a choice, we claim that Corollary 4.2. By choosing the sequence c j sufficiently small for j > n 2 , the following conditions are satisfied for all i ≥ 2: 
for all z ∈ S i and Euclidean unit vectors v.
Proof. Fix i = k ≥ 1 and assume that (4.8)-(4.10) are satisfied if k > 1, or that only (4.8) is satisfied if k = 1. Also, since all maps above are local biholomorphisms, we may let b k+1 be a positive constant such that (4.11) is satisfied for i = k + 1. Notice that our assumptions so far place no restriction on c j for j ≥ n k+1 + 1. We now show that by choosing the set of constants {c n k+1 +1 , ..., c n k+2 } sufficiently small, (4.8)-(4.10) will be satisfied for i = k + 1. First of all, by (4.5) we see that {c n k+1 +1 , ..., c n k+2 } can be chosen sufficiently small so that (4.8) (n k+2 ) ) by (4.5). We may thus write
on S k+1 . By using (4.12) in (4.9) and (4.10), we see that by choosing the set {c n k+1 +1 , ..., c n k+2 } sufficiently small, the mapsF n 1 +1 , ...,F n i+1 will satisfy (4.8)-(4.10) for i = k + 1. The Lemma then follows by (4.7) and induction. Proof. from (4.8) we have (4.13)
and thus (4.14) Proof. Since each S i is pseduoconvex in C n , Ω is pseudoconvex. Since each S i is homeomorphic to the unit ball in R 2n , Ω is also homeomorphic to R 2n by [2] . This completes the proof of the corollary.
We now begin to use the mapsF i to construct a map from Ω onto M.
Proof. This follows from (4.9) in Corollary 4.2, Corollary 4.3 and the definition of the maps Γ i .
Lemma 4.3. Ψ is a local biholomorphism and onto.
Proof. Fix some i ≥ 2 and consider the set S i as above.
) and by property (iv) of the maps Φ i
for some constant C 1 independent of i. Thus by (4.9) and the fact that the S i 's are increasing it follows that
for all j ≥ i. From the definition of the map Ψ, we see that
Noting that i is arbitrary, the surjectivity of Ψ follows from the fact that r(n i ) → ∞ as i → ∞.
We now show that Ψ is a local biholomorphism. Observe that Ω is open and Ψ is a holomorphic map. Now to show Ψ is a local biholomorphism on Ω, it will be sufficient to show it is a local biholomorphism on the sets S i for each i. Fix some i. Then by (4.10) and the fact that the b i 's are decreasing,
and all unit vectors v at z . Thus by the definition of Ψ, (4.19) implies Ψ is a local biholomorphism on S i . Noting that i is arbitrary, this completes the proof of the Lemma.
Proof of Theorem 1.1
If we take π : M → M to be the universal holomorphic covering of M and let g(t) = π * (g(t)), then ( M , g(t)) will still satisfy Lemma 2.1. To prove Theorem 1.1 under this setting, it is sufficient to prove that Ψ is injective. Before we prove this, let us first prove the following: Proof. In the following, all lengths on M will be computed with respect to the metric g 0 . Let α(s) be given. Then there is R > 0 such that α ⊂ B 0 (p, R/2). First let ǫ > 0 be the lower bound for the injectivity Let R > 0 be fixed, such that γ(s, τ ) ∈ B 0 (p, R) for all 0 ≤ s, τ ≤ 1.
By (4.17) and the fact that S i ⊂ S i+1 for all i, there exists i 0 such that
for all j ≥ i ≥ i 0 , and that γ ⊂ S i 0 . Since Ψ is a local biholomorphism, it is easy to see that for any a > 0 there is b > 0 such that for all i large enough,
) = q and that ζ 1,i → z 1 and ζ 2,i → z 2 . Now for i large enough, we can join ζ 1,i to ζ 2,i by first joining ζ 1,i to z 1 , then z 1 to z 2 along γ, then z 2 to ζ 2,i . Let us denote this curve by γ i (s), s ∈ [0, 1] parametrized proportional to arc length. We may assume γ i (s) is smooth, γ i (s) ⊂ K ⊂ S i 0 for some compact set K, and | γ Proof of Corollary 1.1. By Theorem 1.1, it is sufficient to prove that M is simply connected. Since M is simply connected near infinity, if M is not simply connected, then there is an nontrivial minimizer of a free homotopy class. Since the bisectional curvature is positive, this is impossible as in the proof of Sygne theorem.
