Abstract. In this paper, we establish the pointwise upper and lower bounds of the gradients of solutions to a class of elliptic systems, including linear systems of elasticity, in a general narrow region and in all dimensions. This problem arises from the study of damage analysis of high-contrast composite materials. Our results show that the damage may initiate from the narrowest place.
Introduction and main results
From the structure of fiber-reinforced composite, there are a relatively large number of fibers which are touching or nearly touching. The maximal strains can be strongly influenced by the distances between fibers. Especially, in highcontrast fiber-reinforced composites high concentration of extreme electric field or mechanical loads will occur in the narrow regions between two adjacent fibers. The purpose of this paper is to establish gradient estimates for solutions to a class of elliptic systems, including linear systems of elasticity, in such narrow regions.
A composite medium would be represented by a bounded domain Ω, divided into a finite number of subdomains. A simple two-dimensional example, which very well illustrates the main feature of our estimates, would have the domain Ω ⊂ R 2 model the cross-section of a fiber-reinforced composite, with D 1 ∪ D 2 ⊂ Ω representing the cross-section of the fibers, the remaining subdomain Ω \ D 1 ∪ D 2 representing the matrix surrounding the fibers. It is well known that for the scalar case, the anti-plane shear model is inconsistent with the two-dimensional conductivity model. Thus, the blow-up analysis for electric field has a valuable meaning in relation to the damage analysis of composite material. The most important quantities from an engineering point of view are |∇u|, representing the electric field in the conductivity problem or the stresses in the anti-plane shear model. Therefore, stimulated by the well-known work on damage analysis of fiber composites [9, 22, 29] , there have been a number of papers, starting from [17, 26, 27] , on gradient estimates for solutions of elliptic equations and systems with piecewise smooth coefficients which are relevant in such studies. See [3-8, 10, 11, 13-16, 20, 24, 28, 31, 32] and the references therein.
In order to investigate the high concentration phenomenon of high-contrast composites when dist(D 1 , D 2 ) is small, it is important to study the gradient estimate for the limiting case of a class of elliptic equations and systems with partially degenerated coefficients, that is, the coefficients in D 1 and D 2 degenerate to ∞. In a recent paper [5] , some gradient estimates were obtained concerning the conductivity problem where the conductivity is allowed to be ∞ (perfect conductor). Theorem A ( [5] ). Let B 1 and B 2 be two balls in R 3 with radius R and centered at (0, 0, ±R ± ε 2 ), respectively, (See Figure 1) . Let H be a harmonic function in R such that H(0) = 0. Define u to be the solutions of
Then there exists a constant C independent of ε such that
Theorem A shows that when the boundary values are both zero on ∂B 1 and ∂B 2 , |∇u| is bounded, so no concentration occurs. Theorem A was extended to the elliptic systems in [24] , and was improved that |∇u| decays exponentially fast near the origin. Later, another proof for scalar case was given in [21] . However, it is much more interesting to study the case when the boundary data are different on ∂B 1 and ∂B 2 , which more frequently appears in practical engineering applications, see [18, 22, 23, 29] , where it is shown that in dimension two |∇u| may blow up in the narrow region between B 1 and B 2 , as ε → 0.
Contrary to the scalar equation, less is known on such blow-up phenomenon for the linear elasticity case. Therefore, our effort is focussed on the narrow region (see Figure 2 ) to investigate the gradient estimate for a class of general elliptic systems, including linear systems of elasticity.
Before stating our results, we first fix our domain. To be precise, we define a more general narrow region in all dimensions as follows: for r ≤ 1,
where B r (0 ) := x = (x 1 , · · · , x n−1 ) ∈ R n−1 |x | < r is a ball in R n−1 , centered at the origin 0 of radius r, h 1 and h 2 are smooth functions in B 1 (0 ) satisfying
where I n−1 is the (n−1)×(n−1) identity matrix, κ 0 , κ 1 are some positive constants. We denote the top and bottom boundaries of Ω r as
Consider the following boundary value problem:
Here the usual summation convention is used: α and β are summed from 1 to n, while i and j are summed from 1 to N .
The coefficients A αβ ij (x) are measurable, bounded, that is, |A
for some constant Λ > 0 and satisfy the rather weak ellipticity condition, that is, there exists a constant 0 < λ < ∞ such that
Recall that a system is called a system of elasticity if N = n, the coefficients satisfy
, and for all n × n symmetric matrices ξ
It is clear that hypotheses (1.5) and (1.6) are satisfied by the linear systems of elasticity, especially by the Lamé system, see [30] ,
Furthermore, we assume that
for some positive constant κ 2 . Throughout the paper, unless otherwise stated, we use C to denote some positive constant, whose values may vary from line to line, which depend only on n, N, λ, Λ, κ 0 , κ 1 , κ 2 , but not on ε. Also, we call a constant having such dependence a universal constant.
In the paper, the main result concerns local piecewise gradient estimates of weak solutions u of problem (1.4) ; that is, u ∈ H 1 (Ω 1 ; R N ), and satisfies 
(1.8)
Remark 1.2. Some remarks on Theorem 1.1 are in order.
, we first observe from (1.8) that |∇u| ≤ C and there is no blow-up occurring, which is consistent with the main result of [24] .
(ii) On the other hand, it is easy to see that if ϕ = a, ψ = b for two different constant vectors a and b, then |∇u| will blow up, especially with rate ε −1 at the origin. (iii) When ϕ(0 , ε/2) = ψ(0 , −ε/2), by the Taylor expansions of ϕ and ψ, we have
, |∇u| is uniformly bounded on Ω 1/2 . Consequently, in the case that ϕ(0 , ε/2) = ψ(0 , −ε/2), there is no blow-up occurring at the origin. Theorem 1.1 gives more information about the dependence of |∇u|, which will play an important role in the study of the perfect conductivity problem (e.g. [10, 11, 25] ) and Lamé system with partially infinite coefficients (e.g. [12] [13] [14] ), where the coefficients in the inclusions are allowed to be ∞.
For the convenience of further applications, we list the analog result for the conductivity problem in the narrow region as a consequence. For the boundary value problem of Laplace equation
we have
Remark 1.2 is also true for the problem (1.10). The paper is organized as follows. In Section 2, we use energy method and an adaptive version of Bao-Li-Li's iteration technique [13] to prove Theorem 1.1. The main differences of the proof of Corollary 1.3 with that of Theorem 1.1 are given in Section 3.
Proof of Theorem 1.1
We decompose the solution of (1.4) as follows: 
In order to estimate
By a direct calculation, we obtain that
and for α, β = 1, · · · , n − 1,
Thus, in view of (2.3) and (2.4),
and by using (2.3) and (2.4), for α, β = 1, · · · , n − 1,
Here and throughout the paper, for simplicity we use
where C is independent of ε.
be a weak solution of (2.1), then
13)
where C depends on n, λ, κ 0 , κ 1 and κ 2 .
Proof. For simplicity, we assume that ψ ≡ 0. We only prove the case when l = 1 for instance. The other cases are the same. Denote w := w 1 ,ũ :=ũ 1 and ϕ := ϕ 1 .
Then,f
and it follows from (1.7) and (2.5)-(2.10) that
Multiplying the equation in (2.11) by w and applying integration by parts in Ω 1/2 , we have
Using the weak ellipticity condition and the Cauchy inequality, we obtain
Note that w = 0 on Γ
, by using the Sobolev embedding theorem and classical W 2,p estimates for elliptic systems, we have, for some p > n,
and for
. In particular, this implies that
, (2.16) where C depends only on n, λ and κ 0 . Obviously,
and
.
(2.18)
Applying integration by parts and making use of (2.10) and (2.16)-(2.18), we have 
. Lemma 2.1 is established.
By (1.2) and (1.3), we have
23)
Proof. We still assume that ψ ≡ 0 and only prove the case when l = 1 for instance, and denote w := w 1 ,ũ :=ũ 1 and ϕ := ϕ 1 . For 0 < t < s < 1, let η(x ) be a smooth function satisfying 0 ≤ η(x ) ≤ 1, η(x ) = 1 if |x − x 0 | < t, η(x ) = 0 if |x − x 0 | > s and |∇η(x )| ≤ 2 s−t . Multiplying η 2 w on both sides of the equation in (2.11) and applying integration by parts, we have
by using the weak ellipticity condition (1.6) and the Cauchy inequality, we have
Thus, we obtain
Ωt(x0)
Note that w = 0 on Γ − 1 , by (1.3) and the Hölder inequality, we obtain
It follows from (2.12) and the mean value theorem that
(2.26) 27) and
By (2.24), (2.27) and (2.28), for some universal constant C 1 > 0, we have for 0 < t < s < √ ε,
Using (2.29) with s = t i+1 and t = t i , we obtain that, for i = 0, 1, 2, · · · , k,
After k iterations, making use of (2.13), we have, for sufficiently small ε,
here we used that the first term in the last but one line decays exponentially, which implies that for 0 
Thus, we obtain that, for 0 < t < s < and t = t i , we have, for i = 0, 1, 2, · · · , k,
Similarly, after k iterations, we have
The proof of Lemma 2.2 is completed.
31)
and if
Consequently, by (2.6) and (2.7), we have for sufficiently small ε and x ∈ Ω R0 ,
Proof. Take the case when ψ ≡ 0 and l = 1 for instance, and denote v := v 1 , w := w 1 ,ũ :=ũ 1 and ϕ := ϕ 1 . Given x 0 = (x 0 , x 0n ) ∈ Ω R0 , making a change of variables
Then, the region Ω δ (x 0 ) becomes Q 1 , where Q r = {y ∈ R n |ĥ 2 (y ) < y n <ĥ 1 (y ), |y | < r}, 0 < r ≤ 1, and the top and bottom boundaries of Q r become Γ + r := {y ∈ R n | y n =ĥ 1 (y ), |y | ≤ r} and Γ − r := {y ∈ R n | y n =ĥ 2 (y ), |y | ≤ r}, respectively. From (1.3) and the definition ofĥ 1 andĥ 2 , we havê
and for |y | < 1,
Since R 0 is small, ĥ 1 C 1,1 ((−1,1)) and ĥ 2 C 1,1 ((−1,1)) are small and Q 1 is essentially a unit square as far as applications of Sobolev embedding theorems and classical L p estimates for elliptic systems are concerned. Letû (y , y n ) =ũ(δy + x 0 , δy n ),ŵ(y , y n ) = w(δy + x 0 , δy n ).
Thus,ŵ(y) satisfies
In view ofŵ = 0 on the upper and lower boundaries of Q 1 , we have, by Poincaré inequality, that ŵ
Using the Sobolev embedding theorem and classical W 2,p estimates for elliptic systems, we have, for some p > n,
, tracing back to w through the transforms, we have 
Therefore,
(2.32) is proved. Notice that |∇v| ≤ |∇w| + |∇ũ|, by (2.6), (2.7), (2.31) and (2.32), we obtain (2.33). By the Taylor expansion and (1.1), we have
The proof of Lemma 2.3 is finished.
Proof of Theorem 1.1. By Lemma 2.1-Lemma 2.3, we have, for x ∈ Ω R0 ,
. Applying the standard elliptic theorem (see Agmon et al. [1] and [2] ), we have
2 ) for some integer l, then by Lemma 2.3, we obtain
The proof of Theorem 1.1 is completed.
Proof of Corollary 1.3
Since the problem (1.10) has much more applications in practice, such as conductivity problem, anti-plane shear model. We give a sketched proof of Corollary 1.3 and only list its main ingredients. We use the auxillary scalar functionū ∈ C 2 (R n ) introduced in Section 2, which satisfying (2.2). Definẽ
Denote w = u −ũ, which satisfies the following boundary value problem
(3.5)
Step 1. Boundedness of Ω 1/2 |∇w| 2 dx.
Multiplying the equation in (3.5) by w and applying integration by parts on Ω 1/2 , in view of w = 0 on Γ ± 1 , we have
By using (3.1),
).
Using (3.3) and (3.4), for
). In view of w = 0 on Γ ± 1 , by a standard elliptic theorem for Poisson equation, we have
), which, implies that
), (3.6) where C depends on n, λ, κ 0 and κ 1 .
Step 2. Estimate of Ω δ (x0) |∇w| 2 dx, where
Let η(x ) be the cut-off function in Lemma 2.2. Multiplying η 2 w on both sides of the equation in (3.5) and applying integration by parts, we have
Note that
by the Cauchy inequality, we have
It is easy to see that ). (3.9)
Denote F (t) := Ωt(x0) |∇w| 2 dx. By (3.7)-(3.9), for some universal constantĈ 1 > 0, we have for 0 < t < s < √ ε, ). 
Using (3.10) with s = t i+1 and t = t i , we obtain that, for i = 0, 1, 2, · · · , k,
+ C(i + 1) n−1 ε n [|ϕ(x 0 , ε/2 + h 1 (x 0 )) − ψ(x 0 , −ε/2 + h 2 (x 0 ))| )].
After k iterations, making use of (3.6), we have, for sufficiently small ε,
)],
here we used that the first term in the last but one line decays exponentially, which implies that for 0 ≤ |x 0 | ≤ √ ε,
)]. )]. (3.12)
Step 3. Estimate of |∇w(x)| for x ∈ Ω R0 , for some small R 0 ∈ (0, The proof of Corollary 1.3 is completed.
