Multistage factorial designs with randomization restrictions are often used for designing industrial experiments when complete randomization of their trials is impractical. Ranjan, Bingham and Dean (2009) developed a finite projective geometry based unified theory for the existence and construction of such designs, where the randomization structure is characterized by randomization defining contrast subspaces (RDCSSs). In this paper, we propose a definition of isomorphism for RDCSS-based designs, and develop theoretical results and algorithms for checking isomorphism of such designs. We use the prime factorization method to efficiently check for rearrangements, and explore the underlying geometry of RDCSSs to sort through the important relabellings. We also completely classify the total number of isomorphism classes for small cases, and show that the cyclic construction of geometric structures like spreads and stars lead to isomorphic designs.
Introduction
Full factorial and fractional factorial designs with randomization restrictions (e.g., block designs, split-plot designs, and split-lot designs) are often used for designing industrial experiments when complete randomization of the trials is impractical. Finding optimal designs for multi-stage factorial experiments under randomization restrictions has been an active area of research for several years (e.g., Addelman 1964 , Bisgaard 1994 , Bingham and Sitter 1999 . Ranjan, Bingham, and Dean (2009) developed a unified theory for the existence and construction of such designs by establishing a correspondence between 2 n factorial design and a finite projective geometry P n = P G(n − 1, 2). This formulation is characterized by randomization defining contrast subspaces (RDCSSs) for each stage of randomization, which correspond to (t − 1)-dimensional flats of P n .
A strategy for assessing the significance of factors and factor combinations in these factorial designs is to use half-normal plots such that effects on the same plot must have the same error variance. To ensure the assessment of all effects in an experiment, Ranjan, Bingham and Dean (2009) followed Schoen (1999) and recommended that the RDCSSs be disjoint and large enough to construct useful half-normal plots. They established the existence results via a spread of P n -a set of disjoint flats of P n that covers P n . In many practical situations, however, like the plutonium alloy experiment of Bingham, Sitter, Kelly, Moore, and Olivas (2008) , the overlap among the RDCSSs cannot be avoided. For such cases, Ranjan, Bingham, and Mukerjee (2010) proposed designs based on a new geometric structure called a star -a set of distinct flats of P n that share a common overlap. If the overlap is large enough, the significance of all factorial effects can be assessed. A spread or star is said to be balanced if all constituting flats are of the same size. Lemma 1 of this paper shows that a balanced covering star (a star that is also a cover) is a generalization of a balanced spread. Thus we focus on the isomorphism of balanced covering star-based designs. Though the actual design may require fewer flats (or RDCSSs) than the set provided by a star (or spread), the total number of independent effects in the design and the underlying star are the same. Thus we check for the isomorphism of the underlying star.
In this paper we first propose a formal definition of isomorphism and then develop an efficient algorithm for checking isomorphism of balanced covering stars of P n = P G(n − 1, 2). The correspondence between covering stars and spreads facilitates the reduction in the number of relabellings and rearrangements to be checked for the isomorphism of stars. We also improve the efficiency in checking equivalence using a prime number representation of the elements of P n . This representation reduces the comparison of underlying spreads (3-dimensional arrays) to comparison of scalar sequences (1-dimensional arrays). More importantly, a substantial reduction in the search space of isomorphism establishing relabellings is achieved via an exploitation of the geometry of spreads.
For small cases, we completely classify the number of isomorphism classes of the balanced covering stars of P n . This is achieved by combining the spread-star correspondence with results from Soicher (2000) , Topalova and Zhelezova (2008) , and Mateva and Topalova (2009) . We also show that all (t − 1)-spreads of P n obtained via cyclic construction (Hirschfeld 1998) are isomorphic.
The remainder of the paper is organized as follows: Section 2 defines balanced spreads, balanced stars, and a spread -star correspondence. Section 3 formally defines equivalence and isomorphism of stars. Section 4 presents new theoretical results and algorithms for checking isomorphism of stars. Section 5 contains a few simple examples and the classification of balanced covering stars of P G(n − 1, 2). Section 6 shows that all spreads constructed using the cyclic method of Hirschfeld (1998) are isomorphic. Finally, Section 7 also makes some concluding remarks.
Preliminaries and Notation
Bose (1947) established that the set of all effects in a 2 n factorial experiment is equivalent to a (n − 1)-dimensional finite projective geometry over the Galois Field of order 2 (GF (2)), which is denoted by P n = P G(n − 1, 2). This equivalence facilitates the use of P n as the effect space for such a factorial experiment. Let F i , i = 1, ..., n be n independent main effects (or basic factors), then an r-factor interaction is denoted by an n-dimensional vector with exactly r ones and n − r zeros. We also often use the first n uppercase letters {A, B, C, ...} to denote the n independent basic factors. For instance, P 5 = {A, B, AB, C, ..., ABCDE} and AE = (1, 0, 0, 0, 1) is a two-factor interaction. A (t − 1)-flat of P n is a set of 2 t − 1 non-null effects spanned by t linearly independent effects of P n . In our context, a (t − 1)-flat represents an RDCSS with t independent randomization factors.
is a set of (t − 1)-flats of P n which partitions P n .
Given that a balanced (t − 1)-spread ψ of P G(n − 1, 2) exists, the size of ψ is |ψ| = (2 n − 1)/(2 t − 1) = n/t i=1 2 (i−1)t . A necessary and sufficient condition for the existence of a (t − 1)-spread is that t divides n (André 1954) . See Ranjan, Bingham, and Dean (2009) for results on balanced and mixed spread-based factorial designs. For cases where overlap of RDCSSs is unavoidable, Ranjan, Bingham, Mukerjee (2010) proposed a new geometric structure called star.
Definition 2.
A balanced star Ω = St(n, µ, t, t 0 ) of P n is a set of µ rays ((t− 1)-flats) and a nucleus ((t 0 − 1)-flat) in P n , where the nucleus is contained in each of the µ rays (so, 0 ≤ t 0 < t < n).
A star that covers P n is referred to as a covering star. If Ω = St(n, µ, t, t 0 ) is a covering star, µ = (2 n−t 0 − 1)/(2 t−t 0 − 1). The next result uses Lemma 3 of Ranjan, Bingham, and Mukerjee (2010) to establish a one-to-one correspondence between spreads and covering stars.
Lemma 1. The existence of a balanced covering star Ω = St(n, µ, t, t 0 ) of P n = P G(n − 1, 2) is equivalent to the existence of a (h − 1)-spread ψ of P u , where u = n − t 0 , and h = t − t 0 .
In such a case,
, where π is the nucleus of Ω and · · · denotes the span. For convenience, we denote such stars as Ω = ψ × π.
Definition 2 and Lemma 1 show that a balanced covering star is a generalization of a balanced spread (Corollary 1 presents a formal statement).
Corollary 1.
A balanced (t − 1)-spread of P n is a special case of a balanced covering star St(n, µ, t, t 0 ) of P n with t 0 = 0.
Consequently, all results developed in this paper focus on the isomorphism of balanced covering stars. For proving results on stars, the existence results on spreads turn out to be quite useful.
New Definitions: Equivalence and Isomorphism
For regular factorial designs, two designs D 1 and D 2 are said to be isomorphic if D 1 can be transformed into D 2 by relabelling and rearranging the factorial effects in D 1 . In the same spirit, we define isomorphism of stars.
Let Ω 1 = {f * 1 , ..., f * µ } and Ω 2 = {g * 1 , ..., g * µ } be two distinct balanced covering stars St(n, µ, t, t 0 ) of P n . Then, we say that Ω 1 and Ω 2 are equivalent (denoted by Ω 1 ≡ Ω 2 ) if Ω 2 can be obtained by rearranging the order of f Definition 3. Let Ω 1 = {f * 1 , ..., f * µ } and Ω 2 = {g * 1 , ..., g * µ } be two balanced covering stars St(n, µ, t, t 0 ). Then, Ω 1 and Ω 2 are said to be equivalent (i.e., Ω 1 ≡ Ω 2 ) if and only if, for every f * i ∈ Ω 1 , there is a unique g * j ∈ Ω 2 such that {f * i } = {g * j } (set equality). Let E(Ω) be the set of all balanced covering stars St(n, µ, t, t 0 ) of P n that are equivalent to Ω (i.e., E(Ω) denotes the equivalence class of Ω).
Proposition 1. For a balanced covering star Ω = St(n, µ, t, t 0 ) of P n , the size of its equivalence class is given by
where µ = (2 n−t 0 − 1)/(2 t−t 0 − 1) is the total number of rays of Ω.
The proof of Proposition 1 follows from a simple counting argument. The µ rays can be rearranged in µ! distinct ways, and the factorial effects in each ray can be rearranged in (2 t − 1)! different ways. Note that the dimension of the nucleus (t 0 ) does not appear explicitly in (1), however, the expression for the number of rays, µ = (2 n−t 0 − 1)/(2 t−t 0 − 1), contains t 0 . We follow Ranjan, Bingham and Dean (2009) and Ranjan, Bingham and Mukerjee (2010) , and use a collineation of P n (Coxeter 1974) to relabel the factorial effects in the star.
Definition 4. A collineation of P n is a mapping of the points from P n to P n such that (t − 1)-flats gets mapped to (t − 1)-flats for all 1 ≤ t ≤ n.
A collineation of P n can be characterized by an n × n matrix C over GF (2), referred to as the collineation matrix (Batten 1997) , where the j-th column of C is the image of the basic factor F j (i.e., the effect in P n that F j gets mapped to). Thus we interchangeably use the terms "collineation" and "collineation matrix" to refer to the same linear mapping.
In this paper, we are interested in the impact of collineations on balanced covering stars and balanced spreads. For a star Ω 1 = {f * 1 , ..., f * µ } and an n × n collineation matrix C of P n , the relabelled star under C is denoted by C(Ω 1 ), where an element (n × 1 vector) δ ∈ f * j is mapped to C · δ. Proposition 2. Let C n be the set of all collineations of P n = P G(n − 1, 2). Then the size of C n is given by
The proof of Proposition 2 follows by simply counting the total number of possible linearly independent images of F j . That is, given that the images of F 1 , ..., F j have already been selected, the total number of possible images for F j+1 is 2 n − 2 j . We now combine the notion of rearrangement (equivalence) and relabelling (via collineation) to formally define the isomorphism of two stars.
Definition 5. Let Ω 1 and Ω 2 be two balanced covering stars St(n, µ, t, t 0 ) of P n . Then, Ω 1 and Ω 2 are said to be isomorphic (denoted by Ω 1 ∼ = Ω 2 ) if and only if there exists a collineation C ∈ C n such that
For any pair of balanced covering stars St(n, µ, t, t 0 ) of P n , if there exists one isomorphism establishing collineation (IEC) C ∈ C n , then typically there are many more. However, determining if one IEC exists is the most difficult part. In the next section, we propose an efficient algorithm for finding an IEC if it exists.
Isomorphism Check Algorithm
Let Ω 1 and Ω 2 be two balanced covering stars St(n, µ, t, t 0 ) of P n . A naive approach for checking the isomorphism of Ω 1 and Ω 2 is to compare C(Ω 1 ) with the elements of E(Ω 2 ) for each C ∈ C n . This procedure would require numerous comparisons of n × (2 t − 1) × µ (3-dimensional) arrays, which can be computationally intensive for large n. In the worst-case scenario (nonisomorphic stars), the total number of such comparisons is
where µ = (2 n−t 0 − 1)/(2 t−t 0 − 1). For instance, when n = 5, t = 3 and t 0 = 1, this naive method may require |E(Ω 2 )| ≈ 3.9 · 10 20 comparisons for each of the |C 5 | ≈ 10 7 collineations, i.e., approximately 3.9 · 10 27 comparisons of 5 × 7 × 5 arrays. One obvious technique for reducing the number of equivalence checks might be to first sort the two 3-dimensional arrays (C(Ω 1 ) and Ω 2 ) in Yates order (Box, Hunter and Hunter 1978) , and then compare the sorted arrays. This strategy reduces the number of comparisons by a factor of |E(Ω 2 )|, however, the additional cost of sorting two n × (2 t − 1) × µ -arrays is now introduced, which can still be computationally expensive for large t and n.
We now propose an efficient method for further reducing the computational burden by using a prime-representation of P n . Let Γ n be the set of 2 n − 1 smallest prime numbers, and for 1 ≤ i ≤ 2 n − 1, the i-th factorial effect (in Yates order) be represented by the i-th smallest prime number in Γ n . For the balanced covering star St(n, µ, t, t 0 ) denoted by Ω 1 = {f * 1 , ..., f * µ }, let λ(f * ij ) be the prime-representation of the j-th element of f * i , and λ
) be the sorted product-prime-representation of Ω 2 . Consequently, Ω 1 and Ω 2 are equivalent (i.e., Ω 1 ∈ E(Ω 2 )) if and only if Λ(Ω 1 ) = Λ(Ω 2 ).
Remarks: (i) Note that this prime-representation based equivalence check technique proposed requires sorting and comparison of only µ × 1 vectors instead of n × (2 t − 1) × µ -arrays in the naive method.
(ii) The uniqueprime-factorization theorem facilitates the reverse identification of individual elements of f * ∈ Ω from the value of λ(f * ). (iii) From Lemma 1, if Ω 1 = ψ 1 ×π and Ω 2 = ψ 2 × π, the equivalence of the underlying balanced (h − 1)-spreads ψ 1 and ψ 2 of P u can be established if and only if Λ(ψ 1 ) = Λ(ψ 2 ). (iv) In the context of isomorphism check, we are interested in checking the equivalence of C(Ω 1 ) and Ω 2 , or the equality of Λ(C(Ω 1 )) and Λ(Ω 2 ), for every C ∈ C n .
It is expected that not all collineations in C n would necessarily be suitable for establishing the isomorphism between a pair of stars (Ω 1 and Ω 2 ). We propose a few techniques that exploits the geometric structure of St(n, µ, t, t 0 ) for reducing the number of collineation checks, i.e., filter out collineations not suitable for isomorphism of stars.
Our first result on reducing the number of collineation checks is obtained by strengthening Lemma 1 to include isomorphism.
Lemma 2. Let Ω 1 and Ω 2 be two balanced covering stars St(n, µ, t, t 0 ) of P n . Then, Ω 1 ∼ = Ω 2 if and only if ψ 1 ∼ = ψ 2 , where ψ 1 and ψ 2 are (h − 1)-spreads of P u , such that Ω j = ψ j × π for j = 1, 2, h = t − t 0 and u = n − t 0 .
Proof. For j = 1, 2, let Ω j = ψ j × π j , then without loss of generality, we can assume that π 1 = π 2 = π = F u+1 , . . . , F n , otherwise, appropriate collineations can easily be found to relabel the factors of Ω 1 and Ω 2 to ensure this.
Suppose ψ 1 ∼ = ψ 2 , and there exists a collineation C ∈ C u such that
Lemma 2 shows that the isomorphism check problem for Ω 1 = ψ 1 × π and Ω 2 = ψ 2 × π can be reduced to checking isomorphism of ψ 1 and ψ 2 . That is, the search space for an IEC has been reduced from C n to C u . We now exploit the properties of a spread in order to further reduce the search space.
Proposition 3. Let ψ 1 = {f 1 , . . . , f µ } and ψ 2 = {g 1 , . . . , g µ } be two balanced (h − 1)-spreads of P u . Then the existence of a collineation C ∈ C u that establishes ψ 1 ∼ = ψ 2 implies that for every f ∈ ψ 1 , there exists a unique g ∈ ψ 2 such that C(f ) = g.
Proof.
Since C is an IEC, C(f ) ∈ ψ 2 for every f ∈ ψ 1 , and by invertibility of the collineation matrix, C(f a ) = C(f b ) implies that f a = f b . Therefore, C defines a bijection between the flats of ψ 1 and the flats of ψ 2 .
Since a collineation matrix in C u can be characterized by the labels of u linearly independent points (factorial effects) of P u , and every (h − 1)-flat in P u contains exactly h linearly independent points, a set of u/h elements of an (h − 1)-spread ψ is expected to be sufficient for specifying C. Let L = LIF (u, h, k) denote a set of k linearly independent disjoint (h − 1)-flats of P u , then | L | = 2 hk − 1, and the span of LIF (u, h, u/h) (if it exists) will be P u . For u/h = 2, any pair of elements in ψ = {f 1 , ..., f µ } constitute LIF (u, h, 2), however, for u/h = r > 2, not every set of r elements of ψ constitute LIF (u, h, r). For instance, if u = 6 and h = 2, the span of f i 1 = F, ABCE , f i 2 = E, ABDEF and f i 3 = EF, CDF does not cover P 6 , but, f i 1 , f i 2 and f i 4 = D, ACDF spans P 6 .
Lemma 3. Any (h−1)-spread ψ = {f 1 , ..., f µ } of P u = P G(u−1, 2) contains an LIF (u, h, u/h).
Proof. For 1 ≤ k < u/h and 1 ≤ i 1 , ..., i k ≤ µ, let {f i 1 , ..., f i k } be a set of k distinct elements of ψ that constitutes an LIF (u, h, k). Here, (2
Since the number of unused flats (µ−k) is more than the number of points in
there is at least one flat f ∈ {f 1 , ..., f µ }\{f i 1 , ..., f i k } whose points are linearly independent from that of f i 1 , ..., f i k . Thus, such an f can be added to the set {f i 1 , ..., f i k } to obtain an LIF (u, h, k + 1).
Since only u linearly independent effects are required to characterize the relabellings of P u and Lemma 3 ensures the existence of an LIF (u, h, r) (for r = u/h), we can further reduce the computational burden in the isomorphism check process by considering only those relabellings, C * , that map a fixed LIF (u, h, r) from ψ 1 (say L(ψ 1 )) to elements of F (ψ 2 ) = {{g j 1 , . . . , g jr } * : g j 1 , . . . , g jr ∈ {g 1 , . . . , g µ }}, where {· · · } * represents a set where ordering is important, i.e., {a, b} * = {b, a} * . If not all g j 's in a chosen S(ψ 2 ) ∈ F (ψ 2 ) are linearly independent, the relabelling C * that maps L(ψ 1 ) to S(ψ 2 ) will not be a proper collineation (i.e., the u × u matrix C * will be non-invertible). Ideally, one should find all possible LIF (u, h, r) from ψ 2 (i.e., L(ψ 2 )'s) and then check for relabelling a fixed L(ψ 1 ) to L(ψ 2 ), but, in the cases we have considered, finding all L(ψ 2 )'s turns out to be computationally more intensive than working with all S(ψ 2 ) ∈ F (ψ 2 ). Theorem 1. Let ψ 1 and ψ 2 be two (h − 1)-spreads of P u , such that L(ψ 1 ) = {f 1 , . . . , f r } forms an LIF (u, h, r) from ψ 1 , where r = u/h. Define D to be the set of all relabellings, C * , from L(ψ 1 ) to elements of F (ψ 2 ) = {{g j 1 , ..., g jr } * : g j 's ∈ ψ 2 }. Then, D contains all potential IECs, i.e., those collineations that establish ψ 1 ∼ = ψ 2 , and
Proposition 3 and Lemma 3 ensure that D contains all IECs. The size of D follows trivially from a counting argument. In general, |D| < |C n−t 0 | if h ≥ 2. For example, if n = 6, t = 4 and t 0 = 2 (i.e., u = 4 and h = 2), |C u | = 20160 whereas |D| = 720, which is a substantial reduction in the number of collineation checks. Though it is easy to generate a few random elements of D, iterating through all relabellings C * ∈ D may not be straightforward from an implementation viewpoint.
We define two indices If and IC for every C * ∈ D to keep track of the flats in S(ψ 2 ) and independent effects in these flats that are mapped to the set of u independent basis elements in L(ψ 1 ). Let If be an r × 1 vector with
Define IC to be an h × r matrix, where the i-th column IC ·,i contains the indices of the effects in C * (f i ) that are mapped to the independent effects of f i . Since each f i to g j relabelling can be defined in |C h | ways, there will be |C h | r distinct IC's for every If . Algorithm 1 summarizes the proposed isomorphism check algorithm for Ω 1 = {f * 1 , ..., f * µ } and Ω 2 = {g * 1 , ..., g * µ }, two covering stars St(n, µ, t, t 0 ) of P n , where f * i = f i × π and g * j = g j × π. There are a few important remarks worth noting. First of all, the computational cost in the construction of u ×u relabelling matrices C * can be substantially reduced if the flats in LIF (u, h, r) of ψ 1 can be rearranged/relabelled such that all basic factors (canonical basis vectors), F 1 , ..., F u , are at the beginning of these r flats. This can be achieved by using a collineation C 1 ∈ C u along with a possible rearrangement to obtain ψ
.., F 2h , * * * },..., f ′ r = {F u−h+1 , ..., F u , * * * }, where * denotes the interactions of the basic factors. Secondly, one can either use a systematic construction method or a pre-compiled list of possible mappings between f ′ i and g j to iterate through C * and S(ψ 2 ) ∈ F (ψ 2 ). As far we know, a systematic construction of all possible (h − 1)-spreads of P u (for arbitrary h that divides u) is unknown, and often an exhaustive search is used to obtain all possible spreads in small cases. Consequently, finding all non-isomorphic spreads/stars is a difficult problem. However, Algorithm 1 can be used to efficiently check for the isomorphism of pairs of balanced spreads and balanced covering stars St(n, µ, t, t 0 ) of P n . Next we discuss a few special cases that are of potential interest to the experimenters.
Algorithm 1 Isomorphic check for balanced covering stars St(n, µ, t, t 0 ) 1. Following Lemma 2, construct two n × n collineation matrices C 01 and C 02 such that C 0i (Ω i ) = ψ i × π, where π = F n−t 0 +1 , F n−t 0 +2 , ..., F n , and ψ 1 = {f 1 , ..., f µ } and ψ 2 = {g 1 , ..., g µ } are (h − 1)-spreads of P u , for u = n − t 0 and h = t − t 0 . [Note:
2. Construct an u × u collineation matrix C 1 such that the first u/h(= r)
3. Use the following steps to iterate through the relabellings C * ∈ D (in Theorem 1) and check if C * (ψ
Choose S(ψ 2 ) ∈ F (ψ 2 ) that corresponds to If (l 1 ) .
4:
Declare ψ 1 ∼ = ψ 2 and hence Ω 1 ∼ = Ω 2 .
8:
Exit the algorithm. The spreads ψ 1 and ψ 2 (hence Ω 1 and Ω 2 ) are non-isomorphic.
Examples of special cases
In this section, we first present a simple example to illustrate the theoretical results and the algorithm developed in Sections 3 and 4. Then, we discuss the classification of all non-isomorphic balanced covering stars generated using balanced spreads of P u for u ≤ 6. Example 1. For n = 5, t = 3 and t 0 = 1, the effect space (the set of all factorial effects) is P n = A, B, AB, ..., ABCDE . Here u = n − t 0 = 4 and h = t − t 0 = 2. Since h divides u, there exists a balanced (h − 1)-spread of P u and a balanced covering star St(5, µ, 3, 1) with µ = (2 4 −1)/(2 2 −1) = 5 rays. Table 1 shows two 1-spreads of P 4 , and Table 2 presents the corresponding stars obtained using the construction method discussed in Lemma 2. Table 1 : Two 1-spreads ψ 1 and ψ 2 of P 4 = P G(3, 2) Table 2 : Two balanced coverings stars St(5, 5, 3, 1) of P 5 = P G(4, 2) In the spirit of common industrial experiments, our interest lies in spreads and stars with typically a small number of basic factors. The designs based on 1-spreads of P u (for any u) are not very useful from an analysis viewpoint as the size of the RDCSSs would be too small to construct half-normal plots for significance assessment of factorial effects. However, for star-based designs, all (h−1)-spreads (for 2 ≤ h ≤ u/2) of P u can be useful if the nucleus is large enough. For instance, the balanced covering star of P 5 with t = 4 and t 0 = 3 (i.e., u = n − t 0 = 2 and h = t − t 0 = 1) can support a 3-stage split lot 2 5 design with four randomization factor at each stage, and the three RDCSSs will have a common overlap of seven effects (Example 2 of Ranjan, Bingham and Mukerjee 2010) . The significance assessment of all factorial effects in this design can be conducted using four half-normal plots.
The class of non-isomorphic spreads and stars can be ranked using a design ranking criterion to find optimal designs. Complete classification of non-isomorphic balanced spreads is known for only a few small cases.
(A.1) For u ≤ 3 all balanced spreads are trivial, and for every given u ≤ 3 all (h − 1)-spreads of P u are isomorphic.
(A.2) For u = 4, the only non-trivial spread corresponds to h = 2. Soicher (2000) show that all 1-spreads of P 4 are isomorphic.
(A.3) For u = 5 (prime), all spreads are trivial.
(A.4) For u = 6, the non-trivial balanced spreads correspond to h = 2 and h = 3. Topalova and Zhelezova (2008) showed that all 2-spreads of P 6 are isomorphic, and Mateva and Topalova (2009) used exhaustive search to show that there exist 131044 non-isomorphic 1-spreads of P 6 .
For instance, two non-isomorphic 1-spreads of P 6 are ψ 3 = {f 1 , ..., f 21 } (Table 3 ) and ψ 4 = {g 1 , ..., g 21 }, where g i = f i for i = 1, ..., 18, g 19 = {ACE, AF, CEF }, g 20 = {BCDF, CF, BD} and g 21 = {ABCD, AEF, BCDEF }. We now use the results from A.1 -A.4 and the theoretic results presented in Sections 3 and 4 to classify the non-isomorphic balanced covering stars St(n, µ, t, t 0 ) of P n . For convenience we follow the notation St(u + t 0 , µ, h + t 0 , t 0 ) to denote the stars of interest (recall u = n − t 0 and h = t − t 0 ).
(B.1) For any given 0 ≤ u ≤ 5, t 0 ≥ 0 and h that divides u, all balanced covering stars St(u + t 0 , µ, h + t 0 , t 0 ) of P u+t 0 are isomorphic. The proof follows from Lemma 2 and A.1 -A.3.
(B.2) For t 0 ≥ 0, all balanced covering stars St(6 + t 0 , µ, 2 + t 0 , t 0 ) of P 6+t 0 are isomorphic to each other. The result follows from A.4.
(B.3) For every t 0 ≥ 0, there exist 131044 non-isomorphic balanced covering stars St(6 + t 0 , µ, 3 + t 0 , t 0 ) of P 6+t 0 . The result follows from A.4.
Though the results developed thus far are not restricted to spreads and stars constructed using a particular method, the examples of spreads presented here are obtained using the popular cyclic construction method by Hirschfeld (1998) . Next we develop a few results that are specific to the spreads and stars constructed using this method.
Some results on cyclic spreads
This section starts with a brief review of the cyclic construction method for balanced spreads, then we establish the results on equivalence and isomorphism of such spreads. The algebraic results used in the proofs are mostly based on Lidl and Niederreiter (1994) .
Suppose h and u are positive integers such that h divides u, and we wish to construct an (h−1)-spread ψ = {f 1 , ..., f µ } of P u , where µ = (2 u −1)/(2 h −1). The cyclic method for constructing ψ starts by writing the 2 u − 1 nonzero elements of GF (2 u ) in cycles of length µ (Table 4 ). The nonzero elements of GF (2 u ) are written as ω 0 , ω 1 , . . . , ω 2 u −2 , where ω is a primitive element, and ω i = α 0 ω 0 + α 1 ω 1 + · · · + α u−1 ω u−1 , for 0 ≤ i ≤ 2 u − 2, correspond to the vector representation (α 0 , . . . , α u−1 ) of elements in P u . Hirschfeld (1998) showed that f i 's are (h − 1)-flats and ψ = {f 1 , ..., f µ } partitions the set of all nonzero elements of GF (2 u ), i.e., ψ is an (h − 1)-spread of P u . Table 4 : The elements of GF (2 u ) in cycles of length µ = (2 u − 1)/(2 h − 1).
The 1-spread ψ 1 of P 4 in Table 1 is generated using the primitive polynomial ω 4 + ω + 1 with root ω, and the 1-spread ψ 3 of P 6 in Table 3 is obtained using the primitive polynomial ω 6 + ω + 1 with root ω. Although the spreads obtained via this construction method may vary with the choice of the primitive element and primitive polynomial of GF (2 u ), the next few results establish that such spreads are equivalent or isomorphic.
Lemma 4. Let ψ = {f 1 , ..., f µ } be an (h − 1)-spread of P u constructed with the cyclic method using a primitive polynomial P (ω) and root ω. Then, 
Proof. (a) follows trivially from the cyclic structure in Table 4 . For part (b), since µ(2
and hence, ω ℓµ is a root of ω 2 h − ω. Part (c) follows from noting that the elements of f i are of the form ω kµ+i = ω i ω kµ , where 0 ≤ i < µ.
Theorem 2. Let ψ 1 = {f 1 , ..., f µ } and ψ 2 = {g 1 , ..., g µ } be two (h − 1)-spreads of P u constructed using the cyclic method with two roots α and β of the same primitive polynomial P (ω). Then ψ 1 is equivalent to ψ 2 .
Proof. We need to show that for every g j ∈ ψ 2 , there exists a unique f i ∈ ψ 1 such that the elements in g j are in f i . Let e 1 and e 2 be two distinct effects in g j , then from Lemma 4(a), e 1 = β a , e 2 = β b and a ≡ b (mod µ). From Theorem 2.14 of Lidl and Niederreiter (1994) , there exists 0
Consequently, e 1 and e 2 must belong to the same flat in ψ 1 (from Lemma 4(a)).
Theorem 3. Let ψ 1 = {f 1 , ..., f µ } and ψ 2 = {g 1 , ..., g µ } be two (h − 1)-spreads of P u constructed using the cyclic method with two primitive polynomials P 1 (ω) and P 2 (ω) respectively. Then ψ 1 is isomorphic to ψ 2 .
Proof. We establish the existence of an IEC by constructing one. Our isomorphism will be a field isomorphism, which makes it easier to show that it is an IEC.
Let α be the primitive root of P 1 (ω) which is used to construct ψ 1 and let β be the primitive root of P 2 (ω) which is used to construct ψ 2 . By Lidl and Niederreiter (1994, Theorem 2.40) , there is a primitive polynomial Q(x) of degree u whose roots form a basis for GF (2 u ) over Z 2 . Note that if ω is one of these roots then the other u − 1 roots are all of the form ω 2 i for i = 1, . . . , u − 1. There are a, b ∈ {1, . . . , 2 u − 2} with both α a and β b roots of Q(x). We define our IEC Φ by first setting
and then extending Φ to all of GF (2 u ) by linearity. Since the roots of Q(x) form a basis, this uniquely defines Φ.
Our next task is to show that Φ is a field isomorphism. By our definition, Φ is linear; we need only show that Φ preserves multiplication. Since Q(x) is primitive and α a , β b are both roots of Q(x), it is enough to show Φ((α a ) k ) = (β b ) k for all k = 1, . . . , 2 u −1. Fix k. Since α a , α 2a , . . . , α 2 u−1 a are the distinct roots of Q(x) and are a basis, there are constants c i ∈ Z 2 so that
Consider the polynomial H(x) = x k − i c i x 2 i . Then H(α a ) = 0 by definition of c i . However, since x → x 2 j is a field automorphism for any j, this means that h(α a2 j ) = 0 as well. Thus all the roots of Q(x) are also roots of H(x). Since β b is a root of Q(x), then H(β b ) = 0 or β bk = i c i β b2 i . However, then
and so Φ is also a field isomorphism. We claim that Φ is an IEC. To see this, we first note that by Lidl and Niederreiter (1994, Theorem 2.21) , Φ maps the roots of x 2 h − x to roots of x 2 h − x. That is, it maps GF (2 h ) ⊂ GF (2 u ) to itself. This indicates, by Lemma 4(b), that Φ(f 1 ) = g 1 . Additionallly, since Φ is a field isomorphism, it maps any multiplicative coset of GF (2 h ) * in GF (2 u ) * to some multiplicative coset of GF (2 h ) * . By Lemma 4(c), each (h − 1)-flat f i of ψ is mapped to a unique (h − 1)-flat g j in ψ 2 . Thus Φ is an IEC for ψ 1 and ψ 2 .
Although the cyclic construction method for (h − 1)-spreads of P u is widely-used, it leads to a small fraction of all possible spread/star-based designs. For example, only one of the 131044 non-isomorphic classes of 1-spreads of P 6 is obtained using the cyclic method. This demands the investigation of alternative construction techniques for spreads and stars.
Concluding Remarks
Though the algorithm and results developed in this paper focused on equivalence and isomorphism check of balanced spreads and balanced covering stars of P G(n − 1, 2), they can be generalized for mixed spreads and unbalanced covering stars (Spencer 2013, Honours thesis) . Additionally, the results in this paper can also be generalized to P G(n − 1, q) for q being a prime or prime power.
For checking the equivalence of stars, a bitstring representation of P n can be used as an alternative to the prime representation, where a ray, (t−1)-flat f * , in Ω is represented by a bitstring of length |P n | with the i-th bit in the string indicating whether or not f * contains the i-th point of P n (sorted in Yates order). This representation characterizes a star with µ bitstrings and can sometimes be more efficient than the prime representation.
These RDCSS-based nonequivalent designs can now be ranked using optimality criteria like maximum resolution (Box and Hunter 1961) , minimum abberation (Fries and Hunter 1980) , number of clear effects (Wu and Chen 1992) , V-Criterion (Bingham et al. 2008), etc. 
