Abstract. This paper contributes to the current studies on regularity properties of noncommutative distributions in free probability theory. More precisely, we consider evaluations of selfadjoint noncommutative polynomials in noncommutative random variables that have finite non-microstates free Fisher information. It is shown that their analytic distributions have Hölder continuous cumulative distribution functions with an explicit Hölder exponent that depends only on the degree of the considered polynomial. This, in particular, guarantees that such polynomial evaluations have finite logarithmic energy and thus finite (non-microstates) free entropy.
Introduction
Noncommutative distributions are at the heart of noncommutative probability theory and of free probability theory in particular. These, in general, purely combinatorial objects allow some very elegant translation of various questions arising for instance in operator algebra or random matrix theory into the unifying language of noncommutative probability theory; in this way, they can build bridges between originally unrelated fields and often also make available tools from free probability theory in those areas.
Within the algebraic frame of of a noncommutative probability space (A, φ), i.e., a unital complex algebra A with a distinguished unital linear functional φ : A → C, the (joint) noncommutative distribution of a tuple X = (X 1 , . . . , X n ) of finitely many noncommutative random variables X 1 , . . . , X n ∈ A is given as the linear functional µ X : C x 1 , . . . , x n → C, P → φ(P (X)) that is defined on the algebra C x 1 , . . . , x n of noncommutative polynomials in n formal noncommuting variables x 1 , . . . , x n . In practice, one often works -as we will do in the following -in the more analytic setting of a tracial W * -probability space (M, τ ), i.e., a von Neumann algebra M that is endowed with some faithful normal tracial state τ : M → C. If tuples X = (X 1 , . . . , X n ) of noncommutative random variables X 1 , . . . , X n living in M are considered, then their joint noncommutative distribution µ X determines the generated von Neumann algebra vN(X 1 , . . . , X n ) up to isomorphism. Thus, µ X provides a kind of combinatorial "barcode" for vN(X 1 , . . . , X n ) and consequently contains all spectral properties of X 1 , . . . , X n ; the challenging question, however, is how to read off those information from a given µ X . Here, we are concerned with regularity properties of noncommutative distributions.
In a groundbreaking series of papers [Voi93, Voi94, Voi96, Voi97, Voi98, Voi99], Voiculescu developed free probability analogues of the classical notions of Fisher information and entropy; see [Voi02] for a survey. Here, we follow the non-microstates approach that Voiculescu presented in [Voi98, Voi99] . To tuples X = (X 1 , . . . , X n ) of noncommutative random variables living in a tracial W * -probability space (M, τ ), he associates the non-microstates free Fisher information Φ * (X) and the non-microstates free entropy χ * (X); each of those numerical quantities, if finite, gives some rich structure to the joint noncommutative distribution µ X , however, without determining it completely. It is the common viewpoint that both Φ * (X) < ∞ and χ * (X) > −∞ imply in particular some strong regularity of µ X , making this guess precise, however, turns out to be quite intricate.
One of the major drawbacks in that respect is the lack of an effective analytic machinery to handle noncommutative distributions in a way similar to the measure theoretic description of distributions in classical probability theory.
Such tools, however, are available only in very limited situations. Even in the strong analytic framework of a tracial W * -probability space (M, τ ), we typically must restrict ourselves to the case of a single noncommutative random variable X ∈ M in order to gain such an analytic description. For instance, if the considered operator X is selfadjoint, then its combinatorial noncommutative distribution can be encoded by some compactly supported Borel probability measure µ X on the real line R, called the analytic distribution of X; more precisely, the analytic distribution µ X is uniquely determined among all Borel measures on R by the requirement that
for all integers k ≥ 0.
For the sake of completeness, we note that this notion can be generalized to normal operators X, resulting in a compactly supported Borel probability measure on the complex plane C; on the other hand, for operators that fail to be normal, on can study instead its so-called Brown measure. Accordingly, it is not even clear what "regularity" should mean for general noncommutative distributions.
In recent years, evaluations of "noncommutative test functions" such as noncommutative polynomials or noncommutative rational functions were successfully developed as a kind of substitute for the measure theoretic description in order to overcome those difficulties. In fact, each such evaluation produces a single noncommutative random variable whose analytic distribution can be studied by measure theoretic means. The guiding idea is that the larger the considered class of test functions is, the more information we gain about the underlying multivariate noncommutative distribution.
In this way, also the aforementioned problem becomes treatable: "regularity" of noncommutative distributions µ X , imposed by conditions such as Φ * (X) < ∞ and χ * (X) > −∞,
In Section 2, we recall some basic facts from the L 2 -theory for free differential operators as initiated by Voiculescu. The proof of Theorem 1.1 will be given in Section 3; for that purpose, we will first collect and extend there some of the more recent results on which the proof builds.
Of independent interest is Section 5, which is devoted to the well-known phenomenon that convergence in distribution of Borel probability measures on R to a limit measure with Hölder continuous cumulative distribution function automatically improves itself to convergence in Kolmogorov distance. With Theorems 5.2 and 5.3, we prove quantified versions thereof that provide explicit rates of convergence for the Kolmogorov distance.
In the last Section 6, we combine our previously obtained results to a wide class of random matrix models. In particular, we consider a tuple (X (N ) 1 , . . . , X (N ) n ) of N × N selfadjoint random matrices following some Gibbs law and whose asymptotic behavior as N → ∞ is described by a tuple (X 1 , . . . , X n ) of selfadjoint noncommutative random variables with the property Φ * (X 1 , . . . , X n ) < ∞. We then prove, in Corollaries 6.2 and 6.3, that the limiting eigenvalue distribution of a random matrix of the form Y (N ) = f (X
1 , . . . , X (N ) n ), for certain "noncommutative functions" f , has a Hölder continuous cumulative distribution function and that this convergence holds with respect to the Kolmogorov distance. Finally, we provide, in Corollaries 6.5 and 6.7, rates of convergence of the Kolmogorov distance for the particular cases where (X
n ) is a tuple of independent GUE random matrices. This section is devoted to the L 2 -theory for free differential operators, which underlies the non-microstates approach to free entropy as developed by Voiculescu in [Voi98, Voi99] . For reader's convenience, we recall here the needed terminology and some fundamental results.
Contents
2.1. Noncommutative polynomials and noncommutative derivatives. As usual, we will denote by C x 1 , . . . , x n the unital complex algebra of noncommutative polynomials in n formal noncommuting variables x 1 , . . . , x n . Let us recall that any noncommutative polynomial P ∈ C x 1 , . . . , x n can be written in the form (2.1)
for some integer d ≥ 0 and coefficients a i 1 ,...,i k ∈ C; if there exist 1 ≤ i 1 , . . . , i d ≤ n such that a i 1 ,...,i d = 0, then we say that P has degree d and we put deg(P ) := d. Note that C x 1 , . . . , x n becomes a * -algebra if it is endowed with the involution defined by
for every noncommutative polynomial P ∈ C x 1 , . . . , x n which is written in the form (2.1). Elements in the algebraic tensor product C x 1 , . . . , x n ⊗ C x 1 , . . . , x n will be called bipolynomials in the following. By definition, C x 1 , . . . , x n ⊗ C x 1 , . . . , x n forms a unital complex algebra; it moreover forms a C x 1 , . . . , x n -bimodule with the natural left and right action determined by P 1 · (Q 1 ⊗ Q 2 ) · P 2 := (P 1 Q 1 ) ⊗ (Q 2 P 2 ). Therefore, we may introduce on C x 1 , . . . , x n the so-called non-commutative derivatives ∂ 1 , . . . , ∂ n as the unique derivations
with values in C x 1 , . . . , x n ⊗ C x 1 , . . . , x n that satisfy ∂ j x i = δ i,j 1 ⊗ 1 for i, j = 1, . . . , n.
2.2.
Conjugate systems and non-microstates free Fisher information. Let (M, τ ) be a tracial W * -probability space (i.e., a von Neumann algebra M that is endowed with a faithful normal tracial state τ : M → C) and consider n selfadjoint noncommutative random variables X 1 , . . . , X n ∈ M. Throughout the following, we will denote in such cases by M 0 ⊆ M the von Neumann subalgebra that is generated by X 1 , . . . , X n ; in order to simplify the notation, the restriction of τ to M 0 will be denoted again by τ .
In [Voi98] , Voiculescu associated to the tuple (X 1 , . . . , X n ) the so-called non-microstates free Fisher information Φ * (X 1 , . . . , X n ); note that, while he assumed for technical reasons in addition that X 1 , . . . , X n do not satisfy any non-trivial algebraic relation over C, it was shown in [MSW17] that this constraint is not needed as an a priori assumption on (X 1 , . . . , X n ) but is nonetheless enforced a posteriori by some general arguments. We call (ξ 1 , . . . , ξ n ) ∈ L 2 (M 0 , τ ) n a conjugate system for (X 1 , . . . , X n ), if the conjugate relation
holds for each j = 1, . . . , n and for all noncommutative polynomials P ∈ C x 1 , . . . , x n , where τ ⊗ τ denotes the faithful normal tracial state that is induced by τ on the von Neumann algebra tensor product M⊗M. The conjugate relation implies that such a conjugate system, in case of its existence, is automatically unique; thus, one can define
if a conjugate system (ξ 1 , . . . , ξ n ) for (X 1 , . . . , X n ) exists and Φ * (X 1 , . . . , X n ) := ∞ if there is no conjugate system for (X 1 , . . . , X n ).
2.2.1. Free differential operators. Suppose now that Φ * (X 1 , . . . , X n ) < ∞ holds and let (ξ 1 , . . . , ξ n ) be the conjugate system for (X 1 , . . . , X n ). It was shown in [MSW17] that ev X : C x 1 , . . . , x n → C X 1 , . . . , X n constitutes under this hypothesis an isomorphism, so that the noncommutative derivatives induce unbounded linear operators
with domain D(∂ j ) := C X 1 , . . . , X n . Since ∂ j is densely defined, we may consider the adjoint operators
and we conclude from the conjugate relations that 1 ⊗ 1 ∈ D(∂ * j ) with ∂ * j (1 ⊗ 1) = ξ j . If restricted to its domain, each of the unbounded linear operator ∂ j gives a C X 1 , . . . , X n ⊗ C X 1 , . . . , X n -valued derivation on C X 1 , . . . , X n .
2.3. Non-microstates free entropy. It was shown in [Voi98] that arbitrarily small perturbations of any tuple (X 1 , . . . , X n ) of selfadjoint operators in M by freely independent semicircular elements lead to finite non-microstates free Fisher information. Indeed, if S 1 , . . . , S n are semicircular elements in M which are freely independent among themselves and also free from {X 1 , . . . , X n }, then [Voi98, Corollary 6.14] tells us that (X 1 + √ tS n , . . . , X n + √ tS n ) admits a conjugate system for each t > 0 and we have the estimates
where
, which is defined on [0, ∞) and takes its values in (0, ∞), is decreasing and right continuous. Based on this observation, Voiculescu introduced in [Voi98] the non-microstates free entropy χ * (X 1 , . . . , X n ) of X 1 , . . . , X n by
Note that the left inequality in (2.2) implies in particular that (cf. [Voi98, Proposition 7.2])
Of particular interest is the case n = 1 of a single noncommutative random variable X = X * ∈ M. It was shown in [Voi98, Proposition 7.6] that χ * (X) coincides then with the microstates free entropy χ(X); for the latter quantity, it was found in [Voi94, Proposition 4.5] that
holds, where I(µ X ) denotes the logarithmic energy of the analytic distribution µ X of X.
Recall that the logarithmic energy of a Borel probability measure µ on R is defined as
Hölder continuity under the assumption of finite free Fisher information
Throughout the following, let (M, τ ) be a tracial W * -probability space and let X 1 , . . . , X n be selfadjoint noncommutative random variables living in M that satisfy the regularity condition Φ * (X 1 , . . . , X n ) < ∞. The goal of this section is the proof of Theorem 1.1. In doing so, we will follow ideas of [CS16] , but with simplified arguments similar to [MSY18] . In fact, Theorem 1.1, in the case d = 1 of an affine linear polynomial, overlaps with the corresponding result of [MSY18] , if applied to the scalar-valued case; both of them yield the same exponent β = . The proof of Theorem 1.1 will be given below, in Subsection 3.2. This builds on several previous results, which we collect in Subsection 3.1.
3.1. Ingredients for the proof of Theorem 1.1. In this subsection, we lay the groundwork for the proof of Theorem 1.1 in Subsection 3.2. We will remind the reader of some facts from free analysis. Most of the material presented here is well-known, but some of these results are slightly modified or extended in order to meet our needs.
3.1.1. Hölder continuity via spectral projections. The easy but crucial observation that underlies our approach is the following lemma which is [MSY18, Lemma 8.3] and which was inspired by [CS16] . ; more precisely, we have that
For a detailed proof we refer the interested reader to [MSY18] .
3.1.2. L 2 -comparison of left-and right restrictions. Another ingredient is a nice argument taken from [CS16] ; a streamlined version thereof is recorded in the following lemma. Because this is not stated explicitly in [CS16] and since our situation is moreover slightly different, we provide here also the short proof of that statement.
Lemma 3.2. Let P ∈ C x 1 , . . . , x n be a noncommutative polynomial of degree d ≥ 1. Then, for every non-zero projection p in M, there exists a non-zero projection q in M such that
and
Proof. Put Y := P (X 1 , . . . , X n ) and consider its polar decomposition Y = u|Y | with a partial isometry u ∈ M. As P has degree d ≥ 1 and hence is non-constant, we conclude with the results that were obtained in [CS16, MSW17] that Y has no kernel, which finally yields that u is in fact a unitary. We define q := upu * , which is clearly a non-zero projection in M satisfying τ (q) = τ (p). Furthermore, we may check that Y * q 2 = |Y |u * q 2 = |Y |pu * 2 = u|Y |p 2 = Y p 2 , which concludes the proof.
We note that the proof given above actually verifies the claim of Lemma 3.2 under the much weaker assumption δ ⋆ (X 1 , . . . , X n ) = n where δ ⋆ is a variant of the non-microstates free entropy dimension defined in [CS05, Section 4.1.1]; this fact, however, is not needed in the following.
3.1.3. A quantitative reduction argument. Next, we recall [MSW17, Proposition 3.7]. It is this result which allows us to weaken the assumptions that in [CS16] were imposed on X 1 , . . . , X n to finiteness of free Fisher information.
In the sequel, we denote by (ξ 1 , . . . , ξ n ) the conjugate system for X = (X 1 , . . . , X n ). Furthermore, M 0 will stand for the von Neumann subalgebra of M that is generated by X 1 , . . . , X n , i.e., M 0 := vN(X 1 , . . . , X n ).
Moreover, let us introduce on the subalgebra C X 1 , . . . , X n ⊗ C X 1 , . . . , X n of the algebraic tensor product M 0 ⊗ M 0 the projective norm · π by
Proposition 3.3. For all noncommutative polynomials P ∈ C x 1 , . . . , x n (not necessarily selfadjoint) and for all u, v ∈ M 0 , we have that
for all noncommutative bi-polynomials Q ∈ C x 1 , . . . , x n ⊗ C x 1 , . . . , x n and i = 1, . . . , n.
The proof of Proposition 3.3 can be found in [MSW17] ; a matrix-valued variant thereof was proven in [MSY18] . In either case, the proof makes heavily use of results from [Voi98] and [Dab10] . An alternative approach building on [CS05] was presented in [CS16] . An extension to the case of more general derivations, with an eye towards free stochastic calculus, is provided in [Mai15] .
We show next an important consequence of Proposition 3.3, which will be used in the sequel. For that purpose, let us introduce
• for every v ∈ M the linear functional
• and for every v ∈ M and i = 1, . . . , n the linear map
Note that both φ v and ∆ v,i depend implicitly on X, but in order to keep the notation as simple as possible, we prefer not to indicate that dependency as X is fixed throughout our discussion.
Corollary 3.4. For all noncommutative polynomials P ∈ C x 1 , . . . , x n (not necessarily selfadjoint) and for all u, v ∈ M 0 , we have for i = 1, . . . , n that
Proof. Take any noncommutative polynomial Q 2 ∈ C x 1 , . . . , x n . We apply Proposition 3.3 to the noncommutative bi-polynomial Q := 1 ⊗ Q 2 and so we may derive from (3.1) that
or in other words, that
for every w ∈ C X 1 , . . . , X n . Now, by Kaplansky's density theorem, as C X 1 , . . . , X n is strongly dense in M 0 , the latter inequality extends to all w ∈ M 0 . Indeed, if w ∈ M 0 is given, we find a net (w λ ) λ∈Λ in C X 1 , . . . , X n that converges strongly to w and satisfies w λ ≤ w for all λ ∈ Λ; thus
and since
we may conclude that
Fix now any i = 1, . . . , n; we apply the latter inequality to
which moreover satisfies that
and hence we obtain that
which is the inequality asserted in (3.2). The second inequality (3.3) follows directly from the inequality (3.1) given in Proposition 3.3 if the latter is applied to the noncommutative bi-polynomial Q := 1 ⊗ 1.
3.1.4.
A Bernstein type inequality for noncommutative derivatives. Finally, we address the question of how to control the projective norm of evaluations (∂ i P )(X) in terms of the noncommutative polynomial P ; in other words, we are asking for an analogue of Bernstein's inequality for noncommutative polynomials.
On C x 1 , . . . , x n , we may define, for any fixed R > 0, a norm · R by putting
. . , x n that is written in the form (2.1). Correspondingly, on the space C x 1 , . . . , x n ⊗ C x 1 , . . . , x n of all noncommutative bi-polynomials, we may introduce the associated projective norm · R,π for every Q ∈ C x 1 , . . . , x n ⊗ C x 1 , . . . , x n by
Lemma 3.5. Let q ∈ M 0 be any projection and suppose that R > 0 is chosen such that
Then the following holds true: (i) The associated linear functional φ q is positive and satisfies for all
(ii) For each noncommutative bi-polynomial Q ∈ C x 1 , . . . , x n ⊗ C x 1 , . . . , x n , we have
(iii) For every P ∈ C x 1 , . . . , x n and i = 1, . . . , n, we have that
Proof. (i) Let P ∈ C x 1 , . . . , x n be any noncommutative polynomial. Suppose that P is written in the form (2.1), so that
By Hölder's inequality we see that |τ
as q is a projection. Thus, in summary, we obtain as claimed that
(ii) Take any noncommutative bi-polynomial Q and write
and by passing to the infimum over all possible representations of Q, we finally arrive at the assertion.
(iii) Since ∆ q,i P = (φ q ⊗ id)(∂ i P ), applying (ii) to Q = ∂ i P directly yields the claim.
It is easily seen that it holds under the assumption (3.4)
and accordingly
Thus, we see that in order to control (∂ i P )(X) π , it suffices to provide bounds for ∂ i P R,π .
For that purpose, we have to restrict attention to subspaces of C x 1 , . . . , x n consisting of all noncommutative polynomials with degree below a given threshold; more precisely, for every d ≥ 0, we work with the subspace of C x 1 , . . . , x n that is given by
Now, we may formulate the desired estimate, which is a variant of a result that can be found in [Voi98, Section 4].
Lemma 3.6. Take any R > 0 that satisfies (3.4). Then, for each P ∈ P d and i = 1, . . . , n, it holds true that
Proof. Take any P ∈ P d that is written in the form (2.1). Then, for i = 1, . . . , n, we have by definition of the noncommutative derivatives that
Therefore, we may conclude that
which is the asserted inequality.
Corollary 3.7. For a k ∈ N, let q 1 , . . . , q k−1 ∈ M 0 be arbitrary projections and let 1 ≤ i 1 , . . . , i k ≤ n be any collection of indices. Moreover, suppose that R > 0 is given which satisfies the condition (3.4). Then
holds for every noncommutative polynomial P ∈ P d .
Proof. We proceed by mathematical induction on k. In the case k = 1, the asserted estimate reduces to ∂ i P R,π ≤ d R P R , which was shown in Lemma 3.6. Suppose now that the assertion is already proven for some k ∈ N; then, because ∆ q 1 ,i 1 P must belong to P d−1 , we may conclude that
Now, with the help of Lemma 3.5 Item (iii), we get that ∆ q 1 ,i 1 P R ≤ τ (q 1 ) ∂ i 1 P R,π , and using Lemma 3.6, we see that
Hence, in summary, we obtain
which verifies the assertion in the case k + 1.
3.2. Proof of Theorem 1.1. Let us fix any selfadjoint noncommutative polynomial P ∈ C x 1 , . . . , x n that has degree d := deg(P ) ≥ 1. Accordingly, P belongs to the space P d ; we suppose that P is written in the form (2.1). Let us fix some leading coefficient
The Hölder continuity of µ Y for the noncommutative random variable Y = P (X) will follow from Lemma 3.1; for that purpose, we are going to prove that there are α > 1 and c > 0 such that Y satisfies
for every s ∈ R and every projection p ∈ M 0 ; note that it clearly suffices to consider the case p = 0. Correspondingly, let us take now any s ∈ R and any non-zero projection p ∈ M 0 . Put P 0 := P − s; note that deg(P 0 ) = deg(P ) ≥ 1. We construct then recursively, for every 1 ≤ k ≤ d, a non-zero projection q k ∈ M 0 and a non-constant noncommutative polynomial P k ∈ C x 1 , . . . , x n according to the following rules:
(i) With the help of Lemma 3.2, applied to the non-constant polynomial P k−1 , we construct the projection q k ∈ M 0 so that
(ii) Subsequently, we put
due to the iterative application of noncommutative derivatives, and since the monomial
Involving now the inequality (3.2) provided in Corollary 3.4, we infer that for k = 1, . . . , d
1/2 ; moreover, by using Lemma 3.6 and Corollary 3.7, respectively, we get that
This, in summary, yields that for every k = 1, . . . , d − 1
Moreover, by the second inequality (3.3) of Corollary 3.4
By iterating the latter inequalities, we obtain that
By using τ (p) = p 2 2 and use the formulas
then the involved product simplifies to
Note that P 0 = P − s and
we conclude now that (3.5) holds with
. Now, using Lemma 3.1, we see that F Y is Hölder continuous with exponent β =
and the associated constant C = c β ; this concludes the proof of Theorem 1.1.
3.3.
More about the Hölder constant. We take now a closer look at the constant c given in (3.6). Besides P R , we can extract from there another quantity that solely depends on R and the algebraic structure of P . More precisely, for any given R > 0, we define for every noncommutative polynomial 0 = P ∈ C x 1 , . . . , x n its leading weight ρ R (P ) ∈ (0, 1] by
Using this quantity, we can rearrange the terms appearing in (3.6) as
Since the explicit value for the Hölder constant C > 0 of F Y that we found in the proof of Theorem 1.1 is C = c β with β = 2 2 d+2 −5 , we infer from the latter that
where C d is a numerical quantity depending only on d which is given by (3.8)
It is natural to ask for the order by which C d grows with d; this question is addressed in the next lemma.
Proof. Since C 1 = 1, the assertion is trivially true in the case d = 1. Thus, assume from now on that d ≥ 2. It is straightforward then to check that
From the latter, we easily deduce that
which proves the assertion.
Remark 3.9. Depending on the situation, it might be useful to have a simplified upper bound for the Hölder constant C > 0 given in (3.7). For that purpose, we note that
according to the free Cramer-Rao inequality [Voi98, Proposition 6.9], from which we infer that RΦ
. . , n. Furthermore, by definition of the leading weight of P , we have that ρ R (P ) −1 ≥ 1. Thus,
, we can conclude that
where we have used also the upper bound of C d that was found in Lemma 3.8.
Hölder continuity and finite free entropy
This section is devoted to the proof of Theorem 1.2. In fact, we will prove the following theorem, which provides an explicit upper bound for the logarithmic energy (as defined in (2.4)) of the analytic distribution of the considered polynomial evaluation. Thanks to (2.3), the latter results directly in a lower bound for both the microstates and the non-microstates free entropy; this, in particular, verifies the assertion of Theorem 1.2.
Theorem 4.1. Let (M, τ ) be a tracial W * -probability space and let X 1 , . . . , X n be selfadjoint noncommutative random variables living in M satisfying
Furthermore, let P ∈ C x 1 , . . . , x n be any selfadjoint noncommutative polynomial of degree d ≥ 1 and consider the associated selfadjoint noncommutative random variable
Then the analytic distribution µ Y of Y has finite logarithmic energy I(µ Y ) that can be bounded from above by
where C d > 0 is the constant introduced in (3.8).
Using [Jam15] , Theorem 4.1 follows rather immediately from Theorem 1.1. To be more precise, it was shown in [Jam15] that for every Borel probability measure µ on R that has a cumulative distribution function F µ which satisfies
with some constants β > 0 and C > 0, the logarithmic energy of µ can be bounded by
Proof of Theorem 4.1. Using Theorem 1.1, we see that F Y satisfies the (4.2) with the constant C given by (3.7) and β = 2 2 d+2 −5
. Thus, the asserted bound (4.1) follows from (4.3).
Convergence in distribution and the Kolmogorov distance
Among the strongest metrics that are usually studied on the space of all Borel probability measures on the real line R is the so-called Kolmogorov distance; this metric ∆ is defined for any two Borel probability measures µ and ν on R by
Though its definition is quite appealing, convergence with respect to the Kolmogorov distance is much more rigid than, for instance, convergence with respect to the so-called Lévy distance. The latter is defined by
and is known to provide a metrization of convergence in distribution.
It is accordingly a challenging task to control the Kolmogorov distance in concrete situations. In view of our regularity results, some known "self-improvement" phenomenon is worth mentioning: if convergence towards a measure with Hölder continuous cumulative distribution function is considered, then convergence in distribution automatically implies convergence in Lévy distance; see Theorem 5.1 below.
The drawback of this approach, however, is that it does not give rates of convergence for the Kolmogorov distance if the convergence is measured only in terms of the associated CauchyStieltjes transforms. Based on estimates derived in [Bai93a, Bai93b] (see also [BS10] ), we provide here with Theorem 5.2 a criterion that gives explicitly such rates in general situations.
5.1. Convergence in Kolmogorov distance. Let us denote by C ± the complex upper respectively lower half-plane, i.e., C ± := {z ∈ C | ± Im(z) > 0}. To each Borel probability measure µ on the real line R, we may associate its Cauchy transform, i.e., the holomorphic function G µ : C + → C − that is given by
Let us first recall the following well-known facts that are well surveyed in [GH03] .
Theorem 5.1. Let (µ n ) ∞ n=1 be a sequence of Borel probability measures on R and let ν be another Borel probability measure on R. Then the following statements are equivalent:
converges uniformly on compact subsets of C + to G ν .
(iii) There is an infinite subset K ⊆ C + with an accumulation point in the complex upper half-plane
If we assume in addition that the target measure ν has a cumulative distribution function F ν that is Hölder continuous with exponent β > 0, i.e., there is some constant C > 0 such that
for all s, t ∈ R, then, the above statements (i), (ii), and (iii) are equivalent also to (iv) We have ∆(µ n , ν) → 0 as n → ∞.
If we require the target measure ν to have a cumulative distribution function F ν that satisfies (5.1), then [BS10, Lemma 12.18] says that
from which the equivalence of (i) and (iv), since we have that L(µ n , ν) → 0 as n → ∞ if and only if (i) holds.
Here, we will prove the following quantitative version of Theorem 5.1. We will denote by S ρ for any 0 < ρ ≤ ∞ the strip {z ∈ C | 0 < Im(z) < ρ} in C + ; clearly S ∞ = C + .
Theorem 5.2. Let (µ n ) ∞ n=1 be a sequence of Borel probability measures on R and let ν be any other Borel probability measure on R. Θ 0 (r) < ∞ for some l ≥ 0 and
for some k ≥ 0, and a sequence (ε n ) ∞ n=1 in (0, ∞) converging to 0 such that the estimate
holds for every n ∈ N and all z ∈ S ρ . (iii) We have that sup n∈N R t 2 dµ n (t) < ∞.
Then, (µ n ) ∞ n=1 converges in Kolmogorov distance to ν; in fact, there is D > 0, such that
The proof will be given in Subsection 5.5. If one replaces (iii) by the much stronger condition that all µ n have support contained in a fixed compact interval, one can establish with similar but significantly simplified arguments a better rate for the Kolmogorov distance; see Remark 5.8. We present the precise statement in the next theorem, but the details of its straightforward proof are left to the reader.
Theorem 5.3. Let (µ n ) ∞ n=1 be a sequence of compactly supported Borel probability measures on R and let ν be any other Borel probability measure on R. Suppose the following: Theorem 5.4. Let µ and ν be two Borel probability measures such that
Then, for every y > 0,
where a and γ are constants related to each other by
and A, B, and κ are positive constants such that A > B and
This useful methodology to control the Kolmogorov distance in terms of the corresponding Cauchy transforms is surveyed nicely in the book [BS10] .
Bounding integrals of Cauchy transforms.
In order to apply Theorem 5.4, we will have to control integrals of the form |x|≥A |G µ (x + iy) − G ν (x + iy)| dx as A → ∞, uniformly over a large class of measures. Providing such bounds is the purpose of this subsection.
For a Borel probability measure µ on R having finite first and second moments, we denote by
its mean and variance, respectively. Furthermore, in preparation of the next lemma, we define another quantity that is associated to µ and any real number y > 0 by
Moreover, if two such measures µ and ν are given, we put
Using that notation, we are ready to formulate with the next lemma the desired integral bounds.
Lemma 5.5. Let µ and ν be any two Borel probability measures on R having finite first and second moments. Then, for each y > 0 and for all A > 0, it holds true that
Proof. Let us first take any z ∈ C + . We may write
which yields after an application of the Cauchy Schwarz inequality
Now, let us fix any y > 0. In order to establish (5.5), we use (5.6) and again the Cauchy Schwarz inequality; this gives for every A > 0 (5.7)
Then, using Fubini's theorem and in turn a substitution, we may compute that
We want to control the integrand |x+t|≥A 1 x 2 +y 2 dx for every fixed t ∈ R. We consider the case t ≥ 0 first. To begin with, we observe that
where, in the case t < 2A, the sets on both sides are disjoint, and otherwise
Thus, with respect to the measure ρ y that is given by dρ y (x) = 1 x 2 +y 2 dx, we have in either case that ρ y {x ∈ R | |x + t| ≥ A} + ρ y (−A − t, −A] = ρ y {x ∈ R | |x| ≥ A} + ρ y [A − t, A) , which gives us that
The second integral in the last line above can be estimated by the inequality of arithmetic and geometric means as
For the third integral, which has a positive integrand, we see that
Thus, in summary, we have that (5.9)
So far, we have established (5.9) only in the case t ≥ 0, we claim, however, that it also holds for every t ≤ 0. To see that, we note that the integral on the left hand side is taken over a mirror symmetric function, which gives that |x+t|≥A 1 x 2 +y 2 dx = |x+(−t)|≥A 1 x 2 +y 2 dx, and since the right hand side of (5.9) remains the same if t is replaced by −t, we infer that (5.9) holds verbatim also for t ≤ 0.
Inserting the bound (5.9) into the formula (5.8), we obtain the inequality (5.10)
Note that (5.10) holds, of course, also for the measure ν instead of µ; thus, using (5.10), we can infer from (5.7) the validity of (5.5).
Remark 5.6. Another interesting estimating which is however not sufficient for our purposes is the following:
It can be simply proved following the strategy of the proof of Lemma 5.5.
5.4.
Convergence in distribution and absolute moments. Let us remind ourselves of the following well-known fact.
Lemma 5.7. Let (µ n ) ∞ n=1 a sequence of Borel probability measures on R which converges in distribution to a Borel probability measure ν on R. Suppose that, for some p ≥ 1,
5.5. The proof of Theorem 5.2. Now, we are prepared to give the proof of Theorem 5.2.
In doing so, we will follow the strategy of Theorem 5.4, for which we will need the bounds that were derived in Lemma 5.5.
Proof of Theorem 5.2. First, we fix a and γ according to the condition (5.3) in Theorem 5.4 and we choose any κ ∈ (0, 1). We then define sequences (y n )
for every n ∈ N; note that we clearly have y n → 0 and K n → ∞ as n → ∞. We proceed now as follows:
• The Hölder continuity condition in Item (i) yields for every n ∈ N that 
• The condition formulated in Item (iii) of the theorem guarantees that there are m 1 , m 2 > 0 such that
Since the assumption made in Item (ii) of the theorem guarantees due to Theorem 5.1 that µ n → ν in distribution as n → ∞, Lemma 5.7 tells us that both
Consequently, we also have that c := sup n∈N c(µ n , ν) < ∞ Using Lemma 5.5, we get that
We have then for every n ∈ N |x|≥Kn 1 x 2 + y 2 n dx ≤ |x|≥Kn 1 x 2 dx = 2 K n and furthermore, if n is large enough,
In combination, this shows that for sufficiently large n ∈ N |x|≥Kn
We conclude that, with some suitably chosen constant C 2 > 0, for all n ∈ N (5.14)
• Now, we invoke the estimates given in Item (ii). We put
1/2 and we note first that for all sufficiently large n ∈ N - 
and with the bound for the Cauchy transforms we conclude that
Using this, we can now verify that for all such n ∈ N Kn −Kn
Hence, we conclude that for all n ∈ N, with some suitably chosen constant C 3 > 0,
• By the fact that R t 2 dµ n (t) < ∞ for every n ∈ N, (5.13), and the Chebyshev inequality, we get for every n ∈ N R |F µn (t) − F ν (t)| dt < ∞, so that µ n and ν satisfy condition (5.2) of Theorem 5.4; furthermore, this guarantees that we can choose B n > 0 such that
• Now, we associate to the so found sequence (B n )
for all n ∈ N.
Then, for each n ∈ N, we have that A n > B n and (5.4) is satisfied with the κ that we have chosen above.
• Finally, since by construction A n > K n for every n ∈ N, we may check that
Due to (5.14) and (5.15), the latter yields that for all n ∈ N (5.17)
Putting these pieces together, we see that for every n ∈ N, the conditions (5.2), (5.3), and (5.4) are satisfied for A n and B n ; therefore, we may apply Theorem 5.4, which yields, in combination with (5.12), (5.17), and (5.16), that ∆(µ n , ν) < Dε
for all n ∈ N, as claimed. 
Random matrix applications
The aim of this section is to discuss some applications of our results in the context of random matrix theory. The simple idea is roughly the following: let (X (N ) 1 , . . . , X (N ) n ), for every N ∈ N, be a tuple of selfadjoint random matrices of size N × N and suppose that their asymptotic behavior as N → ∞ is described by a tuple (X 1 , . . . , X n ) of selfadjoint noncommutative random variables living in some tracial W * -probability space (M, τ ) with the property that Φ * (X 1 , . . . , X n ) < ∞. For many types of "noncommutative functions" f , the limiting eigenvalue distribution of the random matrices
n ) as N → ∞ is given by the analytic distribution of the operator Y = f (X 1 , . . . , X n ). We shall see how our results in Theorems 1.1, 5.1 and 5.2 could be combined to obtain Hölder continuity and provide rates of convergence with respect to the Kolmogorov distance for such matrix models.
As concrete instances of such "composed" random matrices we will consider here
• for fixed (deterministic) selfadjoint matrices a 0 , a 1 , . . . , a n ∈ M d (C), the generalized block matrices
• for a non-constant selfadjoint noncommutative polynomial P ∈ C x 1 , . . . , x n the random matrices
In Section 6.2, we will work with tuples (X (N ) 1 , . . . , X
n ) of random matrices that follow general Gibbs laws; this includes the important case of GUEs, which is addressed separately in Section 6.3. In Section 6.1, we first recall some basic terminology.
6.1. Random matrices and noncommutative probability theory. Many types of random matrices fit nicely into the frame of noncommutative * -probability spaces. In fact, one can often treat them as noncommutative random variables living in the * -probability space (M N , τ N ) given by the * -algebra
that is endowed with the tracial state τ N := tr N ⊗E for some classical probability space (Ω, F , P) with the associated expectation E.
Let a selfadjoint random matrix X (N ) ∈ M N be given. We will be interested in the random eigenvalues λ 1 (X (N ) ), . . . , λ N (X (N ) ) of X (N ) , to which we associate a random probability measure µ X (N) on R by
called the empirical eigenvalue distribution of X (N ) . By µ X , we will denote the mean eigenvalue distribution of X (N ) which is the probability measure on R that is defined as µ X := E[µ X ]. We point out that the Cauchy transform of µ X (N) agrees with the Cauchy transform of the noncommutative random variable X (N ) in (M N , τ N ), i.e., we have
In the following, we shall see random matrices as elements in M N (C) sa chosen randomly according to some probability measure on this space. 6.2. Gibbs laws. Consider a selfadjoint noncommutative polynomial V ∈ C x 1 , . . . , x n ; in the following, we will refer to V as a potential. Following [GS09] , we say that the potential
for any n-tuples X = (X 1 , . . . , X n ) and Y = (Y 1 , . . . , Y n ) of selfadjoint operators in some C * -algebra A that are bounded in norm by M, where X.
Suppose now that V is selfadjoint (c, ∞)-convex for some c > 0. We will use V to introduce a probability measure on M N (C) n sa . For that purpose, let us first define the Lebesgue measure on M N (C) sa by
Further, let Tr denote the unnormalized trace on M N (C). On the space M N (C) n sa , we then define the probability measure
where Z N (V ) is the normalizing constant that is given by
We call P N V the Gibbs measure with potential V . The Brascamp-Lieb inequality [BL76] guarantees that those measures are well-defined (i.e., that Z N (V ) is finite) for potentials V that are selfadjoint (c, ∞)-convex for some c > 0. Those measures are extensively studied for instance in [GM06, GM07, GS09] ; see also the surveys [Gui06, Gui14, Gui16] .
It was shown in [GS09] that n-tuples (X
n ) of selfadjoint random matrices of size N × N following the Gibbs law P N V can be described in the limit N → ∞ by an n-tuple (X 1 , . . . , X n ) of selfadjoint operators in some tracial W * -probability space with the property that Φ * (X 1 , . . . , X n ) < ∞. Before we can state their result, we need to introduce some further notation: for every noncommutative polynomial V ∈ C x 1 , . . . , x n , we denote by DV = (D 1 V, . . . , D n V ) the cyclic gradient of V ; the cyclic derivatives D 1 V, . . . , D n V of V are given by D j V =m(∂ j V ) for j = 1, . . . , n, wherem : C x 1 , . . . , x n ⊗ C x 1 , . . . , x n → C x 1 , . . . , x n denotes the flipped multiplication that is determined bym(P 1 ⊗ P 2 ) := P 2 P 1 .
n ) be an n-tuple of selfadjoint random matrices of size N × N with law P N V . Then there is an n-tuple X = (X 1 , . . . , X n ) of selfadjoint operators in some tracial W * -probability space (M, τ ) (whose joint distribution µ X is then in fact uniquely determined) which satisfy the Schwinger-Dyson equation with respect to the potential V , i.e., (τ ⊗ τ ) (∂ j P )(X) = τ P (X)(D j V )(X) for every P ∈ C x 1 , . . . , x n and all j = 1, . . . , n, and for each P ∈ C x 1 , . . . , x n , we have
In the situation of Theorem 6.1, the Schwinger-Dyson equation yields that (ξ 1 , . . . , ξ n ) with ξ j := (D j V )(X) for j = 1, . . . , n are the conjugate variables of X = (X 1 , . . . , X n ); thus, we infer that Φ * (X 1 , . . . , X n ) < ∞. With the result obtained in the previous subsection, we conclude the following about matrix models of the type (6.2).
Corollary 6.2. In the situation of Theorem 6.1, the following holds for each selfadjoint noncommutative polynomial P ∈ C x 1 , . . . , x n of degree d ≥ 1:
n ) converges in distribution almost surely to a compactly supported Borel probability measure ν on R whose cumulative distribution function is Hölder continuous with exponent
Proof. Theorem 6.1 tells us that µ Y (N) converges in distribution almost surely as N → ∞ to the analytic distribution ν := µ Y of Y := P (X 1 , . . . , X n ). Since X 1 . . . , X n satisfy the Schwinger-Dyson equation with potential V , we infer that Φ * (X 1 , . . . , X n ) < ∞ as outlined above. Therefore, with the help of Theorem 1.1, we see that the cumulative distribution function of ν is Hölder continuous with exponent 
We point out that an analogous statement holds true for certain random matrices of the form (6.1). For that purpose, we need the following terminology: if a 1 , . . . , a n ∈ M d (C) are selfadjoint matrices, we call
a j ba j the quantum operator (associated to a 1 , . . . , a n ); we say that L is semi-flat, if there is some
In [MSY18, Theorem 8.1], it is stated that whenever a 0 , a 1 , . . . , a n ∈ M d (C) are selfadjoint matrices such that the quantum operator L : to a 1 , . . . , a n is semi-flat and X 1 , . . . , X n are selfadjoint operators in a tracial W * -probability space (M, τ ) that satisfy Φ * (X 1 , . . . , X n ) < ∞, then F Y is Hölder continuous with exponent β = 2 3 for the selfadjoint operator in the tracial W * -probability space (
This approach was inspired by [AEK18a, AEK18b] , where a very detailed analysis of such operators in the special case for freely independent semicircular operators X 1 , . . . , X n is carried out.
Corollary 6.3. In the situation of Theorem 6.1, for every choice of selfadjoint matrices a 0 , a 1 , . . . , a n ∈ M d (C) for which the quantum operator L :
. . , a n is semi-flat, the following statements holds true: (i) The empirical eigenvalue distribution µ Y (N) of the random matrix
converges in distribution almost surely to a compactly supported Borel probability measure ν on R whose cumulative distribution function is Hölder continuous with exponent . The rest is shown like in the proof of Corollary 6.2.
6.3. Gaussian random matrices and rates of convergence. A (standard) selfadjoint Gaussian random matrix (or GUE ) of size N × N is a selfadjoint complex random matrix
are independent real Gaussian random variables such that
Those fall into the general class of Gibbs measures considered in the previous section with the particular potential V = 1 2
Our goal is to strengthen Corollary 6.2 by proving explicit rates for the Kolmogorov distance. This improvement crucially depends on the results of [HT05] about random matrices of the form (6.1), which we are going to recall now.
Note that each random matrix like in (6.1) is an element in
we define its matrix-valued Cauchy transform by
where 
for all z ∈ C + . The limit of those random matrices will be described accordingly by some selfadjoint operator in the tracial W * -probability space (
is again a tracial W * -probability space, which can further be regarded as an operator-valued probability spaces over M d (C) with the conditional expectation that is given by id M d (C) ⊗τ . Accordingly, we can consider the matrix-valued Cauchy transform of any
Now, we can formulate the precise convergence result, which is [HT05, Theorem 5.7].
Theorem 6.4. Let a 0 , a 1 , . . . , a n ∈ M d (C) be selfadjoint matrices. We consider, for each N ∈ N, a tuple (X (N ) 1 , . . . , X
n ) of n independent GUEs. Let further (S 1 , . . . , S n ) be a tuple of freely independent semicircular elements in some tracial W * -probability space (M, τ ). Consider
Then the matrix-valued Cauchy transforms
, with the constants C > 0 and K > 0 that are given by
Accordingly (see [HT05, Lemma 6 .1]), the associated scalar-valued Cauchy transforms G X (N) and G S , which are related to the respective matrix-valued Cauchy transforms by
Putting these facts together, we conclude now the following.
Corollary 6.5. Let a 0 , a 1 , . . . , a n ∈ M d (C) be selfadjoint such that the quantum operator
n ) be a tuple of n independent GUEs. Further, let (S 1 , . . . , S n ) be a tuple of freely independent semicircular elements in some tracial W * -probability space (M, τ ). Set
Then the averaged empirical eigenvalue distribution
Proof. We want to apply Theorem 5.2. Therefore, we check that µ N := µ X (N) and ν := µ S have the required properties:
• Since L is semi-flat, the cumulative distribution function of µ S is Hölder continuous with exponent β = 2 3
, as it follows from [MSY18, Theorem 8.1].
• Let us define ε N := N −2 . Then, due to (6.4), we have that
with a continuous function Θ :
Therefore, Theorem 5.2 guarantees the existence of some numerical constant D > 0 for which ∆(µ X (N) , µ S ) ≤ DN −4/35 holds, as claimed.
Remark 6.6. In the proof of Theorem 5.2, on which the previous corollary relies substantially, the behavior of the cumulative distribution functions near ∞ was controlled with the help of Chebyshev's inequality. For the sake of completeness, we note that in the case of the mean empirical eigenvalue distribution µ X (N) of X (N ) much stronger statements are possible -although this does not improve the conclusion of Theorem 5.2. More precisely, we have With the help of linearization techniques that we outline in Section A of the appendix, we can give rates for the Kolmogorov distance in the case of polynomial evaluations.
Corollary 6.7. Let p ∈ C x 1 , . . . , x n be a selfadjoint noncommutative polynomial of degree d ≥ 1. For each N ∈ N, we consider a tuple
n ) of n independent GUEs. Further, let S = (S 1 , . . . , S n ) be a tuple of freely independent semicircular elements in some tracial W * -probability space (M, τ ). We define
Then there is a constant
For the particular case p(x) = x of a GUE matrix, the rate of convergence to the semicirular distribution with respect to the Kolmogorov distance was studied by Götze and Tikhomirov in [GT02] and then in [GT05] where they obtain the optimal rate, conjectured by Bai [Bai93a] for the more general Wigner matrices. Even for d = 1 or n = 1, our result still covers a larger class of matrices than a single GUE. . In order to verify condition (ii) of Theorem 5.2, we choose a selfadjoint linear representation ρ = (u, Q, v) of p and we consider the associated selfadjoint linearizationp.
For a moment, let us fix z ∈ C + and N ∈ N; we define ε > 0 by ε := N −1/4 Im(z). Since in particular ε ≤ Im(z) ≤ |z|, we see that Λ ε (z) = |z| and Im(Λ ε (z))
. Thus, involving Theorem 6.4, we get that
Furthermore, applying Theorem A.1, we find noncommutative polynomials
Since |[A] 1,1 | ≤ A for every matrix A ∈ M N (C), we obtain by putting these pieces together that
Im(z) 7 with the constant
which is finite because X (N ) converges in distribution to S as N → ∞ and therefore
Thus, in summary, we see that with the continuous function
we have for all z ∈ C + and for all N ∈ N that
Taking now a closer look at Θ, we see that it can be bounded on the strip S 1 as 
since X (N ) converges in distribution to S as N → ∞. Thus, Theorem 5.2 guarantees the existence of a constant D > 0 such that
for all N ∈ N, which proves the assertion.
Appendix A. Approximation of Cauchy transforms by linearizations
Linearization techniques have turned out to be very useful when dealing with evaluations of noncommutative polynomials or noncommutative rational functions. Especially when evaluations in freely independent selfadjoint operators are considered, these methods allow an algorithmic computation of the corresponding analytic distributions and Brown measures, respectively; see [BMS17, HMS18] .
Here, we focus on the case of noncommutative polynomials p ∈ C x 1 , . . . , x n . We can associate to p by purely algebraic techniques a linear representation ρ = (u, Q, v), i.e., a triple that consists of a row vector u and a column vector v, both of the size, say d ∈ N, and an invertible matrix Q ∈ M d (C x 1 , . . . , x n ) of the form Q = Q 0 + Q 1 x 1 + · · · + Q n x n with scalar matrices Q 0 , Q 1 , . . . , Q n ∈ M d (C) which enjoys the crucial property that p(X 1 , . . . , X n ) = −uQ(X 1 , . . . , X n ) −1 v for every tuple (X 1 , . . . , X n ) of elements in any unital complex algebra A. Moreover, if p is selfadjoint, we may find a particular linear representation ρ which is additionally selfadjoint in the sense that v = u * holds and all Q 0 , Q 1 , . . . , Q n are selfadjoint. With the help of the well-known Schur complement formula, one easily sees that the scalarvalued Cauchy transform of p(X 1 , . . . , X n ) can be obtained from the matrix-valued Cauchy transform of the selfadjoint operatorp(X 1 , . . . , X n ) ∈ M d+1 (A), where Notably, Gp (X 1 ,...,Xn) at any point in H + (M d+1 (C)) can be computed efficiently by means of operator-valued free probability theory.
Our goal is the following quantitative version of (A.2).
Theorem A.1. Let p ∈ C x 1 , . . . , x n be a selfadjoint noncommutative polynomial. Consider the selfadjoint linearizationp ∈ M d+1 (C x 1 , . . . , x n ) of p associated to a given selfadjoint linear representation ρ = (u, Q, v) of p with u = 0. Then there are (not necessarily selfadjoint) polynomials p 1 , . . . , p d ∈ C x 1 , . . . , x n , where p 1 can be chosen to be p, such that the following statements hold true: (i) If X = (X 1 , . . . , X n ) is a tuple of selfadjoint operators in any tracial W * -probability space (M, τ ), then for all z ∈ C + and all ε > 0 n ) is a tuple of selfadjoint matrices in M N (L ∞− (Ω, P)) for any classical probability space (Ω, F , P) and arbitrary N ∈ N, then for all z ∈ C + and all ε > 0 (A.4)
Proof. It is easily seen that with ρ = (u, Q, v) also ρ λ = (λ 1/2 u, λQ, λ 1/2 v), for every λ > 0, yields a selfadjoint linear representation of p; thus, since u = 0 by assumption, we may assume with no loss of generality that u is normalized such that uu * = 1. Basic linear algebra tells us that we may find then an orthonormal basis {u 1 , . . . , u d } of C d with u 1 = u. We use these row vectors to define the wanted noncommutative polynomials p 1 , . . . , p d by p j := −u j Q −1 v for j = 1, . . . , d; by construction, we clearly have that p 1 = p. We shall show that these polynomials p 1 , . . . , p d have the required properties. We will only prove the validity of Item (i); the details of the proof of Item (ii) are left to the reader.
Let us take any selfadjoint operators X 1 , . . . , X n living in an arbitrary tracial W * -probability space (M, τ ). Further, let us choose z ∈ C + and ε > 0. We begin with the observation that the operator z − u(iε1 d − Q(X)) −1 u * is invertible in M with
.
In order to verify this, let us abbreviate h := z − u(iε1 d − Q(X)) −1 u * ; we observe that . Next, we note that according to the Schur complement formula
Thus, we obtain with the help of the resolvent identity With these abbreviations, we can rewrite the previous result as
Thus, by the Cauchy-Schwarz inequality on L 2 (M, τ ) d , we get that
One easily sees that
and similarly, by (A.5), we get that
Combining these observations leads us to
Finally, we involve 1 d = u * 1 u 1 + · · · + u * d u d in order to obtain
Furthermore, by the resolvent identity,
Thus, in summary, we arrive at (A.3), which concludes the proof of Item (i).
