The paper presents and evaluates the power of a new scheme that generates search heuristics mechanically for problems expressed using a set of functions or relations over a nite set of variables. The heuristics are extracted from a parameterized approximation scheme called Mini-Bucket elimination that allows controlled trade-o between computation and accuracy. The heuristics are used to guide Branch-andBound and Best-First search. Their performance is compared on two optimization tasks: the Max-CSP task de ned on deterministic databases and the Most Probable Explanation task de ned on probabilistic databases. Benchmarks were random data sets as well as applications to coding and medical diagnosis problems. Our results demonstrate that the heuristics generated are e ective for both search schemes, permitting controlled trade-o between preprocessing (for heuristic generation) and search.
Introduction
Heuristic search is a general problem solving method applicable to a wide range of tasks. Its e ciency depends on the quality of the heuristic evaluation function. Therefore, one of the most important issues in heuristic search is obtaining a good heuristic function. Often there is a trade-o between the quality of the heuristic and the complexity of its computation. In this paper we will present a general scheme of mechanically generating search heuristics from a problem description. Within this scheme, the trade-o between the quality of the heuristic function and its computational complexity is quanti ed by an input parameter.
The main di erence between the approach presented in this paper and traditional work on mechanical generation of heuristics is in its premises. We assume that the problem is speci ed by a dependency model: a set of functions or relations over variables (e.g. Bayesian network, constraint network, decomposable cost functions). From a dependency model, the states and the transition rules de ning a search space for the problem can be obtained. In contrast, the starting point of heuristic search is the search space description (states, operators, initial and goal states) only.
Our scheme is based on the Mini-Bucket technique, a class of parameterized approximation algorithms based on the bucket-elimination framework 3]. The approximation uses a controlling parameter which allows adjustable levels of accuracy and e ciency 7] . It has been presented and analyzed for probabilistic tasks such as nding the most probable explanation (MPE), belief updating, and nding the maximum a posteriori hypothesis. Encouraging empirical results were reported on randomly generated Noisy-OR networks, on medical-diagnosis CPCS networks, and on coding problems 36]. However, as evidenced by the error bound produced by these algorithms, in some cases the approximation is seriously suboptimal, even when using the highest feasible accuracy level. In such cases, augmenting the Mini-Bucket approximation with search could be cost-e ective.
In this paper we demonstrate our approach on two di erent classes of optimization tasks: solving the Max-CSP problem in Constraint Optimization and nding the Most Probable Explanation in a Bayesian network. We will show that the functions produced by the MiniBucket method can serve as the basis for creating heuristic evaluation functions for search. These heuristics provide either a lower bound (for minimization problems, such as Max-CSP) or upper bound (for maximization problems, such as MPE) on the cost of the best extension of a given partial assignment. Since the Mini-Bucket's accuracy is controlled by a bounding parameter, it allows heuristics having varying degrees of accuracy and results in a spectrum of search algorithms that can trade o heuristic computation and search. We evaluate the power of the Mini-Bucket heuristics within both Branch-and-Bound 1 and Best-First search.
Branch-and-Bound searches the space of partial assignments in a depth-rst manner. It will expand a partial assignment only if the bound computed by the heuristic function is potentially better than the value of the current best solution. The virtue of Branchand-Bound is that it requires a limited amount of memory and can be used as an anytime 2 Background
An Automated Reasoning Problem
The approach we propose is applicable to any optimization problem with decomposable cost functions. More formally, we assume that an automated reasoning problem P is speci ed as a sixtuple P =< X; D; F; N ; +; Z >, where 1. X = fX 1 ; :::; X n g is a set of variables.
2. D = fD 1 ; :::; D n g is a set of nite domains. A combination operator takes two cost functions and outputs a new cost function. We assume that the combination operator is commutative and associative. For a Max-CSP problem, the combination operator is summation, while for Bayesian networks, the combination operator is multiplication. We de ne the cost function f to be the combination of all functions: f = N r i=1 f i . 6. The problem is to compute, g(Z) =+ Z N r i=1 f i , Z X.
For the optimization tasks we consider here Z = ; and S = X. Often we also seek an assignment to all the variables that optimizes (maximizes or minimizes) the combined cost function f. Namely, we need to nd x = (x 1 ; :::; x n ) such that f(x) =+ ; N r i=1 f i .
Notations: We denote variables or subsets of variables by uppercase letters (e.g. X; Y; Z; S; R : : :) and values of variables by lower case letters (e.g. x; y; z; s). An assignment (X 1 = x 1 ; :::; X n = x n ) can be abbreviated as x = (x 1 ; :::; x n ). For a subset of variables S, D S denotes the Cartesian product of the domains of variables in S. x S is the projection of x = (x 1 ; :::; x n ) over a subset S. Definition 
(Primal graph)
The primal graph of a reasoning problem has the variables X as its nodes and an arc connects any two variables that appear in the scope of the same function.
One approach for solving reasoning problems is searching the problem's search space graph which can be derived from its dependency model. Commonly, the states of the search space are the assignments of values to subsets of variables. The initial state is the empty assignment and a goal state is an assignment to all variables that optimizes the cost function, f. Each state has a subset of child states obtained by an operator that extends a partial assignment by assigning a value to an unassigned variable. Any state, S = s, S X, can be associated with a cost function f(s) = N f2F;scope(f) S f. By searching this search space by either depth-rst or breadth-rst search one can nd an assignment to S = X ? Z s.t. f(s) =+ Z N r i=1 f i . Heuristic search algorithms use a heuristic evaluation function to guide the traversal of the search space, aiming at nding a solution path from the initial state to a goal state. This requires a heuristic evaluation function that estimates the promise of a state in leading to the best cost goal state. In this paper we provide a general approach of extracting such heuristic information from the dependency model of the reasoning problem.
In the following subsections we specialize our de nitions for the two dependency models we consider here, constraint networks and belief networks.
Constraint Networks
Constraint Satisfaction is a framework for formulating real-world problems as a set of constraints between variables. The task is to nd an assignment of values to variables that does not violate any constraint, or else to conclude that the problem is inconsistent. Such problems are graphically represented by nodes corresponding to variables and edges corresponding to constraints between variables. CSP is one where each constraint involves at most two variables. Sometimes (for the Max-CSP problem), we express the relation R i as a cost function C i (X i1 = x i1 ; :::; X ik = x ik ) = 0 if (x i1 ; :::; x ik ) 2 R i , and 1 otherwise. Example 2.1 An example of a constraint satisfaction problem is given in Figure 1 . It represents a map coloring problem and has seven variables (A, B, C, D, E, F, G), each one corresponding to a region of the map. Each variable has a domain of three colors (Red, Green, Blue), and there is an inequality constraint between two variables that correspond to adjacent regions of the map. A solution is an assignment of colors to variables (nodes of the graph) such that adjacent nodes have di erent colors.
Max-CSP
Many real-world problems are often over-constrained and do not have a solution. In such cases, it is desirable to nd an assignment that satis es a maximum number of constraints, called a Max-CSP assignment. Definition 2.3 (Max-CSP) Given a CSP, the Max-CSP task is to nd an assignment that satis es a maximum number of constraints.
Although a Max-CSP problem is a maximization problem, it can be implemented as a minimization problem. Instead of maximizing the number of constraints that are satis ed, minimizing the number of constraints that are violated.
When formalized as an automated reasoning task, its set of functions F is the set of cost functions assigning 0 to all allowed tuples and 1 to all non-allowed tuples. The marginalization operator is minimization, the combination operator is summation, and Z = ;. Namely, + ; N i f i = min X P i f i . As an optimization version of Constraint Satisfaction, Max-CSP is NP-hard. A number of complete and incomplete algorithms have been developed for Max-CSP. Stochastic Local Search (SLS) algorithms, such as GSAT 28, 40] , developed for Boolean Satis ability and Constraint Satisfaction can be directly applied to Max-CSP 44]. Since they are incomplete, SLS algorithms cannot guarantee a solution, but they have been successful in practice on many classes of SAT and CSP problems. A number of search-based complete algorithms, using partial forward checking 9] for heuristic computation, have been developed for Max-CSP 22, 43].
Belief Networks
Belief Networks provide a formalism for reasoning about partial beliefs under conditions of uncertainty. They are de ned by a directed acyclic graph over nodes representing random variables of interest (e.g., the temperature of a device, the gender of a patient, a feature of an object, the occurrence of an event). The arcs signify the existence of direct causal in uences between linked variables quanti ed by conditional probabilities that are attached to each cluster of parents-child nodes in the network. Definition 
(Graph concepts)
A directed graph is a pair, G = fV; Eg, where V = fX 1 ; :::; X n g is a set of nodes, and E = f(X i ; X j )jX i ; X j 2 V g is the set of edges. If (X i ; X j ) 2 E, we say that X i points to X j . The degree of a variable is the number of edges incident to it. For each variable X i , pa(X i ) or pa i , is the set of variables pointing to X i in G, while the set of child nodes of X i , denoted ch(X i ), comprises the variables that X i points to. The family of X i , F i , includes X i and its child variables. A directed graph is acyclic if it has no directed cycles. A poly-tree is an acyclic directed graph whose underlying undirected graph (ignoring the arrows) has no loops. Definition 2.5 (Belief Networks) Given a set, X = fX 1 ; : : : ; X n g of random variables over multi-valued domains D = fD 1 ; :::; D n g, a belief network is a pair (G; P) where G is a directed acyclic graph over X and P = fP i g, where P i = fP(X i j pa (X i ) ) g are conditional probability matrices associated with each X i . Given a subset of variables S, we will write P(s) for the probability P(S = s), where s 2 D S . A belief network represents a probability distribution over X, P(x 1 ; ::::; x n ) = n i=1 P(x i jx pa(X i ) ). An evidence set e is an instantiated subset of variables. The primal graph of a belief network is called a moral graph. It can be obtained by connecting the parents of each node in G and removing the arrows. Equivalently, it connects any two variables appearing in the same family. Example 2.2 An example of a belief network is given in Figure 2a . This belief network represents a distribution P(e; d; c; b; a) = P(ejc; b)P(djb; a)P(bja)P(cja)P(a). In this case, pa(E) = fB; Cg, pa(B) = fAg, pa(A) = ;, ch(A) = fB; D; Cg. Its corresponding moral graph is shown in Figure 2b . Given an ordering d = (A; E; D; C; B), the ordered moral graph is depicted in Figure 2c by the solid arcs. The induced ordered graph is obtained by adding the broken arcs in the gure. The width and induced-width of the ordered moral graph is 4.
Definition 2.7 Given a function h de ned over a subset of variables S, where X 2 S, functions (min X h), (max X h), and ( P X h) are de ned over U = S ? fXg as follows:
For every U = u, and denoting by (u; x) the extension of tuple u by assignment X = x, (min X h)(u) = min x h(u; x), (max X h)(u) = max x h(u; x), and ( P X h)(u) = P x h(u; x). Given a set of functions h 1 ; :::; h j de ned over the subsets S 1 ; :::; S j , the product function j h j and P j h j are de ned over U = j S j . For every U = u, ( j h j )(u) = j h j (u S j ), and ( P j h j )(u) = P j h j (u S j ).
2. When MPE is formalized as an automated reasoning task, the combination operator is multiplication and the marginalization operator is maximization. An MPE task is to nd + ; N i f i = max X Q i f i where X is the set of variables and f i is the set of conditional probability tables. It also requires an optimizing assignment.
The MPE task appears in applications such as diagnosis, abduction, and explanation. For example, given data on clinical ndings, MPE can postulate on a patient's probable a iction. In decoding, the task is to identify the most likely input message transmitted over a noisy channel given the observed output. Researchers in natural language consider the understanding of text to consist of nding the most likely facts (in internal representation) that explain the existence of the given text. In computer vision and image understanding, researchers formulate the problem in terms of nding the most likely set of objects that explain the image.
It is known that solving the MPE task is NP-hard 1]. Complete algorithms use either the cycle cutset technique (also called conditioning), the join-tree-clustering technique 32], or the bucket-elimination scheme 3]. However, these methods work well only if the network is sparse enough to allow small cutsets or small clusters. The complexity of algorithms based on the cycle cutset idea is time exponential in the cutset size but requires only linear space. The complexity of join-tree-clustering and bucket-elimination algorithms are both time and space exponential in the cluster size that equals the induced-width of the network's moral graph. Following Pearl's stochastic simulation algorithms 32], the suitability of Stochastic Local Search (SLS) algorithms for MPE was studied in the context of medical diagnosis applications 33] and more recently in 17]. Best-First search algorithms were proposed 41] as well as algorithms based on linear programming 37]. Various authors have worked on extending some of these algorithms to the task of nding the k most-likely explanations 24, 42].
Bucket and Mini-Bucket Elimination Algorithms
In this subsection we summarize the main algorithms that are used as a basis for our methodology for heuristic generation. These are based on the bucket elimination scheme.
Bucket elimination is a unifying algorithmic framework for dynamic-programming algorithms applicable to probabilistic and deterministic The input to a bucket-elimination algorithm is an automated reasoning problem, namely, a collection of functions or relations (e.g., clauses for propositional satis ability, constraints or cost functions, or conditional probability matrices for belief networks). Given a variable ordering, the algorithm partitions the functions into buckets, each associated with a single variable. A function is placed in the bucket of its argument that appears latest in the ordering. The algorithm has two phases. During the rst, top-down phase, it processes each bucket, from last to rst by a variable elimination procedure that computes a new function which is placed in a lower bucket. For MPE, the variable elimination procedure computes the product of all probability matrices and maximizes over the bucket's variable. For Max-CSP, this procedure computes the sum of all cost functions and minimizes over the bucket's variable. During the second, bottom-up phase, the algorithm constructs a solution by assigning a value to each variable along the ordering, consulting the functions created during the top-down phase. Figure 3 shows the bucket-elimination algorithm BE 3] . It can be shown that Output: A bound on + ; f, the cost of the optimal solution; an assignment to all the variables; and the ordered augmented buckets. The main drawback of bucket elimination algorithms is that they require too much space for storing intermediate functions. Mini-Bucket Elimination is an approximation designed to avoid the space and time problem of full bucket elimination 7] by partitioning large buckets into smaller subsets called mini-buckets which are processed independently. Here is the rationale. Let h 1 ; :::; h j be the functions in bucket p . When Bucket Elimination processes bucket p , it computes the function h p : h p =+ Up N j i=1 h i , where U p = S j i=1 S i ? fX p g. The Mini-Bucket algorithm, on the other hand, creates a partitioning Q0 = fQ 1 ; :::; Q t g where the mini-bucket Q l contains the functions h l 1 ; :::; h l k . The approximation processes each mini-bucket (by using the combination and marginalization operators) separately, therefore computing g p = N t l=1 + Up N l i h l i . Clearly, g p is a bound on h p { for maximization problems h p g p ; for minimization problems h p g p . Therefore, the bound computed in each bucket yields an overall bound on the cost of the solution.
The quality of the bound depends on the degree of the partitioning into mini-buckets. Given a bounding parameter i, the algorithm creates an i-partitioning, where each mini- tuple is computed by MBE(i) similarly to the MPE tuple computed by BE, by assigning a value to each variable that maximizes the product of functions in the corresponding bucket, given the assignments to the previous variables. The value of this assignment is a lower bound on the MPE value.
Heuristic Search with Mini-Bucket Heuristics
By comparing the bound computed by MBE(i) with the cost of the assignment returned by MBE(i), we can bound the error of the assignment. If the error is large, we can increase i. Encouraging empirical results were reported for computing the MPE on randomly generated noisy-or networks, on medical-diagnosis CPCS networks, and on coding problems 7, 36] . In some cases, however, the approximation was largely suboptimal, even when using the highest feasible accuracy level. Such cases call for nding a better solution by using heuristic search, such as Branch-and-Bound or Best-First search, which is the approach we explore in this paper.
A heuristic search algorithm explores the search space of partial assignments guided by a heuristic evaluation function. The heuristic function estimates the cost of the optimal completion of every partial assignment to a full assignment.
Branch-and-Bound searches the space of partial assignments in a depth-rst manner. It discards any partial assignment whose heuristic value is not better than the value of the current best solution. The algorithm requires only a limited amount of memory and can be used as an anytime scheme; whenever interrupted, Branch-and-Bound outputs the best solution found so far. Best-First explores the search space in a breadth-rst manner, expanding a partial assignment with the best heuristic value rst. Best-First is optimal in terms of the number of nodes expanded, while it needs exponential space in the worst case.
The e ectiveness of both search methods depends on the quality of the heuristic function. A heuristic function that is accurate, but not too hard to compute, is desirable. In the following section we will show how to de ne a heuristic function that can guide Branch-and-Bound or Best-First search, using the augmented buckets generated by the MBE(i) algorithm. We will use the task of nding the Most Probable Explanation in a Bayesian network to illustrate the idea and then proceed to the general case.
Mini-Bucket Heuristic Idea
Consider the Bayesian network shown in Figure 2 , and consider a given variable ordering d = (A; E; D; C; B) and the bucket and mini-buckets con guration in the output, as dis- 
We can derive:
h (a; e; d) = max b;c P(cja)P(ejb; c)P(bja)P(dja; b) = max c P(cja) max b P(ejb; c)P(bja)P(dja; b) = max c P(cja) h B (a; d; c; e) = h C (a; d; e) where h B (a; d; c; e) = max b P(ejb; c)P(bja)P(dja; b) and h C (a; d; e) = max c P(cja) h B (a; d; c; e) (2) Interestingly, the functions h B (a; d; c; e) and h C (a; d; e) are already produced by the bucket elimination algorithm BE (Figure 5a ). Speci cally, the function h B (a; d; c; e), generated in bucket B , is the result of a maximization operation over variable B. In practice, however, this function may be too hard to compute as it requires processing a function on four variables and recording a function on three variables. So, it can be replaced by an approximation, where the maximization is split into two parts. This yields a function, which we denote h(a; e; d), that is an upper bound on h (a; e; d) de 
Mini-Bucket Heuristic for MPE
In the following, we will assume that a Mini-Bucket algorithm was applied to a belief network using a given variable ordering d = (X 1 ; :::; X n ), and that the algorithm outputs an ordered set of augmented buckets bucket 1 ,...,bucket p ,...,bucket n , containing both the input functions and the newly generated functions. Relative to such an ordered set of augmented buckets, we use the following notations: P p j denotes an input conditional probability matrix in bucket p (namely, one whose highest-ordered variable is X p ), enumerated by j. h p j denotes a function residing in bucket p that was generated by the Mini-Bucket algorithm, enumerated by j. h p j stands for a function created by processing the j-th mini-bucket in bucket p .
We denote by buckets(1::p) the union of all functions in the bucket of X 1 through the bucket of X p .
Example 3.1 In Figure 5b , bucket C (the bucket corresponding to variable C) contains two functions: P C 1 = P(cja) and h C 1 = C 1 = h B (e; c). When bucket C is processed, a new function h C 1 = h C (e; a) is generated. This new function is then placed in the bucket of variable E. Following the notation introduced above, h E 1 = h C (e; a), and it is also denoted as E 1 .
We will now show that in general the functions recorded by the Mini-Bucket algorithm can be used to upper bound the probability of the most probable extension of any partial assignment, and therefore can serve as heuristic evaluation functions in a Best-First or Branch-and-Bound search. we get f ( x p ) = g( x p ) h ( x p ): During search, the g function can be evaluated over the partial assignment x p , while h can be estimated by a heuristic function h, derived from the functions recorded by the Mini-Bucket algorithm, as de ned next: Definition 3.2 (Mini-Bucket Heuristic) Given an ordered set of augmented buckets generated by the Mini-Bucket algorithm, the heuristic function h( x p ) is de ned as the product of all the h k j functions that satisfy the following two properties: 1) They are generated in buckets p + 1 through n, and 2) They reside in buckets 1 through p. Namely, h( x p ) = Q p i=1 Q h k j 2bucket i h k j , where k > p, (i.e. h k j is generated by a bucket processed before bucket p .) Example 3.2 In Figure 5b The following proposition shows how g( x p+1 ) and h( x p+1 ) can be updated recursively.
Proposition 3.1 Given a partial assignment x p = (x 1 ; : : :x p ), both g( x p ) and h( x p ) can be computed recursively by
h(
Proof already contains all new functions in buckets 1 : : : p ? 1 that were generated by buckets p : : : n, we need to factor out all new functions that were generated in bucket p, and multiply the result with all new functions in bucket p (which must be generated in buckets p + 1 : : : n), yielding h( x p ). 2 Theorem 3.3 For every partial assignment x p = (x 1 ; :::; x p ), of the rst p variables, the evaluation function f( x p ) = g( x p ) h( x p ) is: 1) Admissible -it never underestimates the probability of the best extension of x p , and 2) Monotonic -namely f( x p+1 ) f( x p ).
Notice that monotonicity means better accuracy at deeper nodes in the search tree.
Proof. To prove monotonicity, we will use the recursive equations (3) and (4) 
Since fP (p+1) j g fh (p+1) k g = f (p+1) i g, we get
is computed by the j-th mini-bucket in bucket (p + 1) by maximizing over variable X p+1 , (eliminating variable X p+1 ), we get
, concluding the proof of monotonicity.
The proof of admissibility follows from monotonicity. It is well known that if a heuristic function is monotone and if it is exact for a full solution (which is the case here, since the heuristic is the constant 1 on a full solution), then it is also admissible 31]. 2 In the extreme case when each bucket p contains exactly one mini-bucket, the heuristic function h equals h , and the heuristic function f computes the exact probability of the MPE extension of the current partial assignment.
Mini-Bucket Heuristic for the General Case
We will now extend this approach further. Mini-Bucket Elimination can be used to generate a heuristic function for any optimization problem P = < X; D; F; N ; +; ; > with decomposable cost functions f = N r i=1 f i . 2. The heuristic function h( x p ) is de ned as the combination of all the h k j functions that satisfy the following two properties:
They are generated in buckets p + 1 through n, They reside in buckets 1 through p.
Namely, h( x p ) = N p i=1 N h k j 2bucket i h k j , where k > p, (i.e. h k j is generated by a bucket processed before bucket p .) Proposition 3.2 Given a partial assignment x p = (x 1 ; : : :x p ), both g( x p ) and h( x p ) can be computed recursively by
where N ?1 is the inverse of the combination operator N . Next, we show how the heuristic function is incorporated in search for a general optimization task.
Search with Mini-Bucket Heuristics
The tightness of the bound generated by the Mini-Bucket approximation depends on its i-bound. Larger values of i generally yield better bounds, but require more computation. Since the Mini-Bucket algorithm is parameterized by i, when using the heuristics in each of the search methods, we get an entire class of Branch-and-Bound search and Best-First search algorithms that are parameterized by i and which allow a controllable trade-o between preprocessing and search, or between heuristic strength and its overhead.
Figures 7 and 8 present algorithms BBMB(i) (Branch-and-Bound with Mini-Bucket heuristics) and BFMB(i) (Best-First search with Mini-Bucket heuristics). Both algorithms have a preprocessing step of running the Mini-Bucket algorithm that produces a set of ordered augmented buckets.
Branch-and-Bound with Mini-Bucket heuristics (BBMB(i)) traverses the search space in a depth-rst manner, instantiating variables from rst to last. Throughout the search, the algorithm maintains a global bound on the cost of the optimal solution, which corresponds to the cost of the best full variable instantiation found thus far. When the algorithm processes variable X p , all the variables preceding X p in the ordering are already instantiated, so it can compute f( be extended to an improved full assignment. The algorithm assigns the best value v to variable X p and proceeds to variable X p+1 , and when variable X p has no values left, it backtracks to variable X p?1 . Search terminates when it reaches a time-bound or when the rst variable has no values left. In the latter case, the algorithm has found an optimal solution.
Algorithm Best-First with Mini-Bucket heuristics (BFMB(i)) maintains a list of open nodes. Each node corresponds to a partial assignment x p and has an associated heuristic value f( x p ). The basic step of the algorithm consists of selecting an assignment x p from the list of open nodes having the best heuristic value (that is -the highest value for maximization problems; the smallest value for minimization problems) f( x p ), expanding it by computing all partial assignments ( x p ; v) for all values v of X p+1 , and adding them to the list of open nodes.
Since, as shown, the generated heuristics are admissible and monotonic, their use within Best-First search yields A* type algorithms whose properties are well understood. The algorithm is guaranteed to terminate with an optimal solution. When provided with more powerful heuristics, it explores a smaller search space, but otherwise it requires substantial space. It is known that Best-First algorithms are optimal. Namely, when given the same Algorithm BFMB(i) Input: A problem description P =< X; D; F; N ; +; ; >; ordering d; time bound t. Output: An optimal assignment, or a bound and a (suboptimal) assignment (produced by MBE(i)). If p = n then x p is an optimal solution. Exit. Expand x p by computing all child nodes ( x p ; v) for each value v in the domain of X p+1 . For each node x p+1 compute its heuristic value f( x p+1 ) = g( x p+1 ) N h( x p+1 ), using Eq. (5) and (6) .
Add all nodes ( x p ; v) to L and goto Search. heuristic information, Best-First search is the most e cient algorithm in terms of the size of the search space it explores 5]. In particular, Branch-and-Bound will expand any node that is expanded by Best-First (up to some tie breaking conditions), and in many cases it explores a larger space. Still, Best-First may occasionally fail because of its memory requirements, or because it has to maintain a large subset of open nodes during search, or because of tie breaking rules at the last frontier of nodes having evaluation function value that equals the optimal solution. Therefore, as we will indeed observe in our experiments, Branch-and-Bound and Best-First search have complementary properties, and both can be strengthened by the Mini-Bucket heuristics.
Selecting Accuracy Parameter
One of the open issues needing further research is the best threshold point for the accuracy parameter i. We will not investigate this issue in the current paper. For any accuracy parameter i, we can determine the space complexity of Mini-Bucket preprocessing in advance. This can be done by computing signatures (i.e. arguments) of all intermediate functions, without computing the actual functions. Based on the signatures of original and intermediate functions, we can compute the total space needed. Knowing the space complexity, we can estimate the time complexity. Thus given the time and space at our disposal, we can select the parameter i that would t. However, the cost-e ectiveness of the heuristic produced by Mini-Bucket preprocessing may not be predicted a priori. We observed that in general, as the problem graph is more dense, higher levels of Mini-Bucket heuristic become more cost-e ective.
When repeatedly solving problems from a given class of problems, a preliminary empirical simulation can be informative when the problem class is not too heterogeneous. Otherwise, we can start with a small accuracy parameter (corresponding to a weak heuristic) and gradually proceed to higher accuracy parameters, until available time is up and then choose the best solution found.
Experimental Results -Max-CSP
In order to empirically evaluate the performance of our approach, we have conducted a number of experiments on two classes of optimization problems: the Max-CSP task in Constraint Optimization and the Most Probable Explanation task in Bayesian Networks 3 .
For the Max-CSP task, we tested the performance of BBMB(i) and BFMB(i) on sets of random binary CSPs. Each problem in this class is characterized by four parameters: < N; K; C; T >, where N is the number of variables, K is the domain size, C is the number of constraints, and T is the tightness of each constraint, de ned as the number of tuples not allowed. Each problem is generated by randomly picking C constraints out of N 2 total possible constraints, and picking T nogoods out of K 2 maximum possible for each constraint.
We used the min-degree heuristic for computing the ordering of variables. It places a variable with the smallest degree at the end of the ordering, connects all of its neighbors, removes the variable from the graph and repeats the whole procedure.
In addition to MBE(i), BBMB(i) and BFMB(i), we ran, for comparison, two state-ofthe-art algorithms for solving Max-CSP : PFC-MPRDAC as de ned in 22] and a Stochastic Local Search (SLS) algorithm we developed for CSPs 19] .
PFC-MPRDAC 22] is a specialized Branch-and-Bound search algorithm developed for constraint optimization. It uses a forward checking step based on a partitioning of unassigned variables into disjoint subsets of variables. This partitioning is used for computing a heuristic evaluation function that is used for determining variable and value ordering, as well as pruning. Currently, it is one of the best known complete algorithms for Max-CSP.
As a measure of performance, we used the accuracy ratio opt = F Max?CSP =F alg between the value of the optimal solution (F Max?CSP ) and the value of the solution found by the test algorithm (F alg ), whenever F Max?CSP is available. We also record the running time of each algorithm.
We recorded the distribution of the accuracy measure opt over ve prede ned ranges : opt 0 
Complete Algorithms
Here we evaluate the performance of algorithms as complete ones. Tables 1-3 report results of experiments with three classes of over-constrained binary CSPs with domain sizes : K=10, K=5 and K=3 respectively. Tables 1 and 2 to a set of CSPs with a xed number of variables and constraints. Within each block, there are two small blocks each corresponding to a di erent constraint tightness, given in the rst column. In columns 2 through 6 (Table 1) , and columns 2 through 7 (Tables 2 and  3) , we have results for MBE, BBMB and BFMB (in di erent rows) for di erent values of i-bound. In the last column we have results for PFC-MRDAC. Each entry in the table gives a percentage of the problems that were solved exactly (fall in the 0.95 range) within our time bound, and the average CPU time for these problems.
For example, looking at the second block of the middle large block in Table 1 (corre-MBE   MBE  MBE  MBE  MBE  MBE  BBMB BBMB BBMB BBMB BBMB BBMB PFC-MRDAC  T BFMB BFMB BFMB BFMB BFMB  BFMB  i=2  i=4  i=6  i=8  i=10 sponding to binary CSPs with N=15, K=10, C=50 and T=85) we see that MBE with i=2 (column 2) solved only only 1% of the problems exactly in 0.02 seconds of CPU time. On the same set of problems, BBMB using Mini-Bucket heuristics, solved 20% of the problems optimally using 180 seconds of CPU time on the average, while BFMB solved 1% of the problems exactly in 190 seconds on the average. When moving to columns 3 through 6 in rows corresponding to the same set of problems, we see a gradual change caused by a higher level of Mini-Bucket heuristic (higher values of the i-bound). As expected, Mini-Bucket Elimination solves more problems, while using more time. Focusing on BBMB, we see that it solved all problems when the i-bound is 5 or 6. Its total running time as a function of i forms a U-shaped curve. At rst (i=2) it is high (180), then as i-bound increases the total time decreases (when i=5 the total time is 28.7), but then as i-bound increases further the total time starts to increase again. The same behavior is observed in case of BFMB as well. For each set of problems, we have highlighted in bold the results of BBMB(i) and BFMB(i) corresponding to the optimal value of i.
This demonstrates a trade-o between the amount of preprocessing performed by MBE and the amount of subsequent search using the heuristic cost function generated by MBE. The optimal balance between preprocessing and search corresponds to the value of i-bound at the bottom of the U-shaped curve. The added amount of search on top of MBE can be estimated by t search = t total ?t MBE . As i increases, the average search time t search decreases, and the overall accuracy of the search algorithm increases (more problems fall within higher ranges of opt). However, as i increases, the time of MBE preprocessing increases as well.
One crucial di erence between BBMB and BFMB is that BBMB is an anytime algorithm -it always outputs an assignment, and as time increases, the solution improves. BFMB, on the other hand, only outputs a solution when it nds an optimal solution. In our experiments, if BFMB did not nish within the preset time bound, it returned the MBE assignment.
From the data in the Tables we can see that the performance of BFMB is consistently worse than that of BBMB. BFMB(i) solves fewer problems than BBMB(i) and, on the average, takes longer on each problem. This is even more pronounced when a non-trivial amount of search is required (lower i-bound values). These results are in contrast to the behavior we observed when using this scheme for optimization in belief networks as we will see in the next section. We speculate that this is because, for Max-CSP, there are large numbers of frontier nodes having the same heuristic value. Tables 1-3 also report the results of PFC-MRDAC. When the constraint graph is dense, PFC-MRDAC is up to 2-3 times faster than the best performing BBMB. When the constraint graph is sparse, the best BBMB is up to two orders of magnitude faster than PFC-MRDAC. The superiority of our approach is most notable for larger problems (Table  3) .
In Figure 9 we provide an alternative view of the performance of BBMB(i) and BFMB(i). Let F BBMB(i) (t) and F BFMB(i) (t) be the fraction of the problems solved completely by BBMB(i) and BFMB(i), respectively, by time t. Each graph in Figure 9 plots F BBMB(i) (t) and F BFMB(i) (t) for several values of i. These gures display the trade-o between preprocessing and search in a clear manner. Clearly, if F BBMB(i) (t) > F BBMB(j) (t) for all t, then BBMB(i) completely dominates BBMB(j). For example, in Figure 9a BBMB(4) completely dominates BBMB(2) (here BBMB(2) and BFMB(2) overlap). When F BBMB(i) (t) and F BBMB(j) (t) intersect, they display a trade-o as a function of time. For example, if we have less than 70 seconds, BBMB(4) is better than BBMB(6). However, when su cient time is allowed, BBMB(6) is superior.
Anytime Algorithms
Next we compare the anytime performance of BBMB, which returns a (suboptimal) solution any time during search, with that of Stochastic Local Search (SLS), which is inherently incomplete and can never guarantee an optimal solution for Max-CSP, but has been shown to work well on CSPs in practice.
A Stochastic Local Search (SLS) algorithm, such as GSAT 28, 40] , starts from a randomly chosen complete instantiation of all the variables, and moves from one complete instantiation to the next. It is guided by a cost function that is the number of unsatised constraints in the current assignment. At each step, the value of the variable that leads to the greatest reduction of the cost function is changed. The algorithm stops when either the cost is zero (a global minimum), in which case the problem is solved, or when there is no way to improve the current assignment by changing just one variable (a local minimum). A number of heuristics have been designed to overcome the problem of local minima 29, 39, 38, 11] . In our implementation of SLS we use the basic greedy scheme combined with the constraint re-weighting as introduced in 29] . In this algorithm, each constraint has a weight and the cost function is the weighted sum of unsatis ed constraints. Whenever the algorithm reaches a local minimum, it increases the weights of unsatis ed constraints.
An SLS algorithm for CSPs can immediately be applied to a Max-CSP problem. When evaluating the performance of SLS, we treat it as an anytime algorithm -we report the fraction of problems solved exactly by time t as a function of t. To do that, we use the optimal cost found by BBMB.
In Figure 10 we present results comparing BBMB and SLS as anytime algorithms. Figure 10a (10b) corresponds to one row in Table 1 (2) . When the constraint graph is dense (Figure 10a ), SLS is substantially faster than BBMB. However, when the constraint graph is sparse (Figure 10b ), BBMB(4) and BBMB(6) are faster than SLS. We should note that, based on our experiments, on randomly generated networks, when the constraint graph has high or medium density, SLS exhibits impressive performance, arriving at an optimal solution within a few seconds and is signi cantly superior to BBMB(i)/BFMB(i) as an anytime algorithm. Only on sparse networks is the performance of SLS somewhat worse than that of BBMB(i)/BFMB(i).
Experimental Results -Bayesian Networks
We also tested the performance of our scheme for solving the MPE task on four types of Bayesian networks -random coding networks, Noisy-OR networks, random Bayesian, and CPCS networks. On each problem we ran both BBMB(i) and BFMB(i) using Mini-Bucket approximation with various i-bounds. For comparison, on random coding networks we also ran the Iterative Belief Propagation (IBP) algorithm that is the best incomplete algorithm known for probabilistic decoding. The algorithm is identical to Pearl's belief updating on tree-like networks 32] but is applied iteratively on cyclic networks. The most likely value for each variable is selected for the output assignment 36].
We treat all algorithms as approximation algorithms. Algorithms BBMB and BFMB, if allowed to run until completion, will solve all problems exactly. However, since we use a time-bound, both algorithms may return suboptimal solutions, especially for harder and larger instances. As before, when interrupted, BBMB outputs its best solution, while BFMB outputs the Mini-Bucket solution. Consequently BFMB is e ective only as a complete algorithm.
As with Max-CSP problems, to measure performance we used the accuracy ratio opt = P alg =P MPE between the value of the solution found by the test algorithm (P alg ) and the value of the optimal solution (P MPE ), whenever P MPE is available, given a xed time bound. We also record the running time of each algorithm.
As before, we recorded the distribution of the accuracy measure opt over ve prede ned ranges : opt 0:95, opt 0:5, opt 0:2, opt 0:01 and opt < 0:01, and we only report the number of problems that fall in the range 0.95.
Random Coding Networks
The purpose of channel coding is to provide reliable communication through a noisy channel. A systematic error-correcting encoding 27] maps a vector of K information bits u = (u 1 ; :::; u K ); u i 2 f0; 1g into an N-bit codeword c = (u; x), where N ? K additional bits x = (x 1 ; :::; x N?K ); x j 2 f0; 1g add redundancy to the information source in order to decrease the decoding error. The codeword, called the channel input, is transmitted through a noisy channel. A commonly used Additive White Noise (AWGN) channel model implies that independent Gaussian noise with variance 2 is added to each transmitted bit, producing the channel output y. Given a real-valued vector y, the decoding task is to restore the input information vector u 27, 21, 25 ]. An alternative approach, not considered here, is to round y to a 0/1 vector before decoding.
Our random coding networks fall within the class of linear block codes. They can be represented as four-layer belief networks (Figure 11 ). The second and third layers (from top) correspond to input information bits and parity check bits respectively. Each parity check bit represents an XOR function of input bits u i . The rst and last layers correspond to transmitted information and parity check bits respectively. Input information and parity check nodes are binary, while the output nodes are real-valued. In our experiments, each layer has the same number of nodes because we use code rate of R=K/N=1/2, where K is the number of input bits and N is the number of transmitted bits.
Given a number of input bits K, number of parents P for each XOR bit, and channel noise variance 2 , a coding network structure is generated by randomly picking parents for each XOR node. Then we simulate an input signal by assuming a uniform random distribution of information bits, compute the corresponding values of the parity check bits, and generate an assignment to the output nodes by adding Gaussian noise to each information and parity check bit. The decoding algorithm takes as input the coding network and the observed real-valued output assignment and recovers the original input bit-vector by computing or approximating an MPE assignment. In our experiments, all coding networks were generated by randomly picking four parents for each XOR bit. On random coding networks, we compare BBMB/BFMB against IBP using two di erent criteria: accuracy in nding the MPE tuple and Bit Error Rate (BER) which is the probability of a bit being decoded incorrectly. When comparing performance on solving the MPE task, we compare probabilities of the complete assignment computed by each algorithm. Since IBP does not solve the MPE problem, but instead computes a belief for each variable, we construct an output tuple for IBP by picking the most likely value for each variable. When comparing algorithms using Bit Error Rate, we need to pick a value for each variable and compare it against its correct value. When using IBP, we pick the most likely value for each variable, using the belief values computed by IBP. Since BBMB and BFMB compute a complete assignment, we pick the value of the variable in the assignment as it value. Tables 4 through 7 report results on random coding networks. In addition to MBE, BBMB and BFMB, we also ran Iterative Belief Propagation (IBP) 32]. For each we generated and tested 100 samples divided into 10 di erent networks, each simulated with 10 di erent input bit vectors 4 . We also tried to run bucket elimination (BE) on this set of problems, but the induced width w was too large and BE failed to solve any problems.
In Table 4 , there are ve horizontal blocks, each corresponding to a di erent value of channel noise . Each block reports a distribution over the 95% accuracy range. Within each block we have three rows, one for each of MBE (Mini-Bucket Elimination), BBMB, and BFMB. Columns 3 through 6 report the results on various i-bounds. Column For example, looking at the third block in Table 4 (corresponding to = 0:32), we see that MBE with i=2 (column 3) solved 45% of the problems exactly (opt 0:95), in 0.05 seconds on the average. On the same set of problems, BBMB, using Mini-Bucket heuristics, solved 96% of the problems optimally using 0.94 seconds on the average, while BFMB solved all problems optimally with an average time of 0.13 seconds only. When moving to columns 4 through 6 in rows corresponding to = 0:32 and opt 0:95, we see the gradual change caused by higher level of Mini-Bucket heuristic (higher values of ibound). As expected, Mini-Bucket solves more problems, while using more time. Focusing on BFMB, we see that it always solved all problems with any i-bound, and its total running time as a function of i forms a U-shaped curve. At rst (i=2), it is relatively high (0.13); then as i-bound increases, the total time decreases (when i=6, the total time is 0.10). But then, as i-bound increases further, the total time starts to increase again. The same behavior is shown for BBMB.
This demonstrates, once again, the trade-o between the amount of preprocessing performed by MBE and the amount of subsequent search using the heuristic cost function Table 5 : Random coding BER, N=100, K=50. 100 samples. generated by MBE. The optimal balance between preprocessing and search corresponds to the value of i-bound at the bottom of the U-shaped curve. The added amount of search on top of MBE is t search = t total ? t MBE . For each value of , as i increases, the average search time t search decreases, and the overall accuracy of the search algorithm increases (more problems fall within higher ranges of opt). However, as i increases further, the time of MBE preprocessing increases as well. As problems become harder (i.e. increases) both search algorithms achieve their best performance for larger i, namely when the heuristic is stronger. For example, in Table 4 , when is 0.22, the optimal performance is for i = 2. When is 0.40, the optimal point is i = 10.
As in case of Max-CSP, if BFMB did not nish within the preset time bound, it returned the MBE assignment. From Table 4 we see that when su cient time is given (indicated by cases when both BBMB and BFMB solve all problems), the average running time of BFMB is never worse than BBMB and is sometimes better by a factor of 3-8.
In Table 5 we report the Bit Error Rate (BER) for the same problems and algorithms as in Table 4 . BER is a standard measure used in the coding literature denoting the fraction Table 6 : Random coding, N=200, K=100, avg w =42. 100 samples.
of input bits that were decoded incorrectly. We observe that when the noise is very small (0.22, 0.28), BBMB and BFMB, at their most e ective point i, are comparable to IBP. Both BBMB/BFMB and IBP solve all problems exactly, and for small i they are also competitive time-wise. However, when the noise increases to 0.51, using su ciently large i-bound, BBMB and BFMB outperform IBP in terms of BER, although they use more time. We ran 30 iterations of IBP on each problem and noticed that it usually converged to its nal assignment after 5-10 iterations in a fraction of a second only, which is generally much faster than BBMB and BFMB. However, unlike BBMB, the solution found by IBP cannot be improved, even if more time is allowed. BER as a performance criteria is somewhat insensitive with respect to the computation accuracy. When decoding a bit, as long as the probability of the correct value is larger than the probability of the incorrect value, the error is 0, since the value with the largest probability is picked. Unlike a complete algorithm, such as BBMB or BFMB, an approximation algorithm, such as IBP, bene ts from this.
These phenomena are more pronounced in Tables 6 and 7 , where we present results with K=100 input bits. In this set of experiments, we increased the time bound from 30 to 60 seconds (for small noise) or to 180 seconds (for large noise), while doubling the problem size. Again, we see a similar pattern of preprocessing-search trade-o as with networks 
Random Coding K=100 noise 0.28 Table 7 : Random coding BER, N=200, K=100. 100 samples. of K=50 bits. We observe again the superiority of BFMB over BBMB. Given the same i-bound, BFMB can solve more problems than BBMB in less time. In this set of problems, when the noise is large, IBP is superior, although if we allowed more time, BBMB and BFMB would achieve better performance.
In Figure 12 we provide an alternative view of the performance of BBMB(i) and BFMB(i). Let F BBMB(i) (t) and F BFMB(i) (t) be the fraction of the problems solved completely by BBMB(i) and BFMB(i), respectively, by time t. Each graph in Figure 12 plots F BBMB(i) (t) and F BFMB(i) (t) for several values of i. These gures display trade-o between preprocessing and search in a clear manner. Clearly, if F BBMB(i) (t) > F BBMB(j) (t) for all t, then BBMB(i) completely dominates BBMB(j). For example, in Figure 12c BBMB (10) completely dominates BBMB(6). When F BBMB(i) (t) and F BBMB(j) (t) intersect, they display a trade-o as a function of time. For example, if we have only few seconds, BBMB(6) is better than BBMB (14) . However, when su cient time is allowed, BBMB (14) is superior to BBMB (6) 
Random and Noisy-OR Networks
Uniform Random Bayesian networks and Noisy-OR networks are generated using parameters (N, K, C, P), where N is the number of variables, K is their domain size, C is the number of conditional probability matrices, and P is the number of parents in each conditional probability matrix. The structure of each test problem is created by randomly picking C variables out of N and, for each, randomly selecting P parents from their preceding variables, relative to some ordering. For random Bayesian networks, each probability table is generated uniformly randomly. For Noisy-OR networks, each probability table represents an ORfunction with given noise and leak probabilities P noise and P leak : P(X = 0jY 1 ; :::; Y P ) = P leak Y i =1 P noise . Tables 8 through 11 present results of experiments with Uniform Random and Noisy-OR networks. In each table, parameters N, K and P are xed, while C, controlling network's sparseness, is changing. When running Noisy-OR experiments, we chose a number of variables as evidence variables and xed their values.
Here we see a similar pattern of trade-o between Mini-Bucket preprocessing for heuristic generation and search. For Noisy-OR networks, the Mini-Bucket algorithm can solve most of the problems exactly even when the i-bound is small, and BBMB/BFMB search 
Noisy-OR N=128 C=115 P=4 10 evidence 
Random Bayesian N=256 K=2 C=125 P=2
(a) (b) Figure 13 : Distribution of search completion.
conditional independence of ndings given diseases, 2) Noisy-OR dependencies between diseases and ndings, and 3) marginal independencies of diseases. For details see 34] .
In Table 12 we have results of experiments with two binary CPCS networks, cpcs360b (N = 360, C = 335) and cpcs422b (N = 422, C = 348), with 100 instances in both cases. Each instance had 10 evidence nodes picked randomly.
Our results show a similar pattern of trade-o between preprocessing and search. Since the cpcs360b network is solved quite e ectively by the MBE approximation scheme, we get very good heuristics, and therefore, the added search time is relatively small, serving primarily to prove the optimality of the MBE solution. On the other hand, on cpcs422b MBE can solve less than half of the instances accurately when i is small, and more as i increases. BBMB and BFMB are roughly the same; both enhance the MBE's solution quality signi cantly. They can solve all instances accurately for i 12. For comparison, bucket elimination solved the cpcs360 network (with no evidence) in 115 sec while for cpcs422 it took 1697 sec. Processing the networks with evidence is a much more challenging task, however.
We also ran IBP on cpcs360b. After one iteration of IBP, 99 problems were solved correctly. However, IBP would diverge when more iterations were run. For example, after 30 iterations, only 62 problems were solved correctly. Because of the large family size, cpcs422b took too long for our implementation of IBP. 
Stochastic Local Search in Bayesian Networks
Since Stochastic Local Search (SLS) was quite successful in solving the Max-CSP task, a question arises as to its performance on solving the MPE task in Bayesian networks. In 17] we investigated the performance of a simple greedy hill-climbing algorithm combined with Stochastic Simulation on solving the MPE task in Random Bayesian networks, Noisy-OR network as well as random coding networks. This algorithm was the best version of SLS among several we tried for the MPE task. We found that its performance was poor, sometimes signi cantly worse than that of Mini-Bucket Elimination with an i-bound 10.
6 Related Work
Our approach applies the paradigm that heuristics can be generated by consulting relaxed models, suggested in 31, 10] and even earlier in 13]. The Mini-Bucket computation can be viewed as relaxation in the following sense. For each bucket and its partitioning into mini-buckets, a variable in the original problem is replaced by a set of new variables in the relaxed problem, each corresponding to a single mini-bucket, and each function in the original problem is associated with the copy of the variable in the relaxed problem corresponding to its mini-bucket in the original problem. For example, the Mini-Bucket trace in Figure 5b , corresponds to solving exactly by full bucket-elimination the following relaxation of the problem in Figure 2 . Variable B is replaced by two variables B 1 and B 2 , and the functions P(ejb; c), P(dja; b), and P(bja) are replaced by P(ejb 1 ; c), P(dja; b 2 ) and P(b 2 ja). Thus the two mini-buckets correspond to two full buckets in the relaxed problem. The relaxed problem has a smaller width and can be solved more e ciently, yielding a bound (upper or lower) as expected. Another work using this paradigm appears in 6], that generates heuristics for value ordering in constraint satisfaction problems. The idea is to count the number of solutions extending the current partial assignment using a relaxation to tree subproblem. Another line of this research was presented in 30, 35] . These works assume as input only a set of search space generation rules. Therefore, while they share the same goals they use a di erent approach to derive a relaxed model of the problem.
Relating our work to the broader work on combinatorial optimization, we observe that our Branch-and-Bound scheme can be viewed as an extension of Branch-and-Bound algorithms for integer programming (that are restricted to linear objective functions and constraints only). These methods create lower bounds by relaxing the integrality constraints, and they are solved by e cient linear programming schemes (mostly improved versions of the simplex method) 12, 45] . It would be interesting to compare and combine our approach with integer programming. Experience gained in the constraint programming community demonstrates that for many problem instances search with constraint propagation outperforms integer programming (see for instance 26, 8] ).
In relation to constraint processing algorithms, the Mini-Bucket heuristics can be viewed as an extension of bounded constraint propagation algorithms that were investigated in the constraint community in the last decade 2]. Rather than applying this idea to the constraints only, we extended it here to the objective function as well.
We mentioned earlier related work on speci c MPE algorithms. It would be interesting to compare our algorithms with search-based algorithms for MPE. Search is normally not the method of choice for probabilistic inference. Still some search methods and integer programming approaches have been pursued and it would be good to compare against those 37, 41].
Summary and Conclusion
The paper presents and evaluates the power of a new scheme that generates search heuristics mechanically for problems that are speci ed by a set of dependencies. The framework can capture many classes of problems, such as those de ned on belief networks, in uence diagrams, constraint networks, and in general, what is often called graphical models. The heuristics are extracted from the Mini-Bucket approximation method applied to the de-pendency model. Our experiments demonstrate the potential of this scheme in improving general search, showing that the Mini-Bucket heuristic's accuracy allows the user a controlled trade-o between preprocessing and search. We demonstrate this property in the context of both Branch-and-Bound and Best-First search. Although the best threshold point for the accuracy parameter may not be predicted a priori, a preliminary empirical analysis can be informative when given a class of problems that is not too heterogeneous.
Furthermore, the experiments show that Mini-Bucket heuristics can facilitate BestFirst search on relatively sizable problems, thus extending the boundaries of this search scheme which is computationally optimal (relative to search algorithms having access to the same heuristic) for achieving exact solution. Indeed, we show that Best-First sometimes outperforms Branch-and-Bound by a factor of 3-8. In other cases, however, as we observed for Max-CSP, Branch-and-Bound outperforms Best-First search.
We evaluated our scheme within two classes of optimization problems { Max-CSP on constraint networks and Most Probable Explanation in Bayesian networks. We showed that search with Mini-Bucket heuristics can be competitive with the best known algorithms for Max-CSP, such as SLS and PFC-MRDAC, especially when the networks are relatively sparse, in which case BBMB outperforms both SLS and PFC-MRDAC. We also show that search with Mini-Bucket heuristics can be competitive with the best known approximation algorithms for probabilistic decoding, such as IBP, when noise is small and when the networks are relatively small, in which case search solved the problems optimally within the self-imposed time bound. Obviously, when problem sizes increase, BBMB and BFMB in general require much more time. However, as much as IBP is e cient, its performance will not improve with time.
Since the Mini-Bucket elimination is applicable across a variety of tasks such as probabilistic inference and decision making, the scheme proposed here has the potential of being widely applicable.
An important extension that we plan to pursue is generating the Mini-Bucket heuristics during search rather than in a preprocessing mode. This will allow a more exible search scheme that can facilitate dynamic variable ordering and will enable exploiting di erent levels of Mini-Bucket accuracy in di erent parts of the search tree. Clearly, this mode of performance will require further empirical evaluation of the trade-o between the onetime preprocessing before search against repeated smaller computations for each node in the search tree. Experience with constraint processing methods suggests that dynamic variable ordering is essential for e ciency and that the bounded computation per each node in the search tree is cost-e ective.
