Abstract. We study real analytic perturbations of hyperbolic linear automorphisms on the 2-torus. The Koopman and the transfer operator are nuclear of order 0 when acting on a suitable Hilbert space. We show the generic existence of non-trivial Ruelle resonances for both operators. We prove that some of the perturbations preserve the volume and some of them do not.
Introduction
Let T : T 2 → T 2 be a real analytic Anosov diffeomorphism. We define the Ruelle resonances of T to be the zeroes of the (holomorphically continued in z ∈ C) dynamical determinant
It is well-known that 1 is the only resonance if T is a hyperbolic linear toral automorphism M . A subset of the Banach space of T 2 -preserving maps, holomorphic and uniformly bounded on some annulus, is called generic if it is open and dense. We show in Theorem 4.3, using an idea of Naud [13] , that there is such a set G so that for all ψ ∈ G, appropriately scaled, the Anosov diffeomorphism M + ψ admits non-trivial Ruelle resonances. For this, we construct a Hilbert space of anisotropic generalized functions on which the transfer operator L T f := (f /| det DT |) • T −1 is nuclear with its Fredholm determinant equal to d T . Moreover, we prove that some of those generic perturbations preserve the volume while some do not. The expanding case is easier and was initially studied by Ruelle [14] . More recently, Bandtlow et. al [2, 20] calculated the resonances of real analytic expanding maps T : S → S on the unit circle S explicitly for Blaschke products. Their transfer operator acts on the Hardy space of holomorphic functions on the annulus. (See also Keller and Rugh [11] in the differentiable category.) In the hyperbolic setting, Rugh proved the holomorphy of the dynamical determinant of real analytic Anosov diffeomorphisms on surfaces [15, 16] . The idea was generalized by Fried to hyperbolic flows in all dimensions [5] . The detailed study of anisotropic Banach spaces in the hyperbolic case started with the pioneering work of [3] (in the differentiable setting) and is now a well established tool, see e.g. [1] and [7] . Faure and Roy [4] later addressed real analytic perturbations of hyperbolic linear toral automorphisms on the two-dimensional torus, considering an anisotropic complex Hilbert space, which had already been briefly discussed by Fried [5, Sect 8, I ]. Our approach is based on this construction and strongly relies on an idea suggested by Naud [13] . We put the transfer operator central in our analysis. We introduce an anisotropic Hilbert space (Definition 2.4) in Section 2. In Section 3, we rephrase a result from Faure and Roy [4, Theorem 6 ] to show that the Koopman operator K T f := f • T is nuclear of order 0 when acting on our anisotropic Hilbert space. In Section 4, we use this result and an idea of Naud [13] to show that the Koopman operator admits non-trivial Ruelle resonances under a small generic perturbation of the dynamics. In Section 5, we consider the adjoint of the Koopman operator, which is just the transfer operator, acting on the dual Hilbert space and obtain our final results.
Blaschke products were recently generalized to the hyperbolic setting by Slipantschuk et al. [19] who calculate the entire spectrum of these real analytic Anosov volume preserving diffeomorphisms explicitly.
An anisotropic Hilbert space
We denote the flat 2-torus by T 2 := R 2 /Z 2 . We embed T 2 into the standard polyannulus in C 2 and set for each r > 0
We see A r as a submanifold of C 2 . The Hilbert space L 2 T 2 is equipped with the canonical Lebesgue measure on T 2 . This space admits an orthonormal Fourier basis given by
where n * is the canonical dual of n. We recall a construction from Faure and Roy [4] for a complex Hilbert space H AM,c . This space also has been described briefly by Fried as an "ad hoc example" [5, Sect. 8, I .] of a generalized function space. The construction will be based on: Definition 2.1 (Hardy space H 2 (A r )). For each r > 0 and each holomorphic function f : A r → C, we define the norm
Then we set
The space H 2 (A r ) is the 2-dimensional analogue of the Hardy space studied in [18, p. 4] . It admits a Fourier basis given by
where z := |z 1 | + |z 2 | for all (z 1 , z 2 ) =: z ∈ C 2 and z ∈ T 2 . With this choice of norm, the Fourier basis is orthonormal. Under the canonical isomorphism
with respect to the norms µ j above. E.g. using µ 1 , it holds for all f ∈ H 1
Similar calculations for the other three norms show then that the spaces H j , j ∈ {1, 2, 3, 4} disjointly partition the space H AM,c with respect to the dual coordinate up to n = 0. Since E + M is a one dimensional subspace of R 2 , always two of the spaces contain only the constant functions (note that n + M = 0 implies n = 0), say, H 3 and H 4 . Then all vectors in the spaces H 1 and H 2 are holomorphic functions on T 2 + i A 1 and on T 2 + i A 2 , respectively.
The Koopman operator is nuclear
We set for each r > 0
T extends holomorphically and boundedly on A r .
For every T ∈ T r the Koopman operator
is well-defined by differentiability of T . It is well-known that the operator K T acting on L 2 T 2 is not compact. We say that two maps f , g ∈ T r are
In this section we revisit the proof of Faure and Roy [4] . They showed that K T , acting on the Hilbert space H AM,c , (see Definition 2.4), is nuclear of order 0 if T is sufficiently C 1 -close to a hyperbolic matrix M ∈ SL 2 (Z) for some c > 0. We recall that a linear operator L : H → H on a Hilbert space H with norm · H is called nuclear of order 0 if it can be written as a sum
In particular, such an operator is trace class, hence bounded and admits a trace Tr L := n∈N e * n Le n , invariant for any choice of orthonormal basis e n , n ∈ N of H. Moreover, one can show that Tr L equals the sum, including multiplicity (dimension of corresponding generalized eigenspace), over the spectrum sp (L) of L. The Fredholm determinant, defined for small enough z ∈ C by
extends to an entire function in z, having zeroes at z = λ −1 , λ ∈ sp (L) \ {0} of same order as the multiplicity of λ. 
defines a nuclear operator of order 0. In particular, there exists c 2 > 0 depending only on c 1 , M , and · so that for each
Moreover, c 1 < r, and the constants c 1 , c 2 , and δ M can be chosen arbitrarily small.
For every n 1 , n 2 ∈ Z 2 , we set
Estimating this "oscillatory integral" is central for Theorem 3.1. In the case T = M , we have simply
The strategy of the proof is as follows. We get an upper bound for |I n1,n2 (T )| in Lemma 3.2, taking advantage of the holomorphicity of T . In Lemma 3.3, we compare the contribution of n 1 and n 2 in the expanding and contracting directions, using here essentially the hyperbolicity of M . Combining both results, we obtain a weaker bound on |I n1,n2 (T )| in Proposition 3.4, which finally allows for the proof of Theorem 3.1. For every n ∈ Z 2 and y ∈ R 2 any solution x ∈ T 2 so that
is denoted by x n (y). Since the integrand is continuous in y such a solution exists by the Mean Value Theorem.
Lemma 3.2 (Upper bound on |I n1,n2 (T )| (I)).
Let r > 0. Then, there exists C ≥ 0 so that for each T ∈ T r and n 1 , n 2 ∈ Z 2 and y ∈ (−r, r) 2 , recalling (10), we have
Proof. By definition
Since T ∈ T r , the Z 2 -invariance of the integrand follows. By holomorphicity of T on A r , we can change the path of integration to x → x + iy for every y ∈ (−r, r)
2 .
Therefore for any y ∈ (−r, r)
where ℑ is the imaginary part. We expand T (or rather its lift to R 2 ) at x ∈ T 2 in a Taylor series to the second order. This yields
Here, P (x + i y) is the second order term of the expansion which is R 2 -valued, and R 2 is the remainder of the series expansion. We find therefore
Since T is holomorphic we find a constant C > 0 independent of T such that
We are left with the evaluation of
Using (12) yields the result.
The following abbreviation is used in the remaining section. We set for each y ∈ R 2 (13)
and κ ≥ 0 and let R : R 2 → R ≥0 be a map such that for all z ∈ R 2 with z < ǫ it holds R(z) ≤ κ z . Then there exists c M > 0 such that for all κ < c M there exist c 1 > c 2 > 0 such that for all n 1 , n 2 ∈ Z 2 there exists y n1,n2 ∈ R 2 independent of R with y n1,n2 < ǫ such that it holds
Proof. We assume 0 < c 2 ≤ c 1 . For n 1 = n 2 = 0 there is nothing to prove. For every (y 1 , y 2 ) ∈ R 2 we set (y 1 , y 2 ) 2 := y 2 1 + y 2 2 . We let 0 <c 1 ≤ 1 ≤c 2 such thatc
Whenever n 2 = 0 we find a linear map M a such that M a n 2 = M * n 2 − n 1 and whenever n 1 = 0 we find a linear map M b such that M b n 1 = M * n 2 − n 1 . For now we letκ > 0 be a variable which will be fixed later on, independently of n 1 and n 2 . We consider the following four cases (a) n 2 > 0 and n 2 2 ≥ n 1 2 (i) M a n 2 ≥κ n 2 , (ii) M a n 2 <κ n 2 ,
We assume Case (a)(i). For every δ > 0 we let
It follows, using (14) , that
We recall |·| M from (13) . Using that c 1 + c 2 > 0 and that (a) holds, we estimate
Using (a)(i) and the assumed bound on R for y < ǫ, we have
We put c M :=c 2 1κ . Any value y ∈ (0, ǫ) can be attained by controlling δ. Assuming that c M > κ, it follows from (15) and (16) that
The reasoning in Case (b)(i) is completely analogous and yields the same bounds on c 1 + c 2 . In Case (a)(ii) and (b)(ii), we take y = 0, where R(0) = 0 by assumption on R. We assume now Case (a)(ii). We find, using (14),
We have
Recalling (5), this allows the estimate (M * a n 2 )
Together with (18) we find therefore
We set
Note that we have κ + > κ − because λ M > 1. Assuming that c 1 κ − ≥ 2c 2 , we find
In Case (b)(ii) we consider the bounds
Therefore κ − is replaced by 1−λ
−1 κc 2 which we require to be positive.
Since (M * ) −1 > 1, this yields the stronger conditions
Any such choice forκ is independent of n 1 and n 2 and fixes c M . Using (19) for an upper bound on c 2 , we find
Using (17), we require the stronger condition
Therefore the choices of c 1 and c 2 are valid if κ < c M . They depend only on ǫ, M and · and not on n 1 or n 2 .
Proposition 3.4 (Upper bound on |I n1,n2 (T )| (II)). Let M ∈ SL 2 (Z) be hyperbolic and let r > 0. Then there exist constants 0 < δ M and 0 < c 2 < c 1 such that for each n 1 , n 2 ∈ Z 2 and each T ∈ T r with d(T, M ) ≤ δ M it holds that
Proof. By Lemma 3.2 there is a constant C > 0 independent of T such that for each y ∈ (−r, r) 2 and n 1 , n 2 ∈ Z 2 it holds that
Let δ M > 0 and assume that d(T, M ) ≤ δ M . We choose 0 < ǫ ≤ r sufficiently small such that for all y ∈ R 2 with y < ǫ there is κ > 0 such that
this choice of ǫ is independent of T . Lemma 3.3 applied to M and |R| gives c 1 , c 2 and y n1,n2 ∈ R 2 for which the right-hand side of (20) fulfills the desired inequality.
Proof of Theorem 3.1. Proposition 3.4 yields 0 < δ M and 0 < c 2 < c 1 such that if
We put c := c 1 and M in Definitions 2.2 and 2.4, giving a linear map A M,c1 and a Hilbert space H AM,c 1 . Recalling (6) , and assuming that K T : H AM,c 1 → H AM,c 1 is well-defined, we have
Using (21) to estimate the right-hand side, the bound in Theorem 3.1 follows. We next obtain well-definedness and nuclearity of order 0 of K T . Let f ∈ H AM,c 1 and put g := A M,c1 f . We have then
Using (21) and the Cauchy-Schwartz inequality, it follows that
This gives the well-definedness of K T . Now, using the Cauchy-Schwartz inequality, we have
Using (22) and (21) to bound
This allows the representation of K T as
from which nuclearity of order 0 follows. Finally, a brief inspection of the proofs for Lemma 3.3 and Proposition 3.4 gives the statement about the constants.
Non-trivial resonances for the Koopman operator
Given any hyperbolic matrix M ∈ SL 2 (Z), we find by Theorem 3.1 constants 0 < δ M and c > 0 such that for each map T ∈ T r , satisfying d(T, M ) ≤ δ M , the operator K T acting on the Hilbert space H AM,c is nuclear of order 0. Therefore it has a well-defined trace 
For the convenience of the reader, we give a proof:
Proof. Using Theorem 3.1 gives constants c > 0 and δ M > 0 and well-definedness of K T . For small enough δ M > 0, by structural stability and Lemma A.1 (ii), the map 1 −T can be partitioned into N M surjective submaps. In particular, there are diffeomorphisms
For N ∈ N and z ∈ T 2 the following sum
is the 2-dimensional analogue of the Dirichlet kernel [10, p.13] . Together with (23), this yields immediately
Using Lemma 4.1, and the definitions (1) and (9) for the dynamical determinant and Fredholm determinant, respectively, we see directly that
The Ruelle resonances correspond to the zeroes of the Fredholm determinant, hence to the inverses of the non-zero eigenvalues of K T . 
Suppose that B ∩ is dense in B 1 and B 2 . Let L : B + → B + be a linear map which preserves the spaces B ∩ , B 1 and B 2 and is a bounded linear operator on the restrictions L |B1 and L |B2 . Then the part of the eigenvalues of L |B1 and L |B2 coincide which lies outside the closed disc with radius larger to both essential spectral radii. Moreover, the corresponding generalized eigenspaces of L |B1 and L |B2 coincide and are contained in B ∩ . For the applications that we have in mind, the map L is just the Koopman or transfer operator, defined on B 1 and B 2 , respectively, extended to the space B + .
The spectrum sp (K T ) of K T on H AM,c is invariant under complex conjugation since T is real. The constant functions on T 2 are all fixed by K T . Therefore we have
We find immediately that 1 is the only Ruelle resonance. We show now that this finding is non-generic in the following sense. The rest of this section is devoted to an idea of Naud [13] . We put for every r > 0
Endowed with the uniform norm this is a Banach space. 
never vanishes on G. For all ψ ∈ G there exists ǫ 0 > 0 such that for all ǫ < ǫ 0
In particular, Proof. We set for δ ∈ R
We fix a point y j := (0, x j ) where x j , 1 ≤ j ≤ N M is a fixed point of M . By construction, the map F has a holomorphic extension to C × A r . Since M is hyperbolic, we have det D xj (F (δ, ·)) = 0 for small δ. We apply the Holomorphic Implicit Function Theorem [12, Theorem 1.4.11] on F with F (y j ) = 0. This yields a holomorphic function x j (δ) with x j (0) = x j . It is obviously real analytic for δ ∈ R in a neighborhood of 0 and x j (0) = x j .
Proof of Theorem 4.3. Let δ ∈ R and ψ ∈ B r and setM := M + δψ. We choose δ small in Lemma 4.4 which gives for each fixed point x of M a real analytic functioñ x withx (0) = x. Using a Taylor expansion onx at 0, we havẽ
Using real analyticity of the derivative D x ψ, we have
We write now for each fixed point
We have by Lemma 4.1 for δ small enough
Now we set
We next check that this is a non-trivial linear functional. Note that formally ψ (1 −M ) = 2. However, no non-zero linear map is in the space of additive perturbations B r . We denote by v j , j ∈ {1, 2} the j-th column of the matrix (1 −M ) * −1
and we fix now j. Let ψ 0 : T + i (−r, r) → C be holomorphic and bounded. For every (x 1 , x 2 ) =: x ∈ T 2 we put
By construction, we have ψ ∈ B r and we evaluate
The right-hand side is a finite sum and by taking for ψ 0 a suitable Fourier polynomial (e.g. a shifted sinus with sufficiently high frequency), we can establish B M (ψ) = 0. We set G := B 
Non-trivial resonances for the transfer operator
As before, we consider maps T ∈ T r , r > 0 which are sufficiently C 1 -close to a hyperbolic linear map M ∈ SL 2 (R). We turn to the adjoint of K T , acting on the dual space H * AM,c , which we denote by L T . 
By Lemma 5.1, recalling (6), and Lemma 4.1 it holds
We have the equality
We give now analogously to Theorem 4.3 a spectral result for the transfer operator (recall B r from (25)). In particular, the map ψ can be chosen such that for all small ǫ > 0 the corresponding transfer operator L M+ǫψ admits non-trivial Ruelle resonances.
Proof. We prove first Claim (i), including the statement about the non-trivial Ruelle resonances. We will apply Lemma A.2 (i). We choose j ∈ {1, 2}, r > 0 and let φ : T + i (−r, r) → C be a holomorphic and bounded map. For α ∈ R 2 we set for every (x 1 , x 2 ) =: x ∈ T 2 ψ φ,α (x) := (α 1 φ (x j ) , α 2 φ (x j )) . Hence, we have non-zero solutions in α independent of x. We choose such a solution α and take ψ = ψ φ,α . Then ψ ∈ B r which yields det (M + ǫD x ψ) = 1 for every ǫ > 0. We are free to choose any suitable φ. In particular, Theorem 4.3 yields a linear functional B M and a dense subset G ⊆ B r on which B M is non-zero. We have to make sure that ψ ∈ G. Then for ǫ small L M+ǫψ admits non-trivial Ruelle resonances by Lemma 5.2. To this end, we evaluate B M at ψ which yields
where v * j is the j-th row of (1 −M ) −1 . The sum over the fixed points of M can be made non-zero by a suitable Fourier polynomial. Now we have .
Both equations can never be zero since M is not diagonal. We prove now Claim (ii) by modifying the map ψ. For δ ∈ R \ {0} we setα := α + δw j , where w j is the j-th column of M and put ψ := ψ φ,α . We have det M + ǫD x ψ = det M + ǫD x ψ + ǫD x ψ − ψ = 1 + δǫφ (1) (x j ) .
Since φ is not constant, the right-hand side differs from 1 (and −1) for Lebesgue almost all x. Since v * jα = v * j α + δv * j w j = 0 for the right choice of the sign of δ, we have B M ψ = 0.
