Abstract. In a multi-agent system, agents must decide what to do and by what order. Autonomy is a key notion in such a system, since it is mainly the autonomy of the agents that makes the environment unpredictable and complex. From a user standpoint, autonomy is equally important as an ingredient that has to be used with parsimony: too much leads to agents fulfilling their own goals instead of those of the user, too little renders agents that are too dependent upon user commands and choices for their execution. Autonomy has a role in deciding which are the new goals of the agent, and it has another in choosing which of the agent's goals are going to be addressed next. We have proposed the BVG (Beliefs, Values, Goals) architecture with the idea of making decisions using multiple evaluations of a situation, taking the notion of value as central in the motivational mechanisms in the agent's mind. The agent will consider the several evaluations and decide in accordance with its goals in a rational fashion. In this paper we extend this architecture in three different directions: we consider the source of agent's goals, we enhance the decisional mechanisms to consider a wider range of situations, and we introduce emotion as a meta-level control mechanism of the decision processes.
Introduction
We consider a setting in which multiple agents interact in a shared environment. Usually, this environment is computer-simulated. Sometimes it is self-contained and agents are used in experiments to draw conclusions about socially relevant phenomena; in other cases, there is a user to whom the agent responds to, and a certain amount of subservience is expected from the agent.
Whichever the complexity of agents, they must possess a decision component. Even a compile-time pre-specified agent will be of little use if it is not ready for a certain extent of non-forecast possibilities. As the environment gets more demanding in terms of unpredictability (at least a priori unpredictability) more complex should our agent be in what respects to decision flexibility. The designer must have the means to specify what is expected from the agent even in a new environment s/he has never considered. With the advent of mobile computation and huge, varied artificial environments (such as the internet), we have to enhance our agents with autonomous decision skills.
There is a strong and intertwined relation between the decision (especially, choice) and emotional mechanisms (cf. [14] , and the architecture proposed in [5] ). In this paper we will present an enhanced overall decision mechanism that is able to incorporate this nested relation. Our account of emotions as meta-level control influences over the decision machinery is yet preliminary: the decisions produced by our previous model are too clean, emotion-free. This paper is also the tentative answer to a challenge about how emotions influence our whole life. Our answer follows the ideas of [5] : values are in charge of filtering candidates for later decision taking; emotions control the overall decision machinery.
Decisions and Rational Agents
When confronted with a decision situation, an agent is defined as rational if he decides in such a way that pursues his self-interest. A classical way of defining selfinterest is by adopting utility theory [27] , that requires the agent to know in advance all possible situations and be prepared to express his preference between any two states of the world. Not only do these conditions seem difficult to be fulfilled, but also this theory leads to interesting decision paradoxes that show its limitations [17] .
An attempt to escape from this kind of bounded rationality was the BDI (Belief, Desire, Intention) agent model [25] . Here, commitment to past decisions is used as a way to decrease the complexity of decisions, since committed intentions constrain the possibilities for the future, and are only abandoned when fulfilled or believed impossible to fulfil. The preferences of the agents are represented by their desires, and these will be transformed in intentions through a deliberation process.
Simon [29] proposed the idea of aspiration levels along multiple, non comparable dimensions that characterise a decision problem. Aspirations are the minimum standards some solution must meet in order to be adopted. The agent adopts and selects for execution the first solution that meets all of the aspiration levels.
Agents with Values
In a similar line of reasoning, we have addressed the issue of choice, as one of the central components in the agent's decision machinery [1, 2, 3] . We have proposed the use of multiple values to assess a decision situation. A value is a dimension against which a situation can be evaluated. By dimension we mean a non empty set endowed with an order relation. Most interesting situations from the decision standpoint will have several such dimensions, and so most decisions are based on multiple evaluations of the situation and alternative courses of action. The agent's choice machinery becomes more clear, as agents express their preferences through the use of this multiple value framework. Choice is performed by collapsing the various assessments into a choice function, that cannot be considered equivalent to a utility function, since it is computed in execution time. The multiple values framework we defend can encompass Simon's aspiration levels, but it is more general, allowing for
