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Safarevic's Theorem on Solvable Groups
as Galois Groups
by Alexander Schmidt and Kay Wingberg
The aim of this article is to give a complete proof of the following famous
theorem of I. R.

SAFAREVI

C:
Theorem 1 Let k be a global eld and let G be a nite solvable group. Then
there exists a nite Galois extension Kjk with Galois group G(Kjk)

=
G.

Safarevic proved this result in 1954. The intricate proof uses arguments which
are spread over several papers and unfortunately, it contains a mistake relative
to the prime 2.
1
In the course of the years, several mathematicians tried to simplify this highly
complicated proof using the new development in number theory since then. Nev-
ertheless, so far no complete proof has been published.
In the following we want to present an up to date proof of theorem 1 which also
corrects the mistake in the original article. Of course, we will use the original ideas
of

Safarevic, in particular the remarkable technique of shrinking obstructions,
which is highly instructive. The authors do not know any other argument in
number theory, which utilizes a similar technique.
1. Introduction
The rst attempt to prove a statement like theorem 1 was made in 1936
independently by A. SCHOLZ and H. REICHARDT, see [10]. Their approach applies
only to groups of order prime to #(k), the order of the group of roots of unity
contained in the global eld k. In particular, it can be used to prove that every
(solvable) group of odd order is a Galois group over Q. The reader can nd a
proof of this statement for nilpotent groups in the spirit of Scholz and Reichardt
in Serre's book [16].
As shown by J. NEUKIRCH, the method of Scholz and Reichardt can even be
strengthened in order to construct global solvable extensions which realize nitely
many given local extensions:
1

Safarevic in his collected papers explains shortly how to correct this and we will follow his
suggestion here.
1
Theorem (Neukirch [7]) Let k be an algebraic number eld and let S be a
nite set of primes of k. Let G be a pro-solvable group of nite exponent prime
to #(k) and for p
2
S let K
p
jk
p
be Galois extensions whose Galois groups
G(K
p
jk
p
) are embedable into G. Then there exists a Galois extension Kjk with
Galois group isomorphic to G, which for the primes p
2
S has the given extensions
K
p
jk
p
as completions.
The same problem for groups of arbitrary order remains unsolved, we have
only the weaker result of

Safarevic which uses an entire dierent technique.
Let us shortly explain the ideas behind both approaches, the

Safarevic and
the Scholz-Reichardt method. By denition, a solvable group is built up by suc-
cessive extensions of abelian groups. Constructing the required global extension
inductively step by step in an abelian way, the rst step is given by the theorem
of Grunwald-Wang. In the second, and every further step, we have to solve em-
bedding problems with abelian kernel. These are not always solvable, in fact we
can reach a dead lock very soon as the following example might indicate (for a
proof see [16], Thm. 1.2.4):
Suppose that k is a eld of characteristic p 6= 2. Then the quadratic extension
k(
p
a)jk can be embedded into a cyclic extension of degree 4 if and only if a is a
sum of two squares in k.
The above example shows that, although we did not put local conditions, there
might be a global arithmetic obstruction to the existence of a solution of our
embedding problem. Therefore it is not very promising to solve the embedding
problems of every induction step separately. Exactly at this point the methods
of Scholz-Reichardt and of

Safarevic dier.
In the Scholz-Reichardt approach (which is not always applicable, see above)
one chooses the solutions of the inductively given embedding problems in a very
special way, in order to avoid dead locks. Moreover, as Neukirch has shown, one
can choose the inductive solutions in such a way, that they satisfy given local
conditions at nitely many places.

Safarevic uses the same special kind of solutions of the inductively given
embedding problems ("Scholz solutions"), but in the general situation one can
run into a dead lock. The key idea of

Safarevic's approach is to modify the
already found solutions of the rst i  1 induction steps, in order to leave a dead
lock within the i-th step. This happens in a rather complicated way within a
shrinking procedure. This method works without restrictive assumptions on the
group, but unfortunately it seems to be impossible, to let given local conditions
be untouched within the shrinking procedure. Therefore, as the best result of

Safarevic's approach, one can say that every solvable group occurs as a Galois
group over k such that the associated local extensions are of a very special type.
But we cannot realize given local conditions.
2
Let us give an outline of our proof of theorem 1 which follows

Safarevic's
method:
A rst reduction reduces the problem to the solution of split embedding prob-
lems with nilpotent kernel. At this point we prove a little bit more than required,
namely that a so-called "Scholz-solution" exists, satisfying additional local con-
ditions. (This turns out to be necessary within an induction process.) Let us
consider the split embedding problem of nite groups with a p-group N as kernel
 
1 :GEN1
G
k
In order to solve these split embedding problems it suces to consider the generic
kernel, i.e. N = F(n)=F(n)
()
where F(n) is a free pro-p-G operator group of
rank n and F(n)
()
denotes the -th term of a ltration of F(n) which we will
dene below and which renes the descending p-central series.
2
We proceed by induction on  whereas n is arbitrary. The case  = 1 is
trivial. The problems which have to be solved within every induction step are of
the form
	

1:F(n)=F(n)
()
oGF(n)=F(n)
(+1)
oGF(n)
()
=F(n)
(+1)
1
G
k
This induction step is proved in four substeps: In the rst step one shows
that this problem is locally solvable everywhere, i.e. for every prime p of k the
induced local problem

1(F(n)=F(n)
()
o G)
p
E
p
F(n)
()
=F(n)
(+1)
1
G
k
p
has a solution. This can be done, if the old solution N
n

jk with G(N
n

jk) =
F(n)=F(n)
()
o G is locally of certain type.
In the second step one uses the local-global principle in order to show that a
global solution exists.
In step three and four we modify the global solution, in order to get a proper
Scholz-solution, such that the new local problems for the next induction step
 + 1 will be solvable.
2
This renement, which was proposed by

Safarevic in his correction note, is necessary in
order to deal with the case p = 2.
3
Within the induction steps, obstructions to the existence of solutions of the
given embedding problems occur. These obstructions really exist and are non-
trivial.

Safarevic's idea how to overcome this problem is the following:
We revise the solution found in the (   1)-th induction step. Instead we
use the (   1)-th induction step not for n but for a very large m > n. The
solution of that problem (which exists by the induction hypothesis) induces a new
solution for our starting problem via any surjective G-invariant homomorphism
 : F(m)  F(n). The shrinking lemma, which we will explain in a moment,
tells us that for large enough m, we can nd  in such a way, that all obstructions
for the embedding problem in the -th induction step for F(n) vanish. In this
way one proves the induction step from    1 to  and for every n. Having the
result for all n, we can use the shrinking procedure in the next induction step
again.
2. The shrinking procedure
The next proposition is the pure technical skeleton of the shrinking lemma.
A similar statement is already contained in the original paper [14].
Proposition 2 Let G be a nite group. Suppose that M and N are nitely
generated IF
p
[G]-modules and let s, t
2
IN. Then for large enough
3
r
2
IN the
following holds:
For given elements
z
1
; : : : ; z
t
2
(
M
r
M)

s

N
there exist a = (a
i
)
i=1;:::;r
2
IF
r
p
, such that

(x
i
)
i=1;:::;r
7 !
r
X
i=1
a
i
x
i
M;'
a
:
M
r
M
is a surjective IF
p
[G]-homomorphism (i.e. not all a
i
are zero) and such that the
induced homomorphism
 
a
= ('

s
a
)
 id : (
M
r
M)

s

N  !M

s

N
maps all z
i
; i = 1; : : : ; t, to zero.
Proof:
4
Let r be arbitrary. Then '
a
is IF
p
[G]-invariant and surjective if a 6= 0.
Let n = t dim
IF
p
(M

s

N) and suppose that r > sn. Consider the set
V = fa
2
IF
r
p
j 
a
(z
1
) = : : : =  
a
(z
t
) = 0g :
3
i.e. for all r

r
0
4
This proof is based on an idea of J.SONN. We also want to thank A. DEITMAR.
4
Then V is the set of common zeroes of n polynomials of degree s. It contains
the trivial element and by the theorem of Chevalley-Warning (see [15] Chap.1,x2,
Thm. 3)) it follows that it also must contain a non-trivial point a. Then '
a
has
all desired properties. 2
Let us recall some ltrations:
Denition 3 Let P be a pro-p-group. Then the descending p-central series of
P is the ltration fP
i
g
i

1
recurrently dened by
P = P
1
; P
i+1
= (P
i
)
p
[P
i
; P ];
and the descending central series fP
i
g
i

1
of P is given by
P = P
1
; P
i+1
= [P
i
; P ] :
Furthermore, we dene a renement fP
(i;j)
g, i; j

1, of the descending p-central
series of P by
P
(i;j)
:= (P
i
\ P
j
)P
i+1
:
Obviously we have
P
(i;1)
= P
i
and P
(i;j)
= P
i+1
for j > i

1:
We introduce the following notational convention:
The letter  always stands for a pair (i; j), i

j

1, and we order these pairs
lexicographically. We say that  + 1 = (i; j + 1) if i > j and  + 1 = (i+ 1; 1) if
 = (i; i).
Lemma 4 (i) Let P be a pro-p-group and let x
2
P
i
, y
2
P
j
and a
2
p
r
Z
p
. Then
(xy)
a
 x
a
y
a
(y; x)
(
a
2
)
mod P
i+j+maxf1;rg
,
(x
a
; y)  (x; y)
a
((x; y); x)
(
a
2
)
mod P
i+j+1+maxf1;rg
,
(x; y
a
)  (x; y)
a
((x; y); y)
(
a
2
)
mod P
i+j+1+maxf1;rg
.
(ii) Let P = F be a free pro-p-group. Then
F
i
\ F
j
= (F
j
)
p
i j
 (F
j+1
)
p
i j 1
     F
i
for all i

j

1.
Proof: All statements are well known and easily proved using induction. For the
second statement one uses the fact that F
j
=F
j+1
is a free Z
p
-module, which follows
from the corresponding theorem of Witt [18] for discrete (nitely generated) free
groups. 2
5
Proposition 5 For every  = (i; j) the IF
p
-vector space homomorphism
 

: (P=P
2
)

j
 ! P
()
=P
(+1)
x
1

    
 x
j
7 ! ([x
1
; [x
2
; [   ; x
j
]]   ])
p
i j
mod P
(+1)
is well-dened and surjective.
Proof: Let S = fx

g

2
I
be a minimal system of generators of P . Then
its image

S := S mod P
p
[P;P ] in P=P
2
= P=P
p
[P;P ] is an IF
p
-basis of P=P
2
.
Hence the tensors x

1

    
 x

j
, 
1
; : : : ; 
j
2
I dene a basis of (P=P
2
)

j
.
Regarding the denition of the ()-ltration it follows from lemma 4(ii) (for free
groups and then for all pro-p-groups), that the elements
([x

1
; [x

2
; [   ; x

j
]]   ])
p
i j
; 
1
; : : : ; 
j
2
I
generate P
()
modulo P
(+1)
. Finally an inductive application of lemma 4(i)
shows that  

is well-dened. 2
Recall the denition of a free pro-p-G operator group: If G is a nite group
and F
d
a free pro-p-group of rank d, then we set
F(d) =

G
F
d
for a free pro-p-G operator group of rank d. The group F(d) is a free object in
the category of pro-p-groups with a continuous G-action. As pro-p-group F(d)
is free of rank #Gd and one can choose a basis x
i;g
, i = 1; : : : ; d; g
2
G of F(d)
such that G acts by g
0
x
i;g
= x
i;g
0
g
.
Now we will apply the shrinking process to cohomology groups with respect
to G and F(d) in order to annihilate given cohomology classes.
Proposition 6 Let G be a nite group and let F(d) be the free pro-p-G operator
group of rank d. Let n; t
2
IN, k
2
Z , a nitely generated IF
p
[G]-module T and
 = (i; j) be given. Then there exists an m
0

n such that for all m

m
0
the
following holds:
For given elements
x
1
; : : : ; x
t
2
^
H
k
(G;F(m)
()
=F(m)
(+1)

 T )
there exists a surjective pro-p-G operator homomorphism

F(n) : F(m)
such that the induced homomorphism
 

:
^
H
k
(G;F(m)
()
=F(m)
(+1)

 T ) !
^
H
k
(G;F(n)
()
=F(n)
(+1)

 T )
maps x
1
; : : : ; x
t
to zero.
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Proof: We set E(n; ) = F(n)
()
=F(n)
(+1)
. Using dimension shifting we have
an isomorphism
^
H
k
(G; E(n; ) 
 T )  !

^
H
 1
(G; E(n; ) 
 T 
A
k
) ;
where A
k
= I

 (k+1)
G
. Here I
G
denotes the augmentation ideal of IF
p
[G] and we
have set I

0
G
= IF
p
and I

 s
G
= Hom(I

s
G
; IF
p
) for s
2
IN.
Since T was arbitrary, we may restrict to the case k =  1.
Observe, that for every d

1 the canonical surjective IF
p
-homomorphism dened
in lemma 5


(d) :

F(d)
()
=F(d)
(+1)
:(F(d)=F(d)
2
)

j
is obviously G-invariant. For a pro-p-G operator homomorphism  :F(d
0
)!F(d)
we have the compatibility 

(d
0
) 

=  



(d).
Now let m = rn, r large enough, such that we can apply proposition 2 with the
G-module T : For given elements
z
1
; : : : ; z
t
2
(F(m)=F(m)
2
)

j

 T = (IF
p
[G]
rn
)

j

 T ;
there exists a surjective IF
p
[G]-homomorphism

F(n)=F(n)
2
;

 : F(m)=F(m)
2
such that (

 

j

 id)(z

) = 0,  = 1; : : : ; t. By the universal property of free
pro-p-G operator groups

 extends to a pro-p-G operator homomorphism

F(n) ; : F(m)
which is necessarily surjective (by the Frattini argument).
Now we consider the commutative diagram

 


id

 



 

j

id

^
H
 1
(G; E(n; ) 
 T )(E(n; ) 
 T )
G
(F(n)=F(n)
2
)

j

 T
^
H
 1
(G; E(m; ) 
 T )(E(m; ) 
 T )
G
(F(m)=F(m)
2
)

j

 T
and choose z

as a pre-image of the image of x

in the group (E(m; ) 
 T )
G
.
Choosing an appropriate  , the diagram shows that  

(x

) = 0 for  = 1; : : : ; t.
This proves the proposition. 2
We will apply proposition 6 only for k = 2 and k =  2 and for k =  2 we
also need the following variant of it, which goes back to an idea of V.V. I

SHANOV.
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Proposition 7 Let G be a nite group and let F(d) be the free pro-p-G operator
group of rank d. Let n; t
2
IN, a nitely generated IF
p
[G]-module T and  = (i; j)
be given. Then for large enough m

n the following holds:
(i) For given elements
x
1
; : : : ; x
t
2
H
 2
(F(m)=F(m)
()
o G;F(m)
()
=F(m)
(+1)

 T )
there exists a surjective pro-p-G operator homomorphism

F(n) ; : F(m)
such that the induced homomorphism
 

: H
 2
(F(m)=F(m)
()
o G;F(m)
()
=F(m)
(+1)

 T ) !
H
 2
(F(n)=F(n)
()
o G;F(n)
()
=F(n)
(+1)

 T )
maps x
1
; : : : ; x
t
to zero.
(ii) For given elements
x
1
; : : : ; x
t
2
H
 2
(F(m)=F(m)
()
;F(m)
()
=F(m)
(+1)

 T )
there exists a surjective pro-p-G operator homomorphism

F(n) ; : F(m)
such that the induced homomorphism
 

: H
 2
(F(m)=F(m)
()
;F(m)
()
=F(m)
(+1)

 T ) !
H
 2
(F(n)=F(n)
()
;F(n)
()
=F(n)
(+1)

 T )
maps x
1
; : : : ; x
t
to zero.
Proof: We keep the notations
F(n)= = F(n)=F(n)
()
and E(n; ) = F(n)
()
=F(n)
(+1)
:
If  = 1, then the statement to prove is just a special case of proposition 6. So
we may assume that  = (i; j)

(2; 1). Recall that H
 2
= H
1
and consider the
exact sequence
H
1
(F(n)=; E(n; ) 
 T )  ! H
1
(F(n)= o G; E(n; ) 
 T )  !
H
1
(G; E(n; ) 
 T )  ! 0;
which is induced by the homological Hochschild-Serre sequence. Since E(n; ) is
a trivial F(n)=-module, the universal coecient formula yields:
H
1
(F(n)=; E(n; ) 
 T )

=
F(n)=F(n)
2

 E(n; ) 
 T
and proposition 5 implies the existence of a G-invariant surjection
(F(n)=F(n)
2
)

(j+1)

 T  H
1
(F(n)=; E(n; ) 
 T );
8
where  = (i; j). This is obviously true for arbitrary n, and the maps are compat-
ible. Let r

n be the number which has the property, that arbitrary t elements
in (F(r)=F(r)
2
)

(j+1)

 T are annihilated by the homomorphism induced by a
suitable chosen G-invariant surjection F(r) F(n) (and which exists by propo-
sition 2). The above surjection shows that r has the same property with respect
to t arbitrary given elements in
H
1
(F(r)=; E(r; ) 
 T ):
This proves (ii). In order to show (i), let m

r be the number, which has the
property that arbitrary t elements in
H
1
(G; E(m; )
 T )
are annihilated by the homomorphism induced by a suitable chosen G-invariant
surjection F(m)  F(r) (and which exists by proposition 6). We obtain the
commutative and exact diagram


 

!"#$%
"
&

'()
H
1
(G; E(n; )
T )H
1
(F(n)=oG; E(n; )
T )H
1
(F(n)=; E(n; )
T )
H
1
(G; E(r; )
T )H
1
(F(r)=oG; E(r; )
T )H
1
(F(r)=; E(r; )
T )
H
1
(G; E(m; )
T )H
1
(F(m)=oG; E(m; )
T )H
1
(F(m)=; E(m; )
T )
in which the vertical maps are induced by G-invariant surjections
F(m) F(r) F(n);
which we choose in the following way:
Let arbitrary elements x
1
; : : : ; x
t
2
H
1
(F(m)= o G; E(m; ) 
 T ) be given.
Choose F(m)  F(r) such that the induced homomorphism annihilates the
elements (x
1
); : : : ; (x
t
). Hence (x
1
); : : : ; (x
t
) are contained in the image of
 and we choose the surjection F(r)  F(n) such that " annihilates arbitrary
chosen -preimages of (x
1
); : : : ; (x
t
). The composite F(m)  F(n) has the
desired property. 2
3. Some related duality statements
We keep the assumption that k is a global eld and introduce some further
notations.
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Denition 8 If 
jk is a nite extension of k, then we denote by



(S) = 


(S(
))
the Dirichlet density of the set S(
) of primes of 
 given by all extensions of
S = S(k) to 
. For sets S
1
and S
2
of primes we use the notation
S
1


S
2
:() (S
1
nS
2
) = 0;
i.e. S
1
is contained in S
2
up to a set of primes of density zero.
Furthermore, we set for a nite Galois extension 
jk
cs(
jk) := fp a prime of k j p splits completely in 
jkg;
Ram(
jk) := fp a prime of k j p ramies in 
jkg:
Let T

S be sets of primes of k where S is non-empty and contains the
archimedean primes S
1
in the number eld case. Let A be a nite G
S
(k)-module
whose order #A is invertible in O
k;S
and let A
0
= Hom(A;O

S
).
Denition 9 We dene the groupsX
1
(k
S
; T;A) and coker(k
S
; T;A) by the ex-
act sequence
X
1
(k
S
; T;A) ,! H
1
(k
S
jk;A)
res
 !
Y
T
H
1
(k
p
; A) coker(k
S
; T;A) ;
where
Y
denotes the restricted product with respect to the subgroups H
1
nr
(k
p
; A).
If the Dirichlet density of the set T is equal to 1 and A is a trivial G
S
(k)-
module, then the Hasse-principle holds, i.e.
X
1
(k
S
; T;A) = 0 :
This is well known for number elds, [8] VII 13.6, and for functions elds it can
be found in [2] Ch.5 x4.
Assume that T is nite, then so is coker(k
S
; T;A). From the local and global
duality theorems we obtain the commutative and exact diagram
*+,-./012345
coker(k
S
; T;A)

:
Y
T
H
1
(k
p
; A)

Y
T
H
1
(k
p
; A
0
)
H
1
(k
S
jk;A)

Y
S
H
1
(k
p
; A
0
)H
1
(k
S
jk;A
0
)X
1
(k
S
; A
0
)
Y
SnT
H
1
(k
p
; A
0
)H
1
(k
S
jk;A
0
)X
1
(k
S
; SnT;A
0
)
This diagram implies the
10
Lemma 10 Assume that T is nite, then there is a canonical exact sequence
6789
0:coker(k
S
; T;A)

X
1
(k
S
; SnT;A
0
)X
1
(k
S
; A
0
)0
Under a mild restriction, the Hasse-principle also holds for the module 
m
. Via
lemma 10 one can deduce the theorem of Grunwald-Wang :
coker(k
S
; T;A) = 0;
if the density (S) is equal to 1, A is a trivial G
S
(k)-module and T is nite
not containing primes above 2 in the number eld case (the last assumption
guarantees that we avoid the so-called special case).
We have the following application of the Grunwald-Wang theorem to embed-
ding problems with induced G-modules as kernel.
Proposition 11 Let Kjk be a nite Galois extension of global elds with Galois
group G = G(Kjk) and let A = IF
p
[G]
n
. Then the embedding problem
:;<=>
1GEA1
G
k
is properly solvable.
Proof: Since H
2
(G;A) = 0, the embedding problem has a solution  
0
:
G
k
 !E. Let p
1
; : : : ; p
r
be primes of k which split completely in K and let
'
i
: G
k
p
i
 !A be homomorphisms such that their images generate A. Further-
more we assume that the primes p
i
do not divide 2 if k is a number eld. Then
by the Grunwald-Wang theorem the map res = (res
i
)
i
?
res
@ABC
r
Y
i=1
Y
Pjp
i
H
1
(K
P
; IF
p
n
)H
1
(K; IF
p
n
)
r
Y
i=1
Hom(G
k
p
i
; A)
r
Y
i=1
H
1
(k
p
i
; A)H
1
(k;A)
is surjective. Let [x]
2
H
1
(k;A) such that res
i
[x] = '
i
   
0
j
G
k
p
i
for i = 1; : : : ; r.
Then  = x   
0
: G
k
 !E is a new solution of the embedding problem which is
proper, since  jG
k
p
i
= '
i
for i = 1; : : : ; r, hence  (G
K
) = A. 2
We introduce some additional notations. For a prime number p 6= char(k)
we denote the set of primes of k with residue characteristic p by S
p
= S
p
(k).
The set S
p
(k) is nite and it is empty if k is a function eld. In the number
11
eld case we denote by S
1
= S
1
(k) the set of archimedean places of k. In the
function eld case we choose any nite, non-empty set of primes of k and call it
S
1
= S
1
(k). For every extension eld Kjk we denote by S
1
(K) the set of
primes of K which lie over S
1
(k). For a G
k
-module A we denote by k(A) the
minimal trivializing extension of k, i.e. G
k(A)
is the kernel of the homomorphism
G
k
!Aut(A) given by the action of G
k
on A. The next technical lemma will be
needed later.
Lemma 12 Let k be a global eld, p 6= char(k) a prime number and assume
that we are given sets of primes of k
S
0

S

T

S
p
[ S
1
;
where T is nite. Let A be a nite G
S
-module which is annihilated by p. In
addition suppose that we are given a nite subextension N

k
S
, with
a) k(A)

N ,
b) S
0
rT

cs(N jk),
c) 
p

N .
Consider the diagram with solid arrows (the lines are not exact)
DE

FG

0
HI

J
H
1
(N jk;A
0
)

X
1
(k
S
0
; S
0
rT;A
0
)

coker(k
S
0
; T;A)
H
1
(N jk;A
0
)

X
1
(k
S
; S rT;A
0
)

coker(k
S
; T;A)
in which A
0
:= A

(1) = Hom(A;
p
). The horizontal maps on the left are induced
by lemma 10 and those on the right come from the Hochschild-Serre sequence
and from conditions a),b),c).
Then in the above situation a natural dotted arrow  making the diagram com-
mutative exists. If in addition
cs(N jk)


S
0
rT;
then the surjection 
0
is an isomorphism.
Proof: First observe that the homomorphism 
0
is obtained from the following
commutative and exact diagram
K

LMNOPQ
0
R
(
0
)

H
1
(N jk;A
0
)
Y
S
0
nT
H
1
(k
p
; A
0
)H
1
(k
S
0
; A
0
)X
1
(k
S
0
; S
0
nT;A
0
)
Y
S
0
nT
H
1
(N
P
; A
0
)H
1
(N
S
0
; A
0
)
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and in a similar way we get the homomorphism .
Now consider the exact and commutative diagram with natural homomor-
phisms:
STUVW

XY

Z

[
"
\]^_`a
Y
S
0
nS
H
1
(T
p
; A
0
)
G
k
p
;H
1
(k
S
0
jk
S
; A
0
)
G
S
Y
SnT
H
1
(k
p
; A
0
)
Y
S
0
nS
H
1
(k
p
; A
0
)H
1
(G
S
0
; A
0
)X
1
(k
S
0
; S
0
nT;A
0
)
Y
SnT
H
1
(k
p
; A
0
)
Y
S
0
nS
H
1
nr
(k
p
; A
0
)H
1
(G
S
; A
0
)ker()
Y
SnT
H
1
(k
p
; A
0
)H
1
(G
S
; A
0
)X
1
(k
S
; SnT;A
0
)
in which T
p

G
k
p
denotes the inertia group. Observe that  is injective, since A
0
is a trivial G(k
S
0
jk
S
)-module and since k
S
has by denition no extensions in k
S
0
which are unramied at all places in S
0
rS. Diagram chasing then shows that "
is an isomorphism. We can now dene  as the dual homomorphism to   ("
 1
).
Conditions a),b),c) imply, thatH
1
(N jk;A
0
) is canonically contained in the groups
X
1
(k
S
; SnT;A
0
), ker() andX
1
(k
S
0
; S
0
nT;A
0
). Thus we have constructed  and
we see that the right part of the diagram is commutative. But that the left part
of the diagram is also commutative can be seen from the diagram before lemma
10 which denes the occurring maps.
Now assume that cs(N jk)


S
0
rT . Then 
N
(S
0
nT ) = 1 and by the Hasse-
principle the homomorphism  in the exact commutative diagram at the beginning
of the proof is injective. Hence the inclusion (
0
)

is an isomorphism. 2
4. Construction of certain cohomology classes
Let k
p
be a local eld and let A be a G
k
p
-module. We call a class x
p
2
H
1
(k
p
; A) cyclic, if it is split by a cyclic extension of k
p
, i.e. if there exists
a cyclic extension K
p
jk
p
such that x
p
lies in the kernel of the restriction map
H
1
(k
p
; A)!H
1
(K
p
; A). If A is unramied (i.e. the inertia group acts trivially),
then we call x
p
unramied if it is contained in the unramied part H
1
nr
(k
p
; A)
of H
1
(k
p
; A). In particular, if x
p
is unramied, then it is cyclic.
The following existence theorem is based on

Cebotarev's density theorem and
will be used in step 4 of the proof of theorem 15 below. In the case A = 
p
,
13
via Kummer theory, theorem 13 is equivalent to

Safarevic's theorem about the
existence of certain algebraic numbers ([12]).
Theorem 13 Let p be a prime number and let 
jKjk be nite Galois extensions
of global elds of characteristic dierent to p, where K contains the group 
p
of
p-th roots of unity. Let T be a nite set of primes of k containing Ram(
jk) [
S
p
[ S
1
5
and let S = cs(
jk) [ T .
Let A be a nite IF
p
[G(Kjk)]-module and assume we are given a class y in
H
1
(k
S
jK;A) such that
y
P
is unramied for P
2
T (K) and y
P
= 0 for P\ k
2
Ram(Kjk)[S
p
[S
1
.
Then there exists an element x
2
H
1
(k
S
jk;A) such that
x
p
= (cor
K
k
y)
p
for p
2
T and x
p
is cyclic for all p
2=
T .
Proof: Putting x = cor
K
k
z, it suces to construct a z
2
H
1
(k
S
jK;A) with
(a) z
P
= y
P
for P
2
T (K),
(b) If P
2=
T (K) and z
P
is ramied (i.e. not contained in H
1
nr
(K
P
; A)), then z
P
is cyclic and z
P
= 0 for every 
2
G(Kjk)rf1g.
We rst prove the existence of z in the case A = 
p
, where the cyclicity condition
is trivially satised. Assume rst that p is odd. We will apply the method of [12]
in order to obtain the element z which we are looking for as a product of two
members of a sequence
z
1
; z
2
; z
3
; : : :
2
H
1
(k
S
jK;
p
) ;
which will be constructed having the following properties.
(1) There exists a prime P
i
2
SrT (K), such that
 (z
i
)
P
i
 Frob
P
i
modulo H
1
nr
(K
P
i
; 
p
),
 (z
i
)
P
2
H
1
nr
(K
P
; 
p
) for all P 6= P
i
,
(2) (z
i
)
P
=
1
2
y
P
for P
2
T (K),
(3) (z
n+1
)
P
i
=  (z
i
)
P
i
for i

n and all 
2
G(Kjk)rf1g.
In (1) we view Frob
P
as an element of H
1
(K
P
; 
p
)=H
1
nr
(K
P
; 
p
) via
G(K
nr
P
jK
P
) H
1
nr
(K
P
;Z =pZ )
_

=
H
1
(K
P
; 
p
)=H
1
nr
(K
P
; 
p
):
where the isomorphism is induced by the local duality theorem, see [17] chap.II
x5.2, x5.5. Assume that we have already constructed z
1
; : : : ; z
n
(n

0) and set
T
n
= T [f(P
1
\k); : : : ; (P
n
\k)g, i.e. T
n
(K) consists of T (K) and of all G(Kjk)-
conjugates of P
1
; : : : ;P
n
. Observe that T
n

S and consider the commutative
and exact diagram
5
Regard our notational convention concerning S
p
[ S
1
in the function eld case.
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bcdefghij
H
1
(k
S
jK;Z =pZ )
_
;
Y
S
H
1
(K
P
; 
p
)H
1
(k
S
jK;
p
)
H
1
(
jK;Z =pZ )
_
Y
T
H
1
(K
P
; 
p
)
H
1
(k
T
n
jK;Z =pZ )
_
Y
T
n
H
1
(K
P
; 
p
) 
M
SnT
n
H
1
(K
P
; 
p
)=H
1
nr
H
1
(k
S
jK;
p
)
in which
Y
denotes the product of local cohomology groups restricted with re-
spect their subgroups of unramied elements and _ is the Pontrjagin dual. The
lower line is part of the long exact sequence of Tate-Poitou.
Consider the element

2
Y
T
n
H
1
(K
P
; 
p
)
M
SnT
n
H
1
(K
P
; 
p
)=H
1
nr
given by 
P
=
1
2
y
P
for P
2
T (K), 
P
i
=  (z
i
)
P
i
for i

n, 
2
G(Kjk)rf1g
and 
P
= 0 for all other P. Then  has the same image in H
1
(
jK;Z =pZ )
_
as y
(
2
H
1
(k
S
jK;
p
)). By the exactness of the lower line, this image is trivial. Using

Cebotarev's density theorem, we can choose a primeP
n+1
2
SrT
n
(K) such that
the image of   in H
1
(k
T
n
jK;Z =pZ )
_
is equal to Frob
P
n+1
. By the exactness of
the upper line we nd a class z
n+1
2
H
1
(k
S
jK;
p
) with properties (1),(2),(3).
Let G(Kjk)rf1g = f
1
; : : : ; 
r
g and consider for n = 1; 2; : : : the maps
 
n
: fz
1
; : : : ; z
n
g  !
r
Y
1

p
;
given by
 
n
(z
i
) =

(z
i
)

1
P
i
(Frob

1
P
i
); : : : ; (z
i
)

r
P
i
(Frob

r
P
i
)

:
(Observe that by construction z
i
2
H
1
nr
(K

j
P
i
; 
p
) for j = 1; : : : ; r.)
By the shoe box principle, there exists an N with  
N
(z
N
) =  
N
(z
i
) for some
i < N . We claim that
z = z
i
+ z
N
2
H
1
(k
S
jK;
p
)
satises conditions (a) and (b) above. Indeed, (a) is trivial by condition (2). It
therefore remains to show that, if z
P
is ramied for some P, then P
2
S rT (K)
and z
P
= 0 for 
2
G(Kjk)rf1g. By construction, z is only ramied at P
i
and
P
N
and by condition (3) we know that z
P
i
= 0 for  6= 1. In order to show
the corresponding statement at P
N
( 6= 1), recall that for arbitrary classes
a; b
2
H
1
(k
S
jK;
p
) we have the product formula
Y
P
2
S(K)
(a; b)
P
= 1;
15
for the Hilbert symbol ((a; b)
P
is dened as the image of a [ b under the trace
homomorphism H
2
(K
P
; 

2
p
)  !


p
). Since z
i
and z
N
are unramied at P
N
,
it suces to show that their values on Frob
P
N
are mutually inverse in 
p
. We
have
z
N
(Frob
P
N
) = z
i
(Frob
P
i
) because  
n
(z
i
) =  
n
(z
N
);
= (z
i
; z
i
)
P
i
by condition (1) for z
i
;
= (z
i
; z
i
)
 1
P
i
by the product formula and by (1), (2),
= (z
i
; z
N
)
P
i
by condition (3),
= (z
i
; z
N
)
 1
P
N
by the product formula and by (1), (2),
= z
i
(Frob
P
N
)
 1
by condition (1) for z
N
:
This nishes the case A = 
p
, p odd. In the case p = 2 we have to modify the
method and we will obtain z as a product of three other elements. We use the
combinatorial method of [5] chap.5 x3.
Let fG
1
; G
2
; G
3
g be a partition of the set G(Kjk)rf1g such that G
1
consists
of all elements of order 2 and G
2
= G
 1
3
.
We construct recurrently a sequence z
1
; z
2
; : : : of elements in H
1
(k
S
jK;
2
) satis-
fying the following properties
(1) There exists a prime P
i
2
SrT (K), such that
 (z
i
)
P
i
 Frob
P
i
modulo H
1
nr
(K
P
i
; 
2
),
 (z
i
)
P
2
H
1
nr
(K
P
; 
2
) for all P 6= P
i
,
(2) (z
i
)
P
= y
P
for P
2
T (K),
(3) (z
n+1
)
P
i
= 0 for i

n and all 
2
G
1
.
(4) If  
n
(z
i
) 6=  
n
(z
j
) for all j with n

j > i, then
(z
n+1
)
P
i
=
(
0 if 
2
G
2
;
(
2
z
i
)
P
i
if 
2
G
3
;
and otherwise: (z
n+1
)
P
i
=
(
(z
i
)
P
i
if 
2
G
2
;
0 if 
2
G
3
:
The existence of the sequence of classes z
1
; z
2
; : : : is proved similar to the case of
odd p. In addition, we obtain
Claim: (z
i
)
P
i
= 0 for 
2
G
1
.
Proof of the claim: Let ~z
i
2
K

be a representative of z
i
2
H
1
(k
S
jK;
2
)

H
1
(K;
2
)

=
K

=K
2
. By condition (1) we have (~z
i
) = P
i
A
2
with a fractional
ideal A of O
K;S
1
. By

Cebotarev's density theorem there exists a prime ideal
Q
2=
T (K) of O
K;S
1
with Q 6= Q such that Q = A  (x) with x
2
K

. Hence in
O
K;S
1
we have (~z
i
x
2
) = P
i
Q
2
. Thus we may assume (using condition (2)) that
~z
i
2
O
K;S
1
, v
P
i
(~z
i
) = 1, v
P
(~z
i
) = 0 for P
2
T (K), (~z
i
)
P
is a square in K
P
for
P
2
S
1
and ~z
i
and ~z
i
are coprime in O
K;S
1
.
In addition, choose 
2
O
K;S
1
such that K = K

() and 
2
2
O
K

;S
1
, where
K

is the xed eld of K with respect to hi. Then there are a; b
2
K

with
16
~z
i
= a + b. In particular, 2a
2
O
K

;S
1
and 2b
2
O
K;S
1
. Let  be the set of
prime divisors of 2b which are not in S
2
[ S
1
[ Ram(KjK

). We obtain
z
i
(Frob
P
i
) = (~z
i
; ~z
i
)
P
i
by denition of ~z
i
,
= (2b; ~z
i
)
P
i
since (~z
i
  ~z
i
)
 1
~z
i
2
U
1
P
i
;
=
Q
P 6=P
i
(2b; ~z
i
)
P
by the product formula,
=
Q
Pj2b1
(2b; ~z
i
)
P
if Pj~z
i
and P 6= P
i
; then
2jv
P
(~z
i
) and v
P
(2b) = 0;
=
Q
P
2

(2b; ~z
i
)
P
~z
i
2
K
2
P
for P
2
S
2
[S
1
[ Ram(Kjk)
by condition (2);
=
Q
P
2

(2b; a)
P
~z
i
= a  b and P - ~z
i
for P
2
:
The last product is easily seen to be unity: If P
2
 is inert in KjK

, then
a
2
K
2
P
, hence (2b; a)
P
= 1 and if P
2
 splits in KjK

, then P
2
 and
(2b; a)
P
 (2b; a)
P
= ( 1; a)
P
= 1:
This proves the claim.
Now choose N minimal, such that
 
N
(z
i
) =  
N
(z
j
) =  
N
(z
N
)
for numbers i < j < N . We claim that z = z
i
+ z
j
+ z
N
satises conditions
(a) and (b). Indeed, (a) follows immediately from (2). It therefore remains to
show that, if z
P
is ramied for some P, then P
2
SrT (K) and z
P
= 0 for

2
G(Kjk)rf1g. By construction, z is only ramied at P
i
;P
j
and P
N
.
For 
2
G
1
and N

s; t

1 we have
z
s
(Frob
P
t
) = 1:
which is seen by condition (3) for s > t, by the claim for s = t and follows for
s < t by (1)-(3) and the product formula
z
s
(Frob
P
t
) = (z
s
; z
t
)
P
t
= (z
s
; z
t
)
P
t
= (z
s
; z
t
)
P
s
= z
t
(Frob
P
s
) = 1:
Summing up, we obtain z
P
i
= z
P
j
= z
P
N
= 0 for 
2
G
1
.
If 
2
G
2
, then by condition (4)
z
P
i
= (z
i
)
P
i
+ (z
j
)
P
i
+ (z
N
)
P
i
= (z
i
)
P
i
+ 0 + (z
i
)
P
i
= 0:
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Furthermore, since (z
N
)
P
j
= 0 by condition (4) and
z
i
(Frob
P
j
) = (z
i
; z
j
)
P
j
by condition (1),
= (z
i
; z
j
)
P
i
by the product formula,
= (
 1
z
i
; z
j
)

 1
P
i
using Galois invariance,
= z
j
(Frob

 1
P
i
) by condition (1),
= 
 2
z
i
(Frob

 1
P
i
) by condition (4),
= z
i
(Frob
P
i
) using Galois invariance,
= z
j
(Frob
P
j
) because  
N
(z
i
) =  
N
(z
j
) ;
we obtain z
P
j
= 0 for 
2
G
2
. Similar calculations show that z
P
N
= 0 for

2
G
2
and in the same way one veries that the local classes z
P
i
, z
P
j
and z
P
N
also vanish if 
2
G
3
. This nishes the proof for A = 
p
.
The general case will be proven by induction on dim
IF
p
A. Let A = A
0
 
p
.
For each z
2
H
1
(K
S
jK;A) let z = z
0
+ z
00
be the decomposition of z into the
components z
0
2
H
1
(K
S
jK;A
0
) and z
00
2
H
1
(K
S
jK;
p
), and similarly z
P
= z
0
P
+
z
00
P
for z
P
2
H
1
(K
P
; A). By induction we nd an element z
0
2
H
1
(K
S
jK;A
0
) such
that
(a') z
0
P
= y
0
P
for P
2
T (K).
(b') If P
2=
T (K) and z
0
P
is ramied, then z
0
P
is cyclic and z
0
P
= 0 for every

2
G(Kjk)rf1g.
Let K
0
jK be the extension dened by the homomorphism z
0
(i.e. z
0
: G(k
S
jK)
G(K
0
jK)

A
0
) and let
~
K be its Galois closure over k. By construction, K
0
jK
and hence also
~
K jK is unramied at all primes in T (K) and it only ramies at
primes in cs(
jk)(K).
Set T
0
= T [ Ram(
~
Kjk), 

0
=
~
K
, S
0
= cs(

0
jk) [ T
0
and suppose we have
found a class ~y
2
H
1
(K
S
0
jK;
p
) with
 ~y
P
= y
00
P
for P
2
T (K),
 ~y
P
= 0 for P
2
T
0
r T (K).
Then we can apply the induction hypothesis to the eld extensions 

0
jKjk, the
sets T
0
, S
0
and the module A = 
p
in order to nd a class z
00
2
H
1
(K
S
0
jK;
p
)
with
(a") z
00
P
= ~y
P
for P
2
T
0
(K).
(b") If P
2=
T
0
(K) and z
00
P
is ramied, then z
00
P
is cyclic and z
00
P
= 0 for every

2
G(Kjk)rf1g.
Regarding T
0
rT

cs(
jk), hence S
0

S, it is now easily veried, that the
class z = z
0
+ inf z
00
2
H
1
(K
S
jK;A) satises conditions (a) and (b). Indeed, for
P
2
T (K) we have
z
P
= z
0
P
+ z
00
P
= y
0
P
+ y
00
P
= y
P
:
For P
2
T
0
nT we get
z
P
= z
0
P
+ z
00
P
= z
0
P
:
18
Therefore z
P
is cyclic and if z
P
= z
0
P
is ramied, then the underlying prime
p of P splits completely in 
 and z
P
= z
0
P
= 0 for 
2
G(Kjk)nf1g. Let
nally P
2=
T
0
. If z
P
is unramied, then it is cyclic. Let z
P
be ramied. Since
z
P
= z
0
P
+z
00
P
and z
0
P
is unramied, z
00
P
must be ramied. Thus p splits completely
in 

0
, hence in K
0
. From this we obtain z
0
P
= 0 for all 
2
G(Kjk), since by
denition of K
0
the element z
0
becomes zero in H
1
(K
0
; A
0
) and thus z
0
P
is zero
in H
1
(K
0
Q
; A
0
) = H
1
(K
P
; A
0
), where Q is a prime of K
0
above P. Therefore
z
P
= z
00
P
, i.e. z
P
is cyclic and z
P
= z
00
P
= 0 for 
2
G(Kjk)nf1g.
It therefore remains to construct a class ~y with the above properties. Consider
the commutative and exact diagram
klmn

opqr
H
1
(

0
jK;Z =pZ )
_
:
Y
T
0
H
1
(K
P
; 
p
)
H
1
(k
S
0
jK;Z =pZ )
_
Y
S
0
H
1
(K
P
; 
p
)H
1
(k
S
0
jK;
p
)

Y
S
0
nT
0
H
1
(K
P
;Z =pZ )

_
Y
S
0
nT
0
H
1
(K
P
; 
p
)
If we can show that  annihilates the element  = (
P
)
P
2
T
0
(K)
2
Q
T
0
H
1
(K
P
; 
p
)
given by 
P
= y
00
P
for P
2
T (K) and 
P
= 0 for P
2
T
0
rT (K), then the existence
of ~y follows by diagram chasing. We use the injection
H
1
(

0
jK;Z =pZ )
_
,! H
1
(
jK;Z =pZ )
_
H
1
(
~
KjK;Z =pZ )
_
in order to write the image of  in the form () = (
1
(); 
2
()). Since
~
KjK is
unramied at all P
2
T (K), 
2
factorizes over the quotient
Y
T
0
H
1
(K
P
; 
p
)=(
Y
T
H
1
nr
(K
P
; 
p
)
Y
T
0
nT
f0g):
Hence 
2
() = 0. Finally the diagram
s

tuvwxyz
H
1
(k
S
jK;Z =pZ )
_
Y
S
H
1
(K
P
; 
p
)H
1
(k
S
jK;
p
)
H
1
(
jK;Z =pZ )
_
Y
T
H
1
(K
P
; 
p
)
H
1
(

0
jK;Z =pZ )
_
Y
T
0
H
1
(K
P
; 
p
)
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shows that 
1
() is equal to the image of y
00
(
2
H
1
(k
S
jK;
p
)) inH
1
(
jK;Z =pZ )
_
,
hence trivial by the exactness of the lower line. This nishes the proof. 2
5. Proof of

Safarevic's theorem
The essential step in the proof of theorem 1 is the following
Theorem 14 Let Kjk be a nite Galois extension of the global eld k and let
' : G
k
 G(Kjk) = G. Then every split embedding problem
{|}~
1GH o GH1
G
k
with nite nilpotent kernel H has a proper solution.
Since a nite nilpotent group is the direct product of its p-Sylow subgroups
and since every nite G-operator p-group is a quotient of F(n)=F(n)
()
for some
n; , it suces to show the following assertion:
For every prime number p, all n
2
IN and all  = (i; j) the split embedding
problem

1GF(n)=F(n)
()
o GF(n)=F(n)
()
1
G
k
has a proper solution N
n

jk.
Let us rst assume that p 6= char(k). We will proceed by induction on 
whereas n will be arbitrary. If  = (1; 1) nothing is to show. Now we assume
that we have already found a solution '
n;
: G
k
 F(n)=F(n)
()
o G and we
consider the embedding problem

'
n;

()
F(n)=F(n)
()
o G:F(n)=F(n)
(+1)
o GF(n)
()
=F(n)
(+1)
G
k
This embedding problem is in general not solvable, but we are going to solve it
after replacing '
n;
by another solution ~'
n;
for the induction step  on the level
n. This new solution is induced by a solution
'
m;
: G
k
! F(m)=F(m)
()
o G
20
for some large m

n via a suitable chosen G-invariant surjection  : F(m) 
F(n). Let us consider the associated commutative and exact diagram

'
m;


 

 
+1

 

()
F(n)=F(n)
()
o G:F(n)=F(n)
(+1)
o GF(n)
()
=F(n)
(+1)
F(m)=F(m)
()
o GF(m)=F(m)
(+1)
o GF(m)
()
=F(m)
(+1)
G
k
To shorten notations we set again:
F(n)= = F(n)=F(n)
()
; E(n; ) = F(n)
()
=F(n)
(+1)
:
Since E(n; ) is contained in the center of F(n)= +1, the action of F(n)= o G
on E(n; ) factors over the canonical projection
F(n)= o G G;
in particular G
K

G
k
acts trivially on E(n; ).
Let 
m
and 
n
denote the 2-classes corresponding to the group extensions in ()
and consider the commutative exact diagram

'

m;

'

m;

'

n;


 



 


 



H
2
(k; E(n; )) :H
2
(F(n)= o G; E(n; ))
H
2
(k; E(n; ))H
2
(F(m)= o G; E(n; ))
H
2
(k; E(m; ))H
2
(F(m)= o G; E(m; ))
Now [1] chap.13 th.2 asserts that  


(
n
) =

 

(
m
) and by [3] Satz 1.1 the
embedding problem on the level n is solvable if and only if '

n;
(
n
) = 0. We are
searching for an m

n, a solution '
m;
on the level m and a suitable surjective
G-homomorphism  : F(m) F(n), such that

 

('

m;
(
m
)) = 0
2
H
2
(k; E(n; )):
As we will show below, this can be achieved for large enough m if the solution
'
m;
is of a special type. If we can guarantee that the new solution is also of this
special type, then the induction process works for a modied, stronger statement.
In fact we are going to prove the sharpened
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Theorem 15 Let Kjk be a nite Galois extension of the global eld k and let
' : G
k
 G(Kjk) = G. Then for every prime number p, all n
2
IN and all
 = (i; j) the split embedding problem

'

1GF(n)=F(n)
()
o GF(n)=F(n)
()
1
G
k
has a proper solution N
n

jk. If p 6= char k, we can choose the solution in such a
way that the following conditions are satised:
(i) All p
2
Ram(Kjk) [ S
p
[ S
1
are completely decomposed in N
n

jK.
(ii) If p is ramied in N
n

jK, then p splits completely in Kjk and N
n
;p
jk
p
is a
(cyclic) totally ramied extension of local elds.
Proof: We prove the theorem by induction on , whereas n and G are arbitrary.
We defer the case char(k) = p and assume that char(k) 6= p. If  = (1; 1), nothing
is to show. We prove the induction step, i.e. we solve the embedding problem
dened by the diagram () above in four substeps. Furthermore, for the induction
step v 7! v + 1, we may assume that 
p
e

K, where p
e
is the exponent of the
group F(n)=F(n)
(+1)
(which does depend on  but not on n and G). Otherwise
we lift the embedding problem via G
k
 G(K(
p
e
)jk)  G(Kjk), thus making
G bigger. Note that this does not inuence conditions (i) and (ii).
First Step: The problem () induces local split embedding problems at all
p
2
Ram(Kjk) [ S
p
[ S
1
and is locally solvable (not necessarily proper) at every
prime p after changing '
n;
.
a) If p
2
Ram(Kjk)[S
p
[S
1
, then G
p
(N
n

jk) = (F(n)=F(n)
()
o G)
p

=
G
p
(Kjk)
by (i). We show that, after changing '
n;
, the local group extensions corre-
sponding to these primes are split extensions. In particular, the associated local
embedding problems are solvable in a trivial way.
Let 
n
(p) be the 2-class in H
2
((F(n)=F(n)
()
o G)
p
;F(n)
()
=F(n)
(+1)
) which
corresponds to the group extension given by the upper line of the diagram
 ¡¢£¤¥
F(n)=F(n)
()
o G :F(n)=F(n)
(+1)
o GF(n)
()
=F(n)
(+1)
(F(n)=F(n)
()
o G)
p
E
p
F(n)
()
=F(n)
(+1)
Apply the induction hypothesis to the corresponding embedding problem on
a large level m. The number m and a surjective G-invariant homomorphism
 : F(m)  F(n) will be chosen below. By (i) we know that p is completely
22
decomposed in N
m

jK and we have a commutative diagram for the associated
local groups (writing G
p
for G
p
(Kjk))):
¦§¨©
G
p
(F(n)= o G)
p
G
p
(F(m)= o G)
p
Therefore we obtain the diagram
ª
inf
«
inf
¬
inf
­

 

®

 

¯
 


°
H
2
(G
p
; E(n; ))H
2
((F(n)= o G)
p
; E(n; ))
H
2
(G
p
; E(n; ))H
2
((F(m)= o G)
p
; E(n; ))
H
2
(G
p
; E(m; ))H
2
((F(m)= o G)
p
; E(m; ))
Using proposition 6 with G, k = 2 and T = Ind
G
p
G
IF
p
we nd an m

n and a sur-
jective pro-p-G homomorphism  : F(m) F(n) such that the homomorphism
±

 

H
2
(G; E(n; ) 
 T )H
2
(G
p
; E(n; )) =
H
2
(G; E(m; ) 
 T ))H
2
(G
p
; E(m; )) =
maps inf
 1
(
m
(p)) to 0, hence the above diagram implies that 
n
(p) = 0.
Now we can execute the above procedure for all the nitely many primes p
2
Ram(Kjk)[S
p
[S
1
, makingm each times bigger. Note that we do not destroy the
already achieved success for the primes say p
1
; : : : ; p
r
for which the local embed-
ding problems already split. Indeed, the property of inducing a split embedding
problem at a prime p survives the shrinking process from m to n if p is com-
pletely decomposed is N
m

jK (and we suppose this for p
2
Ram(Kjk)[S
p
[S
1
).
Therefore we can execute a shrinking process for p
r+1
, inducing a solution from
F(m), which has already the desired property for p
1
; : : : ; p
r
(and which we could
have produced by another shrinking F(m
0
) F(m)).
An alternative way to proceed at this point is to replace the module T in the
above argument by the direct sum of Ind
G
p
G
IF
p
, where p runs through Ram(Kjk)[
S
p
[ S
1
. In this way we deal with all these primes within one shrinking process.
Finally we see that the embedding problem
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²'
m;
³

 
´µ
F(n)=F(n)
()
o GF(n)=F(n)
(+1)
o GF(n)
()
=F(n)
(+1)
F(m)=F(m)
()
o G
G
k
induces split group extensions for all p
2
Ram(Kjk) [ S
p
[ S
1
.
We have just changed '
n;
to

 '
m;
, thus N
n

to some
~
N
n

. But by assumption
conditions (i) and (ii) are also satised for N
m

hence for the new eld
~
N
n

. We
will not change the notations.
b) If p is unramied in N
n

jk, then the homomorphism
¶
'
p
G
p
(N
n

jk)
^
Z

=
G
p
(k)=T
p
(k)
extends obviously since
^
Z is free.
c) Let p
2
Ram(N
n

jK). Then p splits completely inKjk and G
p
(N
n

jK)

=
Z =p
a
Z
by condition (ii). We assumed that 
p
e

K, where p
e
is the exponent of the group
F(n)=F(n)
(+1)
. Since N
n
;p
jK
p
is totally ramied by assumption, there exists a
prime element 
p
of K
p
such that N
n
;p
= K
p
(
p
a
p

p
). An arbitrary chosen pre-
image of a generator of the cyclic group G
p
(N
n

jK) in F(n)=F(n)
(+1)
o G has
order p
a+"
, where 0

"

1. We can solve our embedding problem by taking a
p
a+"
-th root of 
p
, since 
p
a+"


p
e

K

K
p
.
Second Step: The problem () induces local split embedding problems at all
p
2
Ram(Kjk) [ S
p
[ S
1
and is globally solvable (not necessarily proper) after
changing '
n;
.
As above we consider the problem for dierent numbers m

n:
·
'
m;
¸¹º»¼

 
½
 
+1
¾
 

F(n)=F(n)
()
o G:F(n)=F(n)
(+1)
o GF(n)
()
=F(n)
(+1)
F(m)=F(m)
()
o GF(m)=F(m)
(+1)
o GF(m)
()
=F(m)
(+1)
G
k
Let 
m
and 
n
denote the 2-classes corresponding to the above group extensions.
A surjective pro-p-G homomorphism  : F(m)  F(n) (inducing  

,  
+1
and

 ) will be dened below. Both problems (for m with '
m;
and for n with '
n;
=
 

 '
m;
) are locally solvable by step 1.
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In order to show the existence of a solution '
n;+1
we have to prove that the
2-class 
n
maps to zero under the ination map '

n;
, see [3] Satz 1.1:
¿À
'

n;
Á
X
2
(k; E(n; )):
H
2
(k; E(n; ))H
2
(F(n)=F(n)
()
o G ; E(n; ))
Y
p
H
2
(k
p
; E(n; ))
Here we have set as before E(n; ) = F(n)
()
=F(n)
(+1)
. By the rst step we can
assume that
'

n;
(
n
)
2
X
2
(k; E(n; )) ; '

m;
(
m
)
2
X
2
(k; E(m; )) :
As we have already observed at the beginning
 


(
n
) =

 

(
m
)
which gives us
'

n;
(
n
) = ( 

 '
m;
)

(
n
) = ('

m;
  


)(
n
)
= ('

m;


 

)(
m
) = (

 

 '

m;
)(
m
):
In order to shrink the obstruction, we look for a surjective homomorphism onto
X
2
(k; E(n; )), which has a "shrinkable" source, i.e. a source to which proposi-
tion 6 applies.
Claim: We have a commutative diagram
ÂÃ

 

ÄÅ

 

X
2
(k; E(n; ))H
 2
(G; E(n; )( 1))
X
2
(k; E(m; ))H
 2
(G; E(m; )( 1))
with surjective horizontal maps, where ( 1) denotes the ( 1)-Tate twist.
Using this claim and proposition 6 with k =  2, the IF
p
[G]-module T =
Hom(
p
;Z =pZ ) and an element x
1
which is a pre-image of '

m;
(
m
) in the group
H
 2
(G; E(m; )( 1)), we obtain a surjective pro-p-G operator homomorphism
 : F(m)  F(n) such that

 

'

m;
(
m
) = 0, hence '

n;
(
n
) = 0. Thus the
embedding problem is solvable. Furthermore, as explained in the rst step, the
local condition at the primes in Ram(Kjk) [ S
p
[ S
1
remains untouched within
the shrinking process. In order to nish step 2 it remains to give the
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Proof of the claim: Let E(n; )
0
= Hom(E(n; ); 
p
). By the Tate-Poitou duality
theorem we know that
X
2
(k; E(n; ))

=
X
1
(k; E(n; )
0
)

:
Using the Hasse-principle and the fact that E(n; )
0
is a trivial G
K
-module (
p

K) we obtain that the homomorphisms  in the commutative and exact diagram
Æ

ÇÈÉÊËÌÍ
0
H
1
(Kjk; E(n; )
0
)
Y
p
H
1
(k
p
; E(n; )
0
)H
1
(k; E(n; )
0
)X
1
(k; E(n; )
0
)0
Y
P
H
1
(K
P
; E(n; )
0
)H
1
(K; E(n; )
0
)
is injective. Hence we get an injectionX
1
(k; E(n; )
0
) ,! H
1
(Kjk; E(n; )
0
) and
regarding that the dual of cohomology is homology (hence for nite groups co-
homology in negative dimensions), we obtain a canonical surjection
ÎÏÐ
X
2
(k; E(n; )) :H
 2
(G; E(n; )( 1))
X
1
(k; E(n; )
0
)

H
1
(G; E(n; )
0
)

This proves the claim.
Third step: After changing '
n;
, the problem () has a proper global solution,
which satises condition (i) and all primes p
2
Ram(N
n
+1
jN
n

)rRam(N
n

jK) are
completely decomposed in N
n

jk. Furthermore, the local extension N
n
+1;p
jK
p
is
(cyclic) totally ramied for p
2
Ram(N
n

jK).
We achieve this by the following procedure: Consider a solution '
n;+1
of the
embedding problem () which we have obtained in step 2. Its equivalence class
['
n;+1
] is an element of the space S
()
of solutions of () modulo equivalence.
Conditions (i),(ii), properness and the other conditions that we want to achieve in
this third step only depend on the equivalence class of a solution. The space S
()
is a principal homogeneous space over H
1
(G
k
; E(n; )) (see [6] Satz 1.3). Recall
that the action is dened as follows: Choose a representing cocycle G
k
! E(n; )
and multiply a solution G
k
! F(n)=+1 o G of the embedding problem with the
cocycle. This yields a map G
k
! F(n)= + 1 o G which is a homomorphism (!)
and the equivalence class of this new solution is independent of the made choices.
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Now we look for a suitable cohomology class "
2
H
1
(G
k
; E(n; )), such that
the new solution
~'
n;+1
=
"
'
n;+1
has the required properties. We assume that '
m;+1
is obtained from step 2 and
that '
m;
satises (i) and (ii). Note that the properness of the solution is only
a problem for the rst step (1; 1) ! (2; 1) since in all higher induction steps
the properness follows automatically from the induction hypothesis and from the
Frattini argument.
Let us consider how the local behaviour of ~'
n;+1
=
"
'
n;+1
is connected to
that of '
n;+1
. By this we mean, that we want to compare the ramication and
decomposition of primes in the associated eld extensions
~
N
n
+1
jN
n
v
and N
n
+1
jN
n
v
.
(Since we do not know, whether the solutions are proper, one or both of these
eld extensions might be trivial.) Let p be a prime in N
n

. The behaviour of p in
N
n
+1
jN
n
v
is characterized by the homomorphism
'
n;+1
j
G
(N
n

)
p
2
Hom(G
(N
n

)
p
; E(n; )):
SinceG
(N
n

)
p
acts trivially on E(n; ), we can interpret '
n;+1
j
G
(N
n

)
p
as an element
in
H
1
((N
n

)
p
; E(n; ))
G
k
p
:
Consider the exact sequence
0 !H
1
((N
n

)
p
jk
p
) !H
1
(k
p
)

 !H
1
((N
n

)
p
)
G
k
p

 !H
2
((N
n

)
p
jk
p
) ;
which is obtained from the Hochschild-Serre sequence for the tower

k
p
j (N
n

)
p
j k
p
and in which E(n; ) are the (not written) coecients of the cohomology groups.
We see that ~'
n;+1
j
G
(N
n

)
p
is given by
'
n;+1
j
G
(N
n

)
p
+ (")
2
H
1
((N
n

)
p
; E(n; ))
G
k
p
:
Now we choose a nite set T
0
of primes in cs(N
n

jk) and homomorphisms
x
p
: G
k
p
=T
k
p
= G
(N
n

)
p
=T
(N
n

)
p
 !E(n; )
for p
2
T
0
such that their images generate E(n; ). (The set T
0
will be responsible
for the properness of the new solution.)
Set
T
1
= Ram(Kjk) [ S
p
[ S
1
;
T
2
= Ram(N
n

jK) ;
T
3
= Ram(N
n
+1
jK)n(Ram(N
n

jk) [ S
p
[ S
1
) ;
T = T
0
[ T
1
[ T
2
[ T
3
and
S = cs(N
n

jk) [ T :
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Since p
2
T
0
splits completely in N
n

jk, there exists a 
p
2
H
1
(k
p
; E(n; )) with
(
p
) = x
p
: G
(N
n

)
p
 !E(n; ) :
Let p
2
T
1
. Then, by the induction hypothesis, the extension (N
n

)
p
jK
p
is trivial
and the group extension in the diagram
Ñ
'
n;
j
G
k
p
Ò
'
n;+1
j
G
k
p
ÓÔÕÖ
1G
p
(N
n

jk)E
p
E(n; )1
G
k
p
splits. Hence ('
n;+1
j
G
(N
n

)
p
) = 0 and we therefore nd 
p
2
H
1
(k
p
; E(n; )) such
that
(
p
) =  '
n;+1
j
G
(N
n

)
p
: G
(N
n

)
p
 !E(n; ) :
If p
2
T
2
, then by the induction hypothesis p
2=
T
1
, K
p
jk
p
is trivial and (N
n

)
p
jK
p
is a (cyclic) totally ramied extension. We consider the exact and commutative
diagram,
×ØÙ

ÚÛ
H
1
((N
n

)
p
)
G
k
p
:H
1
(k
p
)H
1
((N
n

)
p
jk
p
)
H
1
nr
((N
n

)
p
)
G
k
p
H
1
nr
(k
p
)
Since p
2
T
2
, the dotted arrow in the diagram above is an isomorphism. Thus
there is a 
p
2
H
1
(k
p
; E(n; )) such that
'
n;+1
j
G
(N
n

)
p
+ (
p
) : G
(N
n

)
p
 !E(n; )
is either trivial (if '
n;+1
j
G
(N
n

)
p
is unramied) or induces a totally ramied ex-
tension of degree p of (N
n

)
p
.
If p
2
T
3
, then we have a commutative and exact diagram
ÜÝÞ

ßà
res
H
1
(T
(N
n

)
p
)
G
k
p
H
1
(T
k
p
)
G
k
p
H
1
((N
n

)
p
)
G
k
p
H
1
(k
p
)H
1
((N
n

)
p
jk
p
)
where now the lower dotted arrow is an isomorphism, since (N
n

)
p
jk
p
is unramied.
Let 
p
2
H
1
(k
p
; E(n; )) such that
'
n;+1
j
G
(N
n

)
p
+ (
p
) : G
(N
n

)
p
 !E(n; )
is unramied.
In order to complete step 3, it is therefore sucient to show the existence of
an element "
2
H
1
(G
S
; E(n; ))

H
1
(G
k
; E(n; )) with "
p
= 
p
for all p
2
T .
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The exact sequence
áâ

n
coker(k
S
; T; E(n; ))
Y
T
H
1
(k
p
; E(n; ))H
1
(G
S
; E(n; ))
shows that the obstruction to the existence of such an " is the vanishing of 
n
(
n
)
with

n
=
Y
p
2
T
n

p
2
Y
p
2
T
n
H
1
(k
p
; E(n; )):
(In the following we denote the sets T
i
and T by T
i
n
and T
n
, respectively, in order
to indicate on which level the embedding problem is considered.) By lemma 10
we have a canonical injection
(1) coker(k
S
n
; T
n
; E(n; )) ,!X
1
(k
S
n
; S
n
rT
n
; E(n; )
0
)

;
where E(n; )
0
= Hom(E(n; ); 
p
).
Recall that H
 2
= H
1
and that by the induction hypothesis, the solution '
n;
is proper. Thus we obtain
H
1
(F(n)= o G; E(n; )( 1))

=
H
1
(F(n)= o G; E(n; )

(1))


=
H
1
(N
n

jk; E(n; )
0
)

:
Therefore it exists a canonical isomorphism
(2) H
 2
(F(n)= o G; E(n; )( 1))  !

H
1
(N
n

jk; E(n; )
0
)

:
Now we are going to shrink the obstruction to the existence of a 1-class "
as above. If '
n;
is induced by a '
m;
for m

n via a G-invariant surjection
F(m) F(n), then the inclusion (1) is obviously also true in the form
(1)
0
coker(k
S
m
; T
m
; E(n; )) ,!X
1
(k
S
m
; S
m
rT
m
; E(n; ))

;
where S
m
and T
m
are chosen as above but on the level N
m

. Using proposition 7
we choose m

n such that an (one) arbitrary chosen element in H
 2
(F(m)= o
G; E(m; )( 1)) is annihilated by the map, which is induced by a suitable chosen
surjection F(m)  F(n). Then we consider the diagrams, in which we write c
for coker, E
d
for E(d; ) (d = m;n) and
~
S
n
= cs(N
n

jk) [ T
m
:
ãä

åæ

çè

é
 
êëì
inf
íîïðñòó
X
1
(k
~
S
n
;
~
S
n
nT
m
; E
0
n
)

;
X
1
(k
S
m
; S
m
nT
m
; E
0
n
)

X
1
(k
S
m
; S
m
nT
m
; E
0
m
)

c(k
~
S
n
; T
m
; E
n
)
Y
T
m
H
1
(k
p
; E
n
)H
1
(k
~
S
n
jk; E
n
)
c(k
S
m
; T
m
; E
n
)
Y
T
m
H
1
(k
p
; E
n
)H
1
(k
S
m
jk; E
n
)
c(k
S
m
; T
m
; E
m
)
Y
T
m
H
1
(k
p
; E
m
))H
1
(k
S
m
jk; E
m
)
29
ôõö÷øùúûüý
H
 2
(F(n)= o G; E
n
( 1)):H
1
(N
n

jk; E
0
n
)

X
1
(k
~
S
n
;
~
S
n
nT
m
; E
0
n
)

H
1
(N
n

jk; E
0
n
)

X
1
(k
S
m
; S
m
nT
m
; E
0
n
)

H
 2
(F(m)= o G; E
m
( 1))H
1
(N
m

jk; E
0
m
)

X
1
(k
S
m
; S
m
nT
m
; E
0
m
)

The existence of all maps and the fact that the diagrams are commutative follows
from the arguments above and from lemma 12.
Now let

m
=
Y
p
2
T
m

p
2
Y
p
2
T
m
H
1
(k
p
; E(n; )):
be arbitrary. By theorem 7(i) that we can choose a G-invariant surjection  :
F(m) F(n) such that 
n
 

(
m
) = 0.
Observe that we did not get precisely what we wanted, because " has the
required property with respect to the sets of primes T
i
m
and
~
S
n
. Nevertheless,
one easily veries that, if we modify the solution that we have obtained after the
shrinking by the cocycle " (which now exists), then we obtain a solution satisfying
all required properties. This nishes step 3.
Fourth Step: After changing '
n;
again, there exists a proper solution '
n;+1
of () which satises properties (i) and (ii).
The solution '
n;+1
, which we have obtained in step 3, has almost all properties
we need, except that for p
2
Ram(N
n
+1
jK)nRam(N
n

jK) the local extension
(N
n
+1
)
p
jk
p
might not be (cyclic) totally ramied. But we know that for such a
prime p the extension (N
n

)
p
jk
p
is trivial. In order to get a totally ramied cyclic
extension, we have to remove the unramied part of the extension (N
n
+1
)
p
j(N
n

)
p
and to make sure that at places, where new ramication occurs by this procedure,
we have (cyclic) totally ramied local extensions.
In order to save the properness of the solution, obtained in step 3, we choose
a nite set of primes T
0

cs(N
n

jk)r(Ram(N
n
+1
jk) [ S
p
[ S
1
) such that their
decomposition groups G
p
(N
n
+1
jN
n

), p
2
T
0
generate G(N
n
+1
jN
n

).
We want to alter the solution found in step 3 once again using a class x in
H
1
(k
S
jK; E(n; )), where
 S = cs(N
n

jk) [ T and T = Ram(N
n
+1
jk) [ S
p
[ S
1
[ T
0
,
 for p
2
Ram(N
n

jk) [ S
p
[ S
1
[ T
0
we have x
p
= 0 ,
 if the prolongations of p to K are in Ram(N
n
+1
jK)nRam(N
n

jK), then
x
p
2
H
1
nr
(k
p
; E(n; )) = H
1
nr
((N
n

)
p
; E(n; )) has the property that
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'n;+1
j
G
(N
n

)
p
+ x
p
2
H
1
((N
n

)
p
; E(n; ))
is cyclic.
 x
p
is cyclic for all p
2=
T .
For every p
2
S(k) such that prolongations of p to K are in Ram(N
n
+1
jK) but not
in Ram(N
n

jK) we x one (p splits completely in Kjk) prolongation p
0
2
S(K)
of p to K. Let 
2
Q
T
H
1
(K
P
; E(n; )) be such that
 
P
= 0 if P \ k
2
Ram(N
n

jk) [ S
p
[ S
1
[ T
0
,
 if P
2
Ram(N
n
+1
jK)nRam(N
n

jK) and P 6= (P \ k)
0
, then 
P
= 0,
 if P
2
Ram(N
n
+1
jK)nRam(N
n

jK) and P = (P \ k)
0
, then

p
2
H
1
nr
(K
P
; E(n; )) = H
1
nr
((N
n

)
P
; E(n; )) has the property that
'
n;+1
j
G
(N
n

)
P
+ 
P
2
H
1
((N
n

)
P
; E(n; ))
is cyclic.
Applying theorem 13 in the situation where 
 is the eld N
n

and A = E(n; ),
we see that in order to nish the proof, it suces to construct an element y in
H
1
(k
S
jK; E(n; )) with y
P
= 
P
for all P
2
T . Indeed, by this procedure we
get new ramication only at places which are completely decomposed in N
n

jk.
Hence their decomposition groups are cyclic (by theorem 13) and contained in
the p-elementary abelian group G(N
n
+1
jN
n

)

=
E(n; ). Thus the local extensions
associated to these new ramication primes are cyclic of order p, in particular,
totally ramied. Furthermore, by the choice of T
0
, the new solution remains
proper.
Similar to the situation with the class " in step 3, the exact sequence
þÿ

n
coker(K
S
; T; E(n; ))
Y
T
H
1
(K
p
; E(n; ))H
1
(K
S
jK; E(n; ))
shows that the obstruction to the existence of such a y is 
n
() = 0. Now we
apply the shrinking procedure as in step 3, but the commutative diagrams which
are used there have to be modied as follows: Replace in the rst diagram k by
K and consider instead of the second the following diagram
 	
H
 2
(F(n)=; E
n
( 1)):H
1
(N
n

jK; E
0
n
)

X
1
(K
~
S
n
;
~
S
n
nT
m
; E
0
n
)

H
1
(N
n

jK; E
0
n
)

X
1
(K
S
m
; S
m
nT
m
; E
0
n
)

H
 2
(F(m)=; E
m
( 1))H
1
(N
m

jK; E
0
m
)

X
1
(K
S
m
; S
m
nT
m
; E
0
m
)

Then we use part (ii) theorem 7 instead of part (i).
Therefore, after a further shrinking, we get a class y with the properties above.
Now theorem 13 induces the existence of the desired class x
2
H
1
(k
S
jk; E(n; )).
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The new solution ~'
n;+1
=
x
'
n;+1
fullls condition (i) and (ii), hence step 4 and
the proof in the case p 6= char(k) of theorem 15 are complete.
The proof in the case p = char(k) is comparatively easy: Again we proceed
by induction on , where n is arbitrary. The case  = (1; 1) is trivial. In the
case  = (2; 1) we get an embedding problem with abelian kernel isomorphic
to IF
p
[G]
n
, which is properly solvable by proposition 11. In the next induction
steps we do not have to care about the properness of the solutions, because they
are automatically proper by the Frattini argument. By [17] II x2 prop.3 we have
cd
p
G
k
= 1, hence G
k
is p-projective by [17] I x3 prop.16 and we can solve the
embedding problems in all induction steps. Therefore the proof of theorem 15
and also that of theorem 14 is complete. 2
In order to deduce the theorem of

Safarevic, we use an argument which goes
back to O. ORE [9]. We need two facts from group theory and we recall the
following notations:
Let G be a nite non-trivial group, then
(G) is the intersection of all maximal subgroups of G and is called Frattini
group of G,
F (G) is the composite of all nilpotent normal subgroups of G and is called
Fitting group of G.
The group (G) is a characteristic subgroup of G and is contained in F (G). The
group F (G) is obviously a normal subgroup of G. We cite the following two facts,
see [4] Kap. III Satz 3.2 (b) and Satz 4.2 (c):
Proposition 16 Let N be a normal subgroup of the nite group G such that
N

=
(G). Then there exists a proper supplement U of N in G, i.e. U 6= G and
G = N  U .
Proposition 17 Let G be a non-trivial nite solvable group. Then (G) is a
proper subgroup of F (G).
Proof of

Safarevic's theorem: Let F (G) be the Fitting subgroup of G 6= f1g.
By the two propositions above, F (G) has a proper (solvable) supplement U
 
G,
hence there exists a surjection


G :F (G) o U
Assuming inductively (on the order of G) that U is the Galois group of a nite
normal extension of k, we obtain the result using theorem 14. 2
Acknowledgment: The authors want to thank B.H. MATZAT for pointing out
an error in an earlier version of this article.
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