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The following work consists of the design and study of numerical integrators capable of pre-
serving the geometry behind Quantum Mechanics. More specifically, we will work on unitary
integrators i.e. numerical methods for ordinary differential equations which preserve both, a
Riemannian and a symplectic structure.
This work can be only understood as a part of a bigger project: the geometrical formula-
tion of Quantum Mechanics. This has been an active research line since the late Seventies
[4, 8, 15], to which my project directors have made several contributions [5, 9]. The advanta-
ges of the geometrical formulation over other formalisms [25] are various. On the one hand, it
allows the usage of well-known mathematical disciplines such as differential geometry or tensor
calculus, providing a strong mathematical background for the theory. On the other hand, geo-
metry offers a common frame for all theories, being commonly used in classical mechanics and
general relativity, and therefore it is a formalism capable of unifying different theories. This is
illustrated by my colleagues in Refs. [11, 22], where they use the concept of algebra contractions
within this formalism to reduce quantum dynamical systems into classical dynamical systems.
The structure of this paper is as follows. In Chapter 1, we introduce the geometrical formulation
of QM. To do so, we will present Quantum Mechanics via the so called ‘Schro¨dinger picture’.
Within this picture, a Hilbert space H contains the quantum states of a system and Hermitian
operators of H are employed to represent the physical observables. The properties of the scalar
product in H gives rise to a geometric structure (a Ka¨hler manifold) on the Hilbert space. A
particularity of these structures, is that Ka¨hler manifolds can be formulated as complex mani-
folds, being the manifold R-dimension twice the C-dimension. After presenting H as a Ka¨hler
manifold, we project it over the projective space PH, which is the minimal container of the
system’s physical information1. To exemplify projective spaces, we present the Bloch sphere
CP1 ∼= S2.
After presenting the geometrical framework, we discuss in Chapter 2 the close relation between
geometry and group theory. We start presenting the concept of Lie groups and Lie algebras,
in order to state the quantum-dynamical evolution in terms of an ODE in the unitary group.
Afterwards, we give actions of the unitary group on the sets describing quantum systems in the
different pictures. These actions allow extending the solution of the dynamics to every picture.
In Chapter 3, we abandon the geometrical context for a while, to study numerical integrators
for Ordinary Differential Equations (ODEs). We focus specifically in Runge-Kutta methods and
characterize those preserving the symplecticity behind Hamiltonian ODEs. We also present the
Gauss-Legendre point Runge-Kutta (Gauss RK) schemes and show that they result in being the
only symplectic RK schemes preserving the distances as well. Such a symplectic and orthogonal
schemes are, after complexification, unitary.
1This statement will make sense later.
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This will justify our choice of stating the dynamics over the unitary group: when representing
this group as a set of matrices, we have the additional vectorial structure required to employ a
RK method2. Again, the actions of the group allow extending the numerical solutions to every
picture.
Finally, in Chapter 4, we apply these methods to a practical case: a semiclassical model of
light-matter interaction. The model consists of a qubit3 interacting with the electric field of a
classical harmonic electromagnetic wave (see Ref. [18], pages 5-44). This model, although being
low dimensional, is time-dependent and non integrable and hence it requires numeric integra-
tion methods. We use Bloch sphere to show the dynamics of this system and we compare the
results of applying numerical integrators to this model by using Gauss RK schemes and explicit
RK schemes.
2Let us notice that when a unitary RK scheme is applied to a unitary matrix (in U(n)), the result is also a
unitary matrix but the intermediate matrices are not unitary (they are in M(n,C) ) U(n)). This remarks the
necessity of an additional linear structure for the algorithm to be applied.
3A ‘qubit’ or ‘quantum bit’ refers to any quantum system with two (energy) levels.
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Formalismo geome´trico de la
meca´nica cua´ntica
Toda teor´ıa f´ısica parte de definir matema´ticamente el espacio S de estados de un sistema, el
espacio de observables O, y un proceso de medida S × O → R, cuyo resultado es la medicio´n
de cierto observable cuando el sistema se halla en un estado determinado. Una vez identifica-
dos estos conjuntos, se introduce una ecuacio´n diferencial que determina la evolucio´n dina´mica
del sistema. En f´ısica cua´ntica, se puede definir esa dina´mica en S mediante la ecuacio´n de
Schro¨dinger, o en O mediante la ecuacio´n de Heisenberg. Las dos maneras de introducir
la dina´mica ofrecen ima´genes equivalentes de la meca´nica cua´ntica.
Nosotros partiremos del formalismo de Schro¨dinger, para el cual los estados son elementos no
nulos de un espacio de Hilbert H complejo y separable,
S = Hˆ = {|ψ〉 ∈ H ∣∣ |ψ〉 6= 0H} .1 (1.1)
As´ı mismo, los observables de O vienen matematizados como operadores hermı´ticos en H, esto
es,
O = Herm H =
{
A ∈ L(H)
∣∣∣ A = A†} (1.2)
donde L(H) denota al conjunto de aplicaciones lineales complejas y continuas de H en s´ı mismo
y A† el adjunto hermı´tico de A ∈ L(H). El proceso de medida macrosco´pico S × O → R que
acopla sendos espacios viene dado por el valor esperado2 〈A〉ψ de un observable A ∈ O, esto es
Hˆ ×HermH −→ R
(|ψ〉 , A) 7−→ 〈A〉ψ :=
〈ψ|A |ψ〉
〈ψ|ψ〉 con Hˆ := H \ {0H}.
(1.3)
Esto justifica que los operadores de O sean hermı´ticos, ya que si no el resultado podr´ıa ser
complejo.
La posibilidad de que el espacio de Hilbert tenga dimensio´n no finita3 (dimH = ∞) complica
enormemente la teor´ıa, forzando el uso de conceptos de ana´lisis funcional desde la propia des-
cripcio´n de O y S. Debido a que trabajar en dimensio´n infinita so´lo aporta dificultades te´cnicas
que oscurecen el proceso de geometrizacio´n, de aqu´ı en adelante trabajaremos u´nicamente con
1Usaremos la notacio´n bra-ket de Dirac, tan habitual en meca´nica cua´ntica para representar los estados del
sistema. Recordamos que bajo esta notacio´n, los elementos duales de un ket |φ〉 ∈ H se denotan con un bra
〈φ| ∈ H′. Y as´ı, el producto escalar se lee como un braket 〈φ|ψ〉 ∈ R.
2La meca´nica cua´ntica es, en u´ltima instancia, una herramienta de ca´lculo de probabilidades; aunque en este
trabajo no haremos muchas ma´s referencias a esto.
3La separabilidad de H implica que, de ser infinita la dimensio´n de H, es un infinito numerable.
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espacios de Hilbert de dimensio´n finita (dimH = n cuando H se considere un C-espacio vec-
torial, o 2n como R-espacio vectorial). La justificacio´n f´ısica para realizar esta simplificacio´n,
es doble. Por un lado, unos de los sistemas de mayor intere´s pra´ctico son los de computacio´n
cua´ntica, cuya dimensio´n compleja es n = 2N (finita), siendo N el nu´mero de qubits de la
computadora. Por otro lado, la mayor´ıa de sistemas cua´nticos que se encuentran en la naturale-
za tienen una baja energ´ıa y, por tanto, su estado es aproximadamente una combinacio´n lineal
de los estados menos energe´ticos de la base vectorial.
En dimensio´n finita, H es isome´tricamente isomorfo a Cn, con lo cual los conjuntos de estados
y de observables adquieren una definicio´n ma´s simple,
S = Cˆn O =
{
A ∈ M(n,C)
∣∣∣ A = A†} , (1.4)
donde el adjunto hermı´tico se obtiene simplemente transponiendo la matriz compleja y con-
jugando sus componentes. El aute´ntico intere´s de estos conjuntos, radica en sus propiedades
algebraicas. Centra´ndonos en el espacio de estados, donde sucede la evolucio´n temporal bajo
la imagen de Schro¨dinger, las propiedades algebraicas del producto escalar dan lugar a una
estructura geome´trica en el mismo.
1.1. El espacio de estados Cn como variedad de Ka¨hler
El primer paso a tomar para geometrizar la meca´nica cua´ntica es dar una estructura de variedad
diferenciable real al espacio S = Cˆn de estados. Pero como Cn es un espacio vectorial real de
dimensio´n 2n, existe un isomorfismo ϑ : Cn → R2n que se puede usar para constituir un atlas
real {ϑ} de una sola carta. Queda as´ı constituida la variedad cua´ntica4 MQ = (Cn, {ϑ}+), de
dimensio´n 2n.
Dada la C-base cano´nica {|ej〉}nj=1 de Cn, definimos la carta global como
ϑ : MQ −→ R2n
n∑
j=1
(qj + ipj) |ej〉 7−→ (q1, q2, ..., qn, p1, p2, ..., pn). (1.5)
Al tratarse de un espacio vectorial, el espacio tangente a cada punto coincide con la variedad,
por lo que el fibrado tangente es TMQ = MQ×MQ. En la variedad MQ podemos definir varios
campos y tensores:
• Para cada |ψ〉 ∈ MQ, podemos definir el campo vectorial constante X|ψ〉 ∈ X(MQ) asig-
nando el vector |ψ〉 a cada punto de la variedad5:
X|ψ〉 : MQ −→ TMQ
|χ〉 7−→ (|χ〉 , |ψ〉). (1.6)
• La unidad imaginaria i ∈ C se presenta en el espacio realificado MQ como un isomorfismo
J : MQ −→MQ
n∑
j=1
(qj + ipj) |ej〉 7−→
n∑
j=1
(−pj + iqj) |ej〉 . (1.7)
4En ingle´s, “Quantum Manifold” justifica la notacio´n MQ habitualmente usada.
5Estos campos constantes componen el a´lgebra de Lie asociada al grupo de Lie (MQ,+) (ve´ase el Aparta-
do 2.1).
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Es inmediato comprobar que J2 = −I2n. Actuando sobre campos vectoriales, J es un
tensor 1-1 denominado tensor de estructura compleja:
J : X(MQ) −→ X(MQ)
X|ψ〉 7−→ JX|ψ〉 := XJ |ψ〉.
(1.8)
(No´tese que una vez definida la actuacio´n de los tensores sobre campos constantes, la
definicio´n se extiende trivialmente a cualquier campo).













• El campo de dilataciones ∆ ∈ X(MQ), dado por
∆ : MQ −→ TMQ
|ψ〉 7−→ (|ψ〉 , |ψ〉), (1.10)
codifica geome´tricamente las dilataciones en MQ debidas al “producto por un real no













• El generador de cambio de fases Γ = J(∆) ∈ X(MQ), dado por
Γ : MQ −→ TMQ
|ψ〉 7−→ (|ψ〉 , J |ψ〉), (1.12)
codifica geome´tricamente aquellas rotaciones en MQ debidas al “producto por un nu´mero
complejo de mo´dulo uno”7. Esto resulta ma´s evidente pasando de coordenadas cano´nicas

















• Aparte de la estructura lineal compleja de H, codificada en los tensores J , ∆, y Γ, tambie´n
tenemos una estructura hermı´tica dada por el producto escalar. Si trabaja´semos con MQ
como una variedad compleja, este producto se traducir´ıa en un tensor holomorfo h definido
por
h : X(MQ)× X(MQ) −→ Hol(MQ)
(X|ψ1〉, X|ψ2〉) 7−→ h(X|ψ1〉, X|ψ2〉) = 〈ψ1|ψ2〉 .
(1.14)
En te´rminos de la variedad real, este tensor holomorfo se desdobla en otros dos tensores:
h = g + iω.
6Ma´s espec´ıficamente, ∆ es el generador infinitesimal de la accio´n del grupo de Lie (R+, ·) cuando actu´a sobre
MQ como grupo de homotecias o dilataciones (para mayor familiaridad con estos conceptos, ve´ase el Cap´ıtulo 2).
7Γ es el generador infinitesimal de la accio´n de U(1) actuando sobre MQ como grupo de rotaciones (ver
Cap´ıtulo 2).
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• El tensor me´trico g viene dado por
g : X(MQ)× X(MQ) −→ C∞(MQ)
(X|ψ1〉, X|ψ2〉) 7−→ g(X|ψ1〉, X|ψ2〉) = Re 〈ψ1|ψ2〉 ,
(1.15)
y se puede comprobar fa´cilmente que es sime´trico y definido positivo. Por tanto, (MQ, g)




(dqj ⊗ dqj + dpj ⊗ dpj) . (1.16)
• La forma simple´ctica ω ∈ ∧2(MQ) viene dada por
ω : X(MQ)× X(MQ) −→ C∞(MQ)
(X|ψ1〉, X|ψ2〉) 7−→ ω(X|ψ1〉, X|ψ2〉) = Im 〈ψ1|ψ2〉 ,
(1.17)
y es antisime´trica (ω(X,Y ) = −ω(Y,X) ∀X,Y ∈ X(MQ)), cerrada (dω = 0) y no
degenerada (∀X ∈ X(MQ), ∃Y ∈ X(MQ) t.q. ω(X,Y ) 6= 0). As´ı, (MQ, ω) es una




dqj ∧ dpj . (1.18)
La estructuras riemanniana y simple´ctica de MQ se combinan en lo que se denomina “variedad
de Ka¨hler”8 (MQ, J, g, ω).
Definicio´n 1.1.1. Una variedad de Ka¨hler es una cua´drupla (M,J, g, ω) en la que:
· M es una variedad diferenciable.
· g es un tensor me´trico que hace de (M, g) una variedad riemanniana.
· ω es una forma simple´ctica que hace de (M,ω) una variedad simple´ctica.
· J es un tensor de estructura compleja (J integrable con J2 = −I) que relaciona a los
tensores g y ω mediante la relacio´n de compatibilidad
g(X,Y ) = ω(X, JY ) ∀X,Y ∈ X(MQ). (1.19)
En el caso de la variedad cua´ntica MQ, la relacio´n de compatibilidad se deduce de la sesquili-
nealidad9 del producto escalar en Cn:
g(X|ψ1〉, X|ψ2〉) = Re 〈ψ1|ψ2〉 = Re (−i 〈ψ1|iψ2〉) = Im 〈ψ1|iψ2〉 = ω(X|ψ1〉, JX|ψ2〉) (1.20)
Esto concluye la geometrizacio´n del espacio de Hilbert H como la variedad de Ka¨hler cua´ntica
(MQ, J, g, ω). En el apartado siguiente, extendemos esta geometrizacio´n al espacio proyecti-
vo PH.
8Para ma´s informacio´n sobre variedades de Ka¨hler, consultar Refs. [2, 14]. Ref. [2] presenta de manera extensa
la teor´ıa de variedades ka¨hlerianas, mientras que Ref. [14] es el art´ıculo original de Ka¨hler (existen traducciones
en ingle´s).
9Conviene aclarar que en f´ısica, el producto escalar complejo conjuga los escalares del primer argumento,
dejando inalterados los del segundo. Esto es, 〈φ|λψ〉 = λ 〈φ|ψ〉 = 〈λ¯φ∣∣ψ〉 ∀λ ∈ C.
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1.2. El espacio proyectivo CPn−1
A pesar de que en el formalismo de Schro¨dinger se escoja en un principio el espacio de Hilbert
Hˆ como espacio S de estados, debido a las comodidades que ofrece trabajar con un espacio
vectorial, Hˆ no representa ‘fielmente’ a los estados del sistema. Con esto queremos expresar que
existen elementos distintos |ψ1〉 , |ψ2〉 ∈ Hˆ, |ψ1〉 6= |ψ2〉 que dan siempre los mismos resultados
al hacer cualquier medicio´n f´ısica: |ψ1〉 y |ψ2〉 no se pueden distinguir en un laboratorio. Esto
justifica afirmar que |ψ1〉 y |ψ2〉 representan en realidad el mismo estado f´ısico del sistema.
Para lidiar con esto, se procede a establecer una relacio´n ρ de equivalencia, estableciendo que
dos estados son equivalentes cuando tras medir cualquier observable el resultado de la medicio´n
(Ec. (1.3)) es el mismo:
|ψ1〉 ρ |ψ2〉 ⇐⇒ 〈ψ1|A |ψ1〉〈ψ1|ψ1〉 =
〈ψ2|A |ψ2〉
〈ψ2|ψ2〉 ∀A ∈ Herm H
⇐⇒ ∃λ ∈ Cˆ t.q. |ψ1〉 = λ |ψ2〉 .
(1.21)
Para ver que la segunda definicio´n equivale a la primera, la implicacio´n⇐ es una comprobacio´n
directa. Para la rec´ıproca,⇒ , basta tomar como operador hermı´tico A la proyeccio´n ortogonal
sobre el vector |ψ1〉 para obtener que | 〈ψ1|ψ2〉 |2 = 〈ψ1|ψ1〉 〈ψ2|ψ2〉, usando la desigualdad de
Cauchy-Schwarz se concluye que |ψ1〉 y |ψ2〉 son linealmente dependientes. Notar que el escalar
λ que los relaciona no puede ser 0C ya que los dos vectores son no nulos.
A la clase de equivalencia de un elemento |ψ〉 ∈ Hˆ la denotaremos como [ψ] ∈ Hˆ/ρ, mientras
que al conjunto cociente Hˆ/ρ se le denomina espacio proyectivo PH. El objetivo de esta
seccio´n es extender a este espacio la estructura geome´trica que hemos obtenido en H, para el
caso de dimensio´n finita.
Para empezar, resulta necesario (por cuestiones topolo´gicas) quitarle un punto a la variedad.
Definimos as´ı la subvariedad abierta MˆQ := MQ \ {0Cn}. Notar que ϑ, una vez modificado su
dominio de definicio´n, sigue formando un atlas de una sola carta para para MˆQ. Adema´s, MˆQ
y MQ se diferencian globalmente, pero a efectos locales son ide´nticos; por tanto, (MˆQ, J, g, ω)
sigue siendo una variedad de Ka¨hler.
Consideremos ahora el subespacio vectorial R 〈∆,Γ〉 ⊂ X(MˆQ) generado por los campos vecto-
riales ∆ y Γ. Estos dos campos definen una distribucio´n regular en MˆQ, esto es, sus respectivos





[qj∂qj +pj∂pj ,−pk∂qk +qk∂pk ] =
n∑
j,k=1
δkj (qj∂pk−pj∂qk +pk∂qj−qk∂pj ) = 0, (1.22)
dicho subespacio es un a´lgebra de Lie abeliana (Definicio´n 2.1.3) respecto al conmutador de
campos vectoriales. Por el teorema de Frobenius (Ref. [20]), esta condicio´n implica que los cam-
pos ∆ y Γ determinan una distribucio´n completamente integrable y, por tanto, definen una
foliacio´n de la variedad.
Dicha foliacio´n define una relacio´n de equivalencia consistente en que dos puntos |ψ1〉 , |ψ2〉 ∈
MˆQ esta´n relacionados si y so´lo si pertenecen a la misma fibra de la foliacio´n, esto es, si y so´lo
si existe una curva integral γ : R → MˆQ de algu´n campo X ∈ R 〈∆,Γ〉 que vaya de un punto
10No lo ser´ıan, sin embargo, en el origen de la variedad MQ donde los dos campos se anulan. Es por ello que
trabajamos con la variedad MˆQ.
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a otro (γ(0) = |ψ1〉 γ(1) = |ψ2〉). Veamos que esta relacio´n de equivalencia coincide con la




γ(t) = (µ∆ + νΓ)γ(t) = (µ∆ + νJ∆)γ(t) = (µ+ νJ)∆γ(t) (1.23)
Si usamos la identificacio´n del fibrado tangente TMˆQ con Cˆn × Cn (complexificacio´n), esta
ecuacio´n resulta ma´s familiar y sencilla de resolver:
d
dt
γ(t) = (µ+ νi)γ(t); γ(t) = e(µ+νi)tγ(0); |ψ1〉 = γ(1) = eµ+νiγ(0) = eµ+νi |ψ2〉 . (1.24)
Vemos as´ı que los dos puntos |ψ1〉 , |ψ2〉 ∈ Cˆn esta´n en la misma fibra de la foliacio´n si y so´lo
si existe eµ+νi ∈ Cˆ tal que |ψ1〉 = eµ+νi |ψ2〉, en consonancia con la definicio´n de ρ dada en
Ec. (1.21).
Por ser una foliacio´n, tenemos que el conjunto cociente MˆQ/ρ esta´ dotado de una estructura
de variedad diferenciable y la proyeccio´n cano´nica pi : MˆQ → MˆQ/ρ es una submersio´n de
variedades.
Ahora, nuestro objetivo es usar la submersio´n
pi : MˆQ −→ CPn−1
|ψ〉 7−→ [ψ] (1.25)
para trasladar la estructura geome´trica de MˆQ al proyectivo mediante un “pushforward”. Para

























de los tensores covariantes g y ω. Para que estos tensores sean pi-proyectables es necesario que
sean constantes a lo largo de las fibras pi−1([ψ]) ⊂ MˆQ. Calculando las derivadas de Lie
LΓG = 0 LΓΩ = 0, (1.27)
se comprueba que los tensores no cambian en la direccio´n de las fibras marcada por el campo
Γ. No sucede lo mismo, sin embargo, con las derivadas de Lie
L∆G = −2G L∆Ω = −2Ω, (1.28)
que no se anulan. Esto obliga a definir unos nuevos tensores G y Ω que s´ı sean proyectables. La
eleccio´n habitual consiste en reescalar por 〈ψ|ψ〉 ∈ C∞(MˆQ) estos tensores para compensar la
variacio´n cuadra´tica observada en Ec. (1.28) a lo largo de la fibra; y a continuacio´n sumarles
una combinacio´n de tensores formados a partir de los campos ∆ y Γ. Como estos campos son
paralelos a la fibra, la proyeccio´n de tensores formados por ellos se anula y no afectan a la
proyectabilidad del tensor. El resultado son los tensores
GP := 〈ψ|ψ〉G−∆⊗∆− Γ⊗ Γ
ΩP := 〈ψ|ψ〉Ω−∆⊗ Γ + Γ⊗∆.
(1.29)
Se puede comprobar que ahora s´ı se anulan todas las derivadas de Lie de estos tensores respecto
a los campos ∆ y Γ, con lo cual son pi-proyectables. A sus pushforwards por pi los denotaremos
Integradores Unitarios para la Meca´nica Cua´ntica - Alfonso Lanuza Garc´ıa 7
pi∗(GP) y pi∗(ΩP), respectivamente. Otra ventaja de esta asignacio´n es que proporciona cierta














donde ∆˜ = g(∆, ·) y Γ˜ = g(Γ, ·) son las 1-formas asociadas a los campos vectoriales ∆ y Γ.
Estos tensores covariantes gP y ωP son, precisamente, el pullback de las estructuras covariantes
sobre CPn−1 asociadas a las contravariantes pi∗(GP) y pi∗(ΩP). Con los tensores trasladados, el
espacio proyectivo se constituye como una variedad de Ka¨hler11.
1.3. La esfera de Bloch CP1 ∼= S2
Como ejemplo ma´s simple de un sistema cua´ntico, vamos a estudiar un sistema de dos niveles
o qubit12. El espacio de estados de este sistema esta´ generado por dos estados ortonormales,
comu´nmente denominados estado fundamental |0〉 y estado excitado |1〉, ya que habitualmente
el primero es un estado menos energe´tico (luego ma´s estable) y que juegan el papel del 0 y el
1 del co´digo binario en computacio´n cua´ntica. As´ı, el espacio de estados es S = Cˆ2.
Una caracter´ıstica de este sistema (ve´ase la Seccio´n A.5) es que cualquier estado |ψ〉 = (q1 +
ip1) |1〉 + (q2 + ip2) |0〉 ∈ S queda f´ısicamente determinado por la medicio´n de los observables
σx, σy, σz ∈ O, que representan f´ısicamente el spin del sistema en las direcciones del espacio
determinadas eje x, y y z respectivamente. Matema´ticamente, vienen dados en la base {|1〉 , |0〉}

















Definiendo unas coordenadas cartesianas (x, y, z) ∈ R3 en base a los valores esperados de estos
observables, p.e.
x := 〈σx〉ψ = 〈ψ|σx |ψ〉〈ψ|ψ〉 =
(








q1 − ip1, q2 − ip2
)(q1 + ip1
q2 + ip2










































11No´tese que no ha sido necesario proyectar el tensor de estructura compleja, ya que una vez se tienen definidos
un tensor me´trico y una forma simple´ctica en CPn−1, el tensor de estructura se puede definir a partir de ellos
usando la relacio´n de compatibilidad (Ec. (1.19)).
12Del te´rmino ingle´s “quantum bit”, por su importancia en computacio´n cua´ntica, donde este sistema reemplaza
al d´ıgito binario (“binary digit” o “bit”).









Figura 1.1: Esfera de Bloch
Representacio´n del conjunto de estados cua´nticos |ψ〉 de un sistema de dos niveles, |0〉 y |1〉.
de donde resulta directo comprobar que x2 + y2 + z2 = 1. Esta construccio´n, conocida como
esfera de Bloch, establece una relacio´n biun´ıvoca entre los estados de la recta compleja proyec-
tiva CP1 y los puntos de una esfera S2 de radio 1 en R3. A nivel de variedades, esta biyeccio´n
es un difeomorfismo (CP1 ∼= S2).13 No´tese en la expresio´n anterior que el estado excitado |1〉
se corresponde con el polo norte de la esfera (0, 0, 1) ∈ S2, y el fundamental |0〉 con el polo sur
(0, 0,−1) ∈ S2.
Tanto el tensor me´trico gB de la esfera de Bloch, como la forma simple´ctica ωB (obtenidos
mediante el proceso de proyeccio´n descrito en el Apartado 1.2), adquieren una expresio´n espe-
cialmente simple en coordenadas esfe´ricas, (θ, ϕ) ∈ (0, pi)× (0, 2pi) con{







Dichas expresiones coordenadas son
gB = dθ ⊗ dθ + sin2 θdϕ⊗ dϕ ωB = sin θdθ ∧ dϕ (1.35)
y permiten deducir, por ser estructuras compatibles (Ec. (1.19)), la expresio´n del tensor de
estructura compleja JB de la esfera de Bloch:







Con lo que queda totalmente caracterizado (S2, JB, gB, ωB) como variedad de Ka¨hler.
13No debe extran˜arle al lector que dos variedades con distinto super´ındice resulten difeomorfas, ya que en el
caso de CP1 el super´ındice marca su dimensio´n compleja, mientras que nosotros lo tratamos como una variedad
real de dimensio´n 2.
Cap´ıtulo 2
La geometr´ıa cua´ntica como grupo
de transformaciones
Desde la publicacio´n por parte de Felix Klein en 1872 de lo que se conoce como ‘Programa de
Erlangen’ (Ref. [16]), el estudio de la geometr´ıa tras una teor´ıa dada ha quedado ı´ntimamente
ligado al estudio del grupo de transformaciones que mantienen invariantes las propiedades de
e´sta. En este cap´ıtulo, identificamos el grupo de transformaciones de la meca´nica cua´ntica.
Esto nos permitira´ enunciar la evolucio´n dina´mica de un sistema cua´ntico como una ecuacio´n
diferencial sobre el grupo. Este estudio se complementa en el Ape´ndice A con la traslacio´n
de esta dina´mica a los distintos formalismos de la meca´nica cua´ntica a trave´s del concepto de
accio´n de un grupo.
2.1. Grupos y a´lgebras de Lie
En f´ısica, los grupos que ma´s se aplican al estudio de las simetr´ıas de un sistema –aparte de los
grupos finitos– son los grupos de Lie, que constituyen una clase especial de grupos topolo´gicos.
Definicio´n 2.1.1. Un grupo de Lie G es un grupo dotado de una estructura de variedad
diferenciable de tal forma que el producto y la toma de inverso en el grupo son aplicaciones
diferenciables.
Ejemplos 2.1.2. Los ejemplos ma´s t´ıpicos de grupos de Lie vienen dados por grupos de matrices
invertibles, con la operacio´n de grupo dada por el producto habitual de matrices:
1.- Grupo general lineal: GL(n,C) = {A ∈ M(n,C) | detA 6= 0}
2.- Grupo especial lineal: SL(n,C) = {A ∈ M(n,C) | detA = 1}
3.- Grupo ortogonal: O(2n) =
{
A ∈ M(2n,R) | ATA = I2n
}
4.- Grupo simple´ctico: Sp(2n) =
{
A ∈ M(2n,R) | ATWA = W} ; W = ( 0 In−In 0
)
5.- Grupo unitario: U(n) =
{
A ∈ M(n,C) | A†A = In
}
Notar que, aunque hemos usado la dimensio´n 2n cuando el cuerpo subyacente es R, tiene perfec-
to sentido definir el grupo ortogonal de grado n impar, O(n). No sucede lo mismo con Sp(2n),
que so´lo puede definirse con grados pares debido a que precisa de una forma bilineal W anti-
sime´trica y no degenerada. La matriz W no es sino la versio´n matricial de la forma simple´ctica
ω expresada en coordenadas cano´nicas.1
1El teorema de Darboux afirma que para todo punto de una variedad simple´ctica (M,ω), existen coorde-
nadas locales tales que la forma ω adquiere la expresio´n coordenada de la Ecuacio´n (1.18). A dichas coordenadas
se les denomina ‘coordenadas cano´nicas’.
9
Integradores Unitarios para la Meca´nica Cua´ntica - Alfonso Lanuza Garc´ıa 10
Algunos ejemplos simples de grupos de Lie que representan simetr´ıas de un sistema cla´sico,
son la simetr´ıa bajo traslaciones espaciales (grupo (R3,+)) o la simetr´ıa bajo rotaciones (grupo
especial ortogonal SO(3)). Para comprender mejor como son estos grupos, resulta esencial el
siguiente concepto:
Definicio´n 2.1.3. Un a´lgebra de Lie (A, [·, ·]) es un espacio vectorial A dotado de una ley
de composicio´n bilineal [·, ·] : A×A → A que:
• Es antisime´trica: [a, b] + [b, a] = 0 ∀a, b ∈ A
• Cumple la identidad de Jacobi: [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0 ∀a, b, c ∈ A
El ejemplo principal de a´lgebra de Lie lo constituyen los campos vectoriales de una variedad
diferenciable, (X(M), [·, ·]), con el pare´ntesis de Lie dado por el conmutador de campos vecto-
riales
[X,Y ](f) = X(Y (f))− Y (X(f)) ∀X,Y ∈ X(M) ∀f ∈ C∞(M). (2.1)
Cada grupo de Lie G esta´ asociado a un a´lgebra de Lie g, constituida por los campos vectoriales
de G invariantes por la izquierda (para ma´s detalles, ve´ase Ref. [6], pp. 119-134). El a´lgebra
g es un suba´lgebra de (X(G), [·, ·]) y tiene la misma dimensio´n como espacio vectorial que G
como variedad diferenciable, ya que g es linealmente isomorfo al espacio tangente al grupo en
el elemento neutro (TeG).
En el caso de grupos de Lie matriciales como los presentados previamente, el a´lgebra asociada
tambie´n viene representada por un conjunto de matrices, de tal modo que el producto de Lie
viene dado por el conmutador de matrices
[A,B] := AB −BA ∀A,B ∈ M(n,C) (o ana´logamente ∀A,B ∈ M(2n,R)). (2.2)
Adema´s, siempre existe un difeomorfismo local de g en G, dado por la aplicacio´n exponencial,
que en el caso de matrices coincide con el conocido desarrollo en serie de potencias








Ayuda´ndonos de esta aplicacio´n, podemos probar el siguiente lema, que relaciona los grupos y
a´lgebras de Lie matriciales.
Lema 2.1.4. Una solucio´n B(t) de la ecuacio´n diferencial matricial
d
dt
B(t) = A(t)B(t) (con A(t) y B(t) matrices cuadradas) (2.4)
pertenece a un grupo de Lie matricial G para todo t ∈ R si y so´lo si B(t0) ∈ G para algu´n
t0 ∈ R y A(t) pertenece a su a´lgebra de Lie asociada g para todo t ∈ R.








A(t)dt ∈ g, luego exp(∫ tt0 A(t)dt) ∈ G y por ser G grupo, se tiene
que B(t) = exp(
∫ t
t0
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Ejemplos 2.1.5. Las a´lgebras de Lie asociadas a los grupos de Lie presentados en Ejem-
plos 2.1.2, respectivamente, son los siguientes:
1.- gl(n,C) = M(n,C)
2.- sl(n,C) = {A ∈ M(n,C) | TrA = 0}
3.- so(2n) =
{
A ∈ M(2n,R) | AT = −A}2
4.- sp(2n) =
{
A ∈ M(2n,R) |WA+ATW = 0}
5.- u(n) =
{
A ∈ M(n,C) | A† = −A}
El parecido entre u(n) (conjunto de matrices anti-hermı´ticas) y Herm Cn (conjunto O de ob-
servables) permite trasladar la estructura de a´lgebra de Lie de u(n) a las matrices hermı´ticas,
a trave´s del isomorfismo lineal
α : u(n) −→ Herm Cn
A 7−→ iA. (2.5)
Para ello, basta definir la ley de composicio´n
[A,B]− := α[α−1(A), α−1(B)] = −i(AB −BA) ∀A,B ∈ Herm Cn, (2.6)
para estructurar al espacio de observables O como el a´lgebra de Lie (Herm Cn, [·, ·]−).3
2.2. El grupo de transformaciones de la meca´nica cua´ntica
En la Seccio´n 1.1, caracteriza´bamos al espacio S de estados cua´nticos como un espacio vectorial
ka¨hleriano, esto es, con un tensor me´trico y una forma simple´ctica compatible. La geometr´ıa
cua´ntica viene dada por el grupo de transformaciones que preserven estas estructuras.
Definicio´n 2.2.1. En una variedad de Riemann (M, g), una isometr´ıa es un difeomorfismo
f : M →M que preserva la me´trica, es decir,
f∗(g) = g (2.7)
donde f∗ denota el pullback de f .
El conjunto de isometr´ıas de (M, g), armado con la composicio´n de funciones, constituye un
grupo de dimensio´n finita cuyos generadores infinitesimales son los campos vectoriales de Killing,
X ∈ X(M) t.q. LX(g) = 0. (2.8)
Los campos de Killing forman un suba´lgebra de Lie de (X(M), [·, ·]), esto es, el conmutador de
campos de Killing es otro campo de Killing.
Definicio´n 2.2.2. En una variedad simple´ctica (M,ω), un simplectomorfismo es un difeo-
morfismo f : M →M que preserva la forma simple´ctica, esto es,
f∗(ω) = ω. (2.9)
2Como el grupo especial ortogonal SO(2n) = O(2n) ∩ SL(2n,R) es la componente conexa de O(2n) que
contiene al elemento neutro I2n, los a´lgebras de Lie asociados a estos dos grupos coinciden.
3Ma´s au´n, el espacio de observables se puede estructurar como un a´lgebra de Lie-Jordan-Banach (ve´ase
cualquiera de las Refs. [5, 9, 11, 22]).
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De nuevo, el conjunto de simplectomorfismos de una variedad (M,ω) forma un grupo respecto
a la composicio´n de funciones, esta vez de dimensio´n infinita. Pueden obtenerse a partir del
flujo de los campos vectoriales localmente hamiltonianos
X ∈ X(M) t.q. LX(ω) = 0, (2.10)
que forman un suba´lgebra de Lie de (X(M), [·, ·]).
Los grupos de isometr´ıas y –sobre todo– el de simplectomorfismos de una variedad de Ka¨hler
pueden ser complicados; pero en el caso mecano-cua´ntico tambie´n es necesario preservar la es-
tructura lineal del espacio de estados. No´tese que cuando un endomorfismo lineal de R2n viene
dado por la matriz A en la base cano´nica, entonces dicho endomorfismo es un difeomorfismo si
y so´lo si A es regular, es decir, A ∈ GL(2n,R). Como en esta misma base los tensores me´trico
y simple´ctico vienen representados por las matrices I2n y W (Ecs. (1.16) y (1.18)) respectiva-
mente, y el jacobiano de la aplicacio´n lineal en cada punto vuelve a ser A, las Ecuaciones (2.7)
y (2.9) vienen dadas por
AT I2nA = I2n y A
TWA = W. (2.11)
Vemos por tanto que el grupo de isometr´ıas lineales en MQ es O(2n), y el grupo de simplec-
tomorfismos lineales es Sp(2n). Como adema´s basta que se conserven el tensor me´trico y la
forma simple´ctica para que tambie´n se conserve el tensor de estructura compleja compatible,
concluimos que el grupo que codifica la geometr´ıa cua´ntica es O(2n) ∩ Sp(2n).
Por otra parte, viendo el espacio de estados como una variedad compleja, es bien sabido que las
u´nicas transformaciones lineales de Cn que preservan su producto escalar (y por tanto el tensor
holomorfo h), componen U(n). Esto no entra en conflicto con lo anterior, puesto que los existe
un isomorfismo de grupos de Lie que los relaciona, esto es, un difeomorfismo que preserva el
producto en los grupos. Dicho isomorfismo viene dado por la relacio´n biun´ıvoca
U(n) O(2n) ∩ Sp(2n)
U 7−→
(
Re U −Im U
Im U Re U
)







donde los bloques Re U e Im U denotan las matrices de M(n,R) formados a partir de las partes
real e imaginaria de la cada una de las entradas de la matriz U . Con lo que identificamos los dos
grupos de Lie U(n) ∼= O(2n) ∩ Sp(2n) con el grupo de transformaciones en meca´nica cua´ntica.
2.3. Evolucio´n dina´mica de un sistema cua´ntico sobre su grupo
La evolucio´n dina´mica de un sistema cua´ntico se puede entender como una transformacio´n del
sistema U(t1, t0) ∈ U(n) de un instante t0 a otro t1 (t0, t1 ∈ R). Naturalmente, esta evolucio´n
t0 → t1 se puede entender como la composicio´n de dos evoluciones t0 → t2 → t1, es decir,
U(t1, t0) = U(t1, t2)U(t2, t0) ∀t0, t1, t2 ∈ R. (2.13)
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No´tese que ni t1 tiene porque´ ser mayor que t0, ni t2 tiene que ser un instante intermedio.
4 Por
lo tanto, esta relacio´n implica que
U(t, t) = In ∧ U(t0, t1) = U−1(t1, t0) ∀t, t0, t1 ∈ R. (2.14)




U(t, t0) = l´ım
δ→0











U(t+ δ, t)− In
δ
)
U(t, t0) con U(t0, t0) = In.
(2.15)
El l´ımite entre pare´ntesis es una matriz dependiente de t que, segu´n el Lema 2.1.4, debe perte-
necer al a´lgebra de Lie asociada al grupo, u(n). Esto resulta fa´cil de comprobar:(
l´ım
δ→0










U−1(t+ δ, t) U (t+ δ, t)





In − U (t+ δ, t)
δ
=
= U−1(t, t) l´ım
δ→0















Por la relacio´n que guarda el a´lgebra u(n) con Herm Cn, dada por la aplicacio´n α (Ec. (2.5)),











U (t+ δ, t) −In
δ
(2.17)
que determina la evolucio´n del sistema. Dicho observable H ∈ Herm Cn se conoce como el ope-
rador hamiltoniano del sistema, y su valor esperado 〈H〉ψ da cuenta de la energ´ıa del sistema.
Denotando abreviadamente U(t) ≡ U(t, t0) y usando el operador hamiltoniano, la Ec. (2.15) se
reescribe dando lugar a la ecuacio´n maestra que define la evolucio´n dina´mica del sistema:
d
dt
U(t) = −iH(t)U(t) U(t0) = In (2.18)
En los siguientes cap´ıtulos, trabajaremos directamente con esta ecuacio´n para integrar la
dina´mica del sistema. La evolucio´n dina´mica as´ı obtenida, podra´ ser trasladada a los distintos
formalismos mediante las acciones del grupo unitario (Ape´ndice A).
4Tambie´n existen modelos matema´ticos para sistemas cua´nticos “sin memoria” (sistemas markovianos), que
s´ı precisan de la condicio´n t0 ≤ t1 ≤ t2. Aqu´ı no discutiremos este tipo de sistemas; para una discusio´n sobre
e´stos ve´ase por ejemplo Ref. [11], pp. 8-10.
Cap´ıtulo 3
Integradores nume´ricos unitarios
La inmensa mayor´ıa de ecuaciones diferenciales que aparecen al estudiar la dina´mica de un
sistema f´ısico tienen soluciones no anal´ıticas, por lo que resulta imprescindible el uso de in-
tegradores nume´ricos para obtener soluciones aproximadas. De entre e´stos, los integradores
geome´tricos son aquellos capaces de preservar el comportamiento asinto´tico o los invariantes
bajo el flujo de la solucio´n exacta. Mientras que el objetivo al crear un integrador nume´rico es
minimizar el error de la solucio´n aproximada, la ventaja de un integrador geome´trico es que
sus soluciones aproximadas tienen el mismo comportamiento cualitativo (Ref. [26]).
En particular, los integradores simple´cticos o integradores cano´nicos han sido muy estudiados
recientemente (Refs. [17, 21, 23, 24]) por su capacidad de preservar la geometr´ıa de los sistemas
dina´micos hamiltonianos. Aunque se ha encontrado una amplia variedad de distintos me´todos
con este fin, nosotros nos centraremos en los me´todos de Runge-Kutta, por ser los ma´s cla´sicos y
manejables. Una amplia introduccio´n a los me´todos de Runge-Kutta (RK) y de Gauss-Legendre
Runge-Kutta (Gauss RK) puede verse en el Ape´ndice B.
Al final del cap´ıtulo, podremos apoyarnos en los algoritmos simple´cticos para encontrar una
familia de integradores unitarios.
3.1. Integradores simple´cticos
El estudio de integradores simple´cticos surge como la aplicacio´n de integradores geome´tricos a
los sistemas hamiltonianos.
Definicio´n 3.1.1. Un sistema de ecuaciones diferenciales ordinarias se dice sistema hamil-
toniano si existe una funcio´n de clase C (2(Ω), llamada hamiltoniano del sistema1
H : Ω ⊆ R2n −→ R
(q, p) 7−→ H(q, p) con Ω abierto, (3.1)





















1En esta seccio´n, trabajamos por simplicidad con sistemas hamiltonianos independientes del tiempo
(∂tH(q, p) = 0). Sin embargo no hay pe´rdida de generalidad en esto, porque la dependencia temporal en t
se puede introducir como una de las componentes de q, complementa´ndose con una variable auxiliar u entre las
componentes de p (ve´ase Ref. [1]).
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Los sistemas hamiltonianos encuentran su principal aplicacio´n en la dina´mica cla´sica. Y su
relacio´n con la geometr´ıa simple´ctica es que, en una variedad simple´ctica, las curvas integra-
les correspondientes a campos hamiltonianos (un suba´lgebra de Lie de los campos vectoriales
localmente hamiltonianos, Ec. (2.10)) satisfacen en coordenadas cano´nicas las ecuaciones de
Hamilton (3.2).
Definicio´n 3.1.2. Una transformacio´n cano´nica es un cambio de coordenadas cano´nicas, es
decir, un difeomorfismo (q, p) 7→ (Q,P ) que transforma Ecs. (3.2) en otro sistema hamiltoniano,
independientemente de cua´l sea el hamiltoniano H de partida.
En R2, queda bien definida la forma simple´ctica
ω = dq ∧ dp = dq1 ∧ dp1 + . . . dqn ∧ dpn, (3.3)
que permite caracterizar a las transformaciones cano´nicas como los simplectomorfismos que
la preservan (dq ∧ dp = dQ ∧ dP ). En otras palabras, una transformacio´n es cano´nica si su
jacobiano, evaluado en cada punto, pertenece al grupo simple´ctico Sp(2n).
Un me´todo de RK es un integrador simple´ctico si cada iteracio´n del me´todo aplicado a un
sistema hamiltoniano es una transformacio´n cano´nica. El siguiente teorema caracteriza a los
algoritmos RK simple´cticos.
Teorema 3.1.3. El me´todo Runge-Kutta que define la tabla de Butcher (B.4), aplicado a un
sistema hamiltoniano como (3.2), es un integrador simple´ctico si todos los coeficientes
mij := biaij + bjaji − bibj (i, j = 1, 2, ..., s) (3.4)
se anulan.
Demostracio´n. Sean (q, p) las coordenadas en un cierto instante t ∈ R y (Q,P ) las coordenadas
transformadas mediante el me´todo RK, que aproximan la solucio´n del sistema en un instante
posterior t+ h. Entonces (Q,P ) vienen dadas por
Q = q + h
s∑
i=1












Yi = q + h
s∑
j=1




A partir de estas relaciones, se tiene
dQ ∧ dP = dq ∧ dp+ h
s∑
i=1
bi(dki ∧ dp+ dq ∧ dli) + h2
s∑
i,j=1
bibjdki ∧ dlj (3.8)
y se tiene
dYi ∧ dli = dq ∧ dli + h
s∑
j=1
aijdkj ∧ dli dki ∧ dZi = dki ∧ dp+ h
s∑
j=1
aijdki ∧ dlj . (3.9)
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(bibj − biaij − bjaji)dki∧dlj , (3.10)
o lo que es lo mismo,
dQ ∧ dP − dq ∧ dp = h
s∑
i=1
bi(dki ∧ dZi + dYi ∧ dli)− h2
s∑
i,j=1
mijdki ∧ dlj . (3.11)
Sin embargo, cada sumando que acompan˜a a h,
dki ∧ dZi + dYi ∧ dli = ∂
2H
∂p∂q
(Yi, Zi)dYi ∧ dZi + ∂
2H
(∂p)2




(Yi, Zi)dYi ∧ dYi − ∂
2H
∂q∂p
(Yi, Zi)dYi ∧ dZi,
(3.12)
se anula por la antisimetr´ıa del producto exterior y porque las derivadas parciales cruzadas de
H ∈ C (2(Ω) coinciden. As´ı, tenemos que la variacio´n de la forma simple´ctica es cuadra´tica en
h,
dQ ∧ dP − dq ∧ dp = −h2
s∑
i,j=1
mijdki ∧ dlj , (3.13)
y que no var´ıa en absoluto si mij = 0 ∀i, j ∈ {1, 2, ..., s}.
En particular, como los me´todos de Gauss RK cumplen esta condicio´n (ve´ase p.e. Teorema 4.6
de Ref. [10]), son integradores simple´cticos.
3.2. Integradores unitarios




U(t) = −iH(t)U(t) U(t0) = In, (3.14)
donde U(t) ∈ U(n) y H(t) ∈ Herm Cn. En este apartado, nos centramos en encontrar integra-
dores apropiados para esta ecuacio´n. No´tese que, como la ecuacio´n diferencial es lineal, cada
iteracio´n de un me´todo Runge-Kutta (B.4) supone una transformacio´n tambie´n lineal de Un en
Un+1 = Un + h
s∑
i=1
biki =: ΦnUn (3.15)
debido a que las (esta vez) matrices ki se obtienen del sistema de ecuaciones linealeski = −iH(tn + hci)[Un +
s∑
j=1
aijkj ] (i = 1, ..., s). (3.16)
As´ı, la matriz de transferencia Φn es la matriz que define la transformacio´n lineal que supone
la n-e´sima iteracio´n del me´todo. Cuando Un ∈ U(n), el resultado Un+1 de aplicar el me´todo
seguira´ siendo una matriz unitaria si y so´lo si Φn es unitaria. Diremos por tanto que un me´todo
RK es unitario, cuando al aplicarse a ecuaciones diferenciales de este tipo siempre resulta en
matrices de transferencia unitarias.
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No´tese que para el caso ma´s sencillo, en que U(t) ∈ U(1) es un nu´mero complejo de mo´dulo
1 y H ∈ Herm C1 es una constante real, recuperamos el PVI test (B.5). As´ı, la matriz de
transferencia viene dada en este caso por φ(ihH) donde φ(z) es la funcio´n meromorfa definida
en Ec. (B.6), y la transferencia sera´ unitaria si y so´lo si |φ(ihH)| = 1. Por tanto, una condicio´n
necesaria para que un algoritmo RK sea unitario, es que
|φ(z)| = 1 ∀z ∈ C t.q. Re z = 0. (3.17)
Esta condicio´n permite descartar como integradores unitarios a los me´todos RK expl´ıcitos,
como el Me´todo de Euler o el Me´todo RK de orden 4 (ve´ase su regio´n de estabilidad en la
Tabla B.1), pero no a otros me´todos A-estables como la regla del trapecio o los me´todos de
Gauss RK.
Teorema 3.2.1. Los me´todos de Gauss-Legendre Runge-Kutta son integradores unitarios.




Im H(t) Re H(t)
−Re H(t) Im H(t) 02n
02n
−Im HT (t) Re HT (t)
−Re HT (t) −Im HT (t)




) Im H(t) Re H(t)−Re H(t) Im H(t) 02n
02n
−Im HT (t) Re HT (t)
−Re HT (t) −Im HT (t)
+
+
 Im HT (t) −Re HT (t)Re HT (t) Im HT (t) 02n
02n
−Im H(t) −Re H(t)








−Im HT (t) Re HT (t)
−Re HT (t) −Im HT (t)
−Im H(t) −Re H(t)
Re H(t) −Im H(t) 02n
)
+
 02n Im HT (t) −Re HT (t)Re HT (t) Im HT (t)
Im H(t) Re H(t)
−Re H(t) Im H(t) 02n
 = 04n,
(3.19)
tenemos que A(t) ∈ sp(4n). Por el Lema 2.1.4, el PVI
d
dt
B(t) = A(t)B(t) B(t0) = I4n (3.20)
tiene una solucio´n simple´ctica B(t) ∈ Sp(4n). Pero notemos que como H(t) es hermı´tico,
Re H(t) = Re HT (t) e Im H(t) = −Im HT (t), por lo que en realidad los dos bloques 2n×2n en
la diagonal de A(t) son iguales. As´ı, al aplicar un algoritmo de Gauss RK a la ecuacio´n anterior,
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Im H(t) Re H(t)




Im HT (t) −Re HT (t)








−Re H(t) Im H(t)




Re H(t) −Im H(t)




por lo que estos bloques de A(t) tambie´n definen un sistema simple´ctico, para el cual Φn es
la matriz de transferencia. De nuevo, por ser simple´cticos los me´todos de Gauss RK, se tiene
que Φn ∈ Sp(2n). Por ser ortogonal y simple´ctica, Φn es isomorfa por (2.12) a una matriz
unitaria.
En Ref. [19], adema´s se esta demostracio´n, se prueba que los me´todos de Gauss RK son de
hecho los u´nicos me´todos Runge-Kutta unitarios. Adema´s, tambie´n se generaliza este resultado
al caso en el que Ec. (3.14) pierde la linealidad permitiendo que el hamiltoniano H ≡ H(t, U)
dependa de t y U .
Cap´ıtulo 4






Figura 4.1: Diagrama de
niveles de un qubit some-
tido a radiacio´n electro-
magne´tica.
Este cap´ıtulo es una aplicacio´n pra´ctica de los anteriores. En
computacio´n cua´ntica, un modelo sencillo (y sin embargo no in-
tegrable, pero muy usado) es un modelo semicla´sico de interac-
cio´n luz-materia. En este sistema, la materia (ya sea una mole´cu-
la vibrando en el seno de un gas, electrones orbitando en torno
a un a´tomo, o un punto cua´ntico1) se modeliza como un sis-
tema cua´ntico de dos estados: su estado fundamental |0〉 y el
primer estado excitado |1〉.2 La luz sin embargo, se trata de
manera cla´sica3 como una onda electromagne´tica armo´nica pla-
na, que interactu´a con la materia a trave´s de su campo ele´ctri-
co.





Ωσz + λ cos(ωt)σx, (4.1)
donde Ω es el salto energe´tico del qubit entre el nivel fundamental y el excitado, λ es la cons-
tante de acoplo entre el qubit y la onda electromagne´tica, ω es la frecuencia angular de la onda
(Ω, ω, λ ∈ R+) y σz, σx denotan las respectivas matrices de Pauli (Ec. (1.31)).
Este hamiltoniano esta´ compuesto por dos te´rminos
H(t) = H0 +Hint(t) H0 =
1
2
Ωσz ∧ Hint(t) = λ cos(ωt)σx, (4.2)
que se corresponden con el hamiltoniano H0 del qubit cuando e´ste evoluciona libremente y el
hamiltoniano Hint(t) de interaccio´n con la onda electromagne´tica. En particular, la evolucio´n
1Los puntos cua´nticos o “quantum-dots” son nanoestructuras creadas artificialmente, generalmente con el fin
de servir de qubits en computacio´n cua´ntica.
2En la pra´ctica, casi todos los sistemas cua´nticos tienen infinitos estados energe´ticos; sin embargo, s´ı es comu´n
encontrar sistemas en los que el segundo, tercer y sucesivos estados excitados sean demasiado energe´ticos como
para ser alcanzados con la energ´ıa proporcionada por la luz incidente. Para estos sistemas este modelo supone
una buena aproximacio´n.
3Para conocer co´mo cambia este modelo al tratar a la luz de manera cua´ntica, ve´ase Ref. [13].
4El sistema de unidades se escoge de manera que las constantes universales tengan valor igual a 1 (c = ~ =
G = ke = kB = 1). Por ello, no debera´ resultarle extran˜o al lector si a lo largo del cap´ıtulo tratamos a energ´ıas E
como frecuencias angulares ω o viceversa, ya que ambas vienen identificadas por la relacio´n de Planck-Einstein
E = ~ω.
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dina´mica (Ec. 2.18) del sistema desacoplado resulta fa´cil de calcular:
d
dt










Podemos usar la matriz U0(t) para hacer un cambio de variable
U(t) = U0(t)V (t) (4.4)
con el que poder simplificar la ecuacio´n diferencial Ec. 2.18 del sistema acoplado,










V (t) = −iU †0(t)Hint(t)U0(t)V (t) = −iH˜(t)V (t).
(4.5)
La nueva variable V (t) da cuenta de cua´nto difiere la solucio´n del sistema cuando interactu´a con
la onda electromagne´tica a cuando evoluciona libremente, y vemos que su evolucio´n dina´mica
d
dt
V (t) = −iH˜(t)V (t) V (0) = I2 (4.6)
viene dada por el hamiltoniano






Para el caso ω = Ω = 0, la solucio´n del sistema es V (t) = cos(λt)I2− i sen(λt)σx. Esta solucio´n
armo´nica –conocida como oscilaciones de Rabi– es muy importante en computacio´n cua´ntica,5
donde se utiliza para pasar el sistema del estado fundamental al excitado o viceversa en un
intervalo de tiempo ∆t = pi/(2λ) (ve´ase Fig. 4.3).
En el resto de casos, nos vemos obligados a recurrir a los algoritmos nume´ricos desarrollados en
el Cap´ıtulo 3 para estudiar la evolucio´n dina´mica del sistema. En Fig. 4.2, representamos cuatro
ejemplos de la dina´mica sobre la esfera de Bloch: el caso 4.2.(a) se corresponde con oscilaciones
de Rabi; 4.2.(b) es otro caso en el que tambie´n se produce resonancia (Ω = ω) entre el qubit y
la luz incidente; en 4.2.(c) la onda electromagne´tica introduce demasiada energ´ıa en el sistema
(Ω > ω), provocando una trayectoria muy irregular; y en 4.2.(d) la onda es demasiado poco
energe´tica (ω < Ω) como para ayudar a salvar el desnivel energe´tico del qubit, as´ı que el sistema
no se distancia del estado fundamental. En cualquier caso, no se puede excitar totalmente el
qubit sin un haz de luz resonante.













Tabla 4.1: Matrices de transferencia generadas por el me´todo de Euler (no unitaria) y el me´todo de
Gauss RK de orden 2 (unitaria), aplicados a la Ecuacio´n (4.6).
El me´todo nume´rico que hemos usado para estas simulaciones es el de Gauss Runge-Kutta
de orden 2. Gracias a que el me´todo es unitario, las trayectorias nume´ricas no abandonan la
5En realidad, en la pra´ctica el para´metro de control suele ser λ ya que depende, entre otras, de la intensidad
de la luz a la que se somete el qubit ; por lo que las oscilaciones de Rabi se generan elevando mucho este para´metro
hasta que λ Ω, ω.
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superficie de la esfera de Bloch (ve´ase Sec. A.5). En la Tabla 4.1, se presentan las matrices de
transferencia debidas a este me´todo y –para comparar– al me´todo de Euler, que es expl´ıcito y








Ω = ω = 0 λ = 1
Ω = ω = 5 λ = 1
Ω = 2 ω = λ = 1
Ω = 10 ω = 5 λ = 1
a) b) c) d)
Figura 4.2: Trayectorias sobre la esfera de Bloch del sistema (4.6) bajo distintos valores de los para´me-
tros Ω, ω, λ ∈ R+ y partiendo del estado fundamental |0〉. Simulacio´n realizada con el me´todo de Gauss
RK de orden 2 y paso de iteracio´n h = 0,01.
Para finalizar, veamos las ventajas que ofrece trabajar con un me´todo nume´rico unitario frente
a otros me´todos de Runge-Kutta. En la Figura 4.3, mostramos –en funcio´n del tiempo t de
evolucio´n del sistema– la probabilidad Pr0−1(t) de que el qubit se excite tras haber partido del
estado fundamental |0〉. Esta probabilidad se puede obtener como el valor esperado (Ec. (1.3))
del proyector ortogonal |1〉 〈1| que define el estado excitado:
Pr0−1(t) =
〈0|V †(t) |1〉 〈1|V (t) |0〉
〈0|V †(t)V (t) |0〉 = |〈1|V (t) |0〉|
2
. (4.8)
Sobre la gra´fica, se han dibujado las soluciones nume´ricas obtenidas con los me´todos de Euler y
Gauss RK de orden 2. Se puede observar que, pese a ser dos me´todos RK con el mismo nu´mero
de pasos (s = 1), el me´todo de Gauss RK logra aproximar mejor el sistema, ya que tiene un
orden mayor. Pero adema´s, la solucio´n calculada con el me´todo de Euler acaba dando lugar a
probabilidades mayores que 1, lo que ejemplifica claramente las consecuencias que puede tener















Figura 4.3: Probabilidad de excitacio´n Pr0·1(t) de un qubit que parte del estado |0〉 y evoluciona durante
un tiempo t produciendo oscilaciones de Rabi (Ω = ω = 0). En l´ınea naranja discontinua se muestra la
solucio´n simulada mediante el me´todo de Euler, y en rojo discontinuo la simulada mediante el me´todo de
Gauss RK de orden 2, ambas con un paso de iteracio´n h = (100λ)−1. Superponie´ndose a la simulacio´n
de Gauss RK, se ha mostrado en negro la solucio´n exacta Pr0·1(t) = sin2(λt).
Lo que en el fondo sucede, es que mientras que los me´todos unitarios no sacan la solucio´n
simulada de la superficie de la esfera de Bloch, los me´todos no unitarios s´ı. Para ilustrar esto,
en la Figura 4.4 hemos mostrado la evolucio´n de dos magnitudes relacionadas con la matriz de
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densidad ρ(t) = V (t) |0〉 〈0|V †(t) del sistema (ve´anse los Apartados A.4 y A.5). La primera, es









~x · ~σ = ρ, (4.9)
que deber´ıa ser tambie´n uno, esta vez por ser ρ(t) ∈ D1(C2). Vemos que sin embargo las si-
mulaciones so´lo respetan estas caracter´ısticas del sistema cua´ntico cuando se ejecutan usando
me´todos unitarios. En concreto, mientras que el me´todo de Euler aumenta estas cantidades, el
me´todo de Runge-Kutta de cuarto orden las reduce. Para este u´ltimo, hemos usado un paso
de iteracio´n mucho ma´s grande para poder apreciar el error que este me´todo de alto orden
introduce en el sistema.
0 5 10 15 20 25 30
t















Figura 4.4: Simulaciones de la traza Trρ(t) y pureza Trρ2(t) asociadas a la matriz de densidad del
sistema, cuando parte del estado fundamental y se somete a oscilaciones de Rabi (Ω = ω = 0, λ = 1)
durante un tiempo t. En naranja, la simulacio´n obtenida mediante el me´todo de Euler con un paso de
iteracio´n h = 0,01; en rojo, la obtenida mediante el me´todo de Gauss RK de orden 2 y paso h = 0,01; y
en azul, la obtenida mediante el me´todo RK de orden 4 y paso h = 1.
6Esta condicio´n tiene su razo´n de ser en la interpretacio´n probabil´ıstica de la meca´nica cua´ntica: del mismo
modo que la probabilidad de encontrar al qubit en el estado excitado se calcula como 〈|1〉 〈1|〉ρ (siendo ρ la matriz
de densidad que define el estado del sistema), la probabilidad del suceso seguro se calcula como 〈I2〉ρ; por lo
tanto 1 = Tr(ρI2) = Trρ.
Conclusiones
En este trabajo hemos formulado la meca´nica cua´ntica en te´rminos geome´tricos, estructurando
el espacio de estados del formalismo de Schro¨dinger como una variedad de Ka¨hler. Esta geo-
metrizacio´n nos ha ayudado a identificar el grupo de transformaciones mecano-cua´nticas con
el grupo unitario U(n) (en el caso de dimensio´n compleja n). Este grupo de Lie, que condensa
toda la geometr´ıa cua´ntica, ha probado ser u´til en muchos aspectos:
• Primero, permite ver si dos formulaciones distintas son equivalentes analizando si sus
grupos de transformaciones son isomorfos. En nuestro caso, comproba´bamos que la for-
mulacio´n de la f´ısica cua´ntica en te´rminos de una variedad de Ka¨hler real y compleja
coinciden, dando el isomorfismo O(2n) ∩ Sp(2n) ∼= U(n).
• Segundo, permite encontrar de manera natural la evolucio´n dina´mica del sistema a partir
de un elemento del a´lgebra de Lie asociada al grupo. En nuestro caso, dicho elemento es
−iH donde H es el operador hamiltoniano.
• Tercero, permite relacionar las distintas ima´genes o formalismos de la teor´ıa con las dis-
tintas representaciones del grupo. Ejemplos de esto son la asociacio´n entre la imagen de
Schro¨dinger y la representacio´n natural del grupo unitario, entre la imagen de Heisenberg
y la representacio´n adjunta, o el formalismo de matrices de densidad de von Neumann y
la representacio´n coadjunta.
• Cuarto, el grupo supone un soporte matema´tico apropiado para aplicar integradores
nume´ricos que adema´s, si respetan la estructura del grupo, son integradores geome´tri-
cos pues respetan la geometr´ıa tras la teor´ıa.
En relacio´n a este u´ltimo aspecto, tambie´n hemos podido identificar a los me´todos de Gauss
RK como la u´nica familia de integradores de tipo Runge-Kuta unitarios. Una cuestio´n abier-
ta que dejamos para futuras investigaciones, es si existen otro tipo de me´todos, ma´s alla´ de
los me´todos RK, que tambie´n sean unitarios. Una respuesta parcial a esta pregunta se da en
Ref. [19], donde tambie´n prueban que no existen me´todos lineales multipaso unitarios. Sin em-
bargo, se han descubierto muchos otros tipos de integradores simple´cticos (Ref. [17]) que, por
ser precisamente simple´cticos, son buenos candidatos a ser unitarios.
Otra cuestio´n abierta, es si se pueden generalizar todos nuestros resultados al caso de que el
espacio de Hilbert H sobre el que se postula la meca´nica cua´ntica tenga dimensio´n infinita.
En ese caso, la topolog´ıa –de la cual no hemos hablado, aunque siempre ha estado presente
a trave´s de la definicio´n de variedad diferenciable– adquiere un papel ma´s activo en la teor´ıa.
Por ejemplo, el espacio de operadores se puede dotar de la topolog´ıa uniforme, la topolog´ıa
fuerte, la de´bil, etc. Aunque en dimensio´n finita son todas equivalentes, un buen paso hacia la
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