We examine trends in the wavevectors and form-factors of charge density wave instabilities of threeband models of the underdoped cuprates. For instabilities from a high temperature state with a large Fermi surface, we extend a study by Bulut et al. (Phys. Rev. B 88, 155132 (2013)) to include a direct antiferromagnetic exchange coupling between the Cu sites. As in previous work, we invariably find that the primary instability has a diagonal wavevector (±Q 0 , ±Q 0 ) and a d-form factor. The experimentally observed wavevectors along the principal axes (±Q 0 , 0), (0, ±Q 0 ) have higher energy, and their form factor is found to be predominantly d. Next, we gap out the Fermi surface in the anti-nodal regions of the Brillouin zone by including static, long-range antiferromagnetic order at the wavevector (π, π):
I. INTRODUCTION
A number of recent scanning tunneling microscopy (STM) and X-ray scattering experiments have provided interesting new information on the microstructure of the charge order at wavevectors (±Q 0 , 0), (0, ±Q 0 ) in the hole-doped cuprates (here Q 0 ranges between 2π/3 and 2π/4). The STM observations by Fujita et al. [1] on Bi 2 Sr 2 CaCu 2 O 8+x and Ca 2−x Na x CuO 2 Cl 2 yield direct phasesensitive evidence of a dominant d-form factor density wave. Comin et al. [2] performed X-ray scattering off the Cu sites in YBa 2 Cu 3 O 6+y ; interpretation of their results require a model of the density wave distribution around the Cu sites, and this model yields the best fit with a significant d-form factor. In contrast, in the La-based superconductor La 1.875 Ba 0.125 CuO 4 , Achkar et al. [3] performed X-ray scattering off the O sites, and their results are directly interpreted in terms of a dominant s form factor. In this context, it will be important for our purposes to note that the La-based superconductors, with the s form factor, have long-range incommensurate magnetic order at low temperatures, while the other superconductors do not.
On the theoretical side, a number of recent studies have investigated density wave instabilities with form factors carrying non-zero angular momentum . It is important to note that in our discussion form factors are defined using the expression c † iα c jα = Q k P Q (k)e ik·(r i −r j ) e iQ·(r i +r j )/2 (1) for the case of a single-band model (with generalizations to multi-band models to be discussed below); here c iα annihilates an electron with spin α on the Cu site i, Q is the ordering wavevector, and P Q (k) is the form factor. The form factor is required to obey P A number of proposals have been made to resolve the disagreement between theory and experiment in the orientation of wavevector [13, 16, 18, 23] . In particular, Atkinson et al. [23] have argued that it is important to examine the charge ordering instabilities of a Fermi surface with pre-existing 'pseudogap', and not of the large Fermi surface. They proposed to induce an analog of the pseudogap by imposing commensurate antiferromagnetic order at the wavevector (π, π) on the parent state; from this parent state they found that the optimal charge-ordering wavevector was indeed similar to the experimentally observed values of (±Q 0 , 0), (0, ±Q 0 ) along the principal axes. In reality, there is no antiferromagnetic order in the parent state of the hole-doped superconductors, but such a 'renormalized classical' approach may be justified if the antiferromagnetic correlation length is large enough [26] . We will also take such a model of the pseudogap in the present paper, extended to our 3-band model with a bare Cu-Cu exchange interaction. Our analysis, presented in Section III, will also allow for the mixing present between the charge order at Q and spin density wave order at Q + (π, π), and diagonalize the eigenmodes in the full charge-spin space. Our computations also find that the optimal charge ordering wavevector is close to the experimentally observed values of (±Q 0 , 0), (0, ±Q 0 ) along the principal axes. Another that the presence of antiferromagnetic order decreases the magnitude of the d-form factor; this trend is consistent with recent observation of a dominant s form factor in the hole-doped cuprate with magnetic order, La 1.875 Ba 0.125 CuO 4 [3] . A weakness of the above antiferromagnetic model of the pseudogap is, of course, that the antiferromagnetic correlation length is actually quite short in the hole-doped cuprates. This suggests that one should include quantum spin fluctuations more fully, and account better for 'spin liquid' physics. The computation described above can be regarded as one limiting case where the spin fluctuations are presumed to be fully thermal and classical. The opposite limiting case is one where the spin fluctuations are fully quantum, and the pseudogap is due to a spin liquid background: such a perspective was taken in a separate paper [18] , which finds a predominant d-form factor and an optimal wavevector of (±Q 0 , 0), (0, ±Q 0 ) along the principal axes, both in agreement with experiments.
II. LARGE FERMI SURFACE
This section will examine the density wave instabilities of the 3-band model of the CuO 2 layers of the cuprates. Here we will start from a Fermi liquid ground state without any magnetic order.
We will work with the HamiltonianĤ
The hopping term is given by the 3-band model from Ref. 23 :
The parameters used in Ref. 23 are given in Table I . In Ref. 22 , the earlier paper, a similar hopping Hamiltonian was used. There, however, t We consider both Coulomb and exchange interactions. In real space, the Coulomb part is given by the sum of the onsite Hubbard terms,Ĥ h C , and the interorbital Coulomb interactions,Ĥ v C :
where the sums in the last two lines are over nearest-neighbors. We go beyond the previous work [22, 23] by also including a direct exchange term between the Cu atomŝ
where the sum is over nearest-neighbor interactions between Cu atoms in different unit cells. We transform this Hamiltonian to momentum space, and express the off-site interactions using a suitable set of basis functions in Appendix A.
Next, we extend the density wave order parameter defined in Eq.
(1) to the 3-band model. Accounting for the gauge choice given in Eq. (A1), we write
where there is no implied summation of µ and ν. The order parameter P µν Q (k) can be decomposed into the basis functions listed in Table III :
Hermiticity requires that P µν ij = P νµ ji * . It follows that in momentum space
Because of the Fourier definition in Eq. (A1), time reversal T acts on c µα (k) as
It follows that the order parameter transforms as
The action of T on the functions P l (Q) is summarized in Table IV in Appendix A.
A. Particle-hole interactions
This subsection will compute the particle-hole ladder diagrams associated with density wave instabilities, and find their eigenmodes as a function of the total momentum of the particle-hole pair.
Following Ref. [22] , we define an effective interaction for the charge channel as a sum between the exchange and direct interactions:
which corresponds to diagram (a) in Fig. 1 . The exchange part of the interaction is represented by the diagram (b) in Fig. 1 . We can write this in terms of the basis functions as
where
with the values given in Eq. (A6). The direct part of the interaction is associated with diagram (c) in Fig. 1 . We write it as 
Note that for l, m = 1, 2, 3, the basis functions φ l µν are indeed independent of k. In order to find the Green's functions, we must diagonalize the hopping Hamiltonian H(k):
where Λ µν (k) = δ µν E µ k gives the band energies and S(k) is a 3 × 3 matrix of eigenvectors. In the diagonal basis, the bare Green's function is (18) and so the Green's function in the orbital basis is
The total vertex Γ µµ ,νν (k, k , q) is denoted by the diagram (d) shown in Fig. 1 . It can be approximated by a generalized RPA (Bethe-Salpeter equation) scheme as
where the labels corresponds to those in diagram (e) in Fig. 1 . To simplify the expression, we define the polarizability to be
It follows that Eq. (20) can be reduced to a matrix equation:
The leading instability can be found by finding the minimum eigenvalues and corresponding eigenvectors of the matrix
B. Results
The lowest eigenvalues of the matrix in Eq. (24) are plotted in Table 2 for a range of parameters. The Q = Q m (1, 1) for Q m = 1.19381 point is very consistently the minimum over a wide range of parameters as shown in Figure 2 . Increasing either J or V pp both have the effect of decreasing the minimum eigenvalue. However, larger J tends to localize the minimum at Q m (1, 1) whereas larger V pp has the opposite effect. Some of the eigenvectors corresponding to both the diagonal and axial momenta are given in Table II . The d-wave character of the order parameter is somewhat harder to read off than in a one band model. As expected, for Q = Q m (1, 1), both the on-site Copper amplitude (l = 1) and the extended s-wave symmetry (l = 21) vanish. For all three vectors presented, the weight is split primarily between the l = 2, 3 (on-site Ox and Oy amplitudes) and the l = 20 (Cu-Cu d-form factor) basis vectors. Further, the l = 2 and l = 3 components are of the same order of magnitude and have opposite sign, indicating that these wave vectors are in fact primarily d-wave.
At Q = Q m (1, 0), the order parameter is similarly primarily d-wave in character, though the s and s components no longer vanish. As V pp is increased, however, the d-wave character increases.
Figs. 3 and 4 are visualizations of the amplitudes given by the order parameter P µν Q (k). They are generated by taking the functions listed in Table V and plotting a corresponding colour, whose intensity it weighted by the amplitude. Both with and without the ∼ cos Q · r envelope are shown for clarity. 
III. SMALL FERMI SURFACES WITH ANTIFERROMAGNETIC ORDER
We next consider the three band model in the presence of a staggered magnetic field pointing in thex-direction:Ĥ t =Ĥ t +Ĥ AF (25) In order to perform a self-consistent Hartree-Fock analysis, the fact that in addition to having a static antiferromagnetic moment on the copper atoms, the dx, dy, and xy bonds may carry one as well must be taken into consideration. It follows that the general extension to the hopping Hamiltonian in Eq. (3) iŝ
where K = (π, π). The sign of the interorbital correlations is the same as in the original hopping Hamiltonian (see Fig. 8 ). We transform this Hamiltonian to momentum space basis functions in Appendix B, and describe how the magnetic order parameters M d , M pd , M pp are computed in the Hartree-Fock theory.
The particle-hole T -matrix calculation in the presence of AF order is similar to the one presented in Section II A, though considerably more complicated due to spin-flip processes. The calculations are presented in Appendix C. We are primarily interested in the particle-hole spin singlet channel. In the presence of AF order in the x direction, the charge channel at wavevector Q will mix with the spin channel at wavevector Q + (π, π). With our AF order polarized along the x direction, this means that the particle-hole pair with total spin S = 0 mixes with the particle-hole pair with total spin S = 1 and spin component S x = 0. After accounting for the S x symmetry of the Hamiltonian, we can reduce the 92 × 92 matrix to a 46 × 46 one by concentrating solely on the S x = 0 channel. This analysis, as well as the basis functions used for the actual calculations, are presented in Appendix D. An additional inversion symmetry is present, but instead of being used to decrease the number of basis functions, we used it to check our results.
A. Results As is apparent from Fig. 5 , the minimal eigenvalues are consistently along the axes either at (±Q 1,2 , 0) and (0, ±Q 1,2 ), with Q 1 ≈ π/3 and Q 2 ≈ 2π/3. The orientation of the eigenvalue is therefore in accord with experiments. The global minimum is mostly at the wavevector Q 2 , which corresponds approximately to the distance between the tips of the hole pockets shown in the top row of Fig. 5 . In a few cases, there is also a well-formed minimum at Q 1 ; we do not have a correspondingly simple interpretation of Q 1 , but suspect that it is related to the incipient electron pocket near the antinodes, which is present at smaller magnetic order.
Turning to the form factors, recall our observation above the that the eigenmodes have components both in the S = 0 charge density wave at Q and in the S = 1 spin density wave at Q + (π, π). We show in Fig. 6 the relative weights of the S = 1 and S = 1 components at the wavevectors (Q 1 , 0) and (Q 2 , 0). Note that for most of the cases, the weight in the spin density wave component is actually dominant. This appears to be due to the proximity of the critical point where the antiferromagnetic order at (π, π) vanishes, and so the amplitude fluctuations in the Néel order are enhanced.
We focus on the spatial structure of the S = 0 component of the order parameter alone. This is because we expect that the S = 1 components will be averaged to zero when we average over orientational fluctuations of the Néel order induced by the non-zero temperature. The normalized components of the eigenvector projected into the S = 0 components are shown in Fig. 7 . The consistent trend in these plots, and one of our key results, is that increasing the magnetic order, M d , leads to a decrease in the d components and corresponding increases in the s components.
IV. CONCLUSIONS
This paper has analyzed charge ordering instabilities of 3-band models of the cuprates. Consistent with earlier results on related models, we find that starting from a metal with a large Fermi surface invariably leads, in the simplest RPA approximation, to charge-ordering along a 'diagonal' wavevector, which disagrees with experimental observations. However, as suggested in Ref. 23 , starting from a Fermi surface reconstructed by antiferromagnetic order leads to charge ordering along the principal axes, as is observed. We examined the form-factor of this ordering, and found that its d-wave character was suppressed as the strength of the magnetic order was increased. This trend is consistent with recent X-ray experimental observations of charge order in LBCO in Ref. 3 , which measured the ratio of s to d components on the O sites. Our results for these parameters are in Fig. 7 . The magnetically ordered LBCO compound has a much larger s /d ratio than that observed by STM in the non-magnetic compounds [1] .
The model of magnetic order used in the present paper is rather crude, and it would be interesting to extend the computations to more realistic models. We have assumed magnetic order at (π, π), whereas the magnetic order in LBCO is incommensurate. The magnetic order has been assumed to be static, but it would be interesting to examine the influence of a frequency-dependent Finally, we note that our renormalized classical treatment of magnetic order here is more appropriate for the electron-doped cuprates [26] . Interestingly, charge order has recently been observed in an electron-doped compound [27] with a wavevector which is close to the (±Q 1 , 0) wavevector found in our computations above. It would be interesting to measure the form factor of this ordering: the implication of our results here is that the s-form factor will be larger than in the hole-doped cuprates. begin by introducing the Fourier transforms
where R µ is the position within the unit cell of the µth orbital: R d = 0, R x = +x/2, and R y = +ŷ/2. The Coulomb terms becomê
and the copper-copper exchange interaction is given bŷ
These expressions may be simplified by writing them as a sum over the basis functions φ l µν (k) given in Table III . In this basis, the interaction Hamiltonian becomeŝ where the interaction parameters V l are given by
The action of time-reversal on the basis functions is summarized in Table IV .
Since the eigenvectors corresponding to the lowest eigenvalues are in general time-reversal preserving, we focus on this case. Table V summarizes the relationship between the real-space order parameter P µν ij and an eigenvector {P l (Q)}. Note that the amplitude is multiplied by the sign of the hopping term in the Hamiltonian corresponding to that bond has. Fig. 8 gives these signs and shows how these look on the lattice.
TABLE IV. The actions of time-reversal on the basis function coefficients {P l (k)}.
Appendix B: Basis functions with antiferromagnetic order
For the momentum space representation of the Hamiltonian in the presence of antiferromagnetic order in Eq. (26), we introduce a new electron operator ψ µσ :
Hence, we can writê The full hopping hamiltonian is noŵ where 
parameters V l are given by
and the Cu-Cu exchange interaction strength is simply
Appendix C: T -Matrix Solutions in the presence of AF order
The interaction vertex may be separated into an exchange and a direct part. It is given by
To take the different nontrivial spin behaviour into account, we will further separate both the exchange and direct vertices into a J = 0 and a J = 0 part.
Starting with the exchange vertex, we write X = X 1 + X J . The J = 0 part is given by
where X is a 23 × 23 diagonal matrix with elements equal to X 1 lm = δ lm V l given in Eq. (B10). The Cu-Cu exchange term is slightly more complicated, since it depends on the incoming and outgoing spin:
As above, we separate the direct part into a J = 0 and a J = 0 part:
The J = 0 part is given by
where W 1 (q) is the same 23 × 23 matrix that was used in the case without AFM: W 1 lm = 0 for l, m > 3 and for l, m ≤ 3 is given by
The Cu-Cu exchange part, W J (q), is given by
where W J (q) is a 23 × 23 matrix with elements
The total direct interaction may be written as
The Green's functions are given by diagonalizing the Hamiltonian:
where Λ ab (k) = δ ab E a k gives the band energies and S(k) is a 6×6 matrix of eigenvectors. The roman character indices "a" indicate the pair (µ, σ). In the diagonal basis, the bare Green's function is
and so the Green's function in the orbital basis is
The full interaction is given by With these definitions, we can define B in terms of a rotation matrix U and projector matrix P :
That is, (dropping the orbital and spin indices), we have
It follows that the interaction vertices defined in Section C may be rewritten as
Everything else is analogous save with 46 × 46 matrices instead of 92 × 92.
The Hamiltonian is additionally invariant under the transformation B : c µα (k) → η µν c να (−k), η µν = diag(1, −1, −1) .
(The η µν factor is due to the gauge choice of Eq. (A1)). Combined with complex conjugation, there are 24 invariant operators remaining, which are listed in with these operators, we instead work with those given in Tables VI and VII and afterwards ensure that all all eigenvectors satisfy this symmetry.
