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MA, LIAO, AND WU2701. INTRODUCTION
Recently, lattice differential equations have found a considerable amount
of interest and attracted many researchers. The reasons seem to be two-fold.
Practically, lattice differential equations have been proposed as models in
various contexts. Theoretically, many lattice differential equations can be
viewed as the discretization of reaction–diffusion equations along a lattice,
but have exhibited much more complicated and colorful dynamics. We refer
to the excellent survey papers of Chow and Mallet-Paret [2] for the detailed
account of the theory and applications of lattice differential equations.
Among the various important aspects of lattice differential equations is
the phenomenon of traveling wave solutions. There have been a few research
papers working on the existence of traveling wavefront solutions and
periodic traveling waves of systems of lattice differential equations (cf. [2, 6,
7, 23–25]), and it has been shown that the behavior of a system of lattice
differential equations can be remarkably different from its continuous
version. For example, it is well known that if a reaction–diffusion equation
has traveling wave front solutions for some value of the diffusion coefﬁcient
d; it does so for all values of d > 0; but the corresponding discrete version
does not have such a property (cf. [7]).
Evidently, time delay should be and has been taken into consideration in
many realistic models and some essential dynamic differences caused by time
delay have been observed. A few papers have also been devoted to the
existence of traveling wave solutions of lattice differential systems with delay
(cf. [19, 21, 26, 27]).
On the other hand, many authors have discussed the existence of traveling
plane wave solutions of some reaction–diffusion systems (cf. [8, 17]).
However, to the best of our knowledge, little has been done for the existence
of traveling plane wave solutions of planar lattice differential equations,
many of which can be viewed as the discretization of reaction–diffusion
equations deﬁned in a plane (cf. [11, 16, 18]).
The present paper is motivated by the recent work due to Wu and Zou
[22] and Zou [26]. Our main goal is to establish some existence results for
traveling plane wave solutions of planar lattice differential equations with
delay. The remainder of this paper is organized as follows. In Section 2, we
discuss the existence of traveling wave fronts of delayed systems of planar
lattice differential equations by using some ﬁxed point theorems. In Section
3, we consider periodic traveling wave solutions of delayed systems of planar
lattice differential equations from the Hopf bifurcation point of view. Newly
established Hopf bifurcation theory for mixed functional differential
equations by Erbe et al. [3] is applied to the corresponding wave equation
to obtain the global existence of slowly oscillatory spatially periodic wave
solutions. In particular, the obtained results will be applied to a model
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fronts and periodic traveling plane waves will be obtained.
2. TRAVELING WAVE FRONTS
In this section, we will investigate the existence of traveling wave fronts of
the inﬁnitely coupled system of delay differential equations as follows:
d
dt
um;nðtÞ ¼ f ððum;nÞtÞ þ D½gðum1;nðtÞÞ þ gðumþ1;nðtÞÞ
þ gðum;n1ðtÞÞ þ gðum;nþ1ðtÞÞ  4gðum;nðtÞÞ; ð2:1Þ
where m; n 2 Z; t 2 R; um;nðtÞ 2 R
N ; D ¼ diagðd1; d2; . . . ; dN Þ with di50; i ¼
1; . . . ;N ; g :RN ! RN and f : Cð½t; 0;RN Þ ! RN are continuous, and for
any continuous mapping u : ½t;A ! RN with A > 0 and any t 2 ½0;A; ut 2
Cð½t; 0;RN Þ is deﬁned by utðyÞ ¼ uðt þ yÞ; y 2 ½t; 0:
When t ¼ 0 and gðxÞ ¼ x; x 2 RN ; (2.1) becomes
d
dt
um;nðtÞ ¼ f ðum;nðtÞÞ þ D½um1;nðtÞ þ umþ1;nðtÞ þ um;n1ðtÞ
þ um;nþ1ðtÞ  4um;nðtÞ;
which can be viewed as the spatial discretization of the system of reaction–
diffusion equations deﬁned in a plane
@
@t
uðx; tÞ ¼ f ðuðx; tÞÞ þ DDuðx; tÞ:
In this section, we will use the usual notations for the standard ordering in
RN : That is, for u ¼ ðu1; . . . ; uN Þ
T and v ¼ ðv1; . . . ; vN Þ
T ; we denote u4v if
ui4vi; i ¼ 1; . . . ;N ; and u5v if u4v but u=v: In particular, we will denote
u
 v if u4v but ui=vi; i ¼ 1; . . . ;N : If u4v; we also denote ðu; v ¼ fw 2
RN : u5w4vg; ½u; vÞ ¼ fw 2 RN : u4w5vg: A mapping G :RN ! RN is said
to be nondecreasing if GðuÞ4GðvÞ holds for every u and v with u4v: For any
N  N matrix B; we denote by jjBjj the matrix norm induced by the
Euclidean norm j  j in RN :
A traveling plane wave solution of (2.1) is a solution of the form um;nðtÞ ¼
xðt  mc1  nc2Þ; where c1; c2 are nonnegative constants. Substituting
um;nðtÞ ¼ xðt  mc1  nc2Þ into (2.1), we ﬁnd that (2.1) has a traveling plane
wave solution if and only if the following wave equation:
d
dt
xðtÞ ¼ f ðxtÞ þ D½gðxðt þ c1ÞÞ þ gðxðt  c1ÞÞ
þ gðxðt þ c2ÞÞ þ gðxðt  c2ÞÞ  4gðxðtÞÞ ð2:2Þ
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plane wave solution of (2.1). If a proﬁle function x is nondecreasing and
satisﬁes the following asymptotic boundary condition:
lim
t!1
xðtÞ ¼ x; lim
t!1
xðtÞ ¼ xþ; ð2:3Þ
then the corresponding traveling plane wave solution is called a traveling
wavefront. Obviously, the existence of traveling wavefronts is equivalent
to the existence of solutions of the asymptotic boundary value problem
(2.2)–(2.3).
Without loss of generality, we assume x ¼ 0 and xþ ¼ K > 0: Then the
asymptotic boundary condition (2.3) takes the form
lim
t!1
xðtÞ ¼ 0; lim
t!1
xðtÞ ¼ K: ð2:4Þ
We will look for monotone solutions of (2.2) and (2.4). For convenience
of statement, we now make the following assumptions.
(HF1) f ð#0Þ ¼ f ð #KÞ ¼ 0; where #x denotes the constant mapping
x : ½t; 0 ! RN with the value x 2 RN ;
(HF2) g : ½0;K ! RN is continuously differentiable, monotonically
nondecreasing, gð0Þ ¼ 0 and n :¼ jjDgð0Þjj5jjDgðxÞjj for all x 2 ½0;K;
(HF3) There exists a matrix b ¼ diagðb1; . . . ; bN Þ with bi50 such that
f ðjÞ  f ðcÞ þ b½jð0Þ  cð0Þ54D½gðjð0ÞÞ  gðcð0ÞÞ
for any j;c 2 Cð½t; 0;RN Þ with 04cðsÞ4jðsÞ4K; s 2 ½t; 0:
We also denote by jj  jj the supremum norm in Cð½t; 0;RN Þ: We need the
following continuity assumption:
(HF4) There exists a constant L > 0 such that
jf ðjÞ  f ðcÞj4Ljj  cjj
for j;c 2 Cð½t; 0;RN Þ with 04jðsÞ; cðsÞ4K; s 2 ½t; 0:
Deﬁne the operator H : CðR;RN Þ ! CðR;RN Þ by
H ðjÞðtÞ ¼ f ðjtÞ þ bjðtÞ þ D½gðjðt  c1ÞÞ þ gðjðt þ c1ÞÞ
þ gðjðt  c2ÞÞ þ gðjðt þ c2ÞÞ  4gðjðtÞÞ;
j 2 CðR;RN Þ: ð2:5Þ
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C½0;KðR;R
N Þ ¼ fj 2 CðR;RN Þ: 04jðsÞ4K; s 2 Rg;
then we have the following
Lemma 2.1. Assume that ðHF 1Þ and ðHF 2Þ hold, then
ðiÞ 04H ðjÞðtÞ4bK; for j 2 C½0;KðR;R
N Þ;
ðiiÞ H ðjÞðtÞ is nondecreasing in t 2 R; if j 2 C½0;KðR;R
N Þ is nondecreas-
ing in t 2 R;
ðiiiÞ H ðcÞðtÞ4H ðjÞðtÞ for t 2 R; if j;c 2 C½0;KðR;R
N Þ are given so that
cðtÞ4jðtÞ for t 2 R:
Lemma 2.1 is easy to be veriﬁed and the proof will be omitted. Clearly,
with the above notations, (2.2) is equivalent to the following system of
ordinary differential equations:
x0ðtÞ ¼ bxðtÞ þ H ðxÞðtÞ; t 2 R: ð2:6Þ
Deﬁne the operator F : C½0;KðR;R
N Þ ! C½0;KðR;R
N Þ by
ðFjÞðtÞ ¼ ebt
Z t
1
ebsH ðjÞðsÞ ds ð2:7Þ
for j 2 C½0;KðR;R
N Þ:
It is easy to show that F : C½0;KðR;R
N Þ ! C½0;KðR;R
N Þ is a well-deﬁned
map and a ﬁxed point of F is a solution of (2.6). Furthermore, we have
Lemma 2.2. Assume that ðHF 1Þ and ðHF 2Þ hold, then
ðiÞ FjðtÞ is nondecreasing in R; if j 2 C½0;KðR;R
N Þ is nondecreasing in
t 2 R;
ðiiÞ FcðtÞ4FjðtÞ for t 2 R; if j;c 2 C½0;KðR;R
N Þ are given so that cðtÞ
4jðtÞ for t 2 R:
Proof. (ii) follows immediately from Lemma 2.1 (iii). To prove (i), let
t 2 R and s > 0 be given, then for any i ¼ 1; 2; . . . ;N ; we ﬁnd
ðFjÞiðt þ sÞ  ðFjÞiðtÞ
¼ ebiðtþsÞ
Z tþs
1
ebiyHiðjÞðyÞ dy ebit
Z t
1
ebiyHiðjÞðyÞ dy
MA, LIAO, AND WU274¼ ebit
Z t
1
ebiyðHiðjÞðyþ sÞ  HiðjÞðyÞÞ dy
50:
This completes the proof. ]
Without loss of generality, we assume bi > 0; i ¼ 1; . . . ;N : Let r > 0 be
such that r5min14i4N bi; and let
BrðR;R
N Þ ¼ j 2 CðR;RN Þ : sup
t2R
j ðtÞjerjtj51
 
; j jr ¼ sup
t2R
j ðtÞjerjtj:
Then it is easy to check that ðBrðR;R
N Þ; j  jrÞ is a Banach space.
Lemma 2.3. Assume that ðHF 1Þ–ðHF 4Þ hold, then F : C½0;KðR;RN Þ !
C½0;KðR;R
N Þ is continuous with respect to the norm j  jr in BrðR;R
N Þ:
Proof. Firstly, we claim that H : C½0;KðR;R
N Þ ! BrðR;R
N Þ is continuous.
In fact, for any fixed e > 0; take T > 0 such that
2LjK jerT5e: ð2:8Þ
Let d > 0 be such that
dmaxfLerðTþtÞ; jjbjj; 2njjDjjðerc1 þ erc2 þ 2Þg5e: ð2:9Þ
Then, if j;c 2 C½0;KðR;R
N Þ satisfy
j  cjr ¼ sup
t2R
j ðtÞ  cðtÞjerjtj5d;
from (2.9), we have
j ðtÞ  cðtÞj4derðTþtÞ5e=L; 8t 2 ½T  t; T :
Therefore, for t 2 ½T ; T ; by (2.9), we have
jH ðjÞðtÞ  H ðcÞðtÞjerjtj
4jf ðjtÞ  f ðctÞj þ jjbjj j ðtÞ  cðtÞje
rjtj
þ njjDjj ½j ðt  c1Þ  cðt  c1Þj þ j ðt þ c1Þ  cðt þ c1Þj
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4Ljj t  ctjj þ jjbjjdþ 2njjDjjðe
rc1 þ erc2 þ 2Þd
4LderðTþtÞ þ jjbjjdþ 2njjDjjðerc1 þ erc2 þ 2Þd
53e;
and for jtj5T ; by (2.8) and (2.9), we have
jH ðjÞðtÞ  H ðcÞðtÞjerjtj
4jf ðjtÞ  f ðctÞje
rT
þ jjbjj j ðtÞ  cðtÞjerjtj þ 2njjDjjðerc1 þ erc2 þ 2Þd
42LjK jerT þ jjbjjdþ 2njjDjjðerc1 þ erc2 þ 2Þd
53e:
Thus, jH ðjÞ  H ðcÞjr53e: That is, H : C½0;KðR;R
N Þ ! BrðR;R
N Þ is contin-
uous.
Now, we show that F : C½0;KðR;R
N Þ ! C½0;KðR;R
N Þ is continuous.
For t50; we ﬁnd
jðFjÞiðtÞ  ðFcÞiðtÞj
4ebi t
Z t
1
ebisjH ðjÞðsÞ  H ðcÞðsÞj ds
4ebi t
Z t
1
ebisþrjsj dsjH ðjÞ  H ðcÞjr
¼ ebi t
Z t
0
eðbiþrÞs dsþ
Z 0
1
eðbirÞs ds
 
jH ðjÞ  H ðcÞjr
¼
1
bi þ r
ert 
2r
b2i  r2
ebi t
" #
jH ðjÞ  H ðcÞjr
4
1
bi þ r
þ
2r
b2i  r2
" #
ertjH ðjÞ  H ðcÞjr:
Hence,
jðFjÞiðtÞ  ðFcÞiðtÞje
rjtj4
1
bi þ r
þ
2r
b2i  r2
" #
jH ðjÞ  H ðcÞjr: ð2:10Þ
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jðFjÞiðtÞ  ðFcÞiðtÞj
4ebit
Z t
1
eðbirÞs dsjH ðjÞ  H ðcÞjr
¼
1
bi  r
ertjH ðjÞ  H ðcÞjr
and hence
jðFjÞiðtÞ  ðFcÞiðtÞje
rjtj4
1
bi  r
jH ðjÞ  H ðcÞjr: ð2:11Þ
Thus, it follows from (2.10) and (2.11) that F : C½0;KðR;R
N Þ ! C½0;KðR;R
N Þ
is continuous with respect to the norm j  jr in BrðR;R
N Þ and the proof is
complete. ]
For the sake of convenience, we introduce the deﬁnition of an upper (or a
lower) solution of (2.2).
Definition 2.1. A continuous function r :R! Rn is called an upper
solution of (2.2), if r satisfies
r0ðtÞ5f ðrtÞ þ D½gðrðt  c1ÞÞ þ gðrðt þ c1ÞÞ
þ gðrðt  c2ÞÞ þ gðrðt þ c2ÞÞ  4gðrðtÞÞ a:e: on R: ð2:12Þ
A lower solution of (2.2) is deﬁned in a similar way by reversing the
inequality in (2.12).
Now, we are in a position to state and show the following existence
theorem.
Theorem 2.1. Assume that ðHF 1Þ–ðHF 4Þ hold. Suppose that (2.2) has an
upper solution %r 2 C½0;KðR;R
N Þ and a lower solution
%
r 2 C½0;KðR;R
N Þ
satisfying
ðIÞ sups4t
%
rðsÞ4 %rðtÞ; for t 2 R;
ðIIÞ f ð #uÞ=0; for u 2 ð0; inf t2R %rðtÞ [ ½supt2R
%
rðtÞ;KÞ:
Then the asymptotic boundary value problem (2.2) and (2.4) has a monotone
solution. That is, (2.1) has a traveling wavefront solution.
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G ¼ j 2 C½0;KðR;R
N Þ:
ðiÞ j is nondecreasing in R;
ðiiÞ
%
rðtÞ4jðtÞ4 %rðtÞ 8t 2 R;
ðiiiÞ j ðuÞ  jðvÞj42jjbjj jK jju vj 8u; v 2 R:
8>><
>>:
9>>=
>>;
:
Let W ðtÞ ¼ ðF %rÞðtÞ  %rðtÞ; t 2 R: Since %rðtÞ is an upper solution of (2.2),
from (2.5) and (2.12), it follows that
%r0ðtÞ5 b %rðtÞ þ H ð %rÞðtÞ: ð2:13Þ
On the other hand, (2.7) implies that
ðF %rÞ0ðtÞ ¼ bðF %rÞðtÞ þ H ð %rÞðtÞ;
which together with (2.13) implies that
W 0ðtÞ ¼ ðF %rÞ0ðtÞ  %r0ðtÞ4 b½ðF %rÞðtÞ  %rðtÞ ¼ bW ðtÞ: ð2:14Þ
Let W 0ðtÞ þ bW ðtÞ ¼ rðtÞ; then we have
W ðtÞ ¼ ebðtt0Þ þ
Z t
t0
ebðtsÞrðsÞ ds: ð2:15Þ
Let t0 ! 1 (2.15) yields
W ðtÞ ¼
Z t
1
ebðtsÞrðsÞ ds: ð2:16Þ
It follows from (2.14) that rðtÞ40; 8t 2 R: Hence, (2.16) implies that W ðtÞ
40 for all t 2 R: This proves that ðF %rÞðtÞ4 %rðtÞ; t 2 R:
In a similar way, we can show that ðF
%
rÞðtÞ5
%
rðtÞ; t 2 R:
Let %jðtÞ ¼ sups4t
%
rðsÞ; then %jðtÞ is nondecreasing in R and Condition (I)
implies that
%
rðtÞ4 %jðtÞ4 %rðtÞ; t 2 R:
Therefore, Lemma 2.2 implies that
%
rðtÞ4ðF
%
rÞðtÞ4ðF %jÞðtÞ4ðF %rÞðtÞ4 %rðtÞ; t 2 R:
It is also easy to check that
jðF %jÞðuÞ  ðF %jÞðvÞj42jjbjj jK j ju vj; u; v 2 R:
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is convex and compact in BrðR;R
N Þ:
Moreover, by Lemma 2.2 and a similar argument as above, we can show
that
F ðGÞ  G:
Therefore, the well-known Schauder’s ﬁxed-point theorem implies that F
has a ﬁxed point j in G: In other words, jðtÞ is a solution of (2.2).
Finally, we note that
04j ¼: limt!1
jðtÞ4 inf
t2R
%rðtÞ ð2:17Þ
and
sup
t2R %
rðtÞ4jþ ¼: limt!1
jðtÞ4K: ð2:18Þ
Moreover, we can show that
f ð #jÞ ¼ 0; f ð #jþÞ ¼ 0:
Therefore, it follows from (2.17), (2.18) and Condition (II) that
j ¼ limt!1
jðtÞ ¼ 0; jþ ¼ limt!1
jðtÞ ¼ K:
Thus, j is a monotone solution of (2.2) and (2.4). The proof is complete. ]
Finally, we present an application of our general result obtained in this
section to a model arising from neural networks.
Example 2.1. Consider the following system of lattice differential
equations
C
d
dt
unðtÞ ¼ 
1
R
unðtÞ þ A0gðunðtÞÞ þ
XN
j¼1
Aj½gðunþjðtÞÞ
þ gðunjðtÞÞ þ I ð2:19Þ
as a model, suggested by Hopﬁeld [4,5], for a network of inﬁnitely many
cells located in a linear lattice. Here, it is assumed that each cell is made of a
linear capacitor, a nonlinear voltage-controlled current source and a few
resistive linear circuit elements, and that cells communicate with each other
directly only through its nearest N -neighbors. In this equation, C and R are
positive constants denoting the capacitance and resistance of each cell, the
transfer (input–output or activation) function g :R! R is a sigmoid (that
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horizontal lines), ðA0;A1;A2; . . . ;AN Þ are the interactive parameters, and I
denotes the input control effect.
Now, we assume that cells are located in a planar lattice and communicate
with each other directly only through its adjacent four-neighbors. Then we
reach the following system of planar lattice differential equations:
C
d
dt
um;nðtÞ ¼ 
1
R
um;nðtÞ þ A0gðum;nðtÞÞ þ A1½gðumþ1;nðtÞÞ þ gðum1;nðtÞÞ
þ gðum;nþ1ðtÞÞ þ gðum;n1ðtÞÞ þ I : ð2:20Þ
In what follows, we will assume that I ¼ 0: This can always be achieved by
some translation of coordinates. Note that A0;A1 can be either positive or
negative, corresponding to the excitatory or inhibitory interaction of cells.
(2.20) can be rewritten as
d
dt
um;nðtÞ ¼  aum;nðtÞ þ a0gðum;nðtÞÞ þ a1½gðumþ1;nðtÞÞ
þ gðum1;nðtÞÞ þ gðum;nþ1ðtÞÞ þ gðum;n1ðtÞÞ; ð2:21Þ
where a ¼ 1=RC and aj ¼ Aj=C; j ¼ 0; 1:
Put f ðxÞ ¼ axþ ða0 þ 4a1ÞgðxÞ; x 2 R; then the corresponding wave
equation (for c1 ¼ c cos y; c2 ¼ c sin y; y 2 ½0; p2) takes the form
d
dt
xðtÞ ¼ f ðxðtÞÞ þ a1½gðxðt þ c cos yÞÞ þ gðxðt  c cos yÞÞ
þ gðxðt þ c sin yÞÞ þ gðxðt  c sin yÞÞ  4gðxðtÞÞ: ð2:22Þ
Corollary 2.1. Assume that
ðiÞ a0 and a1 are positive constants;
ðiiÞ g 2 C2ðR;RÞ; gð0Þ ¼ 0; limx!1 gðxÞ ¼ 1; g0ðxÞ > 0 and xg00ðxÞ
50 for x=0;
ðiiiÞ nða0 þ 4a1Þ > a; n ¼: g0ð0Þ:
For each y 2 ½0; p
2
; let
cnðyÞ ¼ sup
x2R
x
aþ n½a0 þ a1ðex cos y þ ex cos y þ ex sin y þ ex sin yÞ
: ð2:23Þ
Then for every c5cnðyÞ; (2.21) has a traveling wavefront um;nðtÞ ¼
xðt  mc cos y nc sin yÞ such that limt!1 xðtÞ ¼ 0 and limt!1 xðtÞ ¼ K;
FIG. 1. The graph of the function cnðyÞ determining the maximal wave velocities in
directions y 2 ½0;p=2 in the case where a ¼ n ¼ a0 ¼ a1 ¼ 1:
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aK ¼ ða0 þ 4a1ÞgðKÞ:
We can easily verify that (HF1)–(HF4) hold. Moreover, for any positive
number c5cnðyÞ; (2.23) implies that
sup
l50
l
aþ n½a0 þ a1ðelc cos y þ elc cos y þ elc sin y þ elc sin yÞ
> 1:
Therefore, we can ﬁnd two positive constants l1 and l2 with 05l15l2 such
that Dðl1Þ ¼ Dðl2Þ ¼ 0 and DðlÞ > 0 for l 2 ðl1; l2Þ; where DðlÞ ¼ lþ a
a0n a1n½elc cos y þ elc cos y þ elc sin y þ elc sin y: Deﬁne
%rðtÞ ¼ K minfel1t; 1g
and
%
rðtÞ ¼ K maxf0; ð1MeetÞel1tg:
It can be veriﬁed that %rðtÞ is an upper solution of (2.22) and for sufﬁciently
small e > 0 and sufﬁciently large M > 0;
%
rðtÞ is a lower solution of (2.22).
Clearly, for this pair of upper and lower solutions, Condition (I) and (II) in
Theorem 2.1 hold, therefore, for every c5cnðyÞ; (2.21) has a traveling
wavefront um;nðtÞ ¼ xðt  mc cos y nc sin yÞ satisfying limt!1 xðtÞ ¼ 0 and
limt!1 xðtÞ ¼ K:
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In this section, we consider the following planar lattice differential
systems:
d
dt
um;nðtÞ ¼ f ðum;nðtÞ; um;nðt  tÞÞ
þ
XN
j¼1
aj½gðumj;nðt  tÞÞ þ gðumþj;nðt  tÞÞ  2gðum;nðt  tÞÞ
þ
XN
j¼1
bj½gðum;njðt  tÞÞ þ gðum;nþjðt  tÞÞ
 2gðum;nðt  tÞÞ; ð3:1Þ
where m; n 2 Z; um;nðtÞ 2 R; f :R
2 ! R and g :R! R are continuously
differentiable. Furthermore, we always assume f ð0; 0Þ ¼ 0; gð0Þ ¼ 0 and g is
nondecreasing in R:
A traveling plane wave um;nðtÞ ¼ xðt  mc1  nc2Þ is said to be spatially
ðp; qÞ-periodic if p; q are positive integers and umþp;nþqðtÞ ¼ um;nðtÞ for all
t 2 R and m; n 2 Z: It is easy to verify that um;nðtÞ is spatially ðp; qÞ-periodic if
and only if xðtÞ is pc1 þ qc2-periodic.
We now consider the related wave equation
d
dt
xðtÞ ¼ f ðxðtÞ; xðt  tÞÞ
þ
XN
j¼1
aj½gðxðt  tþ jc1ÞÞ þ gðxðt  t jc1ÞÞ  2gðxðt  tÞÞ
þ
XN
j¼1
bj½gðxðt  tþ jc2ÞÞ þ gðxðt  t jc2ÞÞ  2gðxðt  tÞÞ: ð3:2Þ
Denote c1 ¼ c; c2 ¼ rc; c > 0; r > 0; then (3.2) takes the form
d
dt
xðtÞ ¼ f ðxðtÞ; xðt  tÞÞ
þ
XN
j¼1
aj½gðxðt  tþ jcÞÞ þ gðxðt  t jcÞÞ  2gðxðt  tÞÞ
þ
XN
j¼1
bj½gðxðt  tþ jrcÞÞ þ gðxðt  t jrcÞÞ  2gðxðt  tÞÞ: ð3:3Þ
Therefore, ﬁnding a ðp; qÞ-periodic traveling plane wave of (3.1) with wave
speed ðc; rcÞ is equivalent to ﬁnding a ðp þ rqÞc-periodic solution of (3.3). In
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solutions of (3.3) from the Hopf bifurcation point of view.
For the sake of simplicity, we denote sr :¼ 2ppþrq: We now normalize the
period of xðtÞ by
yðtÞ ¼ x
ðp þ rqÞc
2p
t
 
; ð3:4Þ
then yðtÞ is 2p-periodic if and only if xðtÞ is ðp þ rqÞc-periodic. Substituting
(3.4) into (3.3), we get
sr ’yðtÞ ¼ cf ðyðtÞ; yðt  srt=cÞÞ
þ c
XN
j¼1
aj½gðyðt  srt=cþ srjÞÞ þ gðyðt  srt=c sjÞÞ
 2gðyðt  srt=cÞÞ
þ c
XN
j¼1
bj½gðyðt  srt=cþ srjrÞÞ þ gðyðt  srt=c srjrÞÞ
 2gðyðt  srt=cÞÞ: ð3:5Þ
From now on, we will ﬁx the positive integers p; q and the real r > 0:
Then, for given constants c > 0 and t and for a given 2p-periodic mapping
y :R! R; we deﬁne
F ðy; t; cÞðtÞ ¼
c
sr
f ðyðtÞ; yðt  srt=cÞÞ
þ
c
sr
XN
j¼1
aj½gðyðt  srt=cþ srjÞÞ þ gðyðt  srt=c srjÞÞ
 2gðyðt  srt=cÞÞ
þ
c
sr
XN
j¼1
bj½gðyðt  srt=cþ srjrÞÞ þ gðyðt  srt=c srjrÞÞ
 2gðyðt  srt=cÞÞ:
Then (3.5) can be written as
’yðtÞ ¼ F ðy; t; cÞðtÞ: ð3:6Þ
Restricting to the subspace of all constant mappings, F indices a mapping
#F :R R ð0;1Þ ! R by
#F ðx; t; cÞ ¼
c
sr
f ðx; xÞ:
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 ð0;1Þ is said to be a stationary point
if #F ðx; t; cÞ ¼ 0: In our Hopf bifurcation analysis, we need to verify that
Dx #F ðx; t; cÞ; the derivative of #F with respect to the ﬁrst argument, is an
isomorphism at given stationary point ð0; t; cÞ:
Let a ¼ @@xf ð0; 0Þ and b ¼
@
@yf ð0; 0Þ; the partial derivatives of f ðx; yÞ with
respect to the ﬁrst and second arguments and evaluating at ð0; 0Þ;
respectively. We assume
(HP1) a50; aþ b=0 and xf ðx; xÞ50 for x=0:
Therefore, for any ﬁxed t and c; ð0; t; cÞ is the only stationary point and
Dx #F ð0; t; cÞ ¼ csrðaþ bÞ=0; and thus an isomorphism.
The linearization of (3.5) at the stationary point ð0; t; cÞ takes the form
sr ’yðtÞ ¼ cayðtÞ þ cbyðt  srt=cÞ
þ c
XN
j¼1
ajn½yðt  srt=cþ srjÞ þ yðt  srt=c srjÞ
 2yðt  srt=cÞ þ c
XN
j¼1
bjn½yðt  srt=cþ srjrÞ
þ yðt  srt=c srjrÞ  2yðt  srt=cÞ ð3:7Þ
here and in what follows, n :¼ g0ð0Þ:
The characteristic values of the stationary point ð0; t; cÞ are complex
numbers l satisfying the characteristic equation
srl ¼ caþ cbesrtl=c þ c
XN
j¼1
ajnesrtl=c½esrjl þ esrjl  2
þ c
XN
j¼1
bjnesrtl=c½esrjrl þ esrjrl  2: ð3:8Þ
A stationary point ð0; t; cÞ is a center if there exists an integer k51 such that
ik is a characteristic value. Substituting l ¼ ik into (3.8), we get
iksr ¼ caþ cbeiksrt=c þ c
XN
j¼1
ajneiksrt=c½eiksrj þ eiksrj  2
þ c
XN
j¼1
bjneiksrt=c½eiksrjr þ eiksrjr  2: ð3:9Þ
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eiksrj þ eiksrj  2 ¼ 2ðcosðksrjÞ  1Þ ¼ 4 sin
2 ksrj
2
;
eiksrjr þ eiksrjr  2 ¼ 2ðcosðksrjrÞ  1Þ ¼ 4 sin
2 ksrjr
2
it follows from (3.9) that
iksr ¼ caþ cbeiksrt=c  4cneiksrt=c
XN
j¼1
aj sin
2 ksrj
2
þ bj sin
2 ksrjr
2
 
: ð3:10Þ
Denote
$r;k ¼ 4n
XN
j¼1
aj sin
2 ksrj
2
þ bj sin
2 ksrjr
2
 
ð3:11Þ
and writing (3.10) in terms of its real and imaginary parts, we get
ð$r;k  bÞ cos
ksrt
c
¼ a;
ð$r;k  bÞ sin
ksrt
c
¼
ksr
c
: ð3:12Þ
Clearly, from (3.12), we see that ik is a characteristic value only if $r;k=b:
For k51 with $r;k=b; (3.12) can be written as
cos
ksrt
c
¼
a
$r;k  b
;
sin
ksrt
c
¼
ksr
cð$r;k  bÞ
or, equivalently,
cot
ksrt
c
¼
ac
ksr
;
ð$r;k  bÞ
2 ¼
k2s2r
c2
þ a2: ð3:13Þ
Therefore, if ð$r;k  bÞ
2 > a2; the second equation of (3.13) implies that
cr;k ¼
ksrﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð$r;k  bÞ
2  a2
q :
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and c: In summary, we have established the following.
Lemma 3.1. Assume that ð$r;k  bÞ2 > a2 for some fixed r and k. Let yr;k 2
ðp
2
;pÞ be given so that cot yr;k ¼
acr;k
ksr
: For each integer ‘50; define
yr;k;‘ ¼ yr;k þ ‘p;
cr;k ¼
ksrﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð$r;k  bÞ
2  a2
q ;
tr;k;‘ ¼
cr;k
ksr
yr;k;‘ ¼
cr;k
ksr
ðyr;k þ ‘pÞ:
Then the set of centers of (3.6) is fð0; tr;k;‘; cr;kÞ; k51 : ð$2r;k  bÞ
2 > a2; ‘50g
and thus is isolated in R R ð0;1Þ:
Now, we make the following assumption:
(HP2) ð$r  bÞ
2 > a2; where
$r :¼ $r;1 ¼ 4n
XN
j¼1
aj sin
2 srj
2
þ bj sin
2 rsrj
2
 
:
Our next step is to evaluate the so-called crossing number of the
stationary point ð0; tr;‘; crÞ; where
cr :¼
srﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð$r  bÞ
2  a2
q ;
tr;‘ :¼
cr
sr
ðyr þ ‘pÞ; yr :¼ yr;1:
The crossing number is deﬁned by
gð0; tr;‘; crÞ ¼ degBðD;OÞ;
where degB is the Brouwer degree and
Dðt; cÞ ¼ i
sr
c
 a beisrt=c þ 4neisrt=c
XN
j¼1
aj sin
2 srj
2
þ bj sin
2 rsrj
2
 
MA, LIAO, AND WU286¼ i
sr
c
 a beisrt=c þ $reisrt=c
¼ i
sr
c
 aþ ð$r  bÞeisrt=c
and O :¼ ðtr;‘  d; tr;‘ þ dÞ  ðcr  d; cr þ dÞ for sufﬁciently small d > 0:
Deﬁne
H ðt; u; cÞ ¼ uþ i
sr
c
 
 aþ ð$r  bÞeðuþisr=cÞt;
where ðu; cÞ 2 D :¼ ð0; eÞ  ðcr  e; cr þ eÞ for sufﬁciently small e > 0: Then we
have the following observation:
(i) H ðt; 0; cÞ ¼ Dðt; cÞ;
(ii) H ðt; u; cÞ=0 if jt tr;‘j4e and ðu; cÞ 2 @D=fð0; cÞ; jc crj5eg;
(iii) H ðtr;‘  e; 0; cÞ=0 for jc cr j5e:
Therefore, by using Lemma 2.5 of Erbe et al. [3], we get
gð0; tr;‘; crÞ ¼ degBðH ðtr;‘  e; Þ;DÞ  degBðH ðtr;‘ þ e; Þ;DÞ: ð3:14Þ
Lemma 3.2. For every integer ‘50; the crossing number gð0; tr;‘; crÞ at
ð0; tr;‘; crÞ is 1:
Proof. For the sake of simplicity, we let v ¼ sr=c:
Assume that u ¼ uðtÞ and v ¼ vðtÞ are the smooth functions of t 2
ðtr;‘  d; tr;‘ þ dÞ so that
uðtr;‘Þ ¼ 0; vðtr;‘Þ ¼
sr
cr
and
uþ iv aþ ð$r  bÞeðuþivÞt ¼ 0: ð3:15Þ
Differentiating both sides of (3.15) with respect to t and then evaluating at
t ¼ tr;‘; c ¼ cr; we ﬁnd
d
dt
ðuþ ivÞ ¼
ð$r  bÞðuþ ivÞeðuþivÞt
1 tð$r  bÞeðuþivÞt
¼
ðuþ ivÞða u ivÞ
1 tða u ivÞ
¼
i srcrða isr=crÞ
1 tr;‘ða isr=crÞ
¼
isra=cr þ s2r=c
2
r
1 tr;‘aþ isrtr;‘=cr
:
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u0ðtr;‘Þ ¼
s2r
c2r ð1 tr;‘aÞ
2 þ s2rt
2
r;‘
> 0:
Consequently, from (3.14), we get gð0; tr;‘; crÞ ¼ 1: The proof is
complete. ]
We can now apply the global Hopf bifurcation theorem in [3] to conclude
that the connected component Sr through ð0; tr; crÞ; tr :¼ tr;0 ¼ cryrsr ; in the
closure of the subset
fðy; t; cÞ; y is a nonconstant 2p2periodic solution of ð3:5Þ t 2 R; c50g
of the space Y  R2 must be nonempty and unbounded, where Y is the
Banach space of 2p-periodic continuous functions equipped with the super-
norm. This is equivalent to say that the connected component Sr through
ð0; tr; crÞ in the closure of the subset
fðx; t; cÞ; x is a nonconstant ðp þ rqÞc 2 periodic solution of ð3:3Þ t 2 R;
c50g
of the space X  R2 must be nonempty and unbounded, X is the Banach
space of all bounded continuous functions equipped with the super-norm.
The following results establish a priori bounds for periodic solutions of
(3.3).
Lemma 3.3. Assume that limx!1 x1gðxÞ ¼ %g; and limx!1 x1f ðx; yÞ
¼ %f uniformly for y 2 R: If
%f5 2 %g
XN
j¼1
ðjajj þ jbjjÞ þ
XN
j¼1
ðaj þ bjÞ


" #
ð3:16Þ
holds, then there exists a constant M > 0; independent of t and c, such that
jxðtÞj4M for every given periodic solution xðtÞ of (3.3).
Proof. Suppose xðtÞ is a periodic solution of (3.3). Take t0 2 R so that
jxðtÞj4jxðt0Þj for every t 2 R: Without loss of generality, we can assume
xðt0Þ=0: Then there exist two possible cases:
(1) xðt0Þ > 0:
In this case, we have
xðt0Þ5xðtÞ5 xðt0Þ 8t 2 R; ð3:17Þ
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XN
j¼1
aj½gðxðt0  tþ jcÞÞ þ gðxðt0  t jcÞÞ  2gðxðt0Þ signðajÞÞ
þ
XN
j¼1
bj½gðxðt0  tþ jrcÞÞ þ gðxðt0  t jrcÞÞ  2gðxðt0Þ signðbjÞÞ
40: ð3:18Þ
It follows from (3.17) and (3.18) that
0 ¼
d
dt
xðt0Þ
¼ f ðxðt0Þ; xðt0  tÞÞ
þ
XN
j¼1
aj½gðxðt0  tþ jcÞÞ þ gðxðt0  t jcÞÞ  2gðxðt0  tÞÞ
þ
XN
j¼1
bj½gðxðt0  tþ jrcÞÞ þ gðxðt0  t jrcÞÞ  2gðxðt0  tÞÞ
¼ f ðxðt0Þ; xðt0  tÞÞ  2
XN
j¼1
ðaj þ bjÞgðxðt0  tÞÞ
þ 2
XN
j¼1
ajgðxðt0Þ signðajÞÞ þ 2
XN
j¼1
bjgðxðt0Þ signðbjÞÞ
þ
XN
j¼1
aj½gðxðt0  tþ jcÞÞ þ gðxðt0  t jcÞÞ  2gðxðt0Þ signðajÞÞ
þ
XN
j¼1
bj½gðxðt0  tþ jrcÞÞ þ gðxðt0  t jrcÞÞ  2gðxðt0Þ signðbjÞÞ
4 f ðxðt0Þ; xðt0  tÞÞ  2
XN
j¼1
ðaj þ bjÞg xðt0Þ sign
XN
j¼1
ðaj þ bjÞ
 ! !
þ 2
XN
j¼1
ajgðxðt0Þ signðajÞÞ þ 2
XN
j¼1
bjgðxðt0Þ signðbjÞÞ:
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04
f ðxðt0Þ; xðt0  tÞÞ
xðt0Þ
þ 2
XN
j¼1
ðaj þ bjÞ

gðxðt0Þ signð
PN
j¼1 ðaj þ bjÞÞÞ
xðt0Þ signð
PN
j¼1 ðaj þ bjÞÞ
þ 2
XN
j¼1
jajj
gðxðt0Þ signðajÞÞ
xðt0Þ signðajÞ
þ 2
XN
j¼1
jbjj
gðxðt0Þ signðbjÞÞ
xðt0Þ signðbjÞ
: ð3:19Þ
From (3.16), we observe that there exists a constant M > 0 such that
f ðx; yÞ
x
5 2
XN
j¼1
ðjajj þ jbjjÞ þ
XN
j¼1
ðaj þ bjÞ


" #
gðxÞ
x
8jxj5M ; y 2 R: ð3:20Þ
Therefore, (3.19) and (3.20) imply that jxðt0Þj4M ; and hence jxðtÞj4M ; for
all t 2 R:
(2) xðt0Þ50:
This case can be proved in a similar way and thus is omitted. This
completes the proof. ]
Now, we are in a position to state and prove the following global Hopf
bifurcation theorem.
Theorem 3.1. Assume that ðHP1Þ and Conditions of Lemma 3.3 hold. For
fixed positive integers p and q, suppose that there exists a constant r > 0 so
that ðHP2Þ holds. Let yr 2 ðp=2; pÞ be given so that cot yr ¼ acr=sr; and define
tr ¼ cryr=sr: If there exists a real number s > 0 such that ðp þ rqÞs54 is an
even integer and (3.3) has no nontrivial ðp þ rqÞst-periodic solution, then for
each t > tr there exists a constant c > 0 such that (3.1) has a spatially ðp; qÞ-
periodic traveling plane wave um;nðtÞ ¼ xðt  mc nrcÞ and the period of x is
between 2t and ðp þ rqÞst:
Proof. As has been pointed, the connected component Sr through
ð0; tr; crÞ in the closure of the subset
fðx; t; cÞ; x is a nonconstant ðp þ rqÞc 2 periodic solution of ð3:3Þ t 2 R;
c50g
of the space X  R2 must be nonempty and unbounded, here X is the
Banach space of all bounded continuous functions equipped with the
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srtr
cr
¼ yr 2 ðp=2;pÞ if a50; it follows
that
ðp þ rqÞcr
tr
¼
2pcr
srtr
¼
2p
yr
2 ð2; 4Þ:
Therefore, in the neighborhood of ð0; tr; crÞ; every element ðx; t; cÞ 2 Sr must
satisfy ðpþrqÞct 2 ð2; 4Þ  ð2; ðp þ rqÞsÞ: If ðp þ rqÞs is an even integer and (3.3)
has no nontrivial ðp þ rqÞst-periodic solution, then (3.3) has no nontrivial
2t-periodic solution. Since Sr is connected, Lemma 3.3 implies that the
unbounded component Sr must satisfy
Sr  ðx; t; cÞ; sup
t2R
jxðtÞj4M ;
ðp þ rqÞc
t
2 ð2; ðp þ rqÞsÞ
 
:
We now claim that Sr does not intersect with the hyperplane t ¼ 0: In
fact, if ðx; 0; cÞ 2 Sr for some x 2 X and c50; then there exists a sequence
ðxn; tn; cnÞ 2 Sr such that xn ! x in X ; tn ! 0 and cn ! c: As
ðpþrqÞscn
tn
2
ð2; ðp þ rqÞsÞ; we must have c ¼ 0: Therefore, x must satisfy the ordinary
differential equation
d
dt
xðtÞ ¼ f ðxðtÞ; xðtÞÞ:
Now the assumption xf ðx; xÞ50; x=0 (HP1) implies that x ¼ 0: This leads
to a contradiction to the obvious fact that ð0; 0; 0Þ =2 Sr:
Therefore, the projection of Sr onto the t-space is unbounded
and is contained in ½0;1Þ: This shows that for every t > tr; there exists a
ðp þ rqÞc-periodic solution of (3.1) with c1 ¼ c; c2 ¼ rc and ðp þ rqÞc 2
ð2t; ðp þ rqÞstÞ: This completes the proof. ]
The above result shows that tr is the critical value of delay where a branch
of spatially ðp; qÞ-periodic plane waves bifurcates from the trivial solution.
The profile x is of a period larger than 2t and thus will be called slowly
oscillating plane waves. See [15,22].
Using a similar argument for Sr;‘ ð‘51Þ; the connected component
through ð0; tr;‘; crÞ in the closure of the subset
fðx; t; cÞ; x is a nonconstant ðp þ rqÞc 2 periodic solution of ð3:3Þ;
t 2 R; c50g
of the space X  R2; we get the following coexistence of one slowly
oscillating plane wave and multiple rapidly oscillating plane waves of
(3.1).
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ðp=2;pÞ be given so that cot yr ¼ acr=sr: Define
cr ¼
srﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð$r  bÞ
2  a2
q ; tr ¼ cryr=sr;
tr;‘ ¼
cr
sr
yr;‘; yr;‘ ¼ yr þ ‘p; ‘50:
Then for each fixed integer ‘50 and for each t > tr;‘ there exist constants
cðkÞ > 0; 04k4‘; such that (3.1) has ‘ þ 1 spatially ðp; qÞ-periodic traveling
plane waves uðkÞm;nðtÞ ¼ x
ðkÞðt  mcðkÞ  nrcðkÞÞ; k ¼ 0; 1; . . . ; ‘; and the period
ðp þ rqÞcðkÞ of xðkÞ satisfies ðp þ rqÞcð0Þ 2 ð2t; ðp þ rqÞstÞ; ðp þ rqÞcðkÞ 2
ð 2kþ1t;
2
ktÞ; 14k4‘; respectively.
As an application of the above results, we now consider the following
planar lattice differential system:
d
dt
um;nðtÞ ¼  aum;nðtÞ þ a0gðum;nðt  tÞÞ
þ
XN
j¼1
aj½gðumj;nðt  tÞÞ þ gðumþj;nðt  tÞÞ
þ gðum;njðt  tÞÞ þ gðum;nþjðt  tÞÞ; ð3:21Þ
and the associated wave equation
d
dt
xðtÞ ¼  axðtÞ þ a0gðxðt  tÞÞ
þ
XN
j¼1
aj½gðxðt  tþ jcÞÞ þ gðxðt  t jcÞÞ
þ gðxðt  tþ jrcÞÞ þ gðxðt  t jrcÞÞ; ð3:22Þ
where a > 0; g :R! R is a continuous mapping.
We have the following existence result for periodic traveling plane waves
of (3.21).
Theorem 3.3. Assume that
ðiÞ g 2 C1ðR;RÞ; gð0Þ ¼ 0; jgðxÞj4M for some M > 0 and n :¼ g0ð0Þ5
g0ðxÞ > 0;
ðiiÞ nða0 þ 4
PN
j¼1 ajÞ5a;
MA, LIAO, AND WU292ðiiiÞ For fixed positive integers p and q, there exists a real number r > 0
such that Mr :¼ ð$r  nða0 þ 4
PN
j¼1 ajÞÞ
2  a2 > 0; where
$r ¼ 4n
XN
j¼1
aj sin
2 pj
p þ rq
þ sin2
rpj
p þ rq
 
;
ðivÞ There exists a real number s > 0 such that ðp þ rqÞs54 is an even
integer and ngr;s5a; where
gr;s ¼ max R
XðpþrqÞs
j¼1
bjeið2p=ðpþrqÞsÞðj1Þk
 !
; k ¼ 0; 1; . . . ; ðp þ rqÞs 1
( )
;
b2 ¼ a0 þ
X
faj; 14j4N ;  sj or sj or
 rsj or rsj  0 ðmod ðp þ rqÞsÞg;
bi ¼
X
faj; 14j4N ;  sj or sj or  rsj or rsj  i 2 ðmod ðp þ rqÞsÞg;
14i4ðp þ rqÞs; i=2:
Let yr 2 ðp=2;pÞ be given so that cot yr ¼ a=
ﬃﬃﬃﬃﬃﬃ
Mr
p
; and define tr ¼ yr=
ﬃﬃﬃﬃﬃﬃ
Mr
p
:
Then for each t > tr there exists a constant c > 0 such that (3.21) has a
spatially ðp; qÞ-periodic traveling plane wave um;nðtÞ ¼ xðt  mc nrcÞ and the
period of x is between 2t and ðp þ rqÞst:
Proof. Let f ðx; yÞ ¼ axþ ða0 þ 4
PN
j¼1 ajÞgðyÞ; then (3.22) can be
written as
d
dt
xðtÞ ¼ f ðxðtÞ; xðt  tÞÞ
þ
XN
j¼1
aj½gðxðt  tþ jcÞÞ þ gðxðt  t jcÞÞ
þ gðxðt  tþ jrcÞÞ þ gðxðt  t jrcÞÞ  4gðxðt  tÞÞ: ð3:23Þ
Clearly, a :¼ @@xf ð0; 0Þ ¼ a50; b :¼
@
@yf ð0; 0Þ ¼ nða0 þ 4
PN
j¼1 ajÞ: There-
fore, Condition (ii) implies that aþ b=0 and for x=0;
xf ðx; xÞ ¼  a a0 þ 4
XN
j¼1
aj
 !
gðxÞ
x
 !
x2
4
ax250 if a0 þ 4
PN
j¼1
aj40;
 a n a0 þ 4
PN
j¼1
aj
 ! !
x250 if a0 þ 4
PN
j¼1
aj > 0:
8>><
>>:
TRAVELLING WAVE SOLUTIONS 293Thus, (HP1) holds. Clearly, all conditions of Lemma 3.3 and (HP2) also
hold.
We claim that under Condition (iv), (3.22) has no nontrivial ðp þ rqÞst-
periodic solution, thus, by virtue of Theorem 3.1, for each t > tr there exists
a constant c > 0 such that (3.21) has a spatially ðp; qÞ-periodic traveling
plane wave um;nðtÞ ¼ xðt  mc nrcÞ and the period of x is between 2t and
ðp þ rqÞst:
In what follows, we prove that (3.22) has no nonconstant ðp þ rqÞst-
periodic solution. By way of contradiction, we suppose that xðtÞ is a
nontrivial ðp þ rqÞs-periodic solution of (3.22). Deﬁne
xiðtÞ ¼ xðt  itÞ; 14i4ðp þ rqÞs;
X ðtÞ ¼ ðx1ðtÞ; x2ðtÞ; . . . ; xðpþrqÞsðtÞÞ
T ;
GðX ðtÞÞ ¼ ðgðx1ðtÞÞ; gðx2ðtÞÞ; . . . ; gðxðpþrqÞsðtÞÞÞ
T :
Then we get
’X ðtÞ ¼ aX ðtÞ þ BGðX ðtÞÞ; ð3:24Þ
where B is the ðp þ rqÞs ðp þ rqÞs circulant matrix
B ¼
b1 b2 b3    bðpþrqÞs
bðpþrqÞs b1 b2    bðpþrqÞs1
bðpþrqÞs1 bðpþrqÞs b1    bðpþrqÞs2
..
. ..
. ..
. . .
. ..
.
b2 b3 b4    b1
0
BBBBBBB@
1
CCCCCCCA
:
Let V ðX Þ ¼
PðpþrqÞs
j¼1
R xj
0 gðxÞ dx: Then
’V ð3:24ÞðX ðtÞÞ ¼ a½X ðtÞTGðX ðtÞÞ þ ½GðX ðtÞÞT BGðX ðtÞÞ:
By using Nussbaum’s spectral theorem for circulant matrices [14], we ﬁnd
½GðX ðtÞÞT BGðX ðtÞÞ4gr;s½GðX ðtÞÞ
TGðX ðtÞÞ:
Therefore, we have
’V ð3:24Þ4
XðpþrqÞs
j¼1
xjðtÞgðxjðtÞÞ a
gðxjðtÞÞ
xjðtÞ
gr;s
 
4 ½a ngr;s
XðpþrqÞs
j¼1
xjðtÞgðxjðtÞÞ:
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convergent to a constant as t !1: This contradicts with the fact that xðtÞ is
a nonconstant periodic solution. The proof of Theorem 3.3 is complete.
Corresponding to Theorem 3.2, we have the coexistence of at least one
slowly oscillating and multiple rapidly oscillating plane waves.
Theorem 3.4. Assume that all conditions of Theorem 3.3 hold. Let yr 2
ðp=2;pÞ be given so that cot yr ¼ a=
ﬃﬃﬃﬃﬃﬃ
Mr
p
; and define
tr;‘ ¼ yr;‘=
ﬃﬃﬃﬃﬃﬃ
Mr
p
; yr;‘ ¼ yr þ ‘p; ‘50:
Then for each fixed integer ‘50 and for each t > tr;‘ there exist constants
cðkÞ > 0; 04k4‘; such that (3.21) has ‘ þ 1 spatially ðp; qÞ-periodic traveling
plane waves uðkÞm;nðtÞ ¼ x
ðkÞðt  mcðkÞ  nrcðkÞÞ; k ¼ 0; 1; . . . ; ‘; and the period
ðp þ rqÞcðkÞ of xðkÞ satisfies ðp þ rqÞcð0Þ 2 ð2t; ðp þ rqÞstÞ; ðp þ rqÞcðkÞ 2
ð 2kþ1t;
2
ktÞ; 14k4‘; respectively.
Example 3.1. We return to the neural network model (2.21). It was
observed by Hopﬁeld [4,5], Marcus and Westervelt [12] and Wu and Zou
[21] that cells do not communicate and response instantaneously and
sustained oscillations can arise from large relative size of the delay (relative
to the relaxation time of the system) in the communication and response
among cells. This naturally leads to the following inﬁnite system of delay
differential equations:
d
dt
um;nðtÞ ¼  aum;nðtÞ þ a0gðum;nðt  tÞÞ
þ a1½gðum1;nðt  tÞÞ þ gðumþ1;nðt  tÞÞ
þ gðum;n1ðt  tÞÞ þ gðum;nþ1ðt  tÞÞ: ð3:25Þ
Clearly, its wave equation takes the form
d
dt
xðtÞ ¼  axðtÞ þ a0gðxðt  tÞÞ
þ a1½gðxðt  tþ cÞÞ þ gðxðt  t cÞÞ
þ gðxðt  tþ rcÞÞ þ gðxðt  t rcÞÞ: ð3:26Þ
In the case where p ¼ 1; q ¼ 2; r ¼ 1=2 and s ¼ 2; we see that b1 ¼
a1; b2 ¼ a0; b3 ¼ a1; b4 ¼ 2a1 and
R
X4
j¼1
bj
 !
¼ 4a1 þ a0; R
X4
j¼1
bje
ip
2
ðj1Þ
 !
¼ b1  b3 ¼ 0;
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X4
j¼1
bjeipðj1Þ
 !
¼ b1  b2 þ b3  b4 ¼ a0;
R
X4
j¼1
bje
i3p
2
ðj1Þ
 !
¼ b1  b3 ¼ 0:
Therefore, we have
gr;s ¼ max R
X4
j¼1
bje
ip
2
ðj1Þk
 !
; k ¼ 0; 1; 2; 3
( )
¼ maxfa0 þ 4a1; 0;a0g:
Moreover, by Theorem 3.3, we can prove the following.
Corollary 3.1. Assume that g 2 C2ðR;RÞ; gð0Þ ¼ 0; limx!1 gðxÞ ¼
1; g0ðxÞ > 0 and xg00ðxÞ50 for x=0; and that
a0 þ 4a15
a
n
;
ja0  2a1j >
a
n
;
a0 > 
a
n
that is, ða0; a1Þ belongs to the shaded region in Fig. 2. Let y1=2 2 ðp=2;pÞ be
given so that cot y1=2 ¼  aﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2ð2a1a0Þ
2a2
p ; then for each t > t1=2 :¼
y1=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2ð2a1a0Þ
2a2
p there exists a constant c > 0 such that (3.25) has a spatiallyFIG. 2. The region of ða0; a1Þ when (3.25) has a slowly oscillating spatially ð1; 2Þ – periodic
traveling plane wave.
MA, LIAO, AND WU296ð1; 2Þ-periodic traveling plane wave um;nðtÞ ¼ xðt  mc nc=2Þ and the period
of x is between 2t and 4t:
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