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Abstract: Color structures for tree level scattering amplitudes in gauge theory are stud-
ied in order to determine the symmetry properties of the color-ordered sub-amplitudes. We
mathematically formulate the space of color structures together with the action of permut-
ing external legs. The character generating functions are presented from the mathematical
literature and we determine the decomposition into irreducible representations. Mathemat-
ically, free Lie algebras and the Lie operad are central. A study of the implications for
sub-amplitudes is initiated and we prove directly that both the Parke-Taylor amplitudes
and Cachazo-He-Yuan amplitudes satisfy the Kleiss-Kuijf relations.
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1 Introduction
The standard first step in a discussion of perturbative Yang-Mills is the decoupling of color
from kinematics, which can be described schematically by
Atot =
∑
cJ AJ (1.1)
where Atot represents the total amplitude for a scattering process with n gluons at some
specified loop order, cJ are all the possible color structures depending only on the gluon
color, and AJ are partial sub-amplitudes which depend only on the kinematical data, namely
the momenta and the polarizations.
Two sets of color structures are discussed in the literature. The first is composed of
products of the group structure constants fabc which appear in the Feynman rules, for
example
fabr f rcs fsde . (1.2)
Following the review [1] we shall refer to these as f-expressions. The second involves color
ordered traces such as
Tr
(
T a T b T c T d T e
)
(1.3)
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which we shall sometimes call t-expressions, where t stands for trace. The corresponding
sub-amplitudes are the more popular color-ordered amplitudes.
Our first group of issues is related to the reasons for using two sets of color structures
and the relation between them. The seminal work [2] refers to large Nc planarity in order to
describe the color ordered amplitudes, see p. 9. However, it was not specified what happens
for low Nc, or for groups not belonging to the SU(Nc) family. The space of tree-level color
structures for n gluons is known to have dimension (n−2)!, as we review later. On the other
hand there are (n− 1)! possible traces due to the cyclic property. Given that, the excellent
review [3] refers to the t-expressions as an over complete trace basis (see p. 23). Taken
literally this is an oxymoron, while when taken to refer to a dependent spanning set, it
appears to imply that the corresponding coefficients, namely the color-ordered amplitudes,
are not unique.
The answers to this first set of questions will be seen to be essentially available in the
literature, and will be reviewed in section 2, where the presentation is possibly new.
A second topic is the action of permutations. We may permute (or re-label) the external
legs in the expression for a color structure and thereby obtain another color structure. This
means that the space of color structures is a representation of Sn, the group of permutations.
A natural question is to characterize this representation including its character and its
decomposition into irreducible representations (irreps). This subject would be the topic of
section 3.
The paper is organized as follows. In the remainder of the introduction we will survey
some of the background. Section 2 will present the relation between the f-expressions and
the t-expressions. In section 3 we formulate the mathematical problem of characterizing
the Sn representations and we present results, including a list of irreps in appendix B. The
ultimate objective in studying the color structures is to discern the symmetry properties
of the colorless amplitudes. In section 4 we take a first step in this direction. Finally, we
conclude in section 5.
Background. For some time it is known that the standard perturbation theory based on
Feynman diagrams is not the optimal theory for (non-Abelian) gauge theory, gravity and
possibly additional theories, especially for a large number of particles and/or small violation
of helicity. Here we wish to present a brief and modest survey of the subject’s evolution.
In the sixties [4] observed unexpected cancellations in the 4 particle amplitudes of
gravity and Yang Mills. Helicity spinors, whose evolution is described in the review [5]1,
were used in the eighties to obtain an inspiring simple expression for Maximal Helicity
Violating (MHV) amplitudes, discovered in [6] and proved in [7]. The decomposition of
color structures into irreps was suggested in [8].
Progress in the nineties included unitarity (or on-shell) cuts, and ideas from supersym-
metry and string theory, see the review [9] and references therein.
In 2003 [2] reignited the interest in this field by suggesting an approach involving a
string theory in Twistor space [10]. One of the outcomes was a discovery of the recursion
1On p. 7 of the arXiv version.
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relations of [11]. An intriguing color-kinematics duality introduced in [12] reduced the
number of independent sub-amplitudes to (n − 3)! (the coefficients in the relations are
kinematics dependent) and this duality was applied to gravitational amplitudes.
A search for the underlying geometry, and especially that underlying dual supercon-
formal invariance of N = 4, led to the Grassmannian [13], the space of k planes in n
dimensional space, where k is related to the number of negative helicity gluons and n is the
total number of external gluons. This was successively refined into the positive Grassman-
nian [14], a subset of the Grassmannian which generalizes the simplex, and most recently
into the Amplituhedron [15], which is a larger object which can be triangulated by positive
Grassmannians.
A simple formula for gravitational tree-level MHV amplitudes was presented in [16].
The Gross-Mende scattering equations were found to play a central role and allowed [17] to
obtain a remarkable closed formula for all tree level amplitudes in both (pure) gauge theory
and gravity, without reference to helicity violation or helicity spinors.
Excellent and relatively recent reviews include [1, 3, 18]. See [19, 20] for relatively
recent papers on irrep decomposition of color factors with explicit results for n ≤ 6 and
[21, 22] which discuss tree-level amplitudes for N = 4 via integrability.
Altogether several ingenious ideas were introduced so far to facilitate computations
in perturbative gauge theory. It is quite surprising that so much novelty was found in a
topic as old and as heavily studied as perturbative field theory. This multitude of ideas
also highlights the current lack of a single unifying framework which one might expect to
underlie them.
2 Color trees and traces
In this section we define the color structures using two decompositions, one based on the
structure constants fabc and the other based on traces. We describe some basic properties
including the dimension, the relation between the two decompositions, the derivation of the
Kleiss-Kuijf relations [23] and the shuffle and split operations, see also [24]. Along the way
we shall answer the first group of issues mentioned in the introduction. The material in
this section is not new, except possibly for presentation, and it is included here in order to
set the stage for the next sections. The structure constant decomposition was developed
in [25–27], while the trace based decomposition was developed in [28–30] using an analogy
with the Chan-Paton factors of string theory [31].
2.1 f-based color trees
We consider pure Yang-Mills theories with gauge group G, and processes with n external
gluons, but limiting ourselves in this paper to the tree-level, which is already interesting.
In order to determine the (total) amplitude the following data is needed: for each external
gluon we must specify a color a in the adjoint of G, its energy-momentum kµ, and its
polarization µ, altogether listed by
{a, kµ, µ}i , i = 1, . . . , n (2.1)
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where for incoming particles k is reversed and  is complex conjugated.
Since the color and kinematic data belong to different spaces we can decompose the
total amplitude as follows
Atot =
∑
J
cJ AJ (2.2)
where J runs over a list of indices to be specified later, the color factors cJ = cJ(ai) depend
only on the color data, and the sub-amplitudes, or partial amplitudes, AJ = AJ(ki, i)
depend only on the kinematical data. This is the statement of color – kinematics decom-
position. The only coupling between color and kinematics is through the particle number
labels i = 1, . . . , n which they both share, and hence the J indices depend on them.
Our purpose is to study the space of color structures cJ in order to obtain the number
of partial amplitudes AJ and their symmetry properties.
Color Feynman rules. The Yang-Mills Feynman rules for the propagator and the cubic
vertex factorize to a product of color and kinematics c · A. For our purposes the color
dependence suffices and the corresponding Feynman rules are
= δab = f
abc (2.3)
where a, b, c are color indices and fabc are the group structure constants.2 These rules can
be redefined by a multiplicative factor (which can be shifted from c to A). They were
presented in [25].
It should be stressed that the cubic vertex is oriented, namely it specifies a cyclic
order of its legs. This is conveniently done through embedding the diagram in the plane
and inheriting the orientation from the plane’s clockwise orientation.3 The origin of the
orientation is the fact that while the full Feynman rule c ·A is invariant under permutations
of its legs (or equivalently under a relabeling of vertices), each of its factors is in fact
anti-symmetric under such a transformation.
The Yang-Mills quartic vertex is given by a sum over 3 factorized terms
= + + (2.4)
= (2.5)
where the color factor of each term is the same as that of the analogous diagram with
two cubic vertices. Hence, for the purpose of computing all possible color factors quartic
2 They are defined by
[
T a, T b
]
= i fabc T c, where T a are the (Hermitian) generators (see for example
the textbook [32] eq. (15.44) on p. 490). Their normalization is immaterial in this paper. The full (tree
level) Feynman rules can be found for example in [32] eq. (16.5) and fig. 16.1 on p. 506-8.
3The clockwise convention would be convenient to avoid minus signs later in (2.8).
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vertices need not be considered. With these conventions each Feynman rule factorizes to
a product of color and kinematics c · A, and hence the full diagram also enjoys the same
factorization, see also [33].
The diagrammatic representation of the Jacobi identity. While studying color
factors we wish to identify expressions only if they are equal for any Lie algebra, namely
only by using the Jacobi identity, which is of course
[[
T a, T b
]
, T c
]
+
[
[T c, T a] , T b
]
+[[
T b, T c
]
, T a
]
= 0 or equivalently fabx fxcd+f cax fxbd+f bcx fxad = 0. It can be described
diagrammatically by
= − (2.6)
as presented in [34] (also known as an IHX relation [35], see p.42 in the book [36]).
Color structures. The space of tree-level color structures TCSn may now be defined as the
vector space generated by all diagrams with n external legs and an oriented cubic vertex,
which are connected and without loops, namely having a tree topology, where diagrams
which differ by the diagrammatic form of the Jacobi identity (2.6) are to be identified.
TCSn is the main object of study of this paper.
Dimension of TCSn through “Jacobi planting” . Let us see that
dim(TCSn) = (n− 2)! (2.7)
There are (2n−5)!! ≡ 1·3 . . . (2n−5) tree diagrams with cubic vertices.4 One starts by freely
choosing two of the external legs, for instance 1, n. In any given tree there is a well-defined
path connecting 1 and n. One draws that path as a baseline for the diagram. Then by
repeated use of the Jacobi identity (2.6) each subtree emanating from this baseline can be
converted to (a linear combination of) separate branches, see for example fig. 1. In this way
any color factor can be represented by a combination of flat diagrams, or “multi-peripheral
diagrams” [27]. The number of flat diagrams equals the number of ways of ordering the
remaining external legs 2, . . . , n − 1, which is (n − 2)!. The essence of this argument was
presented in [25] for diagrams with a quark line and n − 2 gluons and was generalized in
[27] to n gluons. To complete the proof of (2.7) one needs to show that the flat diagrams
do not only span TCSn but are also linearly independent, as is known to be the case.
f-based decomposition. We denote the color factors of flat diagrams by
cf (1σn) :=
{
. . . ≡ f1σ1x1 fx1σ2x2 . . . fxn−4σn−3 xn−3fxn−3σn−2n (2.8)
4 This can be seen by noting that such an n tree is gotten from an (n− 1) tree exactly by attaching an
external leg to one of the 2(n− 1)− 3 edges.
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1 2 3
5 4 1 5
2 3 4
1 5
4 23
1 5
42 3
= = -
1 5
42 3
1 5
42 3
1 5
4 23
1 5
4 23
= - - +
Figure 1. An example of Jacobi planting, whereby any color diagram can be converted to a
combination of flat or multi-peripheral diagrams through a repeated use of the Jacobi identity
(2.6).
where σ ∈ Sn−2, the permutation group on n− 2 elements, acting here on 2, . . . , n− 1, and
the f superscript stands for the structure constants fabc. Now we can introduce a specific
color – kinematics decomposition (2.2), known as the f-based decomposition [26, 27], and
the associated partial amplitudes Af (1σn)
Atot =
∑
σ∈Sn−2
cf (1σn)Af (1σn) . (2.9)
This decomposition was first discovered in the context of multi-Regge kinematics, namely a
monotonic hierarchy of rapidities between all particles, where the dominant sub-amplitude
is the Af whose ordering is determined by rapidity [26, 27].
2.2 Traces
Color structures have another representation, one which is trace based. To define it each
appearance of the structure constants is replaced according to
i fabc → Tr
(
T a T b T c − T c T b T a
)
(2.10)
where the trace is taken in the fundamental representation. In fact, the fundamental rep-
resentation is not special, and could be replaced by any other representation at the cost of
a multiplicative constant. The essential structure is that of the Killing metric on the Lie
algebra, which is unique up to a constant. This replacement makes use of products of gen-
erators, which are not part of the structure of a Lie algebra, but appear in the enveloping
associative algebra.5
5 We recall that each Lie algebra L is naturally associated with an associative (matrix-like) algebra
generated by the same generators and satisfying only the constraints
T a · T b − T b · T a −
[
T a, T b
]
= 0 (2.11)
for any two generators T a, T b, where [T a, T b] is their Lie bracket. This algebra is known as the enveloping
algebra A0, and it is the same familiar construction used in quantum mechanics to turn the Lie algebra
structure of Poisson brackets into commutators, see for example the classic textbook [37]. Formally the
enveloping algebra is given by the free associative tensor algebra generated by the Lie algebra L, divided
by the ideal generated by the relations (2.11). A0 is universal in the sense that any Lie homomorphism
from L to an algebra A can be factorized to proceed through A0, namely L → A0 → A.
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Next one performs the summations over internal legs. In several excellent reviews
[1, 3, 18] this is done for G = SU(Nc) by the completeness identity
(T a)ji (T
a)lk = δ
l
i δ
j
k −
1
Nc
δji δ
l
k . (2.12)
In theories with adjoint matter only the the 1/Nc term can be omitted.
In fact, for tree diagrams, there is an alternative method which is valid for arbitrary G
[29] and moreover it does not require to introduce an auxiliary representation (such as the
fundamental in (2.12) ) for theories with adjoint fields only. One starts by applying (2.10)
to an arbitrarily chosen vertex and then one applies to adjacent vertices the alternative
identity ∑
a
Tr (P T a) fabc → Tr
(
P
(
T b T c − T c T b
))
(2.13)
where P is any product of generators (or a polynomial in generators). This step is repeated
until all occurrences of fabc are converted. In this way any tree level f-expression is trans-
formed into a combination of single trace expressions, which will be called a t-expression
(t stands for trace). The same goal can be achieved by using (2.10) on all occurrences of
fabc and then applying (2.12) to concatenate products of traces into a single trace. This
method generalizes to loops, but is special for G = SU(Nc).
Substituting the f color expressions by t-expressions in the f-based color – kinemat-
ics decomposition (2.9) defines trace-based partial amplitudes At(σn) σn ∈ Sn and the
corresponding decomposition [28–30]
Atot =
∑
σn−1∈Sn−1
Tr(σn−1n)At(σn−1n) (2.14)
where the cyclic property of the trace was used to fix the last leg to be n. At(σn) are known
as color-ordered amplitudes.
Further motivation. The trace-based color factors need not be supplemented by the
Jacobi identity (since fabc, or equivalently the Lie bracket, is replaced by a commutator).
Whereas [28] arrived at the trace-based color structures by regrouping Feynman diagrams,
[29] were inspired to these quantities by string theories. Indeed, a string diagram for the
scattering of n open strings is proportional to the Chan-Paton color factor [31]
. . .
∝ Tr (T a1 · · · · · T an) (2.15)
and each segment of the boundary is labelled by one of the Nc space-time filling D-branes.
The moduli space of each of these string diagrams includes in it as limits all the field theory
Feynman diagrams for the corresponding color ordered amplitude.
– 7 –
2.3 Relating the f and trace decompositions
Let us return to examine in more detail the transformation from f-based to t-based color
structures, and in the process we shall identify the corresponding relation between the
sub-amplitudes, as well as a certain identity between the color-ordered sub-amplitudes.
We start with mathematical preliminaries, defining the split and shuffle of words. The
shuffle is a standard term, also known as the ordered permutation, and the split is our term,
sometimes known as the co-shuffle, yet we are unaware of a standard term. For reference
see for example the textbook [38]. Consider an alphabet, which in our case would be {ai},
the color generators of the external legs, and consider the words w that can be made out of
it, and their linear combinations, namely the non-commutative polynomials P (which are
called polynomials in short, when no confusion can arise). Given a word w its split is the
sum of all possible ways to split it into two words, each one preserving the original ordering
of the letters. More precisely, the split of a word δ(w) may be defined recursively by
δ(aw) = [(a, ∅) + (∅, a)] δ(w) (2.16)
where a is any letter, w is any word, (u, v) ≡ u ⊗ v and ∅ denotes the empty word, which
serves as a unit for the word algebra. For example
δ(ab) = (ab, ∅) + (a, b) + (b, a) + (∅, ab) . (2.17)
The split operation naturally extends to polynomials by linearity. Differently put, split
is the unique operation respecting polynomial addition and multiplication (concatenation)
and having δ(a) = (a, ∅) + (∅, a).
Not all polynomials P can be written in terms of Lie brackets alone (and no products).
Those which do are called Lie words and they can be neatly characterized by the split
operation which we just defined, namely a polynomial P is a Lie word if and only if δ(P ) =
(P, 0)− (0, P ).
The shuffle of two words u and v, denoted by u  v,6 is the sum of all the ways to
interleave u, v into a single word while respecting the ordering within u, v. For example
ab  xy = abxy + axby + axyb+ xaby + xayb+ xyab (2.18)
Shuffle also extends to all polynomials by linearity.
The split and shuffle are adjoint operators,7 namely
δ(w) · (u, v) = w · (u  v) . (2.19)
In particular w is in the shuffle of u and v if and only if (u, v) is in the split of w.
6 Inspired by the Cyrillic letter Sha X, which it turn originates in the Phoenician Shin, and is similar
to the modern Hebrew Shin.
7 With respect to the natural inner product on non commutative polynomials on the alphabet. It is
defined such that P ·w is the coefficient of the word w in the polynomial P and hence P =∑w(P ·w)w and
it is extended by linearity to any two polynomials P,Q so that P ·Q =∑w(P · w)(Q · w), see for example
[38] p.15,17.
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Now we turn to relating the f-based and t-based decompositions. Our argument will use
a graphical representation closely related to [18]. The transformation (2.10) is represented
by
(2.20)
(2.12) is represented by
(2.21)
The arrows denote the fundamental representation as in (2.10). We can also represent
(2.13) graphically by
(2.22)
Before addressing a general color structure it is instructive to consider a color structure
∼ f2. It can be transformed as follows
fabx fxcd = =
( )( )
= − − +
For a general flat color diagram each one of its n− 2 vertices transforms into a pair of
terms according to (2.10), such that each of the vertical lines labelled 2, 3, . . . , n − 1 can
point either upward or downward, resulting with a total of 2n−2 terms as follows
cf (12 . . . n) ≡ . . . ≡ f12x1 fx13x2 . . . fxn−3n−1n (2.23)
=
∑
(α,β)∈δ(σ)
(−)|β|Tr (1αnβT ) (2.24)
where the sum is over the split of σ = 2 . . . n− 1, α is the subset of σ which points upward,
while β is the subset which points downward and hence is read in reverse order and is
accompanied by a minus sign, and accordingly |β| is the size of the set β, and βT is its
transpose, or reflection.
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Now the relation between the two forms of color structures can be used to derive the
corresponding relations between the sub amplitudes
Atot =
∑
σ
cf (1σn)Af (1σn) = (2.25)
=
∑
σ
 ∑
(α,β)∈δ(σ)
(−)|β|Tr (1αnβT )
Af (1σn) = (2.26)
=
∑
(α,β)
 ∑
σ:(α,β)∈δ(σ)
(−)|β|Af (1σn)
Tr (1αnβT ) = (2.27)
=
∑
(α,β)
 ∑
σ∈αβ
(−)|β|Af (1σn)
Tr (1αnβT ) (2.28)
where we used in the first line (2.9), (2.24) in passing to the second, a change of summation
in passing to the third and finally (2.19) in the fourth. Comparing with (2.14) we find
At(1αnβT ) =
∑
σ∈αβ
(−)|β|Af (1σn) . (2.29)
In particular for β = ∅
At(1σn) = Af (1σn) (2.30)
and hence the superscripts f and t can and will be omitted henceforth, and Af turns out
to have a cyclic symmetry which is not apparent from its definition. For general β and
omitting the t, f superscripts (2.29) concludes the derivation of the celebrated Kleiss-Kuijf
(KK) relations [23]. The results (2.29,2.30) were obtained originally in [27].
See [39] for a generalized identity in string theory which reduces to the Kleiss-Kuijf
identities in the low energy limit.
2.4 Section conclusions
Let us summarize the discussion in this section. The space of tree level color structures
with n external legs, TCSn, has dimension (n−2)!. Accordingly (n−2)! partial amplitudes
suffice to specify any total amplitude. However, there is no natural, or canonical, basis
for this space. Rather, there is a natural set of bases each one labelled by a choice of
initial and final external legs, so there are n(n− 1) natural bases, and the total set of color
structures is given by cf (iσj), σ ∈ Sn−2. Hence it initially appears that the total number
of the associated partial amplitudes would be n(n − 1) · (n − 2)! = n!. However, one can
pass to the trace expressions, which are manifestly cyclic and hence are (n− 1)! in number.
The trace-based decomposition turns out to define sub-amplitudes which are equivalent to
the f-based sub-amplitudes (2.30). Hence altogether there are (n− 1)! sub-amplitudes, and
n(n− 1) ways to choose a basis of (n− 2)! sub-amplitudes out of them.
Let us return to the first group of issues mentioned in the introduction. It is now clear
that at least at tree level the existence of color ordered amplitudes is unrelated to the large
Nc limit or the gauge groups SU(Nc), and in fact the discussion holds for a general Lie
– 10 –
group. It is also clear now that the partial amplitudes are not components in one basis, nor
for some spanning set, but rather these are the components for a natural set of bases.
Reflections. We end this section with a comment on the action of reflections on
amplitudes. From the definition of the f-based color factors (2.8) cf ∼ (f)n−2 and it is
evident that under reflection, (1 . . . n) → (n . . . 1), they transform as cf → (−)n−2cf =
(−)n cf and hence by (2.9,2.30) so do the amplitudes, namely
A(1 . . . n)→ (−)nA(n . . . 1) . (2.31)
This means that ignoring signs there are only (n− 1)!/2 different partial amplitudes. How-
ever, the dimension of TCSn is (n − 2)! and not half of it, since reflection relates two
amplitudes from different bases as it exchanges end-points of the flat diagrams (2.8).
3 Action by permutations
In this section we study the symmetries of the tree level color structures TCSn with respect
to permutations of the external legs, having in mind their application to the determination
of partial amplitudes.
Definition of group action. The natural operation of Sn, the group of permutations of
n elements, on TCSn can be defined as follows. Given a color structure, in either an f or
trace representation, we can obtain a new one by permuting the labels 1 . . . n. For example,
for n = 4 the permutation (1234) → (1324) transforms f12x fx34 into f13x fx24. In fact,
in this way any permutation induces a linear transformation on TCSn. Alternatively and
equivalently, one can take the passive point of view according to which the permutation is
a re-labeling of the external legs.
TCSn is (n−2)! dimensional, and as such it reminds us of certain basic representations
of Sn. The regular representation acts on the space of all orderings of 1, . . . , n (or permu-
tations), and is therefore n! dimensional, while the space of necklaces, namely orderings on
a circle, is (n− 1)! dimensional. Yet, TCSn is different. The objective of this section is to
characterize this representation by obtaining its character. In particular, the character will
allow us to decompose it into irreducible components.
Early attempts. Initially we analyzed TCSn for low and specific n. We started with its
original definition as trivalent trees up to Jacobi identities, see below (2.6). We determined
the characters of both the space of diagrams and the space of Jacobi identities. Then we
decomposed both of them into irreps. In some cases we also found higher order relations:
“second order” relations among the Jacobi relations, third order among the second order
and so on. In this way the equations are divided into separate sectors corresponding to the
the various irreps (which cannot mix). Even without reference to the actual form of the
equations, one can conclude by counting in the usual way that given Vλ variables and Rλ
relations for the irrep labelled by λ, then the number of solutions (namely the dimension
of this space) Sλ is bound by min{0, Vλ−Rλ} ≤ Sλ ≤ Vλ, and in fact the lower bound will
be saturated unless the relations are degenerate.
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Using this Sn covariant analysis we obtained probable candidates for the irrep content
for n = 4, 5, 6. Then we proceeded to confirm these candidates through a computerized
and non-covariant analysis. That was done by assigning labels to the diagrams and then
writing down each realization of the Jacobi identity. Clearly, this labeling of the diagrams
renders the Sn symmetry non-manifest, but it enables a computerized calculation of the
rank of the Jacobi identities.
3.1 Free Lie algebras and the Lie operad
The original problem, that of capturing symmetries of the partial amplitudes which originate
with those of the color structures, is now formulated mathematically as the problem of
obtaining the Sn character of the space of color structures. Happily it turns out that (at
least at tree level) this problem was fully solved in the mathematics literature in [40].8 In
order to describe these results we shall first define and discuss certain relevant mathematical
concepts.
Free Lie algebras. The Jacobi identity played a central role in our considerations, and we
did not consider other algebraic relations which would be less general. The free Lie algebra
over some set A, denoted by L(A), is exactly the Lie algebra generated by A with no further
relations apart for antisymmetry and the Jacobi identity which are mandated by definition.
Hence L(A) is relevant here. It has the property that any Lie algebra L which contains A
defines a unique Lie homomorphism L(A)→ L. One of the early works employing free Lie
algebras was [41]. See the book [38] dedicated to free Lie algebras. For |A| ≥ 2 L(A) is
infinite dimensional, yet we would be interested in a finite dimensional subspace known as
its multilinear part, defined by (Lie) words over A where each letter appears exactly once.
Examples. For two generators, namely A2 = (1, 2), the free Lie algebra has a single
element with two letters, namely [1, 2], which is also the algebra’s multi-linear part. Given 3
letters there are two linearly independent elements, namely [1, [1, 2]] and [2, [1, 2]]. Proceed-
ing in this manner, given the number of letters there are finitely many linearly independent
elements, yet the total dimension of L(A2) is infinite.
For 3 generators, namely A3 = (1, 2, 3), the free Lie algebra has 3 linearly independent
elements with two letters, namely [1, 2], [2, 3] and [3, 1]. The multi-linear part is here
3-lettered and is generated by [[1, 2], 3] and [[2, 3], 1]]. The element [[3, 1], 2] is linearly
dependent on them due to the Jacobi identity.
The Lie operad. Informally, an operad can be thought to be the set of all possible expres-
sions which can be generated from a given operation defined in some algebraic structure,
see [42] for the original definition. One also defines cyclic operads. Informally these are
operads where the inputs of the expression, namely its variables, are on equal footing with
the output. For completeness we include the formal definition of an operad and a cyclic
operad in appendix A, 9 yet we find the examples below to be more illuminating.
8We are grateful to A. Khoroshkin for informing us of that.
9 The general notion of a cyclic operad was introduced by [43] following ideas of [44].
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Examples
• Commutative operad.
This operad describes all the possible expressions that can be formed out of n com-
muting elements, for instance n commuting matrices. Clearly the expression is inde-
pendent of the order, namely invariant under permutations, and therefore unique, and
hence Com(n) = 1, where 1 denotes the trivial representation of Sn. The associated
cyclic operad can be realized by the trace of the product of n commuting matrices
and here too Com((n)) = 1.
• Associative operad.
The associative operad Assc describes all the possible expressions that can be formed
out of n elements under an associative binary operation, for example n general ma-
trices. Here any ordering is independent and hence Assc(n) has dimension n! and in
fact it is nothing but the regular representation. The cyclic version of this operad
can be realized by the trace of a product of n matrices. Due to the cyclic symme-
try dim (Assc((n)) ) = (n − 1)! and mathematically it can described by Assc((n)) =
IndSnZZn1, namely it is the representation of Sn induced by the trivial representation of
its n-cycle subgroup. The induced representation will be defined and further discussed
below under (3.2).
• Lie operad.
The Lie operad Lie(n) describes all the independent expressions that can be formed
from n elements by using the Lie bracket. It can be identified with the multilinear
part of the free Lie algebra L(An), An = (1 . . . n) and it can be realized as the set of
rooted trees with oriented trivalent vertices, up to Jacobi identity, with leaves labeled
by 1 . . . n denoting the “input” generators and a root denoting the “output” generator.
In these trees each vertex represents the Lie bracket operation.
In the cyclic Lie operad Lie((n)) the trees are not rooted, but rather all external
legs are of equal standing. As a set the cyclic Lie((n)) is the same as the non-cyclic
Lie(n − 1), only Lie((n)) transforms naturally under Sn, rather than Sn−1. The
definition of the cyclic Lie operad uses the Killing form, namely the trace, in addition
to the Lie bracket.
For further detail see [40], paragraphs 1.8.3-5, and the book [45] dedicated to operads
and their various applications.
Comparing the above mentioned realization of Lie((n)) through trees with the defi-
nition of TCSn through trees under (2.6) we recognize that the space of tree level color
structures is equivalent to the cyclic Lie operad, namely
TCSn ≡ Lie((n)) . (3.1)
The cyclic property represents the equal standing of all external legs in a Feynman diagram.
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3.2 The nature of TCSn
The cyclic Lie operad, or equivalently TCSn can be described in terms of the non-cyclic
one Lie by
TCSn = Ind
Sn
Sn−1 Lie(n− 1)− Lie(n) (3.2)
which we now proceed to explain. The first term on the right hand side (RHS) denotes the
Sn representation induced by Lie(n−1) which is a representation of its Sn−1 subgroup. For
completeness, we provide a concise definition of the general notion of an induced representa-
tion. Given a representation of pi : H → V , where H is a subgroup of G, the representation
induced onto G is given by IndGHpi = K[G] ⊗K[H] V where K[G],K[H] are the group al-
gebras. However, in this paper we shall not require this general definition, but rather we
shall provide explicit descriptions of the relevant representations. Here IndSnSn−1Lie(n − 1)
is the set of all the expressions that can be formed by choosing n− 1 out of the n variables
and using the Lie bracket operation to create expressions where each variables appears ex-
actly once. The subtracted second term on the RHS implies that IndSnSn−1Lie(n− 1) has a
sub-representation which is equivalent to Lie(n) and is to be subtracted to obtain TCSn.
In other words TCSn + Lie(n) = IndSnSn−1 Lie(n− 1).
An equivalent form of this relation was shown to us by A. Khoroshkin, and while we
do not know a reference where the proof could be found, we did subject it to numerous
tests which the relation passed successfully. It is suggestive to interpret the relation as
follows: for any w ∈ TCSn and for any choice of 1 ≤ j ≤ n there is a unique decomposition
w = Tr (jw′) where w′ belongs to Lie(n − 1) on the set 1 . . . n with j omitted and hence
to IndSnSn−1 Lie(n− 1). Graphically this is equivalent to choosing one of the external legs to
serve as a root. This decomposition is represented by the first term in (3.2). However, in
this way we over-count TCSn and evidently the second term compensates for that.
The non-cyclic operad Lie(n) can be described in turn by [46]
Lie(n) = IndSnZn ωn (3.3)
which we now proceed to explain. ωn := exp(2pii/n) is a primitive root of unity. Here
it represents the primitive representation of an n-cycle in Sn, namely we consider the
subgroup H of Sn generated by the n-cycle ρn = (12 . . . n) → (2 . . . n1) and its primitive
representation is defined by ρn → ωn. This specific induced representation can be described
more explicitly by the set of all orderings of 1 . . . n up to the equivalence relation
σ1 . . . σn ' ωn σ2 . . . σn σ1 (3.4)
where σ1, . . . , σn is any permutation of (1 . . . n), and the equivalence means that a cyclic
shift of an n-lettered word is allowed as long as it is accompanied by multiplication by the
primitive root of unity. See [38] theorem 8.3 for three proofs of (3.3). In particular the
third proof (based on [46]) employs the notion of a Lie idempotent.
Let us illustrate the expressions above by reproducing the dimension of TCSn. From
(3.3) and the formula for the dimension of the induced representation, namely dim(IndGH V ) =
|V | |G|/|H|, we find dim (Lie(n)) = 1·n!/n = (n−1)!. Now from (3.2) we have dim(TCSn) =
(n− 2)!n!/(n− 1)!− (n− 1)! = (n− 2)! as we found in (2.7).
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It is known that characters χ of the permutation (symmetric) group are conveniently
given by the characteristic function of χ, ch(χ), which is a symmetric function in some
variables xi. Being symmetric it can be expressed in terms of the power sums pk(xi) :=∑
i x
k
i , namely ch = ch(p1, p2, . . . ). The character is contained in the Taylor coefficients of
the characteristic function. For a conjugacy class c labeled by the partition of n of the form
(1k12k2 . . . ) 10 its character is read through
χ(c) = (1∂p1)
k1 (2 ∂p2)
k2 . . . ch(p1, p2, . . . )|0=p1=p2=... (3.5)
In the non-cyclic case the characteristic functions are given by [47, 48]
chn ≡ ch(Lie(n)) = 1
n
∑
d|n
µ(d) p
n/d
d (3.6)
where
µ(d) :=
{
0 if d is divisible by a square
(−)k if d is a product of k distinct primes (3.7)
is the Möbius function from number theory.11
We note that the expression (3.6) is closely related to the generating function of prim-
itive necklaces, see [38].
The characteristics (3.6) for all n can be conveniently packaged (by formal summation)
into a characteristic generating function for the whole operad
ch(Lie) :=
∑
k
chk =
∑
n≥1
µ(n)
n
log(1− pn) . (3.8)
Formal expansion of the log into a power series reproduces (3.6).
Now the characteristic of the cyclic case can be stated. The generating function is
Ch(TCS) = (p1 − 1) ch(Lie)− p1 (3.9)
and the individual characteristics for n ≥ 3 are12
Chn ≡ ch(TCSn) = p1 chn−1 − chn . (3.10)
10This is the standard notation for a partition of n into k1 1s, k2 2s and so on, such that k1·1+k2·2+· · · = n.
11 We would like to record two important properties of the Möbius function. First µ(n) =∑
(k,n)=1 exp(2piik/n) where the sum is taken over all integers k in the range 1 ≤ k ≤ n which are
relatively prime to n. A second important property is
∑
d|n µ(d) = δn1, which has a nice interpreta-
tion in terms of the Dirichlet convolution of number theory. For any two function of integers (or series)
f = f(n), g = g(n), n = 1, 2, . . . the Dirichlet convolution f ∗g is defined by (f ∗ g) (n) =∑k|n f(k) g(n/k).
The function e(n) := δn1 plays the role of a unit with respect to the Dirichlet convolution. Now the second
property above can be rewritten as µ ∗ 1 = e where 1 is the constant function given by 1(n) = 1 for all
n. This means that µ is the inverse with respect to the Dirichlet convolution of the constant function 1.
Therefore if f =
∑
k|n g(k), namely f = g ∗ 1 then g = µ ∗ f , namely g(n) =
∑
k|n µ(k)f(n/k) which is
known as the Möbius inversion formula.
12 We note a relative minus sign between our expressions and the original ones in [40], presumably
originating from a different convention.
– 15 –
These characteristics of the cyclic Lie operad (≡ TCS) were obtained in [40] through a
certain Legendre transform on the commutative operad, which is rather simple to describe.13
Alternatively, they can be motivated by (3.2): its first term implies the factor p1 ch(Lie) in
(3.9) while the second implies the term −ch(Lie). Note that the term −p1 is inessential as
it affects only Ch1. A geometrical realization of (3.9) was given in [49].
The expression (3.9) is our main result (imported from [40]). From it one can read off
the characteristic Chn of all the tree-level color structures TCSn, given by (3.10) where
(3.6) is used, and the character itself can be found with the help of (3.5). The character (and
characteristic) are the sought-for characterization of the representation under permutations.
If desired, the irrep components can now be found through multiplication with the character
table. Explicit results for n ≤ 9 are listed in appendix B. Altogether this consists a full
answer for the second issue mentioned in the introduction in the case of tree level.
Discussion:
• Reducibility. In table 1 it is seen that TCSn is irreducible for n = 4, 5, but it is
reducible for n ≥ 6. For example TCS6 decomposes as
TCS6 → (42) + (313) + (23) (3.11)
4! → 9 + 10 + 5 (3.12)
where the second line specifies the dimensions of the corresponding representations
on the first line.
• Self duality under Young conjugation. In table 1 we observe that for some values of
n TSCn is self-dual under Young conjugation, namely under the interchange of rows
and columns in the Young diagrams, or equivalently under tensoring it with the sign
representation. The self-dual values are n = 4, 5, 8, 9, while n = 3, 6, 7 are not.
• By inspection (at least for n ≤ 9) the following irreps do not appear in TCSn:
(n), (n − 1 1), (21n−2) and (1n) (the first is the symmetric and the last is the anti-
symmetric).
• Interpretation for (3.2). The induction in this formula translates in a standard way
to the addition of a box in all possible ways to the irreps composing the inducing
representation Lie(n− 1).
• Support of the character. The result (3.9) implies that the character is non-zero only
for classes labeled by partitions of the form (dn/d), namely partitions of n into equal
parts, or (1d(n−1)/d), which are partitions of n− 1 into equal parts.
• For n ≤ 6 we found that the results in the table agree with those found through the
early attempts described at the beginning of this section.
13 The duality between commutative coalgebras and Lie algebras was observed independently by J. Moore
and D. Quillen in the late 1960’s according to [45] p.143.
– 16 –
4 Implications for sub-amplitudes
The ultimate objective for studying the representation of the color structures is to assist the
determination of partial amplitudes by separating their implied symmetry structure. Here
we take a first and partial step in this direction, by showing a sort of converse. Namely, we
show that given a set of objects (ij) 1 ≤ i, j ≤ n satisfying
(ij) = −(ji) (4.1)
(ij)(kl) + (il)(jk) + (ik)(lj) = 0 (4.2)
then the following expressions
Cn(12...n) :=
1
(12)(23)...(n1)
(4.3)
satisfy the Kleiss-Kuijf relations and hence all the symmetries of color-ordered amplitudes
which are implied by the color structure symmetries.
Motivation. We notice that the permutation dependent factor in both the Parke-
Taylor expression [6] and the Cachazo-He-Yuan (CHY) formula [17] are of this form. In
Parke-Taylor the permutation-dependent factor is [〈12〉〈23〉...〈n1〉]−1 and the spinor prod-
ucts (ij) := 〈i j〉 satisfy (4.1,4.2). In CHY the permutation-dependent factor is
1
σ12σ23...σn1
(4.4)
where σi ∈ C is a set of solutions of the scattering (Gross-Mende) equations, and (ij) :=
σi − σj satisfy (4.1,4.2) too. We note that the relations (4.1,4.2) can be interpreted geo-
metrically to mean that (ij) belongs to the Grassmannian Gr(2, n), the space of 2-planes
in n-dimensional space. Indeed the first identity implies that ωij := (ij) is a bivector, while
the second implies that ω∧ω = 0 and hence ω = u∧v for some vectors u, v and it represents
a 2-plane.
Note that a claim equivalent to the one proven here was made in [50], and a general
proof for any n which was lacking there is given here. It appears that essentially the same
argument was given in [51], see eq. (III.9), in a somewhat different context, that of sub-
leading color factors for 1-loop amplitudes. Our approach differs by being axiomatic and
hence applying immediately not only to Parke-Taylor amplitudes but also to CHY.
Proof. We will prove inductively on q ≡ |β| the Kleiss-Kuijf relations
Cn(1β1β2...βq 2α1α2...αp) = (−1)q
∑
σ∈α1α2...αpβqβq−1...β1
Cn(1 2σ). (4.5)
Without loss of generality we will assume q ≤ p (otherwise we can interchange the roles of
α and β and use the reflectivity of Cn).
For the base case of q = 1 of (4.5) we want to prove that
0 =
1
(1 2)(2α1)...(αp1)
[ (1 2)
(1β1)(β12)
+
p∑
k=0
(αkαk+1)
(αkβ1)(β1αk+1)
]
(4.6)
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with the convention α0 = 2 and αp+1 = 1. Multiplying the term in the sum by
(β12)
(β12)
and
using (4.2) we get
1
(β12)
p∑
k=0
( (αk2)
(αkβ1)
− (αk+12)
(αk+1β1)
)
=
1
(β12)
( (2 2)
(2β1)
− (1 2)
(1β1)
)
= − (1 2)
(1β1)(β12)
(4.7)
which cancels exactly the first term in the parenthesis in (4.6).
For the inductive step we assume (4.5) for |β| = q and rewrite the shuffle more explicitly
as
0 =
1
(1 2)(2α1)...(αp1)
[ (1 2)
(1β1)...(βq2)
− (−1)q
( p∑
k=0
(αkαk+1)
(αk β αk+1)
+
∑
βT=β′β′′
p∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0β
′αk0+1)
(αk1αk1+1)
(αk1β
′′αk1+1)
+
∑
βT=β′β′′β′′′
p∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0β
′αk0+1)
(αk1αk1+1)
(αk1β
′′αk1+1)
(αk2αk2+1)
(αk2β
′′′αk2+1)
+ ...+
p∑
kq−1=q−1
...
k1−1∑
k0=0
(αk0αk0+1)
(αk0βq)(βqαk0+1)
...
(αkq−1αkq−1+1)
(αkq−1β1)(β1αkq−1+1)
)]
(4.8)
where
∑
βT=β′β′′...β(n) means the sum over all partitions of the sequence β
T ≡ βq . . . β1 into
n parts, and (αk β αk+1) is shorthand for (αkβq)(βqβq−1)...(β1αk+1).
Now we shall prove this for |β| = q+1 using (4.8) as our induction assumption. When
we add βq+1 to the terms in (4.8) we can do so in two ways: either attach βq+1 to βq in the
same partition, or add a new partition containing only βq+1. In this way a typical term in
(4.8), say
∑
βT=β′β′′β′′′
p∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0β
′αk0+1)
(αk1αk1+1)
(αk1β
′′αk1+1)
(αk2αk2+1)
(αk2β
′′′αk2+1)
(4.9)
becomes the following two terms∑
βT=β′β′′β′′′
p∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0βq+1β
′αk0+1)
(αk1αk1+1)
(αk1β
′′αk1+1)
(αk2αk2+1)
(αk2β
′′′αk2+1)
(4.10)
+
∑
βT=β′β′′β′′′
p∑
k3=3
k3−1∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0βq+1αk0+1)
(αk1αk1+1)
(αk1β
′αk1+1)
(αk2αk2+1)
(αk2β
′′αk2+1)
(αk3αk3+1)
(αk3β
′′′αk3+1)
.
Multiplying the second term in (4.10) by (βq+1βq)(βq+1βq) and using (4.2) over (βq+1βq)(αk0αk0+1)
we get for this term
1
(βq+1βq)
p∑
k3=3
k3−1∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
( (αk0βq)
(αk0βq+1)
− (αk0+1βq)
(αk0+1βq+1)
)
× (αk1αk1+1)
(αk1β
′αk1+1)
(αk2αk2+1)
(αk2β
′′αk2+1)
(αk3αk3+1)
(αk3β
′′′αk3+1)
. (4.11)
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Performing the telescopic sum over k0 in (4.11), we get from the second term in (4.10)
two terms
1
(βq+1βq)
(2βq)
(2βq+1)
∑
βT=β′β′′β′′′
p∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0β
′αk0+1)
(αk1αk1+1)
(αk1β
′′αk1+1)
(αk2αk2+1)
(αk2β
′′′αk2+1)
−
∑
βT=β′β′′β′′′
p∑
k2=2
k2−1∑
k1=1
k1−1∑
k0=0
(αk0αk0+1)
(αk0βq+1β
′αk0+1)
(αk1αk1+1)
(αk1β
′′αk1+1)
(αk2αk2+1)
(αk2β
′′′αk2+1)
. (4.12)
We notice two things: first, the last term in (4.12) exactly cancels the first term in (4.10);
and second, the first term in (4.12) is 1(βq+1βq)
(2βq)
(2βq+1)
times the term we’ve begun with in
(4.9) for |β| = q. Therefore for |β| = q + 1 we are left with
(1 2)
(1β1)...(βqβq+1)(βq+12)
− (−1)q+1 1
(βq+1βq)
(2βq)
(2βq+1)
(
terms from |β| = q
)
. (4.13)
Taking out 1(βq+1βq)
(2βq)
(2βq+1)
as a common factor we use the induction assumption (4.8) to
prove this is zero.
We therefore managed to prove directly that objects of the form (4.3), where (ij) is
any collection of objects satisfying (4.1) and (4.2), satisfy the Kleiss-Kuijf relations (4.5).
5 Conclusions
In section 2 we reviewed how the color-ordered sub-amplitudes is a set of components of the
total amplitude with respect to a set of bases all of equal standing, and this is summarized
in subsection 2.4.
Our main results are
• The mathematical formulation for symmetries of the partial amplitudes which origi-
nate with those of color structures, see the beginning of section 3 and earlier.
• The identification of the space of tree-level color structure with the Lie operad and
its characterization (as a representation of the permutation group) by the generating
function (3.9). It is imported from the mathematical literature [40], and we are
unaware of an earlier linkage between the two.
• The explicit list of permutation irreps for n ≤ 9 in table 1.
We believe that this determination of symmetries should be useful for the determination of
partial amplitudes. We took a first step in this direction in section 4 where we proved that
the permutation-dependent part of both the Parke-Taylor amplitudes and the Cachazo-He-
Yuan amplitudes can be shown to satisfy the Kleiss-Kuijf relations just by using certain
Grassmannian relations. Other implications are left for future work.
Another direction for future work is to obtain a simplified expression for the irrep
multiplicities.
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A Definition of Operads
In this appendix we provide a formal definition of operads closely following the presentation
of [40], section 1.
A chain complex (or dg-vector space) is a graded vector space U• together with a
differential δ : Ui → Ui−1, such that δ2 = 0.
An S-module is a sequence of chain complexes U = {U(n)|n ≥ 0}, together with an
action of the symmetric group Sn on U(n) for each n.
An operad is an S-module Q together with bilinear operations
◦i : Q(m)⊗Q(n)→ Q(m+ n− 1), 1 ≤ i ≤ m, (A.1)
satisfying the following axioms.
1. If σ ∈ Sm, ρ ∈ Sn, a ∈ Q(m) and b ∈ Q(n) then
(σa) ◦σ(i) (ρb) = (σ ◦i ρ)(a ◦i b) , (A.2)
where σ ◦i ρ ∈ Sn+1 is defined to permute the interval {i, . . . , i+ n− 1} according to
the permeation ρ and then reorders the m intervals
{1}, . . . , {i− 1}, {i, . . . , i+ n− 1}, {i+ n}, . . . , {m+ n− 1} , (A.3)
which partition {1, . . . ,m+ n− 1} according to σ. Explicitly
(σ ◦i ρ) (j) =

σ(j) j < i and σ(j) < σ(i)
σ(j) + n− 1 j < i and σ(j) > σ(i)
σ(j − n+ 1) j ≥ i+ n and σ(j) < σ(i)
σ(j − n+ 1) + n− 1 j ≥ i+ n and σ(j) > σ(i)
σ(i) + ρ(j − i+ 1)− 1 i ≤ j < i+ n
(A.4)
2. For any a ∈ Q(k), b ∈ Q(l) and c ∈ Q(m) and any 1 ≤ i < j ≤ k,
(a ◦i b) ◦i+j−1 c = a ◦i (b ◦j c) . (A.5)
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3. For any a ∈ Q(k), b ∈ Q(l) and c ∈ Q(m) and any 1 ≤ i ≤ k, 1 ≤ j ≤ l,
(a ◦i b) ◦i+j−1 c = a ◦i (b ◦j c) . (A.6)
Realization through trees. We may associate with an element of Q(n) a rooted tree
with n inputs numbered from 1 up to n and one output. The compositions translate into
grafting two such trees together along the ith input of the first tree.
Cyclic operads
A cyclic S-module U is a sequence of vector spaces U(n) each acted upon by Sn+, defined
to be the group of permutations on 01 . . . n.
For a cyclic S-module U and a (k + 1)-element set I define
U((I)) =
 ⊕
bijections f :{0,...,k}→I
U(k)

Sk+
(A.7)
In the case when k = n − 1 and I = {1, . . . , n} we write U((n)) instead of U((I)) and we
note that U((n)) = U(n − 1), which means that as a vector space a cyclic operad with n
inputs can be identified with a non-cyclic operad with n− 1 inputs after one of the original
inputs was arbitrarily designated as output.
A cyclic operad is a cyclic S-module Q which satisfies the following condition. For any
a ∈ Q(n) let a∗ be the result of applying the cycle (01 . . . n) ∈ Sn+ to a. Now the condition
is given by
(a ◦n b)∗ = b∗ ◦1 a∗ , (A.8)
for any a ∈ Q(n), b ∈ Q(m). This means that permutations are allowed to permute the
output of the operad with its inputs.
For further information and discussion see [40].
B Irreducible Sn components
Table 1 on p.25 shows the multiplicities of the irreducible representation of Sn for Lie(n)
and Lie((n)) ≡ TCSn. The non-cyclic case was obtained in [47, 48] and is reproduced here
for convenience. [52] was used for computerized calculations.
In the almost trivial case of n = 3 we have Lie(3) = (21) and Lie((3)) = (13).
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Table 1. Multiplicities of the irreducible representation of Sn for Lie(n) and Lie((n)) ≡ TCSn.
The notation λ = aibj ... describes a Young diagram with a boxes in each of the first i rows and b
boxes in each of the next j rows, etc. or equivalently a partition of n, i · a+ j · b+ · · · = n.
n λ Lie(n) TCSn n λ Lie(n) TCSn
4 31 1 0 4212 12 1
22 0 1 414 4 1
212 1 0 322 6 0
5 41 1 0 3212 6 2
32 1 0 3221 9 1
312 1 1 3213 8 1
221 1 0 315 3 0
213 1 0 24 1 1
6 51 1 0 2312 4 0
42 1 1 2214 2 1
412 2 0 216 1 0
32 1 0 9 81 1 0
321 3 0 72 3 0
313 1 1 712 3 1
23 0 1 63 5 1
2212 2 0 621 12 1
214 1 0 613 6 1
7 61 1 0 54 5 0
52 2 0 531 18 3
512 2 1 522 13 1
43 2 0 5212 21 3
421 5 1 514 8 0
413 3 0 421 9 1
321 3 1 432 19 2
322 3 0 4312 24 3
3212 5 1 4221 24 3
314 2 0 4213 21 3
231 2 0 415 6 1
2213 2 1 33 4 2
215 1 0 3221 19 2
8 71 1 0 3213 13 1
62 2 1 323 9 1
612 3 0 32212 18 3
53 4 0 3214 12 1
521 8 1 316 3 1
513 4 1 241 5 0
42 1 1 2313 5 1
431 9 1 2215 3 0
422 6 2 217 1 0
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