In x-ray coherent scatter tomography, tomographic measurements of the forward scatter distribution are used to infer scatter densities within a volume. A radiopaque 2D pattern placed between the object and the detector array enables the disambiguation between different scatter events. The use of a fan beam source illumination to speed up data acquisition relative to a pencil beam presents computational challenges. To facilitate the use of iterative algorithms based on a penalized Poisson log-likelihood function, efficient computational implementation of the forward and backward models are needed. Our proposed implementation exploits physical symmetries and structural properties of the system and suggests a joint system-algorithm design, where the system design choices are influenced by computational considerations, and in turn lead to reduced reconstruction time. Computational-time speedups of approximately 146 and 32 are achieved in the computation of the forward and backward models, respectively. Results validating Manuscript
Joint System and Algorithm Design for Computationally Efficient Fan Beam Coded Aperture X-Ray Coherent Scatter Imaging I. INTRODUCTION X -RAY coherent scatter imaging involves the reconstruction of an object's volumetric scatter density from tomographic measurements of the scattered x-ray data. The forward scatter distribution from an object is modeled as a superposition of the intensities of the scatter from all object points. The scatter from each object point occurs due to photons illuminating the object from all incident angles at different energy-dependent intensities, as permitted by the source configuration. The detailed forward model is given below, but it is immediately apparent that the central challenge in x-ray coherent scatter imaging is the separation of the scatter back into a volumetric scatter density.
One approach to separate the scatter from the multiplexed measurements is to obtain different views of the object by using a rotating gantry [1] . An alternative and novel approach is the use of a coded aperture between the object and the detector [2] , [3] , which prevents the need for a rotating gantry. Two important design elements in coded aperture x-ray coherent scatter imaging are a primary mask between the source and the object, and a coded aperture (secondary mask) between the object and the detector array. Whereas the primary mask serves to shape the incident beam, the secondary mask is responsible for blocking the transmitted x-rays and disambiguating scatter angles.
Previous work in coded aperture x-ray coherent scatter imaging has shown the success of a pencil beam system (primary mask with a single small hole) [4] . We scale up to a fan beam system (primary mask with a slit) to accelerate measurement acquisition (see Fig. 1(a) ). For this, new codes and algorithms are needed for efficient data collection and inference. Brady et al. [2] give a detailed description of the design of new codes for a fan beam system. Here, we focus on efficient data inversion. MacCabe et al. [5] analyzed the fan beam system with a 2D energy-integrating detector array and a 2D secondary mask (see Fig. 1(b) ) from the standpoint of recovering the object's spatial and angular distributions, under the assumption that the object may be factorized in space and angle. Moreover, their system Fig. 1 . In (a), the rectangular object slice is exaggerated to illustrate the unit normal vector. The secondary mask in the fan beam geometry schematic is isolated in (b). (c) shows an example of a slice through the secondary mask differentiating scatter from different object locations to the same detector location. (d) shows the effect of translation symmetry on object pixel width selection. matrix was small enough to be stored in main memory on a standard computer. In this paper, we focus on general spatial and spectral (momentum transfer) distributions and we consider a much larger system, where the storage of the system matrix may not be feasible. Unlike the angular distribution, the spectral distribution can be used as a unique signature for identifying materials [6] .
The inference algorithm developed using a penalized maximum likelihood estimation approach relies critically on a computational representation of the forward model for the data. Our forward model has been derived analytically and tested using analytic and Monte Carlo simulations. We propose an efficient representation of the forward model based upon physical symmetries and structural properties (e.g. smoothness considerations) of the system, described in detail below. The physical symmetries assumptions are readily verifiable in simulations, but less so in experiments. The ultimate benefit of the model and approach described here will be determined in part by the calibration process for verifying alignment and symmetry. Even if the symmetry assumptions break down in practice, other aspects of the efficient computation of the forward model such as smoothness consideration may be valid. The computational implementation also involves a trade-off between on-line and off-line computations which can be optimized for a target computer.
Reconstruction results for simulated data based on the analytic forward model and Monte Carlo simulation demonstrate the algorithmic performance for a particular choice of the secondary mask. Computational-time speedups of about 146 and 32 are obtained for the forward and backward models, respectively. In addition, the spatial distribution and the momentum transfer profiles (MTPs) of the simulated object are recovered quickly and fairly accurately using the reconstruction algorithm.
The remainder of this paper is organized as follows: In Section II, we describe the forward model. Sections III and IV describe efficient computations of the forward and backward models, respectively. Section V considers system design choices with regards to geometric symmetries. The measurement model and image recovery problem are described in Section VI, while Section VII develops the reconstruction algorithm. Results are presented in Section VIII, while concluding remarks are given in Section IX.
II. FORWARD MODEL
In the fan beam coded aperture coherent scatter model, the xray source transmits photons in a fan within a plane. As shown in Fig. 1(a) , each photon illuminates and interacts with the object. The photons are either absorbed, transmitted, or scattered by the object. The transmitted and scattered photons propagate from the object to the detector array and are either blocked or transmitted by the intervening secondary mask.
As shown in Fig. 1(a) , the focal spot of the source is located at the origin of the coordinate system and the fan beam resides in the z = 0 plane. Object scatter locations are indexed by (x, y) coordinates and corresponding object point r = [x, y, 0], with positive x-coordinate pointing from the source through the object to the secondary mask and the detector. Since the source is located at the origin, r also serves as the source to object point vector, with magnitude r and unit vector given asr. The detector plane is perpendicular to the central ray of the x-ray fan which goes along the x-axis. A point on the detector is r = [X d , y , z ]. The unit normal vector to the detector plane iŝ n d as shown in Fig. 1(a) . The object point and the detector point determine the scatter vector s = r − r, with magnitude s and unit vectorŝ. The scatter vector and the source to object point vector determine the scatter angle θ, shown in Fig. 1(a) .
The flux measured by the energy-integrating detector array at location r is given as
where
H (r , r, q) is the forward operator, which includes geometric factors such as the source-to-object geometry factor G so (r), the object-to-detector geometry factor G od (s), the coded aperture mask modulation (transmission) factor T (r, r ), and the scatter angle spread Δθ. The forward operator also includes a spectral factor S(θ, q) due to photon-matter interaction and a normalization constant C. Φ(E) is the spectra of the x-ray source, h is Planck's constant, and c is the speed of light. The object scatter density f (r, q), which is to be recovered, is a function of the object spatial location r and momentum transfer q, where q is given Algorithm 1: Non-optimized Forward Model.
Given object scatter density f (r, q) for each object point r do for each detector point r do
See Appendix X for a detailed derivation of the factors of H (r , r, q). Although the forward model is expressed using continuous variables and integrals, it is implemented discretely.
The linear forward model given in (1) ignores the selfattenuation of the incident source-to-object photons and scattered object-to-detector photons. Moreover, the model does not account for Compton scattering, which dominates coherent scattering at larger scatter angles. Ignoring self-attenuation and Compton scattering produces a linear model that is adequate for weakly attenuating objects and scatter measurements acquired at low scatter angles [7] , [8] .
III. COMPUTATION OF THE FORWARD MODEL
In anticipation of an iterative algorithm for estimating the object scatter density, presented in Section VI, efficient computational implementations of the forward and backward models are required. The factors in (1) may be reordered to avoid repeated computations as follows
is the effective spectral factor. A straightforward implementation of the forward model in (3) is given in Algorithm 1. Depending on the programming language (scripting versus compiled) and the amount of main memory available, any subset of the r, r , and q loops can be vectorized. For large problems, where storing the system matrix H is not practical, all the loops cannot be vectorized. For such problems, most of the computations need to be performed online and efficiently, with as many computations as possible reused in the code. In this paper, we have chosen to vectorize only the r and q loops. As a consequence of the vectorization of the q loop, the innermost momentum transfer loop is implemented as a matrix-vector product. Note that the same vectorization approach applies to the non-optimized and accelerated versions of the forward model. Three ways to improve the efficiency of the code are (1) scatter angle interpolation, (2) exploiting geometric symmetries in computing the system factors, and (3) balancing online and offline computations. The result of applying these elements of efficiency to the non-optimized forward model is given in Algorithm 2. We found that the most significant improvement in computational time is due to scatter angle interpolation. Further details are provided below.
A. Geometric Symmetries
We assume that the incident fan beam lies in a plane that is perpendicular to the detector plane, the intersection between the fan beam plane and the detector array is parallel to the y direction, and that the central ray of the fan beam intersects the center of the detector array, as shown in Fig. 1(a) . We consider three different ways to exploit the symmetries present in the system geometry. To illustrate the symmetries, we replace the loop over r in Algorithm 1 with a loop over the x and y directions in the object domain, as shown in lines 2 and 2 of Algorithm 2.
1) Translation Symmetry (TS): For the system envisioned in this paper, there is a large array of small detector pixels. We assume that the displacement between object pixel centers in the y direction is an integer multiple of the detector pixel width.
If v is a vector corresponding to the translation of a pixel in the object by one pixel width along the y direction. Then, the equality (see Fig. 1 
implies that for each scatter vector from object location r to detector location r , there is an identical scatter vector from object location r + v to detector location r + v. Thus, given scatter vectors computed for one value of y in the object, the scatter vectors for adjacent object locations are nearly all determined, with only scatter vectors corresponding to detector pixels near the edge of the detector array needing recomputation. This gives an efficient update for the scatter vector computation and consequently, the object-to-detector geometry factor G od computation.
Let us assume there are M/2 rows in each half of the detector array along the z-direction, N detector columns (y direction), and ρ y , the translation symmetry step size, represents the number of y-directional detector pixels that correspond to 1 y-directional object pixel. Lines 2 to 2 in Algorithm 2 show the use of TS. For the first location in the object along the y direction, the object-to-detector geometry factor G od is computed for all detector pixels under consideration. For the next object pixel along y, the current values of G od starting from column ρ y + 1 to N are identical to the previous values of G od starting from the first column to the last but ρ y column. The current values of G od for the first ρ y columns need to be recomputed, since they have no precomputed correspondence. From the algorithm, we see that previous G od computations are re-used, and only a small fraction of the factor needs to be recomputed. In practice, the actual time savings obtained depends on the difference between the time it takes to compute G od and the time it takes to read it from main memory. 
2) Left-Right Mirror Symmetry (LRMS):
To simplify the discussion, we assume the object region has an even number of pixels along the y direction. We consider an object reconstruction region whose center's y-coordinate is aligned with that of the source and detector array. For such an object region, the scatter vectors from the left half of the object region are reflections of those on the right half of the region. This gives a factor of about two speedup in computation, since we compute all factors of H (r , r, q), except T (r, r ), for half of the object region. Line 2 in Algorithm 2 signals the beginning of exploiting this symmetry.
3) Up-Down Mirror Symmetry (UDMS): To simplify the discussion, we assume the detector array has an even number of pixels along z (see Fig. 3 ). Consequently, the scatter vectors from the object to the top portion of the detector array are reflections of those to the bottom half. This gives an additional factor of about two computational speedup, since most factors of H (r , r, q) are computed for half of the detector array. The use of UDMS in Algorithm 2 begins with line 9.
Speedups due to LRMS and UDMS may be obtained in the computation of the mask factor T (r, r ), if the secondary mask Algorithm 2: Optimized forward model. f and g are the set of values in the object domain and detector corresponding to f (r, q) and g(r ), respectively. • and denote inner product and element-wise multiplication, respectively. fliplr(·), flipud(·), and vertcat(·, ·) are operators for reversing a matrix column-wise, row-wise, and for vertically concatenating two matrices, respectively. U and D are labels for the up and down halves of the detector array, whereas L and R are labels for the left and right sides of the object domain. e.g. T U L (r) is the mask factor for scatter vectors from a location r on the left side of the object to the pixels in the upper half of the detector array. G od (1 : M/2, 1 : N ) represents a matrix of object-to-detector geometry factors from a given object voxel to half of the detector array along z. 1 : N is a list of numbers from 1 to N in increments of 1. S(θ, :) and f (r, :) are vectors over all q of S(θ, q) and f (r, q), respectively, for fixed θ and r.
1: Precompute G so (r) for object spatial locations r 2: Precompute S(θ, q) for predefined q and θ samples 3: Precompute four symmetry-based mask factor images:
for each object location along x do 6:
for each object location along y in the left half do 7:
if first location along the y direction then 9:
Compute G od (1 : M/2, 1 : N ) 10:
Compute θ, Δθ 15:
Interpolate W L (θ) and W R (θ) and store in W interp L and W interp R , respectively 16:
: end for 22: end for 23:
is symmetric about the central ray of the fan beam. However, this may interfere with the principles involved in the design of the secondary mask. Given a fixed secondary mask, the algorithm should be designed to accommodate the potential absence of mirror-symmetric secondary masks, as we will see later.
B. Scatter Angle Interpolation (SAI)
To accelerate the computation of the forward model in (3), the spectral factor S(θ, q) is computed at a finite set of predefined uniformly sampled scatter angles. The spectral factor at other scatter angles can then be estimated by interpolation. Given that the set of momentum transfer values is also predefined, the spectral factor matrix S(θ, q) can be precomputed. To get the approximate values of S(θ, q) used in the q-loop, nearest neighbor interpolation over θ was utilized.
An example of using scatter angle interpolation to approximate the true values of S(θ, q) is shown in Fig. 2 . The curves correspond to the true and interpolated spectral factors for a filtered 125 kVp source at q = 0.2Å −1 . 250 uniformly sampled scatter angles from 0.2 to π/6 radians were used in generating the interpolated spectral factors. From the figure, we can see that the spectral factor is smooth and slowly varying with θ, except in areas surrounding the characteristic peaks of the x-ray source. This suggests that interpolation will lead to fairly accurate values of S(θ, q) and W (r, θ), a linear combination of S. Lines 2 and 2 of Algorithm 2 show the changes to the non-optimized forward model due to scatter angle interpolation.
Nearest neighbor interpolation, for each scatter angle encountered in the system geometry, involves finding the closest predefined scatter angle and using its value of the spectral factor. Since the predefined scatter angles are uniformly sampled, the process of finding the nearest scatter angle bin occurs in constant time. Moreover, since the predefined spectral factors S(θ, q) or effective spectral factors W (r, θ) are stored in arrays, the lookup process also occurs in constant time. Thus, theoretically, we expect that the actual time taken to complete the scatter angle interpolation (line 15 of Algorithm 2 and line 17 of Algorithm 4) is independent of the number of predefined uniformly sampled scatter angle bins.
However, the time taken to compute the effective spectral factors W (r, θ) in line 2 of Algorithm 2 depends linearly on the number of scatter angle bins. For a small number of scatter angle bins, this time is small relative to the time taken in lines 17 through 20 of Algorithm 2. Also, due to practical memory considerations, the lookup process may depend on the number of scatter angle bins, for large lookup tables.
We note that scatter angle interpolation is only effective when there are many spatial detector or object pixels.
C. Online-Offline Trade-off (OOT)
The choice of which factors of the forward model to compute online or offline depends on the amount of main memory available, the cost of computing the factor online, and the speed of loading the factor from main memory. If the factor is too large to fit in main memory, then part or all of the factor should be computed online. Moreover, if the cost of computing the factor is equivalent to the speed of loading the factor from main memory, then the computations should be performed online.
For the fan beam system under consideration, we have chosen to precompute the binary mask factors offline and load them into our code at run-time. For larger reconstructed object regions, larger detector arrays, and/or smaller main memory sizes, the mask factors may need to be computed online. G so (r) can be precomputed and stored. Storing it requires a very small amount of memory, since it is indexed only by the number of object spatial pixels. On the other hand, precomputing G od (s) will require a much larger amount of memory, since it is indexed by both the object spatial and detector pixels. Note that storing T (r, r ) requires far less memory than G od (s) since it is binary. Lines 1, 3, 16, in Algorithm 2 show changes to the forward model due to offline computations. The mask modulation geometry factor is computed in four parts corresponding to the transmission of scattered photons from either half of the object domain (left or right) to either half of the detector array (up or down), through the secondary mask.
IV. COMPUTATION OF THE BACKWARD MODEL
The equation for the backward model, which transforms from measurement space into object space, is given as
The non-optimized computation of the backward model is given in Algorithm 3.
The scatter angle interpolation, symmetries, and onlineoffline trade-off identified for the efficient computation of the forward model can be easily incorporated into an efficient computation of the backward model. Algorithm 4 gives such an implementation. Note that unlike in Algorithm 2 where the scatter angle interpolation was performed on the effective spectral factor W after integrating out the q dimension, the scatter angle interpolation of the spectral factor S in Algorithm 4 occurs independently for each q. This results in the backward model being slower than the forward model.
V. SYSTEM DESIGN CHOICES AND CALIBRATION
The techniques of balancing online-offline computations and scatter angle interpolation assume that the system matrix cannot Given detector image g(r ) for each object point r do for each momentum transfer q do for each detector point r do
be fully stored in memory and that the detector/object has a considerable number of spatial pixels. These assumptions hold for most large-scale x-ray coherent scatter imaging systems, and do not warrant careful system design.
However, the techniques that exploit geometric symmetries in the system to improve the computational speed of the forward and backward models make stringent demands on the system design. Both up-down mirror symmetry (UDMS) and left-right mirror symmetry (LRMS) techniques assume that the incident fan beam lies in a plane that is perpendicular to the detector plane and that the intersection between the fan beam plane and the detector array is parallel to the y direction. In addition, UDMS assumes that the plane of the fan beam splits the detector array vertically in half, whereas LRMS assumes that the central ray from the source through the center of the object region coincides with the center of the detector array, horizontally. The additional requirements of UDMS and LRMS together imply that the central ray of the fan beam should intersect the center of the detector array.
The assumptions of the geometric mirror symmetries (LRMS and UDMS) are easily violated in practice. The fan beam may not lie in a plane perpendicular to the detector plane, the intersection between the fan beam plane and the detector array may not be parallel to the y direction, and the central ray of the fan beam may not intersect the center of the detector array. When these happen, we forfeit the factor of four (two each from LRMS and UDMS) computational speedup. If such speedup is paramount for the utility of the x-ray imaging system, adequate efforts should be made to ensure that the layout of the system components honor the assumptions needed for the geometric mirror symmetries to hold.
The most stringent of the assumptions is that the fan beam has to lie in a plane perpendicular to the detector plane. It demands proper placement of the source and the rectangular slit (see Fig. 1(a) ). The source and the slit center should be on the same elevation (equal z-coordinates). If this assumption is violated, the measurements from the detector array will need to be pre-processed by rotating the detector array out of its plane, extrapolating, and adjusting the geometric factor in the system matrix accordingly. One approach could be to compute a geometric correction factor for each detector pixel; the correction Extract four symmetry-based detector images from g: g U L , g D L , g U R , g D R 4:
for each object location along x do 5:
for each object location along y in the left half do 6:
if first location along the y direction then 7:
Compute G od (1 : M/2, 1 : N ) 8: else 9:
Update G od (1 : M/2, ρ y + 1 : N ) = G od (1 : M/2, 1 : N − ρ y ) 10:
Recompute G od (1 : M/2, 1 : ρ y ) 11:
end if 12:
Compute θ, Δθ 13:
Fetch
for each momentum transfer q do 17:
Interpolate S(θ, q) and store in S interp 18:
end for 20: end for 21:
end for 22: end procedure factor can be obtained by dividing the per-detector-pixel accumulated geometric factor based on the location of the old detector array by that based on the location of the rotated detector array. If the deviation from perpendicularity between the fan beam and detector planes is minor, this correction can be effective.
The assumption that the intersection between the fan beam plane and the detector array be parallel to the y direction requires a proper placement of the rectangular slit and the detector array. The slit direction must be aligned with the horizontal direction of the detector array. If this assumption is violated, the detector array measurements need to be pre-processed by in-plane rotation. Similar to the procedure for salvaging the previous assumption, geometric correction factors may also be used to correct for a violation of the current assumption. Alternatively, since the rotation is in-plane, prior to reconstruction, the new detector measurements can be obtained by interpolation; values outside the domain of the detector array cannot be recovered. This correction can be effective when the deviation from horizontal alignment is small, since the out-of-bound pixels will be small.
The assumption that the central ray of the fan beam intersect the center of the detector array is the least restricting of the three assumptions. It requires that the center of the intersection of the fan beam plane and the detector plane be the same as the center of the detector array. When this assumption is violated, the remedy involves using the center of the intersection of the fan beam plane and the detector plane as the center of the detector array and cropping (discarding pixel measurements that do not fit with the new center). When the deviation from centeredness is small, this correction can be effective, since the information loss due to cropping will be small.
It may seem like one should always use the geometric symmetry and then interpolate or crop the detector measurements. Moreover, the interpolation or cropping of the detector measurements only takes place once, so its not computationally intensive. However, the effectiveness of this approach will depend on how much deviation from the geometric symmetry assumptions can be tolerated. Excessive out-of-plane rotation may result in gross errors in attempting to extrapolate the measurements. Excessive in-plane rotation can result in too many out-of-bound pixels and consequently excessive cropping or gross extrapolation errors. The central ray of the fan beam being too close to one end of the detector could also result in excessive cropping. Excessive cropping or gross extrapolation errors could render the object irrecoverable from the available measurements.
Given the sequential nature of the assumptions for geometric mirror symmetry, the calibration process could involve first placing the detector array at a given range location (along x) relative to the x-ray source. The rectangular slit can then be positioned and adjusted until it lies in the same elevation as the x-ray source. Next, the detector array can be rotated until the intersection of the fan beam plane and the detector plane is parallel to the y direction. The center of this intersection image can be measured/estimated, and the detector array can be shifted along y or z to ensure that the center of the intersection image matches its center.
Given the potential significant speedup in the computation, care should be taken in the coherent scatter imaging system layout design to ensure that the assumptions for LRMS and UDMS hold, and in proper calibration, should any of the assumptions be violated, so as to remedy such violation(s). Finally, one should note that the detector need not be flat, only that the geometric symmetry assumptions hold. For example, cylindrical detectors may also be utilized.
VI. IMAGE RECOVERY PROBLEM DESCRIPTION
The measurements y i from an x-ray coherent scatter imaging system are modeled as independent Poisson distributed random variables
where I is the number of measurements, J is the number of image voxels. H ∈ R I ×J + is the system matrix (discretized forward model) with H i,j denoting the ij th entry. The column vector f ∈ R J + is the lexicographic ordering of the hyperspectral image to be recovered, with f j denoting the j th entry. r ∈ R I + are the known background measurements, with the i th entry denoted by r i . Let J = B × Q, where B is the number of spatial bins in the image and Q is the number of spectral (momentum transfer) channels.
We consider a penalized Poisson negative log-likelihood function of the form
where R(f ) is the regularizer, β > 0 is the regularization coefficient, and
is the negative log-likelihood function, with d i (l) = (l + r i ) − y i ln (l + r i ) + ln (y i !) and l i = J j = 1 H i,j f j , i = 1, . . . , I. A standard edge-preserving regularizer, with independent spectral bins, is chosen for R(f ) and is given by
where ψ δ (·) is the edge-preserving potential function, with scale parameter δ, which is symmetric, convex, and possesses desirable smoothness properties [9] [10] [11] , N j is the set of neighbors of the j th image voxel, and w j,k is a neighborhood weight to compensate for different physical units of the spectral and spatial dimensions, and different voxel sizes in each dimension. We assume a spatially piecewise smooth object. In general, the momentum transfer profile (MTP) of a material may not be piecewise smooth, so that only spatial neighbors are permitted in N j for each image voxel. The constrained convex optimization problem of interest is then 
(2) p = BACK PROJECT p (y p z p ) Compute f t,p using (28) end for f t + 1 = f t,P end for
VII. RECONSTRUCTION ALGORITHM
We solve optimization problem (OP) 9 by using a fully separable image update algorithm described fully in Appendix XI. Algorithm 5 utilizes the forward and backward models to solve OP 9.
To accelerate the convergence rate of the expectationmaximization (EM)-type algorithm, we employ ordered subsets, a measurement space partition method. Algorithm 6 shows the ordered subsets expectation-maximization (OSEM)-type algorithm. There are several choices for the partition. One particular choice preserves the symmetries identified in Section III. To preserve both left-right and up-down mirror symmetries, if one detector pixel belongs to a partition (subset), then its three mirror reflections must also be included in that subset. In addition, to utilize translation symmetry, pixels that are ρ y pixels away, along the y direction, from each of the four mirror symmetric pixels must also be included in the subset.
To satisfy UDMS constraints, we can partition the top or bottom M/2 rows of the detector array using any strategy. We select members of a subset by using a fixed step size ρ z . To balance the vertical subsets, ρ z should be a factor of Note that we have used MATLAB's listing notation a : b : c to mean numbers from a to c in steps of b, a inclusive. The partitioning of the other half follows directly from up-down mirror reflections. To satisfy LRMS constraints, the same strategy used for the vertical detector indexes can be used for the horizontal indexes. However, to also satisfy TS constraints, the difference between the horizontal indexes of detector pixels that belong to the same subset must be a multiple of ρ y . Satisfying translation symmetry implies that detector pixels with horizontal indexes n : ρ y : N belong to the same subset, where 1 ≤ n ≤ ρ y /2 is the smallest horizontal index in the subset. In addition, to satisfy LRMS constraints, the pixels with horizontal indexes N − n + 1 : −ρ y : 1 also belong to that subset. To balance the horizontal subsets, ρ y should be even and a factor of N . For illustration, we consider the partitioning of a scaled-down version of the detector array with 32 rows and 64 columns. The partitions shown in Fig. 3 satisfy the requirements for preserving symmetries, when ρ y = 16 and ρ z = 8. This choice gives 8 horizontal and vertical subsets; a total of 64 subsets. In the figure, m h and m v represent the horizontal and vertical midpoints of the detector array, corresponding to the lines z = 0 and y = 0, respectively. Pixels with the same combination of color and pattern belong to the same subset. For example, in each row, the pixels with horizontal indexes (1, 17, 33, 49) and (64, 48, 32, 16) belong to the same subset. Also, in each column, the pixels with vertical indexes (1, 9) and (32, 24) belong to the same subset. The same values of ρ y and ρ z were applied to the full detector array used in the simulations.
VIII. RESULTS
The center of the flat-panel energy-integrating detector array was 1546.5 mm away from the source along the positive x-axis. The source was operated at 125 kVp, and the spectrum was filtered by 0.5 mm of aluminum, before being shaped into a fan by the primary aperture (slit). The secondary mask was placed 100 mm in front of, and parallel to, the plane of the detector array. The detector array had 1536 rows and 2048 columns, with a pixel pitch of 0.19 mm in both z and y directions. The center of the reconstructed object was located 1035 mm from the source, along the positive x-axis. A region of 70 mm by 85.12 mm, in the xy-plane, was reconstructed, with a pixel pitch of Δx = 2.5 mm and Δy = ρ y × 0.19 = 3.04 mm. 79 evenly spaced momentum transfer bins from 0.01 to 0.4 A •−1 were used. There were N θ scatter angle samples chosen uniformly from 0 to π/6 radians, excluding 0. The secondary mask shown in Fig. 1(b) was used in the simulations.
A. Analytic Simulation
The analytic forward model was used to model an object containing two vials of strong scatterers in close proximity, illustrated in Fig. 5(a) . Rectangular vials of sodium chloride (NaCl) and aluminum (Al) crystalline powder were placed along the x-axis. Each vial occupies a 10 mm by 12.16 mm rectangular region. The vials are separated by 20 mm along the positive x-axis.
The object scatter density was simulated by inserting each material's momentum transfer profile (MTP) at the appropriate spatial location. The MTP of each material was obtained experimentally by using an x-ray diffractometer [12] and then interpolated to match the sampling of the momentum transfer space. The resulting MTPs of NaCl and Al are shown as the red reference curves in Fig. 5(c) and (d) , respectively. The spatial distribution of the simulated object, obtained by summing over all the momentum transfer bins of the object scatter density, is shown in Fig. 5(a) . The non-optimized forward model shown in Algorithm 1 was applied to the object scatter density in creating the noise-less scatter data, to prevent the simulated data from being corrupted by scatter angle interpolation. Poisson noise was later introduced with a maximum photon count of 50, across all detector pixels.
To characterize the speedup in computational time due to each element of the proposed optimization discussed in Section III, the variants of the forward model were applied to the simulated vial object, whereas those of the backward model were applied to the noise-less simulated data. Both full-data and orderedsubsets implementations of the forward and backward models were tested. For the ordered-subset implementations, the models were iterated over all the subsets. The forward and backward models were implemented in MATLAB R2015a, on a dual processor, 6 cores per processor, 128 GB Windows machine. Table I shows the time taken to apply each model once on the appropriate data and the speedup in computational time relative to the time taken by the non-optimized model. Speedup is computed as the ratio of the computational time of an algorithm to the computational time of the non-optimized (NO) version. The table also shows the error associated with each element of optimization relative to the non-optimized version. The results for the ordered-subsets implementations (OSI) are given to the right of the results for the full-data implementations (FDI). For the models that utilize scatter angle interpolation in Table I , the number of scatter angle bins used in interpolation is N θ = 250.
From the table, we see that the greatest improvement in computational time is due to SAI; it gives a speedup of about 33 (39 for OS) and 9 (7 for OS) in the application of the forward and backward model, respectively, relative to the non-optimized models. The next largest speedup is due to LRMS and UDMS, which each give a speedup of about 2. The speedup due to TS and OOT are marginal at best. The forward and backward models are accelerated by a factor of approximately 172 (146 for OS) and 37 (32 for OS), respectively, by utilizing all optimizations (AO). Note the non-linearity in speedup of the cumulative effect of the elements of our proposed optimization. Scatter angle interpolation introduces errors of approximately 6% and 1% in the computation of the forward and backward models, respectively, relative to the non-optimized algorithms, when N θ = 250. These relative errors can be reduced by increasing the number of scatter angle samples used for the interpolation or using a higher order interpolation. However, the error reduction may come at the cost of increased computational times. Fig. 4 shows the effect of N θ on the computational speedup and the interpolation error for the forward (FM) and backward models (BM) using the full-data (FDI) and ordered-subsets implementations (OSI). As expected, Fig. 4(b) shows the NRMSE decreasing with N θ for both forward and backward models. In particular, by fitting a line to the log-log plot, we see that NRMSE varies inversely with N p θ , where p ≈ 0.9, 1.1 for the forward and backward models, respectively. From Fig. 4(a) , we observe that the speedup is fairly insensitive to N θ , for both the full-data and ordered-subset implementations of the forward and backward models, when N θ 10 4 . For larger values of N θ , line 15 of Algorithm 2 and line 17 of Algorithm 4) become significant contributors to the computational time, as evidenced by the red curves. Since the ordered-subsets implementations involve repeated calls (the number of subsets) to these lines of code, their effect on the computational time is magnified, as shown in the blue curves. The contribution of scatter angle interpolation to the computational time for the forward model is further accentuated by the operation on line 7 of Algorithm 2 (depends linearly on N θ ), as reflected in the solid blue curve. To achieve single-digit percent NRMSE, we recommend N θ > 100, and to avoid speedup degradation, we may select N θ < 10 4 . Our choice of N θ = 250, 2000 for the following experiments fall within this recommended range. The ordered-subsets implementations of the fully-optimized (AO) and non-optimized (NO) forward and backward models were used in recovering the simulated vial object based on the OSEM-type algorithm in Algorithm 6. Fig. 5 shows the results of estimating the object scattering density using 20 iterations of the algorithm. From the figures, we can see that the spatial distribution given in Fig. 5 (b) and the MTPs in Fig. 5(c) and (d) are recovered fairly accurately in a few iterations. There is a slight shift in the peak of the MTP recovered using the AO models with 250 scatter angle bins (SABs) relative to those obtained using the NO models, especially at lower momentum transfer values, corresponding to the approximation error incurred due to scatter angle interpolation. To diminish the shift, a finer sampling of the scatter angles may be used. From the figure, we see that the reconstruction results based on the AO models with 2000 SABs are a better match to those of the NO models.
Ordered subset promises an acceleration of the convergence rate of a regular EM-type algorithm that is comparable to the number of subsets [13] . Fig. 6 shows the value of the objective as a function of the iteration number. We can see that an acceleration factor of about 76 is obtained by using 64 subsets.
B. Monte Carlo Simulation
The object utilized in the Monte Carlo simulation was a 5 mm by 50 mm by 50 mm rectangular slab of graphite powder whose MTP is shown as the reference in Fig. 7(b) . The Monte Carlo detector measurements includes single coherent scattering events from the slab of graphite crystalline powder, multiple scattering events, Compton scattering events, and scatter from the secondary aperture. Our forward model only accounts for single coherent scattering from the object, and the other scattering events constitute unmodeled noise. Fig. 7 shows the results of estimating the object scatter density, using 20 iterations of the OSEM-type algorithm and the NO and AO forward and backward models. Again, we see that the spatial distribution and the momentum transfer profile are recovered quickly and fairly accurately. Noticeable artifacts are observed in the spatial distribution at the corners of the reconstruction region, due to the mismatch between the model used for the Monte Carlo simulation and the analytical model. For the same reason, the reconstruction using the AO models, with 250 SABs, incidentally appears to fit the reference object better than the AO models, with 2000 SABs, and the NO models, as shown in Fig. 7(b) .
IX. CONCLUSIONS
The image recovery process relies heavily on a computational representation of the forward model for the data. We have identified and described three ways of significantly reducing the computational burden of the forward and backward models and the overall reconstruction algorithm, namely: scatter angle interpolation, symmetries in the system geometry, and balancing online and offline computations. The models and algorithms were validated using analytic and Monte Carlo simulations. Speedups of about 146 and 32 were obtained in computing the forward and backward models using the ordered-subsets implementations, respectively.
The design of the coherent scatter imaging system, including the choice of the detector array, its pixel pitch, and placement relative to the source, and the secondary mask and its placement, influences the choices made in implementing the forward and backward models utilized in the reconstruction algorithm. For example, the use of different symmetries is dictated by their presence in the designed physical system. Moreover, if the designed secondary mask and its placement fail to satisfy certain desirable properties that make the online computation of the mask modulation factor easy, it may be better to compute it offline, since its online computation may become the bottleneck in the computation of the forward model.
On the other hand, the need for efficient algorithms also affects several elements of the system design. For example, the alignment of the center of the detector array with the central ray of the source permits efficient online implementations of the forward and backward models. and reconstruction algorithms. Although this paper focused on a coded aperture fan beam system, some of the acceleration techniques we proposed carry over to other scatter systems. For example, the scatter angle interpolation technique will apply to any x-ray coherent scatter imaging system with a polychromatic source.
APPENDIX A FORWARD MODEL DERIVATION
The x-ray source is assumed to be polychromatic. Whatever source filtering and energy-dependent factors such as detector efficiency, present in the physical system are included in the effective source model whose energy-dependent flux is Φ(E), where the x-ray energy E is given in keV. A photon, with energy E, incident on the object at r is scattered through an angle θ, passes through or gets blocked by the coded aperture, and is measured by a detector pixel located at r . For an energysensitive detector array, the number of photons detected is given by This is a modified form of the forward model in [8] which separates the attenuation factor and solid angle ΔΩ into two parts; from source to object and from object to detector. ΔΩ so is the solid angle subtended by the face of the object voxel illuminated by the source photon while ΔΩ od is the solid angle subtended by the face of the detector pixel illuminated by the scattered photon. Although a fan beam is effectively planar, we assume that each pixel in the fan beam within the object space is effectively a voxel, with out-of-plane height given by the thickness of the fan beam. We assume that the thickness of the fan beam is fixed across the entire object. w o is the width of each object voxel in the direction parallel to the normal vector to the face of the object voxel illuminated by photons. A so (E, r) is the attenuation of the photon from the source to the object, A od (E, r, r ) is the attenuation of the scattered photon from the object to the detector, and T (r, r ) is the transmission of the scattered photon through the coded aperture from the object to the detector. dσ Thompson /dΩ is the Thompson form of the differential cross section of a free electron [7] , dσ coh /dΩ is the differential cross section describing the scatter of an x-ray with energy E into a given solid angle, r e is the classical electron radius, and f (r, q) is the square of the coherent scatter form factor [7] , [8] . We call f (r, q) the object scatter density.
The momentum transfer parameter q is related to the x-ray energy E through the equation [7] 
where h is Planck's constant, c is the speed of light, and hc = 12.3984193 keV A • . Equation (11) is often referred to as Bragg's law [8] .
We assume that the detector array is energy-integrating, so that photons of all energies are accumulated at detector location r . The energy-integrated flux is then given as g(r ) = Φ(E)δ E − hcq sin θ 2 dE w o ΔΩ so r 2 e 2 1 + cos 2 θ f (r, q)ΔΩ od T (r, r ) dr dq, (12) where we assume that the object is weakly attenuating so that A so and A od can be ignored. Bragg's law acts to pick out (θ, q) pairs over a range of energies corresponding to the intersection of the incident source energies and the energies the detector is sensitive to. These energies are represented by the domain of Φ(E). Using a Dirac delta formulation, for a point detector, the integral over E may be simplified as
Due to a finite detector pixel size, there is a spread of scatter angles Δθ corresponding to each pair of object and detector points. This corresponds to a spread in Bragg's energy ΔE, for each momentum transfer value. To account for the spread in Bragg's energy, we modify the integral in (13) Δθ.
An estimate of Δθ is the angle between the scatter vectors from the object point to the midpoint of the two edges of the finite detector pixel along the z direction. This choice is in tune with the symmetries identified in Section III. The energy-integrated flux at detector point r is then given as 
The source-to-object differential solid angle is given as
where G so (r) = |n o ·r| r 2 .
G so (r) is called the source-to-object geometry factor.n o which is illustrated in Fig. 1(a) , is a unit normal vector to the voxel containing the object point,r is the unit vector in the direction from the source to the object point, r = |r| is the magnitude of the vector from the source to the object point, and A o is the area of the illuminated face of the object voxel. Note that A o and w o multiply to give the volume of the object voxel V o . We assume that the object space is uniformly sampled, so that the voxels have the same volume. The front face of the object voxel illuminated by a ray is oriented such thatn o is parallel to the x-axis. As such, G so can be simplified to G so (r) = x (x 2 + y 2 ) 1.5 .
The object-to-detector differential solid angle is given as
where G od (s) = |n d ·ŝ| s 2 .
We call G od (s) the object-to-detector geometry factor.n d is a unit normal vector to the detector array,ŝ is the unit vector in the direction of the scatter vector s, from the object point to the detector point. s = |s| is the magnitude of the scatter vector and A d is the area of the detector pixel. We also assume that the detector pixels have the same area. The secondary mask is situated between the object and the detector array as illustrated in Fig. 1(a) . It spatially modulates the scattered x-ray flux. Given the object point and detector point, the intersection of the scatter vector and the mask is defined. The intersection with the secondary mask plane provides a point of index into the binary in-plane mask image. The resulting binary values give T (r, r ).
Using the geometric factors defined above and the fact that V o = A o w o and A d are constants, the energy-integrated flux at detector point r given in (15) can be recast as g(r ) = CG so (r)G od (s)T (r, r )Δθ S(θ, q)f (r, q) dr dq,
where S(θ, q) = q 1 + cos 2 θ cos θ 2 sin 2 θ
is a spectral factor and C = 0.25hcV o A d r 2 e is a normalization constant that can be obtained by a calibration scan and includes scalar factors such as the area of a detector pixel and the volume of an object voxel.
APPENDIX B RECONSTRUCTION ALGORITHM DETAILS
To solve OP 9, we consider a sequence of simpler OPs obtained by lifting the objective function around an expansion point (e.g. the previous image estimate). In particular, we lift the objective function to obtain a surrogate objective function which is fully separable with respect to the image parameters.
