In this paper we are interested in exploiting selfsimilarity information for discriminative image denoising. Towards this goal, we propose a simple yet powerful denoising method based on transductive Gaussian processes, which introduces self-similarity in the prediction stage. Our approach allows to build a rich similarity measure by learning hyper parameters defining multi-kernel combinations. We introduce perceptual-driven kernels to capture pixelwise, gradient-based and local-structure similarities. In addition, our algorithm can integrate several initial estimates as input features to boost performance even further. We demonstrate the effectiveness of our approach on several benchmarks. The experiments show that our proposed denoising algorithm has better performance than competing discriminative denoising methods, and achieves competitive result with respect to the state-of-the-art.
Introduction
In recent years, camera manufactures have increased the number of units per sensor chip in order to meet the consumers' increasing demands for low cost high-resolution cameras. This has made the latest devices more sensitive to noise. Furthermore, with the boom of cellphone cameras, low-light imagery has become a real problem, making denoising an important component of most low-cost consumer devices. Despite decades of research in both image processing and computer vision communities, we are still in need of good denoising algorithms.
During the past decade, generative models have played a dominant role in image denoising. This is due to the fact that denoising is an ill-posed problem, and prior models can help disambiguate between the set of possible solutions. However, these models are limited by the fact that the employed prior models are relatively simplistic and do not capture well the statistics of neither natural images nor real-world noise processes.
More recently, several approaches have used discriminative models for denoising [4, 11, 19] , directly modeling the conditional distribution between input features computed from noisy input images and output clean images. As a consequence these methods do not need to explicitly parameterize natural images. In this paper we argue that most discriminative approaches fail to use the information contained within the test image, which is key for accurate denoising. Utilizing self-similarity entails extending data-driven methods to be transductive, taking into account the test data when learning. A notable exception is the work of Mosseri et al. [14] , which utilized reweighed sums of nearest neighbors collected from both training and testing patches. However, a heuristic was employed to balance the importance of training and testing examples, and only very simple statistical models (i.e., nearest neighbors), which require large collection of training examples to generalize well, were exploited.
In this paper, we propose a simple yet powerful discriminative denoising method based on transductive Gaussian processes, which is able to exploit self-similarity. Towards this goal, we propose several perceptual-driven kernels that capture pixel-wise, gradient-based and local-structure similarities. Furthermore, hyper parameters can be learned in an easy and principled way, avoiding the use of heuristics. In addition, our algorithm can integrate several initial estimations as inputs to boost the performance even further. Our experiments show that our proposed denoising algorithm has better performance than competing discriminative denoising methods on two different benchmark datasets, and achieves competitive result with respect to the state-of-theart.
In the following, we first conduct a literature review on existing denoising methods and their relationships with our proposed method. We then discuss our proposed method in detail, show our experimental evaluation and conclusions.
Related Work
Most previous image restoration methods are based on generative models. The key issue in those approaches is how to construct a suitable image prior. A variety of natural image prior models have been proposed. A popular approach is to use a Markov random field (MRF) to encode pixel similarity in a local neighborhood [16, 5, 17, 19, 10] . The connectivity employed is either a grid, which includes most gradient-based prior models [5] or an MRF with highorder cliques [16, 17, 19, 10] . Another popular approach exploits patch-based mixture models [15, 25, 26] . Gaussian mixture models (GMMs) still perform among the best to model image statistics [25, 26] . Sparse coding [9, 13, 7] is also an effective way to model natural image statistics. These methods mainly focus on modeling complex probability distributions over high-dimensional spaces, and assume that pixels are only correlated among local regions. Another alternative exploits image self-similarities in large neighborhoods [3, 24, 12] . These approaches utilize highly correlated contents within the test image to impose similar noisy input image patches to have similar outputs. Stateof-the-art generative methods combine different sources of information to achieve better results [6, 13, 14] . Despite decades of research, generative models still have limitations due to the fact that the employed prior models are oversimplistic compared with the highly complex statistics of natural images. Moreover, in real-world applications, due to the difficulties in modeling the noise-generating mechanism during photography, many types of noise cannot be explicitly modeled under some well-known probability distribution assumptions. Under such circumstances, it is difficult to use generative models for denoising, even if a good image prior can be acquired. Therefore, building strong probabilistic model to learn conditional relations between noisy and clean images pairs is a reasonable solution.
With the development of statistical learning methods, researchers have recently begun to tackle image restoration problems in a discriminative way, achieving promising results [19, 4, 11] . In these works, the parameters of the models are learned from training samples. A notable example is the Gaussian conditional random field (GCRF) method proposed by Tappen et al. [19] . In GCRF, Gaussian potential functions are adopted due to their efficiency and an anisotropic weighting function is introduced to reduce over-smoothing. Jancsary et al. [11] proposed a non-parametric graphical model called regression tree field (RTF), where each leaf is a single loss-specific GCRF. This method achieves best results based on ensemble of several state-of-the-arts methods. Burger et al. [4] proposed to train a large scale multi-layer perceptron (MLP) on millions of natural image patch pairs (clean and noisy). While effective, all these discriminative methods share a common drawback, that is, they fail to fully use the nonlocal information contained within the test image, which we believe is key for accurate denoising.
Zontak and Irani tried to overcome this drawback [24] . They argued that 'complex' patches (with higher gradient magnitude) can be constructed better from training samples, while smoothed regions where gradients are dominated by noise can be constructed better with samples from the test images themselves. According to this observation, they proposed a heuristic informative measure called PatchSNR to estimate clean images by seeking a trade-off weighted sum of training and testing samples. This heuristic only exploits very simple statistical models (i.e., nearest neighbors) which require large collection of training examples to generalize well.
Transductive Gaussian Processes
In this section, we propose to use transductive Gaussian processes for image denoising. We then introduce perceptual quality kernels and show how to learn the parameters of multiple kernel combinations in an easy and principled way.
Gaussian Processes for Image Denosing
We start our discussion by reviewing Gaussian process regression in the context of image denoising. Let x ∈ X be the features extracted from the degraded images and let y ∈ Y be the desired clean output. Discriminative approaches predict by maximizing the posterior probability as follows.
where θ are the parameters of the conditional probability. Different from most of the existing generative methods, we do not rewrite the posterior into likelihood and prior, instead, we tackle this problem from a discriminative perspective, and directly estimate the output by learning a predictive function g(x) : X → Y from training data. Note that here x and y are defined at the local patch level and overlapping patches are combine by averaging the responses. Due to the richness of image content and complexity of image noise, it is difficult to have an explicit model describing the relationship between x and y. Instead, we use a non-parametric model, which assumes a GP prior
where
are the input features of N training samples and M testing samples, and K is a kernel matrix K ij = k(x i , x j ), with a valid kernel function k(x 1 , x 2 ) : X × X → R . We denote X train and X test as matrices for training and testing data respectively. For simplicity we rewrite the kernel matrices
For unknown observations X test , the posterior over y test has a simple Gaussian form:
, where:
Under the Gaussian assumption, µ y is the Bayes optimal estimator
(4) For each single input x, we define the kernel matrix between training and testing samples to be
We use this to rewrite µ y defined in Eq. (3) to get the Bayes optimal estimatorf (x):
where the weight vector w ∈ R N is:
Transductive Regression
In natural image restoration, it has been proven that selfsimilarity information is crucial for prediction. Due to the recurrence of local image patterns, the test image itself may contains local patches that have very similar patterns. According to Zontak and Irani [24] this extent of self-similarity can only be achieved by hundreds of thousands of external image patches. In our method, a simple transductive regressor can then be used to introduce self-similarity. Intuitively, for a given local patch x j in the test image, we expect that there exist some other patches with estimated outputsŷ test/j similar its denoised outputŷ j . We can substitute K in Eq (2) with our transductive kernel:
Assume y test/j is known, we can predict y j by considering (y test/j , X test/j ) as training pairs as follows, 
Using Eqs. (5) and (8) we have:
From this equation we can see that the transductive setting reweights training samples not only by measuring their similarities to the test sample itself but also to nonlocal similar patches. Note that the increase in complexity of the transductive setting is small. In the standard regression setting, for each image, kernel functions will be called O(M N ) times, where N and M are the number of testing and training image patches respectively, while in this transductive setting, due to the need of K test the kernel functions will be called O (M N + N 2 ) times. Given that M is typically larger than N , this does not increase the complexity while introducing rich self-similarity information.
Perceptual Quality Driven Kernels
A key issue in our model is what covariance function should we use to measure the similarity between two patches. Simply representing images in R n and using a linear kernel cannot measure perceptual similarity well. Fortunately, good results have been achieved in the field of perceptual image quality measurement (IQA), and many effective perceptual quality measures have been proposed [21, 18, 23] . The recent success of applying SSIM-index to image classification [2] motivates our use of a linear combination of several perceptual similarity functions
as kernel functions, where K q (x i , x j ) : X × X → R is an IQA function.
However, considering that most IQA functions, like SSIM, do not satisfy Mercer's condition, we cannot directly use them as covariance functions. Therefore, we produce several alternative kernels which approximate three types of local image IQA measures, namely structural similarity index (SSIM), gradient magnitude similarity (GMS), as well as peak-to-noise ratio (PSNR). Firstly, for PSNR, we simply choose an RBF kernel
), which reflects the image similarity in terms of Eulidean distance. According to Wang et al. [21] , SSIM can be written as:
where µ x 1 , µ x 2 are the mean of x 1 , x 2 respectively, σ 2 x 1 , σ 2 x 2 are the variance, and σ 2 x 1 ,x 2 is the covariance. Clearly, under the assumptions that µ x 1 = µ x 2 and σ x 1 = σ x 2 , we have
Motivated by this, we use
as the SSIM-describing perceptual kernel, where the feature map is defined as φ 2 (x) =
. In fact, as discussed by Wang et al. [21] , this term plays the most vital role in describing structural-similarity. This kernel satisfies the Mercer's condition, therefore, we use it to compute the structural similarity. In addition, Xue et al. [22] proposed the gradient magnitude similarity (GMS), which is another good way to measure perceived similarities, as the human visual system is very sensitive to gradient variations. GMS is defined as
where A is a gradient operator. Similarly to SSIM, by assuming σ
, with feature map
. We use the filter-banks provided in
Tappen et al. [19] 1 , choosing two first-order derivative filters and three second-order derivative filters.
In high noise regimes and for small local patches the magnitude of noise is dominant, which severely influences the accuracy of the similarity computation. However, choosing multiple kernels as described above improves the robustness for computing the similarity.
Learning Parameters
In the training stage, we optimize our parameters θ by minimizing the negative log-likelihood on training data:
where Σ = K train + σ 2 I. The partial derivative of the loss function w.r.t θ q in Eq. (17) can be written as:
Since all of our parameters are linear combination parameters, the partial derivative , a.k.a. the q−th kernel matrix evaluated on the training data. In our implementation, in order to make sure the weighted sum is still a valid IQA function (between 0 and 1) we impose the constraint that the sum is a convex combination. i.e. the weights sum to one. In each step after the standard gradient descent, an additional step is required to project the updated vector back onto the simplex. This can be done efficiently in O(n). We refer the reader to [8] for details.
Extensions
Our method can be extended in a variety of ways to further improve performance. First, we can augment the input features with the results of several existing methods. Moreover, GP has O(n 3 ) complexity for training and O(n) for inference, where n is the number of training examples. Similar to previous works, we also introduce sparsification for fast computation. Considering the specific clustering structures of natural image patches, we simply use clustering to partition the space. Since natural image patches are highly sparsely distributed, we argue that the boundary effects due to clustering are not significant if a proper number of clusters are chosen. For each cluster, a unique weight vector for kernel combination is learned. More sophisticated sparsification techniques such as mixture of local GPs could also be used [20] .
Experimental Evaluation
The proposed framework is simple yet generalizable. It can be further adapted to solve various image restoration problems, given some initial estimations. In this paper, we focus on its application in image denoising. Due to the space limits only partial results are shown in the paper. We refer the reader to the supplementary material for more results and visual comparisons.
Implementation Details: We use 9 × 9 local patches centered at the current pixel to compute all kernels, providing a good balance between speed and accuracy. The use 100 clusters in all experiments and employ a bootstrap strategy to ensure that each cluster has at least 1000 members. In order to eliminate the influence of uncorrelated patches, for each patch we only choose its 25 nearest samples to do transductive inference. Motivated by [11, 14] , we also experiment by taking existing denoising methods' output as input features to our algorithm. We augment our kernels with three methods, namely BM3D, EPLL and ESSC. We employ peak-signal-to-noise ratio (PSNR), structural similarity index (SSIM) [21] , and feature similarity index (FSIM) [23] as our metrics.
We conducted our first denoising experiment on 13 images (see supplementary material), which are commonly used for image denoising evaluation. We added Gaussian white noise with 5 different standard deviations (10, 15, 20, 50 , 100) to the original images to simulate noise. Our model is trained on the Kodak PhotoCD dataset, which contains 24 images. The algorithms used for initial estimates are BM3D [6] , EPPL [25] and LSSC [13] . Apart from the three algorithms above, we choose FoE [16] , KSVD [9] , CSR [7] , and MLP [4] as additional baselines as these algorithms are considered to be state-of-the-art denoising methods. As shown in Table 1 our approach outperforms all baselines in terms of PSNR. Note that learning the weights is beneficial, as shown by the "UniAverage" baseline which employs uniform weights of value 1/3. Fig. 1 and Fig. 2 shows a visual comparison. We can see that artifacts in all initial estimates are significantly reduced when using our proposed method, and the perceptual quality is dramatically enhanced in the final estimate obtained by our model. Furthermore, to validate the generalization ability of the proposed method, we use the model trained under σ = 25 to evaluate the denoising performance under different noise levels. We denote the corresponding method as GP σ=25 . The results are shown in the bottom row of Table 1 . We can see that it also shows very competitive performance. For comparison, we report denoising results under all levels with the MLP model trained under σ = 25 (denoted as MLP σ=25 ).
We conducted our second experiment on the BSDS500 dataset [1] following exactly the protocol of Burger et al. [4] , where 200 images in the test set are used to evaluate denoising performance. We conduct the experiment under three noise levels σ = {10, 25, 50} in order to compare with MLP. Table 2 shows the average PSNR, SSIM and FSIM scores for each method under each noise level. We can see that our method is very competitive with respect to MLP. We also illustrate the PSNR gain of different competing methods agains BM3D in Fig. 3 . From this figure we can see that both our algorithm and MLP have around 0.4db gain over BM3D on average. However, the proposed method is more stable than MLP as only around 2% of our results are worse than BM3D, while 7% of MLP's results are worse than BM3D. Fig. 4 shows visual comparisons between the competing algorithms.
In the next experiment we compare our algorithm and the PatchSNR approach of Mosseri et al. [14] , which is a discriminative approach that utilizes both information from the training and test set. Unlike our transductive approach, the PatchSNR method adopts an empirical function
of local patches to measure if the denoising method should trust more the training data or the test image. The best performance of their method is achieved by utilizing this criteria to combine EPLL and BM3D. Since we do not have the source code of PatchSNR, we follow their experimental setup, and test our method on 100 BSDS300 test images. As show in Table 3 our method outperforms the best result of PatchSNR by more than 0.1db. In the last experiment, we compare our algorithm to Regression Tree Fields (RTF) [11] , which also employ existing denoising algorithms' outputs as input features. To ensure a fair comparison we use the same experimental setting as in [11] 3 . However, in [11] , the authors re-scaled the images in BSDS500 dataset to 50% of their original size, introducing a significant loss of self-similarity information. We re-run our algorithm on BSDS500 based on this setting and report the results in Table 4 . Comparing Table 2 with Table 4 , it can be seen that the results of our method is reduced due to the loss of self-similarity information, but it is still very competitive and outperforming all baselines but RTF.
Moreover, in order to test the real-world denoising per- formance, we use several testing images taken under lowlight conditions with high ISO settings. In this experiment, we use several testing images captured by a Canon 5D Mark III 5 . In this small testing dataset, images are of the same scene captured by fixing the camera with a tripod and employing the same exposure value by modifying shut-ter speed under different ISO. We directly use our model trained under the Gaussian noise settings. We pick the most appropriate noise-level σ under different ISO with a validation image. For DSLR experiment, three levels of ISO, namely 25600, 51200 and 102400 are used as noisy images and ISO50 is considered to be the clean image. Fig. 6 shows a visual comparison, showing that BM3D and EPLL keep more detailed information, while bringing color shift effects in smooth areas. MLP and LSSC keep significant boundaries sharp, but over-smooth too much detailed textures. The proposed method, seeks a better balance among keeping details, sharp edges and avoiding color-shift.
Conclusion
We have proposed a novel denoising method, which combines information from training data and the testing image by employing transductive Gaussian process regression. We have shown that our approach can easily combine multiple perceptual quality kernels with learned parameters. We have demonstrated the effectiveness of our approach in a wide variety of denoting tasks. Although promising, current discriminative restoration approaches, including ours, have some disadvantages. Training on degraded and clean image pairs inevitably weakens generalization ability, even if self-similarity information can alleviate this problem to some extent. This is illustrated in our experiments by the fact that 'dataset bias' happens in some methods, although millions of natural images patches have been used for training. In addition, all current discriminative methods can only be trained under a specific degrading level, which restricts their practical use. We plan to model the image degrading level as latent variables in our approach to implement blind restoration, improving its generalization ability.
