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Abstract
The aim of this paper is to obtain some estimate for large time for the Heat kernel corresponding to
a sub-Laplacian with drift term on a nilpotent Lie group. We also obtain a uniform Harnack inequality
for a “bounded” family of sub-Laplacians with drift in the first commutator of the Lie algebra of the
nilpotent group.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction and statement of the results
Let G a connected nilpotent Lie group. Let X1, . . . ,Xm be left invariant fields on G (i.e.
(Xf )g =Xfg, fg(x)= f (gx)) which satisfy the Hörmander condition, i.e. they generate
together their successive Lie brackets [Xi1 , [Xi2, [. . . ,Xil ] . . .]] the Lie algebra G of G.
To these vector fields it is associated in a canonical way (cf. [7]) a left invariant distance
d on G, called the control distance. We denote by |g| = d(e, g),where e is the identity
element of G, and by V (t) the Haar measure of the ball {g ∈G: |g|< t}.
Every connected nilpotent Lie group has polynomial volume growth (cf. [5]), i.e. there
is an integer D  0 such that
C−1tD  V (t) CtD, t > 1.
We call D dimension at infinity of G. Note that D does not depend on the choice of the
Hörmander system.
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The fields X1, . . . ,Xm induce on G the sub-Laplacian with drift term
L=−
m∑
i=1
X2i +X0, X0 ∈ G. (1)
The operator L generates a semigroup e−tL (cf. [6]). We denote by Φt the kernel of e−tL
with respect to the Haar measure on G, i.e.
Ttf (x)=
∫
G
Φt
(
y−1x
)
f (y)dy, t > 0, x ∈G, f ∈C∞0 (G).
The behavior of Φt for small time, when the drift term X0 = 0, has been studied by N.
Varopoulos in [11] and [12]. He proved (cf. [11]) that if the drift is of the special form
X0 =
m∑
i=1
aiXi +
m∑
i,j=1
bi,j [Xi,Xj ]
then the kernel Φt satisfies the upper gaussian estimate:
Φt(g) CV
(√
t
)−1
exp
(
−|g|
2
ct
)
, 0 < t < 1, g ∈G.
This estimate has been improved in [12] obtaining in exp(−|g|2
ct
) the “exact gaussian factor”
c= 4(1+ ε).
In this paper we study the behavior of Φt for large time, when the drift term X0 = 0.
We obtain that if the drift X0 ∈ [G,G] +K, where [G,G] is the first commutator of the Lie
algebra G and K is the Lie algebra of the maximal compact subgroup K , contained in the
centre of G, such that G/K is a simply connected nilpotent Lie group (cf. [8]), then the
kernel Φt satisifies the upper gaussian estimate:
Theorem 1. There exists C,c > 0 such that
Φt(g) CV
(√
t
)−1
exp
(
−|g|
2
ct
)
, t > 1, g ∈G. (2)
The importance of this result lies in the fact that we can reduce any sub-Laplacian with
drift term (1) to the previous special case. To be more precise
Theorem 2. There exists
χ :G→R+,
a multiplicative character on G, and a constant a  0 such that
χ−1L(χ ·)=−
m∑
i=1
X2i + Y + a, (3)
where Y ∈ [G,G] +K.
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Therefore, because of the estimate (2), we have the upper estimate for Φt for a general
drift:
Theorem 3. There exists C,c > 0 such that
Φt  CV
(√
t
)−1
e−atχ(g) exp
(
−|g|
2
ct
)
, t > 1, g ∈G. (4)
The pivot of the proof of the upper estimate (2) is the following uniform Harnack
inequality for a family of sub-Laplacians with drift in [G,G] that we prove in this paper.
Let (Xs0)s∈S be a family of vector fields X
s
0 ∈ [G,G] depending on one parameter
s ∈ S ⊂ R, which is uniformly bounded for the C∞-topology and let Ls be the sub-
Laplacians with drift
Ls =−
m∑
j=1
X2j +Xs0, s ∈ S.
We have:
Theorem 4. Let 0 < a < b < 1 and 0 < δ < 1, then there exists a constant C > 0 such that
∀s ∈ S, ∀g ∈G, ∀R > 1 and for every positive solution u of(
∂
∂t
+Ls
)
u= 0
in (0,R)×B(g,√R), we have that
sup
x∈B(g,δ√R)
u(aR,x)C inf
x∈B(g,δ√R)
u(bR,x). (5)
Remark 5. During the preparation of this work a note by G. Alexopoulos is appeared
on CRAS (cf. [1]) where he announces similar results in the more general context of
Lie groups of polynomial volume growth. The method to obtain the upper estimate
(Theorem 1) that we give in this paper is completely different and easier than the one
of Alexopoulos.
Throughout this paper positive constants are denoted either by the letters c or C. These
may differ from one line to another.
2. Nilpotent Lie groups and stratified groups
The key observation in this paper is that any connected nilpotent Lie group is “covered”
by a nilpotent Lie group that admits a dilation structure. The strategy of the proofs is to
obtain all the results first in this special case, then to prove that we can “transfer” these
results to a general nilpotent group.
In this section we recall the basic properties of a stratified group and the link between
stratified and nilpotent groups.
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2.1. Stratified groups and dilation structure
A stratified group is a simply connected nilpotent group G˜ whose Lie algebra G˜ admits
a direct sum decomposition
G˜ = V1 ⊕ · · · ⊕ Vr,
where Vi are vector sub-spaces of G˜ such that [V1,Vi−1] = Vi, i  2. We say that V1 is
the first slice of the stratification of G˜.
A stratified group G˜ admits a one parameter semigroup (cf. [4]) of homomorphism
(dilations)
δt : G˜→ G˜
such that
dδt (X˜)= t i X˜, X˜ ∈ Vi, t > 0, i = 1, . . . , r.
Let us suppose that there is a family of left invariant vector fields X˜ = {X˜1, . . . , X˜m}
on G˜ that satisfies the Hörmander condition and that X˜ ⊆ V1 (the first slice of the
stratification), then we have that
|δt (g˜)|G˜ = t|g˜|G˜, t > 0, g˜ ∈ G˜,
where by | · |G˜ we denote the distance on G˜ induced by X˜.
Moreover since the Haar measure m on G˜ is the image of the Lebesgue measure G˜ by
the exponential map exp : G˜→ G˜ (cf. [8]) we have that for every measurable set Ω of G
m
(
δt (Ω)
)= tDm(Ω), t > 0,
where D =∑ri=1 i dimVi and Vi is the ith slice of the stratification of G˜. In particular we
have that V (t)= CtD, t > 0.
2.2. Stratified groups and nilpotent groups
Let G be a connected nilpotent Lie group and let X = {X1, . . . ,Xm} be a family of left
invariant vector fields on G that satisfy the Hörmander condition, then there is (cf. [9], and
[13] also) a stratified group G˜, a family of fields on G˜ that satisfy the Hörmander condition
X˜= {X˜1, . . . , X˜m} ⊆ V1 (the first slice of the stratification) and a surjective homomorphism
π : G˜→G (6)
such that
dπ(X˜i)=Xi, i = 1, . . . ,m.
Let | · |G˜, | · |G be the distances on G˜ and G induced by the Hörmander systems X˜ and
X, respectively. We have that
|x|G = inf
x˜∈π−1(x)
|x˜|G˜, x ∈G.
Therefore
π
(
BG˜(x˜, t)
)= BG(π(x˜), t), x˜ ∈ G˜, t > 0,
where B
G˜
(x˜, t)= {y˜ ∈ G˜: |x˜−1y˜|
G˜
< t} and BG(π(x˜), t)= {y ∈G: |π(x)−1y|G < t}.
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3. Proof of the Harnack inequality (Theorem 4)
We first prove the theorem under the hypothesis G is stratified and the Hörmander
system X ⊂ V1, the first slice of the stratification of G. Then we prove that in the general
case the proof is essentially reduced to that of the previous case observing that (5) “goes
through” the homomorphism (6).
The case of stratified groups. Since Xs0 ∈ [G,G], we can write
Xs0 = Y s2 + · · · + Y sr , s ∈ S,
with Y si ∈ Vi (the ith slice of the stratification of G) i = 2, . . . , r (the rank of G).
Let u be a positive solution of(
∂
∂t
+Ls
)
u= 0
in (0,R)×B(g,√R ), for R > 1 and s ∈ S. We define
v(t, ξ)= u(Rt,gδ√R(ξ)), ξ ∈G, t > 0.
Then v is a positive solution of(
∂
∂t
+LR,s
)
v = 0
in (0,1)×B(e,1), where LR,s is the operator
LR,s =−
m∑
j=1
X2j + Y s2 +
1√
R
Y s3 + · · · +
(
1√
R
)r−2
Y sr .
Remark that the operators LR,s are such that dδ√
R
(LR,s)=RLs, s ∈ S.
The family of drifts
X
R,s
0 = Y s2 +
1√
R
Y s3 + · · · +
(
1√
R
)r−2
Y sr , R > 1, s ∈ S,
is bounded for the C∞-topology, then applying the uniform Harnack principle (cf. [13,
Theorem III.2.4]), there exists a constant C > 0 independent of v, of R > 1 and of s ∈ S
such that
sup
ξ∈B(e,δ)
v(a, ξ) C inf
ξ∈B(e,δ) v(b, ξ).
Therefore
sup
x∈B(g,δ√R)
u(aR,x)C inf
x∈B(g,δ√R)
u(bR,x)
with C independent of u, of g ∈G, of R > 1 and of s ∈ S.
General nilpotent Lie groups. Let G˜ be the stratified group, X˜ = {X˜1, . . . .X˜m} ⊆ V1
(the first slice of the stratification) the family of fields that satisfy the Hörmander condition
and
π : G˜→G
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the homomorphism that we have defined in Section 2.2.
Since the homomorphism π is surjective there exists a family of vector fields X˜s0 ∈
[G˜, G˜] ⊂ G˜ = Lie(G˜) such that dπ(X˜s0)=Xs0, s ∈ S.
Let L˜s be the sub-Laplacians with drift on G˜
L˜s =
m∑
i=1
X˜2i + X˜s0, s ∈ S.
Remark that the operators L˜s are such that dπ(L˜s)= Ls, s ∈ S.
Let u be a positive solution of(
∂
∂t
+Ls
)
u= 0
in (0,R)×BG(g,
√
R)⊂ (0,+∞)×G, for R > 1 and s ∈ S. We define
v(t, x˜)= u(t, π(x˜)), x˜ ∈ G˜, t > 0.
Then v is a positive solution of(
∂
∂t
+ L˜s
)
v = 0
in (0,R)× B˜G˜(g˜,
√
R)⊂ (0,+∞)× G˜, for R > 1 and s ∈ S.
It follows that (cf. the stratified case) there exists C > 0 (independent of v, of g˜ ∈ G˜, of
R > 1 and of s ∈ S) such that
sup
x˜∈B˜
G˜
(g˜,δ
√
R)
v(aR, x˜) C inf
x˜∈B˜
G˜
(g˜,δ
√
R)
v(bR, x˜).
Since π(B˜G˜(g˜, t))= BG(π(g˜), t) we have that
sup
x∈BG(g,δ
√
R)
u(aR,x) C inf
x∈BG(g,δ
√
R)
u(bR,x),
with C independent of u, of g ∈G, of R > 1 and of s ∈ S.
4. Proof of Theorem 1
We first observe that thanks to the Harnack inequality (cf. (5)) we can reduce the proof
of upper gaussian estimate (2) to the case of the drift in [G,G]. In fact since X0 ∈ [G,G]+K
we can write
X0 =X0,1 +X0,2,
where X0,1 ∈ [G,G] and X0,2 ∈K.
Let Φ1t be the kernel of the semigroup e−tL
1
, where L1 =−∑mi=1X2i +X0,1. Because
of the centrality of the algebra K we have that e−tL = e−tL1e−tX0,2, and therefore
Φt(g)=Φ1t (getX0,2), g ∈G, t > 0.
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Moreover, since K is compact getX0,2 ∈ B(g, c√t) for t > 1 and c large enough. The
Harnack inequality (Theorem 4 with S = {1} (a = 1/4c2, b= 1/2c2 and δ = 1/2)) applied
to the kernel Φ1t on the ball B(g, c
√
t) yields
Φ1t
(
getX0,2
)
 CΦ12t (g), t > 1, g ∈G.
Then we have
Φt(g) CΦ12t (g), t > 1, g ∈G,
and so it is enough to prove that the kernel Φ1t satisfies the upper gaussian estimate (2).
We also remark that thanks to the Harnack inequality the proof of the upper gaussian
estimate (2) for the kernel Φ1t is reduced to prove
Φ1t (g) CV
(√
t
)−1
exp
(
−|g|
2
ct
)
, t > 1, |g|>√t . (7)
In fact if |g| < √t the upper gaussian estimate (2) for the kernel Φ1t is reduced to the
estimate
Φ1t (g) CV
(√
t
)−1
, t > 1, |g|<√t,
that we can obtain easily by the Harnack inequality applied to the kernel Φ1t on the ball
B(e,
√
t) in the following way:
V
(√
t
)
Φ1t (g) =
∫
B(e,
√
t)
Φ1t (g)dx  C
∫
B(e,
√
t)
Φ12t (x)dx
 C
∫
G
Φ12t (x)dx = C, t > 1, g ∈ B
(
e,
√
t
)
.
To prove (7) we first suppose that G is stratified and {X1, . . . ,Xm} ⊂ V1, the first slice
of the stratification of G. Then, in the case G general nilpotent Lie group, we prove that
the estimate (7) “goes through” the homomorphism (6).
The case of stratified groups. Since X0,1 ∈ [G,G], we can write
X0,1 = Y2 + · · · + Yr
with Yi ∈ Vi (the ith slice of the stratification of G) i = 2, . . . , r (the rank of G).
Let (Xs0)s>1 be the family of vector fields
Xs0 = Y2 +
1√
s
Y3 + · · · +
(
1√
s
)r−2
Yr
and Ls the sub-Laplacians with drift
Ls =−
m∑
i=1
X2i +Xs0, s > 1.
Remark that the operators Ls are such that dδ√s(Ls)= sL.
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Let’s denote by Φst the kernels of the semigroups e−tL
s
. We have the dilation formula
Φ1st
(
δ√s(x)
)= s−D2 Φst (x), x ∈G, t > 0, s > 1, (8)
where D is the dimension at infinity of G.
To see (8) it’s sufficient to verify that the semigroups T st f (x)=
∫
Gψ
s
t (y
−1x)f (y)dy ,
where ψst (g)= sD/2Φ1st (δ√s(g)), are such thatT st f (x)= Tst (f ◦ δ1/√s )(δ√s(x)) and then
that T st are the semigroups generated by Ls, i.e. T st = e−tLs .
In particular (8) gives
Φ1s (g)=Φ1s
(
δ√s (x)
)= s−D2 Φs1(x), s > 1, g = δ√s (x).
Therefore to prove the upper gaussian estimate (7) is equivalent to prove the uniform, with
respect to s > 1, upper gaussian estimates for the kernels Φst , at time t = 1:
Φs1(x)C exp
(
−|x|
2
c
)
|x|> 1, s > 1. (9)
To prove (9) we adapted a method of perturbation of the semigroups T st due to Davies
(cf. [3]).
Let us consider the system of vector fields
Y= {X1, . . . ,Xm;Y2, . . . , Yr }.
Y satisfies the Hörmander condition. We denote by | · |Y is the distance on G induced by
Y.
We prove, by the Davies’s method, the uniform upper gaussian estimate at time t = 1
Φs1(x)C exp
(
−|x|
2
Y
c
)
|x|> 1, s > 1. (10)
Since (cf. [13, Proposition III.4.2])
C−1|g|Y  |g| C|g|Y, |g|> 1, (11)
the estimate gives the estimate (9).
Let ϕ ∈C∞0 (G) be such that |∇Yϕ| 1, where |∇Yϕ|2 =
∑m
i=1 |Xiϕ|2 +
∑r
i=2 |Yiϕ|2,
and λ ∈R. We consider the operators
Bsf = e−λϕLs(eλϕf ), s > 1, f ∈C∞0 (G).
One has:(
Bsf,f
) = −(e−λϕ m∑
i=1
X2i
(
eλϕf
)
, f
)
+ (e−λϕXs0(eλϕf ), f )
=
m∑
i=1
(
Xi
(
eλϕf
)
,Xi
(
e−λϕf
))+ (Xs0(eλϕf ), e−λϕf )
= −λ2
∫
G
m∑
i=1
(Xiϕ)
2f 2 dg+
∫
G
m∑
i=1
(Xif )
2 dg
+ λ
∫
G
(
Xs0ϕ
)
f 2 dg+ (Xs0f,f ).
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And since (Xs0f,f )= 0, because of the anti-symmetry of fields Xs0:(
Bsf,f
)=−λ2 ∫
G
m∑
i=1
(Xiϕ)
2f 2 dg+
∫
G
m∑
i=1
(Xif )
2 dg+ λ
∫
G
(Xs0ϕ)f
2 dg.
The hypothesis |∇Yϕ| 1 (in particular ∑mi=1 |Xiϕ|2  1 and |Yiϕ| 1, i = 2, . . . , r)
yields∫
G
m∑
i=1
(Xiϕ)
2f 2 dg 
∫
G
f 2 dg
and ∣∣∣∣λ∫
G
(
Xs0ϕ
)
f 2 dg
∣∣∣∣ |λ|∫
G
∣∣Xs0ϕ∣∣f 2 dg  (r − 1)|λ|∫
G
f 2 dg, s > 1.
Therefore we have the estimation:(
Bsf,f
)
−(λ2 + (r − 1)|λ|)‖f ‖22, s > 1.
Then
d
dt
∥∥e−tBs f ∥∥22 =−2(Bse−tBs f, e−tBs f ) 2(λ2 + (r − 1)|λ|)∥∥e−tBs f ∥∥22.
This means that the operator norms of the semigroups e−tBs = e−λϕe−tLs (eλϕ·) on L2(G)
satisfy∥∥e−tBs∥∥2→2  e(λ2+(r−1)|λ|)t , t > 0, s > 1,
and by Hölder inequality(
e−tBs f1, f2
)
 e(λ2+(r−1)|λ|)t‖f1‖2‖f2‖2, f1, f2 ∈ L2(G).
Testing this operator norms on the characteristic functions f1 = 1BY(e,√t) and f2 =
1BY(e,
√
t), where BY(x,R)= {y ∈G: dY(x, y) < R}, we get∫
BY(g,
√
t)
∫
BY(e,
√
t)
Φst
(
y−1x
)
eλ(ϕ(y)−ϕ(x)) dy dx
 VY(
√
t)e(λ
2+(r−1)|λ|)t , g ∈G, t > 0, s > 1, (12)
where VY(R) is the Haar measure of the ball BY(x,R).
Because of the hypothesis |∇Yϕ| 1∣∣ϕ(x1)− ϕ(x2)∣∣ dY(x1, x2), x1, x2 ∈G,
and for x ∈BY(g,
√
t) and y ∈ BY(e,
√
t)∣∣λ(ϕ(y)− ϕ(e))+ λ(ϕ(g)− ϕ(x))∣∣ 2|λ|√t .
Therefore we have the inequality
λ
(
ϕ(y)− ϕ(x)) λ(ϕ(e)− ϕ(g))− 2|λ|√t .
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Then ∫
BY(g,
√
t)
∫
BY(e,
√
t)
Φst
(
y−1x
)
eλ(ϕ(y)−ϕ(x)) dy dx
 eλ(ϕ(e)−ϕ(g))−2|λ|
√
t
∫
BY(g,
√
t)
∫
BY(e,
√
t)
Φst
(
y−1x
)
dy dx.
Let us denote by (Φst )∗ the kernels of the semigroups e−t (L
s)∗ generated by the adjoints
(Ls)∗ of the sub-Laplacians Ls . The kernels (Φst )∗ are such that (Φst )∗(g) = Φst (g−1).
Therefore:∫
BY(g,
√
t)
∫
BY(e,
√
t)
Φst
(
y−1x
)
eλ(ϕ(y)−ϕ(x)) dy dx
 eλ(ϕ(e)−ϕ(g))−2|λ|
√
t
∫
BY(g,
√
t)
∫
BY(e,
√
t)
(
Φst
)∗(
x−1y
)
dy dx,
and by the left invariance of the Haar measure dg, we have∫
BY(g,
√
t)
∫
BY(e,
√
t)
Φst
(
y−1x
)
eλ(ϕ(y)−ϕ(x)) dy dx
 eλ(ϕ(e)−ϕ(g))−2|λ|
√
t
∫
BY(g,
√
t)
∫
BY(x−1,
√
t)
(
Φst
)∗
(y)dy dx.
The uniform Harnack inequality applied to the kernels (Φst )∗ on the ball BY(x−1,
√
t),
note that because of the anti-symmetry of the fields Xs0 the operators (L
s)∗ are of the form
(Ls)∗ = −∑mi=1 X2i −Xs0, yields∫
BY(g,
√
t )
∫
BY(e,
√
t)
Φst
(
y−1x
)
eλ(ϕ(y)−ϕ(x)) dy dx
 C−1VY
(√
t
)
eλ(ϕ(e)−ϕ(g))−2|λ|
√
t
∫
BY(g,
√
t)
(
Φst
2
)∗(
x−1
)
dx
 C−1VY
(√
t
)
eλ(ϕ(e)−ϕ(g))−2|λ|
√
t
∫
BY(g,
√
t)
(
Φst
2
)
(x)dx, g ∈G, t > 0, s > 1.
Applying a second time the uniform Harnack inequality to the kernels Φst on the ball
BY(g,
√
t) we have∫
BY(g,
√
t )
∫
BY(e,
√
t)
Φst
(
y−1x
)
eλ(ϕ(y)−ϕ(x)) dy dx
 C−1
(
VY
(√
t
))2
eλ(ϕ(e)−ϕ(g))−2|λ|
√
tΦst
4
(g), g ∈G, t > 0, s > 1. (13)
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Then by (12) and (13) we obtain
Φst
4
(g)  CVY
(√
t
)−1
exp
((
λ2 + (r − 1)|λ|)t + 2|λ|√t
+ λ(ϕ(g)− ϕ(e))), g ∈G, t > 0, s > 1.
Let us fix g ∈ G, and choose ϕ a compactly supported approximation of the distance
| · |Y, such that ϕ(e)= 0, et ϕ(g)= |g|Y (cf. [3]), finally let us take λ=−|g|Yrt . This yields
Φst
4
(g)  CVY
(√
t
)−1
exp
( |g|2Y
r2t
+ (r − 1)
r
|g|Y + 2|g|Y
r
√
t
− |g|
2
Y
rt
)
 CVY
(√
t
)−1
exp
(
− (r − 1)
r2
|g|2Y
t
+ 2|g|Y
r
√
t
)
exp
(
(r − 1)
r
|g|Y
)
 CVY
(√
t
)−1
exp
(
−|g|
2
Y
ct
)
exp
(
(r − 1)
r
|g|Y
)
 CVY
(√
t
)−1
ect exp
(
−|g|
2
Y
ct
)
, g ∈G, t > 0, s > 1.
In particular for t = 4 we have (7).
General nilpotent Lie groups. Let G˜ be the stratified group, X˜ = {X˜1, . . . , X˜m} ⊆ V1
(the first slice of the stratification) the family of fields that satisfy the Hörmander condition
and
π : G˜→G
the homomorphism that we have defined in Section 2.2.
Since the homomorphism π is surjective there exists a vector field X˜0 ∈ [G˜, G˜] ⊂
G˜ = Lie(G˜) such that dπ(X˜0)=X0,1.
Let L˜ be the sub-Laplacian with drift on G˜
L˜=
m∑
i=1
X˜2i + X˜0.
The operator L˜ are such that dπ(L˜)= L1. Let us denote by Φ˜t the kernel of the semigroup
e−t L˜.
The kernels Φ1t and Φ˜t are joined by the formula
Φ1t (g)=
∫
H
Φ˜t (g˜h)dh, g ∈G, g˜ ∈ G˜: π(g˜)= g, (14)
where H = kerπ.
To see (14) it’s sufficient to verify that the semigroup Ttf (x)=
∫
G
Ψt (y
−1x)f (y)dy,
where Ψt (g)=
∫
H Φ˜t (g˜h)dh, is such that Ttf (x)= e−t L˜(f ◦ π)(x˜), π(x˜)= x, and then
that Tt is the semigroup generated by L1, i.e. Tt = e−tL1 .
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Because of the previous proof (the stratified case) the kernel Φ˜t satisfies the upper
gaussian estimate
Φ˜t (g˜) Ct−D˜/2 exp
(
−
|g˜|2
G˜
ct
)
, g˜ ∈ G˜, t > 1,
where D˜ is the dimension at infinity of G˜.
Integrating this inequality on {g˜: |g˜|G˜ R}, for R >
√
t ,we have∫
{g˜: |g˜|
G˜
R}
Φ˜t (g˜)dg˜  Ct−D˜/2
∫
{g˜: |g˜|
G˜
R}
exp
(
−
|g˜|2
G˜
ct
)
dg˜
 Ct−D˜/2
∞∑
i=0
∫
{2iR|g˜|
G˜
<2i+1R}
exp
(
−
|g˜|2
G˜
ct
)
dg˜
 Ct−D˜/2
∞∑
i=0
exp
(
−4i R
2
ct
)
VG˜
(
2i+1R
)
 C
∞∑
i=0
exp
(
−4i R
2
ct
)(
2i+1 R√
t
)D˜
 C
∞∑
i=0
exp
(
−4i R
2
ct
)
 C exp
(
−R
2
ct
) ∞∑
i=0
exp
(
−(4i − 1)R2
ct
)
.
Since R >
√
t
∞∑
i=0
exp
(
−(4i − 1)R2
ct
)

∞∑
i=0
exp
(
− (4
i − 1)
c
)
 C,
therefore we have the estimate∫
{g˜: |g˜|
G˜
R}
Φ˜t (g˜)dg˜  C exp
(
−R
2
ct
)
. (15)
We now prove that the estimate (15) “goes through” the homomorphism (6).
Remembering that |g˜|
G˜
 |π(g˜)| ∀g˜ ∈ G˜ (cf. Section 2.2), using the Haar measure
disintegration formula (cf. [2])∫
G˜
f (x˜)dx˜ =
∫
G
∫
H
f (x˜h)dhdx
and (14), we obtain
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{g˜: |g˜|
G˜
R}
Φ˜t (g˜)dg˜ 
∫
{g˜: |π(g˜)|R}
Φ˜t (g˜)dg˜

∫
{|g|R}
∫
H
Φ˜t (g˜h)dhdg

∫
{g: |g|R}
Φ1t (g)dg.
Then by (15) we obtain the estimate∫
{g: |g|R}
Φ1t (g)dg  C exp
(
−R
2
ct
)
, t > 1, R >
√
t . (16)
Finally by the estimate (16) and the Harnack inequality we have the upper gaussian
estimate (2) for the kernel Φ1t .
In fact, let us fix g ∈G, |g|> 2√t , and choose R = |g| −√t . This yields∫
{g: |g|R}
Φ1t (g)dg  C exp
(
−|g|
2
ct
+ 2|g|
c
√
t
)
 C exp
(
−|g|
2
ct
)
, t > 1.
Since∫
B(g,
√
t)
Φ1t (g)dg 
∫
{g: |g|R}
Φ1t (g)dg,
the Harnack inequality (Theorem 4 with S = {1}) applied to the kernel Φ1t on the ball
B(g,
√
t) gives
C−1V
(√
t
)
Φt(g)
∫
B(g,
√
t )
Φ1t (g)dg  C exp
(
−|g|
2
ct
)
, t > 1, |g|> 2√t .
5. Proof of Theorem 2
Since in any connected nilpotent Lie group G there is a maximal compact, normal and
central subgroupK such that G/K is simply connected (cf. [8]), we first prove the theorem
under the hypothesis G simply connected, then we prove that in the connected case the
proof is essentially reduced to that of the previous case.
G simply connected. Under these hypothesis [G,G] is a closed and normal subgroup of
G (cf. [8]), therefore G/[G,G] is an abelian and simply connected Lie group, i.e.
G/[G,G] Rd .
Let p be the projection
p :G→G/[G,G] Rd,
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and let us suppose Rd endowed with the euclidean structure such that dp(−∑mi=1 X2i )=
−∑mi=1(dp(Xi))2 =−∑di=1 ∂2∂x2i . Therefore
dp(L)= dp
(
−
m∑
i=1
X2i
)
+ dp(X0)=−
d∑
i=1
∂2
∂x2i
+
d∑
i=1
λi
∂
∂xi
.
Let χ˜ be the multiplicative character of Rd
χ˜(x1, . . . , xd)= e
λ1
2 x1+···+ λd2 xd .
A simple computation gives
χ˜−1dp(L)(χ˜ ·)=−
d∑
i=1
∂2
∂xi
+
d∑
i=1
λ2i
4
.
Let us define the multiplicative character of G by
χ = χ˜ ◦ p :G→R+.
We have that
χ−1
(
−
m∑
i=1
X2i +X0
)
(χf )
= χ−1
(
−
m∑
i=1
Xi
(
Xi(χf )
)+X0(χf )
)
= χ−1
(
−
m∑
i=1
Xi
(
(Xiχ)f + χXif
)+ (X0χ)f + χX0f
)
.
Because of the multiplicative character of χ and of the left invariance of the fields Xi , we
have that
Xiχ(g) = lim
t→0
χ(getXi )− χ(g)
t
= χ(g) lim
t→0
χ(etXi )− χ(e)
t
= χ(g)Xiχ(e), i = 0, . . . ,m,
therefore
χ−1
(
−
m∑
i=1
X2i +X0
)
(χf )
= χ−1
(
−
m∑
i=1
Xi(ciχf + χXif )+ bχf + χX0f
)
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= χ−1
(
−
m∑
i=1
(
c2i f + 2ciχXif + χX2i f
))+ bf +X0f
=−
m∑
i=1
X2i f +
(
X0 − 2
m∑
i=1
ciXi
)
f +
(
b−
m∑
i=1
c2i
)
f,
where ci =Xiχ(e) and b=X0χ(e).
By the definition of χ we have that
ci = ∂
∂xi
χ˜(0)= λi
2
i = 1, . . . , d; ci = 0, i = d + 1, . . . ,m,
and
b =
d∑
i=1
λi
∂
∂xi
χ˜(0)=
d∑
i=1
λ2i
2
.
Therefore
χ−1
(
−
m∑
i=1
X2i +X0
)
(χ ·)=−
m∑
i=1
X2i +X0 −
d∑
i=1
λiXi +
d∑
i=1
λ2i
4
,
and since dp(X0 −∑di=1 λiXi)= 0
X0 −
d∑
i=1
λiXi ∈ ker(dp)= [G,G].
G connected. Let p be the projection
p :G→ G˜=G/K,
and
L˜= dp(L)=−
m∑
i=1
X˜2i + X˜0,
where X˜i = dp(Xi), i = 0,1, . . . ,m.
Because of the previous proof (the simply connected case) there exists a multiplicative
character χ˜ on G˜, and a constant a  0 such that
χ˜−1L˜(χ˜ ·)=−
m∑
i=1
X˜2i + Y˜ + a,
where Y˜ ∈ [G˜, G˜].
Let us define the multiplicative character on G by
χ = χ˜ ◦ p :G→R+.
We have
χ−1L(χ ·)=−
m∑
i=1
X2i +X0 − 2
m∑
i=1
ciXi + b−
m∑
i=1
c2i ,
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where ci =Xiχ(e) and b=X0χ(e), and by the definition of χ
χ−1L(χ ·)=−
m∑
i=1
X2i +X0 − 2
m∑
i=1
c˜iXi + b˜−
m∑
i=1
c˜2i ,
where c˜i = X˜i χ˜(e˜) and b˜= X˜0χ˜(e˜).
Since dp(X0 − 2∑mi=1 c˜iXi)= Y˜ , we have that
X0 − 2
m∑
i=1
c˜iXi ∈ dp−1([G˜, G˜])= [G,G] +K.
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