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Abstrakt 
 
Tato práce se zabývá alternativním přístupem k posouzení stability a existencí řešení 
parametrických kmitajících systémů s jedním i více stupni volnosti. Pro případ systému 
s jedním stupněm volnosti uvažujeme kmitající systém s periodicky proměnnou hmotností, 
tlumením, tuhostí a budící sílou. Nicméně hlavním cílem práce je aplikace zmíněného 
alternativního postupu na model rotoru s rotačně nesymetrickým průřezem. Matematický 
model rotoru sestavíme pomocí energetického přístupu při využití Lagrangeových rovnic  
a metody konečných prvků (MKP). Zmíněné konečné prvky budeme uvažovat jako 1D 
elementy reprezentující osu rotace rotoru. Tento matematický model rotoru 
s nesymetrickým průřezem je popsán časově periodicky proměnnými maticemi, které 
rozvineme do Fourierových řad. Hlavní myšlenkou alternativního přístupu je převod 
diferenciální rovnice, tj. matematického modelu rotoru, na integro- diferenciální rovnici 
s degenerovaným jádrem pomocí tzv. periodické Greenovy funkce (PGF), kterou 
definujeme jako výchozí bod pro hledání periodického řešení zmíněného matematického 
modelu. PGF lze chápat jako odezvu systému na buzení ve tvaru Diracova hřebene. 
Existenci analytického periodického řešení lze ověřit pomocí Rungeovy- Kuttovy metody. 
Jestliže existuje řešení, tak se výsledky analytického řešení shodují s ustáleným stavem 
získaným pomocí Rungeovy- Kuttovy metody. Dalším úkolem této práce je posuzování 
stability rotorového systému, které je založeno na určení znaménka reálné hodnoty 
determinantu systémové matice. Tento nový postup řešení je ověřen pomocí metody 
využívající Floquetovou teorii.  
 
Klíčová slova:  kmitání, rotorové systémy, MKP, matematický model, integro- 
diferenciální rovnice, periodické řešení, stabilita, Floquetova teorie 
  
  
Abstract 
 
This thesis deals with the alternative approach to stability assessment and the existence  
of periodic solution of one-degree-of-freedom or multiple-degrees-of-freedom parametric 
vibrating systems. In the case of one-degree-of-freedom system we consider vibrating 
system with periodically variable mass, damping, stiffness and exciting force. However, 
the main goal of this thesis is application of the mentioned alternative approach to model  
of rotor system with rotationally non-symmetrical cross-section. The energetic approach is 
used to obtain mathematical model of rotor system by using Lagrange equations and finite 
element method (FEM). The rotor is modelled as 1D continuum using 1D elements, which 
are representing the axis of rotation of the rotor. The mathematical model of rotor system 
with non-symmetrical cross-section is described by periodically variable matrices, which 
are decomposed into the Fourier series. The main idea of the alternative approach is 
transformation of differential equation, ie. mathematical model of rotor system,  
into integro-differential equation with degenerated kernel by using periodical Green’s 
function (PGF), which is a response of the system to excitation in the form of the Dirac 
chain. The PGF is used as a starting point of searching the periodical solution of the 
mentioned mathematical model. The existence of the analytical periodical solution can be 
verified by using the Runge-Kutta method. If the solution exists, the results of this solution 
correspond with the steady stage obtained by the Runge-Kutta method. Another goal  
of this study is the stability assessment of the rotor system, which is based on identification 
of the sign of the real value of the determinant of the system matrix. This new procedure  
of solution is validated by method using Floquet theory. 
 
Keywords:  vibration, rotor systems, FEM, mathematical model, integro-differential 
equation, periodic solution, stability, Floquet theory 
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Úvod 
 
Předkládaná diplomová práce navazuje na zkoumanou problematiku předchozí bakalářské 
práce autora [2], která se zabývala řešením ustáleného stavu a posuzováním stability 
parametrického systému s 1 stupněm volnosti s periodicky proměnnou tuhostí a budící sílou.  
 
V první části této práce rozšíříme zkoumaný parametrický systém s 1 stupněm volnosti 
s periodicky proměnnou tuhostí a budící sílou o periodicky proměnnou hmotnost a tlumení. 
Pro takto rozšířený parametrický systém nejdříve popíšeme metodu pro získání analytického 
periodického řešení. Tato úloha vede na řešení integro- diferenciální rovnice 
s degenerovaným jádrem, které je založeno na tzv. periodické Greenově funkci. Existence 
analytického řešení bude ověřena pomocí Rungeovy- Kuttovy metody, kdy při existenci 
řešení by mělo dojít ke shodě výsledků analytického periodického řešení s ustáleným stavem 
získaným pomocí Rungeovy- Kuttovy metody. Dále bude prezentována nová metoda  
pro posouzení stability systému a určení hranic stability. Se zmíněným posuzováním stability 
úzce souvisí již zmíněná existence či neexistence analytického periodického řešení systému, 
jak bude ukázáno na testovacím příkladě na systému s 1 stupněm volnosti. Stanovení hranic 
stability bude ověřeno metodou využívající Floquetovu teorii. 
 
Ve druhé části práce přeneseme problematiku ze systémů s jedním stupněm volnosti  
na systémy s více stupni volnosti, konkrétně se zaměříme na modelování rotoru s rotačně 
nesymetrickým průřezem pomocí metody konečných prvků. Zmíněné rotory jsou využívány 
například v dvoupólových generátorech nebo u rotorů helikoptér v leteckém průmyslu.  
Po určení aproximačních funkcí rotorového prvku stanovíme kinetickou a potenciální energii 
elementu, a poté aplikací Lagrangeových rovnic a metody konečných prvků získáme 
matematický model rotoru. Tento matematický model rotoru s rotačně nesymetrickým 
průřezem je popsán časově periodicky proměnnými maticemi, které je nutné rozvinout  
do Fourierových řad, jelikož hledání analytického periodického řešení a nová metoda 
posuzování stability systému vychází z vyjádření periodicky proměnných matic ve formě 
Fourierovy řady. Tzv. periodickou Greenovu funkci definujeme jako výchozí bod pro hledání 
periodického řešení zmíněného matematického modelu. Tato funkce umožňuje převést 
diferenciální rovnici na integro- diferenciální rovnici s degenerovaným jádrem. 
 
Hlavním cílem předkládané práce je určení a ověření existence analytického periodického 
řešení a posouzení stability parametrického rotorového systému s rotačně nesymetrickým 
průřezem. Tento alternativní přístup je ověřen na testovacím příkladě, kde stanovení hranic 
stability systému je porovnáno s metodou založenou na Floquetově teorii a existence 
analytického řešení je ověřena pomocí Rungeovy- Kuttovy metody. 
 
Numerické výpočty jsou provedeny v interaktivním prostředí MATLAB. 
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1 Systém s 1 stupněm volnosti s periodicky proměnnou 
hmotností, tlumením, tuhostí a budící sílou 
 
1.1 Analytické periodické řešení systému 
 
Předpokládejme, že chování parametrického systému je popsáno pohybovou rovnicí [1] 
 
     ,)()()]([)()()()( tftqtkktqtbbtqtmm KSBSMS     (1.1.1) 
 
kde Sm  vyjadřuje stacionární hmotnost, Sb  je stacionární tlumení a Sk  značí stacionární 
tuhost. Časové proměnné )(),( tbtm BM   a )(tkK  odpovídají parametrickému buzení. 
KBM  ,,  jsou míry modulace hmotnosti, tlumení a tuhosti, vyjadřující intenzitu 
parametrického buzení, )(tq  je zobecněné posunutí a )(tf  značí zobecněné buzení. 
 
 
Obr. 1.1 – Parametrický systém s 1 stupněm volnosti 
 
Díky T - periodicitě časově proměnných funkcí )(),(),( tktbtm  a )(tf  můžeme předpokládat 
i periodicitu odezvy systému )(tq  s periodou T . Všechny tyto funkce musí splňovat 
podmínky periodicity a lze je zapsat ve formě Fourierovy řady 
 
  ,)()()( ttemTtmtm T
N
Nj
jj em 

 (1.1.2) 
 
  ,)()()( ttebTtbtb T
N
Nj
jj eb 

 (1.1.3) 
 
  ,)()()( ttekTtktk T
N
Nj
jj ek 

 (1.1.4) 
 
  ,)()()( ttefTtftf T
N
Nj
jj ef 

 (1.1.5)  
)(tkk KS   
)(tmm MS   
)(tbb BS   
q(t) 
f(t) 
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 ),()( Ttqtq   (1.1.6) 
 
kde vektor  te  je tvořen těmito prvky 
 
      
T
NN tetetetet )()(1)()( 11 e  
1,12 N  (1.1.7) 
 
a s ohledem na zavedený zkrácený zápis 
 
 ,e)(
tij
j te
  (1.1.8) 
 
dále definujeme i  jako imaginární jednotku, j  značí index členu řady, N  odpovídá 
celkovému počtu členů řady a   vyjadřuje základní úhlovou frekvenci, pro kterou platí vztah 
 
 .
2
T

   (1.1.9) 
 
Ve vztazích (1.1.2) – (1.1.5) jsme zavedli vektory s Fourierovými koeficienty 
 
    
T
NN mmm  0m  ,
1,12 N  (1.1.10) 
 
    
T
NN bbb  0b  ,
1,12 N  (1.1.11) 
 
    
T
NN kkk  0k  ,
1,12 N  (1.1.12) 
 
    
T
NN fff  0f  .
1,12 N  (1.1.13) 
 
Pro další postup je nutné předpokládat existenci T - periodického řešení, tj. neznámé 
výchylky )(tq  jsou řešením výše zmíněné pohybové rovnice (1.1.1) a po převedení časově 
proměnných členů na pravou stranu rovnice získáme 
 
 ).()()()()()()()()()( tqtktqtbtqtmtftqktqbtqm KBMSSS     (1.1.14) 
 
Protože chceme určit periodické řešení, tj. ustálenou odezvu systému, hledáme partikulární 
řešení rovnice (1.1.1) a neuvažujeme tedy homogenní část řešení, přesněji přechodovou fázi 
kmitů. 
 
Obdobně, jako byla použita periodická Greenova funkce )(tH  (dále PGF, viz níže) v [4], tak 
ji také definujeme jako výchozí bod pro hledání periodického řešení zmíněné pohybové 
rovnice. PGF lze chápat jako odezvu stacionární části rovnice (1.1.14) na Diracův hřeben 
jednotkových impulsů opakujících se s periodou T , která odpovídá nejnižší periodě 
parametrů systému a buzení. Diracův hřeben je vykreslen na obr. 1.2 a lze jej vyjádřit pomocí 
Fourierovy řady 
 
  ,)sin()cos(1e1)( 


N
Nj
N
Nj
tji
T tjitj
TT
t    (1.1.15)  
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a jelikož Diracův hřeben je sudá funkce dle [3], tj. sinové členy jsou nulové, poté s ohledem 
na (1.1.8) lze psát 
 
 .)(
1
)cos(
1
)( 


N
Nj
j
N
Nj
T te
T
tj
T
t   (1.1.16) 
 
 
Obr. 1.2 – Diracův hřeben jednotkových impulsů opakujících se s periodou T  [2] 
 
Tato periodická odezva odpovídá partikulárnímu řešení stacionární části rovnice (1.1.14)  
 
 .)(
1
)()()( 


N
Nj
jSSS te
T
tHktHbtHm   (1.1.17) 
 
Vzhledem k tomu, že systém je lineární, tak lze využít principu superpozice a PGF lze 
vyjádřit následovně 
 
 


N
Nj
j tHtH ),()(  (1.1.18) 
 
kde jH  je odezva v ustáleném stavu odpovídající j - té harmonické, a proto lze řešení 
rozdělit na řešení systému nezávislých rovnic 
 
 ).(
1
)()()()( te
T
ttHktHbtHm jTjSjSjS  
  (1.1.19) 
 
Partikulární řešení odpovídající j - té harmonické odhadneme ve tvaru 
 
 ,eˆ)(ˆ)(
tij
jjjj HteHtH
  (1.1.20) 
 
kde jHˆ  je amplituda, a derivace (1.1.20) jsou 
 
 ,eˆ)(
tij
jj HijtH
  (1.1.21) 
 
 .eˆ)(
22 tij
jj HjtH
  (1.1.22)  
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Po dosazení odhadu partikulárního řešení a jeho derivací (1.1.20) – (1.1.22) získáme 
komplexní amplitudu odezvy na j - tou harmonickou složku buzení ve tvaru 
 
 ),(
1
)( teL
T
tH jjj   (1.1.23) 
 
kde jL  označuje dynamickou poddajnost odpovídající j - té harmonické 
 
   .122  SSSj kbijmjL   (1.1.24) 
 
PGF je poté dána jako suma 
 
 


N
Nj
jj
N
Nj
j teL
T
tHtH ).(
1
)()(  (1.1.25) 
 
Celkovou odezvu systému (1.1.14) na vnější parametrické buzení lze vyjádřit ve formě 
konvolučního integrálu 
 
 
,d)()()(d)()()(
d)()()(d)()()(
00
00




T
K
T
B
T
M
T
ssqskstHssqsbstH
ssqsmstHssfstHtq




 (1.1.26) 
 
kde PGF v čase )( st   má tvar 
 
 




N
Nj
jjj
N
Nj
jjj
N
Nj
jj seteL
T
seteL
T
steL
T
stH ).()(
1
)()(
1
)(
1
)(  (1.1.27) 
 
Nyní s ohledem na Fourierovy řady (1.1.10) – (1.1.13) a na (1.1.27) můžeme zapsat celkovou 
odezvu systému (1.1.26) následovně 
 
.d)()()()(d)()()()(
d)()()()(d)()()(
1
)(
00
00
  
  










T N
Nk
kk
N
Nj
jjj
K
T N
Nk
kk
N
Nj
jjj
B
T N
Nk
kk
N
Nj
jjj
M
T N
Nk
kk
N
Nj
jjj
ssqsekseteL
T
ssqsebseteL
T
ssqsemseteL
T
ssefseteL
T
tq




  (1.1.28) 
 
Při použití vztahu 
 
 ),()()( sesese jkjk    (1.1.29) 
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lze rovnici (1.1.28) přepsat 
 
 
.d)()()(d)()()(
d)()()(d)()(
1
)(
00
00
    
    
 

 

 

 



T N
Nj
N
Nk
jkjkj
K
T N
Nj
N
Nk
jkjkj
B
T N
Nj
N
Nk
jkjkj
M
N
Nj
N
Nk
T
jkjkj
ssqsetekL
T
ssqsetebL
T
ssqsetemL
T
ssetefL
T
tq




  (1.1.30) 
 
Tento vztah reprezentuje integro- diferenciální rovnici s degenerovaným jádrem  
pro funkci  .tq  Zavedeme-li matice Kkj
B
kj
M
kj ,,, ,, AAA   
12,12  NN  
 
 







,,1,
,,1,
pro
pro
0
,
,NNNjk
,NNNjkmL jkjM
kj 

A  (1.1.31) 
 
 







,,1,
,,1,
pro
pro
0
,
,NNNjk
,NNNjkbL jkjB
kj 

A  (1.1.32) 
 
 







,NNNjk
,NNNjkkL jkjK
kj 

,1,
,,1,
pro
pro
0
,A  (1.1.33) 
 
a respektujeme-li podmínku ortogonality funkcí sinus a cosinus v prvním integrálu  
vztahu (1.1.30) 
 
 





 


,
,
pro
pro
0
dd)(
00 jk
jkT
Tseesse kj
T
sijsik
T
jk 
  (1.1.34) 
 
můžeme celkovou odezvu systému (1.1.30) vyjádřit takto 
 
 
         
    ,d)(
d)(d)()(
0
00




T KTK
T BTB
T MTMT
ssqst
T
ssqst
T
ssqst
T
ttq
eAe
eAeeAeLfe



 (1.1.35) 
 
kde L  je komplexní diagonální matice 
 
 






























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N
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L
L
L
L
L
L
1
1
0
1


L  .12,12  NN  (1.1.36)  
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Poté zavedeme substituce 
 
 ,d)()(
1
0
ssqs
T
T
K
 eAα  (1.1.37) 
 
 ,d)()(
1
0
ssqs
T
T
B  eAβ  (1.1.38) 
 
 .d)()(
1
0
ssqs
T
T
M  eAγ  (1.1.39) 
 
S ohledem k zmíněným substitucím, které dosadíme do (1.1.35), získáme 
 
         ,)( αeβeγeLfe tttttq TK
T
B
T
M
T    (1.1.40) 
 
kde Lfe )(t
T
 reprezentuje periodickou odezvu stacionární části na vnější buzení z rovnice 
(1.1.14) a ostatní členy vztahu (1.1.40) vyjadřují periodickou odezvu stacionární části  
na parametrické buzení z rovnice (1.1.14). 
 
Pro další postup bude nutné provést první a druhou derivaci vztahu (1.1.40), ale nejdříve je 
potřeba uvést časové derivace )(te  
 
    ,tit Nee   (1.1.41) 
 
    ,22 tt eNe   (1.1.42) 
 
kde N  je diagonální matice 
 
 




















N
N
N
N
1
1
N  12,12  NN  (1.1.43) 
 
a platí 
 
 .2 NNN   (1.1.44) 
 
Nyní můžeme vyjádřit hledanou první a druhou derivaci vztahu (1.1.40) následovně 
 
         ,)( NαeNβeNγeNLfe ttttitq TKTBTMT    (1.1.45) 
 
         .)( 22222 αNeβNeγNeLfNe tttttq TKTBTMT    (1.1.46)  
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Rovnici (1.1.40) vynásobíme zleva ,)(
1
t
T
K
eA  integrujeme na intervalu T,0  a v souladu  
s (1.1.37) získáme vztah 
 
 ,ˆˆˆˆ αIAβIAγIALfIAα KK
K
B
K
M
K    (1.1.47) 
 
při platnosti 
 
     ,ˆd
0
Iee Tttt
T
T   (1.1.48) 
 
kde Iˆ  je jednotková diagonální matice s jednotkami na vedlejší diagonále 
 
 











1
1
ˆ I  .12,12  NN  (1.1.49) 
 
Analogicky vynásobíme rovnici (1.1.45) zleva ,)(
1
t
T
B
eA  integrujeme na intervalu T,0   
a v souladu s (1.1.38) a (1.1.48) získáme vztah 
 
 .ˆˆˆˆ NαIANβIANγIANLfIAβ BK
B
B
B
M
B iiii    (1.1.50) 
 
Nakonec vynásobíme rovnici (1.1.46) zleva ,)(
1
t
T
M
eA  integrujeme na intervalu T,0   
a v souladu s (1.1.39) a (1.1.48) získáme vztah 
 
 .ˆˆˆˆ 22222222 αNIAβNIAγNIALfNIAγ MK
M
B
M
M
M    (1.1.51) 
 
Maticové součiny IAIA ˆ,ˆ BM  a IA ˆ
K  lze lépe vyjádřit s ohledem na (1.1.31) – (1.1.33)  
jako součiny 
 
 ,ˆ M
M
LHIA   (1.1.52) 
 
 ,ˆ B
B
LHIA   (1.1.53) 
 
 ,ˆ K
K
LHIA   (1.1.54) 
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kde pásové matice iH  jsou Hermitovské [5] 
 
 




























012
1
2
012
1012
2101
210
xxxx
x
xx
xxx
xxxxx
xxxx
xxxx
N
N
N
N
i







H   KBMiNN ,,,12,12   (1.1.55) 
 
a 
 
 .,1,pro
,
,
,
jestliže
jestliže
jestliže
,NNNj
Ki
Bi
Mi
k
b
m
x
j
j
j
j 








  (1.1.56) 
 
Jelikož pro členy Hermitovských matic iH  platí jj xx   pro 0j  a 0x  , můžeme psát 
 
 ,
T
i
H
ii HHH   (1.1.57) 
 
kde pruh nad písmenem označuje komplexně sdruženou hodnotu. Při respektování (1.1.52) – 
(1.1.54) lze přepsat rovnice (1.1.47), (1.1.50) a (1.1.51) do kompaktní maticové formy 
 
 ,
22222222 











































LfNLH
NLfLH
LfLH
γ
β
α
NLHNLHNLH
NLHNLHNLH
LHLHLH
γ
β
α
M
B
K
MMM
BBB
KKK
i
ccc
cicici
ccc







  (1.1.58) 
 
kde parametr   vybíráme z množiny  MBK  ,,  a odpovídající koeficienty  
 ccc ,,   poté nabudou hodnot 
 
 .1,,,,1,,,,1





















B
M
K
M
M
B
K
B
M
K
B
K ccc












  (1.1.59) 
 
Rovnici (1.1.58) můžeme zkráceně vyjádřit ve tvaru 
 
 ,bAqq    (1.1.60) 
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kde  
 
 












222222
NLHNLHNLH
NLHNLHNLH
LHLHLH
A
MMM
BBB
KKK
ccc
cicici
ccc




  ,)12(3),12(3  NN  (1.1.61) 
 
 












LfNLH
NLfLH
LfLH
b
22
M
B
K
i

  1),12(3 N  (1.1.62) 
 
a 
 
    Tγβαq  .1),12(3 N  (1.1.63) 
 
Z (1.1.61) je zřejmé, že druhý a třetí blokový sloupec jsou lineárně závislé na prvním 
blokovém sloupci a z toho plyne skutečnost, že hodnost matice .12)(h  NA  
 
Úpravou vztahu (1.1.60) získáme 
 
   ,1bAIq    (1.1.64) 
 
kde I  )12(3),12(3  NN  je jednotková diagonální matice. S ohledem na (1.1.59) můžeme řešení 
(1.1.40) přepsat do tvaru 
 
         .)( 





 γeβeαeLfe tctctcttq TTTT   (1.1.65) 
 
Při zavedení matice  tE  )12(3,1 N  
 
         ,





 tctctct TTT eeeE   (1.1.66) 
 
můžeme zapsat řešení následovně 
 
     .)( qELfe tttq T   (1.1.67) 
 
Nakonec dosazením vztahu (1.1.64) do (1.1.67) získáme celkové řešení pohybové rovnice 
(1.1.1) ve tvaru 
 
      .)( 1bAIELfe   tttq T  (1.1.68) 
 
Přesnost tohoto analytického periodického řešení závisí na zvoleném počtu uvažovaných 
členů Fourierovy řady periodických funkcí, tzn. čím větší ,N  tím přesnější řešení dostaneme. 
Nutné dodat, že se zvyšujícím se N  dochází ke zvýšení časové náročnosti numerického 
výpočtu.  
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Jak je patrné z rovnice (1.1.68), pro systémovou matici AI   mohou nastat dva případy. 
Pokud je systémová matice regulární, tak její determinant nabývá nenulových hodnot [5], 
systémová matice je invertovatelná, a díky tomu má rovnice (1.1.68) řešení, jestliže toto 
řešení existuje. Naopak, když je systémová matice singulární, tak její determinant je nulový 
[5] a míra modulace   nabývá kritické hodnoty, která vymezuje hranici mezi oblastí stability 
a nestability. V tomto případě je některé z vlastních čísel matice A  rovno 

1
 , tj. 
 
  .A  (1.1.69) 
 
Těmto případům se budeme více věnovat v kapitole 1.3, kde je detailně prozkoumána stabilita 
systému a posouzení hranic mezi oblastmi stability a nestability. 
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1.2 Numerické řešení odezvy systému 
 
V minulé kapitole jsme se věnovali určení analytického periodického řešení pohybové rovnice 
(1.1.1). Nyní se zaměříme na získání numerického řešení zmíněné pohybové rovnice pomocí 
Rungeovy- Kuttovy metody, které slouží k ověření existence analytického řešení. Jestliže 
existuje analytické periodické řešení, tak výsledky tohoto řešení se shodují s ustáleným 
stavem získaným pomocí Rungeovy- Kuttovy metody. 
 
Při odvození numerického řešení odezvy systému vyjdeme z pohybové rovnice (1.1.1) 
s nulovými počátečními podmínkami  0)0(,0)0(  qq   
 
     ,)()()]([)()()()( tftqtkktqtbbtqtmm KSBSMS      
 
kterou upravíme do tvaru 
 
 
 
  .)()]([)()()(
)(
1
)( tqtkktqtbbtf
tmm
tq KSBS
MS




   (1.2.1) 
 
Při respektování (1.1.59) lze přepsat vztah (1.2.1) do tvaru 
 
 
 
    .)()()()()(
)(
1
)( tqtkcktqtbcbtf
tmcm
tq SS
S






   (1.2.2) 
 
Po zavedení substituce 
 
 ),()(1 tqtx   (1.2.3) 
 
 ),()(2 tqtx   (1.2.4) 
 
můžeme psát 
 
 
 
    ,)()()()()(
)(
1
)( 211 txtkcktxtbcbtf
tmcm
tx SS
S






  (1.2.5) 
 
 ).()( 12 txtx   (1.2.6) 
 
Rovnice (1.2.5) a (1.2.6) lze vyjádřit v maticové formě 
 
 ,
0
)(
)(
)(
)(
01
)(
)(
)(
)(
)(
)(
2
1
2
1


































tmcm
tf
tx
tx
tmcm
tkck
tmcm
tbcb
tx
tx
SS
S
S
S










 (1.2.7) 
 
a poté můžeme tento maticový zápis zkráceně formulovat ve tvaru 
 
 ),()()()( tttt RR bxAx   (1.2.8)  
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kde  
 
 















01
)(
)(
)(
)(
)( tmcm
tkck
tmcm
tbcb
t
S
S
S
S
R 







A  ,2,2  (1.2.9) 
 
 









0
)(
)(
)( tmcm
tf
t
SR b  
1,2
 (1.2.10) 
 
a 
 
 






)(
)(
)(
2
1
tx
tx
tx  .1,2  (1.2.11) 
 
Tímto jsme získali výchozí vztah Rungeovy- Kuttovy metody pro numerické řešení odezvy 
systému (1.1.1). Více o této metodě a jejím algoritmu lze najít v [6]. V našem případě 
vystačíme při numerickém řešení odezvy s vestavěným modulem ode23 pro řešení Rungeovy- 
Kuttovy metody v prostředí MATLAB [7], jak bude ukázáno na vybraných příkladech 
v kapitole 1.6. 
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1.3 Nová metoda posouzení stability systému a určení hranic stability 
 
V kapitole 1.1 jsme se zabývali hledáním analytického periodického řešení pohybové rovnice 
(1.1.1), ale během celého odvození jsme pouze předpokládali existenci T - periodického 
řešení, a již jsme se dále nezabývali stabilitou tohoto řešení, která je rozhodující pro existenci 
periodického řešení. 
 
U zmíněného systému popsaného pohybovou rovnicí (1.1.1) se projevují tzv. parametrické 
rezonance. Naladění parametrů soustavy, při nichž nastávají parametrické rezonance, mohou 
zapříčinit nestabilitu systému. Určování těchto pásem nestability bude provedeno pomocí 
nové metody, viz dále. 
 
Pro posuzování stability je nezbytné vzít v úvahu T2 - periodické řešení s poloviční frekvencí 
,
2
~    které lze dle [1] a [2] vyjádřit analogicky k rovnici (1.1.65) pomocí původní 
frekvence   
 
         ,)( ********** γeβeαefLe tctctcttq TTTT    (1.3.1) 
 
kde  
 
 




























N
N
N
N
L
L
L
L
L


0
1
2
1
*
L  ,14,14  NN  (1.3.2) 
 
která obsahuje prvky na diagonále 
 
   ,,1,
2
1
,pro~~
122 ,NNNNjkbijmjL SSSj 

  (1.3.3) 
 
dále 
 
 










T
N
N
NN
N
N tetetetetetet )()()()()()()(
2
111
2
1
* e  ,N 1,14   (1.3.4) 
 
    
T
NNNN fffffff 0000 11011
* f  ,N 1,14   (1.3.5) 
 
 





 


T
NN
N
N ttttt )()()()()( 1
2
1
*  α  ,N 1,14   (1.3.6)  
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 





 


T
NN
N
N ttttt )()()()()( 1
2
1
*  β  1,14 N  (1.3.7) 
 
a 
 
 





 


T
NN
N
N ttttt )()()()()( 1
2
1
*  γ  .1,14 N  (1.3.8) 
 
Pro prvky vektoru v (1.3.4) platí zápis (1.1.8) s původní frekvencí .  Mezi původními  
a novými veličinami platí tyto vztahy 
 
 ),()( * tt TeJe   (1.3.9) 
 
 ,*fJf T  (1.3.10) 
 
 ,*JLJL T  (1.3.11) 
 
 JHJH *i
T
i   (1.3.12) 
 
a 
 
 .*** JLHLJLLH i
T
i   (1.3.13) 
 
Matice J  je definována 
 
  






















 12531 ,,,,
10000
0100
0000
0010
0000
0001
NiiiiJ 






 ,12,14  NN  (1.3.14) 
 
ve které každý vektor ki  odpovídá k - tému sloupci jednotkové diagonální matice  
I  .14,14  NN  
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Matice *iH  
14,14  NN  jsou stejně jako matice iH  Hermitovské a pásové se strukturou 
 
  kbmi
xxxx
x
xx
x
xx
xxx
xxx
xxxx
xxxx
xxxx
xxxx
N
N
N
N
N
N
i ,,,
000
00
0
0
00
0000
000
0000
000
0000
000
012
0
1
22
012
012
101
2101
210
210
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a pro 
jx  platí dle (1.1.56) 
 
 .,1,pro
,
,
,
jestliže
jestliže
jestliže
,NNNj
ki
bi
mi
k
b
m
x
j
j
j
j 








   
 
Indexy odpovídají původní frekvenci .  Získání vektorů Fourierových koeficientů (1.3.6) – 
(1.3.8) provedeme stejným způsobem jako u T - periodického řešení v kapitole 1.1, a poté 
rovnice pro výpočet matice 
*
q  s vektory Fourierových koeficientů má analogický tvar 
k rovnici (1.1.60), resp. (1.1.64) 
 
 ,**** bqAq    (1.3.16) 
 
resp. 
 
   ,**** 1bAIq    (1.3.17) 
 
kde  
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  (1.3.18) 
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    T**** γβαq  ,1),14(3 N  (1.3.20) 
 
 




















N
N
N
N

1
2
1
*N  14,14  NN  (1.3.21) 
 
a *I     143,143  NN  je jednotková diagonální matice. Celkové T2 - periodické řešení 
pohybové rovnice (1.1.1) má analogický tvar k (1.1.68), tedy 
 
      ,)( ******** 1bAIEfLe   tttq T  (1.3.22) 
 
kde  
 
          tctctct TTT **** eeeE   .)14(3,1 N  (1.3.23) 
 
Jak již bylo dokázáno v [1] a [2] pro soustavu s 1  stupeň volnosti s periodickým tlumením  
a buzením, tak i pro soustavu se všemi periodickými parametry platí, že T - periodické řešení 
je identické s T2 - periodickým řešením ),()( * tqtq   tedy 
 
           .******* 11 bAIEfLebAIELfe    tttt TT  (1.3.24) 
 
Dále bylo v [1] a [2] prokázáno, že vlastní čísla matice A  jsou podmnožinou množiny 
vlastních čísel matice *A  
 
    ,*AA    (1.3.25) 
 
a to má za následek, že oblasti stability nejsou totožné. 
 
Ze vztahu (1.3.25) vychází závěr, že pro posouzení oblastí a hranic stability použijeme 
obecnější případ pro T2 - periodické řešení (1.3.22), tedy 
 
      .)( ******** 1bAIEfLe   tttq T  
 
Pro zjednodušení a zrychlení výpočtu zavedeme, stejně jako v [1], redukovanou matici redA   
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k matici ,*A  kterou definujeme 
 
  22 ******** NHLNHLHLA MBKred ccic    .
14,14  NN
 (1.3.26) 
 
Matice redA  má identickou množinu nenulových vlastních čísel s maticí 
*
A  a vlastní čísla 
matice redA  jsou reálná nebo tvoří komplexně sdružené páry, což bylo dokázáno v [1]. Proto 
lze tvrdit, že determinant matice redA  je reálný. Reálná vlastní čísla odpovídají změně 
znaménka determinantu a vymezují hranici stability, viz níže. 
 
Ze zavedení matice redA  plyne, že pro posouzení oblastí a hranic stability použijeme matici 
redA  místo ,
*
A  tedy systémová matice s ohledem na (1.3.22) má tvar 
 
 redred AI   .
14,14  NN
 (1.3.27) 
 
V prvním případě, kdy systémová matice redred AI   je singulární [5], tj. není 
invertovatelná, vymezuje nulový determinant této matice hranici stabilních a nestabilních 
oblastí, tedy 
 
   .0det  redred AI   (1.3.28) 
 
Po úpravě  
 
 0
1
)(det 





 redred IA

  (1.3.29) 
 
je původní matice redred AI   singulární právě tehdy, když 

1
 je rovno některému 
z reálných vlastních čísel matice .redA  To znamená, že parametr   určuje zmíněnou hranici 
stability a celková stabilita systému je závislá na frekvenci ,  jelikož prvky matice redA  jsou 
funkcemi frekvence   v souladu s (1.3.26). Z toho plyne, že s měnícím se ,  se bude měnit  
i odpovídající hodnota vlastního čísla .
1

 A tedy parametry dané   a vypočtené   určují 
kritické hodnoty, které vymezují hranici mezi stabilní a nestabilní oblastí systému. 
 
Ve druhém případě, kdy je systémová matice redred AI   regulární, tj. je invertovatelná  
a její determinant je nenulový, rozhoduje o stabilitě systému znaménko determinantu 
systémové matice. Z numerického experimentu bylo vypozorováno následující; jestliže je 
znaménko determinantu systémové matice redred AI   kladné, systém je stabilní a existujte 
periodické řešení. V opačném případě, pro záporné znaménko determinantu, je systém 
nestabilní a neexistuje periodické řešení. Výsledek nové metody posuzování stability systému  
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a určování hranic stability lze shrnout tímto zápisem 
 
  




 )(det  redred AI
 
 
 .neexistuje řešení periodické a nestabilní je systém0
                      oblasti, nestabilní a stabilní hranice 0
      existuje, řešení periodické a stabilní je systém0



 
  (1.3.30) 
 
Důkazy pro vztahy (1.3.24) a (1.3.25) jsou detailně zkoumány v [1]. 
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1.4 Floquetova teorie [2] 
 
Pro ověření správnosti nové metody posuzování stability systému a určování hranic stability 
je využita metoda využívající Floquetovu teorii, která vychází z pohybové rovnice 
parametrického systému (1.1.1) 
 
     ,)()()]([)()()()( tftqtkktqtbbtqtmm KSBSMS      
 
ale pro aplikaci Floquetovy teorie je dle [1] a [2] vhodnější zavést obecný matematický model 
s časově proměnnými maticemi, který lze použít pro libovolný počet stupňů volnosti n . Tedy 
obecný matematický model vyjádříme 
 
 ),()()()()()()( ttttttt fqKqBqM    (1.4.1) 
 
kde )(tM  označuje časově proměnnou matici hmotnosti s periodou ,T  )(tB  je časově 
proměnná periodická matice tlumení, )(tK  vyjadřuje časově proměnnou periodickou matici 
tuhosti a )(tq  je hledaný vektor zobecněných souřadnic. Na pravé straně vystupuje časově 
proměnný periodický vektor zobecněných budících sil ).(tf  U takového systému se projevují 
tzv. parametrické rezonance. Naladění parametrů soustavy, při nichž nastávají parametrické 
rezonance, mohou zapříčinit nestabilitu systému. Určování těchto pásem nestability bude 
provedeno pomocí již zmíněné Floquetovy teorie. 
 
K pohybové rovnici přidáme identitu 
 
 0qMqM  )()()()( tttt   (1.4.2) 
 
a obě rovnice přepíšeme do kompaktního maticového tvaru 
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což lze dále vyjádřit následovně 
 
 ),()()()()( ttttt FFF FuPuN   (1.4.4) 
 
kde  
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Pokud je matice )(tFN  regulární, tj. lze ji invertovat, vynásobíme rovnici (1.4.4) zleva 
)(1 tF

N  
 
 )()()()()()()()(
111 tttttttt FFFFFF FNuPNuNN
   (1.4.7) 
 
a zavedeme 
 
 ).()()(),()()(
11 tttttt FFFFFF FNbPNA
   (1.4.8) 
 
Po úpravě a dosazení (1.4.8) do vztahu (1.4.7) obdržíme 
 
 ).()()()( tttt FF buAu   (1.4.9) 
 
Dle Floquetovy teorie řešení homogenní části rovnice (1.4.9) rozhoduje o stabilitě, tedy 
 
 ).()()( ttt F uAu   (1.4.10) 
 
Předpokládejme, že 
 
  )()()()( 221 tttt nuuuU   (1.4.11) 
 
je fundamentální matice řešení, jejíž sloupce )(tiu  jsou nezávislá řešení (což je možné 
předpokládat u lineárních systémů), která splňuje soustavu diferenciálních rovnic (1.4.10) 
 
 ),()()( ttt F UAU 
  (1.4.12) 
 
poté 
 
 ),()()()()( TttTtTtTt FF  UAUAU
  (1.4.13) 
 
a )( Tt U  je také fundamentální maticí ve tvaru 
 
  .)()()()( 221 TtTtTtTt n  uuuU   (1.4.14) 
 
Předpokládejme, že každý vektor )( Tti u  můžeme vyjádřit jako lineární kombinaci vektorů 
)()()( 221 ttt nuuu  . Předchozí vztah je pak možné zapsat jako 
 
 ,)()( FtTt ZUU   (1.4.15) 
 
kde matice FZ  je konstantní matice koeficientů lineární kombinace. Zvolíme-li 
fundamentální matici ,)0( IU   kde I  je jednotková matice, znamená to, že matice )(tU  je  
v 0t  charakterizována nezávislými počátečními podmínkami. Pak můžeme (1.4.15) v 0t
 psát ve tvaru 
 
 ,)0()( FFT ZZUU   (1.4.16) 
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a tedy fundamentální matice v čase 0t  je rovna matici ,FZ  kterou označujeme jako matici 
monodromie. Vlastní čísla této matice rozhodují o stabilitě daného systému. Jestliže všechna 
vlastní čísla leží v komplexní rovině v jednotkové kružnici (včetně hranice), pak se jedná  
o stabilní systém, viz obr. 1.3. Pokud však alespoň jedno z vlastních čísel leží mimo tuto 
hranici, pak je systém nestabilní, viz obr. 1.4. 
 
          
 
 
 
  
Obr. 1.4 – Nestabilní systém [2] Obr. 1.3 – Stabilní systém [2] 
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Postup řešení stability systémů popsaných diferenciálními rovnicemi s periodickými 
koeficienty podle (1.4.14) můžeme shrnout do jednotlivých kroků: 
 
1) Zjištění matice monodromie 
FT ZU )(  numerickou integrací při zadané počáteční 
podmínce IU )0(  můžeme pro jednoduchost zapsat postupně pro jednotlivé 
sloupce matice )(tU  následovně 
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Po sestavení těchto sloupců do matice získáme matici monodromie .)( FT ZU   
 
2) Určení vlastních čísel matice monodromie FZ  z problému vlastních hodnot 
 
 .)( 0pIZ F  (1.4.19) 
 
3) Analýza stability systému z absolutních hodnot vlastních čísel i  matice 
monodromie ,FZ  přičemž platí následující relace 
  
  1i stabilita, (1.4.20) 
 
 i  1 nestabilita. (1.4.21) 
 
Důkaz Floquetovy teorie byl detailně rozebrán v [2]. 
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1.5 Aplikace teorie na testovacím příkladě 
 
V této kapitole se budeme věnovat aplikaci odvozené teorie a postupů z předchozích kapitol 
na jednoduchém systému s 1 stupněm volnosti, který je znázorněn na obr. 1.1. Pro numerické 
experimenty byl využit výpočtový systém MATLAB. 
 
Nechť je dáno 
 
Označení Veličina Hodnota Jednotky 
N  počet členů řady 200    
StabN  počet členů řady pro posouzení stability 25    
Sm  stacionární hmotnost 1  kg  
Sk  stacionární tuhost 00010  mN /  
Sf  stacionární síla 00010  N  
maxt  konečný čas T100  s  
D  poměrný útlum 
01,0  
  
0  
 
Tab. 1.1 – Dané parametry systému 
 
Pomocí daných parametrů systému z tab. 1.1 můžeme dopočítat další potřebné veličiny  
ze vztahů 
 
 ,
S
S
m
k
  (1.5.1) 
 
 ,2  SS mDb  (1.5.2) 
 
viz tab. 1.2. 
 
Označení Veličina Hodnota Jednotky 
  vlastní frekvence 100 srad /  
Sb  
stacionární tlumení pro 01,0D  2  
msN /  
stacionární tlumení pro 0D  0  
 
Tab. 1.2 – Vypočtené parametry systému 
 
Numerický experiment se provádí na systému s časově proměnou hmotností, tlumením,  
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tuhostí a buzením, jejichž charakteristiky jsou vykresleny na obr. 1.5 a popsány Fourierovými 
řadami 
 
 ,
2
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S
m
mmmmtmtm  


  (1.5.3) 
 
pro nenulové stacionární tlumení Sb  
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Obr. 1.5 – Časově proměnné periodické funkce buzení, hmotnosti, tlumení a tuhosti 
 
Určení pásem nestability systému je provedeno pomocí metody využívající Floquetovu teorii. 
Z kapitoly 1.4 vyplývá, že o stabilitě systému rozhoduje řešení homogenní rovnice (1.4.10). 
Zmíněná metoda je využita pro ověření správnosti nové metody posuzování stability systému 
a určování hranic stability. Nová metoda vychází ze vztahu (1.3.30) a je založena na určení 
znaménka determinantu systémové matice ,redred AI   je-li systémová matice regulární  
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a invertovatelná. V opačném případě, kdy je systémová matice singulární, nulový determinant 
systémové matice redred AI   vymezuje hranici mezi stabilní a nestabilní oblastí.  
 
V případě singularity systémové matice redred AI   je 

1
 rovno některému z reálných 
vlastních čísel matice .redA  Z čehož vyplývá, že parametr   určuje zmíněnou hranici 
stability a celková stabilita systému je závislá na frekvenci ,  jelikož prvky matice redA  jsou 
funkcemi frekvence .  Z tohoto důvodu je vyšetřování stability systému prováděno  
na širokém pásmu parametrů 350;5  s krokem  srad /25,1  a 9,0;0  s krokem 
 005,0  v případě nové metody a pro metodu využívající Floquetovu teorii bylo voleno 
350;5  s krokem  srad /5,2  a 9,0;0  s krokem  .02,0  Volba kroku parametrů 
je přizpůsobena čitelnému vykreslování výsledků.  
 
Po definování pásem parametrů je nutné určit množinu koeficientů .,,  ccc  Pro testovací 
případ bylo zvoleno 
 
 .1;1,1   ccc  (1.5.7) 
 
Výsledky posouzení stability novou metodou ověřenou Floquetovou metodou jsou ukázány 
na obr. 1.6 a 1.7 pro poměrný útlum 0D  a .01,0D  Pro případ s poměrným útlumem 
01,0D  je redukovaná matice redA  definována vztahem (1.3.26) ve tvaru 
***2***** NHLNHLHLA MBKred ccic     a pro poměrný útlum 0D  nabývá 
matice redA  tvaru .
***2** NHLHLA MKred cc    V obou případech jsou dle legendy  
u obrázků modře označeny body vyšetřované Floquetovou metodou a červeně jsou označené 
body vymezující hranice mezi stabilní a nestabilní oblastí, které byly získány pomocí 
prezentované nové metody určení hranic. 
 
 
 
Obr. 1.6 – Pásma nestability pro poměrný útlum 01,0D   
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Obr. 1.7 – Pásma nestability pro poměrný útlum 0D  
 
Jak je patrné z obr. 1.6 a 1.7, pro případ s poměrným útlumem ,0D  tj. pro netlumený 
systém, dochází ke zvětšení pásem nestability.  
 
Nyní se zaměříme na systém s poměrným útlumem ,01,0D  na kterém budeme 
demonstrovat existenci periodického řešení daného parametrického systému. Dále budeme 
zkoumat znaménko determinantu systémové matice .redred AI   Byly vybrány dva 
libovolné body, jeden ze stabilní oblasti (zelený) a druhý z nestabilní (růžový), viz obr. 1.8. 
 
 
 
Obr. 1.8 – Vybrané body pro systém s poměrným útlumem 01,0D  
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Pro zvolený bod  3,0;150    ležící ve stabilní oblasti (zelený) analytické periodické 
řešení existuje a je vykresleno na obr. 1.9.  
 
 
 
Obr. 1.9 – Celkové řešení odezvy pro stabilní systém pro poměrný útlum 01,0D  
 
Jak je zřejmé z obr. 1.9, vliv nulových počátečních podmínek při Rungeově- Kuttově metodě 
je omezen jen na homogenní část celkového řešení, a díky tlumení  01,0D  tento vliv  
po krátkém časovém úseku vymizí. Z průběhu lze vypozorovat postupné přibližování 
analytického periodického řešení k ustálenému stavu získaného pomocí Rungeovy- Kuttovy 
metody. Na obr. 1.10 je zobrazen detail celkového řešení odezvy pro stabilní systém mezi .80  
a .100  periodou.  
 
 
 
Obr. 1.10 – Detail celkového řešení odezvy pro stabilní systém pro poměrný útlum 01,0D  
 
Pro zvolený bod  5,0;100    ležící v nestabilní oblasti (růžový) analytické periodické 
řešení neexistuje, viz obr. 1.11.   
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Obr. 1.11 – Celkové řešení odezvy pro nestabilní systém pro poměrný útlum 01,0D  
 
Z výsledků numerického experimentu plyne, jestliže existuje analytické periodické řešení, tak 
výsledky tohoto řešení se shodují s ustáleným stavem získaným pomocí Rungeovy- Kuttovy 
metody, naopak pro nestabilní systém analytické periodické řešení neexistuje. Analýzou 
znaménka determinantu systémové matice redred AI   byl potvrzen závěr ze vztahu 
(1.3.30), tj. pro nestabilní systém je determinant záporný a pro stabilní systém nabývá 
determinant kladných hodnot. 
 
Z prostorového vykreslení oblastí nestabilit (obr. 1.12) získaných pomocí Floquetovy metody 
je patrné, že oblasti nestability se rozšiřují se zvyšujícím se parametrem .  Dále  
při zvyšování úhlové frekvence   dochází ke snížení míry nestability, která je zde 
reprezentována maximální absolutní hodnotou vlastních čísel matice monodromie ,FZ  tedy 
.max l  
 
 
Obr. 1.12 – Prostorové vykreslení oblastí nestabilit získaných pomocí Floquetovy metody  
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2 Rotor s rotačně nesymetrickým průřezem 
 
2.1 Modelování rotoru jako 1D kontinuum 
 
2.1.1 Diskretizace rotorových systémů 
 
V této části práce se zaměříme na rotor s rotačně nesymetrickým průřezem, který budeme 
modelovat pomocí metody konečných prvků (dále MKP), jejímž východiskem je rozdělení 
spojitého kontinua na konečný počet prvků. Zmíněné konečné prvky budou uvažovány jako 
části rotoru délky el  reprezentovány osou rotace rotoru – tedy 1D elementy, jak je patrné 
z obr. 2.1. Každý element je charakterizován dvěma krajními uzly, ve kterých zjišťujeme 
neznámé veličiny posuvů a natočení. Pro popis průběhu veličin mezi krajními uzly jsou 
využity aproximační funkce, jejichž volba je popsána v další podkapitole. 
 
 
Obr. 2.1 – Diskretizace rotorových systémů 
  
37 
 
2.1.2 Aproximační funkce  
 
MKP je založena na totožnosti váhové funkce s bázovými funkcemi, jejichž lineární 
kombinace aproximuje řešení dané rovnice. Výhodou použití MKP je, že bázové funkce mají 
v uzlech funkční hodnoty rovny 0  nebo 1  a konečné prvky se navzájem nepřekrývají. 
 
Průhybová čára i  tého rotorového elementu je znázorněna na obr. 2.2 v lokálním 
souřadnicovém systému .,, zyx  Rotorový prvek uvažujeme homogenní a prizmatický  
se dvěma krajními uzly po čtyřech stupních volnosti, tj. zobecněný posuv v  ve směru osy ,y  
zobecněný posuv w  ve směru osy z  a k nim příslušející dvě natočení ,  kolem zmíněných 
os. Z toho vyplývá, že budeme respektovat pouze průhyby v rovině xy  a ,xz  tedy zanedbáme 
tah neboli posuv u  ve směru osy x  a krut neboli natočení   kolem osy .x  Se zanedbáním 
veličin ,u  souvisí nerespektování vlivu deplanace průřezu při deformaci rotoru. Jak bylo 
ukázáno v [10], vliv deplanace průřezu se projevuje pouze při torzních tvarech kmitání  
a získané velikosti vlastních frekvencí při respektování zmíněného vlivu se zanedbatelně liší 
od vlastních frekvencí bez respektování vlivu deplanace.  
 
 
Obr. 2.2 – Průhybová čára i  tého rotorového elementu 
 
Průhyb v rovině xy  můžeme aproximovat kubickým polynomem 
 
           ,, 33
2
210 xtcxtcxtctctxv   (2.1.1) 
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který lze vyjádřit i maticově 
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
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  (2.1.2) 
 
kde pruhem značíme posunutí bodů ležících na střednici, matice  xΦ  je maticí bázových 
funkcí a  t1c  je vektor časových funkcí obsahující neznámé koeficienty 
       .,,, 3210 tctctctc  
 
Za předpokladu malých výchylek můžeme natočení kolem osy z  vyjádřit jako derivaci 
průhybu  txv ,  (2.1.1) dle proměnné x  
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a analogicky k (2.1.2) lze vztah (2.1.3) zapsat maticově 
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kde  xΦ'  je matice derivací bázových funkcí. Do vztahu (2.1.1) a (2.1.3) dosadíme okrajové 
podmínky a získáme 
 
      ,,0 01 tctvtv   (2.1.5) 
 
      ,,0 11 tctt   (2.1.6) 
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           .32, 23212 eee ltcltctctlt   (2.1.8) 
 
Přepíšeme-li rovnice (2.1.5) – (2.1.8) maticově, dostaneme 
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 (2.1.9) 
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poté vektor časových funkcí  t1c  lze vyjádřit pomocí vektoru zobecněných souřadnic  ,
~
1 tq  
který má přímý fyzikální význam posuvů krajních bodů, tedy 
 
    ,~1
1
11 tt qSc
  (2.1.10) 
 
kde  
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Nakonec dosazením (2.1.10) do (2.1.2) získáme závislost průhybu v rovině xy  v obecném 
místě x  na zobecněných posunutí krajních bodů 
 
      txtxv 1
1
1
~, qSΦ   (2.1.12) 
 
a obdobně dosadíme (2.1.10) do (2.1.4) a dostaneme závislost natočení kolem osy z  
v obecném místě x  na zobecněných posunutí krajních bodů 
 
      .~, 1
1
1 txtx qSΦ'
  (2.1.13) 
 
Průhyb v rovině xz  aproximujeme analogicky jako v (2.1.1) kubickým polynomem 
 
           ,, 37
2
654 xtcxtcxtctctxw   (2.1.14) 
 
který lze vyjádřit maticově 
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Za předpokladu malých výchylek můžeme natočení kolem osy y  vyjádřit jako záporně 
vzatou derivaci průhybu  txw ,  (2.1.14) dle proměnné x  
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a analogicky k (2.1.15) lze vztah (2.1.16) zapsat maticově 
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Do vztahu (2.1.14) a (2.1.16) dosadíme okrajové podmínky a získáme 
 
      ,,0 41 tctwtw   (2.1.18) 
 
      ,,0 51 tctt   (2.1.19) 
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Přepíšeme-li rovnice (2.1.18) – (2.1.21) maticově, dostaneme 
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poté vektor časových funkcí  t2c  lze vyjádřit pomocí vektoru zobecněných souřadnic  ,
~
2 tq  
který má přímý fyzikální význam posuvů krajních bodů, tedy 
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kde  
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Nakonec dosazením (2.1.23) do (2.1.15) získáme závislost průhybu v rovině xz  v obecném 
místě x  na zobecněných posunutí krajních bodů 
 
      txtxw 2
1
1
~, qPSΦ S
  (2.1.26) 
 
a obdobně dosadíme (2.1.23) do (2.1.17) a dostaneme závislost natočení kolem osy y  
v obecném místě x  na zobecněných posunutí krajních bodů 
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2.1.3 Odvození matic rotorového prvku a sestavení pohybové rovnice rotorového 
prvku 
 
Pohybovou rovnici rotoru lze získat pomocí Lagrangeových rovnic, a proto je nutné vyjádřit 
vztahy pro kinetickou a potenciální energii. Nejdříve se budeme věnovat kinetické energii, 
pro jejíž vyjádření si vytkneme element rotoru a zavedeme pomocné souřadnicové systémy 
,,, zyx   dále zyx  ,,  a ,,,   viz obr. 2.3.  
 
 
Obr. 2.3 – Rotorový element a souřadnicové systémy 
 
Pohyb elementu rozložíme dle základního rozkladu na unášivý pohyb posuvný referenčního 
bodu R  a na sférický pohyb kolem referenčního bodu .R  Nejprve se vytknutý element 
natočil okolo osy y  o úhel precese ,  poté okolo osy z  o úhel nutace .  Nakonec 
zavedeme rotaci konstantní úhlovou rychlostí 
0  zmíněného elementu jako rotaci o úhel t0  
kolem osy rotace .  
 
  
43 
 
Vektor rychlosti unášivého posuvného pohybu při zanedbání tahu má tvar 
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v  (2.1.28) 
 
a vektor výsledné úhlové rychlosti sférického pohybu při zanedbání krutu a deplanace má tvar 
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který lze přepsat při respektování malých výchylek a natočení     1cos,sin    
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Celkovou kinetickou energii infinitezimálního elementu lze zapsat jako součet kinetické 
energie od unášivého posuvného pohybu a druhotného sférického pohybu. Po integraci  
přes objem konečného prvku dostaneme vztah pro celkovou kinetickou energii elementu  
ve tvaru 
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Kinetickou energii elementu  e
kTE  od unášivého posuvného pohybu vyjádříme následovně 
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kde   je hustota, eA  představuje obsah průřezu elementu, wv
 ,  jsou rychlosti bodů ležících 
na neutrální ose  .0,0  zy  Dosadíme-li do (2.1.32) časové derivace vztahů (2.1.12)  
a (2.1.26) z předchozí podkapitoly, můžeme přepsat kinetickou energii elementu od unášivého 
posuvného pohybu v maticové formě 
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Dále zavedeme indexové matice dle vztahu 
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Po integraci rovnice (2.1.33) s ohledem na (2.1.34) získáme 
 
 
          .~~~~
2
1
2
1
1
33
00121
1
1
33
0011 ttAttAE
TT
e
TT
e
e
kT qPSISPqqSISq SS
     (2.1.35) 
 
Vztah (2.1.35) pro kinetickou energii elementu unášivého posuvného pohybu lze poté přepsat 
do tvaru 
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kde 
 e
NM
~
 představuje matici hmotnosti elementu nepodléhající transformaci  
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a  eq~  je vektor zobecněných rychlostí 
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Kinetickou energii elementu od sférického pohybu lze vyjádřit ve tvaru 
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kS dE  ωIω  (2.1.39) 
 
kde Id  je matice setrvačnosti infinitezimálního elementu a respektujeme-li skutečnost, že   
je hlavní osou setrvačnosti, nabývá matice tvaru 
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Plošné kvadratické momenty setrvačnosti I  a I  jsou definovány dle obr. 2.4 
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Polární moment setrvačnosti 
pI  lze určit ze vztahu 
 
   
eA
ep III dA
22   (2.1.42) 
 
a plošný deviační moment setrvačnosti D  je definován 
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eA
eD   (2.1.43) 
 
 
Obr. 2.4 – Průřez eA  v souřadnicovém systému  ,,  pevně spojeném s elementem 
 
Po roznásobení ve vztahu (2.1.39) a zanedbání členů vyššího řádu získáme  
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Kinetickou energii elementu sférického pohybu zapíšeme 
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kde první člen vztahu (2.1.45) obsahuje člen vyjadřující gyroskopické účinky a s ohledem  
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na (2.1.13), časovou derivaci vztahu (2.1.27) a (2.1.34) lze psát 
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což lze vyjádřit maticově 
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a 
 e
q~  je vektor zobecněných výchylek 
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Druhý člen vztahu (2.1.45) obsahuje zbývající nestacionární členy s goniometrickými 
funkcemi z (2.1.44)  
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a po dosazení (2.1.13), (2.1.27), jejich časových derivací a (2.1.34) lze psát 
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Vztah (2.1.51) lze formulovat maticově 
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kde  e
1
~
M  představuje matici hmotnosti elementu podléhající transformaci  
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a  tT~  je transformační matice 
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Pro aplikaci Lagrangeových rovnic II. druhu je nutné vyjádřit derivaci transformační matice 
 tT~   
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 (2.1.55) 
 
kde jsme zavedli matici úhlové rychlosti rotace Ω
~
 ve tvaru 
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Celková kinetická energie rotorového elementu je dána součtem členů (2.1.36), (2.1.47)  
a (2.1.52)  
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Nyní se zaměříme na vyjádření potenciální energie. Dle obr. 2.2 lze posunutí obecného bodu 
o souřadnicích  zyx ;;  zapsat ve tvaru 
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Prvky tenzoru deformace při prostorové napjatosti jsou v kartézských souřadnicích zyx ,,  
dány kinematickými vztahy a s ohledem na (2.1.58) lze psát 
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 .0
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Vztah mezi prvky tenzoru deformace a napětí vyjadřuje rozšířený Hookeův zákon 
v kartézském souřadnicovém systému ve tvaru 
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 (2.1.63) 
 
kde   značí Poissonovo číslo a E  představuje modul pružnosti v tahu. Modul pružnosti  
ve smyku je definován .
)1(2 

E
G  Z (2.1.59) – (2.1.62) plyne, že napjatost v rotorovém 
prvku je vyjádřena pouze jednou nenulovou složkou napětí ,x  ostatní složky jsou nulové  
a vektor napjatosti σ  má tedy tvar 
 
  Tx 00000σ  (2.1.64) 
 
a vektor deformace ε  má dle (2.1.59) – (2.1.62) tvar 
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Dosadíme-li do Hookeova zákona (2.1.63) vztahy (2.1.64) – (2.1.65), získáme konstitutivní 
vztah mezi napětím a deformací 
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nebo lépe zapsáno 
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Odečtením 2. a 3. rovnice (2.1.67) získáme rovnost mezi poměrnými deformacemi  
v rovině yz  
 
 zy    (2.1.68) 
 
a zpětným dosazením do 2. rovnice získáme vztah mezi poměrnými deformacemi ve směru 
osy x  a ostatními osami 
 
 .xzy    (2.1.69) 
 
Nakonec s ohledem na (2.1.69) vyplývá z 1. rovnice (2.1.67) následující 
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Potenciální energii deformace prvku můžeme vyjádřit ve tvaru 
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V souladu s (2.1.64), (2.1.65) a (2.1.70) lze přepsat (2.1.71) následovně 
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a dosadíme-li (2.1.59) s ohledem na (2.1.13) a (2.1.27), dostaneme 
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Po úpravě můžeme psát 
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Z obr. 2.4 lze snadno odvodit transformační vztahy mezi souřadnicovými systémy zyx ,,   
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a  ,,  
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Po dosazení (2.1.75) do (2.1.74) lze psát 
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Pro integraci přes plochu průřezu eA  využijeme vztahy (2.1.41), (2.1.43) a s ohledem  
na (2.1.34) můžeme vyjádřit potenciální energii deformace prvku 
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Vztah (2.1.77) lze formulovat maticově 
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kde  e
1
~
K  představuje matici hmotnosti elementu podléhající transformaci  
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Pohybové rovnice rotorového prvku vyjádříme pomocí Lagrangeových rovnic II. druhu, které 
mají tvar bez tlumení a vnějšího buzení následující 
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 (2.1.80) 
 
kde iq
~  představuje vektor zobecněných souřadnic. Aplikací Lagrangeových rovnic II. druhu 
na celkovou kinetickou (2.1.57) a potenciální (2.1.78) energii rotorového elementu získáme  
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pohybovou rovnici rotorového prvku s ohledem na (2.1.55) ve tvaru 
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kde matice     






Tee
CC
~~
0  odpovídá antisymetrické matici gyroskopických účinků  
elementu 
 e
G
~
0  
 
 
 












0SISP
PSIS0
G
S
S
1
1
33
111
1
1
33
111
00
~
T
p
T
pe
I
I


  (2.1.82) 
 
a matice         tt eeTT TΩMMΩT ~~~~~~ 11  odpovídá symetrické matici Coriolisových účinků 
elementu      tt eC
T
TBT
~~~
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Dále budeme-li uvažovat slabě (proporcionálně) tlumenou soustavu, kde matice tlumení 
elementu      tt eprop
T TBT
~~~
 podléhající transformaci je dána lineární kombinací matic hmotnosti 
a tuhosti, tedy 
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Při volbě koeficientů ,10,0
4   bude mít matice tlumení elementu tvar 
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V souladu s (2.1.82), (2.1.83) a (2.1.85) můžeme zapsat finální podobu pohybové rovnice 
rotorového prvku ve tvaru 
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  (2.1.86) 
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2.1.4 Model rotoru s rotačně nesymetrickým průřezem 
 
Jak je uvedeno v podkapitole 2.1.1, rotor s rotačně nesymetrickým průřezem je rozdělen na n  
konečný počet prvků, z nichž každý je popsán pohybovou rovnicí rotorového elementu 
(2.1.86). Prvky matic obsažených ve zmíněné pohybové rovnici jsou řazeny dle vektoru 
zobecněných výchylek 
   teq~  (viz (2.1.49)) 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
.
,
,
,0
,0
,
,
,0
,0
~
~
~
2
2
1
1
2
2
1
1
2
1




























































t
tw
t
tw
t
tv
t
tv
tl
tlw
t
tw
tl
tlv
t
tv
t
t
t
e
e
e
e
e








q
q
q  (2.1.87) 
 
Pořadí souřadnic ve vektoru (2.1.87) je nepraktické, protože parametry krajních bodů jsou 
promíchány. Abychom od sebe oddělili parametry obou krajních bodů, zavedeme 
transformační vztah využívající permutační matici 
qJ  
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po rozepsání 
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 (2.1.89) 
 
Pro matice rotorového prvku, které nepodléhají transformaci a odpovídají řazení daným 
vztahem (2.1.88), platí 
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Pro matice rotorového prvku, které podléhají transformaci a odpovídají řazení daným 
vztahem (2.1.88), platí 
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kde 
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Po transformaci dle (2.1.90) a (2.1.91) můžeme přepsat pohybovou rovnici rotorového prvku 
do tvaru 
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Při sestavování globálních matic soustavy X  postupně přičteme ve smyslu MKP příspěvky 
od jednotlivých matic  eX  dle následujícího schématu 
 
 
.
 (2.1.94) 
 
Matematický model rotorové soustavy má po sestavení globálních matic soustavy tento tvar 
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2.2 Analytické periodické řešení systému 
 
V kapitole 1.1 jsme se zabývali hledáním analytického řešení parametrického systému s 1  
stupněm volnosti. V předchozí kapitole 2.1 jsme rozdělili rotor s rotačně nesymetrickým 
průřezem na konečný počet prvků pomocí MKP a každému rotorovému elementu jsme 
přiřadili 8  stupňů volnosti ve dvou krajních uzlech elementu. Nakonec jsme získali 
matematický model rotorové soustavy (2.1.95) v maticovém tvaru 
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Proto je nezbytné rozšířit a zobecnit hledání analytického řešení parametrického systému  
pro n  stupňů volnosti. 
 
Nejdříve přepíšeme zmíněný matematický model parametrické soustavy do tvaru 
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kde jsme zavedli periodicky proměnné matice 
 
              ,,, 11 ttttttt Cprop KKBBBMM   (2.2.2) 
 
dále periodicky proměnný vektor zobecněného buzení  .tf   
 
Periodicitu matic (2.2.2) lze snadno dokázat dle [10] na příkladu rotoru s rotačně 
nesymetrickým průřezem, který je symetrický jen podél dvou os, a proto průhyb rotoru je 
závislý na poloze průřezu, tzn. na úhlu otáčení 0  kolem osy rotace. Jak je zřejmé z obr. 2.5, 
při otočení o úhel 2  se průřez dostane dvakrát do stejné polohy, z čehož plyne zmíněná 
periodicita matic soustavy. 
 
 
Obr. 2.5 – Model rotoru s rotačně nesymetrickým průřezem [10] 
 
Díky T - periodicitě časově proměnných matic      ttt KBM ,,  a vektoru  tf  můžeme 
předpokládat i periodicitu odezvy systému  tq  s periodou .T  Všechny zmíněné matice  
a vektory musí splňovat podmínky periodicity a lze je zapsat ve formě Fourierovy řady 
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   ),( Ttt  qq  (2.2.7) 
 
kde vektor  te  je dle (1.1.7) tvořen těmito prvky 
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a v souladu s (1.1.8) lze zkráceně psát 
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Pro základní úhlovou frekvenci platí vztah 
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   (2.2.8) 
 
Ve vztazích (2.2.3) – (2.2.6) jsme zavedli vektor s Fourierovými koeficienty jf  a matice 
s Fourierovými koeficienty .,, jjj KBM  Struktura těchto koeficientových matic se nejlépe 
odvodí na prvkové úrovni, tj. před sestavením globálních matic modelu dle struktury (2.1.94). 
Tedy pro matice rotorového prvku podléhající transformaci platí dle (2.1.91) 
 
                 ,~~~~ ttttt eTq
eTT
q
e TXTJTXTJX    
 
kde matice  tT  je tvořena periodicky proměnnými funkcemi    ,sin,cos 00 tt    
viz (2.1.92). Rovnice (2.1.91) lze přepsat do formy  
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Jednotlivé členy rovnice (2.2.9) lze rozepsat jako součin permutačních matic s původní maticí 
 .
~ e
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~
 tedy vyjádříme následovně 
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Obdobně rozepíšeme člen  SXC eT
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Dále vyjádříme člen  CXS eT
~
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Nakonec upravíme člen  SXS eT
~
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Dosadíme-li (2.2.12) – (2.2.15) do vztahu (2.2.9), lze psát 
 
 
            ,~sin~~sincos~cos 020002 STCSCSCe ttttt XXXXX    (2.2.16) 
 
z čehož vyplývá, že prvky matic rotorového elementu jsou násobeny pouze periodickými 
funkcemi    tt 0
2
0
2 sin,cos   a    .sincos 00 tt   Zmíněné periodické funkce rozvineme  
ve Fourierovy řady dle vztahů, viz [3], 
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Pro funkci  t0
2cos   získáme 
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a tedy dle (2.2.17) lze psát 
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Dále pro funkci  t0
2sin   obdržíme 
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a tedy dle (2.2.17) lze psát 
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Nakonec pro funkci    tt 00 sincos   dostaneme 
 
     ,
4
i
desincos
2
0
0
2
0
2-
00
0
2   tttc
ti





 (2.2.26) 
 
     ,
4
i
desincos
2
0
0
2
0
2
00
0
2   tttc
ti





 (2.2.27) 
 
a tedy dle (2.2.17) lze psát 
 
      .ee
4
i
sincos 00
22
00
titi
tt
    (2.2.28) 
 
Nyní za periodické funkce dosadíme do vztahu (2.2.16) Fourierovy řady (2.2.21), (2.2.25), 
(2.2.28) a získáme Fourierovu řadu matice rotorového prvku podléhající transformaci 
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což lze vyjádřit jako 
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kde stacionární koeficientová matice rotorového prvku má tvar 
 
      




































4488874386428541
4488438742864185
3478337732763175
7834773376327531
6824672366226521
2468236722662165
1458135712561155
5814571356125511
)(
0
0000
0000
0000
0000
0000
0000
0000
0000
~~
2
1~~
2
1~
xxxxxxxx
xxxxxxxx
xxxxxxxx
xxxxxxxx
xxxxxxxx
xxxxxxxx
xxxxxxxx
xxxxxxxx
II
S
eI
S
II
C
eI
CSC
e
JXJJXJXXX
  (2.2.31) 
 
a ostatní členy Fourierovy řady jsme označili 
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Při sestavování globálních matic X  postupujeme analogicky jako v podkapitole 2.1.4  
dle schématu (2.1.94) 
 
 
.
  
 
Poté s ohledem na (2.2.3) – (2.2.6) lze vyjádřit matematický model (2.2.1) následovně 
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a když zavedeme stacionární matice 
 
 ,,, 0000 KKBGBMMM  SSNS   (2.2.34) 
 
můžeme psát 
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Pro další postup je nutné předpokládat existenci T - periodického řešení, tj. neznámé 
výchylky  tq  jsou řešením výše zmíněné pohybové rovnice (2.2.1) a po převedení časově 
proměnných členů na pravou stranu rovnice získáme 
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Protože chceme určit periodické řešení, tj. ustálenou odezvu systému, hledáme partikulární 
řešení rovnice (2.2.1) a neuvažujeme tedy homogenní část řešení, přesněji přechodovou fázi 
kmitů. 
 
Nyní využijeme PGF ,)(tH  kterou definujeme jako výchozí bod pro hledání periodického 
řešení zmíněné pohybové rovnice. PGF lze chápat jako odezvu stacionární části rovnice 
(2.2.36) na buzení v k - tém místě ve tvaru Diracova hřebene jednotkových impulsů 
opakujících se s periodou T , která odpovídá nejnižší periodě parametrů systému a buzení, 
tedy 
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Diracův hřeben je vykreslen na obr. 1.2 a lze jej vyjádřit pomocí Fourierovy řady dle (1.1.15) 
a (1.1.16) takto 
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Zmíněná odezva ve tvaru Diracova hřebene odpovídá partikulárnímu řešení stacionární části 
rovnice (2.2.36)  
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Díky linearitě systému lze využít principu superpozice a PGF lze vyjádřit následovně 
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kde 
 k
jH  je odezva v ustáleném stavu odpovídající j - té harmonické v k - tém místě, a proto 
lze řešení rozdělit na řešení systému nezávislých rovnic 
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Partikulární řešení odpovídající j - té harmonické odhadneme ve tvaru 
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kde  kjHˆ  je amplituda a derivace (2.2.41) jsou 
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Po dosazení odhadu partikulárního řešení (2.2.41) a jeho derivací (2.2.42) získáme komplexní 
amplitudu odezvy na j - tou harmonickou složku buzení v k - tém místě ve tvaru 
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kde jL  označuje matici dynamické poddajnosti odpovídající j - té harmonické 
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Celková PGF je poté dána jako suma 
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Celkovou odezvu systému (2.2.36) na vnější parametrické buzení lze vyjádřit ve formě 
konvolučního integrálu 
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kde PGF v čase )( st   má tvar 
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Dosadíme-li do rovnice (2.2.46) Fourierovy řady (2.2.3) – (2.2.6) s ohledem na (2.2.47), 
získáme 
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
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  (2.2.48) 
 
kde vektor kf  s Fourierovými koeficienty je dán  
 
    Tnkkkk fff )()2()1( f  .1,n  (2.2.49) 
 
Vztah (2.2.48) představuje integro- diferenciální rovnici s degenerovaným jádrem pro funkci 
.)(tq  Zavedeme-li matice Kkj
B
kj
M
kj ,,, ,, AAA  
   12,12  NnNn  
 
 







,,1,1,
,,1,1,
pro
pro
,
,N,Njk
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0
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pro
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0
BL
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
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
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

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pro
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,
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0
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A  (2.2.52) 
 
definujeme-li matici  tE   12, Nnn  
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  (2.2.53) 
 
a respektujeme-li podmínku ortogonality (1.1.34) funkcí sinus a cosinus v prvním integrálu   
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vztahu (2.2.48) 
 
 





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

,
,
pro
pro
0
dd)(
00 jk
jkT
Tseesse kj
T
sijsik
T
jk 
   
 
můžeme celkovou odezvu systému (2.2.48) zapsat takto 
 
 
       
    .d)(
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d)(
1
d)(
1
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0
00





T
TK
T
TB
T
TM
N
Nj
jjj
ssst
T
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T
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T
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 (2.2.54) 
 
Poté zavedeme substituce 
 
 ,d)()(
1
,d)()(
1
,d)()(
1
000
sss
T
sss
T
sss
T
T
TM
T
TB
T
TK
qEAγqEAβqEAα     
  (2.2.55) 
 
které dosadíme do (2.2.54) a získáme 
 
       ,)()( αEβEγEfLq ttttet
N
Nj
jjj  

 (2.2.56) 
 
kde 

N
Nj
jjj te )(fL  reprezentuje periodickou odezvu stacionární části na vnější buzení z rovnice 
(2.2.35) a ostatní členy vztahu (2.2.56) vyjadřují periodickou odezvu stacionární části  
na parametrické buzení z rovnice (2.2.35). 
 
Pro další postup bude nutné provést první a druhou derivaci vztahu (2.2.56), ale nejdříve je 
potřeba uvést časové derivace )(tE  
 
        ,, 2200 tttit ENENEE     (2.2.57) 
 
kde N  je diagonální matice dle (1.1.43) 
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N
1
1
     12,12  NnNn  (2.2.58) 
 
a dle (1.1.44) platí 
 
 .2 NNN    
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Nyní můžeme vyjádřit hledanou první a druhou derivaci vztahu (2.2.56) následovně 
 
       ,)()( 0 





 
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N
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αNEβNEγNEfLq ttttejt
N
Nj
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Rovnici (2.2.56) vynásobíme zleva ,)(
1
t
T
TK
EA  integrujeme na intervalu T,0  a v souladu  
s (2.2.55) získáme vztah 
 
 ,ˆˆˆˆˆ αIAβIAγIAfLIAα KKKK   (2.2.61) 
 
při platnosti  
 
     ,ˆd
0
IEE Tttt
T
T   (2.2.62) 
 
     ,ˆˆd
0
fLIfLE Tttet jj
N
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T
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T  

 (2.2.63) 
 
     ,ˆˆd
0
fNLIfLE Tttetj jj
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T
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T  

 (2.2.64) 
 
     ,ˆˆd 2
0
2
fLNIfLE Tttetj jj
N
Nk
T
j
T  

 (2.2.65) 
 
kde Iˆ  je jednotková diagonální matice s jednotkovými maticemi I  nn ,  na vedlejší 
diagonále 
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
1
I
I ˆ      ,12,12  NnNn  (2.2.66) 
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L  je komplexní diagonální matice 
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a 
 
    
T
NNN ffff 1
ˆ    .1,12 Nn  (2.2.68) 
 
Analogicky vynásobíme rovnici (2.2.59) zleva ,)(
1
t
T
B
eA  integrujeme na intervalu T,0   
a v souladu s (2.2.55) a (2.2.62) – (2.2.65) získáme vztah 
 
 .ˆˆˆˆˆ 0000 NαIANβIANγIAfNLIAβ
BBBB iiii    (2.2.69) 
 
Nakonec vynásobíme rovnici (2.2.60) zleva ,)(
1
t
T
M
eA  integrujeme na intervalu T,0   
a v souladu s (2.2.55) a (2.2.62) – (2.2.65) získáme vztah 
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Maticové součiny IAIA ˆ,ˆ BM  a IA ˆ
K  lze lépe vyjádřit s ohledem na (2.2.50) – (2.2.52) jako 
součiny 
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M
LHIALHIALHIA   (2.2.71) 
 
kde pásové matice iH  jsou Hermitovské [5] 
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a 
 
 .,1,1,pro
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j
j  
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
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Jelikož pro členy Hermitovských matic iH  platí 
H
jj XX   pro ,0j  můžeme psát 
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T
i
H
ii HHH   (2.2.74) 
 
kde pruh nad písmenem označuje komplexně sdruženou hodnotu. Diagonály matic iH  jsou 
nulové, jelikož jsme matice 
jX  s koeficienty odpovídající 0j  vyjmuli z Fourierovy řady, 
viz vztah (2.2.30). Zmíněné stacionární matice 
0X  jsou využity pro stanovení matice 
dynamické poddajnosti ,jL  jak lze snadno nahlédnout v (2.2.34) a (2.2.44). 
 
Při respektování (2.2.71) lze přepsat rovnice (2.2.61), (2.2.69) a (2.2.70) do kompaktní 
maticové formy 
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Rovnici (2.2.75) můžeme zkráceně vyjádřit ve tvaru 
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    Tγβαq  .1),12(3 Nn  (2.2.79) 
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Úpravou vztahu (2.2.76) získáme 
 
   ,1bAIq   (2.2.80) 
 
kde I  )12(3),12(3  NnNn  je jednotková diagonální matice. Při zavedení matice 
 
          ttttq EEEE  ,
)12(3, Nnn
 (2.2.81) 
 
můžeme přepsat řešení (2.2.56) do tvaru 
 
   .)()( qEfLq ttet q
N
Nj
jjj  

 (2.2.82) 
 
Nakonec dosazením vztahu (2.2.80) do (2.2.82) získáme celkové řešení )(tq  1,n  pohybové 
rovnice (2.2.1) ve tvaru 
 
    .)()( 1bAIEfLq 

  ttet q
N
Nj
jjj  (2.2.83) 
 
Jak je patrné z rovnice (2.2.83), pro systémovou matici AI   mohou nastat dva případy. 
Pokud je systémová matice regulární, tak její determinant nabývá nenulových hodnot [5], 
systémová matice je invertovatelná, a díky tomu má rovnice (2.2.83) řešení, jestliže toto 
řešení existuje. Naopak, když je systémová matice singulární, tak její nulový determinant [5] 
vymezuje hranici stabilních a nestabilních oblastí. 
 
Těmto případům se budeme více věnovat v kapitole 2.4, kde je detailně prozkoumána stabilita 
systému a posouzení hranic mezi oblastí stability a nestability. 
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2.3 Numerické řešení odezvy systému 
 
V této kapitole se zaměříme na získání numerického řešení pohybové rovnice (2.2.1) pomocí 
Rungeovy- Kuttovy metody, které slouží k ověření existence analytického periodického 
řešení. Postup bude identický jako v kapitole 1.2 s tím rozdílem, že problematiku rozšíříme  
a zobecníme pro n  stupňů volnosti. Jak již bylo napsáno, jestliže existuje analytické 
periodické řešení, tak výsledky tohoto řešení se shodují s ustáleným stavem získaným pomocí 
Rungeovy- Kuttovy metody. 
 
Při odvození numerického řešení odezvy systému vyjdeme z pohybové rovnice (2.2.1) 
s nulovými počátečními podmínkami 
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Nejdříve pro jednoduchost zápisu označíme matice 
 
        ,, 0 tttt RKNRK BGBMMM    (2.3.2) 
 
poté můžeme rovnici (2.3.1) upravit do tvaru 
 
         .)()()(1 ttttttt RKRK qKqBfMq 
   (2.3.3) 
 
Po zavedení substituce 
 
 )()(),()( 21 tttt qxqx    (2.3.4) 
 
lze psát v maticové formě 
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Poté můžeme tento maticový zápis zkráceně formulovat ve tvaru 
 
 ),),(()( ttt R xfx   (2.3.6) 
 
kde  
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2.4 Nová metoda posouzení stability systému a určení hranic stability 
 
V kapitole 2.2 jsme odvodili analytické periodické řešení pohybové rovnice (2.2.1)  
za předpokladu existence T - periodického řešení, ale již jsme se dále nezabývali stabilitou 
tohoto řešení, která je rozhodující pro existenci periodického řešení. 
 
U zmíněného systému popsaného pohybovou rovnicí (2.2.1) se projevují tzv. parametrické 
rezonance. Naladění parametrů soustavy, při nichž nastávají parametrické rezonance, mohou 
zapříčinit nestabilitu systému. Určování těchto pásem nestability bude provedeno pomocí 
nové metody, viz dále. 
 
Pro posuzování stability je nezbytné vzít v úvahu T2 - periodické řešení s poloviční frekvencí 
,
2
~ 0
0

   které lze vyjádřit analogicky k rovnici (2.2.56) pomocí původní frekvence 0  
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0*e)(*
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a index řady *j  je dán .,,1,
2
1
,* NNNNj    
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Pro prvky vektoru v (2.4.2) platí zápis (1.1.8) s původní frekvencí .0  Mezi původními  
a novými veličinami platí tyto vztahy (1.3.11) – (1.3.13) 
 
 JLHLJLLHJHJHJLJL ***** ,, i
T
ii
T
i
T    
 
a 
 
 ,)()( * JEE tt   (2.4.9) 
 
kde  
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    .14,14  NnNn  (2.4.10) 
 
Matice J  je definována analogicky k (1.3.14) 
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Matice *iH  
   14,14  NnNn  jsou stejně jako matice iH  Hermitovské a pásové se strukturou 
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  (2.4.12) 
 
a pro 
jX  platí dle (2.2.73) 
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Indexy odpovídají původní frekvenci .0  Získání vektorů Fourierových koeficientů (2.4.3) – 
(2.4.5) provedeme stejným způsobem jako u T - periodického řešení v kapitole 2.2, a poté  
rovnice pro výpočet matice 
*
q  s vektory Fourierových koeficientů má analogický tvar 
k rovnici (2.2.76), resp. (2.2.80) 
 
 ,**** bqAq   (2.4.13) 
 
resp. 
 
   ,**** 1bAIq   (2.4.14) 
 
kde  
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  (2.4.15) 
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 

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    T**** γβαq  ,1),14(3 Nn  (2.4.17) 
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*      ,14,14  NnNn  (2.4.18) 
 
 





 
T
NNN
****
1
ˆ f00f0ff   ,
1),14( Nn
 (2.4.19) 
 
a *I     143,143  NnNn  je jednotková diagonální matice. Celkové T2 - periodické řešení 
pohybové rovnice (2.2.1) má analogický tvar k (2.2.83), tedy 
 
    ,)()( ******** 1
*
bAIEfLq


  ttet q
N
Nj
jjj  (2.4.20) 
 
kde  
 
         






**** ttttq EEEE  .
)14(3, Nnn
 (2.4.21) 
 
Jak již bylo dokázáno v [1] a [2] pro 1  stupeň volnosti, tak i pro n  stupňů volnosti obdobně 
platí, že T - periodické řešení je identické s T2 - periodickým řešením ,)()( * tt qq   tedy 
 
       .)()( 1
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1 ******
bAIEfLbAIEfL




  ttette q
N
Nj
jjjq
N
Nj
jjj  (2.4.22) 
 
Dále bylo v [1] a [2] prokázáno, že vlastní čísla matice A  jsou podmnožinou množiny 
vlastních čísel matice *A  
 
    ,*AA    (2.4.23) 
 
a to má za následek, že oblasti stability nejsou totožné. 
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Ze vztahu (2.4.23) vychází závěr, že pro posouzení oblastí a hranic stability použijeme 
obecnější případ pro T2 - periodické řešení (2.4.20), tedy 
 
    .)()( ******** 1
*
bAIEfLq


  ttet q
N
Nj
jjj  
 
Pro zjednodušení a zrychlení výpočtu zavedeme, stejně jako v [1], redukovanou matici redA  
k matici ,*A  kterou definujeme 
 
  ******** 22 KBMred i HLNHLNHLA   
   .14,14  NnNn  (2.4.24) 
 
Matice redA  má identickou množinu nenulových vlastních čísel s maticí 
*
A  a vlastní čísla 
matice redA  jsou reálná nebo tvoří komplexně sdružené páry, což bylo dokázáno v [1]. Proto 
lze tvrdit, že determinant matice redA  je reálný. Reálná vlastní čísla odpovídají změně 
znaménka determinantu a vymezují hranici stability, viz níže. 
 
Ze zavedení matice redA  plyne, že pro posouzení oblastí a hranic stability použijeme matici 
redA  místo ,
*
A  tedy systémová matice s ohledem na (2.4.20) má tvar 
 
  redred AI  
   .14,14  NnNn  (2.4.25) 
 
V prvním případě, kdy systémová matice redred AI   je singulární [5], tj. není invertovatelná, 
vymezuje nulový determinant této matice hranici stabilních a nestabilních oblastí, tedy 
 
   .0)(det 0  redred AI  (2.4.26) 
 
Ve druhém případě, kdy je systémová matice redred AI   regulární, tj. je invertovatelná  
a její determinant je nenulový, rozhoduje o stabilitě systému znaménko determinantu 
systémové matice. Z numerického experimentu bylo vypozorováno následující; jestliže je 
znaménko determinantu systémové matice redred AI   kladné, systém je stabilní a existujte 
periodické řešení. V opačném případě, pro záporné znaménko determinantu, je systém 
nestabilní a neexistuje periodické řešení. Výsledek nové metody posuzování stability systému 
a určování hranic stability lze shrnout tímto zápisem 
 
 




 )(det 0redred AI
 
 
 .neexistuje řešení periodické a nestabilní je systém0
                      oblasti, nestabilní a stabilní hranice 0
      existuje, řešení periodické a stabilní je systém0



 (2.4.27) 
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2.5 Aplikace teorie na testovacím příkladě 
 
Pro ověření odvozené teorie a postupů z předešlých kapitol byl jako testovací příklad zvolen 
rotor s obdélníkovým průřezem o celkové délce ,4m  který jsme rozdělili na 4 konečné prvky 
o délce elementu ,1mle   jak je patrné z obr. 2.6. 
 
 
 
 
 
Obr. 2.6 – Rotor s obdélníkovým průřezem 
 
V místě 3. uzlu je excentricky umístěn nevývažek rotující konstantní úhlovou rychlostí ,0  
viz obr. 2.7. Díky rotaci působí na rotor odstředivá síla od nevývažku ,20me  kterou 
rozložíme pomocí směrových úhlů do složek ve směru souřadnicových os pevně spojených 
s elementem ,,  tedy    tmetF 0
2
07 cos   a    .sin 0
2
08 tmetF   
 
 
 
Obr. 2.7 – Excentricky umístěný nevývažek v základní poloze     ,,,, zyx   
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Z obr. 2.6 a 2.8 je očividné, že vektor vnějšího buzení nabývá tvaru 
 
        .00000000000000 87
T
tFtFt f  (2.5.1) 
 
Rotor je oboustranně uložen pomocí radiálních ložisek, které přenáší pouze natočení  
a při nerespektování posuvu u  ve směru osy x  a natočení   kolem osy x  je zřejmé, že 
zvolený rotor má 16 stupňů volnosti. Pro sestavení matematického modelu rotoru (2.1.95) 
pomocí MKP byl využit výpočtový modul vytvořený autorem, pracující v prostředí 
MATLAB stejně tak, jako ostatní moduly použité v navazujících numerických 
experimentech. 
 
Daný rotor uvažujeme homogenní, prizmatický a jeho mechanické, resp. geometrické 
vlastnosti jsou popsány v tab. 2.1. 
 
Označení Veličina Hodnota Jednotky 
el  délka elementu 1  m  
  hustota 7870  3/mkg  
E  Youngův modul pružnosti v tahu 11101,2   2/mN  
  koeficient matice proporcionálního tlumení 3101     
m  hmotnost nevývažku 585,0  kg  
e  excentricita nevývažku 0003,0  m  
sa  délka strany elementu pro čtvercový průřez 025,0  m  
maxt  konečný čas T2000  s  
N  počet členů Fourierovy řady 2    
 
Tab. 2.1 – Mechanické a geometrické vlastnosti rotoru 
 
Jelikož hledání analytického periodického řešení a nová metoda posouzení stability systému 
vychází z vyjádření periodicky proměnných matic      ttt KBM ,,  (2.2.2) ve formě 
Fourierovy řady, které byly popsány v kapitole 2.2, je nezbytné obdobně vyjádřit vektor 
vnějšího buzení  tf  daný zápisem (2.5.1), jehož nenulové složky obsahují periodické funkce 
 t0cos   a  .sin 0t  Zmíněné periodické funkce rozvineme ve Fourierovy řady dle (2.2.17)  
a pro funkci  t0cos   získáme 
 
  
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1
,
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1
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2
11
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0
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0
1
0
0   ccttc
ti
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



 (2.5.2) 
 
a lze psát 
 
    .ee
2
1
cos 000
titi
t
    (2.5.3)  
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Pro funkci  t0sin   získáme 
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 (2.5.4) 
 
a lze psát 
 
    .ee
2
sin 000
titii
t
    (2.5.5) 
 
Nenulové složky vektoru vnějšího buzení  tf  (2.5.1) poté vyjádříme následovně 
 
      ,ee
2
1
cos 00200
2
07
titi
metmetF
    (2.5.6) 
 
      .ee
2
sin 00200
2
08
titi
me
i
tmetF
    (2.5.7) 
 
Určení pásem nestability systému je provedeno pomocí metody využívající Floquetovu teorii. 
Z kapitoly 1.4 vyplývá, že o stabilitě systému rozhoduje řešení homogenní rovnice (1.4.10). 
Zmíněná metoda je využita pro ověření správnosti nové metody posuzování stability systému 
a určování hranic stability. Nová metoda vychází ze vztahu (2.4.27) a je založena na určení 
znaménka determinantu systémové matice ,redred AI   v případě je-li systémová matice 
regulární a invertovatelná. Naopak je-li systémová matice redred AI   singulární, její nulový 
determinant vymezuje hranici mezi stabilní a nestabilní oblastí.  
 
Celková stabilita systému je závislá na frekvenci ,0  jelikož prvky matice redA  jsou 
funkcemi frekvence .0  Dále zavedeme parametr ,  který je definovaný jako poměr  
mezi kvadratickými plošnými momenty průřezu 
 
 .



I
I
  (2.5.8) 
 
Tento parametr byl zaveden z důvodu, abychom prozkoumali více stavů nesymetrie průřezu, 
lépe řečeno budeme posuzovat stabilitu rotoru pro proměnnou plochu průřezu, jak bude patrné 
z následujícího.  
 
Nejdříve je nutné zavést konstantní střední plošný kvadratický moment setrvačnosti ,SI  který 
definujeme jako součet plošných kvadratických momentů setrvačnosti pro čtvercový průřez 
SS II  ,  o straně Sa  
 
 .
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1
12
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aaII
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
 (2.5.9)  
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Dále dle obr. 2.6 lze určit pro obecný obdélníkový průřez stranu  b  ze vztahu 
 
   .
12
1
12
1
2
2
2
3
3
ab
a
b
ba
ab
I
I



  (2.5.10) 
 
Vztah (2.5.9) pro střední plošný kvadratický moment setrvačnosti lze zapsat i pro obecný 
obdélníkový průřez a s ohledem na (2.5.10) obdržíme 
 
 .
122
12
1
12
1
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4
33

 a
baabII
I S 



  (2.5.11) 
 
Uvažujeme-li ,0,0  a  získáme ze vztahu (2.5.11) vztah pro  a  
 
     .12 4
1

  SIa  (2.5.12) 
 
Ze vztahů (2.5.10) a (2.5.12) je zřejmé, že strany průřezu rotoru jsou funkcí .  Z této 
skutečnosti plyne, že se změnou parametru   se bude měnit i velikost plochy průřezu rotoru, 
která je dána vztahem  
 
      . baA   (2.5.13) 
 
Vyšetřování stability rotoru je provedeno na širokém pásmu parametrů 400;100    
s krokem  srad /1  a 1;5,0  s krokem  0025,0  v případě nové metody a pro metodu 
využívající Floquetovu teorii bylo voleno 400;100   s krokem  srad /2  a 1;5,0   
s krokem  .01,0   Volba kroku parametrů je přizpůsobena čitelnému vykreslování výsledků. 
Ze zvolených intervalů a vztahů (2.5.10) a (2.5.12) vyplývá, že stabilita rotoru je vyšetřována 
pro strany průřezu z intervalů 0273,0;025,0a  a 025,0;0193,0b  v  .m  
 
Výsledky posouzení stability novou metodou ověřenou Floquetovou metodou jsou ukázány 
na obr. 2.8, kde jsou dle legendy u obrázků modře označeny body vyšetřované Floquetovou 
metodou a červeně jsou označené body vymezující hranice mezi stabilní a nestabilní oblastí, 
které byly získány pomocí prezentované nové metody určení hranic. 
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Obr. 2.8 – Pásma nestability 
 
Dále jsme z daného pásma parametrů vybrali dva libovolné body, jeden ze stabilní oblasti 
(zelený) a druhý z nestabilní oblasti (růžový), jak je znázorněno na obr. 2.8. V těchto bodech 
budeme demonstrovat existenci periodického řešení dané rotorové soustavy a vyšetřovat 
znaménko determinantu systémové matice .redred AI   Pro zvolený bod ležící v nestabilní 
oblasti (růžový) pro souřadnici )(8 tq  analytické periodické řešení neexistuje, viz obr. 2.9.  
 
 
 
Obr. 2.9 – Celkové řešení odezvy souřadnice )(8 tq  
pro nestabilní systém  5,0;2000    
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Pro zvolený bod ležící ve stabilní oblasti (zelený) pro souřadnici )(8 tq  analytické periodické 
řešení existuje a je vykresleno na obr. 2.10.  
 
 
 
Obr. 2.10 – Celkové řešení odezvy souřadnice )(8 tq  pro stabilní systém  75,0;1500    
 
Jak je zřejmé z obr. 2.10, díky proporcionálnímu tlumení vliv nulových počátečních 
podmínek na homogenní část celkového řešení při Rungeově- Kuttově metodě vymizí  
po .700  periodě, resp. po .3,29 s  Z průběhu lze vypozorovat postupné přibližování 
analytického periodického řešení k ustálenému stavu získaného pomocí Rungeovy- Kuttovy 
metody. Na obr. 2.11 je zobrazen detail celkového řešení odezvy pro stabilní systém  
mezi .775  a .800  periodou.  
 
 
 
Obr. 2.11 – Detail celkového řešení odezvy souřadnice )(8 tq  pro stabilní systém 
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Z výsledků numerického experimentu plyne, jestliže existuje analytické periodické řešení, tak 
výsledky tohoto řešení se shodují s ustáleným stavem získaným pomocí Rungeovy- Kuttovy 
metody, naopak pro nestabilní systém analytické periodické řešení neexistuje. 
 
Analýzou znaménka determinantu systémové matice redred AI   byl potvrzen závěr  
ze vztahu (2.4.27), tj. pro nestabilní systém je determinant záporný a pro stabilní systém 
nabývá determinant kladných hodnot. 
 
Z prostorového vykreslení oblastí nestabilit (obr. 2.12) získaných pomocí metody založené  
na Floquetově teorii je patrné, že oblasti nestability se rozšiřují se zmenšujícím se parametrem 
  nebo-li pásma nestability se rozšiřují se zmenšujícím se poměrem stran obdélníkového 
průřezu. Dále při zvyšování úhlové frekvence 0  dochází ke snížení míry nestability, která je 
zde reprezentována maximální absolutní hodnotou vlastních čísel matice monodromie ,FZ  
tedy .max l   
 
 
Obr. 2.12 – Prostorové vykreslení oblastí nestabilit získaných pomocí Floquetovy metody 
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Závěr 
 
Hlavním cílem předkládané práce bylo určení a ověření existence analytického periodického 
řešení a posouzení stability parametrických kmitavých systémů. 
 
V první části této práce byl odvozen postup pro alternativní přístup k posouzení stability 
a existence analytického periodického řešení kmitajícího systému s jedním stupněm volnosti 
s periodicky proměnnou hmotností, tlumením, tuhostí a budící sílou. Tento přístup byl 
aplikován na testovacím příkladě, ve kterém byla nejdříve porovnána nová metoda stanovení 
hranic stability a posouzení stability systému s metodou využívající Floquetovu teorii. Dále 
byly vybrány dva libovolné body, jeden ze stabilní oblasti a druhý z nestabilní oblasti. 
V těchto bodech jsme demonstrovali (ne)existenci analytického periodického řešení systému 
a vyšetřili jsme znaménko determinantu systémové matice .redred AI   Z výsledků 
numerického experimentu plyne; jestliže existuje analytické periodické řešení, tak výsledky 
tohoto řešení se shodují s ustáleným stavem získaným pomocí Rungeovy- Kuttovy metody, 
naopak pro nestabilní systém analytické periodické řešení neexistuje. Dále bylo dokázáno, že 
znaménko reálné hodnoty determinantu systémové matice redred AI   rozhoduje 
o existenci periodického řešení, a tím i o stabilitě systému. Z numerického experimentu bylo 
vypozorováno následující; jestliže je znaménko determinantu systémové matice redred AI   
kladné, systém je stabilní a existujte periodické řešení. V opačném případě, 
pro záporné znaménko determinantu, je systém nestabilní a periodické řešení neexistuje. 
Nulový determinant této matice vymezuje hranici mezi stabilními a nestabilními oblastmi. 
 
Ve druhé části předkládané práce byl nejdříve stanoven matematický model rotoru 
s nesymetrickým průřezem (2.1.95), který je popsán časově periodicky proměnnými 
maticemi. Zmíněné matice byly rozvinuty do Fourierových řad a po úpravách jsme získali 
obecný analytický předpis pro stacionární koeficientovou matici rotorového prvku (2.2.31). 
Dále byl odvozen postup pro posouzení stability a existence analytického periodického řešení 
obecného rotorového systému s více stupni volnosti. Tento postup byl testován na příkladě 
rotoru s obdélníkovým průřezem o 4 konečných prvcích, který byl uložen pomocí radiálních 
ložisek. Hranice, resp. pásma nestability byly vykresleny pro zvolené konstrukční a provozní 
parametry. Nová metoda byla ověřena pomocí metody založené na Floquetově teorii, podle 
které o stabilitě systému rozhoduje modul maximálního vlastního čísla matice monodromie 
,FZ  viz kapitola 1.4. Z porovnání zmíněných metod plyne, že nová metoda je při vykreslení 
hranic stability výrazně méně časově náročná než Floquetova metoda, ale složitější 
pro algoritmické zpracování.  
 
Dále byly vybrány dva libovolné body, jeden ze stabilní oblasti a druhý z nestabilní oblasti. 
V těchto bodech jsme jako v první části demonstrovali (ne)existenci analytického 
periodického řešení systému a vyšetřili jsme znaménko determinantu systémové matice 
.redred AI   Z výsledků numerického experimentu systému s více stupni volnosti plyne 
stejný závěr jako pro systém s 1 stupněm volnosti. Tedy existuje-li analytické periodické 
řešení, tak výsledky tohoto řešení se shodují s ustáleným stavem získaným pomocí Rungeovy- 
Kuttovy metody, naopak pro nestabilní systém analytické periodické řešení neexistuje. Dále 
bylo vypozorováno následující; jestliže je znaménko determinantu systémové matice 
redred AI   kladné, systém je stabilní a existujte periodické řešení. V opačném případě, 
pro záporné znaménko determinantu, je systém nestabilní a periodické řešení neexistuje. 
Nulový determinant této matice vymezuje hranici mezi stabilními a nestabilními oblastmi. 
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Velkou výhodou nové metodiky je možnost zavedení redukované matice redA  (2.4.24)  
místo rozšířené matice ,*A  což velmi výrazně přispělo ke zrychlení výpočtu. Časová 
náročnost výpočtu se po zavedení redukované matice redA  snížila o %.50  
 
Největším přínosem této práce je možnost velice rychlého posouzení stability, resp. existence 
periodického řešení parametrického kmitavého systému pro konkrétní parametry na základě 
znalosti znaménka reálné hodnoty determinantu systémové matice, čímž je splněn hlavní cíl 
diplomové práce. 
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