Abstract. Segmentation of brain images often requires a statistical atlas for providing prior information about the spatial position of different structures. A major limitation of atlas-based segmentation algorithms is their deficiency in analyzing brains that have a large deviation from the population used in the construction of the atlas. We present an expectation-maximization framework based on a Dirichlet distribution to adapt a statistical atlas to the underlying subject. Our model combines anatomical priors with the subject's own anatomy, resulting in a subject specific atlas which we call an "adaptive atlas". The generation of this adaptive atlas does not require the subject to have an anatomy similar to that of the atlas population, nor does it rely on the availability of an ensemble of similar images. The proposed method shows a significant improvement over current segmentation approaches when applied to subjects with severe ventriculomegaly, where the anatomy deviates significantly from the atlas population. Furthermore, high levels of accuracy are maintained when the method is applied to subjects with healthy anatomy.
Introduction
Automated algorithms for the segmentation of magnetic resonance (MR) brain images provide valuable tools for analyzing human brain structure. The incorporation of prior information is often required in many of these algorithms. One of the most commonly used types of prior information are statistical atlases that use a selection of training examples (i.e. manual delineations) from multiple subjects to model the spatial variability of the structures of interest [1, 22, 8, 17, 2] . These atlases can be utilized within a Bayesian framework to guide the algorithm as to where a structure is likely to appear within the image. Such approaches offer several advantages, including enhanced stability and convergence, as well as providing the ability to distinguish between structures with similar intensities. However, one of the major drawbacks of algorithms that use such statistical atlases is their inability to accurately model subjects whose brain anatomy deviates from the atlas population to a great extent. In some diseases and neurodegenerative conditions such as hydrocephalus, large changes take place in the geometry 2 N. Shiee et al.
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Ventricle atlas Atlas GMM Proposed Fig. 1 . Results of an atlas-based GMM segmentation algorithm on a subject with large ventricles (sulcal-CSF, ventricles, GM, and WM are represented by dark red, light red, orange, and white, respectively) of the brain, potentially resulting in wildly inaccurate segmentations when using atlases derived from healthy populations. Few methods have been proposed to effectively employ spatial atlases when population-specific training data is unavailable. Bhatia et al. [3] proposed a combined segmentation-registration method for atlas based brain segmentation in a group of subjects that are anatomically different from the atlas subjects. RiklinRaviv et al. [19] avoided the use of a statistical atlas by introducing latent atlases generated from an image ensemble. The main limitation of these approaches is their dependency on the existence of a group of images that implicitly are needed to represent similar anatomy. Liu et al. utilize a generative segmentation model combined with a discriminative classifier to reduce dependency on an atlas [10] . However, this method focused on diseases that possess relatively modest geometric changes in brain structure.
Our approach for the segmentation of MR brain images is based on Gaussian Mixture Models (GMMs), similar to many other approaches (cf. [1, 22] ). In GMMs, the intensity values of each cluster are assumed to have a Gaussian distribution whose parameters can be estimated by maximum likelihood (ML) using the expectation maximization (EM) algorithm [6] . The mixing coefficients of the GMM in brain segmentation algorithms can be given by a statistical atlas registered to the image space [22] . Consequently, if the difference between the subject and the training data used in the construction of the atlas can not be captured by the registration algorithm, these algorithms are unable to generate an accurate segmentation (Fig. 1) . In other image processing applications, several approaches have been introduced to derive the mixing coefficients from the image itself. The concept of spatially varying mixing coefficients was first introduced by . In their work, a Gibss MRF-based prior was assumed on the mixing coefficients whose maximum a posteriori (MAP) estimates were computed by means of a generalized EM algorithm. Several other approaches have been proposed based on this model(see [12, 13] ). Although these approaches are not biased to a statistical atlas, they can not effectively model separate structures with similar intensity values, such as sulcal and ventricular cerebrospinal fluid (CSF). This is a major advantage of methods employing a statistical atlas.
