This paper presents procedures for the explicit parametric representation and global description of surfaces of simply connected 3-D objects. The novel techniques overcome severe limitations of earlier methods (restriction to star-shaped objects 1], constraints on positioning and shape of cross-sections 2, 3], and nonhomogeneous distribution of parameter space).
Introduction
With the proliferation of high quality v olumetric image data, especially for the medical community, and new segmentation methods for multidimensional image data, 3-D objects become available and are ready for structural analysis. Most often, volumetric objects are represented by a binary voxel representation or by a triangulation of the surface. Although these representations allow a 3-D rendering for visually capturing the object properties, both lack descriptive p o wer as they are based on huge lists of voxels or surface elements. Characterizing and understanding shape properties, however, requires a representation which captures global and local shape features with a small number of parameters. Such a concise description could be useful for a comparison of various objects, for nding dissimilarities, for matching objects to prede ned models and for an e cient reconstruction and manipulation of objects.
A shape descriptor must be general enough to handle very di erent shapes, but should be capable of accurately representing global as well as local features of objects. Shape analysis favors object-centered volume-or surface descriptions, e.g. using polynomials, triangulation meshes, generalized cylinders, medial manifolds or spherical harmonics. Furthermore, the resulting description should be independent o f t h e object position and orientation.
Some shape description methods based on mesh-like surface models rely on a robust and reproducible surface parametrization in a two-coordinate space. While tracking a contour in 2-D images is easily done, the extension to higher dimensions is non-trivial and requires the development of new concepts. So far, representation methods for mapping an object surface onto a sphere have been limited to represent only star-shaped or convex objects, as they start from an initial radial surface function r( ) 1] 6]. Staib and Duncan 3] discuss the use of a parameter space with torus topology, w h i c h can be deformed into a tube by squeezing the torus cross-section to a thin ribbon. Closed surfaces are obtained by considering tubes whose ends close up to a point. This approach clearly illustrates some principal di culties which can also be found in other parametrization techniques.
The idea of warping a torus to a closed surface poses the problem that the parameters have di erent functions. One parameter de nes a kind of spine along which cross-sections are stacked up. The choice of the end-points of this spine decisively determines the solution and even determines whether an object can be parametrized or not. Squeezing a circle to a line (as done with the tubular torus cross-section) results in a nonhomogeneous distribution of parameters on the object surface. Although continuous, the representation of a line by harmonic functions results in a clustering of parameters near the edges where the tracing direction changes. Furthermore, closing a cylinder at both open ends causes further distortion to the parameter net.
Warping a torus to a tube and nally to a closed surface shows that the parametrization does not result in a one-to-one mapping of surface points to parameters. The walls of the tube are traced up and down in order to avoid discontinuities at the open edges, visiting each surface point t wice. Our new approach tries to overcome these limitations. We present a new method that allows a uniform mapping of an object surface into a two-coordinate space with spherical topology. Our aim is the parametrization of arbitrarily shaped simply connected objects containing inclusions and protrusions. As a mapping of convoluted surface structures onto the surface of a sphere introduces distortions, optimization of the distribution of nodes in parameter space becomes necessary. This problem is solved by nonlinear optimization.
Parametrized surfaces can be expanded into spherical harmonics, hierarchically describing global and local shape properties by spatial frequency constituents 7] . A new method for the generation of descriptors which a r e i n variant to translation, rotation and scaling is developed. Invariance is crucial for a comparative analysis of di erent structures. This paper is organized as follows: section 2 describes the generation of a relational surface data structure, important both for the initial mapping by a di usion algorithm and for the optimization step. In the section, 3 we present the new parametrization technique including an initial mapping to obtain good starting values and nonlinear optimization. Section 4 discusses the expansion of a 3-D shape into a set of spherical harmonics and the generation of invariant descriptors.
2 Surface data structure A 3-D binary image containing a single simply 6-connected object represents our input data. We adopt the cuberille notion 8]. To allow w orking with the surface of the object, it must be represented as a data structure that re ects the geometry as well as topological relations. This data structure stores information about all the square faces separating object and background voxels and all the edges and vertices bounding these faces. This initial data structure represents a complete description of the object surface similar structures are often used for 3-D display purposes 9].
For a n x by n y by n z data volume, the voxel coordinates have the ranges 0 x < n x , 0 y < n y and 0 z < n z . W e i n terpret each v oxel as a cube extending from x to x+1, from y to y+1 and from z to z+1 , where (x y z) are the nominal coordinates of the voxel. The voxel center is placed at (x + 1 2 y + 1 2 z + 1 2 ) to retain integer coordinates for the corners.
The surface data structure is organized around the vertices. Each surface vertex is listed once in the structure, which g i v es it a unique identifying (id) number. The ent r y o f a v ertex speci es its Cartesian coordinates (x y z) and a list of its direct and diagonal neighbors. The neighbors are given in counterclockwise sequence around the vertex when viewed from outside the object therefore, direct and diagonal neighbors alternate (see Figure 1) .
The following algorithm generates the surface data structure. Object voxels touching the border of the data volume would require a special treatment. Therefore, we make sure that all border voxels belong to 2cube.ps 81 67 mm the background. We de ne an interior vertex as the common corner of eight v oxels of the data volume. In three nested loops { varying the coordinates x from 1 to n x ; 1, y from 1 to n y ; 1, and z from 1 to n z ; 1, respective l y { w e visit all the interior vertices. Let the z-loop be the outermost, so that z varies the slowest and numbers the current plane. If the eight i n c i d e n t v oxels of a vertex are homogeneous, i.e. all in the object or all in the background, the vertex is ignored. Otherwise (if the incident v oxels are mixed), a new surface vertex has to be entered in the data structure. A surface vertex in plane z may h a ve neighboring surface vertices in the planes z ; 1, z and z + 1. Therefore, surface vertices must be detected and assigned identifying numbers one plane ahead of time, and the id numbers of the current ( z) and previous (z ; 1) plane must be kept at hand as well. For each surface vertex in the current plane, the Cartesian coordinates are put into the entry of the vertex. Starting at a 6-neighbor surface vertex, we cycle around the central vertex, going over all incident faces until we are back at the starting neighbor vertex. The list of the id numbers of all visited direct and diagonal neighborvertices completes the entry of the central vertex.
Only vertices are stored in the data structure, but information about edges and faces of the surface is also present in the neighbor lists. For instance, vertex 7 in Figure 1 has the neighbor list f6, 0, 1, 2, 8, 11, 10, 9g. T aking every second number in this list { 6, 1, 8, 10 { reveals that edges to nodes 6, 1, 8 and 10 emanate from node 7. Overlapping triples of neighbors { f6, 0, 1g, f1, 2, 8g, f8, 11, 10g and f10, 9, 6g (by wrapping around to the rst neighbor) { give the four faces f7, 6 , 0, 1g, f7, 1, 2, 8g, f7, 8, 11 , 10g and f7, 10, 9, 6g, all written counterclockwise. In this way, e v ery face of the surface is mentioned four times, once by each corner. Our algorithm, however, requires an additional table that lists every face exactly once. We generate it by visiting all vertices, putting a face in the table only when it is de ned from the corner with the smallest id number, i.e. when it is mentioned for the rst time.
The data structure generalizes in a very natural way to the case of open surfaces, or surface patches, where vertices on the border of the surface have a n o d d n umber of neighbors. All surface vertices that are not part of a border of the surface are called inner vertices. Their characteristic is an even numberof neighbors.
The possibility of representing surface patches is not exploited here: as the object lies completely within our data volume, we a l w ays nd a closed surface. All vertices in the list are inner vertices of the surface, and therefore, they all have a n e v en numberofneighbors.
The correspondence b e t ween the surface net and a graph becomes clear when a vertex is interpreted as a node in the graph, an edge as an arc and a face as a mesh (four-cycle) 10]. For a simply connected object we get a planar graph with the following topological properties: Four edges bound each face, and each edge bounds two faces and is bounded by t wo v ertices. Depending on the local connectivity, each vertex bounds three to six edges. There are exactly two more vertices than faces this follows from Euler's relation: n vert = n face + 2 .
A surface with its two degrees of freedom is characterized by a polygonal description based on vertex coordinates with three spatial coordinates. Seeking for an appropriate parametrization, however, would require a description based on two parameters.
Surface parametrization
The parametrization, i.e., the embedding of the object surface graph in the surface of the unit sphere, can be posed as a constrained optimization problem. Figure 2 : Every single face on the object's surface is mapped to a spherical quadrilateral. The sides of a spherical polygon are geodesic arcs on the sphere surface. As the sphere has unity radius, the length of a s i d e s i is equal to the corresponding center angle (in radian). The quadrilateral in this illustration is special in that its four sides s 0 s 3 are equal and its four angles 0 3 are equal: it is the spherical analogue of a square.
The variables of the optimization problem are the coordinates of all vertices. Using two (e.g. spherical) coordinates per vertex would be the most economic representation with respect to storage space, but this would make the equal treatment of all spatial directions di cult and pose the problem of discontinuity a n d singularities in the parameter space. Therefore, we prefer Cartesian coordinates (u v w) for representing a location on the sphere, introducing one virtual degree of freedom per vertex.
There are three kinds of constraints on the variables. First, the Euclidean norm of the coordinates of any v ertex must be 1. This constraint compensates for the virtual degree of freedom and forces every vertex to lie on the unit sphere in parameter space. Second, we ask for area preservation, which in our context means that any object surface region must map to a region of proportional area on the sphere. To satisfy this requirement, we include one constraint for each spherical quadrilateral (see Figure 2 ) that corresponds to an elementary face: its area must be 4 divided by the total number of faces. Third, no angle of any spherical quadrilateral must become negative or exceed . In contrast to the rst two kinds of constraints, these are inequalities. They can be stated as sin i 0 8i. This adds four inequality constraints for each face.
The objective is to minimize the distortion of the surface net in the mapping. It is conceptually similar to angle preservation, and it must tend to make the shape of all the mapped faces as similar to their original square form as possible. To ful ll this goal perfectly, a facet should map to a \spherical square" (see Figure 2 ). This can never be reached exactly for all faces except when the object has a very special form, e.g., consists of one single voxel. There are several ways to trade o between the distortions made at di erent v ertices. We observe that the ideal shape of any face, a spherical square, minimizes circumference P 3 i=0 s i of any spherical quadrilateral with a given area. At the same time it maximizes P 3 i=0 cos s i .
These two measures are similar, but not equivalent if summed over the whole net, as they trade o among distortions di erently. The second measure punishes too long sides more and honors too short sides less than the rst one, which is a desirable e ect. It is also simpler to calculate the cosine of a side -and of the respective c e n tral angle -is the dotproduct of the vectors from the sphere center to the endpoints of the side. In a sum over all four sides of all faces, each edge of the graph appears twice. We de ne the objective function as half that sum, which is the same as the sum of the cosines of the lengths of all edges.
The variables in our optimization are the positions on the unit sphere to which the vertices are mapped. Therefore, starting values in this context means an initial mapping of the object's surface to the sphere. It is important for the optimization algorithm that the sphere be completely covered with faces and none of them overlap. The following subsection describes the construction of an initial parametrization satisfying this requirement. An earlier version of the procedure is described in 11].
Initial parametrization
The rst mapping or parametrization, respectively, is done in polar coordinates. The two polar coordinates and are determined for all vertices in two separate steps. Two v ertices have to be selected as the poles for this process. The choice of these poles is not critical, as the optimization process removes all its in uences except a rotation in parameter space. Selecting two poles which lie close together, however, results in a poor initial parametrization. The optimization will converge to the same solution, but it takes more iteration steps. We select the two v ertices with maximal and minimal z coordinate in object space, respectively the y and x coordinates are used to break ties. In our ordering of the surface vertices, they are the rst and the last vertex.
A fully worked example with the \two-voxel" object of Figure 1 is presented in appendix A. It serves as a concrete and detailed illustration of the general concepts exposed below.
Latitude from di usion. Latitude should grow smoothly from 0 at the north pole to at the south pole. In this context, is not a free variable but rather an unknown function (of the location on the object) that we are looking for. To assign a latitude value with the desired property t o e v ery node, we formulate the corresponding continuous problem as Laplace's equation r 2 = 0 (except at the poles), with Dirichlet conditions north = 0 south = for latitude 12]. A p h ysical analogy is heat conduction: we heat the south pole up to temperature , cool the north pole to temperature 0 and ask for the stationary temperature distribution on the heat-conducting surface. As usual in the discrete case, the Laplacian is approximated by nite second di erences of the available direct neighbors, which in our case implies that every node's latitude (except the poles') must equal the average of its neighbors' latitudes. These conditions form a sparse set of linear equations, which can be written in the form A 0 0 = b 0 , w h e r e A 0 is a n vert n vert matrix, 0 := ( 0 1 : : : n vert ;1 ) T and b 0 is an n vert vector of constants. The border conditions supply two equations and the average property de nes n := n vert ; 2 equations. Applying the border conditions 0 = north and n vert ;1 = south results in the reduced n n system A = b, where A = ( a 1 1 a 1 2 : : : a n n )
is symmetric and := ( 1 : : : n ) T
The algorithms used to set up the matrix A and the right hand side vector b make use of the wellorganized surface data structure, as illustrated below in pseudo-code notation. The sparsity of the matrix is exploited only the few non-zero entries (4 to 7 per row) are stored. This saving is essential for the treatability of larger objects. This sparse symmetric linear system of equations is solved with the Pils package 13]. The solution has the important property that latitude varies monotonically between the poles, since there can be no local extremum by virtue of the maximum principle 14]. Figure 3a shows the resulting for a simple test object, \duck". The simple object \duck" consisting of nine voxels is used for illustrating the initial parametrization. The north pole is at the lower left, the south pole at the upper right. Latitude is mapped on the object's surface as a grey value in a iso-latitude lines are drawn every 16 . Longitude is shown in b iso-longitude lines (\meridians") are 8 apart.
Longitude from di usion. Unlike latitude, longitude is a cyclic parameter: When we w alk around a sphere counterclockwise (seen from the north), longitude keeps increasing monotonically all the time, but there must be a place where longitude leaps back b y 2 . A global longitude parameter always has a discontinuous line running from pole to pole, and the step height i s 2 . Consider, as an analogy, local time on every spot of the globe the date line is a 24 hour discontinuity, but not a meridian. In our problem, the choice of the date line is immaterial: it just has to connect the two poles. The date line is chosen as a path with steepest latitude ascent i n e a c h of its nodes. The values crossing the date line from west to east are decremented by 2 , v alues propagated to the west are incremented by 2 . The poles and all links to them are removed from the net, making the topology of the net that of a tube. Longitude remains unde ned for the poles. The cyclic Laplace equation r 2 = 0 (with date line) again corresponds to a system of linear equations in the discrete case.
The new system of linear equations is structurally identical to the one for latitude. Typically, only a small part of the equations is di erent. The matrix for longitude di ers from the one for latitude only by the values of six diagonal entries, corresponding to the three neighbors of each pole. This similarity simpli es setting up and solving the new system. Due to the cyclic boundary conditions, the solution is de ned only up to an additive constant. The linear equations are dependent, and the system is singular. To make it regular, we h a ve to specify the longitude of one vertex. We arbitrarily set 2 1 = 0. This equation can be added to any r o w of the system. We add it to the rst row.
The following portions of pseudo-code update the matrix and generate a new right hand side vector. Modify matrix A: In spherical coordinates, longitude is unde ned at the poles. We arbitrarily set north = south = 0 . Figure 3b illustrates the resulting for the \duck" test object.
For every node of the net, we n o w h a ve computed a latitude and a longitude . This de nes a continuous, unique mapping from the surface of the original object to the surface of a sphere. The spherical parameters and can also be used in a at Cartesian coordinate system as shown in Figure 4b , which gives an overview of the whole unfolded net. The right border wraps around to the left border, and vice versa. The top and bottom borders stand for the poles. The axis points up to produce the same orientation as in the other gures the south pole is at the top. The polar coordinates are transformed to Cartesian and yield starting values for the optimization. 
Optimization method
Powerful methods for nonlinear constrained minimization exist 15]. The commonly available optimization routines can not be used for larger objects because they are not suited for such a large problem, as they do not exploit its sparsity and information available about the constraints. A Newton-Lagrange algorithm 15] based on the sparse linear solver package Pils 13] is used to nd the constrained maximum of the goal function. An active set strategy enforces the inequality constraints. A detailed discussion of the optimization algorithm would exceed the scope of this paper. In fact, any other constrained optimizer that could handle the size of the problem could be substituted. The question arises if a solution exists at all and if it is unique. The goal function is a sum of cosines, which cannot exceed one. Thus the goal function is bounded by the number of edges in the graph, 2n f aces. Any constraints can only lower the attainable maximum, but never make the goal function unbounded. Another problem could arise from incompatible constraints. From their de nition -vector length, area content, angle -they are not inherently incompatible. There are 3 n vert degrees of freedom but only n vert + n fa c e ; 1 = 2 n vert ; 3 equations to satisfy. At the solution, only few (typically less than ve) inequalities are active. We h a ve no indications that there might b e a n y local maxima. Of course any rotated version of the solution yields the same values for the goal function and for all constraints, but this is not considered an essentially di erent solution.
Constraining all angles to the range 0 ] m a k es sure none of the quadrilaterals can fold over. Thus the neighborhood relations are preserved during the optimization process.
As the goal function, the constraints, and their derivatives have to be calculated repeatedly, i t i s important t h a t w e can use an e cient data structure that holds information about adjacency (for the goal function and matrix sparsity) and surface facets (for the area constraints).
The solution of the nonlinear program de nes the optimal parametrization of our object's surface. Figure 4 shows the starting point for the optimization the right diagram is a combination of those in Figure 3 . Figure 5 visualizes the result of the optimization in di erent w ays. The same vertex as in Figure 4 is marked. Figure 6 shows several stages of the optimization process. The starting con guration, \0", corresponds to Fig. 4a . The nal result is obtained after 64 iterations it has the label \64" and is the same as Fig. 5a . 4 Spherical harmonic shape descriptors Let x, y and z denote Cartesian object space coordinates and and polar parameter space coordinates. The parametrization gives us three explicit functions de ning the object surface as follows:
When the free variables and run over the whole sphere (e.g. = 0 : : : = 0 : : : 2 ), x( ) r u n s o ver the whole surface of our object. As our shape description method, we use the surface net representation to expand a 3-D shape into a complete set of basis functions. 
The coe cients of the spherical harmonic functions of di erent degrees provide a measure of the spatial frequency constituents that comprise the structure. Partial sums of the series (1) are plotted in Figure 7 . The sums are truncated by limiting l to 0 l < n l , where n l = 2 4 8. As higher frequency components are included, more detailed features of the object appear. The use of orthogonal basis functions is convenient for the calculation of the expansion coe cients. Global shape description by expansion into spherical harmonics: The gures illustrate the reconstruction of the partial spherical harmonic series, using coe cients up to degree 1 (a), to degree 3 (b) and 7 (c).
is de ned. For the evaluation of the integral (2) we w ould have to de ne an interpolating function between these sample points an adaptation of bilinear interpolation could be used for this purpose. But this would introduce an arti cial sub-voxel resolution that has no base in the input data. On the other hand, the straightforward discretization of the integral, 
does not give the precise coe cients of a series representing our object. The reason is that although the functions Y m l are orthonormal, their values evaluated at some set of parameter pairs ( i i ) will generally not form an orthonormal set of vectors. We adopt some indexing scheme j(l m) that assigns a unique index j to every pair l m, like e . g . j(l m) : = l 2 + l + m. When the degree of the spherical harmonics is limited, i.e. 0 l < n l , j is also limited by j < n j = n 2 l . We can arrange all needed values of our basis functions in a n vert n j matrix B where b i j(l m) = Y m l ( i i ). In the usual case where n j is signi cantly smaller than n vert , the columns of B are approximately orthogonal. We further arrange the object space coordinates of all vertices in an n vert 3 matrix X = ( x 0 x 1 : : : x n vert ;1 ) T and all coe cients in the n j 3 matrix C = ( c 0 0 c ;1 1 c 0 1 : : : ) T . The equations (3) for all l and m take the compact form C 4 n vert B T X. But what we really want is a spherical harmonic series that passes near the real positions of our vertices, i.e. X = BC+ E where the error matrix E should be small. These so-called normal equations are solved with least square sums over the columns of E by C = (B T B) ;1 B T X :
The global approximation error is the square of the Frobenius norm of E = BC;X, w h i c h is also minimized. This is not too di erent from (3) because the symmetric n j n j matrix 4 n vert B T B is close to the identity matrix.
Rotation independent descriptors
The coe cients obtained so far still depend on the relative position of the parameter net of the object surface and on the orientation of the object in space ( Figure 5 ). We can get rid of these dependencies by rotating the object to canonical positions in parameter space and object space. This needs three rotations in parameter space and three rotations in object space, when rotations are described by Euler angles. All rotations result in new linear combinations of the components of the harmonic descriptors.
The relations between the Cartesian and the spherical coordinates of the parameter space are u = sin cos , v = s i n sin and w = c o s . T o de ne a standard position we consider only the contribution of the spherical harmonics of degree l = 1 in equation (1), an ellipsoid (see Figure 7 ). , interpreted as Cartesian coordinates in the object space, will always describe an ellipsoid. We rotate the parameter space so that the north pole ( = 0 , o n t h e w axis) will be at one end of the shortest main axis of this rst order ellipsoid and the point where the Greenwich meridian ( = 0) crosses the equator ( = 2 , o n t h e u axis) is at one end of the longest main axis.
At the three main axes, the length of the vector x 1 ( ) is stationary: it reaches a maximum, a saddle point, and a minimum, respectively. Measuring Euclidean lengths becomes simpler when we transform the component v ectors to a Euclidean, real valued form. A short calculation yields 
We are looking for the unit vectorsû 1 ,û 2 andû 3 that maximize or minimize the length of the vector. 
Importance of uniform parametrization
The report so far presumed that a homogeneous density and a minimal distortion of the parameter net would be important for shape characterization, especially for obtaining an invariant description. Similarly, the 2-D expansion of contours s(t) i n to series of harmonics 5] was based on the model of tracing a curve with constant v elocity, i.e. assigning same lengths L to equivalent parameter steps t. A non-uniform distribution of parameters on an object surface, e.g. by clustering at certain locations, seems to be suboptimal with respect to a uniform representation of the whole surface. One would expect an over-representation of some parts to the disadvantage of others, resulting in distorted shape descriptions.
The importance of a parametrization with minimal distortion can be demonstrated with an experiment. The expansion into a series of spherical harmonics is calculated for both the non-uniform initial parametrization (bypassing the optimization step for this part of the experiment) and the result after optimization. A manifestly non-star-shaped form was chosen: the original object consists of 11 voxels and is shaped like the character E. Its initial and optimized parametrizations are given in Figure 8 for comparison. The diagrams correspond to Figures 4a and 5a. Figure 9 illustrates the expansion in a spherical harmonic series up to degree ten and the truncated reconstruction up to degree one (top), four (middle) and ten (bottom) for the initial (left) and optimized (right) parametrization. (A ve-fold oversampling was applied to the surface to represent it accurately. This may be viewed as a rough form of numerical integration.) Comparing the expressive di erence, one can conclude that a uniform parametrization is absolutely essential to obtain useful spherical harmonic descriptors. Even from the distorted initial parametrization, descriptors can be derived that are \optimal" in the least squares sense, but the series of harmonics does not re ect the shape properties of the surface. Using the optimized parametrization, the reconstructed objects demonstrate the most desirable behavior that coe cients of higher degree add information about details of higher spatial frequency. The rst degree harmonic approximation (Figure 9b ) covers the whole object and comprises information about the major size and elongation, whereas the three \legs" of the E-shape appear in the reconstruction using harmonics up to degree four (Figure 9d,f Figure 9 : Experiment demonstrating the importance of a homogeneous parameter distribution for shape description. The original E-shaped object surface, indicated by a wireframe, is expanded into a series of spherical harmonics once starting from a non-uniform parametrization and second from an optimized parametrization. The series are truncated at degree one (a,b), four (c,d), and ten (e,f). Shaded surfaces depict the reconstructions. The images in the left column (a,c,e) clearly illustrate the poor shape representation based on non-uniform parametrization. A signi cant improvement i s a c hieved by using the optimized parametrization (b,d,f), re ecting the hierarchical nature of a harmonic approximation regarding shape details at di erent scales. Quantitatively, kEk F measures the error, which is divided by the square root of the 
Experimental results
The surfaces of the following test objects are parametrized, and their shapes are expressed through spherical harmonic descriptors. c4 A \c"-shaped polyhedron made up from ve 4x4x4 voxel cubes. c8 The same object, magni ed by a factor of two in all coordinate directions. box A The voxels ll a rectangular box, which is not aligned with the coordinate axes. box B Rotating the box A results in a completely di erent sampling. patella The patella was extracted from a segmented CT scan data set of a human knee. ventricle The ventricular system has been segmented from a MRI data set of a hydrocephalus patient 1 . We selected one lateral ventricle. The data has been interpolated to compensate for the aspect ratio of 1:1:6.4 of the original data. For each object, Figure 10 presents the cuberille interpretation of the input data, a spread-out graph of the parametrization, and the reconstruction from spherical harmonic descriptors. The cylindrical projection we c hose for drawing the parametrization shows the true area ratios. The smooth surface of the reconstruction is shaded in a pattern that allows the estimation of the parameter values. These latter parameter values do not coincide with the ones in the middle diagram. They rather di er by the rotation in parameter space that makes the descriptors rotation invariant. The object space rotation is suppressed in the diagrams to show the spatial relation of the original data { shown as a wireframe { with the reconstruction from the descriptor, up to degree 8. In the case of the ventricle, this shows an insu cient degree of detail, but the same value was chosen for comparability. Table 1 summarizes the sizes and di erences of the various test objects. Virtually all of the processing time for an object is spent in the optimization. The gure for computation time mu s t b e i n terpreted with caution it quali es only the optimization program, which is not necessarily as e cient as possible, and which might be substituted with an out-of-the box optimizer. Times are measured on a HP 9000/735. The number of vertices, n vert indicates the size of the problem: the optimization has 3 n vert variables, 2 n vert ; 3 equality constraints and 4 n vert ; 8 inequality constraints.
The distance between the descriptors appears to be a valid rough measure of shape dissimilarity. The matrix of distances is symmetric by de nition. The two \c"s are most similar to each other. The two b o xes are also quite similar. Both these examples illustrate the translation, rotation and scale invariance of the descriptors. The patella is more similar to a box than to a \c", whereas the ventricle is more similar to a \c" than to any of the other objects. 
Conclusions
This paper presents new techniques to generate explicit parametric representations of convoluted object surfaces with minimal distortion and to characterize 3-D surfaces by invariant spherical harmonic shape descriptors. We i n tended to overcome traditional limitations of expressing an object surface by explicit parametric representations, which are the restriction to star-shaped objects, the non-uniform spacing of parameters on the object surface, and often a speci c choice of the new coordinate system with respect to the object geometry. The parametrization technique is described for closed surfaces of simply connected objects, but it generalizes naturally to the unfolding or attening of complex surface patches (open surfaces with one edge). Other classes of simple 3-D surfaces with di erent topology, for example tori and tubes, are not considered.
The following paragraphs summarize the properties of the novel surface analysis techniques.
Parametrization: The unfolding and optimization procedure maps nodes onto a sphere, each o f which can be expressed by t wo parameters and is associated with a voxel vertex. The procedure imposes no restrictions regarding the geometry of objects and is suitable for surfaces of arbitrary complexity. An initial di usion of \temperature" on the object's surface achieves a continuous mapping by assigning latitude and longitude to each surface vertex. The position of poles and the geometry of the object produce a clustering of parameters at certain regions of the object surface. This non-uniform distribution of parameter density on the object surface is corrected by a nonlinear optimization technique, which preserves the area of original surface elements in parameter space and minimizes their distortion. The latter is formulated as the goal function of the nonlinear optimization problem and the former as its constraints. The resulting arrangement of the vertex nodes on the sphere (parameter space) re ects the geometry of the original shape and achieves similar parametrizations for similar shapes, but is free to rotate around any axis as no surface points are kept xed. It must be pointed out that the polar coordinate system for spherical surfaces is only used for the sake of visualization. This coordinate system itself determines a non-uniform tessellation of the sphere and may g i v e a misleading visual impression of parameter densities (see e.g. Figure 5 ). Alternative display techniques could be found by tessellating the sphere into small cells, for example by regular or semiregular polyhedra. The parametrization of object surfaces forms an intermediate representation with the following properties:
The surface of arbitrarily shaped (but simply connected) objects can be parametrized. Objects are not restricted to a limited family of shapes even protrusions and intrusions are appropriately dealt with. The surface is explicitly represented by t h e v ariation of two parameters, expressing the properties of local surface neighborhoods as well as of the global shape. The parametrization results in a continuous (no overlap of elements), one-to-one mapping of surface vertices to a sphere. While varying the two parameters and over the parameter range, each p o i n t of the surface is visited exactly once. The optimization results in a unique, reproducible solution (except for rotation). The parametrization preserves areas exactly and minimizes local distortions which cannot be avoided when mapping an object with corners to a sphere (see location marked by a black dot in Figures 5 a,  b and c) . The uniformity of the parametrization is important for a subsequent shape description, as illustrated in Figure 9 .
The parametrization technique is potentially interesting for applications where a mapping of convoluted object surfaces to a simple surface { like the sphere { is required. The unfolding, or attening, process with minimization of distortions generates a representation which could serve as a useful intermediate surface description for many structure analysis processes. The only restriction, i.e. the presence of the closed surface of a simply connected object, highlights the generality of the approach.
As discussed previously, the unfolding is in principle not restricted to closed surfaces. Ongoing developments focus on a similar technique for attening parts of surfaces onto planar charts. This procedure could be interesting for the comparative analysis and description of convoluted surface patches. Practical applications can be found in brain research, for example, where regional cortical patterns of the human brain are qualitatively and quantitatively analyzed.
Applications are still constrained by the e ciency of the nonlinear optimization. Although the method itself poses no restriction on the maximum number of object vertices, the commonly available optimization routines cannot be applied for a large numberofvertices (exceeding several hundreds). In real applications, e.g. the analysis of volume data in medicine, one can expect to deal with object surfaces with up to one million voxel vertices. We h a ve recently developed an optimization technique which t a k es into account t h e sparsity of the problem and the speci c nature of the local constraints.
Shape description: The new parametrization allows representation of object surfaces of arbitrary complexity. As one possible approach to global shape analysis, it enables us to expand an object surface into a series of spherical harmonic functions. The numerical coe cients in the Fourier series represent an object-centered, surface-oriented descriptor of the object's form. Surface description with harmonic descriptors is no longer restricted to star-shaped objects but can now be applied to a broad class of shapes. Invariance has to be considered as one of the most important properties of shape description, as it only allows a comparative analysis between di erent objects or a match b e t ween objects and models. With the development of new scale and rotation independent descriptors we obtain a global, object-centered shape description which i s i n variant to standard transformations (rotation, translation and scaling). The invariant positioning of the object and of the parameter net are based on the analysis of harmonic descriptors up to the rst degree, de ning the three main axes of the ellipsoid. The symmetry of this low frequency representation determines a general 3-D object only up to four di erent positions. Including coe cients of higher degree, for example at the extremal points of the description up to degree one, could disambiguate the di erent cases and avoid a matching using four di erent object descriptions.
Applications of global object representation and description in computer vision and image analysis are imminent. Generality with respect to object complexity, i n variance to standard transformations, and descriptive p o wer in terms of object geometry are the critical issues for shape-based categorization and comparison of 3-D objects. Robot vision and medical image analysis, e.g. are dealing with recovering the global shape characteristics of objects. Whereas the former most often deals with a small number of views of objects and hence only a partial surface description, modern scanning techniques in medicine can provide full 3-D images. Mapping of convoluted surface structures and high level 3-D shape descriptions of anatomical objects (e.g. the heart cavities, the ventricular system or cortical substructures of the brain) will play a signi cant role in the analysis of shape dissimilarities, morphological deformations and in the comparison of malformed with \normal" shape structures. The overall shape is captured by a small number of parameters, expressing structural details at various scales with coe cients of di erent degrees. The continuous analytical description of the approximated surface permits to compute local di erential characteristics, e.g. principal curvature 17]. Inferring the di erential structure would result in a c haracterization of important landmarks, e.g., for registration of di erent 3-D objects.
Determining latitude
The border conditions 
A spherical harmonic function of degree l can be written as a homogeneous polynomial of degree l in u = s i n cos , v = s i n sin and w = cos .
