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ANALYTIC CONTINUATION OF HYPERGEOMETRIC
FUNCTIONS IN THE RESONANT CASE
EMANUEL SCHEIDEGGER
Abstract. We perform the analytic continuation of solutions to the hyperge-
ometric differential equation of order n to the third regular singularity, usually
denoted z = 1, with the help of recurrences of their Mellin–Barnes integral
representations. In the resonant case, there are necessarily logarithmic solu-
tions. We apply the result to Picard-Fuchs equations of certain one–parameter
families of Calabi–Yau manifolds, known as the mirror quartic and the mirror
quintic.
1. Introduction
Although monodromy and analytic continuation properties of the solutions of the
hypergeometric differential equation have been well–studied in the past, interest got
revived by mirror symmetry [3, 1]. In particular, Picard–Fuchs equations for one–
parameter families of Calabi–Yau manifolds of dimension n−1 whose Gauss–Manin
connection has three regular singular points, one of which is of maximal unipotent
monodromy, is a hypergeometric differential equation of order n with resonant
exponents. In the case n = 4, such differential equations have been classified in [5].
The three regular singular points are usually taken to be z = 0, 1,∞. The
analytic continuation of the solutions from z = 0 to z = ∞ is well–known due
to the fact that the differential equation after transformation to w = 1
z
is again
of hypergeometric form. The analytic continuation of the solutions from z = 0
to the z = 1 is more difficult to obtain since the differential equation after the
transformation to y = 1− z is not of hypergeometric form for n > 2. Nevertheless,
it is known in the nonresonant case, i.e. if there are no logarithmic solutions at 0 [14,
2]. We present here a complete solution to the problem of analytic continuation
to z = 1 in the resonant case. Before we discuss the solution, let us present two
applications of interest in the context of mirror symmetry. Let Φ0(z),Φ1(z) denote
certain chosen fundamental matrices of the hypergeometric differential equation
near z = 0, 1. The variation of polarized Hodge structure of the family π : X → P1
of mirror quartics given as
Xz = {x04 + x14 + x24 + x34 − 4 z− 14x0x1x2x3 = 0} ⊂ P3
leads to a hypergeometric differential equation of order 3. Then we prove
Theorem 7.1. The analytic continuation of Φ0(z) to z = 1 is determined by
Φ0(z) = Φ1(1− z)M10 with
M10 =

A
2
√
2π
− A4πi 0
2√
2π
(
3A
64 +
1
A
) − 1
πi
(
3A
64 − 1A
)
0
− 2√
2π
0 − 1√
2π

where A =
Γ( 18 )Γ(
3
8 )
Γ( 58 )Γ(
7
8 )
.
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Similarly, the variation of polarized Hodge structure of the family π : X → P1
of mirror quintics given as
Xz = {x05 + x15 + x25 + x35 + x45 − 5 z−15 x0x1x2x3x4 = 0} ⊂ P4
leads to a hypergeometric differential equation of order 4. Then, we prove
Theorem 7.2. Let Φz0(z) be the fundamental matrices near z0 = 0, 1. The analytic
continuation of Φ0(z) to z = 1 is determined by Φ0(z) = Φ1(1− z)M10 with
M10 =

l0 − h02πi 5 k0(2πi)2 0
w0 − h12πi 5 k1(2πi)2 2πi
1 0 0 0
w1 − 710w0 − h22πi + 710 h12πi 5 k2(2πi)2 − 710 5 k1(2πi)2 0

The real constants l0, w0, w1, h0, h1, h2 and the complex constants k0, k1, k2 have
an analytic expression which is not very simple, and therefore are given in the main
text in (7.2), (7.3) and (7.4). This result might be useful to describe the embedding
of the parameter space P1 into the period domain of the family X .
We summarize how these results are obtained. In Section 2 we briefly review the
known bases of solutions to the hypergeometric differential equations following [14]
in terms of integral representations of the Mellin–Barnes type. We define the notion
of resonant exponents. In the resonant case, we introduce a new basis of solutions
Gp(z) defined in terms of a Mellin–Barnes integral as
Gp(z) :=
∫
dt
2πi
eiπ(p−2)tzt
n∏
j=1
Γ(αj + t)
Γ(1− γj + t)
p∏
h=1
Γ(γh − t)Γ(1− γh + t)
These solutions will be shown to have the following straightforward power series
expansion at z = 1.
Theorem 6.5. For any 2 < p ≤ n, if |z − 1| < 1, ℜβn > ℜβp, ℜ(αs + γj) > 0,
j = 1 . . . , p, s = p+ 1, . . . , n, αp + γp, αs + γs+1 6∈ Z≤0, s = 2, . . . , p− 1 then
Gp(z) =
∞∑
m=0
Γ(α1 + γ2)
∫
dv
2πi
e−iπvΓ(α1 + γ1 + v)Γ(−v)
·
∫
ds
2πi
Bp,m(s)
Γ(m+ 1)
Γ(γ2 − s)Γ(γ1 + v − s)
Γ(α1 + γ1 + γ2 + v − s)
·
∫
du
2πi
e−iπu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=p+1
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u)(1 − z)
m
If p = 2 then
G2(z) =
∞∑
m=0
Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(m+ 1)
·
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 +m+ v)
·
∫
du
2πi
e−iπu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=3
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u)(1 − z)
m
The functions Bp,m(s) are given in terms of multiple Mellin–Barnes integrals.
The strategy to prove these statements is to find recurrences for all the solutions.
The Mellin–Barnes integral representation of a solution to an order n equation is
written in terms of a Mellin–Barnes integral representation of a solution to an
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order n− 1 equation. In this way, the problem of analytic continuation is reduced
to the one of solutions of an order 2 equation. The latter is well–known and briefly
reviewed in Section 3. In Section 4 we collect the known recurrences due to [14]
and [2]. We reformulate the latter in terms of integral representations and prove a
new recurrence for the solutionsGp(z). Equipped with these results, we perform the
analytic continuation on the level of integral representations in Section 5. In order
to make contact to the bases of solutions obtained from the Frobenius method in
terms of power series expansions, we expand in Section 6 the integral representations
obtained in Section 5 in powers of 1− z. Finally, in Section 7 we apply these series
expansions to the examples presented above, the Picard–Fuchs equations of the
family of mirror quartics and of the family of mirror quintics.
We wish to emphasize that in Sections 2 to 5 all results are formulated in terms
of integral representations. At no point, such an integral is evaluated and converted
into a power series. This will only be done in Section 6 in order to be able to discuss
the explicit examples afterwards. For this reason, and also to make the presentation
self–contained we include proofs of some of the results due to [14] and [2].
Acknowledgments. The author is very grateful to Johanna Knapp for invaluable
help with checking the results of Section 7 and comments on the manuscript, and
to Don Zagier for fruitful discussions. Moreover, he profited from a collaboration
with Johanna Knapp and Mauricio Romo on a closely related physics project.
2. The hypergeometric equation
2.1. The hypergeometric differential equation and its solutions. In this
subsection we review the properties of the hypergeometric differential equation and
its solutions that will be needed later on. For more background see e.g. [6, 16, 8].
We will, however, follow the notation of Nørlund [14].
We consider the hypergeometric differential equation of order n
(2.1)
θ n−1∏
j=1
(θ − γj)− z
n∏
j=1
(θ − αj)
 y(z) = 0
where α1, . . . , αn, γ1, . . . , γn−1 ∈ C and θ = z ddz . For convenience, to make sub-
sequent expressions more symmetric, we also introduce γn and set γn = 0. This
differential equation has regular singularities at z0 = 0, 1,∞ with exponents
z0 = 0 γ1 γ2 γ3 . . . γn−1 0
z0 = 1 0 1 2 . . . n− 2 βn
z0 =∞ α1 α2 α3 . . . αn−1 αn
where we have set
βn = n− 1−
n∑
i=1
(αi + γi).
Furthermore we define
fn(t) =
n∏
j=1
Γ(αj + t)
Γ(1− γj + t)
Definition 2.1. Let q ∈ {2, . . . , n} and E be a maximal subset of exponents
{γi1 , . . . , γiq} at z0 = 0, or of exponents {αi1 , . . . , αiq} at z0 =∞, with the property
that λ − µ ∈ Z for all λ, µ ∈ E. Then E is called to be in resonance or resonant.
If there is no resonant subset of a set of exponents, we call the set of exponents
nonresonant.
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Remark 2.2. (1) If γ1, . . . , γq are resonant, Nørlund uses the terminology that
they “form a group”. Since they do not – mathematically speaking – form
a group, we prefer the notion of resonance which is well known in the
context of GKZ hypergeometric systems [7, 17]. The latter are a natural
generalization of the hypergeometric differential equation discussed here.
(2) The differential equation (2.1) remains invariant if we interchange αj and
γj , j = 1, . . . , n and replace z by
1
z
. For simplicity, we will therefore restrict
ourselves to resonant subsets of {γ1, . . . , γn}.
(3) In the following we only deal with the case that there is a single subset E
of {γ1, . . . , γn} which is in resonance. We reorder the exponents such that
E = {γ1, . . . , γq}. If {γ1, . . . , γn} contains more than one resonant subset,
the statements in this article are to be applied to each subset seperately.
(4) If z = 0 is a point of maximal unipotent monodromy, then γi = 0, i =
1, . . . , n, and hence E = {γ1, . . . , γn}.
Next, we discuss bases of solutions to (2.1) near each singularity in terms of
Mellin–Barnes integrals following Nørlund.
• Near z0 = 0:
If γ1, . . . , γn are not in resonance, Nørlund gives the basis
(2.2)
y∗j (z) := fn(γj)z
γj
nFn−1
(
α1 + γj , . . . , αn + γj
1− γ1 + γj , .̂ . ., 1− γn + γj ; z
)
:=
∫
dt
2πi
e−iπtztfn(t)Γ(γj − t)Γ(1 − γj + t), j = 1, . . . , n
for | arg(−z)| < π. The ̂ denotes the omission of the parameter 1−γj+γj .
If γ1, . . . , γq, 2 ≤ q ≤ n, are in resonance, then the solutions y∗j (z) are
all equal for 1 ≤ j ≤ q and have to be replaced by
(2.3) y∗j (z) :=
∫
dt ztfn(t)
1(
1− e2πi(t−γ1))j j = 1, . . . , q
for 0 < arg(z) < 2πj. Nørlund shows that after this replacement for each
resonant subset, the functions y∗j (z) form a linearly independent set of
solutions. Note that y∗1(z) is the same for both cases. Furthermore, if we
evaluate the integrals using the residue theorem, we obtain series expansion
containing polynomials in log z. Hence, we will refer to these solutions as
the logarithmic solutions.
• Near z0 =∞:
As already mentioned, the differential equation (2.1) remains invariant
if we interchange αj and γj , j = 1, . . . , n and replace z by
1
z
. A basis of
solutions is given by
(2.4)
y∗j (z) :=
n∏
k=1
Γ(γk + αj)
Γ(1− αk + αj)z
αj
nFn−1
(
γ1 + αj , . . . , γn + αj
1− α1 + αj , .̂ . ., 1− αn + αj ; z
)
:=
∫
dt
2πi
e−iπtzt
n∏
k=1
Γ(γk + t)
Γ(1− αk + t)Γ(αj − t)Γ(1 − αj + t),
for j = 1, . . . , n and | arg(−z)| < π.
• Near z0 = 1:
If γ1, . . . , γn are not in resonance, a basis of solutions can be described
as follows. There is the special solution corresponding to the exponent βn.
Nørlund denotes this solution ξn(z) if βn 6∈ Z<0 and ηn(z) otherwise. We
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have
ξn(z) := ξn
(
α1, . . . , αn
γ1, . . . , γn
; z
)
:= zγ1(1 − z)βn
∞∑
k=0
ck (1− z)k
ηn(z) := z
γ1
∞∑
k=0
ck−βn
Γ(k + 1)
(1− z)k
omitting the parameters when no confusion is possible. The coefficients ck
are determined recursively by the differential operator. Explicit formulas
can be found in [14]. If in ξn(z) we interchange αj and γj , j = 1, . . . , n, and
replace z by 1
z
, we obtain a solution which we denote by ξ¯n(z) and differs
from ξn(z) by a factor e
±iπβn , similarly for ηn(z). Furthermore, there are
n−1 holomorphic solutions which again according to Nørlund can be taken
to be (for fixed i)
yij(z) =
π
sinπ(γj − γi)
(
y∗j (z)− y∗i (z)
)
=
∫
dt
2πi
ztfn(t)
π
sinπ(γj − t)
π
sinπ(γi − t) ,
for j = 1, . . . , i − 1, i + 1, . . . , n and y∗j (z) as in (2.2). The integral is
convergent for −2π < arg z < 2π and therefore represents a solution which
is regular at z = 1. Nørlund only discusses these solutions when γi−γj 6∈ Z.
If γi−γj ∈ Z we appearently divide 0 by 0, but the quotient is well-defined
as is easily seen from the integral representation. If there are three or
more exponents in resonance, then the corresponding yij become linearly
dependent. In the next subsection, we will give a basis of solutions in the
resonant case in terms of integral representations, as well.
2.2. Meijer G-functions. We consider a special instance of the Meijer G–function [6,
§5.3]
Gp,nn,n
(
1− α1, . . . , 1− αn
γ1, . . . , γn
; z
)
=
∫
dt
2πi
zt
n∏
j=1
Γ(αj + t)
Γ(1− γj + t)
p∏
h=1
Γ(γh−t)Γ(1−γh+t)
for 1 ≤ p ≤ n. This integral converges for | arg z| < pπ. We introduce the notation
(2.5) Gp(z) := Gp
(
α1, . . . , αn
γ1, . . . , γn
; z
)
:= Gp,nn,n
(
1− α1, . . . , 1− αn
γ1, . . . , γn
; (−1)p−2z
)
again omitting the parameters when no confusion is possible. These integrals define
functions that are holomorphic (but not necessarily single–valued) at z = 0 for
p ≥ 1 and holomorphic, single–valued at z = 1 for p > 1. Moreover, they are also
solutions to the hypergeometric differential equation (for γn = 0). In particular, if
γ1, . . . , γn are not in resonance, and if we reorder the γi’s such that γj is in the first
position, then
G1
(
α1, . . . , αn
γj , γ1, . . . , γn
; z
)
= y∗j (z)
with y∗j (z) as in (2.2) and if we reorder the γi’s such that γi, γj are in the first two
positions we have,
G2
(
α1, . . . , αn
γi, γj, γ1, . . . , γn
; z
)
= yij(z)
More generally, we have
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Lemma 2.3. (1) If γ1, . . . , γn are not in resonance, then
Gp(z) =
p∑
j=1
p∏
k=1
k 6=j
πeiπ(p−1)γj
sinπ(γj − γk)y
∗
j (z)
with y∗j (z) as in (2.2).
(2) If γ1, . . . , γq, 2 ≤ q ≤ n, are resonant, then for 1 ≤ p ≤ q:
Gp(z) = e
−2πiγ1eiπ
∑p
j=1 γj (2πi)p−1
p∑
j=1
(−1)p−j
(
p− 1
p− j
)
y∗j (z)
with y∗j (z) as in (2.3).
Proof. (1) This is essentially Meijer’s lemma. We present a proof that does not
involve evaluating the residues. Instead we use the following trigonometric
identity. For t 6∈ {γ1, . . . , γn} we have:
(2.6)
p∏
j=1
π
sinπ(γj − t) =
p∑
j=1
p∏
k=1
k 6=j
π
sinπ(γj − γk)
πe(p−1)πi(γj−t)
sinπ(γj − t)
This identity can be proven either by induction on p or by using a par-
tial fraction expansion. Then, by consecutively applying Euler’s identity
and (2.6) to (2.5), we have
Gp(z) =
∫
dt
2πi
fn(t)z
teiπ(p−2)t
p∏
j=1
π
sinπ(γj − t)
=
∫
dt
2πi
fn(t)z
teiπ(p−2)t
p∑
j=1
p∏
k=1
k 6=j
π
sinπ(γj − γk)
πeiπ(p−1)(γj−t)
sinπ(γj − t)
=
p∑
j=1
p∏
k=1
k 6=j
πeiπ(p−1)γj
sinπ(γj − γk)
∫
dt
2πi
fn(t)z
te−iπt
π
sinπ(γj − t)
By (2.2), the last equation gives the claim.
(2) It is easy to see that
p∑
j=1
(−1)p−j
(
p− 1
p− j
)∫
dt ztfn(t)
1(
1− e2πi(t−γ1))j
=
∫
dt ztfn(t)
e2(p−1)πi(t−γ1)(
1− e2πi(t−γ1))p
Using Euler’s identity for the Gamma function
Γ(1 + x)Γ(−x) = π
sinπ(−x) =
2πi eiπx
1− e2πix
the expression on the right hand side can be written as
1
(2πi)p
∫
dt ztfn(t)e
(p−2)πi(t−γ1) (Γ(1− γ1 + t)Γ(γ1 − t))p
Finally, since the γ1, . . . , γq are resonant, we have for 1 ≤ j ≤ q
Γ(1− γ1 + t)Γ(t− γ1) = (−1)γ1−γjΓ(1− γj + t)Γ(γj − t)
so that above expression becomes
e2πiγ1e−iπ
∑p
j=1 γj
(2πi)p−1
Gp(z) 
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Remark 2.4. Lemma 2.3(1) is also valid if there are resonant exponents γi1 , . . . , γip .
In this case, there is a zero in the numerator due to y∗i1(z) = · · · = y∗ip(z) with y∗ij (z)
given in (2.2), and a zero of the same order in the denominator due to the sine.
However, the quotient is well–defined as one can see by a de l’Hoˆpital argument,
or more easily by the trigonometric identity (2.6). The left-hand side is always
well-defined.
Proposition 2.5. If γ1, . . . , γq are in resonance, then Gp(z), 1 ≤ p ≤ q, together
with the y∗j (z), j = q + 1, . . . , n form a basis of solutions to the hypergeometric
differential equation at z = 0.
Proof. By Nørlund’s result, we know that γ∗j (z), j = 1, . . . , q form a linearly inde-
pendent set of solutions. The statement then follows from Lemma 2.3 (b). Indeed,
because
(
p−1
j−1
)
= 0 for j > p and
(
p−1
p−1
)
= 1, the matrix (Apj), 1 ≤ j, p ≤ q with
Apj = e
−2πiγ1eiπ
∑p
j=1 γj (2πi)p−1(−1)p−j
(
p− 1
p− j
)
is upper triangular, with non vanishing entries on the diagonal, hence invertible. 
Corollary 2.6. (1) If γ1, . . . , γn are not in resonance, then yij(z), for fixed i,
j = 1, . . . , i− 1, i+ 1, . . . , n and ξn(z) form a basis of solutions at z = 1.
(2) If γ1, . . . , γq are resonant, then ξn(z), Gp(z), p = 2, . . . , q, and y1j(z), j =
q + 1, . . . , n form a basis of solutions at z = 1.
Therefore, we will refer to the solutions Gp(z), p > 1, in the resonant case as
logarithmic solutions, as well.
Lemma 2.3, Proposition 2.5 and Corollary 2.6 almost completely yield the ana-
lytic continuation from z = 0 to z = 1. We only lack the relation of ξn(z) to the
solutions y∗j (z) at z = 0. This will be reviewed in Section 5.1. However, in order to
compare to the power series solutions obtained from the Frobenius method, we need
to determine the series expansions of yij(z) in the nonresonant case, and Gp(z) in
the resonant case at z = 1. This will be discussed in Section 6.
For completeness, we finish this section by reviewing the analytic continuation
from z0 = 0 to z0 = ∞. The solutions y∗j (z) at z0 = 0 and y∗k(z) at z0 = ∞
are related by y∗j (z) =
∑n
k=1M0∞,jky
∗
k(z). The entries of the matrix M0,∞ can
be determined by converting the Gamma functions in the integral representations
of y∗j (z) and y
∗
k(z) into sine functions using the Euler identity and then applying
a partial fraction expansion. Nørlund gives explicit formulas for the coefficients
M0∞,jk in both the resonant and nonresonant cases [14].
3. Analytic continuation for n = 2
In this section we review the well-known results for the analytic continuation of
the classical hypergeometric function. We present them on one hand for complete-
ness, and on the other hand because we will need them in the higher order situation.
The case n = 2 is special because it is the only case where the differential equation
at z = 1 is also in a hypergeometric form. Indeed, it is easy to see that under the
change of variables z → 1− z in (2.1), the indices γ1 and β2 are interchanged.
Lemma 3.1. (1) For λ1, λ2, µ1, µ2 ∈ C such that ℜ(λj + µj) 6∈ Z≤0 for i, j =
1, 2, ∫
dt
2πi
Γ(λ1 + t)Γ(λ2 + t)Γ(µ1 − t)Γ(µ2 − t)
=
Γ(λ1 + µ1)Γ(λ1 + µ2)Γ(λ2 + µ1)Γ(λ2 + µ2)
Γ(λ1 + λ2 + µ1 + µ2)
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(2) For λ1, λ2, µ, ν ∈ C such that ℜ(ν − λ1 − λ2 − µ) > 0,∫
ds
2πi
e±πis
Γ(λ1 + s)Γ(λ2 + s)Γ(µ− s)
Γ(ν + s)
= eπiµ
Γ(λ1 + µ)Γ(λ2 + µ)Γ(ν − λ1 − λ2 − µ)
Γ(ν − λ1)Γ(ν − λ2) .
Proof. The first identity is known as Barnes’ first lemma. For a nice proof of both
identities only involving integral representations see [11]. 
Remark 3.2. As a consequence of Lemma 3.1(2) we obtain the well–known identity
of Gauss:
(3.1) 2F1
(
a, b
c
; 1
)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) ,
valid for ℜ(c− a− b) > 0.
Proposition 3.3.∫
ds
2πi
zse−iπs
Γ(a+ s)Γ(b+ s)Γ(−s)
Γ(c+ s)
=
1
Γ(c− a)Γ(c− b)
∫
dt
2πi
Γ(a+ t)Γ(b + t)Γ(c− a− b− t)Γ(−t)(1 − z)t
or in other words
Γ(a)Γ(b)
Γ(c)
2F1
(
a, b
c
; z
)
=
1
Γ(c− a)Γ(c− b)G2
(
a, b
c− a− b, 0; 1− z
)
Proof. This is a well–known result. For the sake of exposition we give a proof.
Setting λ1 = a, λ2 = b, µ1 = s, µ2 = c − a − b, Barnes’ first lemma 3.1(1) can be
rewritten as
Γ(a+ s)Γ(b + s)
Γ(c+ s)
=
1
Γ(c− a)Γ(c− b)
∫ k+i∞
k−i∞
dt
2πi
Γ(a+t)Γ(b+t)Γ(s−t)Γ(c−a−b−t)
where we have chosen the integration contour as the line ℜt = k for 0 < k < 1,
possibly indented such that poles of Γ(a+ t) and Γ(b + t) lie to the right, and the
poles of Γ(s− t) and Γ(c− a− b− t) lie to the left of this line. The left hand side
of the claim then becomes∫
ds
2πi
zse−iπs
Γ(−s)
Γ(c− a)Γ(c− b)
·
∫ k+i∞
k−i∞
dt
2πi
Γ(a+ t)Γ(b+ t)Γ(s− t)Γ(c− a− b− t)
If k is chosen such that the lower bound of the distance between the s contour
and the t contour is positive, i.e. nonzero, then the order of integration may be
interchanged. Then the double integral takes the form
1
Γ(c− a)Γ(c− b)
∫ k+i∞
k−i∞
dt
2πi
Γ(a+ t)Γ(b+ t)Γ(c− a− b − t)
·
∫
ds
2πi
zse−iπsΓ(−s)Γ(s− t)
Now the s integral can be evaluated using the identity [6, 16]
(3.2)
∫
ds
2πi
zse−iπsΓ(−s)Γ(s− t) = Γ(−t)(1− z)t
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From this proposition, the analytic continuation can be performed for all pos-
sible values of a, b, c, in particular for c ∈ Z, and/or c − a − b ∈ Z which corre-
spond to the resonant situation. We refer to [15] for details, where the function
(−1)c−1Γ(c)
Γ(a)Γ(b) G2
(
a, b
1− c, 0; z
)
was denoted g(a, b, c; z).
4. Recurrence relations by order
The general strategy for the analytic continuation of ... is the observation that
each of the solutions y∗i (z), yij(z), Gp(z), ξn(z) given in Section 2 can be expressed
in terms of the solutions of the same type of hypergeometric equations of order one
less. This recurrence allows us to reduce the problem of the analytic continuation
to the one of order two which is well-known, see Section 3. The reduction step will
be discussed in Section 5.
4.1. Nørlund’s recurrence for the solution ξn. We begin with the special so-
lution at z = 1 associated to the exponent βn. For βn 6∈ Z<0 Nørlund has proven
the following recurrence as well as several consequences [14]. These consequences
will be used in Section 5.3.
Lemma 4.1. If ℜβn > ℜβn−1 > −1, then
ξn(z) =
Γ(βn + 1)
Γ(1− αn − γn)Γ(βn−1 + 1)z
γn
∫ 1
z
tαn−1(t− z)−αn−γnξn−1(t)dt
Proof. A proof is given in [14]. It relies on showing that the generalized Euler
integral on the right hand side is a solution to (2.1), and that its series expansion
around z = 1 corresponds to the solution with index βn. 
Lemma 4.2. If ℜβn > −1,ℜ(x+ γs) > 0, s = 1, . . . , n, then∫ 1
0
tx−1ξn(t)dt =
Γ(βn + 1)Γ(x+ γn)
Γ(βn−1 + 1)Γ(x− αn + 1)
∫ 1
0
ux−1ξn−1(u)du
Proof. This is again due to [14]. The integral on the left hand side converges for
ℜβn > −1,ℜ(x+ γs) > 0, s = 1, . . . , n, since it is a linear function of the solutions
y∗1(z), . . . , y
∗
n(z). Substituting Lemma 4.1 yields∫ 1
0
tx−1ξn(t)dt
=
Γ(βn + 1)
Γ(1− αn − γn)Γ(βn−1 + 1)
∫ 1
0
tx−1+γn
∫ 1
t
uαn−1(u− t)−αn−γnξn−1(u)dudt
=
Γ(βn + 1)
Γ(1− αn − γn)Γ(βn−1 + 1)
∫ 1
0
uαn−1ξn−1(u)
∫ u
0
tx−1+γn(u − t)−αn−γndtdu
=
Γ(βn + 1)
Γ(1− αn − γn)Γ(βn−1 + 1)
∫ 1
0
ux−1ξn−1(u)du
∫ 1
0
tx−1+γn(1− t)−αn−γndt
=
Γ(βn + 1)
Γ(1− αn − γn)Γ(βn−1 + 1)
Γ(x+ γn)Γ(−αn − γn + 1)
Γ(x− αn + 1)
∫ 1
0
ux−1ξn−1(u)du
=
Γ(βn + 1)Γ(x+ γn)
Γ(βn−1 + 1)Γ(x− αn + 1)
∫ 1
0
ux−1ξn−1(u)du
For the second equality, we have used a generalization of a formula of Dichichlet’s
for changing the order of integration [10]. Moreover, [14] shows that the condition
ℜβn > −1 can be relaxed to βn 6∈ Z<0. 
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Lemma 4.3. For 1 ≤ p < n, and if ℜβn > ℜβp,ℜ(x + αs) > 0, s = p + 1, . . . , n,
then ∫ z
0
tx−1ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
dt = zxΓ(βn − βp)
n∏
s=p+1
Γ(αs + x)
Γ(1− γs + x)
Proof. This is also due to [14]. Applying Lemma 4.2 n− 1 times yields∫ 1
0
tx−1ξn(t)dt = Γ(βn + 1)
n∏
s=1
Γ(x+ γs)
Γ(x− αs + 1)
for ℜ(βn) > −1 and ℜ(x + γs) > 0, s = 1, . . . , n. Recall from Section 2.1 that
interchanging αj with γj , j = 1, . . . , n and replacing t with 1/t turns ξn(z) into
ξ¯n(z). Applying these operations together with the replacement of x by −x to the
above integral yields∫ ∞
1
tx−1ξ¯n(t)dt = Γ(βn + 1)
n∏
s=1
Γ(αs − x)
Γ(1− γs − x)
for ℜβn > −1,ℜ(αs − x) > 0, s = 1, . . . , n. Replacing t by zt and x by −x and
exhibiting the dependence of ξ¯n(z) on the parameters α and γ yields∫ z
0
tx−1ξ¯n
(
α1, . . . , αn
γ1, . . . , γn
;
z
t
)
dt = zxΓ(βn + 1)
n∏
s=1
Γ(αs + x)
Γ(1 − γs + x)
Replacing n by n − p for p < n and restricting to the last n − p parameters
αp+1, . . . , αn, γp+1, . . . , γn, βn−p can be written as βn − βp − 1, and the claim
follows. 
Lemma 4.4. For 1 ≤ p < n, v ∈ C \ Z≤0, and if ℜβn > ℜβp, ℜ(x + αs) > 0, s =
p+ 1, . . . , n, then∫ z
0
dt tγ1−1(1− t)v ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
= Γ(βn − βp)zγ1
∫
du
2πi
e−iπuzu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=p+1
Γ(αs + γ1 + u)
Γ(1 − γs + γ1 + u)
Proof. We apply the binomial identity (3.2) to (1− t)v in the integrand on the left
hand side and obtain∫
du
2πi
e−iπu
Γ(−u)Γ(u− v)
Γ(−v)
∫ z
0
dt tγ1+u−1ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
The claim follows from Lemma 4.3 and analytic continuation. 
In order to state the following two propositions, we choose p of the parameters
α1, . . . , αn and p of the parameters γ1, . . . , γn, say for simplicity α1, . . . , αp and
γ1, . . . , γp. Our results do not depend on this choice, however, the complexity
of explicit calculations can depend on it. Then we consider the hypergeometric
differential equation of order p with exponents α1, . . . , αp and γ1, . . . , γp. For its
solutions we introduce the notation
y˜∗j (z) :=
p∏
s=1
Γ(αs + γj)
Γ(1− γs + γj)z
γj
pFp−1
(
α1 + γj , . . . , αp + γj
1− γ1 + γj , .̂ . ., 1− γp + γj ; z
)
for 1 ≤ j ≤ p, as well as the special solution
(4.1) G˜p(z) := G˜p
(
α1, . . . , αp
γ1, . . . , γp
; z
)
:= Gp,pp,p
(
1− α1, . . . , 1− αp
γ1, . . . , γp
; (−1)p−2z
)
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Proposition 4.5. For 1 ≤ p ≤ n−1, 1 ≤ j ≤ p, and if ℜβn > ℜβp, ℜ(γj+αs) > 0,
s = p+ 1, . . . , n, we have
y∗j (z) =
1
Γ(βn − βp)
∫ z
0
dt
t
y˜∗j (t)ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
Proof. We use the Mellin–Barnes integral representation for y˜∗j (t) to write∫ z
0
dt
t
y˜∗j (t)ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
=
∫ z
0
dt
t
∫
du
2πi
e−iπutufp(u)Γ(γj − u)Γ(1− γj + u)ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
Due to the conditions ℜ(αs + γj) > 0, s = p + 1, . . . , n, we can interchange the
integrals and apply Lemma 4.3. Then this expression becomes∫
du
2πi
e−iπufp(u)Γ(γj − u)Γ(1− γj + u)
∫ z
0
dt
t
tuξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
=
∫
du
2πi
e−iπufp(u)Γ(γj − u)Γ(1− γj + u)zuΓ(βn − βp)
n∏
s=p+1
Γ(αs + u)
Γ(1− γs + u)
= Γ(βn − βp)
∫
du
2πi
e−iπuzufn(u)Γ(γj − u)Γ(1− γj + u)
The integral in the last expression is y∗j (z). 
Proposition 4.5 has the following analog for Gp(z).
Proposition 4.6. For any 1 ≤ p < n, and if ℜβn > ℜβp, ℜ(αs + γj) > 0,
j = 1 . . . , p, s = p+ 1, . . . , n then
Gp
(
α1, . . . , αn
γ1, . . . , γn
; z
)
=
1
Γ(βn − βp)
∫ z
0
dt
t
G˜p
(
α1, . . . , αp
γ1, . . . , γp
; t
)
ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
Proof. By Lemma 2.3(1) and Remark 2.4 we have Gp(z) =
∑p
j=1 Apjy
∗
j (z) with
Apj =
∏p
k=1
k 6=j
πeipi(p−1)γj
sinπ(γj−γk) . We apply Proposition 4.5 and interchange the finite sum
and the integral to obtain
Gp(z) =
1
Γ(βn − βp)
∫ z
0
dt
t
p∑
j=1
Apj y˜
∗
j (t)ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
From Lemma 2.3(1) for n = p and Remark 2.4 we also have G˜p(z) =
∑p
j=1Apj y˜
∗
j (z).
The claim follows. 
For p = 2 and γ1 − γ2 6∈ Z these two propositions are due to Nørlund [14].
4.2. Bu¨hring’s recurrence for nFn−1. In this Section we review Bu¨hring’s re-
currence for nFn−1(z) from the point of view of integral representations [2]. It is
then applicable to each of the y∗j (z) in the nonresonant case (2.2), as well as to
G1(z) in the resonant case. Since this requires the parameters of nFn−1(z) to take
various sets of different values, we use a1, . . . , an and b1, . . . , bn−1, as well as
(4.2) c =
n−1∑
j=1
bj −
n∑
j=1
aj.
instead of α1, . . . , αn, 1− γ1, . . . , 1− γn−1, and βn, respectively.
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Lemma 4.7.
nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
Γ(bn−2)Γ(bn−1)
Γ(an)Γ(bn−1 − an)Γ(bn−2 − an)
·
∫
dt
2πi
e±πit
Γ(−t)Γ(bn−1 − an + t)Γ(bn−2 − an + t)
Γ(bn−1 + bn−2 − an + t)
· n−1Fn−2
(
a1, . . . , an−1
b1, . . . , bn−3, bn−1 + bn−2 − an + t ; z
)
Proof. Consider the Mellin Barnes integral representation of nFn−1(z) given in (2.2)
Γ(a1) . . .Γ(an)
Γ(b1) . . .Γ(bn−1)
nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
∫
ds
2πi
zse−iπs
Γ(a1 + s) · · ·Γ(an + s)Γ(−s)
Γ(b1 + s) · · ·Γ(bn−1 + s)
We apply Lemma 3.1(2) with λ1 = bn−1 − an, λ2 = bn−2 − an, µ = 0, ν = bn−1 +
bn−2 − an + t, s = t to obtain
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
1
Γ(bn−1 − an)Γ(bn−2 − an)
∫
ds
2πi
zse−iπs
Γ(a1 + s) · · ·Γ(an−1 + s)Γ(−s)
Γ(b1 + s) · · ·Γ(bn−3 + s)
·
∫
dt
2πi
e±πit
Γ(bn−1 − an + t)Γ(bn−2 − an + t)Γ(−t)
Γ(bn−1 + bn−2 − an + s+ t)
which is valid for ℜ(an+t) > 0. This justifies interchanging the order of integration
as in the proof of Proposition 3.3 and yields, after extension to the whole t plane
by analytic continuation of the parameters, the desired result.
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
1
Γ(bn−1 − an)Γ(bn−2 − an)
∫
dt
2πi
e±πitΓ(bn−1 − an + t)Γ(bn−2 − an + t)Γ(−t)∫
ds
2πi
zse−iπs
Γ(a1 + s) · · ·Γ(an−1 + s)Γ(−s)
Γ(b1 + s) · · ·Γ(bn−3 + s)Γ(bn−1 + bn−2 − an + s+ t)
=
Γ(a1) · · ·Γ(an−1)
Γ(b1) · · ·Γ(bn−3)Γ(bn−1 − an)Γ(bn−2 − an)
·
∫
dt
2πi
e±πit
Γ(−t)Γ(bn−1 − an + t)Γ(bn−2 − an + t)
Γ(bn−1 + bn−2 − an + t)
· n−1Fn−2
(
a1, . . . , an−1
b1, . . . , bn−3, bn−1 + bn−2 − an + t ; z
)

Using this lemma, we find the following integral representation of nFn−1(z) in
terms of 2F1(z):
Proposition 4.8.
nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
Γ(bn−1) · · ·Γ(b1)
Γ(an) · · ·Γ(a1)
∫
du
2πi
A˜(n)(u)
Γ(a1)Γ(a2)
Γ(c+ a1 + a2 + u)
2F1
(
a1, a2
c+ a1 + a2 + u
; z
)
with
A˜(n)(u)
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=
1
Γ(bn−1 − an)Γ(bn−2 − an)Γ(bn−3 − an−1) · · ·Γ(b1 − a3)
·
∫
dun−2
2πi
e±πiun−2
Γ(−un−2)Γ(bn−1 − an + un−2)Γ(bn−2 − an + un−2)
Γ(bn−1 + bn−2 − an − an−1 + un−2)
·
∫
dun−3
2πi
e±πi(un−3−un−2)
Γ(un−2 − un−3)Γ(bn−1 + bn−2 − an − an−1 + un−3)
Γ(bn−1 + bn−2 + bn−3 − an − an−1 − an−2 + un−3)
· Γ(bn−3 − an−1 + un−3 − un−2)
· · · ·
·
∫
du2
2πi
e±πi(u2−u3)
Γ(u3 − u2)Γ(bn−1 + · · ·+ b3 − an − · · · − a4 + u2)
Γ(bn−1 + · · ·+ b2 − an − · · · − a3 + u2)
· Γ(b2 − a4 + u2 − u3)
· e±πi(u−u2)Γ(u2 − u)Γ(c+ a1 + a2 − b1 + u)Γ(b1 − a3 + u− u2)
For the applications in Section 7 we give the first few cases explicitly:
A˜(3)(u) = e±πiu
Γ(c+ a1 + a2 − b1 + u)Γ(b1 − a3 + u)Γ(−u)
Γ(b2 − a3)Γ(b1 − a3)(4.3)
A˜(4)(u) =
1
Γ(b3 − a4)Γ(b2 − a4)Γ(b1 − a3)(4.4)
·
∫
du2
2πi
e±πiu2
Γ(−u2)Γ(b3 − a4 + u2)Γ(b2 − a4 + u2)
Γ(b3 + b2 − a4 − a3 + u2)
· e±πi(u−u2)Γ(u2 − u)Γ(c+ a1 + a2 − b1 + u)Γ(b1 − a3 + u− u2)
Proof. Repeated application of Lemma 4.7 yields
nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
Γ(bn−1)Γ(bn−2)Γ(bn−3)
Γ(an)Γ(an−1)Γ(bn−1 − an)Γ(bn−2 − an)Γ(bn−3 − an−1)
·
∫
dtn−2
2πi
e±πitn−2
Γ(−tn−2)Γ(bn−1 − an + tn−2)Γ(bn−2 − an + tn−2)
Γ(bn−1 + bn−2 − an − an−1 + tn−2)
·
∫
dtn−3
2πi
e±πitn−3
Γ(−tn−3)Γ(bn−1 + bn−2 − an + tn−2 − an−1 + tn−3)
Γ(bn−1 + bn−2 − an + tn−2 + bn−3 − an−1 + tn−3)
· Γ(bn−3 − an−1 + tn−3)
· n−2Fn−3
(
a1, . . . , an−2
b1, . . . , bn−4, bn−1 + bn−2 + bn−3 − an − an−1 + tn−2 + tn−3 ; z
)
=
Γ(bn−1) · · ·Γ(b1)
Γ(an) · · ·Γ(a3)Γ(bn−1 − an)Γ(bn−2 − an)Γ(bn−3 − an−1) · · ·Γ(b1 − a3)
·
∫
dtn−2
2πi
e±πitn−2
Γ(−tn−2)Γ(bn−1 − an + tn−2)Γ(bn−2 − an + tn−2)
Γ(bn−1 + bn−2 − an − an−1 + tn−2)
·
∫
dtn−3
2πi
e±πitn−3
Γ(−tn−3)Γ(bn−1 + bn−2 − an − an−1 + tn−2 + tn−3)
Γ(bn−1 + bn−2 + bn−3 − an − an−1 + tn−2 + tn−3)
· Γ(bn−3 − an−1 + tn−3)
· · · ·
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·
∫
dt1
2πi
e±πit1
Γ(−t1)Γ(bn−1 + · · ·+ b2 − an − · · · − a3 + tn−2 + · · ·+ t1)
Γ(bn−1 + · · ·+ b1 − an − · · · − a3 + tn−2 + · · ·+ t1)
· Γ(b1 − a3 + t1)
· 2F1
(
a1, a2
bn−1 + · · ·+ b1 − an − · · · − a3 + tn−2 + · · ·+ t1 ; z
)
Introducing new integration variables by
uk =
n−2∑
j=k
tj , k = 1, . . . , n− 2
setting u = u1 and using (4.2) yields the claim. 
4.3. A recurrence for G˜p. In this section we prove a new recurrence for the
functions G˜p(z) that were defined in (4.1) and appeared in Proposition 4.6. The
recurrence is similar to the recurrence for nFn−1(z) in the last section.
Lemma 4.9. For any 1 ≤ p < n and if αp−1 + γp, αp + γp 6∈ Z≤0, then
G˜p
(
α1, . . . , αp
γ1, . . . , γp
; z
)
= Γ(αp−1 + γp)Γ(αp + γp)
·
∫
ds
2πi
e±πis
Γ(αp−1 + s)Γ(αp + s)
Γ(αp−1 + αp + γp + s)
G˜p−1
(
α1, . . . , αp−2,−s
γ1, . . . , γp−1
; z
)
Proof. We apply Lemma 3.1(2) with λ1 = αp−1, λ2 = αp, µ = t, ν = αp−1+αp+γp
to obtain
G˜p
(
α1, . . . , αp
γ1, . . . , γp
; z
)
= Γ(αp−1 + γp)Γ(αp + γp)
∫
dt
2πi
zt
p−2∏
h=1
Γ(αh + t)
p−1∏
h=1
Γ(γh − t)
·
∫
ds
2πi
e±πis
Γ(t− s)Γ(αp−1 + s)Γ(αp + s)
Γ(αp−1 + αp + γp + s)
which is valid for ℜ(γp− t) > 0. This justifies interchanging the order of integration
as in the proof of Proposition 3.3 and yields, after extension to the whole t plane
by analytic continuation of the parameters, the desired result.
G˜p
(
α1, . . . , αp
γ1, . . . , γp
; z
)
= Γ(αp−1 + γp)Γ(αp + γp)
∫
ds
2πi
e±πis
Γ(αp−1 + s)Γ(αp + s)
Γ(αp−1 + αp + γp + s)
·
∫
dt
2πi
zt
p−2∏
h=1
Γ(αh + t)Γ(−s+ t)
p−1∏
h=1
Γ(γh − t)

Proposition 4.10. For 3 ≤ p < n, and if αp+γp, αs+γs+1 6∈ Z≤0, s = 2, . . . , p−1,
then
G˜p
(
α1, . . . , αp
γ1, . . . , γp
; z
)
=
∫
ds
2πi
Bp(s)G˜2
(
α1,−s
γ1, γ2
; z
)
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where
Bp(s) = Γ(αp + γp)Γ(αp−1 + γp)Γ(αp−2 + γp−1) . . .Γ(α2 + γ3)
·
∫
dsp−2
2πi
e−iπsp−2
Γ(αp + sp−2)Γ(αp−1 + sp−2)Γ(γp−1 + sp−2)
Γ(αp + αp−1 + γp + sp−2)
·
∫
dsp−3
2πi
e−iπsp−3
Γ(αp−2 + sp−3)Γ(γp−2 + sp−3)Γ(−sp−2 + sp−3)
Γ(αp−2 + γp−1 − sp−2 + sp−3)
· . . .
·
∫
ds2
2πi
e−iπs2
Γ(α3 + s2)Γ(γ3 + s2)Γ(−s3 + s2)
Γ(α3 + γ4 − s3 + s2)
· e−iπsΓ(α2 + s)Γ(−s2 + s)
Γ(α2 + γ3 − s2 + s)
Proof. Repeated application of Lemma 4.9 immediately yields the result. 
For the applications in Section 7 we give the first case explicitly.
(4.5) B3(s) = Γ(α3 + γ3)Γ(α2 + γ3)e
−iπs Γ(α2 + s)Γ(α3 + s)
Γ(α2 + α3 + γ3 + s)
5. Analytic continuation to z = 1 for n > 2
In this section we discuss the analytic continuation from z = 0 to z = 1 for the
solutions to the hypergeometric differential equation of arbitrary order n > 2. We
first review the known results for the special solution ξ¯n(z) and the holomorphic
solutions nFn−1(z), then we prove the theorem for the logarithmic solutions Gp(z).
5.1. The solution ξn. For completeness and application in Section 7 we reproduce
here Nørlunds beautiful formula for the analytic continuation of the special solution
ξn.
Proposition 5.1. (1) If γ1, . . . , γn are not in resonance, then
ξn(z) = Γ(βn + 1)
n∑
j=1
∏n
k=1,k 6=j Γ(γk − γj)∏n
k=1 Γ(1− αk − γj)
y∗j (z)
(2) If γ1, . . . , γq are in resonance, then
ξn(z) =
Γ(βn + 1)
2πi
q∑
j=1
(−1)j
(q − j)!ψ
(q−j)(e2πiγ1)e−2πijγ1y∗j (z)
+
1
π
n∑
j=q+1
∏n
k=1,k 6=j Γ(γk − γj)∏n
k=1 Γ(1− αk − γj)
y∗j (z)
where
ψ(x) = e−iπβn
∏n
k=1(x− e−2πiαk)∏n
k=q+1(x− e2πiγk)
Proof. We are not aware of a simple proof involving only integral representations.
Therefore, we refer to the proof of [14] based on partial fraction decompositions
and the special properties of the functions ξn(z). 
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5.2. Holomorphic solutions. For completeness and application in Section 6 we
reproduce here part of the result [2] for the analytic continuation of the holomorphic
solutions nFn−1(z) in terms of integral representations. The complete result will
be given in Section 6.1 when we evaluate the following integral. In order to state
the result, recall the value of c from (4.2).
Proposition 5.2.
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
∫
dt
2πi
∫
du
2πi
A˜(n)(t)
Γ(a1 + u)Γ(a2 + u)Γ(c+ t− u)Γ(−u)
Γ(c+ a2 + t)Γ(c+ a1 + t)
(1 − z)u
Proof. This follows immediately from Propositions 4.8 and 3.3. 
5.3. Logarithmic solutions. In this section we start to prove the main theorem.
We give an integral representation for the solutions Gp(z), p > 1 which admits
an easy power series expansion about z = 1. This expansion will be discussed in
Section 6.1. If {γ1, . . . , γq}, q > 1, is resonant, then, as discussed in Section 2.1,
have logarithms near z = 0.
Proposition 5.3. For 2 < p ≤ q ≤ n, and if ℜβn > ℜβp, ℜ(αs + γj) > 0,
j = 1 . . . , p, s = p+ 1, . . . , n, αp + γp, αs + γs+1 6∈ Z≤0, s = 2, . . . , p− 1 then
Gp(z) = Γ(α1 + γ2)
∫
dv
2πi
e−iπvΓ(α1 + γ1 + v)Γ(−v)
·
∫
ds
2πi
Bp(s)
Γ(γ2 − s)Γ(γ1 + v − s)
Γ(α1 + γ1 + γ2 + v − s)
· zγ1
∫
du
2πi
e−iπuzu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=p+1
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u)
If p = 2, then
G2(z) = Γ(α1 + γ2)Γ(α2 + γ2)
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 + v)
· zγ1
∫
du
2πi
e−iπuzu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=3
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u)
Proof. We first consider the case p > 2. We abbreviate the left–hand side by Gp(z).
By Proposition 4.6 we can have
Gp(z) =
1
Γ(βn − βp)
∫ z
0
dt
t
G˜p
(
α1, . . . , αp
γ1, . . . , γp
; t
)
ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
By Proposition 4.10 we can write this as
Gp(z) =
1
Γ(βn − βp)
∫ z
0
dt
t
ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)∫
ds
2πi
Bp(s)G2
(
α1,−s
γ1, γ2
; t
)
Shifting the integration variable in G2 yields
G2
(
α1,−s
γ1, γ2
; t
)
= tγ1G2
(
α1 + γ1, γ1 − s
γ2 − γ1, 0 ; t
)
By Proposition 3.3 with a = α1+ γ1, b = γ1− s, c = α1 + γ1 + γ2 − s and using the
integral representation of 2F1 we obtain
Gp(z) =
Γ(α1 + γ2)
Γ(βn − βp)
∫ z
0
dt
t
tγ1 ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)∫
ds
2πi
Bp(s)Γ(γ2 − s)
·
∫
dv
2πi
(1− t)ve−iπv Γ(α1 + γ1 + v)Γ(γ1 − s+ v)Γ(−v)
Γ(α1 + γ1 + γ2 − s+ v)
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Under the conditions on αi, βj , γk stated in the claim, we can change the order of
the integrals
Gp(z) =
Γ(α1 + γ2)
Γ(βn − βp)
∫
dv
2πi
e−iπvΓ(α1 + γ1 + v)Γ(−v)
·
∫
ds
2πi
Bp(s)
Γ(γ2 − s)Γ(γ1 + v − s)
Γ(α1 + γ1 + γ2 + v − s)
·
∫ z
0
dt
t
tγ1(1− t)v ξ¯n−p
(
αp+1, . . . , αn
γp+1, . . . , γn
;
z
t
)
Finally, the t integral can be evaluated by Lemma 4.4. This yields the claim.
Now consider the case p = 2. The first step using Proposition 4.6 for general
p applies here, too. However, for the second step we do not need the recursion
formula from Proposition 4.10. The remaining steps are as above. We shift again
the integration variable in G2 and use Proposition 3.3 to get
G2(z) =
Γ(α1 + γ2)Γ(α2 + γ2)
Γ(βn − β2)
∫ z
0
dt
t
tγ1 ξ¯n−2
(
α3, . . . , αn
γ3, . . . , γn
;
z
t
)
·
∫
dv
2πi
(1− t)ve−iπv Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 + v)
After changing the order of integration and evaluating the t integral with the help
of Lemma 4.4 we obtain the claim. 
Remark 5.4. By (2.2) the u integral in Theorem 5.3 is nothing but the integral
representation of a hypergeometric function:
zγ1
∫
du
2πi
e−iπuzu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=p+1
Γ(αs + γ1 + u)
Γ(1 − γs + γ1 + u)
= zγ1
n∏
k=p+1
Γ(αk + γ1)
Γ(1 − γk + γ1)n−p+1Fn−p
( −v, αp+1 + γ1, . . . , αn + γ1
1− γp+1 + γ1, . . . , 1− γn + γ1 ; z
)
6. Series expansions
6.1. Evaluation of the integrals. Ultimately, we want to compare the analytic
continuation of the integral representation with the series solutions obtained from
the Frobenius method. To achieve this we have to evaluate the various integrals
that we obtained in Section 5. We formulate the results as corollaries.
For this purpose we define the numbers A(n)(k) by taking the residue of the
functions A˜(n)(u) given in Proposition 4.8 at u = k, k ∈ N:
A(n)(k) := Resu=k A˜
(n)(u).
Of course, the internal integrals of A(n)(u) for n > 3 can be evaluated with the
residue theorem. For later purposes we give the result for n = 3 and n = 4
obtained from (4.3) and (4.4), respectively:
A(3)(k) =
Γ(b2 − a3 + k)Γ(b1 − a3 + k)
Γ(b2 − a3)Γ(b1 − a3)Γ(k + 1)(6.1)
A(4)(k) =
Γ(b3 + b2 − a4 − a3 + k)
Γ(b3 − a4)Γ(b2 − a4)Γ(b1 − a3)(6.2)
·
k∑
k2=0
Γ(b1 − a3 + k − k2)Γ(b3 − a4 + k2)Γ(b2 − a4 + k2)
Γ(k − k2 + 1)Γ(b3 + b2 − a4 − a3 + k2)Γ(k2 + 1)
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As a corollary to Proposition 5.2 we obtain the following series expansions in
powers of 1 − z of nFn−1(z) due to Bu¨hring [2]. They strongly depend on the
integrality of the number c in (4.2).
Corollary 6.1. If c 6∈ Z then
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
∞∑
m=0
gm(0)(1− z)m + (1 − z)c
∞∑
m=0
gm(c)(1 − z)m
where
gm(ℓ) = (−1)mΓ(a1 + ℓ+m)Γ(a2 + ℓ+m)Γ(c− 2ℓ−m)
Γ(c+ a1)Γ(c+ a2)Γ(m+ 1)
·
∞∑
k=0
(c− ℓ−m)k
(c+ a1)k(c+ a2)k
A(n)(k)
The series in gm(ℓ) terminates when ℓ = c, while for ℓ = 0 we need the conditions
ℜ(aj +m) > 0, j = 3, . . . , n, for convergence.
Proof. We evaluate the integral on the right-hand side of Proposition 5.2.∫
dt
2πi
∫
du
2πi
A˜(n)(t)
Γ(a1 + u)Γ(a2 + u)Γ(c+ t− u)Γ(−u)
Γ(c+ a2 + t)Γ(c+ a1 + t)
(1− z)u
Since c is not an integer, we first carry out the integral over t, then the integral
over u. The integral over t is simply obtained by closing the contour to the right∫
dt
2πi
A˜(n)(t)
Γ(c+ t− u)
Γ(c+ a2 + t)Γ(c+ a1 + t)
=
∑
k≥0
An(k)
Γ(c+ k − u)
Γ(c+ a2 + k)Γ(c+ a1 + k)
The remaining integral over u is a G2 with lower parameters c + k and 0 which,
by assumption, are not in resonance. Hence we can apply Lemma 2.3(1) and the
reflection formula for the Gamma function.∫
du
2πi
Γ(a1 + u)Γ(a2 + u)Γ(c+ k − u)Γ(−u)(1− z)u
= Γ(c+ k)Γ(1− c− k)
∫ i∞
−i∞
du
2πi
Γ(a1 + u)Γ(a2 + u)Γ(−u)
Γ(1− c− k + u) (z − 1)
u
+ (1 − z)c+kΓ(−c− k)Γ(1 + c+ k)
·
∫
du
2πi
Γ(c+ a1 + k + u)Γ(c+ a2 + k + u)Γ(−u)
Γ(1 + c+ k + u)
(z − 1)u
Shifting the integration variable in the second integral and closing the contour to
the right in both integrals, this expression becomes
Γ(c+ k)Γ(1 − c− k)
∞∑
m=0
Γ(a1 +m)Γ(a2 +m)
Γ(1− c− k +m)Γ(m+ 1)(1− z)
m
+ (1− z)cΓ(−c− k)Γ(1 + c+ k)
∞∑
m=0
Γ(c+ a1 +m)Γ(c+ a2 +m)
Γ(1 + c+m)Γ(m− k + 1) (1− z)
m
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Hence, combining everything we find
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
∞∑
k=0
A(n)(k)Γ(c+ k)Γ(1 − c− k)
Γ(c+ a2 + k)Γ(c+ a1 + k)
∞∑
m=0
Γ(a1 +m)Γ(a2 +m)
Γ(1− c− k +m)Γ(m+ 1)(1− z)
m
+
A(n)(k)Γ(−c− k)Γ(1 + c+ k)
Γ(c+ a2 + k)Γ(c+ a1 + k)
(1 − z)c
∞∑
m=0
Γ(c+ a1 +m)Γ(c+ a2 +m)
Γ(1 + c+m)Γ(m− k + 1) (1 − z)
m
We massage this expression by using Γ(α+ ℓ)Γ(1−α− ℓ) = (−1)ℓΓ(α)Γ(1−α) for
α ∈ C and ℓ ∈ Z three times: With α = c + k, ℓ = m in the first summand, and
with α = −c, ℓ = m + k, as well as α = 1 +m, ℓ = −k in the second summand.
The convergence of the sums over m for ℜ(aj +m) > 0, j = 3, . . . , n, allows us to
interchange the sums. This yields
∞∑
k=0
A(n)(k)
Γ(c+ a2 + k)Γ(c+ a1 + k)
∞∑
m=0
(−1)mΓ(a1 +m)Γ(a2 +m)Γ(c+ k −m)
Γ(m+ 1)
(1 − z)m
+
A(n)(k)
Γ(c+ a2 + k)Γ(c+ a1 + k)
· (1 − z)c
∞∑
m=0
(−1)m+kΓ(c+ a1 +m)Γ(c+ a2 +m)Γ(−c−m)
Γ(m− k + 1) (1− z)
m
=
∞∑
m=0
(−1)mΓ(a1 +m)Γ(a2 +m)
Γ(m+ 1)
∞∑
k=0
A(n)(k)Γ(c+ k −m)
Γ(c+ a2 + k)Γ(c+ a1 + k)
(1− z)m
+ (1− z)c
∞∑
m=0
(−1)mΓ(−m− c)Γ(c+ a1 +m)Γ(c+ a2 +m)
Γ(1 +m)Γ(−m)
·
∞∑
k=0
(−1)k A
(n)(k)Γ(−m+ k)
Γ(c+ a2 + k)Γ(c+ a1 + k)
(1− z)m
Rewriting this expression in terms of Pochhammer symbols yields the claim. 
For the applications in Section 7 we need the case n = 3 explicitly. In particular,
(6.3) g0(c) = Γ(−c).
in agreement with Nørlund’s analysis [14]. Since the indices of the hypergeometric
differential equation at z = 1 are 0, 1 and c = b1 + b2 − a1 − a2 − a3, it is sufficient
to determine the coefficients gj(0) for j = 0, 1 besides g0(c). With (6.1) we find
(6.4)
g0(0) =
Γ(a1)Γ(a2)Γ(c)
Γ(c+ a1)Γ(c+ a2)
∞∑
k=0
(c)k(b2 − a3)k(b1 − a3)k
(a1 + c)k(a2 + c)kk!
=
Γ(a1)Γ(a2)Γ(c)
Γ(c+ a1)Γ(c+ a2)
3F2
(
c, b2 − a3, b1 − a3
a1 + c, a2 + c
; 1
)
and
(6.5)
g1(0) = −Γ(a1 + 1)Γ(a2 + 1)Γ(c− 1)
Γ(c+ a1)Γ(c+ a2)
∞∑
k=0
(c− 1)k(b2 − a3)k(b1 − a3)k
(a1 + c)k(a2 + c)kk!
= −Γ(a1 + 1)Γ(a2 + 1)Γ(c− 1)
Γ(c+ a1)Γ(c+ a2)
3F2
(
c− 1, b2 − a3, b1 − a3
a1 + c, a2 + c
; 1
)
If c is a nonnegative integer, Proposition 5.2 yields an entirely different series
expansion, again due to [2].
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Corollary 6.2. If c = c0 ∈ Z≥0 then
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
c0−1∑
m=0
lm(1 − z)m + (1− z)c0
∞∑
m=0
(wm + qm log(1− z)) (1− z)m
with
lm = gm(0)|c=c0 = (−1)m
Γ(a1 +m)Γ(a2 +m)Γ(c0 −m)
Γ(c0 + a1)Γ(c0 + a2)Γ(m+ 1)
∞∑
k=0
(c0 −m)k
(a1 + c0)k(a2 + c0)k
A(n)(k)
qm = gm(c)|c=c0 = (−1)c0+1
(a1 + c0)m(a2 + c0)m
Γ(c0 +m+ 1)Γ(m+ 1)
m∑
k=0
(−m)k
(a1 + c0)k(a2 + c0)k
A(n)(k)
wm = (−1)c0 (a1 + c0)m(a2 + c0)m
Γ(c0 +m+ 1)Γ(m+ 1)
m∑
k=0
(−m)k
(a1 + c0)k(a2 + c0)k
A(n)(k)
· (ψ(1 +m− k) + ψ(1 + c0 +m)− ψ(a1 + c0 +m)− ψ(a2 + c0 +m))
+ (−1)c0+m (a1 + c0)m(a2 + c0)m
Γ(c0 +m+ 1)
∞∑
k=m+1
Γ(k −m)
(a1 + c0)k(a2 + c0)k
A(n)(k)
The convergence of the series in lm requires the conditions ℜ(aj + m) > 0, j =
3, . . . , n, while whe convergence of the series in wm requires the conditions ℜ(c0 +
aj +m) > 0, j = 3, . . . , n.
Proof. We begin as in the proof of Corollary 6.1 and evaluate the t integral in Propo-
sition 5.2. The remaining integral over u is a G2 with lower parameters c+ k and 0
which, by assumption, are now in resonance. Instead of applying Lemma 2.3(1) we
have to evaluate the residue integral explicitly by closing the contour to the right
and picking up the double poles. This is a lengthy but straightforward computation
whose result can be found e.g. in [6] or in [15]. It reads in our case
(−1)c0+k
∫
du
2πi
Γ(a1 + u)Γ(a2 + u)Γ(c0 + k − u)Γ(−u)(1− z)u
= − log(1− z)(1− z)c0+k
∑
m≥0
Γ(a1 + c0 + k +m)Γ(a2 + c0 + k +m)
Γ(1 + c0 + k +m)Γ(m+ 1)
(1− z)m
− (1− z)c0+k
∞∑
m=0
Γ(a1 + c0 + k +m)Γ(a2 + c0 + k +m)
Γ(1 + c0 + k +m)Γ(m+ 1)
· (ψ(a1 + c0 + k +m) + ψ(a2 + c0 + k +m)− ψ(1 + c0 + k +m)− ψ(1 +m)) (1− z)m
+ (−1)c0+kΓ(c0 + k)Γ(1− c0 − k)
c0+k−1∑
m=0
Γ(a1 +m)Γ(a2 +m)
Γ(1− c0 − k +m)Γ(m+ 1)(1− z)
m
where ψ(z) = (log Γ(z))′ is the Digamma function. Hence, combining everything
we find
Γ(a1) · · ·Γ(an)
Γ(b1) · · ·Γ(bn−1) nFn−1
(
a1, . . . , an
b1, . . . , bn−1
; z
)
=
∞∑
k=0
(−1)c0+kA(n)(k)
Γ(c0 + a2 + k)Γ(c0 + a1 + k)
(
− log(1 − z)(1− z)c0+k
·
∞∑
m=0
Γ(a1 + c0 + k +m)Γ(a2 + c0 + k +m)
Γ(1 + c0 + k +m)Γ(m+ 1)
(1− z)m
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− (1− z)c0+k
∞∑
m=0
Γ(a1 + c0 + k +m)Γ(a2 + c0 + k +m)
Γ(1 + c0 + k +m)Γ(m+ 1)
· (ψ(a1 + c0 + k +m) + ψ(a2 + c0 + k +m)− ψ(1 + c0 + k +m)− ψ(1 +m)) (1 − z)m
+(−1)c0+kΓ(c0 + k)Γ(1− c0 − k)
c0+k−1∑
m=0
Γ(a1 +m)Γ(a2 +m)
Γ(1− c0 − k +m)Γ(m+ 1)(1− z)
m
)
For the first two summands in the parenthesis a standard argument in the theory of
hypergeometric functions shows that the infinite sums over m converge for ℜ(aj +
m) > 0, j = 3, . . . , n, hence we can interchange the sums over m and k. In the
third summand we split the sum over m into a sum from 0 to c0 − 1 and a sum
over the remaining values of m. In the latter we shift the summation index. Then
this expression on the right hand side becomes
(1− z)c0 log(1− z)
∞∑
m=0
(−1)c0+1Γ(a1 + c0 +m)Γ(a2 + c0 +m)
Γ(1 + c0 +m)
·
m∑
k=0
(−1)kA(n)(k)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)Γ(1 +m− k) (1− z)
m
+ (1 − z)c0
∞∑
m=0
(−1)c0+1Γ(a1 + c0 +m)Γ(a2 + c0 +m)
Γ(1 + c0 +m)
·
m∑
k=0
(−1)kA(n)(k)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)Γ(1 +m− k)
· (ψ(a1 + c0 +m) + ψ(a2 + c0 +m)− ψ(1 + c0 +m)− ψ(1 +m− k)) (1− z)m
+
∞∑
k=0
A(n)(k)Γ(c0 + k)Γ(1− c0 − k)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)
c0−1∑
m=0
Γ(a1 +m)Γ(a2 +m)
Γ(1− c0 − k +m)Γ(m+ 1)(1− z)
m
+ (1 − z)c0
∞∑
k=0
A(n)(k)Γ(c0 + k)Γ(1 − c0 − k)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)
k∑
m=0
Γ(a1 + c0 +m)Γ(a2 + c0 +m)
Γ(1− k +m)Γ(1 + c0 +m) (1− z)
m
Again, we massage this expression by using Γ(α+ℓ)Γ(1−α−ℓ) = (−1)ℓΓ(α)Γ(1−α)
for α ∈ C and ℓ ∈ Z four times: With α = 1 +m, ℓ = −k in the first and second
summand, with α = c0 + k, ℓ = m in the third summand, and with α = c0 + k,
ℓ = −m− c0. Furthermore, if we require that ℜ(c0 + aj +m) > 0, j = 3, . . . , n, we
can interchange the sums over m and k in the fourth summand. This yields
(1− z)c0 log(1 − z)
∞∑
m=0
(−1)c0+1Γ(a1 + c0 +m)Γ(a2 + c0 +m)
Γ(1 + c0 +m)Γ(m+ 1)
·
m∑
k=0
A(n)(k)Γ(k −m)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)Γ(−m) (1− z)
m
+ (1− z)c0
∞∑
m=0
(−1)c0+1Γ(a1 + c0 +m)Γ(a2 + c0 +m)
Γ(1 + c0 +m)Γ(m+ 1)
·
m∑
k=0
A(n)(k)Γ(k −m)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)Γ(−m)
· (ψ(a1 + c0 +m) + ψ(a2 + c0 +m)− ψ(1 + c0 +m)− ψ(1 +m− k)) (1− z)m
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+
c0−1∑
m=0
(−1)mΓ(a1 +m)Γ(a2 +m)
Γ(m+ 1)
∞∑
k=0
A(n)(k)Γ(c0 + k −m)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)
(1− z)m
+ (1− z)c0
∞∑
m=0
(−1)m+c0 Γ(a1 + c0 +m)Γ(a2 + c0 +m)
Γ(1 + c0 +m)
·
∞∑
k=m+1
A(n)(k)Γ(k −m)
Γ(a1 + c0 + k)Γ(a2 + c0 + k)
(1− z)m
Rewriting this expression in terms of Pochhammer symbols yields the claim. 
For the applications in Section 7 we need the case n = 4 and c0 = 1 explicitly.
The four coefficients to be determined are
l0 =
Γ(a1)Γ(a2)
Γ(1 + a1)Γ(1 + a2)
∞∑
k=0
Γ(1 + k)
(a1 + 1)k(a2 + 1)k
A(4)(k)(6.6)
w0 = A
(4)(0)(6.7)
q0 = A
(4)(0) (ψ(a1 + 1) + ψ(a2 + 1)− ψ(1)− ψ(2))(6.8)
−
∞∑
k=1
Γ(k)
(a1 + 1)k(a2 + 1)k
A(4)(k)
q1 =
(a1 + 1)(a2 + 1)
2
(
1∑
k=0
(−1)k
(a1 + 1)k(a2 + 1)k
A(4)(k)(6.9)
· (ψ(a1 + 2) + ψ(a2 + 2)− ψ(2 − k)− ψ(3))
+
∞∑
k=2
Γ(k − 1)
(a1 + 1)k(a2 + 1)k
A(4)(k)
)
with
A(4)(k) =
Γ(b3 + b2 − a4 − a3 + k)Γ(b1 − a3 + k)
Γ(b3 + b2 − a4 − a3)Γ(b1 − a3)Γ(1 + k)(6.10)
· 3F2
(
b3 − a4, b2 − a4,−k
b3 + b2 − a4 − a3, 1 + a3 − b1 − k ; 1
)
Remark 6.3. The analogous result for c a nonpositive integer can be derived in a
parallel manner. The evaluation of the u integral now yields a different result, see
again [6] or [15]. The final result for the analytic continuation of nFn−1 in this case
can be found in [2].
As a corollary to Proposition 5.3 we obtain the following series expansion in
powers of 1− z of Gp(z). We start with an easy lemma:
Lemma 6.4. For any 1 < p ≤ q ≤ n, if |z − 1| < 1, then
Gp
(
α1, . . . , αn
γ1, . . . , γn
; z
)
= zγq
∞∑
m=0
1
m!
Gp
(
α1, . . . , αn
γ1, . . . , γq−1, γq +m, γq+1, . . . , γn
; 1
)
(1− z)m
Proof. This almost immediately follows from the definition of Gp(z) in terms of the
Meijer G-function in Section 2.2. In fact,
Gp
(
α1, . . . , αn
γ1, . . . , γn
; z
)
= zγq
∞∑
m=0
1
m!
dm(z−γqGp(z))
dzm
∣∣∣∣
z=1
(z − 1)m
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= zγq
∞∑
m=0
1
m!
∫
dt
2πi
eiπt(p−2)
n∏
j=1
Γ(αj + t)
Γ(1 − γj + t)
p∏
h=1
Γ(γh − t)Γ(1− γh + t)
·d
m(zt−γq )
dzm
∣∣∣∣
z=1
(z − 1)m
= zγq
∞∑
m=0
1
m!
∫
dt
2πi
eiπt(p−2)
n∏
j=1
Γ(αj + t)
Γ(1 − γj + t)
p∏
h=1
Γ(γh − t)Γ(1− γh + t)
· Γ(γq − t+m)
Γ(γq − t) (1− z)
m
For p = 2 this is due to [14]. 
Theorem 6.5. For any 2 < p ≤ q ≤ n, if |z− 1| < 1, ℜβn > ℜβp, ℜ(αs+ γj) > 0,
j = 1 . . . , p, s = p+ 1, . . . , n, αp + γp, αs + γs+1 6∈ Z≤0, s = 2, . . . , p− 1 then
Gp(z) =
∞∑
m=0
Γ(α1 + γ2)
∫
dv
2πi
e−iπvΓ(α1 + γ1 + v)Γ(−v)
·
∫
ds
2πi
Bp,m(s)
Γ(m+ 1)
Γ(γ2 − s)Γ(γ1 + v − s)
Γ(α1 + γ1 + γ2 + v − s)
·
∫
du
2πi
e−iπu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=p+1
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u)(1 − z)
m
where Bp,m(s) = Bp(s)|γp→γp+m with Bp(s) as in Proposition 4.10. If p = 2 then
G2(z) =
∞∑
m=0
Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(m+ 1)
·
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 +m+ v)
·
∫
du
2πi
e−iπu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=3
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u)(1 − z)
m
Proof. This follows from Proposition 5.3 and Lemma 6.4. The s integral can be
expressed in terms multiple integrals of hypergeometric functions. By Remark 5.4
the u integral is the evaluation at z = 1 of a hypergeometric function which requires
a convergence condition that follows from the following asymptotic expansion [14].
n+1Fn
(
a1, . . . , an,−x
b1, . . . , bn
; z
)
∼
n∑
i=1
Cix
−ai(log x)ri ,
for some constants Ci, nonnegative integers ri and |z − 1| < 1. 
Remark 6.6. By using the residue theorem, we can give an integral representation
for Gp(z) as a function of 1− z.
Gp(z) = Γ(α1 + γ2)
∫
dt
2πi
eiπ(t+1)Γ(−t)
∫
dv
2πi
e−iπvΓ(α1 + γ1 + v)Γ(−v)
·
∫
ds
2πi
Bp(s, t)
Γ(γ2 − s)Γ(γ1 + v − s)
Γ(α1 + γ1 + γ2 + v − s)
·
∫
du
2πi
e−iπu
Γ(−v + u)Γ(−u)
Γ(−v)
n∏
s=p+1
Γ(αs + γ1 + u)
Γ(1− γs + γ1 + u) (1− z)
t
where Bp(s, t) = Bp(s)|γp→γp+t.
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6.2. Examples. For our applications in Section 7 we need a few cases explicitly.
Example 6.7. For n = 3, p = 2 we have
(6.11) G2(z) = z
γ1
∞∑
m=0
hm (1 − z)m
with
hm =
Γ(α3 + γ1)Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(1− γ3 + γ1)Γ(m+ 1)
·
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 +m+ v)
2F1
(−v, α3 + γ1
1− γ3 + γ1 ; 1
)
By applying Gauss’ formula (3.1) this becomes
hm =
Γ(α3 + γ1)Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(1− α3 − γ3)Γ(m+ 1)
·
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(1 − α3 − γ3 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 +m+ v)Γ(1 + γ1 − γ3 + v)
=
Γ(α1 + γ1)Γ(α2 + γ1)Γ(α3 + γ1)Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(α1 + α2 + γ1 + γ2 +m)Γ(1 + γ1 − γ3)Γ(m+ 1)(6.12)
· 3F2
(
α1 + γ1, α2 + γ1, 1− α3 − γ3
α1 + α2 + γ1 + γ2 +m, 1 + γ1 − γ3 ; 1
)
Example 6.8. For n = 4, p = 2 we have
(6.13) G2(z) = z
γ1
∞∑
m=0
hm (1 − z)m
with
hm =
Γ(α3 + γ1)Γ(α4 + γ1)Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(1 − γ3 + γ1)Γ(1− γ4 + γ1)Γ(m+ 1)
·
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(α2 + γ1 + v)Γ(−v)
Γ(α1 + α2 + γ1 + γ2 +m+ v)
· 3F2
( −v, α3 + γ1, α4 + γ1
1− γ3 + γ1, 1− γ4 + γ1 ; 1
)
We evaluate the v integral by closing the contour to the right and obtain
hm =
Γ(α3 + γ1)Γ(α4 + γ1)Γ(α1 + γ2 +m)Γ(α2 + γ2 +m)
Γ(1 − γ3 + γ1)Γ(1− γ4 + γ1)Γ(m+ 1)
(6.14)
·
∞∑
ℓ=0
Γ(α1 + γ1 + ℓ)Γ(α2 + γ1 + ℓ)
Γ(α1 + α2 + γ1 + γ2 +m+ ℓ)Γ(ℓ+ 1)
3F2
( −ℓ, α3 + γ1, α4 + γ1
1− γ3 + γ1, 1− γ4 + γ1 ; 1
)
For the last example we will need a theorem of Slater which we state here as
lemma
Lemma 6.9. Let p, q, r, s ∈ Z≥0, a1, . . . , ap, b1, . . . , bq, c1, . . . , cr, d1, . . . , ds ∈ C
and
I(z) =
∫
dt
2πi
∏p
i=1 Γ(ai + t)
∏q
j=1 Γ(bj − t)∏r
k=1 Γ(ck + t)
∏s
ℓ=1 Γ(dℓ − t)
zt
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Then
I(z) =
q∑
m=1
zbm
∏p
i=1 Γ(ai + bm)
∏q
j=1,j 6=m Γ(bj − bm)∏r
k=1 Γ(ck + bm)
∏s
ℓ=1 Γ(dℓ − bm)
· p+sFq+r−1
(
a1 + bm, . . . , ap + bm, 1 + bm − d1, . . . , 1 + bm − ds
c1 + bm, . . . , cr + bm, 1 + bm − b1, .̂ . ., 1 + bm − bq ; (−1)
q+sz
)
provided that λ− µ 6∈ Z for all λ, µ ∈ {b1, . . . , bq, c1 . . . , cr} and
1
2π|p+ q − r − s| > | arg z|, q + r ≥ p+ s, |z| < 1,
Also,
I(z) =
p∑
m=1
z−am
∏p
i=1,i6=m Γ(ai − am)
∏q
j=1 Γ(bj + am)∏r
k=1 Γ(ck − am)
∏s
ℓ=1 Γ(dℓ + am)
· q+rFp+s−1
(
b1 + am, . . . , bq + am, 1 + am − c1, . . . , 1 + am − cr
d1 + am, . . . , ds + am, 1 + am − a1, .̂ . ., 1 + am − ap ;
(−1)p+r
z
)
provided that λ− µ 6∈ Z for all λ, µ ∈ {a1, . . . , ap, d1 . . . , ds} and
1
2π|p+ q − r − s| > | arg z|, p+ s ≥ q + r, |z| < 1.
In addition, both formulas are valid for z = 1 if furthermore
ℜ
 r∑
k=1
ck +
s∑
ℓ=1
dk −
p∑
i=1
ai −
q∑
j=1
bj
 > 0 .
Proof. See [16]. In fact, Lemma 2.3(1) is special case of this lemma. 
Example 6.10. Finally, for n = 4, p = 3 we have
(6.15) G3(z) = z
γ1
∞∑
m=0
km (1− z)m
with
km =
Γ(α1 + γ2)Γ(α2 + γ3 +m)Γ(α3 + γ3 +m)Γ(α4 + γ1)
Γ(1− α4 − γ4)Γ(m+ 1)(6.16)
·
∫
dv
2πi
e−iπv
Γ(α1 + γ1 + v)Γ(1 − α4 − γ4 + v)Γ(−v)
Γ(1− γ4 + γ1 + v)
·
∫
ds
2πi
e−iπs
Γ(α2 + s)Γ(α3 + s)Γ(γ2 − s)Γ(γ1 + v − s)
Γ(α2 + α3 + γ3 +m+ s)Γ(α1 + γ1 + γ2 + v − s)
where we have used (4.5) and Gauss’ formula (3.1). The two integrals can be
evaluated with the help of Lemma 6.9. In particular, if ℜ(α1 + γ3 +m) > 0 and if
α1, . . . , α3, γ1, . . . , γ3 are such that there are only simple poles, we obtain for the s
integral in ∫
ds
2πi
e−πis
Γ(α2 + s)Γ(α3 + s)Γ(γ1 − s)Γ(γ2 + v − s)
Γ(α2 + α3 + γ3 +m+ s)Γ(α1 + γ1 + γ2 + v − s)
= e−iπα2
Γ(α3 − α2)Γ(γ1 + α2)Γ(γ2 + v + α2)
Γ(α3 + γ3 +m)Γ(α1 + α2 + γ1 + γ2 + v)
· 3F2
(
γ1 + α2, γ2 + v + α2, 1− α3 − γ3 −m
1 + α2 − α3, α1 + α2 + γ1 + γ2 + v ; 1
)
+ e−iπα3
Γ(α2 − α3)Γ(γ1 + α3)Γ(γ2 + v + α3)
Γ(α2 + γ3 +m)Γ(α1 + α3 + γ1 + γ2 + v)
· 3F2
(
γ1 + α3, γ2 + v + α3, 1− α2 − γ3 −m
1− α2 + α3, α1 + α3 + γ1 + γ2 + v ; 1
)
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Evaluting the v integral in (6.16) with the residue theorem finally yields
km =
Γ(α1 + γ2)Γ(α2 + γ3 +m)Γ(α3 + γ3 +m)Γ(α4 + γ1)
Γ(1− α4 − γ4)Γ(m+ 1)(6.17)
·
∞∑
ℓ=0
Γ(α1 + γ1 + ℓ)Γ(1− α4 − γ4 + ℓ)
Γ(1− γ4 + γ1 + ℓ)Γ(ℓ+ 1)
·
(
e−iπα2
Γ(α3 − α2)Γ(γ1 + α2)Γ(γ2 + ℓ+ α2)
Γ(α3 + γ3 +m)Γ(α1 + α2 + γ1 + γ2 + ℓ)
· 3F2
(
γ1 + α2, γ2 + ℓ+ α2, 1− α3 − γ3 −m
1 + α2 − α3, α1 + α2 + γ1 + γ2 + ℓ ; 1
)
+ e−iπα3
Γ(α2 − α3)Γ(γ1 + α3)Γ(γ2 + ℓ+ α3)
Γ(α2 + γ3 +m)Γ(α1 + α3 + γ1 + γ2 + ℓ)
· 3F2
(
γ1 + α3, γ2 + ℓ+ α3, 1− α2 − γ3 −m
1− α2 + α3, α1 + α3 + γ1 + γ2 + ℓ ; 1
))
7. Applications
7.1. The Frobenius method. The linear differential equation (2.1) can equiva-
lently be written as a first order matrix differential equation
(7.1) θ Y (z) = A(z)Y (z)
where
A(z) =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
a1 a2 a3 · · · an
 , Y (z) =

y(z)
θ y(z)
...
θn−2 y(z)
θn−1 y(z)

where
ai =
en+1−i(γ1, . . . , γn−1)− z en+1−i(α1, . . . , αn)
1− z ,
ei(x1, . . . , xk) is the elementary symmetric polynomial of degree i, and y(z) is a
solution to (2.1). For linearly independent solutions y1, . . . , yn to (2.1) we have
linearly independent solution vectors Y1, . . . , Yn to (7.1). We collect these column
vectors into a matrix Φ = (Y1 . . . Yn), known as a fundamental matrix, since it
satisfies θΦ = AΦ. Near any regular singularity z = z0 of (7.1), there exist a
constant n×nmatrix R, a real number r > 0, and an n×nmatrix S of singly-valued
holomorphic functions in the annulus 0 < |z − z0| < r such that the fundamental
matrix takes the following form [4]
Φ(z) = S(z)(z − z0)R.
The matrix R is determined by A, e.g. if the eigenvalues of A(0) do not differ by
positive integers, then R = A(0). The matrix S(z) can be determined as follows.
For the first row of S(z) we make a power series ansatz and substitute it into (7.1).
This yields recursion relations for the coefficients of the power series. These recur-
sion relations can be solved after choosing a number of constants. This is known
as the Frobenius method. The remaining rows of S(z) are obtained from the first
row by successively acting with θ on the first row.
Note that the fundamental matrix is not unique. Multiplication by any invertible
constant n × n matrix C yields another fundamental matrix. We will use this
freedom in the examples to choose bases which are easy to relate with the basis
elements y∗j (z), yij(z), Gp(z), or ξn(z) given in terms of integral representations.
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7.2. The mirror quartic. The variation of polarized Hodge structure of the family
π : X → P1 of mirror quartics given as
Xz = {x04 + x14 + x24 + x34 − 4 z− 14x0x1x2x3 = 0} ⊂ P3
leads to a Picard–Fuchs equation which is a hypergeometric differential equation of
order 3 with exponents [13]
αi =
i
4
, γi = 0, i = 1, 2, 3, β3 =
1
2
.
A fundamental system at z = 0 is Φ0(z) = S0(z)z
R04−4R0C0 with
R0 =
0 1 00 0 1
0 0 0
 , C0 =
1 0 140 12πi 0
0 0 1(2πi)2

and
S0,11 = 1 +
3
32 z +
315
8192 z
2 + 5775262144 z
3 +O(z4)
S0,12 =
13
32 z +
3069
16384 z
2 + 1760051572864 z
3 +O(z4)
S0,13 =
169
2048 z
2 + 35841524288 z
3 +O(z4)
A fundamental system at y = 1− z is Φ1(y) = S1(y)yR1 with
R1 =
0 0 00 1 0
0 0 12

and
S1,11 = 1− 132 y2 − 1313840 y3 +O(y4)
S1,12 = 1 +
35
48 y +
665
1152 y
2 +O(y3)
S1,13 = 1 +
11
24 y +
39
128 y
2 + 11815120 y
3 +O(y4)
Theorem 7.1. The analytic continuation of Φ0(z) to z = 1 is determined by
Φ0(z) = Φ1(1− z)M10 with
M10 =

A
2
√
2π
− A4πi 0
2√
2π
(
3A
64 +
1
A
) − 1
πi
(
3A
64 − 1A
)
0
− 2√
2π
0 − 1√
2π

where A =
Γ( 18 )Γ(
3
8 )
Γ( 58 )Γ(
7
8 )
.
Proof. By evaluating the residues in the definition of Gp(z) closing the contour to
the right one finds that
G1(z) = Γ(
1
4 )Γ(
1
2 )Γ(
3
4 )Φ0,11,
1
2πiG2(z) = −Γ(14 )Γ(12 )Γ(34 )Φ0,12,
1
(2πi)2G3(z) = Γ(
1
4 )Γ(
1
2 )Γ(
3
4 )
(
Φ0,13 +
1
2Φ0,12 − 12Φ0,11
)
.
Corollary 6.1 now yields
Γ(14 )Γ(
1
2 )Γ(
3
4 )Φ0,11 = g0(0)Φ1,11 + g1(0)Φ1,12 + g0(
1
2 )Φ1,13
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where the expansion coefficients are determined by (6.3), (6.4) and (6.5) as
g0(0) =
Γ(14 )Γ(
1
2 )
2
Γ(34 )
3F2
(
1
4 ,
1
2 ,
1
4
3
4 , 1
; 1
)
=
Γ(12 )Γ(
1
8 )Γ(
3
8 )
2 Γ(58 )Γ(
7
8 )
g1(0) = −
Γ(54 )Γ(
3
2 )Γ(− 12 )
Γ(34 )
3F2
(
− 12 , 14 , 14
3
4 , 1
; 1
)
= 2Γ(12 )
(
3 Γ(18 )Γ(
3
8 )
64 Γ(58 )Γ(
7
8 )
+
Γ(58 )Γ(
7
8 )
Γ(18 )Γ(
3
8 )
)
g0(
1
2 ) = −2 Γ(12 )
from which the first row of M01 follows using Γ(
1
4 )Γ(
3
4 ) =
√
2π.
Theorem 6.5 (see Example 6.7) yields
−2πiΓ(14 )Γ(12 )Γ(34 )Φ0,12 = h0Φ1,11 + h1Φ1,12
where the expansion coefficients are determined by (6.12) as
h0 = Γ(
1
4 )
2Γ(12 )
2
3F2
(
1
4 ,
1
2 ,
1
4
3
4 , 1
; 1
)
=
Γ(14 )Γ(
1
2 )Γ(
3
4 )Γ(
1
8 )Γ(
3
8 )
2 Γ(58 )Γ(
7
8 )
h1 =
1
6Γ(
1
4 )
2Γ(12 )
2
3F2
(
1
4 ,
1
2 ,
1
4
7
4 , 1
; 1
)
= 2Γ(14 )Γ(
1
2 )Γ(
3
4 )
(
3 Γ(18 )Γ(
3
8 )
64 Γ(58 )Γ(
7
8 )
− Γ(
5
8 )Γ(
7
8 )
Γ(18 )Γ(
3
8 )
)
from which the second row of M01 follows.
It remains to explain the evaluation of the various 3F2 at 1. The basic formula
is Dixon’s identity [16]:
3F2
(
a1, a2, a3
1 + a1 − a2, 1 + a1 − a3 ; 1
)
=
Γ(1 + a12 )Γ(1 +
a1
2 − a2 − a3)Γ(1 + a1 − a2)Γ(1 + a1 − a3)
Γ(1 + a1)Γ(1 + a1 − a2 − a3)Γ(1 + a12 − a2)Γ(1 + a12 − a3)
This identity can be used to evaluate g0(0) and h0. There is a generalization of this
identity due to Lavoie et al. [12]. The two cases we need for g1(0) and h1 are
3F2
(
a1, a2, a3
a1 − a2, 1 + a1 − a3 ; 1
)
=
2−2 a3Γ(a1 − a2)Γ(a1 − a3 + 1)
Γ(a1 − 2 a3 + 1)Γ(a1 − a2 − a3 + 1)
·
(
Γ(a12 − a3 + 12 )Γ(a12 − a2 − a3 + 1)
Γ(a12 +
1
2 )Γ(
a1
2 − a2)
+
Γ(a12 − a3 + 1)Γ(a12 − a2 − a3 + 12 )
Γ(a12 )Γ(
a1
2 − a2 + 12 )
)
,
3F2
(
a1, a2, a3
2 + a1 − a2, 1 + a1 − a3 ; 1
)
=
21−2 a2Γ(a1 − a3 + 1)Γ(a1 − a2 + 2)Γ(a2 − 1)
Γ(a1 − 2 a2 + 2)Γ(a1 − a2 − a3 + 2)Γ(a2)
·
(
−Γ(
a1
2 − a2 + 32 )Γ(a12 − a3 − a2 + 2)
Γ(a12 +
1
2 )Γ(
a1
2 − a3 + 1)
+
Γ(a12 − a2 + 1)Γ(a12 − a3 − a2 + 32 )
Γ(a12 )Γ(
a1
2 − a3 + 12 )
)
,
respectively.
Finally, we have Φ1,13(y) = ξ3(z). Proposition 5.1 with ψ(x) = i
∏3
ν=1 (x− ω−ν),
ω4 = 1 yields ψ(1) = 4i, ψ′(1) = 6i, ψ
′′(1)
2! = 4i so that
Φ1,13(y) = −
Γ(32 )
π
(2 y∗1(z)− 3 y∗2(z) + 2 y∗3(z)) .
Lemma 2.3(2) then yields Φ0,13(z) = − 1Γ( 14 )Γ( 34 )Φ1,13(y). 
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7.3. The mirror quintic. The variation of polarized Hodge structure of the family
π : X → P1 of mirror quintics given as
Xz = {x05 + x15 + x25 + x35 + x45 − 5 z−15 x0x1x2x3x4 = 0} ⊂ P4
leads to a Picard–Fuchs equation which is a hypergeometric differential equation of
order 4 with exponents [3]
αi =
i
5
, γi = 0, i = 1, 2, 3, 4, β4 = 1.
A fundamental system at z = 0 is Φ0(z) = S0(z)z
R05−5R0C0 with
R0 =

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
 , C0 =

1 0 0 0
0 12πi 0 0
0 0 1(2πi)2 0
0 0 0 1(2πi)3
 ·

1 0 − 2512 200(2πi)3 ζ(3)
0 1 52 − 2512
0 0 5 0
0 0 0 −5

and
S0,11 = 1 +
24
625 z +
4536
390625 z
2 +O(z3)
S0,12 =
154
625 z +
32409
390625 z
2 +O(z3)
S0,13 =
23
125 z +
168327
1562500 z
2 +O(z3)
S0,14 = − 46125 z − 26387312500 z2 +O(z3)
The choice of C0 follows from [9]. A fundamental system at y = 1 − z is Φ1(y) =
S1(y)y
R1C1 with
R1 =

0 0 0 0
0 1 1 0
0 0 1 0
0 0 0 2
 , C1 =
√
5
4π2

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

and
S1,11 = 1+
2
625y
3 + 9718750y
4 + 2971468750y
5 +O(y6)
S1,12 = 1+
7
10y +
41
75y
2 + 11332500y
3 + 608915625y
4 + 160979468750y
5 +O(y6)
S1,13 = − 23360y2 − 639760000y3 − 3333232500000y4 − 33777511225000000y5 +O(y6)
S1,14 = 1+
37
30y +
2309
1800y
2 + 286471225000y
3 + 4193266133750000y
4 + 237108737196875000y
5 +O(y6)
Theorem 7.2. Let Φz0(z) be the fundamental matrices near z0 = 0, 1. The analytic
continuation of Φ0(z) to z = 1 is determined by Φ0(z) = Φ1(1− z)M10 with
M10 =

l0 − h02πi 5 k0(2πi)2 0
w0 − h12πi 5 k1(2πi)2 2πi
1 0 0 0
w1 − 710w0 − h22πi + 710 h12πi 5 k2(2πi)2 − 710 5 k1(2πi)2 0

where the real constants l0, w0, w1, h0, h1, h2 and the complex constants k0, k1, k2
are explicitly given in the proof.
Proof. By evaluating the residues in the definition of Gp(z) closing the contour to
the right one finds that
G1(z) =
4π2√
5
Φ0,11,
1
2πiG2(z) = − 4π
2√
5
Φ0,12,
1
(2πi)2G3(z) =
4π2√
5
Φ0,13,
1
(2πi)3G4(z) =
4π2√
5
(
1
5Φ0,14 − 15Φ0,13 +Φ0,12
)
.
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where the prefactor comes from Γ(15 )Γ(
2
5 )Γ(
3
5 )Γ(
4
5 ) =
4π2√
5
.
Corollary 6.2 yields
4π2√
5
Φ0,11 = l0 + w0(1− z) + q0(1− z) log(1 − z) + w1(1 − z)2 +O
(
(1 − z)3)
and since Φ1,12 = (1− z)+ 710 (1− z)2+O
(
(1− z)3) this expression can be written
as
Φ0,11 = l0Φ1,11 + w0Φ1,12 + q0Φ1,13 +
(
w1 − 710w0
)
Φ1,14
from which the first row of M01 follows. The explicit values of the coefficients are
obtained as follows. From (6.2) we get
A(4)(k) =
(35 )k(
2
5 )k
Γ(1 + k)
3F2
(
1
5 ,
1
5 ,−k
3
5 ,
3
5 − k
; 1
)
Then, (6.6), (6.7), (6.8) and (6.9) yield
l0 =
Γ(15 )
Γ(35 )
∞∑
k=0
Γ(35 + k)Γ(
2
5 + k)
Γ(65 + k)Γ(
7
5 + k)
3F2
(
1
5 ,
1
5 ,−k
3
5 ,
3
5 − k
; 1
)
(7.2)
q0 = 1,
w0 = −ψ(1)− ψ(2) + ψ(65 ) + ψ(75 )−
∞∑
k=1
(35 )k(
2
5 )k
k (65 )k(
7
5 )k
3F2
(
1
5 ,
1
5 ,−k
3
5 ,
3
5 − k
; 1
)
w1 = − 2125
(
ψ(2) + ψ(3)− ψ(115 )− ψ(125 )
− 16
(
ψ(1) + ψ(3)− ψ(115 )− ψ(125 )
)
−
∞∑
k=2
(35 )k(
2
5 )k
k(k − 1)(65 )k(75 )k
3F2
(
1
5 ,
1
5 ,−k
3
5 ,
3
5 − k
; 1
))
Next, Theorem 6.5 (see Example 6.8) yields
G2(z) = h0 + h1(1 − z) + h2(1− z)2 +O
(
(1− z)3)
Again, since Φ1,12 = (1 − z) + 710 (1− z)2 +O
(
(1− z)3), we have that
Φ0,12 = − h0
2πi
Φ1,11 − h1
2πi
Φ1,12 −
(
h2
2πi
− 7
10
h1
2πi
)
Φ1,14
from which the second row of M01 follows. The explicit values of the coefficients
hm are determined by (6.14) as
h0 = Γ(
1
5 )
2Γ(25 )
2Γ(45 )
∞∑
ℓ=0
(15 )ℓ(
2
5 )ℓ
(35 )ℓℓ!
3F2
(−ℓ, 35 , 45
1, 1
; 1
)
(7.3)
h1 =
2
15Γ(
1
5 )
2Γ(25 )
2Γ(45 )
∞∑
ℓ=0
(15 )ℓ(
2
5 )ℓ
(85 )ℓℓ!
3F2
(−ℓ, 35 , 45
1, 1
; 1
)
h2 =
7
100Γ(
1
5 )
2Γ(25 )
2Γ(45 )
∞∑
ℓ=0
(15 )ℓ(
2
5 )ℓ
(135 )ℓℓ!
3F2
(−ℓ, 35 , 45
1, 1
; 1
)
Moreover, Theorem 6.5 (see Example 6.10) also yields
G3(z) = k0 + k1(1− z) + k2(1− z)2 +O((1 − z)3)
Hence, by the same reasoning as above
Φ0,13 =
5 k0
(2πi)2
Φ1,11 +
5 k1
(2πi)2
Φ1,12 +
(
5 k2
(2πi)2
− 7
10
5 k1
(2πi)2
)
Φ1,14
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from which the third row of M01 follows. The explicit values of the coefficients km
are determined by (6.17) as
k0 = Γ(
2
5 )Γ(
3
5 )Γ(
4
5 )
∞∑
ℓ=0
Γ(15 + ℓ)
2
Γ(ℓ+ 1)2
(7.4)
·
(
e−iπ
2
5
Γ(15 )Γ(
2
5 )Γ(
2
5 + ℓ)
Γ(35 )Γ(
3
5 + ℓ)
3F2
(
2
5 ,
2
5 + ℓ,
2
5
4
5 ,
3
5 + ℓ
; 1
)
+e−iπ
3
5
Γ(− 15 )Γ(35 )Γ(35 + ℓ)
Γ(25 )Γ(
4
5 + ℓ)
3F2
(
3
5 ,
3
5 + ℓ,
3
5
6
5 ,
4
5 + ℓ
; 1
))
k1 = Γ(
4
5 )Γ(
7
5 )Γ(
8
5 )
∞∑
ℓ=0
Γ(15 + ℓ)
2
Γ(ℓ+ 1)2
·
(
e−iπ
2
5
Γ(15 )Γ(
2
5 )Γ(
2
5 + ℓ)
Γ(85 )Γ(
3
5 + ℓ)
3F2
(
2
5 ,
2
5 + ℓ,− 35
4
5 ,
3
5 + ℓ
; 1
)
+e−iπ
3
5
Γ(− 15 )Γ(35 )Γ(35 + ℓ)
Γ(75 )Γ(
4
5 + ℓ)
3F2
(
3
5 ,
3
5 + ℓ,− 25
6
5 ,
4
5 + ℓ
; 1
))
k2 =
1
2Γ(
4
5 )Γ(
12
5 )Γ(
13
5 )
∞∑
ℓ=0
Γ(15 + ℓ)
2
Γ(ℓ+ 1)2
·
(
e−iπ
2
5
Γ(15 )Γ(
2
5 )Γ(
2
5 + ℓ)
Γ(135 )Γ(
3
5 + ℓ)
3F2
(
2
5 ,
2
5 + ℓ,− 85
4
5 ,
3
5 + ℓ
; 1
)
+e−iπ
3
5
Γ(− 15 )Γ(35 )Γ(35 + ℓ)
Γ(125 )Γ(
4
5 + ℓ)
3F2
(
3
5 ,
3
5 + ℓ,− 75
6
5 ,
4
5 + ℓ
; 1
))
Finally, we have Φ1,12(y) =
√
5
4π2 ξ4(z). Proposition 5.1 with ψ(x) =
∏4
ν=1 (x− ω−ν),
ω5 = 1 yields ψ(1) = 5, ψ′(1) = 10, ψ
′′(1)
2! = 10,
ψ′′′(1)
3! = 5, so that
Φ1,12(y) =
5
2πi (y
∗
4(z)− 2 y∗3(z) + 2 y∗2(z)− y∗1(z)) .
Lemma 2.3(2) then yields Φ0,14(z) = 2πiΦ1,12(y). This result has also been ob-
tained through a monodromy argument in [3].

At present, we are not aware of any identities that help evaluating the infinite
sums in l0, wm, hm and km. Numerical evaluation shows, however, that the follow-
ing identity should hold:
ℑkm = πihm,m = 0, 1, 2.
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