Thermodynamics of quantum spin chains with competing interactions by Tavares, T. S. & Ribeiro, G. A. P.
ar
X
iv
:1
30
6.
60
40
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  2
5 J
un
 20
13
Thermodynamics of quantum spin chains with
competing interactions
T.S. Tavares and G.A.P. Ribeiro∗
Departamento de F´ısica, Universidade Federal de Sa˜o Carlos
13565-905 Sa˜o Carlos-SP, Brazil
July 18, 2018
Abstract
We consider integrable quantum spin chains with competing inter-
actions. We apply the quantum transfer matrix approach to these spin
chains. This allowed us to derive a set of non-linear integral equations
for the thermodynamics of these spin chains. We provide numeri-
cal solution of these integral equations for the entropy as function of
magnetic field, temperature and the coupling constant. This allow
us to assess, at low but finite temperature, the picture describing the
ground state diagram for high spin chain and longer range interchain
interactions.
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1 Introduction
Integrable one-dimensional spin chains have been widely studied over the
last decades [1,2]. These studies have provided important information about
universal properties of the models, such as universality classes and critical
exponents, which are usually obtained by finite size scaling analysis. More-
over, the description of the thermodynamical properties of many integrable
models was also obtained. This can be done by the thermodynamical Bethe
ansatz (TBA) [3–5] and the quantum transfer matrix approach (QTM) [6–9].
Over the years, the quantum transfer matrix approach has been shown
successful in the precise description of thermodynamical properties of many
models with nearest-neighbor interactions in the whole range of temperature
and magnetic field [9–14]. This is mainly due to the fact that in this ap-
proach the thermodynamical quantities depend on the explicit solution of a
finite number of non-linear integral equations (NLIE). This is in sharp con-
trast with the TBA approach, where one would have to deal with an infinite
number of non-linear integral equations. Therefore one would have to employ
some approximated truncation scheme.
Nevertheless, the QTM approach has not been fully exploited in order
to describe the thermodynamics of spin chains with competing interactions.
There are only a few results for spin-1/2 chains with different types of com-
peting interactions [15–17].
These integrable quantum spin chains with competing interactions can be
constructed by adding higher-order conserved charges, provided by the loga-
rithmic derivatives of the associated transfer matrix, to the nearest-neighbor
Hamiltonian [19–21]. Alternatively, one can obtain Hamiltonians with differ-
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ent competing interaction terms from the logarithmic derivative of staggered
transfer matrices [22–24].
Our aim is to apply the QTM approach to the integrable high-spin chain
with competing interaction generated by an arbitrary number of staggering
parameters. This provides us a finite set of non-linear integral equations
to the thermodynamics. As an application of these results, we study the
cases of high-spin chain with nearest and next-nearest-neighbor interactions
(which can be viewed as a coupled two-chain) in terms of the interchain
coupling parameter. We also consider spin chains with longer interactions
(or longer interchain interactions). In order to exemplify, we solve the non-
linear integral equations to a few cases.
The paper is organized in the following way. First we introduce in Section
2, the quantum transfer matrix approach and its application to the general
situation of staggering transfer matrices. Then in Section 3, we discuss the
derivation of a finite set of non-linear integral equation to the thermodynam-
ics of coupled multiple-chain. In Section 4, we present our numerical findings
for explicit values of the spins s and M . Finally, we summarize our results
in Section 5.
2 QTM for staggering transfer matrices
In the quantum transfer matrix approach, the main goal is the computation
of the partition function of some integrable Hamiltonian, Z = Tr e−βH, in the
thermodynamical limit. This allows us to obtain all the thermodynamical
quantities of interest.
3
More specifically, here we are interested in the thermodynamics of inte-
grable Hamiltonians with competing interactions. These generalized Hamil-
tonians are obtained from the logarithmic derivative of transfer matrices with
staggering spectral parameter.
In general, one can construct transfer matrices with an arbitrary number
M of staggering parameters in terms of an ordered product of many local
Boltzmann weights LAi(λ, νk), such that
T (λ, ~ν) = TrA


x
L∏
i=1


x
M∏
k=1
LA,(i−1)M+k(λ, νM+1−k)



, (1)
where λ and νi are the the horizontal and vertical spectral parameters. These
weights can be seen as matrices acting on the horizontal space A, also called
auxiliary space. Its matrix elements are operators acting on the site i of the
quantum space
∏ML
i=1 Vi.
The transfer matrix (1) commutes for arbitrary values of the spectral
parameter,
[T (λ, ~ν), T (µ, ~ν)] = 0, ∀λ, µ, (2)
thanks to the Yang-Baxter equation
L12(λ, µ)L13(λ, γ)L23(µ, γ) = L23(µ, γ)L13(λ, γ)L12(λ, µ). (3)
An important class of solutions of the Yang-Baxter equation (3) is the
one which presents the following symmetry properties:
Regularity: L12(λ, λ) = P12, (4)
Unitarity: L12(λ, µ)L21(µ, λ) = Id, (5)
Time reversal: L12(λ, µ)
t1 = L12(λ, µ)
t2, (6)
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where P12 is the permutation operator and tk denotes the transposition on
the k-th space.
The commutativity property (2) and the properties (4-5) ensure that
we have a family local integrable Hamiltonians. Therefore, one can take
logarithmic derivative of the transfer matrix at the regular points λ = νj =
iωj, which results in M different local Hamiltonians given by
Hj(~ω) =
d
dλ
lnT (λ, i~ω)
∣∣∣
λ=iωj
, (7)
whose sum H(~ω) = 1
M
∑M
j=1Hj(~ω) is also an integrable Hamiltonian.
For later convenience, we are going to introduceM trivially related trans-
fer matrices Tj(λ, i~ω) = T (λ+ iωj, i~ω), such that
t(λ) =
M∏
j=1
Tj(λ, i~ω). (8)
One can prove the following relations between the transfer matrices,
Tq(λ, ~ν) = e
−i(q−r)PTr(λ, ~ν+(q−r))e
i(q−r)P , (9)
where we have introduced the notation,
~ν+q = (ν1+q, ν2+q, . . . , νM+q), ~ν ≡ ~ν+0, νk+M ≡ νk,
and P is the momentum which governs the shift j → j + 1. Once we have
found one of the above Hamiltonians, say H1(~ω), we can obtain the others
using relation (9). Therefore, the Hamiltonian H(~ω) can also be obtained as
follows,
H(~ω) =
1
M
d
dλ
ln t(λ)
∣∣∣
λ=0
, (10)
=
1
M
M−1∑
q=0
e−iqPH1(~ω+q)e
iqP , (11)
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H1(~ω) =
L∑
i=1
M∑
k=1
[
M−k∏
n=1
LMi+n,Mi(iωM+1−n, iω1)
]
LM(i+1)−k+1,Mi(iωk, iω1)×
×
d
dλ
LMi,M(i+1)−k+1(λ+ iω1, iωk)
∣∣∣∣
λ=0


x
M−k∏
n=1
LMi,Mi+n(iω1, iωM+1−n)

 . (12)
This implies that
t(λ) = t(0)eλH+O(λ
2), (13)
where t(0) plays the role of a right multiple-step shift operator.
Now, one can introduce an adjoint transfer matrix t¯(λ) given by
t¯(λ) =
M∏
j=1
T¯j(λ, i~ω), (14)
where T¯j(λ, i~ω) = T¯ (λ− iωj, i~ω)
T¯ (λ, ~ν) = TrA


x
L∏
i=1


x
M∏
k=1
LtA(i−1)M+k,A(νM+1−k,−λ)



 (15)
Using the properties (5-6), one can see that the logarithmic derivative of
the transfer matrix (14) results in the same Hamiltonian (11) and t¯(0) is the
left multiple-step shift operator. This implies that t(0)t¯(0) = Id and
t¯(λ) = t¯(0)eλH+O(λ
2). (16)
The relations (13) and (16) allow us to perform the Trotter-Suzuki de-
composition, which reads,
Z = lim
N→∞
Tr
[
(t(−τ)t¯(−τ))N/2
]
, τ =
β
MN
. (17)
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In doing so, the partition function can be mapped in a specific classical vertex
model, whose rows alternates between t(λ) and t¯(λ). We can try to compute
this partition function in many different ways. However, it turns out to be
convenient to write this partition function in terms of the column-to-column
transfer matrix [7, 9], which is called quantum transfer matrix,
tQTM(x) = TrQ
[ N
2∏
i=1
[
M∏
j=1
L2M(2i−2)+j,Q(−τ + iωj,−ix)
]
×
×
[
M∏
j=1
LtAQ,2M(2i−1)+j(−ix, τ + iωj)
]]
, (18)
where we have introduced a new spectral parameter which guarantees the
commutativity property of the quantum transfer matrix [tQTM(x), tQTM(x′)] =
0.
The partition function can be written in terms of the quantum transfer
matrix (18) as follows
Z = lim
N→∞
Tr
[
M∏
j=1
(tQTM(−ωj))
L
]
. (19)
This allow us to express the free-energy in terms of the largest eigenvalue
ΛQTMmax (x) of the quantum transfer matrix
f = −
1
β
lim
L,N→∞
1
ML
lnZ, (20)
= −
1
β
lim
N→∞
1
M
M∑
j=1
ln ΛQTMmax (−ωj). (21)
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3 Spin-s chains with competing interactions
and NLIE
In the previous section, we discussed the application of the quantum transfer
matrix approach to the case of generic Hamiltonian with competing interac-
tion. This Hamiltonian was derived from the transfer matrix with staggering
spectral parameter. Now, we are going to treat the specific case of high-spin
chain with competing interaction. In order to do that, we consider the spin-s
SU(2) invariant L-operator obtained by fusion [25, 26],
L
(s)
12 (λ, µ) =
2s∑
l=0
fl(λ− µ)Pˇl, (22)
where fl(λ) =
∏2s
j=l+1
(
λ−j
λ+j
)
and Pˇl is the projector onto the SU(2)l sub-
space. The projector operator is given by
Pˇl =
2s∏
k=0
k 6=l
~S1 ⊗ ~S2 − xk
xl − xk
, (23)
where xk =
1
2
[k(k + 1)− 2s(s+ 1)] and Sˆx,y,zi are the SU(2) generators.
For this case, we can give an explicit expression of the Hamiltonian (11).
For the case M = 2 and spin-1/2, we have the following quantum spin chain
H
(1/2)
2 =
1
4(1 + θ2)
2L∑
i=1
−(2+θ2)+2~σi ·~σi+1+θ
2~σi ·~σi+2+(−1)
iθ~σi ·~σi+1×~σi+2,
(24)
where θ = ω2−ω1. This chain can be viewed as a two-chain spin model with
zigzag interchain interaction [15].
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A more general Hamiltonian can be written for M = 3 and spin-1/2
H
(1/2)
3 =
3L∑
i=1
ξ0,i(θ1, θ2) + ξ1,i(θ1, θ2)~σi · ~σi+1 + ξ2,i(θ1, θ2)~σi · ~σi+2+
ξ3,i(θ1, θ2)~σi · ~σi+1 × ~σi+2 + ξ4,i(θ1, θ2)~σi · ~σi+3 + ξ5,i(θ1, θ2)~σi · ~σi+1 × ~σi+3+
ξ6,i(θ1, θ2)~σi · ~σi+2 × ~σi+3 + ξ7,i(θ1, θ2)~σi · (~σi+1 × (~σi+2 × ~σi+3)), (25)
where θ1 = ω2−ω1 and θ2 = ω3−ω1. The functions ξk,i have the periodicity
property ξk,i+3 = ξk,i and their explicit forms are given in appendix A. This
chain can be viewed as a three-chain with multiple interchain interactions.
Alternatively, one can also exemplify the spin-1 chain for M = 2, which
reads
H
(1)
2 =
1
2(1 + θ2)(4 + θ2)
2L∑
i=1
{
−18θ2+2(2+4θ2)~Si · ~Si+1+
5θ2 + θ4
2
~Si · ~Si+2
+2(−2+4θ2)
(
~Si · ~Si+1
)2
+
θ2
2
(11−θ2)
(
~Si · ~Si+2
)2
+θ2
[
~Si · ~Si+1, ~Si+1 · ~Si+2
]
+
−
θ2
2
[
~Si · ~Si+2, ~Si · ~Si+1 + ~Si+1 · ~Si+2
]
+
− θ2
(
~Si · ~Si+2
[
~Si · ~Si+1, ~Si+1 · ~Si+2
]
+
+ ~Si · ~Si+1
[
~Si · ~Si+2, ~Si+1 · ~Si+2
]
+
+ ~Si+1 · ~Si+2
[
~Si · ~Si+1, ~Si · ~Si+2
]
+
)
+(−1)iθ(1+θ2)~Si·~Si+1×~Si+2−(−1)
i3θ
2
[
~Si · ~Si+1 + ~Si+1 · ~Si+2, ~Si · ~Si+1 × ~Si+2
]
+
+ (−1)i
θ(1− 2θ2)
2
[
~Si · ~Si+2, ~Si · ~Si+1 × ~Si+2
]
+
}
. (26)
Now, the quantum transfer matrix (18) for the case of spin-s L-operator
(22) can be defined as t(s)(x) := tQTM(x). Similarly to the fusion of L-
operators, the quantum transfer matrix t(k)(x) is also obtained from the
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fusion hierarchy
t(k)(x)t(
1
2
)(x+i(k+
1
2
)) = t(k+
1
2
)(x+
i
2
)+χ(x+ik)t(k−
1
2
)(x−
i
2
), k =
1
2
, 1,
3
2
, · · ·
(27)
where χ(x) =
∏M
j=1
[
(x+ωj−iτ−is)(x+ωj+iτ+is)
(x+ωj−iτ+is)(x+ωj+iτ−is)
]N/2
and k is labeling the spin
sitting on the auxiliary space.
Other set of functional relations can be obtained from the fusion hierarchy
(27). For later convenience, we introduce the T -system of functional relations
[27], which follows
t(k)(x+
i
2
)t(k)(x−
i
2
) = t(k−
1
2
)(x)t(k+
1
2
)(x) + fk(x)Id, (28)
where fk(x) =
∏k− 1
2
j=−k+ 1
2
χ(x+ ij) and Y -system
y(k)(x+
i
2
)y(k)(x−
i
2
) = Y (k−
1
2
)(x)Y (k+
1
2
)(x), (29)
where y(k)(x) = t
(k− 12 )(x)t(k+
1
2 )(x)
fk(x)
and Y (k)(x) = 1 + y(k)(x) for k = 1
2
, 1, 3
2
, · · · .
Due to the commutativity property of the transfer matrices, these func-
tional relations also hold for the eigenvalues of the quantum transfer matrix.
The eigenvalues can be obtained either by iteration of the functional relations
or by the algebraic Bethe ansatz [28, 29]. Its explicit expression is given
Λ(k)(x) =
2k+1∑
m=1
λ(k)m (x), (30)
λ(k)m (x) = e
βH(k+1−m)P km(x)R
k
m(x), (31)
P km(x) =
[
m−1∏
j=1
Φ+(x+ is− ik + ij − i)
Φ+(x− is− ik + ij − i)
][
2k∏
j=m
Φ−(x− is− ik + ij)
Φ−(x+ is− ik + ij)
]
, (32)
Rkm(x) =
Q(x− i(k + 1
2
))Q(x+ i(k + 1
2
))
Q(x− i(k + 1
2
) + i(m− 1))Q(x− i(k + 1
2
) + im)
, (33)
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and the associated Bethe ansatz equation reads
eβH
Φ−(xl +
i
2
− is)Φ+(xl −
i
2
− is))
Φ−(xl +
i
2
+ is)Φ+(xl −
i
2
+ is)
= −
Q(xl − i)
Q(xl + i)
, (34)
where Φ±(x) =
∏M
j=1 (x+ ωj ± iτ)
N
2 and Q(x) =
∏n
i=1(x− xi). Note that as
usual, we have introduced the magnetic field as a trivial modification of the
periodic boundary conditions [7].
According to (21), the description of the thermodynamics is determined
by the largest eigenvalue of the quantum transfer matrix in the Trotter limit
(N → ∞). In order to take this limit, one has to encode the Bethe ansatz
roots associated to the largest eigenvalues inside certain auxiliary functions
and exploit its analyticity properties.
These auxiliary functions for high-spin chain are usually taken as the
Y -functions [13, 14]. Therefore, the first 2s− 1 functions are given by
y(k)(x) =
Λ(k−
1
2
)(x)Λ(k+
1
2
)(x)
fk(x)
, k =
1
2
, · · · , s−
1
2
, (35)
and the last two functions are given by
b(x) =
2s∑
m=1
λ
(s)
m (x+ i2)
λ
(s)
2s+1(x+
i
2
)
, (36)
b¯(x) =
2s+1∑
m=2
λ
(s)
m (x−
i
2
)
λ
(s)
1 (x−
i
2
)
, (37)
where the λ
(k)
m (x) is given in (31). We also define a set of the complementary
functions B(x) = 1 + b(x), B¯(x) = 1 + b¯(x) and Y (k)(x) = 1 + y(k)(x).
The analyticity properties (zeros and poles) of the above auxiliary func-
tions are essentially given by the zeros of Q(x) and Λ(k)(x). The zeros of
Q(x) are the Bethe ansatz roots, which are 2s-strings in the particle sector
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n = sMN . These roots have imaginary part distributed along the values
(s+ 1
2
− l), l = 1, · · · , 2s [26]. On the other hand, the imaginary part of zeros
of the largest eigenvalue Λ(k)(x) for k = 1
2
, · · · , s are placed approximately
at ±(s + k − l) for l = 0, · · · , 2k − 1.
In addition to that, the Eqs. (36-37) imply that B(x) =
Λ(s)(x+ i
2
)
λ
(s)
2s+1(x+
i
2
)
and B¯(x) =
Λ(s)(x− i
2
)
λ
(s)
1 (x−
i
2
)
. As a consequence of the T -system (28), the prod-
uct of these two functions coincides with one of the Y -function, such that
B(x)B¯(x) = Y (s)(x). This provides us with the exact truncation of the
Y -system of functional equations (29).
The analyticity properties of the auxiliary functions allow us to apply the
Fourier transform of the logarithmic derivative of the auxiliary functions.
Therefore, due to the exact truncation of the system of functional equations,
we obtain a closed set of algebraic relations in the Fourier space,

yˆ(
1
2
)(k)
...
yˆ(s−
1
2
)(k)
bˆ(k)
ˆ¯b(k)


=


0
...
0
dˆ(k)
dˆ(k)


+ Kˆ(k)


Yˆ (
1
2
)(k)
...
Yˆ (s−
1
2
)(k)
Bˆ(k)
ˆ¯B(k)


, (38)
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where the kernel Kˆ(k) is a (2s+ 1)× (2s+ 1) matrix given by
Kˆ(k) =


0 Kˆ(k) 0 · · · 0 0 0 0
Kˆ(k) 0 Kˆ(k)
...
...
...
...
0 Kˆ(k) 0 0 0 0
... 0 Kˆ(k) 0 0
0 0 · · · 0 Kˆ(k) 0 Kˆ(k) Kˆ(k)
0 0 · · · 0 0 Kˆ(k) Fˆ (k) −e−kFˆ (k)
0 0 · · · 0 0 Kˆ(k) −ekFˆ (k) Fˆ (k)


,
(39)
with Kˆ(k) = 1
2 cosh [k/2]
, Fˆ (k) = e
−|k|/2
2 cosh [k/2]
and dˆ(k) = −iN sinh(τk)
2 cosh (k/2)
(∑M
j=1 e
ikωj
)
.
Now, we can take the limit N →∞ directly,
dˆ(k) = −
i
∑M
j=1 e
ikωj
2 cosh [k/2]
lim
N→∞
N sinh(τk) = −
βik
M
∑M
j=1 e
ikωj
2 cosh [k/2]
. (40)
The inverse Fourier transform has been applied to (38) followed by an
integration over x, resulting in

ln y(
1
2
)(x)
...
ln y(s−
1
2
)(x)
ln b(x)
ln b¯(x)


=


0
...
0
−βd(x) + βH
2
−βd(x)− βH
2


+K ∗


lnY (
1
2
)(x)
...
lnY (s−
1
2
)(x)
lnB(x)
ln B¯(x)


, (41)
where d(x) = 1
M
∑M
j=1
pi
cosh(pi(x+ωj))
and the symbol ∗ denotes the convolution
f ∗ g(x) = 1
2pi
∫∞
−∞
f(x − y)g(y)dy. The integration constants ±βH/2 were
determined in the asymptotic limit |x| → ∞.
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The kernel matrix is given explicitly by
K(x) =


0 K(x) 0 · · · 0 0 0 0
K(x) 0 K(x)
...
...
...
...
0 K(x) 0 0 0 0
... 0 K(x) 0 0
0 0 · · · 0 K(x) 0 K(x) K(x)
0 0 · · · 0 0 K(x) F (x) −F (x+ i)
0 0 · · · 0 0 K(x) −F (x− i) F (x)


,
(42)
where K(x) = pi
cosh [pix]
and F (x) =
∫∞
−∞
e−|k|/2+ikx
2 cosh [k/2]
dk.
The free-energy can be written in terms of the auxiliary function as fol-
lows,
f = e0 −
1
Mβ
M∑
j=1
(
K ∗ lnBB¯
)
(−ωj), (43)
where
e0 = −
∫ ∞
−∞
[
2s−1∑
m=0
e−m|k|
1 + e|k|
] ∣∣∣∣∣
∑M
j=1 e
ikωj
M
∣∣∣∣∣
2
dk.
4 Numerical results
As an application of the above results, we present the numerical findings for
the entropy at finite temperature as function of the magnetic field and the
coupling constants (θi).
We have solved the above non-linear integral equations numerically. This
is usually done by iteration and it allows for accurate results of the thermo-
dynamical properties at finite temperature and magnetic field.
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(a) Entropy for s=1/2
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(b) Entropy for s=1
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(c) Entropy for s=3/2
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(d) Entropy for s=2
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Figure 1: Entropy S(H, θ) for T = 0.03, spin s = 1/2, 1, 3/2, 2 and M = 2.
For the case M = 2, we have considered the following spin values s =
1/2, 1, 3/2, 2. The study of entropy and magnetization as a function of the
magnetic field H and staggering parameter θ = ω2 − ω1 at low temperature
allow us to identified three different phases (see Figure 1). There is a fer-
romagnetic phase with gapped excitations where the entropy vanishes and
two gapless phases which are the commensurate one for small θ and the in-
commensurate one for large θ. These results are in agreement with previous
results for the ground state phase diagram of the spin-1/2 case [15, 21]. In
the limits θ = 0 and θ → ∞, we have a single chain of length 2L and two
non-interacting chains of length L, respectively.
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(a) Entropy for s=1/2 M=3
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(b) Entropy for s=1/2 M=4
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Figure 2: Entropy S(H, θ) for T = 0.03, spin s = 1/2 and M = 3, 4.
As a last example, we study the caseM > 2 and s = 1/2 (see Hamiltonian
(25)). We have chosen to look at the case where most of the staggering
parameters are set to zero ωi = 0 for i = 1, · · · ,M − 1, except one ωM = θ
for M = 3, 4. This address to the case of two coupled chains of length L and
(M − 1)L. The chains have different intrachain coupling constants, which
explain the superposition of phases shown in the Figure 2. Again in the
limits θ → 0 and θ →∞, we have a single chain of length ML and two non-
interacting chains of different lengths L and (M − 1)L, respectively, which is
in agreement with the entropy data.
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5 Conclusion
In this paper we manage to apply the quantum transfer matrix approach
to the general case of quantum spin chain with competing interaction. We
considered the existence ofM staggering parameters which provides quantum
spin chain with interaction of range up to M + 1. We obtained a finite
set of non-linear integral equations for the thermodynamical of the high-
spin chains. Therefore, our general construction allowed us to generalize the
thermodynamical description of Hamiltonians with competing interactions
to the case of higher spin chains and longer range interactions.
Besides that, we have solved these non-linear integral equation numeri-
cally to the cases M = 2 and s = 1/2, 1, 3/2, 2. We also presented results
for M = 3, 4 and s = 1/2 at finite temperature. This allow us to obtain
a good picture about the ground state phase diagram of these spin chains.
We usually have a ferromagnetic phase with gapped excitations and another
regime with gapless antiferromagnetic phases.
We expect that our results could be extended to quantum spin chains of
different symmetries, e.g SU(3) case. This would results in new quantum
integrable Hamiltonians with competing interactions.
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Appendix A: List of Coefficients H
(1/2)
3
In this appendix we define explicitly the Hamiltonian coefficients for M = 3
and spin-1/2 given in (25).
ξ0,1 = −
3 + 2θ22 + 2(θ2 − θ1)
2 + θ22(θ2 − θ1)
2
6(1 + θ22)(1 + (θ2 − θ1)
2)
(A.1)
ξ0,2 = −
3 + 2θ21 + 2(θ2 − θ1)
2 + θ21(θ2 − θ1)
2
6(1 + θ21)(1 + (θ2 − θ1)
2)
(A.2)
ξ0,3 = −
3 + 2θ21 + 2θ
2
2 + θ
2
1θ
2
2
6(1 + θ21)(1 + θ
2
2)
(A.3)
ξ1,1 =
1
6(1 + θ1
2)(1 + θ2
2)
+
1
3(1 + (θ2 − θ1)
2)
(A.4)
ξ1,2 =
1
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
+
1
3(1 + θ1
2)
(A.5)
ξ1,3 =
1
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
+
1
3(1 + θ2
2)
(A.6)
ξ2,1 =
θ21
6(1 + θ1
2)(1 + θ2
2)
+
(θ2 − θ1)
2
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
(A.7)
ξ2,2 =
θ21
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
+
θ2
2
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
(A.8)
ξ2,3 =
θ22
6(1 + θ1
2)(1 + θ2
2)
+
(θ2 − θ1)
2
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
(A.9)
ξ3,1 =
θ1
6(1 + θ1
2)(1 + θ2
2)
+
θ1 − θ2
6(1 + θ2
2)(1 + (θ1 − θ2)
2)
(A.10)
ξ3,2 =
−θ1
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
+
−θ2
6(1 + θ2
2)(1 + (θ1 − θ2)
2)
(A.11)
ξ3,3 =
θ2
6(1 + θ1
2)(1 + θ2
2)
+
θ2 − θ1
6(1 + θ1
2)(1 + (θ1 − θ2)
2)
(A.12)
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ξ4,1 =
θ2
2(θ2 − θ1)
2
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
(A.13)
ξ4,2 =
θ1
2(θ2 − θ1)
2
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
(A.14)
ξ4,3 =
θ1
2θ2
2
6(1 + θ1
2)(1 + θ2
2)
(A.15)
ξ5,1 =
(θ1 − θ2)θ2
2
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
(A.16)
ξ5,2 =
−θ1(θ2 − θ1)
2
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
(A.17)
ξ5,3 =
θ2θ1
2
6(1 + θ1
2)(1 + θ2
2)
(A.18)
ξ6,1 =
−θ2(θ1 − θ2)
2
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
(A.19)
ξ6,2 =
(θ2 − θ1)θ1
2
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
(A.20)
ξ6,3 =
θ1θ2
2
6(1 + θ1
2)(1 + θ2
2)
(A.21)
ξ7,1 =
−θ2(θ1 − θ2)
6(1 + θ2
2)(1 + (θ2 − θ1)
2)
(A.22)
ξ7,2 =
−θ1(θ2 − θ1)
6(1 + θ1
2)(1 + (θ2 − θ1)
2)
(A.23)
ξ7,3 =
θ1θ2
6(1 + θ1
2)(1 + θ2
2)
(A.24)
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