Abstract: Recently, there has been a significant emphasis in the forecasting of the electricity demand due to the increase in the power consumption. Energy demand forecasting is a very important task in the electric power distribution system to enable appropriate planning for future power generation. Quantitative and qualitative methods have been utilized previously for the electricity demand forecasting. Due to the limitations in the availability of data, these methods fail to provide effective results. With the development of the advanced tools, these methods are replaced by efficient forecasting techniques. This paper presents the computational modeling of electricity consumption based on the Neural Network (NN) training algorithms. The main aim of the work is to determine the optimal training algorithm for electricity demand forecasting. From the experimental analysis, it is concluded that the Bayesian regularization training algorithm exhibits low relative error and high correlation coefficient than other training algorithms. Thus, the Bayesian Regularization training algorithm is selected as the optimal training algorithm for the effective prediction of the electricity demand. Finally, the economic input attributes are forecasted for next 15 years using time series forecasting. Using this forecasted economic attributes and with the optimal Bayesian Regularization training algorithm, the electricity demand for the next 15 years is predicted. The comparative analysis of the NN training algorithms for the proposed dataset and larger datasets obtained from the UCI repository and American Statistical Association shows that the Bayesian Regularization training algorithm yields higher correlation value and lower relative error than other training algorithms.
Introduction
Electricity demand forecasting [55] plays a vital role in the planning of the electricity production, since it determines the quantity of the required resources to operate the electricity plants. Further, it is the cornerstone of planning for electric plants and networks. Prediction of the electric load demand pattern is very complex, due to the irregular nature of the energy markets. It is therefore necessary to develop new prediction methods to reduce the uncertainty of the predictions. Accurate demand forecasting enables to make correct decisions for future planning and development. This enables significant reduction in the operation and maintenance costs and improved reliability of the power supply and distribution system. It is really a critical task to find an appropriate forecasting model for the electricity demand forecasting. Many forecasting methods are developed to solve this problem.
Traditional forecasting techniques such as time series, regression, econometric and soft computing techniques such as Fuzzy logic, genetic algorithm and NNs are utilized for the electricity demand forecasting [43] . But, none of these methods have been generalized for the demand patterns of the power distribution network. Among all the existing time series prediction models, the NN [4] shows better performance in terms of the relative error and correlation coefficient than any other model.
The NN model [5] is a recently developed class of nonlinear models, based on the principles derived from the structure of the brain. The NNs are trained by using the training algorithms. There are three types of training algorithms that are found to be effective for variable range of weights.
• The Newton algorithm is found to be efficient for a small number of weights.
The memory requirement of this algorithm is directly proportional to the square of the number of weights.
• Various Quasi-Newton algorithms are efficient for a moderate number of weights. The memory requirement of these algorithms is directly proportional to the square of the number of weights.
• Various conjugate-gradient algorithms are efficient for a large number of weights. The memory requirement of these algorithms is directly proportional to the number of weights.
The main disadvantage of the existing prediction models is its difficulty with infinite recursion and structured representations. Hence, an efficient prediction model is required to overcome these shortcomings. The purpose of this work is to determine the optimal prediction method for forecasting electricity demand using an economic data set. The main focus is to find an optimal training algorithm for the forecasting purpose. All the prediction techniques are applied to the dataset compiled from the Tamil Nadu Electricity Board and Statistical Department.
The empirical comparison results show that the Bayesian Regularization training algorithm achieves significant reduction in the relative error and high correlation coefficient, among all other training algorithms. Based on this concept, the optimal training algorithm is determined based on the correlation coefficient and relative error of the training algorithms. Therefore, it is concluded that the Bayesian Regularization training algorithm is the optimal training algorithm for electricity demand forecasting.
The rest of the paper is systematized as follows: Section 2 describes the existing works related to the electricity demand forecasting techniques. Section 3 illustrates the NN model used in this work. Section 4 describes the activation functions for NN. Section 5 explains about the classification of the NN training algorithms. Section 6 presents the dataset description and Section 7 involves the results and discussion including the comparative analysis of the relative error and correlation coefficient of various training algorithms and ranking of the training algorithms. The conclusion and future implementation of this work are discussed in the Section 8.
Literature survey
This section explains about the existing electricity demand forecasting techniques. Various types of classifications based on the forecasting methods were introduced over a period of time. [55] developed an improved hybrid model including moving average, combined method, hybrid model and adaptive PSO algorithm (MA-C-WH) for forecasting electricity demand in China. The performance of the proposed MA-C-WH model was compared with the existing seasonal ARIMA (SARIMA). Based on the results of popular forecasting precision indexes, the proposed model was found to be effective for seasonal time series with nonlinear trend. [43] reviewed the various energy demand forecasting models including traditional methods and soft computing techniques. The support vector regression, optimization techniques such as Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) were also adopted for energy demand forecasting. The Market Allocation (MARKAL) and Long range Energy Alternatives Planning (LEAP) models were also used for the energy demand management. [14] proposed a NN based approach for selecting the best prediction method depending on small number of customers. The proposed approach did not require frequent retraining.
[5] developed a weighted fuzzy NN for monthly electricity demand forecasting in Taiwan. The fuzzy NN framework was modified and the significance of every factor amongst the different rules was calculated using a weighted factor. The NN was trained using the historical data, to forecast the future electricity demands. The monthly electricity demand forecasting accuracy of the NN model was higher than the other approaches. [2] proposed a novel approach that combined multioutput feed forward NN with filtering and seasonal adjustment. Empirical mode decomposition (EMD) based signal filtering was performed for reducing the noise signals. The seasonal component was removed from the denoised series and the resultant series was modeled with a multi-output strategy. The season indexes were restored to the forecasts and final prediction was obtained. The forecasting accuracy was improved compared to the existing models.
[49] analyzed the PSO optimal Fourier Method, seasonal Autoregressive Integrated Moving Average Model (ARIMA) model and also combined models of both techniques for correcting the seasonal ARIMA forecasting results. The prediction accuracy of the three residual modification models was better than single seasonal ARIMA model. The combined model was found to be more satisfactory than the models. [45] introduced a decomposition approach for modeling the variation in the electricity demand trend for medium and long-term forecasting. The historical time series was decomposed into a number of components according to the seasonality variation, daily activity and day of the week. However, the decomposition approach was relatively feasible for implementation, since it did not require the structural models or time series analysis and reduced the complex non-linear parameter estimation efforts.
[32] proposed a hybrid forecasting framework including a Multi-Input MultiOutput (MIMO) forecasting engine to predict the electricity demand and price. A Data Association Mining (DAM)-based rule extraction mechanism was employed for determining and extracting the customer reaction patterns to the price forecast. These extracted rules were used for tuning the initial forecasts of the MIMO engine. [44] introduced a semi-functional partial linear model for forecasting the electricity demand and price. The new forecasting model was compared with a naïve method and seasonal ARIMA model. The performance of the new forecasting model was better for the electricity demand forecasting than the price forecast. [39] presented a new mid-term electricity demand forecasting framework for the practical and reliable forecast using the measurable amount of external variables. The performance result of the proposed approach was better than the decomposition forecasting methods. [47] proposed a novel approach that combined the first-order gray differential equation and seasonal fluctuation from time series method. The proposed model achieved a better performance than the original gray differential equation model.
A nonlinear time series modeling technique was applied to analyze the electricity demand. A weighted largest Lyapunov exponent forecasting method was proposed to improve the prediction accuracy. The PSO algorithm was used for determining the optimal weight parameters of the forecasting method. The mean absolute relative error (MARE) of the prediction model was relatively lower than the forecasting errors of the existing methods [46] . [18] discussed the most relevant studies on electricity demand prediction over the last 40 years, and presented different models for the future trends. Additionally, the latest studies on the demand forecasting were analyzed in the future environments [53] modeled the electricity demand in the Ontario province by using a neuro Fuzzy inference system. A neurofuzzy model was created for the electricity demand, based on the data collected using statistical methods [8] investigated the relationship between Turkish residential electricity consumption, using the application of the structural time series model to the annual data. Finally, the Turkish residential electricity demand was predicted accurately, based on different forecast assumptions.
[52] developed a hybrid energy demand forecasting procedure with higher precision, using PSO-Genetic Algorithm (GA) approach. The superior performance of the proposed forecast method was higher than the single optimization methods and multiple linear regressions. [19] presented a Multi-Agent System (MAS) model for virtual power plants. A set of agents was embedded with artificial NNs for the collaborative forecasting of disaggregated energy demand of the domestic users. The MAS was fed with relevant data to make informed decision, due to the reduction in the error rate. [25] proposed a new hybrid method including PSO and ACO for estimating energy demand of Turkey. Estimation of the future energy demand was done under different scenarios. The relative estimation errors of the HAPE model were low and fitting solutions were provided. [40] proposed a Pattern Forecasting Ensemble Model for day-ahead prediction of electricity demand. Five forecasting models were implemented using different clustering techniques based on the Pattern Sequence Similarity algorithm. The performance of the proposed model was evaluated on electricity demand datasets and compared with five forecasting models. The performance of the proposed model was better in terms of Mean Relative Error (MRE) and Mean Absolute Error (MAE), when compared to the five forecasting models.
[41] presented a regression-SARIMA model with generalized autoregressive conditional heteroskedastic (GARCH) for the electricity demand forecasting. Due to the non-constant mean value and variance of the daily peak demand data and multiple seasonality variation corresponding to weekly and monthly data, the possibility of serial correlation in the instability was solved using the GARCH modeling methodology. The forecasting accuracy of the proposed model was improved, while enabling reduction in the mean absolute percent error. [9] investigated the relationship between the variables such as Gross Domestic Product, aggregate electricity consumption rate and price to forecast the future aggregate electricity demand in Turkey. The structural time series technique was applied to the annual data over a certain time period to estimate aggregate electricity demand function for Turkey. Efficient prediction of aggregate electricity demand was performed based on the estimated equation.
NN model
The model that predicts the relationship between the input and output values with the sufficient learning repetitions is called Neural network (NN) models. The approximation of non-linear decision boundaries required the high precision with less computational time. The non-linear functions are utilized to compute the most fitting during the transformation of input variables. The NN model includes the input layer, hidden layers and an output layer with summation and activation function. The correlation estimation calculates the linear relationship between the input and output variables. The number of neurons in the hidden layers is responsible for relationship measurement. The NN model comprises of an input layer, few hidden layers, and an output layer. Fig. 1 shows the single neuron. A feedforward artifician NN model includes a summation function and activation function 'G' as shown in Fig. 2 . This network is made up of many nodes connected parallelly and in series. 
where x k = Inputs of k neurons w ki = Weights of k-th neuron to i-th neuron
The input neurons are multiplied by weights w ki and summed with the constant bias term θ i and the superscript of 'n', 'θ' and 'w' refers to the first or second layers.
The architecture 9-6-5-1 has the highest correlation value as shown in Fig. 3 . So, this architecture is chosen for the NN training. The architecture has 9 neurons in the input layer, 6 neurons in the first hidden layer, 5 neurons in the second hidden layer, and 1 neuron in the output layer. 
NN parameters
NN parameters are used to obtain maximum similarity between the input and output values. So, the error between the desired and actual outputs is reduced. These NN parameters are very important and sensitive to the accuracy of the prediction. Therefore, setting the NN parameters is very significant. While creating a NN, selection of the input variable is mainly important to obtain a meaningful prediction. The variables that influence the target variable are selected as input variable. The correlation value is calculated between the input and target variables to measure their linear relationships. The numbers of hidden layers and the numbers of neurons in the hidden layers are also important for the NN architecture. These values are obtained by continuously changing the configuration during the training process using a number of ancillary algorithms. The correlation value is calculated for different combinations of numbers of hidden layers and numbers of neurons. The NN is trained with a learning algorithm called a training algorithm. Here, the NN is evaluated using different training algorithms including back propagation algorithms, gradient descent methods, conjugate gradient descent, variable metric methods and regularization methods. An activation function specifies the output of a neuron for a given input. Neurons are 'switches' that outputs '1' when they are sufficiently activated and '0' when not activated.
Training algorithms are the optimization procedures used for automatic adjustment of the weights and biases of the network. The main objective of the training algorithms is to reduce the global error G E defined as
where tp is the total amount of training patterns and E tp is the error contained in the training pattern. E tp is calculated as
where N is the total number of the output nodes, o i denotes the output of the network at the i-th output node, and t i is the target output at the i-th output node. This global error is reduced by adjusting the weights and biases.
Activation functions for NN
The NN [6, 20, 35] is used in the time series prediction to find the best relationship between the input and output values for a sufficient number of learning repetitions.
Here the dataset is partitioned into two sets of data for training and testing. They allow the complex nonlinear relationships between the response variable and its predictors. The NN models [17] have concentrated on forecasting future developments of the time series from values of x up to the current time. The advantage of the NN includes automatic learning of dependencies only from measured data without the need to add further information.
Hyperbolic tangent function
The hyperbolic tangent function [42] is the most common activation function for the NNs, which produces output values ranging from −1 to 1. It is defined as the ratio between the hyperbolic sine and cosine functions or the ratio of the difference and sum of two exponential functions as seen below
The sigmoid activation function does not return the values less than zero. But, it is possible to move the sigmoid function towards a region with negative values. This is performed by using the hyperbolic tangent function. Because of this higher numeric range, the hyperbolic activation function is often used instead of the sigmoid activation function. The tangent hyperbolic function is a bipolar version of the sigmoid function. Fig. 4 shows the hyperbolic tangent function.
Linear activation function
Another common activation function for the NNs is the linear activation function [27] . This function only produces positive numbers over the whole range of real numbers. The mathematical formula for this function is shown as
(7) Fig. 4 Hyperbolic tangent function.
Uni-Polar sigmoid function
The sigmoid function produces the positive output values ranging from 0 to 1. Activation function of the uni-polar sigmoid function [33] is defined as
.
This function is especially advantageous for NNs trained by back-propagation algorithms. As it is easy to distinguish, it minimizes the computation capacity for training. Since the sigmoid activation function includes single constant derivative, it is suitable only for the output layer of the NN trained with the gradient descent based training methods. Fig. 5 shows the uni-polar sigmoid function. 
Bi-Polar sigmoid function
The bi-polar sigmoid function produces the output values in the range of [−1, 1]. Fig. 6 shows the bi-polar sigmoid function. Activation function of the Bi-polar sigmoid function [11] is given by
Fig . 6 Bi-polar sigmoid function.
Classification of NN training algorithms
Tab. I shows the training algorithms used for training the NN. With the optimal NN architecture, 17 different training algorithms and 9 sets of different combinations of 3 activation functions for the hidden layer and output layer are used in the NN training. This NN predicts the electricity consumption. The main function, advantages and drawbacks of the training algorithms are discussed in this section. Tab. I Neural Network training algorithms.
S. No Training Algorithms

Bayesian regularization
Bayesian regularization [31, 50] is a mathematical process that converts a nonlinear regression into a well-modeled statistical problem in the manner of a ridge regression. It is the most suitable method for the estimation when a large number of inputs is used for the best output. Bayesian regularization reduces the linear combination of the squared errors and weights. It also adjusts the linear combination to produce the network with good generalization qualities at the end of training. The Bayesian optimization of the regularization parameters requires the computation of the Hessian matrix of F (w) at the minimum point w * . F is the objective function and w is the vector of network parameters.
The Bayesian regularization requires numerical approximation of analytically intractable integrals. It provides the estimated values based on the prior approximations of the parameters. These approximations are expressed with the probability density functions. In this technique, the number of subjective choices specifications is required for the prior parameters. The prior confidence about the parameters is approximated before collecting the data. It is also used to estimate the parameters of unknown model by combining the prior knowledge and the observed data for providing a probability distribution. The regularization parameters α and β are calculated as follows:
where, α and β are the objective functions, ρ defines the effective number of parameters, E w is the error of weights and E D is the error of data points. It treats the weight values as a random variables and assumes that the prior probabilities of P are Gaussian. The following mathematical model is used to compute the regularization
where S denotes the dataset, N represents the particular NN model, v is the vector of network weights, P (S|v, β, N ) defines the likelihood function that is the probability of the occurring data for the weights v, P (v|α, N ) represents the prior density of the weights and P (S|v, β, N ) is the normalization factor that guarantees the probability as 1.
Levenberg-Marquardt
The Levenberg-Marquardt (LM) algorithm [7, 13] is one of the most popular tools for solving the non-linear minimum mean squares problems. This algorithm is designed to attain the second-order training speed, without the need for computing the Hessian matrix. The Hessian matrix can be approximated as
The gradient is computed as
where e is a vector of network errors and J is the Jacobian matrix containing first derivatives of the network errors corresponding to the weights and biases. The Jacobian matrix is calculated using a standard back-propagation technique, which is really simpler than the Hessian Matrix computation.
Scaled Conjugate Gradient
The Scaled Conjugate Gradient (SCG) descent algorithm [22, 24, 38, 51] does not require the computationally expensive line search and at the same time possess the advantage of the Conjugate Gradient descent algorithms. The step size in the conjugate direction in this case is determined using the LM approach. The algorithm starts in the direction of the steepest descent given by the negative of the gradient as
where P u is the search direction, ∇ is the gradient and V u is the direction. The updated weights and biases are then given by
where X k is the weights, α k is the step size determined by the Levenberg-Marquardt algorithm.
The next search direction that is conjugate to the previous search directions is determined by the combination of the previous search direction with the new steepest descent direction. This is given by
where β k is defined as
and where µ k is given by
Back propagation
The back propagation algorithms [48, 51] performs the training of a feed-forward multilayer NN for a given set of input patterns with known classifications. The network examines its output response to the sample input pattern, during the presentation of every entry of the sample set to the network. The output response is then compared with the known and desired output and the error value is calculated. The connection weights are adjusted based on the error value.
Resilient back propagation
The main purpose of the resilient back propagation [28, 37] is to eliminate the detrimental effects of the degree of the partial derivatives. The direction of the weight update is determined only by the sign of the partial derivative. The magnitude of the partial derivative does not have any effect on the weight update. By using a different update value, the size of the weight change is determined.
There is an increase in the update value for every weight and bias by a specific factor, when the derivative of the performance function holds the same sign for two successive iterations, with respect to that particular weight. The update value is reduced by the factor, when the derivative changes sign from the previous iteration, with respect to that weight. The update value for the weight and bias remains the same, if the derivative is zero. The weight change is decreased, during variations in the weights. The magnitude of the weight change increases, if the weight change continues in the same direction for multiple iterations.
where α is the learning rate, W is the weight, P is the change in the weight, α + = 1.2 and α − = 0.5.
Online back propagation
The online back propagation algorithm is a heuristic method that includes two phases. During the first phase, the learning rate is adjusted after every iteration, so as to quickly attain the minimum value of the error criteria on the validation set. The search process is refined during the second phase, by repeatedly returning to previous weight configurations and reducing the global learning rate. Training is performed online, i.e. the weights of the NN are updated after the presentation of each training sample. The given weight W ij (t) is updated by adding a ∆W ij (t) at every iteration t,
where ε is the learning rate. The validation set is used to control the adjustment of the learning rate ε(t) after each training iteration t. The true gradient descent is not involved in this method, since the sum of all pattern derivatives over the given iteration is never determined for a particular set of weights. Instead of this, the weights are changed slightly after each pattern, by evaluating the pattern derivatives that are relative to slightly different weight values.
Batch back propagation
In the batch back propagation approach [54] , all patterns are provided for the network before the learning process. In the batch training protocol, initially all the training patterns are presented and their corresponding weight updates are summed. Then the actual weights in the network are updated. This process is repeated, until some stopping criterion is satisfied. In batch back propagation, there is no need to select the patterns randomly, since the weights are updated only after the presentation of all patterns. In batch mode, the value of ∂E P /∂W ij is calculated after the submission of every pattern to the network. Then, the total derivative ∂E/∂W ij is calculated during the end of a given iteration, by the summation of the individual pattern derivatives. The weights are updated, after the calculation of the total derivative. The batch mode approximates the gradient descent, as far as the learning rate ε is smallest.
Powell/Beale restarts conjugate gradient
The Beale-Powell restart algorithm [38, 51] is highly useful for the large-scale unconstrained optimization applications. The search direction is reset periodically accoding to the negative values of the gradient, based on the inequality condition. If the number of iterations becomes equal to the number of the network parameters such as weights and biases, there will be the occurrence of the standard reset point. The training efficiency is improved by other reset methods. Powell and Beale have proposed a reset method, if the orthogonality between the current gradient g k and previous gradient g k−1 is low. This is validated using the following inequality:
The search direction is reset according to the negative value of the gradient, if this inequality condition is satisfied.
Polak-Ribiere conjugate gradient
Polak and Ribiere [38, 51] have proposed another version of the conjugate gradient algorithm. The search direction for each iteration is determined by
where P k is a search direction. For the Polak-Ribiére update, the constant β k is computed by
This is defined as the ratio of the product of the previous gradient with the current gradient to the norm squared value of the previous gradient.
One-step secant
As the Quasi-Newton algorithm exhibits high storage and computational complexity in each iteration when compared to the conjugate gradient algorithms, there arises a need for the secant approximation. The OSS training algorithm [51] needs minimum stotrage and computation requirements than the Quasi-Newton algorithm, and slightly high storage and computation requirements than the conjugate gradient algorithms. Thus, the OSS method is considered as a mutual compromise between the Quasi-Newton algorithms and conjugate gradient algorithms.
Limited memory Quasi-Newton
The Limited Memory Quasi-Newton method [12, 36] is used to update the variables with indices outside the active set. The main idea behind this approach is to use the information from only the most recent iterations only, while the information from earlier iterations is discarded for reducing the memory consumption.
Quasi-Newton
Newton's method [4] , is found to be an alternative for the conjugate gradient approaches because of its rapid optimization. The fundamental step of the Newton's method is
where A is the Hessian matrix of the performance index of the present values of the weights and biases. Quasi-Newton method [10, 24] involves a generation of a sequence of matrices G that represents increasingly accurate approximations to the inverse Hessian. Using only the first derivative information of E, the updated expression is presented as follows:
where G k is a symmetric positive definite matrix and T represents the transpose of the matrix.
Variable learning rate gradient descent
The learning rate parameter is used to determine the fast convergence of the Backlinear Propagation (BP) to the minimum solution. The convergence is faster, when the learning rate is large and the step is big. To speed up the convergence time, the variable learning rate gradient descent BP utilizes larger learning rate α, when the NN model is far from the solution and smaller learning rate α, especially when the neural net is near the solution. The new weight vector w k+1 is adjustedt the same as that is in the gradient descent with momentum above but with a varying α 1 . Typically, the new weight vector w k+1 is defined as 
Conjugate gradient descent
In the conjugate gradient descent algorithms [24, 26] the search process is performed along the conjugate directions, to determine the step size. This produces generally faster convergence than the steepest descent directions. During every iteration, the step size is adjusted. The search direction during every iteration is determined by updating the weight vector as
where
Quick propagation
The Quick propagation algorithm [23] computes the weight change by using the quadratic function f (x) = x 2 . Relating the secant to the quadratic function, it is possible to calculate the minimum point f (x) = 0. The X-coordinate of the minimum point is decided as the new weight value.
where W is the weight, i is the neuron, E is the error function, t is the time and α is the learning rate.
Gradient descent with momentum
Momentum allows the network to respond to the local gradient, and also to the recent trends in the error surface. This also allows the network to ignore the small features in the error surface. The momentum constant is denoted as µ which exists between 0 to 1 range. When the momentum constant is 0, the weight change is performed based only on the gradient. When the momentum constant is 1, the new weight change is set to equal the previous weight change, while simply ignoring the gradient [24, 34] . The new weight vector w k+1 is adjusted as
Gradient descent
The gradient descent algorithm [5, 22, 24] updates the weights and biases along the steepest descent direction. The network weights and biases are modified in a direction that reduces the performance function rapidly i.e. the negative of the gradient of the performance function. The updated weights and biases in this algorithm are given by
where x k is the vector of the current weights and biases, α k is the learning rate and ∇G k is the current gradient of the performance function. Tab II shows the advantages and disadvantages of the NN training algorithms.
S.No
Training advantages disadvantages algorithms 1.
Bayesian regularization
•Bayesian regularization expands the cost function to search not only for the minimal error, but also for the minimal error by using the minimal weights.
•By using Bayesian regularization, the need for a costly cross validation is avoided.
•This also reduces the need for testing the various numbers of hidden neurons for a problem.
•Bayesian regularization provides better generalization performance than others, since it does not require a separate validation dataset.
•The main disadvantage of the Bayesian regularization algorithm is that it generally takes more time to converge than early stopping.
2.
Levenberg-Marquardt
•Because of the properties of the fast convergence and stability, this method is employed in many modeling problems.
•One of the main drawbacks of the LM algorithm is that it needs the large storage of some matrices, for certain problems.
•LM algorithm is really dependent on the initial predictions for the network parameters.
•Based on the initial weights of the network, this algorithm may converge to the local minima or do not converge at all.
•The Levenberg-Marquardt is very sensitive to the initial network weights.
It also does not consider outliers in the data,which may lead to overfitting noise.
3.
Scaled Conjugate Gradient
•The SCG algorithm avoids the time-consuming line search.
•The calculation complexity and memory consumption of the SCG algorithm are also low.
•Hence, the speed-up rate of the SCG algorithm is really high.
•The SCG algorithm does not perform the line search during every iteration.
4.
Back propagation
•Back propagation is a very simple and efficient method for computing the gradient in the NN.
•Slow rate of convergence.
•The learning time of the back propagation algorithm increases and recall performance reduces, with the increase in the size and complexity of data.
5.
Resilient Back Propagation
•It is generally much faster than the standard steepest descent algorithm.
•The memory requirements are also moderate.
•However, the learning speed and convergence rate are moderate for the artificial hyperbolic test functions.
6.
Online back propagation
•The online back propagation algorithm improves the generalization capacity and shows the good convergence speed.
•Further, the online back propagation is superior to the batch back propagation, when there is a maximum degree of redundancy in the training data.
•This is used for the dynamic environments that provide a continuous stream of data values.
•The computational complexity of the online back propagation algorithm is high.
Batch Back Propagation
•Batch back propagation yields a highly stable descent to the local minimum.
•It requires a much longer time to converge, as it considers the total training error over all the patterns. 8.
Powell/Beale Restarts Conjugate Gradient •The performance of the Beale-Powell restart algorithm is higher than the conjugate gradient back propagation.
•The storage requirements for the Powell-Beale algorithm are higher than the storage requirements for Polak-Ribiére. 9.
PolakRibiere Conjugate Gradient •Highly effective and suitable for solving large-scale nonsmooth and free convex optimization problems.
•The storage requirements for the Polak-Ribiére are slightly larger for Fletcher-Reeves.
10.
One-
Step Secant
•Requires low storage and computation requirements, when compared to the QuasiNewton algorithm.
•There is no guaranteed error bound for the computed iterations.
•The convergence rate is slower than the Newton algorithms.
11.
Limited Memory QuasiNewton •The Limited Memory QuasiNewton method requires low memory and less computational time.
•However, the Limited Memory Quasi-Newton method still needs to solve subproblems at every iteration.
12.
Newton Method
•Newton's method exhibits faster convergence rate than the conjugate gradient approaches.
•This method generalizes more easily for solving the simultaneous types of nonlinear equations.
•Unfortunately, it is more complex and really expensive for computing the Hessian matrix for the NNs.
13.
Quasi-Newton
•Quasi-Newton methods are chosen, since it does not require computation of the Hessian matrix.
•Quasi-Newton Method is much faster than the steepest decant method.
•Convergence rate of this method is superlinear.
•The problem with this approach is the requirement of computation and storage of the approximate Hessian matrix for every iteration.
14.
Variable
Learning Rate Gradient Descent
•A near-optimal learning rate is obtained for the local terrain.
•However, this algorithm becomes unstable, if the learning rate is made too large. On the other hand, if the learning rate is set to be too small, the algorithm will take a longer time to converge. 15.
Conjugate
Gradient Descent
•The convergance rate is faster than the gradient descent algorithm.
•The conjugate gradient algorithms are usually much quicker than the variable learning rate backpropagation.
•The time consuming line search is required during all the iterations of the weight update.
16.
Gradient Descent with Momentum
•Gradient Descent with Momentum yields better prediction accuracy without requiring more training time.
•With the usage of momentum, the stability of the algorithm is maintained during the higher learning rate.
•The results are not accurate, due to the low prediction capability.
Gradient
Descent •Gradient descent is much more faster.
•Convergence rate is low.
•Not invariant to the linear transformations.
Tab. II Advantages and disadvantages of NN training algorithms.
Dataset description
This section describes the dataset used in our work. Tab. III shows the units and descriptions of the target variable. Tab. IV shows the units and descriptions of the input variables and. Tab. V shows the economic based information and Electricity consumption data for 50 years. The economic information and electricity consumption data of Tamilnadu from 1964 to 2013 are collected from the Tamil Nadu Electricity Board (TNEB) and Department of Economics and Statistical department, Tamilnadu, India. The experiment utilizes a NN with the economic input factors that influence the electric energy consumption as input variables.
Variable Target Variable
Simple Description Units
Electricity Consumption is a measure of the consumption rate of electric energy by the consumers during the period of year. It is measured in kwh. The electricity consumption is used as target variable to be forecast in the neural network.
Million Units
Tab. III Units and description of target variable.
The economic input factors that influence the electricity consumption is selected as the input variables. The economic input variables include the following: population, wholesale price index, urban consumer price index, rural consumer price index, gross state domestic product, state per capita income, exports, imports and industries income. Electricity consumption is the target variable or the dependent variable. The input variables are the independent variables that are used to train the NN to obtain the electricity consumption.
Every independent variable is a time series data belonging to particular economic factors. With the multi-layer perceptron, the parameters of NN are modified in such a way to obtain maximum similarity between inputs and outputs for all training data. The training data is fed at the network input. For every pattern, the error between the desired and actual network output is analyzed. Depending on the value of this error, correction of the neural weights is performed. The process is repeated until certain conditions of training termination are achieved. The results are obtained using an optimal architecture with different training algorithm and with a different combination of input and output activation functions. The results are compared based on the lowest relative error and highest correlation coefficient.
Tab. VI shows the correlation coefficient of the input variable to the target variable. The table indicates that all the selected input variables have the highest correlation coefficient with the dependent variable. From the correlation coefficient values, it is confirmed that the selected economic-based input variables influence the dependent variable. So, these input variables are the optimal input variables for the NN model.
Tab. VII illustrates the correlation coefficient for different NN architectures.
From the table, it is clearly evident that the NN architecture 9-6-5-1 has the highest correlation coefficient than the other NN architectures. Hence, this NN architecture is chosen and trained by using the best training algorithm for the effective computation of electricity consumption. The electricity consumption is measured in Megawatt [MW] . Over the years, there is a constant increase in the electricity consumption rate.
Variable Input Variables
Description Units
X1
Population
With the increase in the population growth, consumption of electric energy for the routine activities also increases.
Number of personnel
X2
Wholesale price index
The Wholesale Price Index (WPI) represents the special price of goods that are sold in bulk and traded between the organizations, instead of individual consumers.
Index Numbers
X3
Consumer price index -Urban
The Consumer Price Index (CPI) measures the changes in the price level of consumer goods and services purchased by the households. It is a comprehensive measure used for approximating the price changes of the commodities.
Index Numbers
X4
Consumer price index -Rural
X5
Gross State Domestic Product
The Gross State Domestic Product (GSDP) is a measure of the economic output of the nation. It represents the total amount of productivity of goods and services during a year.
Amount of Money
X6
State Per Capita Income
State per capita income is defined as the average income of individuals in a state.
Amount of Money
X7
Exports Export is the process of selling goods and services produced in the home country to the International markets.
Amount of Money
X8
Imports Import is the process of the receiving goods and services from an external producer.
Amount of Money
X9
Industrial income
Industrial income is the total amount of income incurred by the industries.
Amount of Money
Tab. IV Units and description of input variables.
Results and discussion
This section explains the comparative analysis of the NN training algorithms. Among these training algorithms, the optimal training algorithm is determined. Tab. VI Correlation coefficients of the input variables to the target variable.
NN architectures Correlation coefficient
Tab. VII Correlation Coefficient for different NN architectures.
Alyuda NeuroIntelligence 2.1 software [1] and MATLAB 2013b software [29] are utilized for experimentation. The comparative analysis of the relative error and correlation coefficient of the training algorithms with different combinations of the activation functions is carried out in this section. The dataset involves the electricity consumption data for 50 years. The dataset is partitioned into two sets of data for training and testing. The dataset is partitioned into two sets of data for training and testing. 90% of data is used for training and 10% is used for testing. Tab. VIII shows the comparative analysis of the correlation coefficient of every training algorithm. The comparative analysis of the relative error of each NN training algorithm is shown in the Tab. IX. Tab. X shows the ranking of the NN training algorithms based on relative error and correlation coefficient.
Relative error
The Relative Error (RE) is obtained by dividing the difference between the actual and the desired output values. It is calculated by using the following equation
where Y i represents the mean value of the NN output, Y p is the predicted value of the NN output and N represents the number of cases used for the calculations of statistical parameters.
Correlation coefficient
The correlation coefficient is defined as the degree of the relationship between the input and output variables. The values of the correlation coefficient ranges from −1.0 to 1.0. If the correlation coefficient is +1.0, there is a high positive correlation between the variables. If the correlation coefficient is −1.0, there is a high negative correlation between the variables. If it is equal to 0, it denotes the non-correlation between the variables. Fig. 7 shows the graph illustrating the comparison between the correlation coefficients for NN training algorithms. The correlation coefficient of the Bayesian Regularization training algorithm is higher than other training algorithms. Fig. 8 shows the comparison graph of the relative error values of every training algorithm. The relative error of the Bayesian Regularization training algorithm is 0.000257, which is the lowest value among the relative error of other training algorithms. Hence, the Bayesian Regularization training algorithm is selected as the optimal training algorithm for the effective computation of the electricity consumption. It creates the computing model to predict the electricity consumption using the nine economical quantities. This implies that the Bayesian Regularization training algorithm is the optimal training algorithm for the electricity consumption forecasting. The ranking of the training algorithms based on the accuracy parameter is shown in the Tab. X. Based on the lower relative error and higher correlation coefficient in both the training and testing period, the Bayesian Regularization training algorithm obtains the highest rank. The Levenberg Marquardt training algorithm is ranked second. It accurately predicts the electricity demand rate more closely to the actual data. This means that the deviation of the predicted electricity demand rate from the actual demand rate is minimum. Hence, it is concluded that the Bayesian Regularization training algorithm is determined as the optimal training algorithm for the effective computation of electricity consumption. 
WEKA time series analysis
After finding an optimal training algorithm, the future electricity consumption is to be forecasted. For further forecasting of electricity consumption, all 9 economical quantities are needed. Since all the variables are time dependent, a Waikato Environment for Knowledge Analysis-version (WEKA) based time series forecasting can be done for every input variable. A WEKA-version 3.7.6 (WEKA 3.7.6) tool [16] is used for time series forecasting. The time series forecasting is reliable for the data that represents the long-time predictions. It can be used easily as the historical observations are readily available from secondary sources. These successive observations are statistically dependent. The time series forecasting is concerned with the analysis of statistical dependencies. Tab. IX Comparative analysis of relative error of each training algorithm with different combinations of activation functions.
In the time series forecasting, the prediction of the future values does not depend on the explanatory variables that affect the system. As the collection of information on the explanatory variables is highly cumbersome, there is a problem in the availability of long-term data. In such conditions, the time series model is a boon for forecasting.
Tab. XI shows the Forecasting of input variable using WEKA Time Series Analysis for the next 15 years. Time series forecasting uses a model to predict the future values based on previously observed values. The forecasted time series data is applied to the computational model to predict the electricity consumption of next 15 years. Tab. XII shows the prediction of the electricity consumption using the Bayesian Regularization training algorithm. The electricity consumption is measured in Megawatt (MW). Fig. 9 shows the predicted electricity consumption using Bayesian regularization training algorithm for the 2014-2028. Fig. 10 shows the actual and predicted electricity consumption. From the graph, it is observed that there is a linear increase in the acutal and predicted electricity consumption from the year 1964 to 2028. The optimal splitting proportion is highly important for successful training. Here, the small size dataset is split into 90% for training and 10% for testing. The medium size dataset is split into 70% for training and 30% for testing. The larger size dataset is split into 60% for training and 40% for testing. The relative error and correlation in the prediction of electricity consumption on different size of datasets are calculated using all the NN training algorithms. The results are compared to analyze the prediction accuracy for different size of datasets.
Tab. XV shows the relative error of the NN training algorithms for different sizes of datasets. Fig. 11 depicts the comparison of the relative error for different datasets. The presence of instances and attributes result in the increase in the relative error. The prediction accuracy decreases with the increase in the size of the dataset. From the Tab. XIV, the number of attributes in the proposed econometric variable dataset is lesser than other datasets. Hence, the relative error of the proposed econometric variable dataset is low and prediction accuracy is high. From the Tab. XV it is observed that the Bayesian regularization training algorithm yields lower relative error than other training algorithms. Tab. XVI shows the correlation value of the NN training algorithms for different sizes of datasets. Fig. 12 depicts the comparison of the correlation value for different datasets. From the comparative analysis, it is observed that the correlation value of the Bayesian Regularization training algorithm is higher than other training algorithms.
Conclusions and future work
The conclusion and future implementation of this survey are discussed in this section. The objective of this survey is to determine the optimal NN training algorithm for achieving effective prediction using multiple time series data. This paper has analyzed a number of NN training algorithms to identify the optimal algorithm. The accuracy parameters such as relative error and correlation coefficient of the training algorithms have been calculated. Various training algorithms are compared to find out the optimal model for Tamilnadu electricity consumption forecasting. The results show that the Bayesian regularization training algorithm with a hyperbolic tangent activation function is proved to be the optimal NN training algorithm. It effectively reduces the relative error to 0.000257 and achieves a high correlation coefficient of 0.99999993. Due to the reduction in the relative error and improved correlation coefficient, the deviation from the actual electricity consumption is minimized. Hence, the Bayesian Regularization training algorithm is selected as the optimal training algorithm for the effective computation of electricity consump- Tab. XV Relative error of NN training algorithms for different sizes of datasets.
tion. It creates the computing model to find the electricity consumption using nine economical quantities. The flexibility of this method is the capacity for using the non-static parameters. The convenience of this method is the insertion of new data and this will continuously improve the estimation process. This approach combines the observed data and the unknown parameters for providing the posterior information. Finally, the economic input attributes are forecasted for the next 15 years using time series forecasting. Using these forecasted economic attributes and with the optimal Bayesian Regularization training algorithm, the electricity consumption for the next 15 years is predicted. The comparative analysis of the NN training algorithms for the proposed dataset and larger datasets obtained from the UCI repository and American Statistical Association shows that the Bayesian regularization training algorithm yields higher correlation value and lower relative error when compared to other training algorithms. The main intention of this future work is to increase the accuracy of forecasting and examining the application of neural networks for the modeling and forecasting of the electricity demand. Tab. XVI Correlation value of NN training algorithms for different sizes of datasets.
