It is well-known that on a Veech surface the dynamics in any minimal direction is uniquely ergodic. In this note, it is shown that for any non-Veech genus 2 surface, there exists an uncountable set of minimal nonuniquely ergodic directions. *
Introduction and Statement of Theorem
Suppose (X, ω) is a translation surface where the genus of X is at least 2. This means that X is a Riemann surface, and ω is a holomorphic 1-form on X. For each θ ∈ [0, 2π) there is a vector field defined on the complement of the zeroes of ω such that arg ω = θ along this vector field. The corresponding flow lines are denoted φ θ . For a countable set of θ there is a flow line of φ θ joining a pair of zeroes of ω. These are called saddle connections. For any θ such that there is no saddle connection in direction θ, the flow is minimal. Veech ([V1] ) found examples of certain skew rotations over a circle which are minimal but not uniquely ergodic. Namely, the orbits are dense but not uniformly distributed. Veech's examples can be interpreted ( [MT] ) in terms of flows on (X, ω) where X has genus 2 and ω has a pair of simple zeroes.
Take two copies of the standard torus R 2 /Z 2 and mark off a segment along the vertical axis from (0, 0) to (0, α), where 0 < α < 1. Cut each torus along the segment and glue pairwise along the slits. The resulting surface (X α , ω) is the connected sum of the pair of tori and is a branched double cover over the standard torus, branched over (0, 0) and (0, α). These two endpoints of the slits become the zeroes of order one of ω. There are a pair of circles on X α such that the first return map of φ θ to these circles gives the skew rotation over the circle. If α is irrational, then there are directions θ such that the flow φ θ is minimal but not uniquely ergodic ( [MT] ). These reproduce the original Veech example.
Certain results about these examples are known. Cheung ([Ch1] ) has shown that if α satisfies a Diophantine condition that there exists c > 0, s > 0 such that |α − p/q| < c/q s has no rational solutions p/q, then the Hausdorff dimension of the set of θ ∈ [0, 2π) such that φ θ is not ergodic is exactly 1/2. On the other hand Boshernitzan showed (in an Appendix to the above paper) that there is a residual set of Liouville numbers α such that this set of θ has Hausdorff dimension 0. The dimension 1/2 in the Cheung result is sharp, for it was shown ( [M] ) that for any (X, ω) (in any genus) this set of θ has Hausdorff dimension at most 1/2. Now in the slit torus case, if α is rational, then minimality implies unique ergodicity and so there are no directions that are minimal but not ergodic. This is part of a more general phenomenon called Veech dichotomy. If (X, ω) is a Veech surface then for any direction θ either the flow φ θ is periodic or it is minimal and uniquely ergodic ( [V2] ).
This raises the question of whether every surface (X, ω) that is not a Veech surface has a minimal nonuniquely ergodic direction. In ( [MS] ) it was shown that for every component of every moduli space of (X, ω) (other than a finite number of exceptional ones), there exists δ > 0 such that for almost every (X, ω) in that component, (with respect to the natural Lebesgue measure class) the Hausdorff dimension of the set of θ such that φ θ is minimal but not ergodic is δ. That theorem does not however answer the question for every surface.
In this paper we establish the following converse to Veech dichotomy in genus 2. Theorem 1. Let H(1, 1) be the moduli space of translation surfaces in genus 2 with two simple zeroes and H(2) the moduli space of translation surfaces with a single zero of order two. For any surface (X, ω) ∈ H(1, 1) or H(2) which is not a Veech surface, there are an uncountable number of directions θ such that the flow φ θ is minimal but not uniquely ergodic.
The proof in the case of H(2) is essentially the same although easier than in the case of H(1, 1). We will focus on the latter and point out the differences with the former as they occur.
Splittings and normal forms in H(1, 1) and H(2)
We begin by generalizing the construction of slit tori discussed in the introduction. Suppose T 1 , T 2 are a pair of flat tori defined by lattices L 1 , L 2 . Let l 1 , l 2 be simple segments on each, determining the same vector w. Cut each T i along l i and glue the resulting tori together along the cuts. The resulting surface (X, ω) is the connected sum of the pair of tori and belongs to the stratum H(1, 1). The pair of segments of the l i are homologous slits. The endpoints of the slits become simple zeroes on the surface (X, ω). We say that (L 1 , L 2 , w) is a splitting of (X, ω).
Conversely, any surface in H(1, 1) can be constructed in this way for countably many possible w ( [Mc1] ).
We can construct surfaces in H(2) in a similar fashion. Given a lattice L 1 we may cut along a simple segment with holonomy w as above. Then identify opposite ends of the slit. This forms a torus with two boundary circles attached at a point. Glue in a cylinder, attaching a boundary component to each of the boundary circles. The holonomy of the boundary circles is w. Every surface in H(2) is found by such a construction ([Mc1] ). We again refer to this as a splitting (L 1 , L 2 , w) of (X, ω). We can think of the glued cylinder as a torus T 2 cut along a simple closed curve v ′ 2 with holonomy w. We refer to this cylinder as a degenerate torus.
The result we use to construct nonuniquely ergodic directions is given in the following theorem ( [MS] , [MT] ).
Theorem 2. Suppose (L n 1 , L n 2 , w n ) is a sequence of splittings of (X, ω) into tori T n 1 , T n 2 and the directions θ n of the vectors w n converge to some limit θ. Let h n = |w n | sin(∠w n θ) and a n = area((T n 1 ∆T n+1
2. There exists c > 0 such that area(T n 1 ) > c, area(T n 2 ) > c, and 3. lim n→∞ h n = 0, then θ is a nonergodic direction.
The goal will be to construct uncountably many sequences of splittings satisfying the above summability condition with distinct limiting directions θ. Since there are only countably many directions which are not minimal, there must be uncountably many limiting directions which are minimal but not ergodic.
Building New Splittings by Twists
We build new splittings out of old splittings by a Dehn twist operation which we now describe. The construction works exactly the same way for the two moduli spaces. We first adopt the notation that for vectors
(Here, ∠vv ′ ∈ [0, 2π) denotes the counter-clockwise angle from v to v ′ .) Suppose (L 1 , L 2 , w) is a splitting of (X, ω).
If T i is not a degenerate torus the first condition guarantees that v i is the holonomy of a simple closed curve γ i on T i which can be realized by a saddle connection joining the initial point of the slit to itself, and another joining the terminal point to itself, neither of which intersect the slit except at the endpoints. If T 2 is a degenerate torus then v 2 is the holonomy of a closed curve γ 2 which crosses the cylinder exactly once and |v 2 × v ′ 2 | = A 2 , where recall, v ′ 2 is the holonomy of the waist curve of the cylinder. If T i is not degenerate the pair of saddle connections bound a cylinder C i on T i of curves which do not cross the slit. Each T i decomposes into C i and a parallelogram R i . In the case that (X, ω) has a double zero the cylinder forming the degenerate torus T 2 is represented as a parallelogram R 2 with top and bottom identified. See Figure 1 .
In both cases the concatenation γ = γ 1 * γ 2 is a well-defined simple closed curve on (X, ω) whose holonomy is v 1 + v 2 . Let w ′ = w + k(v 1 + v 2 ) be the holonomy of the segment obtained by twisting each of the pair of slits (each with holonomy w) k times about γ in the positive sense, i.e. right-twist if k > 0 and left-twist if k < 0.
If v 1 × v 2 ≤ 0 the twisted curves with holonomy w ′ = w + k(v 1 + v 2 ) are realized by a single saddle connection if and only if
Proof. We note that it is not hard to show that there is a metric cylinder of closed curves homotopic to γ if and only if the weaker condition
holds. We will not explicitly need this condition.
There is an action of SL 2 (R) on spaces of flat surfaces. In the context of this paper the action is just the linear action on the parallelograms and cylinders which form the tori. Since the cross product is invariant under the SL 2 (R) action, we will make certain normalizations that make the calculations easier. We assume • w is a vertical vector on both L i .
• v 1 is a horizontal vector.
With these normalizations, we can assume the vertices of R 1 have coordinates
Here x 1 < 0 and the vector v 1 represented by −−→ P 0 P 1 as well as by −−→ P 3 P 2 . The slit is the segment −−→ P 1 P 2 The homologous slit is −−→ P 0 P 3 . The cylinder C 1 is a parallelogram with a pair of sides identified. It has vertices at P 0 , P 1 , and for some u 1 , z 1 at
We can represent the torus T 2 as a union of a parallelogram R 2 and a cylinder C 2 . The cylinder C 2 is empty in the case of H(2). Even in the case of (X, ω) with simple zeroes it will play no role in the sequel. We can assume R 2 has vertices at (0, 0), (0, |w|), (x 2 , y 2 ), (x 2 , y 2 + |w|).
The segment from (x 2 , y 2 ) to (x 2 , y 2 + |w|) is identified with −−→ P 0 P 3 . The vector v 2 is represented as the line joining (0, 0) to (x 2 , y 2 ). Now consider the case v 1 ×v 2 > 0 and k > 0. The first condition says that y 2 > 0. The twisted curve with holonomy w ′ = w + k(v 1 + v 2 ) is represented by a single saddle connection if the line with slope
In other words,
This translates into the condition −kx 1 y 2 ≤ x 2 |w| which is the first condition on cross products. The other cases are similar.
Definition 3. We say v 2 is a good partner for v 1 with n twists if (v 1 , v 2 ) satisfy the conditions of Lemma 1 for k = 1, 2, . . . , n.
Under the above conditions the twisted curve defines a new splitting
Proof. We prove it in the case of v 1 × v 2 ≥ 0 and k > 0. The other cases are similar. As the figure indicates there are k shaded regions ∆ 1 of equal area in T 1 that are not in T ′ 1 and k regions ∆ 2 of equal area in T 2 not in T ′ 2 . (The case k = 2 is shown in Figure 1 .) We need to calculate the area of each of these shaded regions. We see that ∆ 1 is a parallelogram with one side given by a vector
Similarly, we have
Summing these two expressions, multiplying by k the number of such shaded regions, and using |w ′ × w| = kv 1 × w + kv 2 × w, we have
This yields the desired inequality. 
Irrational Splittings
Definition 4. We say the splitting (L 1 , L 2 , w) is rational in L i if the vector w is a nonzero scalar multiple of some element in L i .
In Proposition 3 we will assume that the splitting is irrational in at least one of the two lattices. (In the case of (X, ω) having a double zero, we will assume that the splitting is irrational in L 1 .) We will then find a new splitting with the change of area small. To continue the process we will need to know that the new splitting is still irrational. That fact is given by the first statement in the next proposition. The second statement will help us find some splitting which is irrational so that the process can begin.
Proposition 2. Let (L 1 , L 2 , w) be a splitting of (X, ω) and assume (X, ω) is not a Veech surface.
• If the splitting is rational in both L 1 , L 2 , and v 1 has two good partners with at least two twists each, then at least one of the four twists is irrational in L ′ 1 .
Proof. Since the property of irrationality is invariant under the SL 2 (R) action and scaling, we can make the following additional normalizations of the coordinates that describe the flat surface.
Thus with this normalization, the splitting (
Starting at (0, 0) the flow line enters the cylinder C 1 with slope
The first return map to the circle represented by −−→ P 1 P 0 is a rotation. We wish to calculate its rotation number r k . A point on −−→ P 3 P 2 returns to a point on −−→ P 1 P 0 with the same x coordinate. The circle −−→ P 4 P 5 is identified with −−→ P 3 P 2 by a translation by −u 1 . To find the x coordinate for the first return to −−→ P 4 P 5 we take the equation of the line y = sx and set y = z 1 . We find
and taking this modulo −x 1 , the length of −−→ P 0 P 1 , the rotation number r k is
Now assume r k ∈ Q for k = 1, 2, 3. Set a = (x 2 − x 1 )z 1 x 1 which does not depend on k. Since r 2 − r 1 ∈ Q and r 3 − r 2 ∈ Q we find for k = 2, 3 that ak
Taking the ratios of this quantity when k = 3 to the quantity when k = 2 we find |w| + 3y 2 |w| + y 2 ∈ Q.
Since |w| ∈ Q this implies that for some 3 = r ∈ Q, that y 2 (3 − r) ∈ Q and so y 2 ∈ Q
This in turn implies
However u 1 ∈ Q means that the splitting is rational in L 1 , contrary to assumption. This proves the first statement. We prove the second statement. Now v 1 has two partners v 2 , v ′ 2 each with two twists. Let (x ′ 2 , y ′ 2 ) be the holonomy coordinates of v ′ 2 . Since the splitting is assumed to be rational in L 1 , we have u 1 ∈ Q. If all new splittings are rational (2) 
for k = 1, 2. Now taking ratios in each case again
One further ratio of the last two quantities yields
Since the splitting is assumed to be rational in L 2 we have
These last two conditions imply that
and therefore by (4) z 1 ∈ Q.
Thus all the coordinates that define (X, ω) are rational, and so in fact we find that (X, ω) is a square tiled surface which is a Veech surface, contrary to assumption.
The next issue is to find some splitting which is is irrational in one of the lattices, so that the inductive process can begin. This is possible using the following elementary lemma and results of McMullen.
Lemma 2. For any k, l > 0 there exists an element of H(1, 1) and an element of H(2) each of which admits a splitting (L 1 , L 2 , w) with the property that there exists a v 1 ∈ L 1 and l vectors v 2 ∈ L 2 satisfying
• |v i × w| ≤ area T i for i = 1, 2, and
Proof. Fix any lattice L 2 and choose a basis {v, v ′ } for it such that v ′ ×v > 0. Let w = λv for some 0 < λ < 1 in the case of H(1, 1) and λ = 1 in the case of H(2). In either case let v j 2 = v + jv ′ for j = 1, . . . , l. Let S j be the infinite strip consisting of vectors whose component in the direction perpendicular to v j 2 is less than |w| k . The intersection ∩ l j=1 S j is nonempty since it contains a ball of radius |w| k about the origin. Any vector v 1 ∈ ∩ j S j satisfies the first statement, and we may choose such a v 1 so that the third statement holds as well. Now choose v ′ 1 to be a vector slightly longer than w in the same direction and let L 1 be the lattice generated by {v 1 , v ′ 1 }. Then the second statment holds for i = 1.
Corollary 5. If (X, ω) is not a Veech surface, then it has an irrational splitting.
Proof. If (X, ω) ∈ H(1, 1) there are two cases. The first case is if the Jacobian of X admits real multiplication with ω an eigenform. The Corollary is then given by Theorem 7.5 of ( [Mc2] ). The other possibility ( [Mc1] ) (which also holds in the case of H(2)) is that the SL 2 (R) orbit of (X, ω) is dense in H(1, 1) (resp. H(2)). The preceding lemma and the density of the orbit implies that there is a splitting (L 1 , L 2 , w) such that v 1 has two good partners in L 2 each with two twists. If the splitting is irrational in one of the L i we are done. If the splitting is rational in both L i we apply the second statement of Proposition 2.
Finding Good Pairs
Corollary 5 says that under the hypothesis that (X, ω) is not a Veech surface, there is a splitting (L 1 , L 2 , w) of (X, ω) which is irrational in L 1 . Given such a splitting our goal is to build new splittings with small change in area. This will be achieved by the corollary of the next proposition.
Proposition 3. Suppose (L 1 , L 2 , w) is a splitting of (X, ω) which is irrational in L 1 . Let A i be the area of L i . Then for any ε 1 > 0 and any ε 2 > 0 there exists a pair (v 1 , v 2 ) in L 1 × L 2 satisfying (i) |v i × w| ≤ A i for i = 1, 2 and |v 1 × v 2 | < 1 3 max(|v 1 × w|, |v 2 × w|). (ii) |v 1 × w| < ε 1 and |v 1 × v 2 | < ε 2 . Corollary 6. With the same hypotheses as in Proposition 3, given any ε > 0 and θ > 0 there are splittings (L ′ 1 , L ′ 2 , w ′ ) and (L ′′ 1 , L ′′ 2 , w ′′ ), called the children of (L 1 , L 2 , w), such that
Proof of Corollary 6 assuming Proposition 3. Without loss of generality we assume that θ < π so that Proposition 3 may be applied with ε 1 = min ε 4 , ε 0 |w| sin θ 2 and ε 2 = min ε 6 , ε 2 0 sin θ 2 where ε 0 = min{|v| : v ∈ L 1 ∪L 2 , v = 0}. The first conclusion of Proposition 2 implies for some 1 ≤ k ≤ 3 (and some choice of the directions of v 1 , v 2 and w), if we set
shows that ∠v 1 w < θ/2. Similarly, ∠v 1 v 2 < θ/2 from which it follows that
To find a second slit w ′′ we apply Proposition 2 once again with θ = ∠ww ′ to ensure that w ′′ = w ′ .
In order to prove Proposition 3 we need the concept of continued fractions with respect to a lattice. Let L be a lattice in R 2 with area A > 0. A basis for L is reduced if the length of the longer basis vector is minimal among all bases for L. If {v, v ′ } is a reduced basis with |v| ≤ |v ′ | then minimality implies |v ± v ′ | ≥ |v ′ | so that | cos ∠vv ′ | ≤ 1/2. Hence, π/3 ≤ ∠vv ′ ≤ 2π/3 so that A = |v × v ′ | ≥ ( √ 3/2)|v||v ′ | from which it follows easily that
For any nonzero vector w ∈ R 2 let B(w) denote the set of all bases {v, v ′ } for L such that the direction of w lies in the angle between v and v ′ , and either {v, v ′ } is reduced or the angle between v and v ′ is acute. Note that the second condition implies any u ∈ L whose direction lies strictly between v and v ′ has length |u| > max(|v|, |v ′ |) for it can be written as av + bv ′ for some positive integers a and b. Thus, for any pair in B(w) the corresponding angles (thought of as intervals of directions between the basis vectors) cannot overlap nontrivially, i.e. they are nested whenever they overlap. It follows that inclusion of angles induces a total ordering of B(w) when w has irrational slope with respect to L, and nearly so when w has rational slope, i.e. there are exactly two maximal chains.
Definition 7. A vector in L is a convergent of w (with respect to L) if it belongs to more than one basis in B(w).
The convergents of w with respect to L may be ordered according to their Euclidean lengths so that they form a (possibly finite) sequence, which will be denoted by Spec(w, L)
Note that by (5) the length of the first convergent is at most
Note also that for any {v, v ′ } ∈ B(w) at least one of the basis vectors is a convergent of w, namely the one whose angle with v+v ′ contains the direction of w. It is not hard to see that the directions of the convergents alternate on both sides of w. Moreover, if v ∈ Spec(w, L) and v † is the next convergent then v + v † must lie between v and w. Comparing the components in the direction perpendicular to v of the vectors v + v † , w and v † we have
In fact, strict inequality holds provided v is not the last convergent, although it is convenient to allow (7) to include the exceptional case where |v † | = ∞ with the usual interpretations.
Proof of Proposition 3. Let ε 1 and ε 2 be given and without loss of generality assume ε 1 < A 1 so that |v 1 × w| ≤ A 1 is implied by the first condition in (ii). Case I: The splitting (L 1 , L 2 , w) is rational in L 2 . (Notice this holds automatically in the case of H(2).)
In the case of (X, ω) ∈ H(1, 1) there is a basis {v 2 , v ′ 2 } in L 2 where w = λv ′ 2 for some 0 < λ < 1. If (X, ω) ∈ H(2) we have λ = 1. In either case, since w has irrational slope in L 1 , there is a v 1 ∈ L 1 making an acute angle with w such that
Replacing v 2 if necessary, we may assume it lies on the same side of w as v 1 so that v 1 lies between w and v 2 while v 2 + v ′ 2 lies between w and v 1 . By choosing v 1 long enough initially, we can ensure that the angle between v 2 and w is acute. Note that |(v 2 + v ′ 2 ) × w| = |v 2 × w| = λA 2 so that the assumption on v 1 is equivalent to
This completes the proof of Proposition 3 in the case where (L 1 , L 2 , w) is rational in L 2 . Case II: w is irrational in L 2 .
Observe that the conditions on the splitting (L 1 , L 2 , w) in the statement of Proposition 3 are invariant under SL 2 (R) so that it is enough to prove the Proposition for the splitting (gL 1 , gL 2 , gw) for any choice of g ∈ SL 2 (R).
We begin by fixing some positive integers N 0 .n 1 , n 2 satisfying
Consider g ∈ SL 2 (R) of the form g = a t k where k ∈ SO 2 R rotates w so that kw is vertical and a t = diag(e t , e −t ). Since w is assumed to be irrational in L 1 , there is no fixed curve which is shortest for all time, so there must be a sequence of times t n → ∞ when there are two shortest curves of the same length; in other words, we may assume gL 1 has a linearly independent pair of shortest vectors. By choosing t large enough we may further assume
Since w is irrational in L 2 we may also assume that t is large enough so that
We shall no longer need to refer to the original splitting in the remaining of the proof. Therefore, it will cause no confusion if we suppress the dependence on g and write L 1 , L 2 and w in place of gL 1 , gL 2 and gw, respectively.
Let v 1 be a shortest nonzero vector in L 1 , which by hypothesis has a pair of linearly indepedent shortest vectors. Since the angle between two shortest vectors is at least π/3 we may assume that v 1 is chosen so that ∠v 1 w ≥ π/6.
Let v 2 ∈ Spec(v 1 , L 2 ) be the convergent of v 1 with maximal Euclidean length |v 2 | ≤ A 2 |w| . Note that v 2 is well-defined because (6) and (9) easily implies the length of the first convergent is at most A 2 |w| . By definition of v 2 we have |v 2 × w| ≤ |v 2 ||w| ≤ A 2 and the next convergent has length |v † 2 | > A 2 |w| so that from (7) we have
Using (9) again, we see that
so that ∠v 1 v 2 < π/12. Now observe that (ii) follows easily from the first condition in (8) 
Let u 1 be a shortest nonzero vector in L 1 which is not a multiple of v 1 and lies on the same side of w as v 1 . Set v ′ 1 = u 1 if ∠u 1 w ≥ π/6 and v ′ 1 = u 1 + v 1 otherwise. Then ∠v ′ 1 w ≥ π/6 since u 1 + v 1 bisects the angle between u 1 and v 1 , which is at least π/3. Note also that ∠v
and arguing as before we may reduce to the case where
In particular, we have max(|v 2 |, |v ′ 2 |) ≤ 24 √ A 1 . Now for each n ∈ {n 1 , . . . , n 2 } consider the vectors in L 1 v 1 (n) = nv 1 + v ′ 1 For each v 1 (n), let v 2 (n) ∈ Spec(v 1 (n), L 2 ) be the convergent of maximal Euclidean length |v 1 (n)| ≤ A 2 |w| . We will prove that for at least one n ∈ {n 1 , . . . , n 2 } the pair (v 1 (n), v 2 (n)) satisfies (i) and (ii). Assume on the contrary that none of the pairs satisfy (i) and (ii). We will arrive at a contradiction to the choices of constants. Since ∠v 1 (n)w ≥ π/6 we may once again argue as before using
to conclude that for all n ∈ {n 1 , . . . , n 2 } |v 1 (n)||w| 6 ≤ |v 1 (n) × v 2 (n)| ≤ |v 1 (n)||w| and |v 2 (n)| ≤ 6 √ 2|v 1 (n)|. (14) Since the basis {v 2 , v ′ 2 } might not be integral, we fix an integer
such that for any v ∈ L 2 there are integers p, q (uniquely determined by v)
Let p n , q n be the integers determined by v 2 (n) ∈ L 2 . The upper bounds in (14) and (13) lead to
and |v 2 (n)| ≤ 6 √ 2|nv 1 + v ′ 1 | ≤ 24(n + 2) A 1 . Let u 2 be a shortest nonzero vector in L 2 . We claim that
Indeed, as noted earlier ∠v 1 v ′ 1 ≥ π/6 while both ∠v 1 v 2 < π/12 and ∠v ′ 1 v ′ 2 < π/12 so that v 2 = ±v ′ 2 . Hence, we may conclude at least one of them is not a multiple of u 2 . Any vector in L 2 that is not a multiple of u 2 has length at least A 2 |u 2 | . Therefore, if (16) does not hold, we would conclude that max(|v 2 |, |v ′ 2 |) > 24 √ A 1 , which is not true. Hence, this proves (16). Now observe that ∠v 1 v ′ 2 , ∠v ′ 1 v 2 ≥ π/12 and since |v 2 |, |v ′ 2 | ≥ |u 2 | ≥ A 2
and therefore by the definition of N 0 ,
Note that if the angle between two vectors is at most 5π/6 then the length of their sum is at least half the length of the longer vector. Since v 2 and v ′ 2 lie on the same side of w, each making an angle at least π/12 with w, we have ∠v 2 v ′ 2 ≤ 5π/6. It follows that
which by (16) implies
Therefore, by (11), (12) and (19),
which by (15) and the triangle inequality forces
Note that q n = 0. For if q n = 0 then the fact that |p n | ≥ 1, the lower bound in (17), and the second condition in (8) would contradict the above inequality. Thus
Now (20) and (18) and the triangle inequality give
The third upper bound on |w| together with (17) and the definition of N 0 imply the second term on the right is at most 1 16N 0 and this gives a lower bound |p n | ≥ n|q n | 16N 0 .
Now subtracting successive n in (20) we get
The numerator in the left hand term of (22) is a positive integer b n . Therefore, by the bound on |q n | in (19), the lower bound in (17), and the fact that n ≤ n 2 we have A 2 b n 48 √ 2N 4 0 n 2 (n 2 + 1)(n 2 + 2)(n 2 + 3) ≤ 36N 2 0 n 2 A 1 |w|.
If b n ≥ 1, again using the definition of N 0 , we have a contradiction to the last upper bound for |w|. Thus b n = 0 which means that there is a constant d such that for all n, d = p n nq n .
The assumptions that |v 1 × v 2 | ≥ |v 1 ||w| 6 ≥ √ A 1 |w| 6 and |v ′ 1 × v ′ 2 | ≤ |v ′ 1 ||w| ≤ 2 2A 1 |w|, the lower bound on |p n | in (21), the assumption that n ≥ n 1 ≥ 384 √ 2N 0 and the triangle inequality implies
(23) Then by (23), (15), and the triangle inequality, |nq n (v 1 ×v ′ 2 )+p n (v ′ 1 ×v 2 )| ≥ n 2 |q n | 192N 0 A 1 |w|− √ 2N 0 (n+2)|q n | A 1 |w|. (24) But then (20) and (24) imply that for all n ∈ {n 1 , . . . , n 2 }
Taking n = n 1 for the right hand inequality and n = n 2 for the left hand inequality, we have a contradiction to the choice of the integer n 2 . This completes the proof of Proposition 3.
Proof of Theorem 1. Let A i be the area of T i and pick a sequence ε n > 0 such that ∞ n=1 ε n < min(A 1 , A 2 ).
We inductively construct a tree of splittings (L n 1 , L n 2 , w n ) of (X, ω) such that at level n there are 2 n such splittings and each splitting is irrational in L n 1 . We label the slits at level n as w n (j). Let δ n = min j =k ∠w n (j)w n (k).
For each splitting (L n 1 , L n 2 , w n (j)) at level n, Corollary 6 allows us to find a pair of children splittings (L n+1 1 , L n+1 2 , w n+1 (j i )), i = 1, 2 such that • For i = 1, 2, ∠w n (j), w n+1 (j i ) < δ n /4.
• For i = 1, 2, ∠w n (j), w n+1 (j i ) < (1/2)∠w n (j), w n−1 .
• For each child, the change in area is area(T n 1 ∆T n+1
The third conclusion of Corollary 6 guarantees that the new splittings remain irrational in L n+1 1 so that the construction can continue. The first condition above insures that the limits of the directions of any distinct sequence of w n are distinct. An uncountable number of these limits will be minimal directions. Moreover, for any such direction θ we have lim n→∞ |w n | = ∞ for the corresponding sequence. Let h n be as in Theorem 2 and note that |w n × w n+1 | ≤ 3(A 1 + A 2 ) since w n+1 has the form w n + k(v 1 + v 2 ) for some integer k with |k| ≤ 3 and vectors v i , i = 1, 2 with |v i × w n | ≤ A i . Hence, the second condition implies lim n→∞ h n = 0 because h n+1 = |w n+1 | sin(∠w n+1 θ) ≤ |w n+1 | sin(2∠w n w n+1 ) ≤ 2|w n × w n+1 | |w n | .
Finally, Theorem 2 and the last condition shows that the limiting directions are not ergodic.
