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Abstract
We study the normal form of multipartite density matrices. It is shown that
the correlation matrix (CM) separability criterion can be improved from the
normal form we obtained under filtering transformations. Based on CM
criterion the entanglement witness is further constructed in terms of local
orthogonal observables for both bipartite and multipartite systems.
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One of the important problems in the theory of quantum entanglement is the separability: to
decide whether or not a given quantum state is entangled. A multipartite state ρAB···C is called
separable if it can be written as ρAB···C =
∑
i
piρ
A
i ⊗ρBi ⊗· · ·⊗ρCi , where ρAi , ρBi , · · · , ρCi are density
matrices on subsystems A, B, · · · , C, and pi ≥ 0,
∑
i
pi = 1. There have been many separability cri-
teria such as Bell inequalities [1], PPT (positive partial transposition) [2], entanglement witnesses
[3, 4], realignment [5], local uncertainty relations [6, 7] etc. In [8] by using the Bloch representation
of density matrices the author has presented a separability criterion, which is further generalized
to multipartite case [9]. In [10] the normal form of a bipartite state has been obtained. We indicate
that this normal form can be used to improve the separability criteria from Bloch representation
and local uncertainty relations. In this note we study the normal form of multipartite density
matrices. We show that the correlation matrix (CM) criterion can be improved from the normal
form we obtained under filtering transformations. Based on CM criterion we further construct the
entanglement witness in terms of local orthogonal observables (LOOs) [11] for both bipartite and
multipartite systems.
For bipartite case, ρ ∈ H = HA⊗HB with dimHA =M , dimHB = N , M ≤ N , is mapped to
the following form under local filtering transformations [12]:
ρ→ ρ˜ = (FA ⊗ FB)ρ(FA ⊗ FB)
†
Tr[(FA ⊗ FB)ρ(FA ⊗ FB)†] , (1)
where FA/B ∈ GL(M/N,C) are arbitrary invertible matrices. This transformation is also known
as stochastic local operations assisted by classical communication (SLOCC). By the definition it
is obvious that filtering transformation will preserve the separability of a quantum state.
It has been shown that under local filtering operations one can transform a strictly positive ρ
into a normal form [10],
ρ˜ =
(FA ⊗ FB)ρ(FA ⊗ FB)†
Tr[(FA ⊗ FB)ρ(FA ⊗ FB)†] =
1
MN
(I +
M2−1∑
i=1
ξiG
A
i ⊗GBi ), (2)
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where ξi ≥ 0, GAi and GBi are some traceless orthogonal observables. The matrices FA and FB can
be obtained by minimizing the function
f(A,B) =
Tr[ρ(A⊗B)]
(detA)1/M (detB)1/N
, (3)
where A = F †AFA and B = F
†
BFB . In fact, one can choose F
0
A ≡ |det(ρA)|1/2M (
√
ρA)
−1, and
F 0B ≡ |det(ρ
′
B)|1/2N (
√
ρ
′
B)
−1, where ρ
′
B = TrA(I ⊗ (
√
ρA)
−1ρI ⊗ (√ρA)−1). Then by the iteration
one can get the optimal A and B. In particular, there is a matlab code available in [13]. The
normal form of a product state (if exists) must be proportional to identity.
For bipartite separable states ρ, the CM separability criterion [8] says that
||T ||KF ≤
√
MN(M − 1)(N − 1), (4)
where T is an (M2 − 1)× (N2 − 1) matrix with Tij =MN · Tr(ρλAi ⊗ λBj ), ||T ||KF stands for the
trace norm of T , λ
A/B
k s are the generators of SU(M/N) and have been chosen to be normalized,
Trλ
(A/B)
k λ
(A/B)
l = δkl.
As the filtering transformation does not change the separability of a state, one can study the
separability of ρ˜ instead of ρ. Under the normal form (2) the criterion (4) becomes
∑
i
ξi ≤
√
MN(M − 1)(N − 1). (5)
In [6] a separability criterion based on local uncertainty relation (LUR) has been obtained. It
says that for any separable state ρ,
1−
∑
k
〈GAk ⊗GBk 〉 −
1
2
〈GAk ⊗ I − I ⊗GBk 〉2 ≥ 0, (6)
where G
A/B
k s are LOOs such as the normalized generators of SU(M/N) and G
A
k = 0 for k =
M2 + 1, · · · , N2. The criterion is shown to be strictly stronger than the realignment criterion [5].
Under the normal form (2) criterion (6) becomes
1 −
∑
k
〈GAk ⊗GBk 〉 −
1
2
〈GAk ⊗ I − I ⊗GBk 〉2
= 1− 1√
MN
− 1
MN
∑
k
ξk − 1
2
(
∑
k
〈GAk 〉2 +
∑
k
〈GBk 〉2 − 2
∑
k
〈GAk 〉〈GBk 〉)
= 1− 1
MN
∑
k
ξk − 1
2
(
1
M
+
1
N
) ≥ 0,
i.e.
∑
k
ξk ≤MN − M +N
2
. (7)
As
√
MN(M − 1)(N − 1) ≤ MN − M+N2 holds for any M and N , from (5) and (7) it is obvious
that the CM criterion recognizes entanglement better when the normal form is taken into account.
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We now consider multipartite systems. Let ρ be a strictly positive density matrix in H =
H1 ⊗H2 ⊗ · · · ⊗HN , dimHi = di. ρ can be generally expressed in terms of the SU(n) generators
λαk [9],
ρ =
1
ΠNi di
⊗Nj Idj + ∑
{µ1}
∑
α1
T {µ1}α1 λ{µ1}α1 +
∑
{µ1µ2}
∑
α1α2
T {µ1µ2}α1α2 λ{µ1}α1 λ{µ2}α2
+
∑
{µ1µ2µ3}
∑
α1α2α3
T {µ1µ2µ3}α1α2α3 λ{µ1}α1 λ{µ2}α2 λ{µ3}α3
+ · · ·+ ∑
{µ1µ2···µM}
∑
α1α2···αM
T {µ1µ2···µM}α1α2···αM λ{µ1}α1 λ{µ2}α2 · · ·λ{µM}αM
+ · · ·+ ∑
α1α2···αN
T {1,2,···,N}α1α2···αM λ{1}α1 λ{2}α2 · · · λ{N}αN
)
,
(8)
where λ
{µk}
αk = Id1 ⊗ Id2 ⊗ · · · ⊗ λαk ⊗ Idµk+1 ⊗ · · · ⊗ IdN with λαk appears at the µkth position and
T {µ1µ2···µM}α1α2···αM =
∏M
i=1 dµi
2M
Tr[ρλ{µ1}α1 λ
{µ2}
α2 · · ·λ{µM}αM ].
The generalized CM criterion says that: if ρ in (8) is fully separable, then
||T {µ1,µ2,···,µM}||KF ≤
√√√√ 1
2M
M∏
k=1
dµk(dµk − 1), (9)
for 2 ≤M ≤ N, {µ1, µ2, · · · , µM} ⊂ {1, 2, · · · , N}. The KF norm is defined by
||T {µ1,µ2,···,µM}||KF = maxm=1,2,···,M ||T(m)||KF ,
where T(m) is a kind of matrix unfolding of T {µ1,µ2,···,µM}.
The criterion (9) can be improved by investigating the normal form of (8).
[Theorem 1] By filtering transformations of the form
ρ˜ = F1 ⊗ F2 ⊗ · · · ⊗ FNρF †1 ⊗ F †2 ⊗ F †N , (10)
where Fi ∈ GL(di,C), i = 1, 2, · · ·N , followed by normalization, any strictly positive state ρ can
be transformed into a normal form
ρ =
1
ΠNi di
⊗Nj Idj + ∑
{µ1µ2}
∑
α1α2
T {µ1µ2}α1α2 λ{µ1}α1 λ{µ2}α2 +
∑
{µ1µ2µ3}
∑
α1α2α3
T {µ1µ2µ3}α1α2α3 λ{µ1}α1 λ{µ2}α2 λ{µ3}α3
+ · · ·+ ∑
{µ1µ2···µM}
∑
α1α2···αM
T {µ1µ2···µM}α1α2···αM λ{µ1}α1 λ{µ2}α2 · · ·λ{µM}αM
+ · · ·+ ∑
α1α2···αN
T {1,2,···,N}α1α2···αM λ{1}α1 λ{2}α2 · · ·λ{N}αN
)
.
(11)
[Proof] Let D1,D2, · · · ,DN be the sets of density matrices of the N subsystems. The cartesian
product D1 × D2 × · · · × DN consisting of all product density matrices ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN with
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normalization Trρi = 1, i = 1, 2, · · · , N , is a compact set of matrices on the full Hilbert space H.
For the given density matrix ρ we define the following function of ρi
f(ρ1, ρ2, · · · , ρN ) = Tr[ρ(ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN )]∏N
i=1 det(ρi)
1/di
.
The function is well-defined on the interior of D1 × D2 × · · · × DN where det ρi > 0. As ρ is
assumed to be strictly positive, we have Tr[ρ(ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN )] > 0. Since D1 ×D2 × · · · ×DN
is compact, we have Tr[ρ(ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN )] ≥ C > 0 with a lower bound C depending on ρ.
It follows that f → ∞ on the boundary of D1 × D2 × · · · × DN where at least one of the
ρis satisfies that det ρi = 0. It follows further that f has a positive minimum on the interior of
D1 × D2 × · · · × DN with the minimum value attained for at least one product density matrix
τ1 ⊗ τ2 ⊗ · · · ⊗ τN with det τi > 0, i = 1, 2, · · · , N . Any positive density matrix τi with det τi > 0
can be factorized in terms of Hermitian matrices Fi as
τi = F
†
i Fi (12)
where Fi ∈ GL(di,C). Denote F = F1 ⊗ F2 ⊗ · · · ⊗ FN , so that τ1 ⊗ τ2 ⊗ · · · ⊗ τN = F †F . Set
ρ˜ = FρF † and define
f˜(ρ1, ρ2, · · · ρN ) = Tr[ρ˜(ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN )]∏N
i=1 det(ρi)
1/di
=
N∏
i=1
det(τi)
1/di · Tr[ρ(F
†
1ρ1F1 ⊗ F †2ρ2F2 ⊗ · · · ⊗ F †NρNFN )]∏N
i=1 det(τi)
1/di det(ρi)1/di
=
N∏
i=1
det(τi)
1/di · f(F †1ρ1F1, F †2ρ2F2, · · · , F †NρNFN ).
We see that when F †i ρiFi = τi, f˜ has a minimum and
ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN = (F †)−1τ1 ⊗ τ2 ⊗ · · · ⊗ τNF−1 = I.
Since f˜ is stationary under infinitesimal variations about the minimum it follows that
Tr[ρ˜δ(ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN )] = 0
for all infinitesimal variations,
δ(ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN ) = δρ1 ⊗ Id2 ⊗ · · · ⊗ IdN + Id1 ⊗ δρ2 ⊗ Id3 ⊗ · · · ⊗ IdN
+ · · · · · ·+ Id1 ⊗ Id2 ⊗ · · · ⊗ IdN−1 ⊗ δρN ,
subjected to the constraint det(Idi + δρi) = 1, which is equivalent to Tr(δρi) = 0, i = 1, 2, · · · , N ,
using det(eA) = eTrA for a given matrix A. Thus, δρi can be represented by the SU generators,
δρi =
∑
k
δcikλ
i
k. It follows that Tr(ρ˜λ
{µk}
αk ) = 0 for any αk and µk. Hence the terms proportional
to λ
{µk}
αk in (8) disappear. ✷
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[Corollary] The normal form of a product state in H must be proportional to the identity.
[Proof] Let ρ be such a state. From (11), we get that
ρ˜i = Tr1,2,···,i−1,i+1,···,Nρ =
1
di
Idi . (13)
Therefore for a product state ρ we have
ρ = ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρN = 1∏N
i=1 di
⊗Ni=1 Idi .
✷
To show the separability of multipartite states in terms of their normal forms (11) we consider
the PPT entangled edge state [14]
ρ =

1 0 0 0 0 0 0 1
0 a 0 0 0 0 0 0
0 0 b 0 0 0 0 0
0 0 0 c 0 0 0 0
0 0 0 0 1c 0 0 0
0 0 0 0 0 1b 0 0
0 0 0 0 0 0 1a 0
1 0 0 0 0 0 0 1

(14)
mixed with noises:
ρp = pρ+
(1− p)
8
I8.
Select a = 2, b = 3, and c = 0.6. Using the criterion in [9] we get that ρp is entangled for
0.92744 < p ≤ 1. But after transforming ρp to its normal form (11), the criterion can detect
entanglement for 0.90285 < p ≤ 1.
Here we indicate that the filtering transformation does not change the PPT property. Let
ρ ∈ HA ⊗ HB be PPT, i.e. ρTA ≥ 0, and ρTB ≥ 0. Let ρ˜ be the normal form of ρ. From (1) we
have
ρ˜TA =
(F ∗A ⊗ FB)ρTA(F TA ⊗ F †B)
Tr[(FA ⊗ FB)ρ(FA ⊗ FB)†] .
For any vector |ψ〉, we have
〈ψ|ρ˜TA |ψ〉 = 〈ψ|(F
∗
A ⊗ FB)ρTA(F TA ⊗ F †B)|ψ〉
Tr[(FA ⊗ FB)ρ(FA ⊗ FB)†] ≡ 〈ψ
′ |ρTA |ψ′〉 ≥ 0,
where |ψ′〉 = (FTA⊗F
†
B
)|ψ〉√
Tr[(FA⊗FB)ρ(FA⊗FB)†]
. ρ˜TB ≥ 0 can be proved similarly. This property is also valid
for multipartite case. Hence a bound entangled state will be bound entangled under filtering
transformations.
For N-partite systems in H = H1⊗H2⊗· · ·⊗HN (N ≥ 2) with dimHi = di, i = 1, 2, · · · , N , the
local orthogonal observables (LOOs) can be given in the following way. Assume dn ≡ max{di, i =
1, 2, · · · , N}. One can choose d2 observables Gnk associated with the subsystem Hn. For other
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subsystems with smaller dimensions, say H1, one can choose d21 observables G1k, k = 1, 2, · · · , d21
and set G1k = 0 for k = d
2
1+1, · · · , d2. Based on CM criterion we can further construct entanglement
witness (EW) in terms of such LOOs. EW [11] is an observable of the composite system that has
(i) nonnegative expectation values in all separable states and (ii) at least one negative eigenvalue
(or equivalently, can recognizes at least one entangled state).
We first consider bipartite systems in HMA ⊗HNB with M ≤ N .
[Theorem 2] For any LOOs GAk and G
B
k ,
W = I − α
N2−1∑
k=0
GAk ⊗GBk
is an EW, where α =
√
MN√
(M−1)(N−1)+1 and
GA0 =
1√
M
IM , G
B
0 =
1√
N
IN . (15)
[Proof] Let ρ =
N2−1∑
l,m=0
Tlmλ
A
l ⊗ λBm be a separable state, where λA/Bk are normalized generators
of SU(M/N) with λA0 =
1√
M
IM , λ
B
0 =
1√
N
IN . Any other LOOs G
A/B
k fulfill (15) can be obtained
from these λs through orthogonal transformations OA/B, GA/Bk =
N2−1∑
l=0
OA/Bkl λl, where OA/B =(
1 0
0 RA/B
)
, RA/B are (N2 − 1)× (N2 − 1) orthogonal matrices. We have
TrρW = 1− α 1√
MN
− α
N2−1∑
k=1
N2−1∑
l,m=1
RAklRBkmTrρ(λAl ⊗ λBm)
=
√
(M − 1)(N − 1)√
(M − 1)(N − 1) + 1 −
1√
MN(
√
(M − 1)(N − 1) + 1)
N2−1∑
k=1
N2−1∑
l,m=1
RAklTlmRBkm
=
√
(M − 1)(N − 1)√
(M − 1)(N − 1) + 1 −
1√
MN(
√
(M − 1)(N − 1) + 1)Tr(R
AT (RB)T )
≥
√
MN(M − 1)(N − 1)− ||T ||KF√
MN(
√
(M − 1)(N − 1) + 1) ≥ 0,
where we have used Tr(RT ) ≤ ||T ||KF for any unitary R in the first inequality and the CM
criterion in the second inequality.
Now let ρ = 1MN (IMN +
M2−1∑
i=1
siλ
A
i ⊗ IN +
N2−1∑
j=1
rjIM ⊗ λBj +
M2−1∑
i=1
N2−1∑
j=1
Tijλ
A
i ⊗ λBj ) be a
state in HMA ⊗ HNB which violates the CM criterion. Denote σk(T ) the singular values of T . By
singular value decomposition, one has T = U †ΛV ∗, where Λ is a diagonal matrix with Λkk =
σk(T ). Now choose LOOs to be G
A
k =
∑
l Uklλ
A
l , G
B
k =
∑
m Vkmλ
B
m for k = 1, 2, · · · , N2 − 1 and
GA0 =
1
M IM , G
B
0 =
1
N IN . We obtain
TrρW = 1− α 1√
MN
− α
N2−1∑
k=1
N2−1∑
l,m=1
UklVkmTrρ(λ
A
l ⊗ λBm)
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=√
(M − 1)(N − 1)√
(M − 1)(N − 1) + 1 −
1√
MN(
√
(M − 1)(N − 1) + 1)Tr(UTV
T )
=
√
MN(M − 1)(N − 1)− ||T ||KF√
MN(
√
(M − 1)(N − 1) + 1) < 0
where the CM criterion has been used in the last step. ✷
As the CM criterion can be generalized to multipartite form in [9], we can also define entan-
glement witness for multipartite system in Hd11 ⊗ Hd22 ⊗ · · · ⊗ HdNN . Set d(M) = max{dµi , i =
1, 2, · · · ,M}. Choose LOOs G{µi}k for 0 ≤ k ≤ d(M)2 − 1 with G{µi}0 = 1dµi Idµi and define
W (M) = I − β(M)
d(M)2−1∑
k=0
G
{µ1}
k ⊗G{µ2}k ⊗ · · · ⊗G{µM }k , (16)
where β(M) =
√∏M
i=1
dµi
1+
√∏M
i=1
(dµi−1)
, 2 ≤ M ≤ N . One can prove that (16) is an EW candidate for
multipartite states. First we assume ||T (M)||KF = ||T(m0)||KF . Note that for any T(m0), there
must exist an elementary transformation P such that
d(M)2−1∑
k=1
T {µ1µ2···µM}kk···k = Tr(T(m0)P ). Then for
an N-partite separable state we have
TrρW (M) = 1− β(M) 1√∏M
i=1 dµi
− β(M) 1∏M
i=1 dµi
d(M)2−1∑
k=1
T {µ1µ2···µM}kk···k
= 1− β(M) 1√∏M
i=1 dµi
− β(M) 1∏M
i=1 dµi
Tr(T(m0)P )
≥ 1− β(M) 1√∏M
i=1 dµi
− β(M) 1∏M
i=1 dµi
||T(m0)||KF
≥ 1− β(M) 1√∏M
i=1 dµi
− β(M) 1∏M
i=1 dµi
√√√√ M∏
k=1
dµk (dµk − 1)
= 0
for any 2 ≤M ≤ N , where we have used that P must be orthognal matrix and Tr(MU) ≤ ||M ||KF
for any unitary U at the first inequality. The second inequality is due to the generalized CM
criterion.
By choosing proper LOOs it is also easy to show that W (M) has negative eigenvalues. For
example for three qubits case , taking the normalized pauli matrices as LOOs, one find a negative
eigenvalue of W (M), 1−
√
3
2 .
We have studied the normal form of multipartite density matrices. It has been shown that
separability criteria can be improved by transforming the states to their normal forms through
filtering transformations. The entanglement witness has been constructed in terms of local or-
thogonal observables for both bipartite and multipartite systems. Here we considered only the
strictly positive (full rank) states. Although full rank is a sufficient condition for the existence of
7
the normal forms, in fact for many rank deficiency density matrices their normal forms can be also
calculated.
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