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Abstract--Three different continuous processes are described. The main algorithms in all the three 
methods are the embedded type six stage fifth order Runge-Kutta formulas. The principal objective of 
this work is the continuous approximate solution of second and higher order differential equations and 
implicit differential equations of any orders. A method for upgrading the orders of the approximate 
solutions will be established. 
Thus, in the case of the explicit differential equations of order n and the implicit equations of order 
n - 1, it is possible to generate with the upgraded processes, based upon a main fifth order six stage 
algorithm, continuous approximations of order n + 3 over the entire interval of application i cluding the 
endpoints. Additionally they have continuous derivatives through order n - 1. The upgraded formulas 
provide excellent error approximations. 
Briefly, the attempts to understand Nature led to descriptions of it that we now call 
mathematical models; and an important feature of those models was the occurrence of 
differential and integral equations. These we are still learning to solve. 
H. B. GRIFFITHS 
INTRODUCTION 
In a previous paper [1] the author established a process which yields continuous approximate 
solutions of the initial-value problem 
dy 
d---x =f(x,y) y(xo) =yo, (1) 
where fand  y are scalar or vector functions and (x0, Y0) is the given initial point. In a subsequent 
presentation [2] an improved version of the process was given. At the end of the interval of 
application, that is at x = x0 + h, where h is the chosen step-size, this process yields approximations 
of orders, in the usual Runge-Kutta sense: 5, 3, 2 and 1. The absence of a fourth order 
approximation at x = x 0 + h was considered a weakness of the process, in view of the fact that its 
presence would have contributed to the derivation of better error estimates. A technique will be 
described in Part 3 (Section 3.2) which will remedy this deficiency. It should also be pointed out 
that for differential equations of second and higher order, this weakness becomes irrelevant. 
Independent of these techniques, in the first part of this work (Sections 1.2 and 1.3) two new 
processes will be described which yield at x = x0 + h, approximations of orders 1-5 inclusive. 
We shall refer to the original improved process as Method 1, and to the other two processes as 
Methods 2 and 3. 
The second part of this work shall be devoted to the continuous approximate solution of higher 
order differential equations. In particular, an important feature of these three methods hall be 
exhibited: for differential equations of order two and higher, the algorithms may be upgraded 
through integration to higher orders, an improvement that cannot be duplicated with conventional 
discrete processes. 
Henceforth the number of substitutions, or the required number of evaluations of the directional 
function f, will be referred to as the number of "stages". The notation );p.q will be used to designate 
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a p th order q-stage approximation toy, the solution of problem (1). Whenever confusion is unlikely 
to result, the second subscript shall be dropped, and in this case, a pth order approximation will 
be designated simply by 37p. We will assume that f~  C 5 in a neighborhood of the initial point 
(x0, Y0). Part 3 will be devoted mostly to illustrative xamples. 
For the sake of convenience as well as for completeness, we shall begin by describing Method 
!, the improved version of the original continuous process, which, like the other two methods, is 
of maximum order five. All the methods refer to the initial-value problem (1). 
PART 1 
1.1. Method 1 
For a step-size h, 
Let 
define the stages by 
ko = hf(xo, Yo), 
1 1 kl = hf(xo + gh, Yo + ~ko), 
k: = hf(xo + lh, Yo + ~(ko + 3kl )), 
k 3 = hf(xo + lh, Yo + ¼(ko - 3k1 + 4k2)), 
k4 = hf(go + 3h, Yo -F l(3k0 + 9k3)), 
ks = hf(xo + h, Yo + ~(-4ko + 3k~ + 12k2 - 12k3 + 8k4) . 
Si = k0 
$2 = ~0[- 89k0 + 96k2 + 36k3 - 64k4 + 21k5] 
$3 = 2171k0 - 104k2 - 54k3 + 136k4 - 49k5] 
54 = 2[_ 5k0 + 8k2 + 6k3 - 16k4 + 7k5] 
(2) 
(3) 
RI =k0, t 
R2 = ~[- 1 lk0 + 18k2 - 9k 3 + 2k4], 
R 3 = 812k0 - 5k: + 4k 3 - k4], 
R4 = 8[-k0 + 3k2 - 3k3 + k4]. 
(4) 
al = k0, ~ 
Q: -3k0 + 4k2-  k3, 
Q3 8[k 0 - 2k: + k3], 
Pi = k0, ] 
! 
P2 - 5k0 + 9kl -- 4k2, ~" 
l 
P3 8[k0- 3kl + 2k2], . J  
(5) 
(6) 
N I = k 0 , "~ 
N: = 3[-k0 + k~]. ~ (7) 
Then for any c, 0 < c <~ 1, c = (x -  Xo)/h, we have fourth, third, second and first order 
continuous approximations to y(x), x = Xo + ch, as follows: 
4 
1~4.6 (X0 J$- ch) -~- Yo 'F E SJ Cj, )~4. 6(x0 + h) = 375.6(x0 + h), (Y) 
j=l 
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4 
373,5(x o + ch ) = Yo + Z RJ cj, (4') 
j=t  
3 
;3.,(Xo + ch ) = Yo + ~, Qjc i, (5') 
i=1 
3 
.~z3(Xo + ch ) = Yo + ~ Pj cj, (6') 
j=t  
fi2.2 (X0 + ch ) = Yo + NI c .at- N2 c2, (7') 
Yt (Xo + ch) = Yo + cko. (8) 
Note that for c = l, the fourth order approximation is upgraded to fifth order, while the order 
of the other approximations remains unchanged. Specifically we have (for c = 1) 
fis.6(Xo + h) = Yo + ~[7ko + 32k2 + 12k3 + 32k4 + 7k5], (3") 
.173.5 (x o + h) = Yo + ½12k2 - k3 + 2k4], (4") 
fi3.4 (Xo + h) = Yo + ½12ko - 4k2 + 5k3], (5") 
fi2.3(Xo + h) = Yo + 4ko - 15kt + 12k2, (6") 
372.2 (Xo + h) = Yo - 2ko + 3kt, (7") 
fit (Xo + h) = Yo + ko. (8') 
Usually the integration is advanced with the higher order method, and the lower order 
approximations are used for error estimation. The fact that for c = l, the error is estimated by 
comparing approximations of third and fifth orders may be considered a drawback to the process 
described above. Our efforts to eliminate this shortcoming led us to find an upgrading technique 
through integration for the continuous processes under consideration i the case of high order 
differential equations; it also motivated the development of two new sets of continuously imbedded 
algorithms, which provide first through fifth order approximations at the end of the interval of 
application (x = Xo + h). For convenience, we shall refer to the original process described above 
as Method 1, and the new sets of algorithms will be referred to as Methods 2 and 3. 
1.2. Description of Method 2 
The derivation of the new sets of algorithms referred to as Methods 2 and 3 is quite complex 
and lengthy. They are obtained by solving several systems of nonlinear algebraic equations, in 
particular the system (12.1)-(12.6) as developed in Ref. [1, pp. 141-143], together with two 
consistency conditions. We give below the description of Method 2 in the case of initial-value 
problems (l). 
Define 
ko = hf(xo, Yo), 
1 1 kl = hf(xo + ~h, Yo + ~ko), 
k2 = hf(xo + ¼h, Yo + ~6(ko + 3k, )), 
2 2 k3 = hf(xo + ~h, Yo + ~ (7ko - 6kt + 24k2)), 
k4 = hf(xo + ~h, Yo + 2(87k0 - 36kt - 176kz + 275k3)), 
I k5 = hf(xo + h, yo + ~( -  I 111k0 + 528kt + 3648k2 - 3300k3 + 675k4)). 
(9) 
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Let 
Then 
S 1 
$2 
$3 
& 
$5 
Rm 
R2 i = T~(-- 1023ko + 2048k2 - 1100k3 + 75k4), 
R3 = ~(319ko - 1024k2 + 770k3 - 65k4), 
R4 = :2--~(-33ko + 128k2-  110k3 + 15k4), 
Qt = ko, 
Q2 = ~( - 39ko + 64k2 - 25k3), 
Q3 = ~(3ko - 8k2 + 5k3), 
Pl = ko, 
/ 
P2 --  5ko + 9kl - 4k  2, ~" 
/ 
P3 8(ko -  3kl +2k2),  ] 
NI = ko, "~ 
/ N 2 = 3( -k  o+k l ) .  
=~o, 
= 79-~2(-3465ko + 8192k2 - 5500k 3 + 1125k4 - 352k5), 
= 23-~(20493ko - 77824k: + 68750k 3- 16875k4 + 5456k5), 
_2_ = 288(-441ko + 2048k2 - 2050k3 + 675k4 - 232k5), 
= T~g(99ko - 512k2 + 550k3 - 225k4 + 88k5), 
-~ ko~ 
t 
5 
Y3,6(..~0 + ch) = Yo + ~,, S:c:; 
j= l  
4 
.~3.5(x0 + ch)=Yo + ~ R:cJ; 
j= l  
f i3 ,6 (xo+h)  =f i5 ,6 (xo+h) ,  
f i3 , s (xo+h)=y4,5(xo+h) ,  
y3.4(Xo-Fch) =yo+Qic+Q2c2+Q3c 3, 
Y2,3(Xo+¢h) =yo+Pmc+P2c2+p3c , 
f i2,2(Xo+ch) = yo+Nlc+N2 c2, 
~l(Xo+ch)=yo+cko. 
More specifically, we obtain for c = 1: 
(lO) 
(11) 
(12) 
(13) 
(14) 
(lO') 
( l l ')  
(12') 
(13') 
(14') 
(15) 
375.6 (Xo + h) = Yo + 9--~(891ko + 2048k2 + 2750k3 + 3375k4 + 440k5), (10") 
fi,.5(Xo + h) = Yo + 2-~(1 lko + 128k2 + 125k4), (11") 
)73.4(x o + h) = Yo + 3~(39ko - 128k2 + 125k3), (12") 
372.3 (x o + h) = Yo + 4ko - 15kin + 12k2, (13") 
372.2 (Xo + h) = Yo - 2ko + 3kl, (14") 
fi~ (Xo + h) = Yo + ko. (15') 
The comparison of  .~5.6(X0 "q- h) with )7,,5(x o+ h), or preferably ]375,6(x o + h) - 37,.5(x o + h)l, will 
lead to better error estimates than those obtained through Method 1. 
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Finally it should be pointed out that the first three stages, ko, kl, k2, in Methods 1 and 2 are 
identical. 
1.3. Description of  Method 3 
Define 
ko = hf(xo, Yo) 
k, = hf(xo + ½h, Yo + ~ko), 
k2 = hf(xo + ~h, Yo + 3(ko + 3k, )), 
k3 hf(xo 3 + 
~h, Yo + 5~a2(227ko - 135kt + 320k: + 560k3) ), 
~h, Yo + 3(ko - 3k~ + 4k2)), 
k4 = hf(xo + 
ks = hf(xo + h, Yo + s-~o( - 614ko + 1350k~ + 175k2 - 1100k3 + 729k,))..J 
Let 
Then 
S 1 ~ko ,  
$2 = 4-~o[- 1512ko + 3125k~ - 3125k 3 + 2187k4 - 675k5], 
$3 = is--~[11186ko - 36250k2 + 51875k3 - 39366k4 + 12555k5], 
$4 = 5A~[- 2296ko + 9125k2 - 16000k3 + 13851k4 - 4680k5], 
$5 = ~[28ko - 125k2 + 250k 3 - 243k4 + 90k5], 
R, = ko, 1 
R2 = --~[-2604ko + 4375k: - 2500k 3 + 729k4], l" 
R3 = 7+6[2912ko - 7525k2 + 6800k3 - 2187k4], 
R4 = 16-~[-56ko + 175k2 - 200k3 + 81k4], 
Q~ =ko, } 
Q2 s = ~[- 3ko + 4k2 - k31, 
a~ = ~[ko - 2k~ + k~], 
PI = ko, "] 
P2 = I [ -5ko + 9kl -- 4k2], 
P3 = ~ [ko - 3kl + 2k2], 
Ni = ko, "~ 
N2 ~[-ko + kl]. 
5 
Y~AXo+ch)=yo+ ~ s:J, Y~.o(xo+h)=y~AXo+h), 
j= l  
4 
fi3,s(Xo + ch ) = Yo + ~ Rjc j, fi3,5(Xo + h) = fi4,s(Xo + h), 
j= l  
fi3.4(Xo + ch ) = Yo + Ql c + Q2c 2 + Q3c 3, 
372.3 (Xo + ch) = Yo + Pi c + P2c 2 + P3 c3, 
.172.2 (Xo + ch ) = Yo + Nl c + N 2 c 2, 
~l(Xo + ch ) -- Yo + cko. 
(16) 
(17) 
(18) 
(19) 
(2o) 
(21) 
(17') 
(18') 
(19') 
(20') 
(21') 
(22) 
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For c = 1 they yield: 
Ys.6(Xo + h) = Yo + 7-~(728ko + 3125k2 + 1250k3 + 2187k¢ + 270k~), (17") 
)74,s (Xo + h) = Yo + h-~(161ko + 875k2 + 125k3 + 729k4), (18") 
Y3,4(xo+h)=yo+~(19ko-20k2+55k3) ,  09")  
372,3(x o + h) = Yo + ~(43ko - 165kt + 140k2), (20") 
fi2.2 (Xo + h) = Yo -- 3ko + ~k,, (21") 
Yt (Xo + h) = Yo +/Co. 
1.4. Systems of  first order differential equations 
The algorithms of  Methods 1-3 may readily be adapted to cases of  systems 
differential equations of  first order. Consider for instance the initial value problem [4, 5]: 
dYdx = f°)(x '  y' z ), } 
dz  =fc2)(x, Y, z), y(xo) = Yo, Z(Xo) = Zo. 
dx 
In the case of  Method 1 the stages are defined as follows: 
(22') 
of  ordinary 
(23) 
k~ ~ = hfU)(x, y, z), i = 1, 2, 
= , ,~ ~k~) ,  k~ ° hf(°(Xo + ~h, Yo + gk~, Zo + 
k~ ) = hf(°(Xo + ' h, Yo + ~(k~ ') + 3kl')), Zo + ~(k~ 2) + 3k~2))), 
k~ ° = hf(°(Xo + ½h, Yo + l(kS ') - 3k] ') + 4k~')), Zo + l(k~2) -- 3k~ 2) + 4k~2))), 
k~ ~ = hfU)(Xo + ]h, Yo + l (3k~ l) + 9k~)), Zo + ~(3k~2) + 9k~2))), 
k~ ° = hfU)(Xo + h, yo + ~(-4k~ ) + 3k~ ~) + 12k~ ) - 12k~ ) + 8k~4~)), 
Zo + 1(--4k~2) + 3k~2) + 12k~ 2) - 12k~ 2) + 8k~2))). 
(24) 
Let 
S]° = k~ °, i=1 ,2 ,  ") 
) S~O = ~o[- 89k~  + 96k~) + 36k~O - 64k2 ~ + 21k~], S~ 0 = ~[71k~ o - 104k~ o - 54kt 0 + 136k2~ - 49k~°], 
S~ )= ~[-  5k~ ~ + 8k~ ° + 6k~ ° - 16k~ + 7k~°], 
(25) 
R(0-t.(0 i=1,2, t I - -n '0  , 
R~ = l [ _  l lk~) + lSk~O _ 9k~O + 2k~.)], 
R~ o = ~[2k~ o - 5k~O + 4kt ° - k~l, 
D(O - -  8-r b (O _L " Ib( i )  ~b(O _l_ b ( i ) l  
,t~, 4 - -  3L - -~0 T . - 'n ,  2 - -  "~3 T r~4 J~  
(26) 
Q~°=k~°, i=  l ,2, - )  
Q~O = _k~) + 4k~O _ k~O, 
Q~O = ~[k~O _ 2ktO + ktO], 
(27) 
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P]O = k(~), i=  1,2, -] 
p~O _ 5k~,) + 9k~O _ 4k~,), 
P(3 o 8[k~ ) - 3k~O + 2k(2°], J 
(28) 
N~° = k~ ~, i=1 ,2 , '~  
N~ ° 3[k~ )+k~°]. . J  
(29) 
Then for any c, 0 < c ~< 1, 
to y(x) and z(x), x = Xo + ch, as follows: 
c = (x  - Xo) /h ,  we have fourth, third and second order approximations 
4 
Y4,6 (x0 + ch) = Yo + j=124 S)I)Cj' Y4'6 (X0 "1- h) ~--- Y5,6 (Xo + h), ;  (30.1) 
~a.6(x0 + ch) = Zo + ~ S}2)c j, i4,6(x0 + h) = 3s,6(Xo + h) , J  (30.2) 
j=l 
4 
fi3'5(x° + ch) = Y° +j~=l R}I)cJ'~ (31.1) 
e3,5(x o+ ch) = Zo + E R} 2)cj, . J  (31.2) 
j=l 
3 
fi3,4(Xo + Ch) = yo..i- ~ (32.1) 
Z3.4(X0 "3 I- ch ) = Zo + }", Q}2)c:, J (32.2) 
j=l 
3 
)72.3(x o + ch) = Yo + ~, P}l)cJ, "] (33.1) 
~,3(Xo + ch ) = Zo + ~ P}2)cJ,] (33.2) 
j=¿ 
.~2.2 (Xo + ch) --- Yo + N~ l) + N°)c2, ;  (34.1) 
Z2,2 (X0 "3 t- ch) = Zo + N~ 2) -~- N[2)c2, J (34.2) 
.Vl (Xo + ch) = Yo + ck[t),'~ 
z.t (Xo + ch ) Zo + ck~2). 
(35.1) 
(35.2) 
For c = 1, the fourth order approximations are upgraded to fifth order, while the order of the 
other approximations remains unchanged. Specifically we have (for c = 1): 
Y,,6(Xo + h) = Yo + ~[7k~ ') + 32k~') + 12kt ]) + 32k(4 ') + 7k(5')1,'~ (30'. l) 
~5,6(Xo + h) = Zo + -~[7k~ 2)+ 32k~2) + 12k~ 2) + 32k~ 2) + 7k(52)], J (30'.2) 
)~3,s (Xo + h) = Yo + ~[2k~ ') - k~ ') + 2k(41)1, ) (3 l'. l) 
i3,5 (Xo + h) = Zo + ~[2k~ 2)- kt 2) + 2k(42)], J (31'.2) 
fi3,4(Xo + h)  = yo + ~[2k~ 1) - 4kt ~) + 5ktl)],~ (32'.1) 
33,4 (Xo + h) = Zo + l[2k(o 2) - 4k~2) + 5k(32)], J (32'.2) 
372.3 (x 0 + h) = Y0 + 4k(0 l) - 15k~ t) + 12k~),'[ 
4k(2) 32,3(Xo+ h) =Zo+ o - 15k~2)+ 12k~2),J 
(33',1) 
(33',2) 
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Y2.2 (X0 + h) =Y0 - 2k(0~) + 3k~'), "]
? 
z2.2(Xo + h) = Zo - 2k~o 2~ + 3k~21, J 
.vl (Xo + h) = Yo + k~ol),~ 
zl (Xo + h) = Zo + k(o2L 
(34'.1) 
(34'.2) 
(35'.1) 
(35'.2) 
PART 2 
2.1. Upgrading of algorithms through integration 
Consider the initial-value problem involving a second order differential equation 
y" = g(x, y, y'), 
y(xo) Yo, y ' (xo)=y; .  
One may, 
(36) 
as usual, let z = y '  and transform the given initial-value problem into another 
involving a system of differential equations of first order. 
dy fo), } 
d~=Z-~ tx, y,z).  
dz 
-~x = g(x, y, z) - f~2)(x, y, z ), 
y(xo) = Yo, Z(Xo) = Zo= y~. 
(37) 
In the case of discrete processes, one would use for instance an imbedded Runge-Kutta process 
of fifth order to obtain the pair of approximations to y(Xo + h) and Z(Xo + h): 
{ ~5,6(X0 "[- h), z5,6 (Xo -~- h)} 
and 
{)~,.i(X 07!- h), z4,i(x0 -[- h)}, 
where i = 4 or i = 5, depending on the type of Runge-Kutta process used [3, 6, 7]. These pairs of 
approximations are used for estimation of local truncation error, selection of appropriate stepsizes 
and, naturally, for advancing the step. And there ends the scope of the discrete processes. On the 
other hand, when the continuous process of Method 1 is used, one obtains several pairs 
of polynomials in c, 0 < c < 1, c = (x - Xo)/h, as approximations for y(xo + eh ) and Z(Xo + oh). 
Recall in particular: 
z74.6 (x 0 + ch ) = Zo + S~Z)c + S~2)c 2 + S~2)c 3 + 5(4 2)c4, 
z3,5(Xo + ch ) = Zo + R~2)c + Rt2)c 2 + R~2)c 3+ R(42)C 4, 
~2.2(x0 + ch ) = Zo + N~2)c + N~2)c 2.
(30.2) 
(31.2) 
(34.2) 
But z = y'. Thus integration of these polynomials--approximations of orders n = 2, 3, 4--will 
provide us with new polynomials as approximations toy(x o + ch). We shall show below that these 
new approximations are of one order higher than the corresponding original approximations. 
Consequently, the new improved polynomial approximations toy obtained through integration of 
zi.j shall be designated by Y;+ ~,j. 
To simplify the exposition, we shall focus on the second order algorithm (34.2). However, the 
method of the proof may easily be extended to higher order algorithms--in particular to z74.6 and 
~3.5 as given in equations (30.2) and (31.2). 
Let us recall that 
N] 2) = k(o 2), -] 
N~2) = 3(_ k(02)+ k]2)). ) (29) 
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The substitution from equations (29) into equation (34.2) yields: 
;?2.:(x0 + ch ) = Zo + k~o2)c + 3(-kCo 2) + k~2))c 2. (34.2a) 
On the other hand, as indicated in set (24) we have: 
kC02) = hg(xo, Yo, Zo) = hz~, 
I p k~ 2) = hg(xo + ~h, Yo + ~hzo, Zo + ghz0). 
Note that g ___f(2)~ C 5. Using a well known compressed notation, the expansion ofk~ 2) in powers 
of h may be written: 
k,~)_ h{;o, r(,h O~Lt ~ rxx + ~hZo~ +,~ ghzo_~z)g(x,y,z)](xo,y.,~o ) '  0 " 
where (Xo, Yo, Zo) and (2,)7, :~) designate the two points where the quantities in respective brackets 
I t must be evaluated, with 2 = Xo + ~h~t, 9 = Yo + ~hzoot, i. = Zo + ~hzoct and 0 < e < 1. 
Expansion (38a) may be written: 
k~2'=h +ZOO.. +z;  g(x ,y ,z )  
n (xo ,Yo ,zo ) 
+ +z;  .< . . . .  (38b) 
h 2 
k] 2) = hg(xo, Yo, Zo) + -~ Lgx + Zgy + z'g:Lo.yo,:0 ) 
h 3 
+ ~ [gx~ + z2gv.v + (z')2g~ + 2zg~y + 2Z'gx.. + 2z'gy:](~o.yo,~o ) + l')(h), (38c) 
where h4 ' ')' } 
-- ' z) . (38d) l)(h ) 1 -~ + ZO-~y + Zo ~z g(x, y, (~,~,~ 
Referring to equation (38a) it is seen that f~(h) is a continuous function of h. It follows then 
from equation (38d) that 
0 3 
l c? O_+Z,O~z) g(x,y,z)](.~,~,~) ' (38e) c°(°~h)= l -~[ (Ox  + ZO Oy 
is also a continuous function of h. 
Since 
z'(x) =g(x ,y ,z ) ,  
z"(x) = gx + zg~. + z'g=, 
z"(x) = gxx + Z2gyy + (z')2g~: + 2zgxy + 2z' gx: + 2zz' gy. + Z'gy + z" g:, 
expansion (38c) becomes 
] /2 h 3 
k~ 2) = hz; + -~ zd + -~ [z" - z'g~.- z" g:]o + h4o~, (38f) 
where the subscript attached to the bracket stands for (x 0, Y0, z0) and ~o represents the function 
o)(~h). 
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Considering that k(o 2)--- hz~, the substitution from equation (38f) into equation (34.2a), after 
simplifications, yields: 
/h  2 .~")- ~-~h3 [ z ' " . 
:72,2(x0 + ch) = Zo + (hz~)c + ~-~ o c2 + - z 'g~-  z"g:]c 2 + 3h4¢oc z. (34.2b) 
On the other hand, we have the expansion 
(ch)2 (ch)3  . . . .  ( ch)4  (4w 
Z(Xo + ch ) = Zo + (ch )z~ + T z~ + --~-(-. Zo t ~ z" "tXo + rich), (39a) 
with 0 </3 < 1. 
Note that f(2) e C 5 and thus z ~ C 6. It follows then from equation (39a) that 
7z(rih) = IZ(4) (X0  "Jr rich), (39b) 
is a continuous function of h. 
Using the expansions in powers of h of 22. 2 and z as given, respectively, in equations (34.2b) and 
(39a), we determine the local truncation error corresponding to :%.2 as follows: 
h 3 
Z(Xo + ch) - ~2,2(Xo + ch) = ~-~ [(4c - l)z" + z'g~. + z"g~]c 2 + h4[c2n - -  3t, o]c 2. (40) 
We may thus write 
z (x )  = ~2,2(x) + T2,2(x). (41) 
y(Xo+Ch)=yo+h ZoC +(-k(o2)+k~2))c 3 + TE,2(t)dt. (43c) 
...I ,d Xo 
Considering equation (42) the last integral may be written: 
h [ . . . . . .  + oTz2( t )d t  = L2-4 Z0 C4 "~- ~ ( -Z  z 'gy '~-7 , "gz )o  c3 
+ h4f~0 (x(rr) ~-~ ' ) dt -3h4f~o(Og) (~-~)2dtX  
or 
~oT2,2(t)dt ='-~. Zd'"~-C 3 "+z 'gy+z"g~]o  
+ (rO(t - xo) 4 dt - 3h 2 (o~)(t - xo) 2 dt. (44) 
):0 ~;0 
or 
where x = Xo + ch and 
h 3 
T2,E(X) = ~-~ [(4c -- l)z" + Z'gy + z"g~]0 c2 + h4[c2n - 3co]c 2. (42) 
On integrating we have from equation (41) 
fx z(t) dt = ~,~,~(t) dt + T2,2(/) dt. (43a) ~0 0 0 
t = Xo + ch, where h is held fixed. 
On recalling that z(x) = y'(x), the substitution from equation (34.2a) into equation (42a) yields: 
y(xo + ch) - y(xo) = [Zo + k~2)c + 3(-k~ 2) + k~2))c 2] dt + T2,2 (t) dt (43b) 
New algorithms for the continuous approximate solutions 87 
For the two integrals on the right-hand side of equation (44), we have shown that the functions 
n and co are continuous over the interval of integration, while (t - x0) 4 and (t - x0) z do not change 
sign there. Thus the application of the generalized mean value theorem for integrals gives: 
f: r [ ] o (n ) ( t -x° )4dt -3h2  ~.~o (¢°)(t-x°)2dt=---ff-~z(tl)-c3hSa~(¢)=hSc3 ~ c27z(r/)- co(~) , (45) 
where r/ and ~ are two points in the interval of integration, that is, x0<r /<x and 
Xo < ¢ < x, x = Xo + ch. The substitution from equation (45) into equation (44) yields: 
;: " [ 1 T3"2(x°+ch)= o T~.2(t)dt =h4~--~[(3c - 1)z'+z'gy+z"g:]o+hSc 3 ~--~(tl) 3 - e~(~) . (46) 
It follows from equations (43) that T3,2(x 0+ ch) constitutes the local truncation error corre- 
sponding to 
f; [ . ] Y3.2(Xo+Ch)=yo+ 32.2(t)dt =y0+h ZoC +k~2)~+(-k~2) +k~2))c 3 , (47) 0 
and that, as specified by the first subscript, 173.2(x 0 + ch) constitutes a third order approximation 
to y(x o + ch) for all c, preferably 0 < c ~< 1. 
It is worthwhile to point out that had the initial-value problem involved a third order differential 
equation instead of second order as treated above, then we would be dealing with two consecutive 
integrations, yielding Y4.2 (x0 + ch). 
2.2. A rule for the upgrading of algorithms 
As can now be seen through the examination of algorithm (47), that algorithm can readily be 
obtained by integrating, with respect o c, the considered second order algorithm to be upgraded; 
that is, 
~.2.2(Xo + ch) = Zo + N~2)c + N~%2; 
then multiplying by h the third degree polynomial in c thus generated, and adding the appropriate 
initial value, here Y0 [note: y'(x) = z(x)], as constant of integration. 
The preceding observation can be generalized and announced as a practical rule, applicable for 
upgrading all other appropriate algorithms, as follows: 
Rule. Consider 
3u(Xo + ch ) = z o + ~ ZincS; 
m=l  
then I ~ cm+l 1 Yi+,j(Xo+Ch)=yo+h ZoC + Z,, 
,~=l m+l  ' 
where I~i+ ~a is a (i + l)th order, j-stage algorithm. 
2.3. Upgrading of the algorithms in Method 1 
The solution of the initial-value problem (37) is a two component vector ~(x) ,  z(x)). 
Consequently as we have seen, continuous approximate solutions are also two component vectors, 
(Yu, &), of various orders i and involving various numbers of stages. Since y'  = z, only the & 
components could be upgraded by integration. We shall now be concerned with the upgrading of 
the following algorithms: (30.2), (31.2), (32.2) and (33.2). The application of the above upgrading 
rule to these algorithms gives, respectively: 
Y5.6 (Xo + ch) = Yo +h IZoC + j=,~ S~2': j+ l J '  c~. ]  (30.2') 
]~4,5(X0 "J[- ch) = Yo + h ZoC +j~ R}2)j--7-~, , (31.2') 
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I 3 cJ+I 1 Y4,4(x0 + ch) = Yo + h ZoC +j~=~ Qj2)j_._~ , (32.2') 
Y33 (x0. + ch)= Yo + hlzoC + J=,~ p(2)j j--~j.cJ+'7 (33.2') 
It must be pointed out that, as will be seen later, the upgraded fourth order algorithm (31.2'), 
I74,~ (x0 + ch), is further upgraded to fifth order at c = 1, that is Y4.5(x0 + h) = ~5,5 (x0 + h). However, 
we still have algorithm (32.2'), specifically Y4.a(x0 + ch), which provides fourth order approxima- 
tions at all points of the interval (x0, x0 + hi, and thus may be advantageously used for error 
estimation purposes. Thus as far as higher order differential equations are concerned, the 
shortcoming of Method 1; that it has no continuously imbedded fourth order algorithm for the 
goal of error checking, is removed. 
2.4. Upgrading of the algorithms in Methods 2 and 3 
Let us recall the algorithms )73.6, .~3,5 and 373,4 of Methods 2 and 3 in the scalar case: 
5 } Method 2 (10') 
)73.6(Xo+Ch)=yo+ E SJ cj; )73.6 =Y5,6 ' for c = 1, Method 3 (17') j=l 
4 "~ Method 2 (11') 
)73"5(x°+ch)=Y°+ j=IE RJ cj; )73,5=)74,5 ' for c = 1, JMethod 3 (18') 
3 t )73,4(X0 "~ ch) = Yo + ~ Qj cj, Method 2 (12') Method 3 (19') j~l 
where the Ss, Rs and Qs are described for Method 2 in sets (10)-(12) and for Method 3 in sets 
(17)-(19), respectively. 
Presently we are concerned with system (23), more particularly with the initial-value problem 
(37), the solution of which is a two-component vector {y(x),z(x)}. Glancing at the scalar 
algorithms of Methods 2 and 3 enables us, at once, to write two-component algorithms 
corresponding to those two methods for the vector case. We have (keeping the initial mode of 
5 
)73.6(X0 "~ ch)  = Yo + ~ SJ')cJ; )73,6 = )75,6, 
j=l 
5 
~3.6(x0 + ch) = Zo + ~ S}%J; ~3,~ = ~5,~, 
j=l  
4 
)73,5(X0 "~ ch) = Yo + ~ R}t)cJ; )73.5 = )74.5, 
j=l 
4 
i3.5 (Xo + ch) = z 0 + ~ R}2)cJ; z3,5 = z4,5, 
j=l  
3 
)73.4(X0 ..if_ ch ) ~- Yo + 2 Q} t)cj, 
j=l 
3 
~73.4 (Xo + ch) = Zo + ~ Q}2)cJ. 
j= l  
enumeration): 
Method 2 (10L1) 
for c = 1, Method 3 (17'.1) 
"~ Method 2 (10'.2) 
for c = 1, JMethod 3 (17'.2) 
"~ Method 2 (11'.1) 
for c = 1, JMethod 3 (18'.1) 
Method 2 (11'.2) 
for c = 1, Method 3 (18'.2) 
t Method 2 (12'.1) 
Method 3 (19'.1) 
Method 2 (12'.2) 
Method 3 (19'.1) 
The application of the above 
algorithms as follows: 
(x o + ch ) = Yo + h [z0 c 
I 
L,6 
(xo + ch ) = Yo + h [z0 c 
L 
rule enables us to upgrade the second component of these 
+~S(2)  cJ~-~ ] } Method 2 (10'.2') 
j=j J j+ l J  Method 3 (17'.2') 
R(2, cJ+' 7 "~Method 2 (11'.2') 
+j~,  J j+ l ]  JMethod 3 (18'.2') 
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Y4"a(X°+ch)=y°+hlz°c  +~/=l ~ j~ °(21j+1_] cj  t l" 
2.5. Implicit differential equations 
At times a differential equation is presented in implicit form 
F(x, y, y',  . . . .  y ~)) = O, 
89 
Method 2 (12'.2') 
Method 3 (19'.2') 
(48) 
and it cannot be solved for the highest order derivative involved, y~,l, in closed form. However, 
it is well known that by differentiation of equation (48) with respect o the independent variable 
(here x) one obtains an (n + 1)th order differential equation, in explicit form: 
y~,+ 11 = _ F~ + Fyy' + . .  • + Fy~,_ I)y (n) 
Fy~., , Fy~,) # O. 
The continuous approximation processes described above, including the upgrading technique, 
are ideally suited to these problems. In Part 3 an implicit second order differential equation will 
be considered and solved numerically, as an illustrative xample and the results displayed in Tables 
12-14. 
It will be shown that known iterative procedures such as the Newton-Raphson method may 
be advantageously used to further enhance the accuracy of approximations obtained in repeated 
applications of continuous processes. 
PART 3 
3.1. Illustrative examples--scalar case 
We have chosen five classical initial-value problems with distinct characteristics--linear, non- 
linear, with a singularity and stiff--as illustrative xamples. The outcome in the form of absolute 
errors of some of our experiments are listed in Tables 1-6, which are self explanatory. For 
comparison we list also the results obtained through the use of Fehlberg's fifth order method [6]. 
Tab le  1. P rob lem 1: dy/dx =x +y,  y (0 )= 1 
Abso lu te  errors  
c=l ,x=h h=l  h=0.1  h =0.01  h =0.001 
Method  1, .94.6 =.95,6 0.105 x 10 -3 0.307 × 10 -9 0.343 x 10 ,5 0.160 x 10 19 
233,5 0.687 x 10 2 0.976 x 10 6 0.103 × l0  -9 0 .104 × 10 -13 
Method  2, f3,6 =.95,6 0.730 x 10 3 0.317 x 10 -9 0.281 x 10 15 0.278 x 10 :l 
.93,s =)74,5 0.323 x 10 2 0.281 x 10 8 0.278 x 10 -t4 0.277 x 10 -20 
Method  3, .93,6 =.95.6 0.730 x 10 -3 0.317 x 10 9 0.281 x 10 is 0.150 × 10 ]9 
233.5 =.94.5 0.103 x 10 -3 0.305 x 10 ? 0.330 x 10 J2 0 .334 × 10 -17 
Feh lberg  [6], ,v5,6 0.226 x 10 -2 0.185 x 10 8 0.182 × 10 14 0.140 x 10 -19 
~'4,5 0.666 x 10 -3 0.228 × 10 7 0.253 × 10 12 0.257 × 10 i? 
So lut ion:  y = 2e '  - x - 1. 
Tab le  2. P rob lem 2: dx/dx = 2y/ ( l  +x) ,  y (0 )= 1 
Abso lu te  errors  
~l = 1, x =h h = 1 h =0.1  h =0.01  h = 0.001 
Method  1, 234,6 =235,6 0.408 x 10 3 0.845 x 10 s 0.120 x 10 -33 0.120 x 10 )9 
93. 5 0 .680 x 10 -2 0.328 x 10 -5 0.406 x 10 -9 0.415 x 10 -]3 
Method  2, ,v3.6 =235,6 0.174 x 10 ~ 0.184 x 10 it 0.148 × 10 -17 0 
,93.5 =.94.5 0.674 x 10 -2 0.151 x 10 -6 0.165 x 10 -I] 0.166 x 10 -]6 
Method  3, f3,6 =235.6 0.437 x 10 2 0.979 x l0  -8 0.100 x 10 -13 0.1 l0-t -  10 -19 
233.5 =234.5 0.728 x 10 3 0.251 x I0 6 0.324 x 10- "  0.332 x 10 16 
Feh lberg  [61 235.6 0.128 × 10 i 0.655 x 10 7 0.815 x 10 -13 0.840 × l0  19 
,94.5 0.872 x 10 2 0.158 x 10 -6 0.272 x 10 - I I  0 .286 x 10 16 
Solut ion:  y= (x + I) 2. 
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Tab le  3. P rob lem 3: dy/dx  = y - 2x/y, y(0)  = 1 
Absolute errors 
c = 1, x =h h = 1 h =0.1  h =0.01  h = 0.001 
Method 2, -94.6 =.v5.6 0.116 x 10 -2 0.640 × 10 -9 0.292 x 10 -~4 0.300 x 10 -20 
Y5.5 0.339 x 10 -2 0.411 × 10 -6 0.502 x 10 - I°  0 .518 x 10 -14 
Method 2, ,f5.6 =Y5.6 0.346 × 10 2 0.673 x 10 -8 0.576 x 10 ~4 0.700 x 10 20 
ps.s=p4.5 0 .656× 10 -2 0 .110× 10 6 0.757 x 10 12 0.701 × 10- :  
Method 3, f5.6 =-95.6 0.283 x 10 2 0.549 x 10 -8 0.582 x 10 -t4 0.600 x 10 -2o 
-95.5 =-94.5 0.205 x 10 -2 0.184 x l0  7 0.288 x l0  -13 0.300 × 10 -19 
Fehlberg [6] ~"5.6 0.638 x 10 2 0.112 x 10 7 0.126 × 10 -t3 0.130 x 10 -tq 
.V4,5 0.528 x 10 2 0.112 x 10 -7 0.226 x 10 t2 0.239 x 10 ~7 
Solution: y = 2xx~.  
Tab le  4. P rob lem 4: dy/dx  = 10y 2, y (0)  = 1 
Absolute errors 
c = 1, x = h h = 0.05 h = 0.02 h = 0.01 h = 0.001 
Method 1, ~4,6=-95.6 0 .108x  10 -2 0 .537x  10 6 0 .384x  10. s 0 ,157x  10 14 
-95,5 0.144 x 10 i 0.935 x 10 -4 0.467 x 10 5 0.419 x 10 -9 
Method 2, -93,6 =,v5.6 0.118 × 10 -2 0.107 × 10 5 0.105 x 10 -7 0.697 x 10 ,4 
)73.5 =)~4,5 0.162 x 10- I  0 .489 × 10 4 0.105 × 10  5 0.763 x 10 - I]  
Method 3, -95,6=-95.6 0 .508x  10 3 0 .183x  I0 6 0 .838×10 9 0 .506x  10-16 
-95,5 =-94.5 0.758 x 10 -2 0.103 x l0  4 0.108 × 10 ` 6 0.691 x 10 13 
Fehlberg [6] 335,6 0.276 x 10 -3 0.522 x 10 7 0.730 × 10 9 0.548 × 10 ,4 
-v4,5 0.668 x 10 5 0.464 x 10 -5 0.133 x 10 6 0.122 x 10 ~* 
Solution: y = 1/(I - 10x). 
Tab le  5. P rob lem 5: dy/dx  = -30y ,  y (0 )= 1/3 
Absolute errors 
c = I ,x  =h h =0.05  h =0.02  h =0.01  h = 0.001 
Method 1, -94.6 =-95.6 0.160 x 10 -2 0.442 x 10 5 0.561 × 10 7 0.436 x 10 -13 
-9~.5 0.216 x 10 ~ 0.332 × 10 -3 0.171 × 10 4 0.143 x 10 8 
Method 2, ~3,6= ~5.6 0.421 × 10 3 0.438 x 10 6 0.198 × 10 7 0.323 x 10 13 
-93.5 =-94.5 0.432 × 10 2 0,198 × 10 4 0.323 × 10 6 0.336 × 10 ~2 
Method 3, )73.6=-95. 6 0.421 x 10 3 0.438 × 10 6 0.198 × 10 7 0.323 × 10 -13 
-93.5 =-94.5 0.854 × 10 2 0.630 x 10 4 0.167 × 10  s 0 .138 x 10 -I° 
Feh lberg  [6] fi5,6 0.249 × 10 2 0.124 × 10 4 0.206 × 10 6 0.219 × 10  12 
.94.5 0 .756x  10 2 0.531 x I0 4 0 .136× I0 -~ 0.107 x 10 - I°  
Solution: y = 1/3 e 30x. 
As one can see from these Tables 1-5, the pair of approximations )75. 6and )74,5(C ~--- 1) obtained 
through the use of Methods 2 and 3 are as accurate as, and often better than, those obtained 
through Fehlberg's method. One will find that indeed the difference of these approximations, 
lys.6(Xo-+-h)-)Ta.5(xo+h)[, leads in general to better error estimates than any known error 
estimation process (including Fehlberg's) which requires only six substitutions, that is, evaluations 
of the directional function f. Additionally, Methods 2 and 3 provide third order approximations 
for all x e (:Co, x0+ h), to the solution y(x). On the other hand, Method 1 has an important 
advantage over both Methods 2 and 3 in that its main algorithm, )74.6(x0 + ch) as given in set (3'), 
provides at all interior points of the interval of applications, fourth order approximations to y. This 
fact is well illustrated in Table 6. 
However, Method 1 is afflicted with a shortcoming in that the embedded third order 
Runge-Kutta formula which is used for error estimation is not upgraded to a fourth order process 
at c = 1, that is, at the nodal points. As a result the estimated local truncation errors are much 
larger than the actual truncation errors corresponding to 3~5.6; this imposes the adoption of a smaller 
step-size h, which is detrimental to the efficiency of the overall process. 
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Table 6. Problem 1: dy/dx = x + y, y(O)= 1 
Absolute errors (h = 0.1) 
Method 1 Method 2 Method 3 
P4.~ (Xo + ch ) P~.6(xo + ch ) P3,6 (Xo + oh) 
c .v4.6 (Xo + h ) = .Vs.6 (Xo + h ) fi3,6 (xo + h) = .v5,6 (Xo + h) fi3,6 (Xo + h) = fi5,6 (Xo + h) 
0.l 0.285 x 10 -s 0.370 × 10 -7 0.100 x 10 -6 
0.2 0.781 x 10 s 0.105 x 10 -6 0.290 x 10 6 
0.3 0.108 x 10 7 0.156 x 10 6 0.436 × 10 -6 
0.4 0.114 x 10 7 0.160 x 10 6 0.451 x 10 -6 
0.5 0.585 × 10 s 0.107 x 10 6 0.299 x 10 -6 
0.6 0.422 x 10 -s 0.660 x 10 -s 0,110 x 10 -8 
0,7 0.156 × 10 -7 0.113 × 10 -6 0.360 x 10 -6 
0.8 0.238 x 10 7 0,203 × 10 -6 0.639 x 10 -6 
0.9 0.218 × 10 7 0.194x 10 6 0,616x 10 -6 
1 0.307 x 10 9 0.317 x 10 9 0.317 × 10 -9 
Solution: y = 2e ~ - x - 1. 
This undesirable feature of Method 1 can be overcome or totally avoided in several ways, each 
with its own advantages and disadvantages such as, for instance, its price tag, i.e. the required 
number of evaluations of the directional function f. We shall describe below the simplest, which 
is also cheapest, of these error estimation techniques; it requires no additional evaluations of f .  
3.2. An improved local truncation error estimation technique for Method 1 
In the case of Method 1, the local truncation errors associated with the fifth order main algorithm 
and the third order embedded algorithm may respectively be written T5 = h6M5 and Ta = h4M3, 
where M5 and M3 are constants. 
For h sufficiently small one may, according to widely used practice, consider 
JY~,6(x0 + h) -373,~(Xo + h)], 
as a good estimate for T3 and a valuable estimate for T 5. The latter consideration is due to the 
fact that if 373.5 is estimated to be correct to n significant digits, then 375,6, which is a better 
approximation to y, the solution, than the former, must be correct at least to n significant digits, 
if not better. 
Usually 
[)~.6 (Xo + h) - 373.5 (x0 + h)[ ~ T3 >> Ts. (49) 
Furthermore, based on numerous experiments, we have found that if h < 1, 
T 3 > 1h(375.6 (Xo + h)  - 373,5(x0 ..Ji- h ) ) ]  > Ts ,  
which on account of condition (49) may preferably be written: 
(T3 ~ )1375.6 (Xo + h) -373.5 (Xo + h)[ > [h (375.6 (Xo -]- h) --373.5 (X0 -[" h))[ > T 5 . (50) 
Some of our results are listed in Table 7. They are relative to the five initial-value problems 
already treated (Tables 1-6). 
As Table 7 shows, in all five problems and for all the step-sizes used, relation (49) is always 
satisfied. Actually, [375,6- fi3.5 [constitutes an excellent estimate for T3 = [y -  373.51; as is seen they 
either coincide or almost coincide with each other. On the other hand relation (50) is always 
satisfied in all five problems and for all step-sizes used except for step-size 0.05 in Problems 4 and 
5. As mentioned earlier, these are special differential equations (Problem 4 involves a singularity 
if x = 0.1, and Problem 5 involves a stiff differential equation), and the adopted step-size, h = 0.05, 
is relatively large for these two problems. 
Actually, although there is no embedded fourth order formula in Method 1, 1h()75. 6 -Y3.5)1 is as 
effective in estimating T5, the local truncation error in Y5.6, as is [375.6- )74.51 in Methods 2 and 3 
as well as in Fehlberg's fifth order formula. Consider for instance the special Problems 4 and 5. 
With h = 0.02, 0.01 and 0.001, we have shown results in Table 8. 
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Table 7 
h lY,.6-25.,1 1b(2,.6-23.5)[ r ,= ly  = 2s.6[ T3=Iy -23,51 
Problem I: y" = x + y, y(O) = 1 
0.1 0.977 x l0  -6 0.977 x 10 -7 0.307 x l0  -'~ 0.976 × 10 -6 
0.01 0.103 × 10 -9 0.103 × l0  -H 0.343 x 10 -15 0.103 x l0  9 
0.001 0.104 x 10 t3 0.104 x 10 -16 0.160 x 10 19 0.103 x 10 13 
Problem 2: y '  = 2y/ ( I  + x), y(O) = 1 
0.1 0.329 x 10 -5 0.329 × 10 -6 0.845 x 10 -s  0 .328 x 10 -5 
0.01 0.406 x 10 -9 0.406 x 10 - I t  0 .120 x 10 -13 0.406 x 10 -9 
0.001 0.416 × l0  13 0A l6  × 10 -16 0.120 x l0  - t9 0 .415 x 210 -13 
Problem 3: y '  = y - 2x/y,  y(O) = I 
0.1 0.412 x 10 -6 0.412 × 10 -7 0.640 x 10 -9 0.411 x 10 -6 
0.01 0.498 x 10 - I °  0 .498 × 10 12 0.292 × 10 -ta 0 .502 x 10 - I °  
0.001 0.519 x 10 -14 0.519 x 10 - t?  0.300 × 10 -20 0.518 × 10 -14 
Problem 4: y" = IOy 2, y(O) = I 
0.05 0 .134 x 10 - I  0.668 x 10 5 0.108 x 10 -2 0.144 x 10 - I  
0 .02 0.929 x 10 -4 0.185 x 10 -5 0.537 x 10 -6 0.935 x 10 4 
0.01 4.66 x 10 5 0.466 x 10 -7 0.384 x 10 -s  0.467 × 10 -5 
0.001 0.420 x l0  9 0.420 x l0  -12 0.157 x l0  - t4 0 .419 x l0  9 
Problem 5: y" = - 30y, y(O) = I/3 
0.05 0.233 × 10 - ]  0 .116 × 10 -2 0.160 x 10 -2 0.217 x 10 - I  
0 .02 0.337 x 10 -3 0.674 × 10 -5 0.442 x 10 -5 0.332 × 10 -5 
0.01 0.171 x 10 4 0.171 × 10 6 0.561 × 10 -7 0.171 x 10 -4 
0.001 0.143 x 10 -~ 0.143 × 10 - I I  0 .436 × 10 -13 0.143 x 10 4 
Table 8 
Method I: [h~,6  - y3.5) [ In(y56- 2.)1/r5 
h Fehlberg:  12' 5.6 - 2,.51 Ts=[Y =25.61 1,~5.6 - fi4,sl/T5 
y '= IOy 2, y(O) = I 
0.02 Method  I: 0.185 x 10 -5 0.537 x 10 -6 3.44 
Feh lberg :  0.411 x 10 6 0.522 x 10 -7 7.87 
0.01 Method  I: 0 .466 × 10 -7 0.384 x 10 -g 12.13 
Feh lberg:  0 .133 × 10 6 0.730 × 10 9 182.19 
0.001 Method  1: 0 .420 × 10 - j2 0.157 × 10 -14 267.51 
Fehlberg: 0.121 x 10 -I I  0 .549 x 10 -~4 221.44 
y" = -- 30y, y(O) = J 
0.02 Method  I: 0 .674 × l0  -5 0 .442 x l0  -5 1.52 
Fehlberg:  0 .407 × 10 -4 0.124 × l0  -4 3.28 
0.01 Method  1: 0.171 × 10 -6 0.561 × 10 -7 3.05 
Feh lberg:  0 .115 x 10 -5 0.206 x 10 -6 5.58 
0.001 Method  1: 0.143 x 10 - I I  0 .436 × 10 -13 32.80 
Feh lberg:  0.105 × 10 io 0 .219 x 10 t2 47.94 
As the ratios of the approximate errors to actual errors T5 (displayed in the last column of 
Table 8) indicate, in the two special problems considered, the improved estimation technique 
relative to Method 1, provides in general as good approximations for truncation errors as 
Fehlberg's. Besides this, as Tables 1-5 show, the fifth order approximation )75. 6, obtained through 
Method 1, are as accurate if not better than the fifth order approximations obtained through other 
methods. Method 1 has the additional advantage (see for instance Table 6) that over the interval 
of applications it provides a fourth order continuous approximation, while the others generate only 
third order approximations. 
A final comment is in order. The "improved local truncation error estimation technique" may 
readily be extended to vector differential equations. Consider for instance the case of the system 
-•x  = fO) (x ,  y ,  z ), 
dz  _ f~2)(x, z), Z(Xo) = Zo. -~x - y ,  y (xo)  = Yo, 
(23) 
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. (y , ,=  _2  +(2x  +y2)Y~ 
Table 9. Problem o:~ y 
[x=O,y=y '= l  
Absolute errors 
c=l  x=h=l  x=h=O. l  x =h =0.01 x =h =0.001 
Method I 
Y4.6 =3~5.6 0.722 x 10 _2 0.151 x l0 -7 0.140 x 10 -.3 0.137 x 10 -.9 
?s.6 0.722 x 10 -2 0.151 x 10 -7 0.140 x 10 -.9 0.137 x 10 -.9 
£4,6 = £5,6 0.129 x 10 -I  0.165 x 10 -7 0.419 x 10 -14 0.214 x 10 -20 
.v3,~ 0.158 x 10 -I  ~ 0.115 x 10 -5 0.609 x 10 - ' °  0.529 x 10 -.4 
Y4.5 = ~5,5 0.722 × 10 -2 0.151 × 10 -7 0.140 X 10 -13 0.137 X I0 -19 
-~3.s 0.198 x 10 -I  0.173 x 10 -s 0.334 X 10 -9 0.361 X 10 -.9 
.Y3,4 0.206 x 10 -I  0.133 x 10 -4 0.171 x 10 -s 0.176 x 10 -12 
Y4.4 0.165 x 10 -I  0.872 x 10 -6 0,117 x 10 -~0 0,121 x 10 -15 
;~3.4 0.895 x 10 -I  0.660 x 10 -4 0,912 x 10 -s 0.944 x 10 -12 
Method 2 
Y3.6 =fi5.6 0.116 x 10- '  0.471 x 10 -7 0.568 x 10 -.3 0.579 x 10 -19 
?4.6 0.154 x 10- '  0.531 x 10 -7 0.536 × 10 -13 0.532 x 10 -19 
-~3.6 = -~5.6 0.194 x 10- '  0,829 x 10 -7 0.972 x 10 -.3 0.987 x 10 -.9 
3~3.~ =fi4.s 0.276 x 10- '  0.151 x 10 -5 0.197 x 10 - ' °  0.203 x 10 - '5 
74.5 = 75.5 0.116 x 10 ' 0.471 x 10 -7 0.568 x 10 -13 0.579 x 10 -19 
£9.5 = z74.5 0.385 x 10 -I  0,380 x 10 .6 0.149 x 10-"  0.233 x 10 - '6 
-F3.4 0.347 x 10 -I 0,172 x 10 -4 0.216 x 10 -s 0.221 x 10 -.2 
~4.4 0.276 x 10 I 0,151 x 10 -5 0.197 x 10 - I° 0.203 x 10 _.5 
£x4 0.145 0 ,797x  10 4 0.131 x 10 7 0 .135× 10-"  
Method 3 
Y3.6 =Y5.6 0.116 x 10 -I  0,431 x 10 -7 0.536 x 10 -13 0.548 × 10 -~9 
~4.6 0.140 x 10- '  0.475 x 10 -7 0.490 x l0  -~3 0.487 X 10 -19 
£3.6 = £5.6 0.218 x 10 -I  0,992 × 10 -7 0.128 × 10 -12 0.132 x 10 - Is 
fi3,5 =Y4,5 0.155 x 10- '  0,511 X 10 -6 0.676 x 10 TM 0.697 X 10 -.6 
?4.5 = ~5.5 0.116 x 10- '  0.431 X 10 -7  0.536 x 10 -13 0.548 x 10 - '9 
£~.5 = £4.5 0.266 x 10 -~ 0A86x 10 -6 0.779 × 10 -12 0.120 x 10 - '6  
fi3.4 0.335 × 10 -2 0,850 x 10 -~ 0.115 x 10 -s 0.119 x 10 -12 
Y4.4 0.155 x 10 -~ 0.511 × 10 -6 0.676 x 10 -I~ 0.697 × 10 -16 
-~3.4 0.580 x 10 ~ 0,376 x 10 4 0.536 x 10 -s 0.557 × 10 -~2 
Solution: y = x /~x + I. 
Through the use of formulas (30.1), (30.2) and (31.1 ), (31.2) we generate )~5.6 (x0 + h), z5,6 (x0 + h) 
and )~3.5(x0 4-h), ~3.5(x0 4- h), respectively. Then Ih(fis,6 - ;3.5)[ and th(~5,6 - ~3,5)[ are used as 
approximations to local truncation errors in Y5,6 and z5.6. 
3.3. Illustrative examples 
Vector case. We consider two initial-value problems involving explicit second order differential 
equations. The results of our experiments are listed in the Tables 9-11. 
Considering the above results, exhibited in Tables 9-1 l, as well as numerous other experiments 
with different problems and different step-sizes performed with Method 1, relative to second order 
differential equations, we see that at the end of the interval of application (c = l): 
these fifth order approximations are all equal. Thus one may think there was no upgrading of 
3~4,6(x0 + ch), the main algorithm. We point out that this function is of fourth order and that only 
at c = 1 do we have Y4,6 = Y5.6. The upgrading technique provides a fifth order process uniformly 
for all c, specifically I75,6(x 0 + ch), and not just for c = 1, as is the case with )~4.6(x 0 + ch). 
If the given differential equation was of third order--this case will be treated in the next 
section--then Ys.6(Xo + ch) would become through the upgrading technique Y6.6(Xo + ch), a sixth 
order approximation for all c, which improvement would have been noticeable at once at the end 
of the interval of application. 
With Method 1 we further obtain the upgraded fourth order approximations I74,4(x 0+ oh). The 
fourth order approximation Y4,4(Xo + h) may advantageously be used for error estimation 
purposes, while we advance to the next step with 175.6(x0 + h). 
C.A.M.W.A. 20/I---G 
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(,,,, { -6y  + 2xy"~ 
Table 10. Problem 7: (Legendre's equation) ~:  = \ ~ - )  
I x=O,  y=- -½ y '=0 
Absolute errors 
c=l  x =h =0.5  x=h=O. I  x =h =0.01  x =h =0.001 
)34,6 =)35.~6~ 0.409 x 10 3 
, 0 .409 x 10 -3 
:?4,6 = :?5,6 0.195 x 10 -2 
)3,,I,5 0 .286 X 10 -2 
Y4,s = Ys,s 0.409 x 10 -3 
33, 5 0 .180 x 10 I 
)~j.4 0.229 x 10 - I  
Y4., 0.258 x 10 -2 
-~3,4 0.268 x 10 i 
)33.6 = Y~,6 0.932 x 10 -4 
Y4,6 0 ,540 x 10 -3 
z3.e = ,-"5.6 0,108 x 10 2 
)33.s =)34.5 0.159 x 10 2 
Y4.5 =Ys.s 0.932 x 10 -4 
33,5 = z4.s 0 .555 x 10 -2 
)3 4 0.152 x 10 - I  
~4,4 0.159 X 10 -2 
Z3,4 0.169 X IO -t 
)73.6 =)3~,6 0.422 x 10 -3 
Y4.6 0.613 x 10 -3 
:T3.6=:Ts, 6 0.151 x 10 2 
.5 =)3~: 0,291 x 10 - :  
,s = Ys,5 0.422 x 10 -3 
z73.5 = ~4,5 0.566 x 10 2 
.~:44 0 .217x10 ' 
0.291 x 10 2 
z'3, 4 0.342 x 10 i 
Method 1 
0.310 x 10 -7 0.312 × 10 -13 0.312 x 10 19 
0.310 x 10 7 0.312 × 10 -13 0.312 × 10 -19 
0.180 x 10 7 0,178 × 10 - la  0.000 
0.919 x 10 -5 0.937 × 10 -9 0.937 x 10 -L3 
0.310 x 10 -7 0.312 x 10 13 0.312 × 10 -19 
0.593 x 10 -s  0.593 × 10 - I°  0.593 x 10 -~s 
0.374 x 10 4 0.374 × 10 -s  0 .374 x 10 -~2 
0,156 x 10 -e 0 .156 x 10 12 0.156 x 10-18 
0,814 × 10 -5 0.812 x 10 - I°  0,812 x 10 - ts  
Method 2 
0,986 x 10 -8 0.999 × 10 ~4 0.999 x 10 -20 
0.495 x 10 -7 0.499 x 10 13 0.499 x 10 -19 
0,102 x 10 -7 0.101 x 10 -14 0.101 x 10 -21 
0.988 x I0 -7 0 .987 × 10 -~3 0.987 × 10 -19 
0,986 x 10 -s  0 .999 × 10 -t4 0.999 x 10 ~ 
0.199 x 10 s 0.199 x 10 -~° 0.199 x 10 15 
0.249 x 10 4 0.249 x 10 -s  0.249 x I0 t2 
0.988 x I0 7 0.987 x 10 -~3 0.987 x 10 19 
0.525 x 10 -5 0.525 x 10 ~o 0.525 x 10 -15 
Method 3 
0.153 x 10 7 0,150 × 10 -13 0.150 x 10 -t9 
0.103 x 10 -6 0.104 × I0 -t2 0 .104 x 10 18 
0.135 x 10 -7 0.134 × 10 -14 0.134 x 10 -21 
0,171 x 10 6 0 .171+10 -12 0.171 x 10 - ts  
0.153 x 10 7 0.150 × 10 -13 0.150 x 10 -t9 
0.238 x 10 -s  0 .239 x 10 -~° 0.239 x 10 - Is  
0.359 x 10 -4 0.359 x 10 -s  0,359 x 10 -I~ 
0.171 x 10 -6 0.171 × 10 -12 0.171 x 10 - t :  
0.101 x 10 -4 0.100 × 10 -9 0.100 × 10 -14 
Solution: y = ~(3x 2 - 1). 
That is, with Method 1, for the next step, the application point would be: 
(Xo + h, ?~,6 (Xo + h), ~5,6 (Xo + h), 
while I74.4(x0 + h) is used for error estimations. 
In the case of Methods 2 and 3, similar considerations led us to use for the next step, the point 
of application 
(X  0 "l- h ,  Y4,6 (Xo  "~- h ) ,  z5.6 (Xo  "~ h), 
while either Y4.6(xo + h) or Y4.4(Xo + h) is used for estimation of errors in Y4,6(Xo + h). 
Implicit differential equations. We consider the implicit second order differential equation: 
2y6(y.)3 _ y,, + (y , )3 = 0 ,  
subject to initial conditions: x = 0, y = y' = 1. 
The substitution of the given initial values into the differential equations yields y"=-  1. 
Furthermore, differentiating the differential equation with respect o x we obtain the following third 
order differential equation: 
y" '  = -- 3y 'y"  [4yS(Y"~, 2 ) + t] Y 
, 
with 
x=0,  y=y '= l ,  y"=- l .  
Note that the solution of this problem is y = x / /~  - + 1. 
Problem 8 
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Table 11. P rob lem 6: y - - + (2x + y2) 2, ( so lu t ion  3' = ~ '~ + 1) 
Lx=O,  y=y '= l .  
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(a) Method  1 w i th  h = 0.1: absolute errors 
)74,6(Xo + ch) 74,5 (xo + ch) 
c=l  c= l  
c )74.6 = )75,6 ~'5,6 (Xo + ch ) P3.5 (xo + ch) ?4.5 = ?3.3 )73.4 (Xo + ch ) ?4,4 (Xo + ch) 
0.1 0 .522 x 10 -7 0.625 x 10 -9 0 .205 × 10 -7 0 .102 x 10 8 0 .720 x 10 7 0.257 x 10 -8 
0.2 0 .129 x 10 -6 0.353 x 10 -8 0 .615 x 10 -7 0 .594 x 10 8 0 .146 x 10 7 0 .144 x 10 7 
0.3 0.152 x 10 -6 0.811 x 10 -8 0 .927 x 10 -7 0 .139 x 10 7 0.115 x 10 -6 0.322 × 10 -7 
0.4 0.901 × 10 -7 0 .126 × 10 -7 0 .918 × 10 -7 0.218 × 10 -7 0.663 × 10 -9 0 .470 x 10 -7 
0.5 0.529 x 10 7 0 .154 × 10 -7 0 .529 × 10 -7 0.261 x 10 -7 0 .529 x 10 -7 0.529 x 10 -7 
0.6 0.239 x 10 6 0.161 x 10 7 0.581 x 10 6 0 .250 x 10 -7 0 .214 x 10 -6 0 .546 x 10 -7 
0.7 0 .410 x 10 -6 0.153 × 10 -7 0 .350 x 10 -7 0.188 x 10 -7 0 .116 x 10 -5 0.747 x 10 -7 
0.8 0.489 x 10 6 0.143 × 10 7 0.525 × 10 -7 0.108 x 10 -7 0.327 × 10 -5 0 .160 × 10 -6 
0.9 0.388 × 10 6 0 .144 x 10 7 0.388 x 10 6 0.693 x 10 -8 0 .710 x 10 -5 0.388 x 10 6 
1.0 0.151 × 10 -7 0.151 × 10 -7 0.115 x 10 -5 0.151 x 10 -7 0.133 x 10 -4 0 .872 x 10 -6 
(b) Method with h = 0.1: absolute errors 
y3,6(x o+ ch ) )73.5(x0 + ch ) 74,5(x0 + ch ) 
c = I: c = 1: c = 1: 
c )73,6 = )75.6 ~4,6 (xo + ch) )73,5 = )74,5 ?,,5 = ?5.5 )73., (xo + ch) 74,4 (xo + ch) 
0.1 0 .949 × 10 -7 0 .756 × 10 9 0 .150 × 10 7 0.693 × 10 -9 0.545 × 10 -7 0 .206 x 10 - s  
0.2 0 .210 x 10 6 0.437 x 10 8 0 .482 x 10 -7 0.405 x 10 -8 0 .102 x 10 -6 0.113 x 10 7 
0.3 0 .244 × 10 -6 0 .104 × 10 -7 0 .797 × 10 -7 0.981 x I0 6 0.725 × 10 7 0 .253 x 10 -7 
0.4 0 .236 x 10 -6 0 .174 × 10 -7 0.941 x lO 7 0 .164 x IO 7 0.261 x lO -7 0 .389 x 10 -7 
0.5 0 .290 × lO 6 0 .237 x lO -7 0 .889 x lO -7 0 .224 x 10 -7 0 .146 x 10 -6 0 .529 x lO 7 
0.6 0 .499 x lO 6 0.293 × 10 -7 0 .822 × 10 -7 0 .274 x IO -7 0 .729 x lO -6 0 .822 × 10 -7 
0.7 0 .869 x 10 -6 0.348 x lO -7 0.119 x lO -6 0.317 x lO 7 0.218 x lO -5 0 .162 x lO 6 
0.8 0 .124 x lO -5 0 .412 × lO -7 0.282 x lO -6 0.363 x IO 7 0.501 x lO -5 0 .356 x lO -6 
0.9 0 .120 x lO -5 0 .485 x 10 -7 0 .690 × 10 -6 0.419 x IO -7 0.981 x 10 -5 0 .760 x I0  6 
l.O 0.471 × 10 -7 0.531 x lO -7 O.151 x lO 5 0.471 x lO -7 0 .172 x lO 4 O.151 x lO -5 
(c) Method 3 with h = 0.1: absolute errors 
fi3,6 (Xo + ch) )73,5 (xo + ch ) Y4,5 (xo + ch) 
c= I: c= l :  c= l :  
£ )73.6 = )75.6 Y4,6 (x0 d- ch ) )73, 5 m )74.5 ?4,5 = ~5,5 )73,4 (xo q- ch ) ~4.4 (x0 d- ch ) 
0.1 0 .165 x 10 -6 0 .174 x 10 - s  0.301 x 10 -7 0 .164 x 10 a 0 .110 x 10 -6 0 .379 x 10 - s  
0.2 0 .420 x 10 6 0 .106 x 10 -7 0 .976 x 10 -7 0 .100 x 10 7 0 .262 × 10 -6 0 .228 × 10 -7 
0.3 0 .560 x 10 6 0 .266 × 10 -7 0 .166 x 10 -6 0.253 x 10 7 0 .290 x 10 -6 0 .557 x 10 -7 
0.4 0 .542 × 10 -6 0 .454 x 10 7 0.203 x 10 -6 0.435 x 10 -7 0 .156 x 10 -6 0 .914 x 10 7 
0.5 0 .424 x 10 -6 0.615 × 10 -7 0 .190 x 10 -6 0.591 x 10 -7 0 .499 x 10 -7 0 .117 x 10 6 
0.6 0 .310 x 10 6 0 .706 × 10 -7 0.128 × 10 -6 0.677 x 10 7 0.128 x 10 6 0 .128 x 10 -6 
0.7 0 .284 x 10 -6 0.705 x 10 7 0.455 × 10 -7 0.673 x 10 -7 0 .230 x 10 -6 0.131 x 10 -6 
0.8 0 .352 x 10 -6 0.628 x 10 7 0.521 x 10 -s  0.591 × 10 -7 0.143 x 10 -5 0 .154 × 10 -6 
0.9 0.383 x 10 6 0.525 x 10 -7 0 .110 x 10 6 0.481 x I0 7 0 .399 x 10 5 0 .252 x 10 -6 
1.O 0.431 x IO -7 0 .475 × lO -7 0.511 × 10 -6 0.431 x IO -7 0 .850 x 10 -5 0,511 x lO 6 
Solution: y = x /2x  + I. 
This initial-value problem may be written: 
dy 
"~X ~2~ 
dz 
"~X =u~ 
d.__~u = __ 3zu  (4ySu2 + z )  
dx  6y6u 2 -  1 ' 
x=O,  y = z = l ,  u = - l .  
We used Methods 1-3 to numerically solve this initial-value problem. The results obtained are 
exhibited in Tables 12-14. It is worth recalling that 175.6, I74,5 and 174.4 involved only one integration 
while 176,6, 175,5 and 175,4 involved two consecutive integrations (first of as and then of ~s). 
An analysis of the above data supported by many other examples concerning third order 
differential equations reveals that for Method 1 the best approximations are obtained through the 
upgraded sixth order algorithm 176.6, followed by those obtained through the use of algorithm 175,5 
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Tab le  12. Method  1 
Ab~lute  er ro~ 
c = I h = 1 h =0.1  h =0.01  h = 0.001 
Y,~6 =f i56  0,245 x I0 -~ 0.856 x I0 -7 0.123 x 10 -12 0.128 x 10 -18 
" ~s,6 0.245 x 10 - I  0 .856 x 10 7 0.123 x 10 -12 0.128 × 10 -18 
~6.6 0.679 x 10 -2 0.791 x 10 -8 0.118 x 10 -I~ 0.123 x 10 21 
Y~,5 0.145 0.822 x 10 -5 0.781 x I0 -9 0,781 x 10 -13 
?4.5 = 75.5 0.245 x I0 - l  0 .856 x I0 7 0.123 x 10 -t2 0.128 x 10 -18 
?5.s 0 .180 x 10 -2 0,130 × 10 -7 0.932 x 10 -14 0.878 x 10 2o 
fis.4 0 .249 0.200 x 10 -4 0.161 x 10 -8 0.156 x 10 -12 
0.673 x l0  - t  0 .854 x l0  -7 0.372 x 10- "  0.430 x 10 -16 
~'44 0,245 x 10 - I  0 .856 x I0  7 0.123 X 10 -12 0.128 x 10 ~s 
z4,6 = :Ts'66~s 0.253 x 10 -2 0,459 x 10 -7 0.863 x 10 -~5 0.685 x I0 20 
• 0.253 x 10 2 0.459 x 10 -7 0.863 x 10 -~5 0.685 x 10 -20 
zs,~ 0.355 0.113 x 10 -4 0.146 x 10 8 0.152 x I0 - '2  
~4,5 = 25.s 0.253 x 10 -2 0,459 x 10 -7 0.863 x 10 Is 0.685 x I0 -~° 
zs,~ 0.333 0.112 x 10 ¢ 0,435 x I0 -8 0 .476 x I0 12 
,24., 0,207 0.535 x 10 -5 0,915 x 10 -1° 0.958 x I0 15 
/2~,~ = u5.6 0.591 x I0 - t  0 .389 x 10 6 0.633 x I0 -t2 0 .667 x IO -t8 
u3.5 0.575 0 .314 x 10 -~ 0,488 x 10 s 0 .519 x 10 -t2 
us,4 0.100 x 10 0.456 x 10 3 0.735 x i0 -~ 0.771 x IO-H 
Tab le  13. Method  2 
Abso lu te  errors  
c = 1 h = 1 h =0.1  h =0.01  h = 0,001 
)~s6 =.1356 0.210 x 10 i 0 .174 x 10 -6 0.239 x 10 -I2 0 .247 x 10 -~8 
' ~4.6 0.406 x 10 -I 0 .407 x 10 -6 0,576 x 10 -12 0,598 x I0 -18 
?s,6 0,910 x 10 -5 0.711 x 10 s 0,125 x 10-18 0.138 x 10-19 
Y85 =J~45 0.247 x 10 i 0.945 x 10 6 0.149 x 10 - I °  0.156 x l0  -15 
~4,5 = ~'s,5 0 .210 x 10 - I  0 .174 x 10 -6 0.239 x 10 -12 0.247 x 10 - i8 
?, s,s 0 .790 x 10 -2 0.189 x 10 -7 0.147 x 10 -13 0.140 x 10 -19 
Y3,4 0.145 0.507 x 10 -s  0.600 x 10 - I°  0.611 x 10 -15 
~4.4 0.247 x l0  - I  0.945 x l0  -6 0.149 x l0  - I°  0 .156 x 10 - Is  
~5,4 0.210 x 10 i 0 .174 x 10 6 0.239 x 10 12 0.247 x 10 18 
z3.6 = ~s,6624 0.280 x 10 -~ 0.109 x 10 -6 0.122 x 10 -12 0.122 x 10 -18 
. 0 .256 x 10 - I  0.197 x 10 -6 0.427 x 10 -12 0,462 x I0 ~ls 
~8.5 = ~45 0.954 x 10 - I  0.117 x 10 -4 0.168 x 10 -9 0.175 x 10 -14 
24,5 = ,:~is.s 0 .280 x 10 -2 0.109 x 10 6 0.122 x 10 -12 0.122 x I0 -18 
za.4 0.120 0.628 x 10 -4 0.998 × 10 -8 0,104 x 10 -~1 
~'44 0.954 X 10 - I  0 .117 X 10 -~ 0.168 X 109  0.175 X 10--t~ 
113. 6 = 125, 6 0 .270 x 10 - t  0 .709 x 10 -6 0.114 x 10 -H 0.121 × 10 -17 
u3. 5 = u~. 5 0,141 0.146 x 10 ~ 0,273 x 10 9 0.292 x 10 -I~ 
u3, 4 0.513 0.763 x 10 3 0.112 x 10-6 0.116 x 10-1o 
Tab le  14. Method  3 
Abso lu te  er rors  
c = I h = 1 h =0.1  h =0.01  h = 0.001 
)736 =)~56 0.150 x 10 - I  0 .950 x 10 -7 0.126 × 10 -12 0.130 x 10 -18 
' ~,6 0.336 x 10 -2 0.237 x 10 -6 0.378 x 10 -L2 0.397 x 10-t8 
75.6 0.302 x 10 - I  0 ,466 x 10 7 0.419 x 10 -13 0.418 x 10 -[9 
,'V35 ~,g4s 0.484 x 10 - i  0,275 x 10 -6 0,873 x 10 -12 0.134 × 10 -16 
~4.5 = #s,5 0.150 x 10 - I  0 .950 x 10 -7 0.126 x 10 -Iz 0 .130 x 10 -18 
~5,s 0.189 x 10 - I  0.475 x 10 -7 0,429 x 10 -~3 0,419 x I0 -19 
.Y5.4 0.218 0.236 x 10 -4 0.204 × 10 -8 0.200 x 10 - Iz 
~44 0 .484 x 10 ~ 0.275 x 10 -6 0,873 x I0 -~  0.134 x I0 -16 
~514 0 .150 x I0 - I  0 .950 x 10 -7 0.126 x 10 -12 0.130 x 10 - Is 
~3.6  = 
0.247 x 10 - t  0 .254 x 10 -6 0.337 × 10 -12 0.347 × 10 - Is 
zs~46~ 0.464 x 10 - I  0 .237 × l0  -6 0 .155 × 10 -12 0.138 × 10 -Ls 
~3,5 = £4s 0.137 x l0  -2 0.310 × l0  -s  0.506 x 10 - I°  0.533 x l0  -~5 
~*,s = ~5.5 0.247 x 10 - I  0 .254 x 10 -6 0.337 x 10 -12 0.347 x 10 - Is  
~34 0.268 x 10 -~ 0.175 X 10 -4 0.749 X 10 -9 0.108 × 10 -12 
L44,4 0.137 X 102  0.310 X l0  -5 0 .506 X l0  - I°  0 .533 X 10- ~5 
/23.6 = '7s.6 0.236 × 10 - I  0 .736 x 10 -6 0.117 × 10 - I I  0 .123 × 10 t7 
u3. 5 = t~4, 5 0.670 × 10 * 0.399 x 10 -6 0.351 x 10 - I°  0.417 x 10 -*s 
/23.4 0.120 0.228 × l0  -3 0 .402 × 10 -7 0.426 × 10 tl 
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and then Y5,6. Thus the sixth order approximation obtained through the use of algorithm Y6,6, or 
briefly the approximation Y6,6, may be used for advancing the step, while either Y5,5 or )74,6 = )75.6 
may be used for the purpose of error estimations. The point of application for advancing to the 
next step may be taken as 
(X 0 + h, Y6.6 (Xo "Ji- h ), ~,5.6 (Xo -Jl- h ),/~5.6 (Xo + h )). 
It should be pointed out that Y6,6 • C2(y~,6 = Z5,6 =/~5,6). 
On the other hand for Methods 2 and 3 relative to third order differential equations, the best 
approximations are ~5,6 = Y5,5 and then )75,6. Thus for Methods 2 and 3 we may advance the step 
with Y5,6, while P5.6 may be used for error estimation. The point of application for the next step 
may be taken as 
(x0 + h, Y5.6 (x0 + h), Z5,6 (x0 + h), u5,6 (x0 + h)). 
It should be pointed out again that Y5,6~C 2, since (Ys,6(Xo+ch))"=(Z4,6(Xo+Ch))'= 
ff3,6 (Xo + ch) with 24,6 (xo + h) = 2~5, 6 (Xo + h) and ~3.6 (Xo + h) = a5,6 (Xo + h). 
3.4. Improvement of the accuracy of the approximate solutions to implicit differential equations 
through iteration 
We reconsider the implicit differential equation 
2yt(y.)3 __ y,, + (y,)3 = 0 (solution: y = x /~ + 1), 
subject o conditions x = 0, y = y '  = 1 and y" = - 1, which we treated as a system (Problem 8). 
The solution of the system is a three component vector: {y(x), z(x), u(x)}, where y '  = z and 
y"=z '=u.  
We begin with Method 1 and refer to Table 12. The components, y(x), z(x) and u(x) are 
approximated, respectively: )75, 6, or preferably by the upgraded approximations Y6,6, :~s,6 and a5.6. 
This last component, a5,6, is somewhat less accurate than the others )75,6 (or Y6,6) and :~5,6 (see 
Table 12). However, the accuracy of z~5,6 may be considerably improved through the use of iterative 
procedures, uch as, for instance, Newton's method. 
With the chosen step size h, the first application of Method 1 generates { Y6.6, ~5.6, ~5,6 }. The given 
implicit differential equation may be written 
~(u)  - 2ytu  3 - u + z 3 = O, 
where y = Y6.6 and z = :~4.6. Then we begin to approximate u by Newton's method with starting 
approximation Uo = t25,6 and 
Un+ I ~-  U n 
With h = 1, Method 1 yields 
2ytu  3 - u,, + z 3 
6y6u~-  1 
Y6.6 = 1.725255407...; 
~.6=0.579883899 . . . ;  
u0 = u5.6 = -0.133314964.. . ;  
, n =0, 1,2 . . . . .  (51) 
T(y) = 0.679 x 10-2; 
T(z) = -0.253 x 10-2; 
T(uo) = -0.591 x 10 -~, 
where the Ts represent the related absolute rrors. 
Then the application of equation (51) yields consecutively: 
ut = -0.245531; T(u~) =0.530 x 10-~; 
u2 = -0.205499; T(u2) = 0.130 x 10-1; 
98 D. SARAF'C^~q 
u3 = -0.195431; T(u3) = 0.298 x 10-2; 
u4 = -0.194788; T(u4) = 0.233 x 10 -2. 
We further note that ~b(u0)=0.203345 while ~b(u3)=-0.003243 and ~b(u4)=-0.000008 
which is very close to the ideal case: q~(u)= 0. These findings permit us to conclude that 
uo(=as.6), the original approximation, was weak, and that u4, the new approximate value, is 
comparable in accuracy to Y6,6 and ~5,6. Further, (xo+h, i~6.6,;~5,6,un), here n =4 and 
u4=-0.194788, constitutes a better point of application for the fifth order algorithm of 
Method 1 for the continuation of the process over the desired interval, than the point 
(x0 + h, Y6,6, ;~5.6, ~5.6) as we would have originally determined. As a consequence, aswe progress 
step by step over an interval, the usual decay in the accuracy of the generated approximations may 
be reduced. 
The iterative procedure just described may readily be extended to Methods 2 and 3. 
However, it should be pointed out that un is needed only for advancing to the next step. If the 
work necessitated by the iterative process is more than that required to evaluate two more stages, 
it would be better to switch to a sixth order continuous process. The sixth order process would 
require no more labor but would give better accuracy than the fifth order process in all components 
instead of just improving the last component. 
SUMMARY 
Our theoretical findings and experimental results may be summarized by the charts below, 
with the following convention: a horizontal arrow indicates an upgrading at c = 1, while an 
arrow directed obliquely upward indicates an upgrading by integration. Although these charts 
represent he case of the third order equation, by eliminating 12, the last component of the 
approximate solution vector {p(x), ;~(x), a(x)}, we obtain the representation f a second order case; 
and by eliminating the components ;~(x) and a(x) of the vector solution, we obtain the 
representation f the case of a first order differential equation. 
Method 1 
"Y4,6 (Xo + oh) ' Y5,6 (x0 + h) 
.?5,6(Xo + Ch ) / 
Y.4.6 (Xo + ch )/-~z5.6 (xo + h) 
_2~56(x0 + ch/I~6'6(x°- 
+ ch)  
~4,6(Xo-Fch)/----~5,1(Xo-Fh) 
"Y3.5(x0 + ch) 
+ 
Z3.5(Xo "]" oh) / 
24.5 (Xo + eh ) / .  
. U3.5 (Xo dr. ch) / 
ch) ,~,.,(Xo + h) 
~5,5(x0 + ch) 
/ 
' ~5.5 (x0 + h) 
New algorithms for the continuous approximate solutions 
")73,4 (x0 + ch ) 
z3,4 (Xo + ch ) / 
. U3,4 (Xo -]- ch ) 
174,4 (Xo + ch ) 
175,4 (Xo + ch ) 
/ 
Z'4,4 (Xo + ch ) 
/ 
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Methods 2 and 3 
")73,6 (Xo "JV ch ) 
174,~(Xo + ~h) 
Z3,6 (Xo + ch) / 
I' )75,6 (X0 + h) 
, ~,~ (Xo + h) 
I75.6 (Xo + ch ) 
Z,4,6(x0 + ch ) / /~  Z5,6 (Xo + h) 
. u3,6 (Xo + ch) / ~ u5,6 (Xo + eh) 
f 
y3,5(Xo+ch) ,y4,5 (x0 -t- h) 
/ 174,5(X0 "Jr" ch ) ' 175,5 (Xo -Ji- h ) 
z3,5 (Xo + ch ) ' z74,5 (Xo + h) ~ 
Y5,5 (Xo + ch ) 
//24,~(Xo + ch ) , 2~,~(Xo + h) 
/~3.5 (Xo + ch ) ~ a4,5 (Xo + h) 
")73,4 (Xo + ch ) 
6,4 (X0 + ch ) / Y4,4 (X0 "~ ch ) 
17~,4 (Xo + ch ) 
24,4 (Xo + eh) / 
• U3, 4 (X 0 + eh) / 
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Finally, the algorithms may be ranked according to the accuracy of the approximations that they 
provide at c = 1, beginning with the most accurate, as follows (we list only )7, that is, the first 
component of the approximate solution vector): 
Method 1 (c = 1) Method 2 and 3 (c = 1) 
1. ~6.6(x0 +h) 1. ~5.6(x0 +h) 
2. ,~s.5 (Xo + h) 2. ~'s.5 (Xo + h) 
{ Y,.~(x0 + ch)--'Ys.6(x0 + h) r Y3,6(xo +ch)--'Ys.#(Xo + h) 
3. 75,6(x0 +h) 3. l ?~.dx0 +ch)--, 75.5(x0 +h) 
?4.dXo + ch)--, ?s.5(xo + h) 75.4(x0 +h) 
?54(Xo + h) 4. ?~.~(Xo +h) 
4. 74.4(xo +h) f p3.5(Xo + ch)~p4.5(Xo + h) 
5. l ~ 
5. p3.5(xo + h) Y4.4(x o + h) 
6. p~.4(Xo +h) 6. p3.4(Xo + h) 
Had we used the continuous Methods 1-3 as discrete processes, we would have obtained only 
the following approximations: 
Method I Methods 2 and 3 
P5.6(xo + h) Ps.6(xo + h) 
p3.5(x0 +h) p4.5(Xo + h) 
P~.,(Xo + h) p3.,(x o+ h) 
The comparison definitely shows the superiority of the continuous versus the discrete processes 
in that they provide better error estimates, better points of application for advancing the step, and, 
finally, approximations at all interior points. 
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