Development of a future typical meteorological year with application to building energy use by Patton, Shannon
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2013
Development of a future typical meteorological
year with application to building energy use
Shannon Patton
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Architectural Engineering Commons, Climate Commons, and the Meteorology
Commons
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University Digital
Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Patton, Shannon, "Development of a future typical meteorological year with application to building energy use" (2013). Graduate
Theses and Dissertations. 13635.
https://lib.dr.iastate.edu/etd/13635
Development of a future typical meteorological year with application to building
energy use
by
Shannon Leigh Patton
A thesis submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
MASTER OF SCIENCE
Major: Meteorology
Program of Study Committee:
Eugene S. Takle, Major Professor
Ulrike Passe
William Gutowski
Iowa State University
Ames, Iowa
2013
Copyright c\bigcirc Shannon Leigh Patton, 2013. All rights reserved.
ii
DEDICATION
I would like to dedicate this thesis to my parents for their constant support of my interests
and encouragement of my ambitions. They have never limited my ideas and goals. They only
challenge me to plan out how to achieve them and ask how they can help. I would like to say
thank you. I am very grateful for such amazing parents.
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2. REVIEW OF LITERATURE . . . . . . . . . . . . . . . . . . . . 4
2.1 Previous Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Improvements to Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
CHAPTER 3. DATA AND METHODOLOGY . . . . . . . . . . . . . . . . . . 7
3.1 Selection of Locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Typical Meteorological Year (TMY3) . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2.1 Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2.2 Use in building energy simulations and availability . . . . . . . . . . . . 10
3.3 Observations (NCDC ISD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.1 Data selection and processing . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.2 Evaluation of TMY3 performance . . . . . . . . . . . . . . . . . . . . . 11
3.4 Model Simulations (NARCCAP) . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4.1 Model specifications and output availability . . . . . . . . . . . . . . . . 12
3.4.2 Evaluation of model performance . . . . . . . . . . . . . . . . . . . . . . 13
3.4.3 Calculation of model projected change . . . . . . . . . . . . . . . . . . . 14
3.4.4 Improvements in methodology . . . . . . . . . . . . . . . . . . . . . . . 14
iv
CHAPTER 4. RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.1 Model Projected Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.1.1 Significance over inter-annual variability . . . . . . . . . . . . . . . . . . 22
4.1.2 Seasonal patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Model Inter-Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
CHAPTER 5. PROJECTED IMPACT ON BUILDING ENERGY CON-
SUMPTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.1 Construction of FTMY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.2 EnergyPlus Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.3 Magnitude of Consumption Changes . . . . . . . . . . . . . . . . . . . . . . . . 31
5.4 Location-Based Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4.1 Dependence on latitude . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.4.2 Consistency with previous research . . . . . . . . . . . . . . . . . . . . . 34
5.5 Impact on Building Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.6 Simulation Concerns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
CHAPTER 6. SUMMARY AND DISCUSSION . . . . . . . . . . . . . . . . . 37
6.1 Climate Change Projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2 Revision of Current Practices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.3 Recommended Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
vLIST OF TABLES
Table 3.1 Difference between TMY3 and observations for Chicago, IL . . . . . . 17
Table 3.2 CRCM average bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Table 4.1 Average NARCCAP annual projected change . . . . . . . . . . . . . . 27
Table 4.2 Average annual projected change for Chicago, IL . . . . . . . . . . . . 28
Table 5.1 Principal commercial building types, as percent of total floorspace, as
taken from D and R International (2011) . . . . . . . . . . . . . . . . . 32
Table A.1 Model ranking of NARCCAP annual projected change in dry-bulb tem-
perature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Table A.2 Model ranking of NARCCAP annual projected change in dew-point tem-
perature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Table A.3 Model ranking of NARCCAP annual projected change in precipitation 45
Table A.4 Model ranking of NARCCAP annual projected change in wind speed . 45
Table A.5 Model ranking of NARCCAP annual projected change in wind direction 45
vi
LIST OF FIGURES
Figure 1.1 Changes in observed global mean temperatures, as taken from Solomon
et al. (2007). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Figure 3.1 DOE climate zone classification, as taken from Briggs et al. (2003). . . 8
Figure 3.2 DOE climate zones and their respective representative cities, as taken
from Deru and Coauthors (2011). . . . . . . . . . . . . . . . . . . . . . 16
Figure 3.3 Location of the NARCCAP domain, as taken from NARCCAP (2010). 18
Figure 3.4 Projected change in temperature under various emission scenarios, as
taken from Solomon et al. (2007). . . . . . . . . . . . . . . . . . . . . . 19
Figure 3.5 Global climate models provide boundary conditions for regional climate
models under the NARCCAP program, as taken from Mearns (2012). 20
Figure 3.6 Monthly average dry-bulb temperature for the typical meteorological
year dataset and the HRM3 NCEP reanalysis dataset for Chicago, Illinois. 20
Figure 3.7 Topographic maps showing the difference in resolution between global
climate models and regional climate models, as taken fromMearns (2012). 21
Figure 5.1 Energy consumption of the commercial building stock, as taken from D
and R International (2011). . . . . . . . . . . . . . . . . . . . . . . . . 33
Figure 5.2 Projected change in heating, cooling, and total energy consumption for
the Post-1980 medium office commercial reference building for all cli-
mate models and for Chicago, Illinois. . . . . . . . . . . . . . . . . . . 34
Figure A.1 Monthly average projected change in cloud fraction for all locations. . 39
vii
Figure A.2 Monthly average projected change in dry-bulb temperature for all loca-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure A.3 Monthly average projected change in dewpoint temperature for all lo-
cations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure A.4 Monthly average projected change in relative humidity for all locations. 41
Figure A.5 Monthly average projected change in absolute humidity for all locations. 41
Figure A.6 Monthly average projected change in surface pressure for all locations. 42
Figure A.7 Monthly average projected change in wind speed for all locations. . . . 42
Figure A.8 Monthly average projected change in wind direction for all locations. . 43
Figure A.9 Monthly average projected change in total precipitation for all locations. 43
Figure A.10 Model average projected range of change in heating energy consumption
for the Post-1980 medium office commercial reference building for all
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figure A.11 Model average projected range of change in cooling energy consumption
for the Post-1980 medium office commercial reference building for all
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figure A.12 Model average projected range of change in heating energy consumption
for the Post-1980 secondary school commercial reference building for all
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure A.13 Model average projected range of change in cooling energy consumption
for the Post-1980 secondary school commercial reference building for all
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure A.14 Model average projected range of change in heating energy consumption
for the Post-1980 stand-alone retail commercial reference building for all
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure A.15 Model average projected range of change in cooling energy consumption
for the Post-1980 stand-alone retail commercial reference building for all
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
viii
ACKNOWLEDGEMENTS
Partial funding for this thesis was provided by the Center for Building Energy Research
(CBER) under the Institute for Physical Research and Technology (IPRT) at Iowa State Uni-
versity. This thesis was also supported by the Iowa Department of Commerce under the Center
for Global and Regional Environmental Research. Its contents are solely the responsibility of
the author and do not necessarily represent the official views of the Iowa Department of Com-
merce or The University of Iowa. Production of our RCM model results for the NARCCAP
archive was funded by the National Science Foundation under grant ATM-0633567.
I would like to take this opportunity to express my thanks to those who helped me with
various aspects of conducting research and the writing of this thesis. First and foremost, Dr.
Eugene S. Takle for his guidance, patience and support throughout both my undergraduate
and graduate careers here at Iowa State. His insights and words of encouragement during our
discussions always left me with even greater enthusiasm for my research and the writing of this
thesis. I would also like to thank my committee members for their efforts and contributions to
this work: Dr. Ulrike Passe for her patience in explaining topics of engineering and architecture
to a meteorologist and Dr. William Gutowski for his teaching of classes that have expanded
my understanding of climate physics, global climate studies, and impacts of climate change.
Finally, I would like to thank Kelly Kalvelage, an architecture student, for running simulations
and delving further into the building results.
ix
ABSTRACT
Current simulations of building energy consumption use weather input files based on the
past thirty years of climate observations. These 20th century climate conditions may be inad-
equate when designing buildings meant to function well into the 21st century. An alternative
is using model projections of climate change to estimate future risk to the built environment.
In this study, model-projected changes in climate were combined with existing typical mete-
orological year data to create future typical meteorological year data. These data were then
formatted into weather input files and run through EnergyPlus simulation software to evaluate
their potential impact on commercial building energy consumption. The modeled data were
taken from the North American Regional Climate Change Assessment Program (NARCCAP).
NARCCAP uses results of global climate models to drive regional climate models, also known
as dynamical downscaling. This gives higher resolution results over specific locations, and the
multiple global/regional climate model combinations provide a unique opportunity to quan-
tify the uncertainty of climate change projections and their impacts. Our research shows a
projected decrease in heating energy consumption and a projected increase in cooling energy
consumption for nine locations across the United States. The decrease in heating energy con-
sumption is around 25\% to 50\% for warm locations and 15\% to 25\% for cold locations. The
increase in cooling energy consumption is around 20\%-35\% for warm locations and 30\% to 75\%
for cold locations. Net energy consumption is projected to increase by an average of 5\% for
lower-latitude locations and decrease by an average of 5\% for higher-latitude locations. How-
ever, different systems for heating and cooling along with different fuel sources suggests that
energy use and cost will not simply cancel out as implied. With these projected annual and
seasonal changes presenting strong evidence for the unsuitable nature of current building prac-
tices, we recommend using our methodology and results to make modifications and adaptations
to existing buildings and to prepare future buildings for our future climate.
1CHAPTER 1. INTRODUCTION
The climate is changing and it has impacts across a broad range of interests and industries.
Global mean temperature has increased by around 0.74\circ C over the last 100 years and has risen
at an even greater rate over the last few decades (Figure 1.1). Model projections show that
even if the concentration of greenhouse gases is stabilized, temperatures will continue to rise
by another 0.5\circ C (Solomon et al., 2007). With this guaranteed climate change and projections
of even further change, industries affected by weather and climate should incorporate these
changes into their plans for the future. One group that would fall into this category would be
the energy industry. As summarized in CCSP (2007), expected effects of climate change in
the United States include rising average temperatures, changes in precipitation amounts and
seasonal patterns, and changes in the intensity and pattern of extreme weather. The report
goes on to say that ``Any or all of these types of effects could have very real meaning for energy
policies, decisions, and institutions..."" (CCSP , 2007, p. 1) In the President's recently released
Climate Action Plan (Executive Office of the President , 2013), topics related to energy are a
major focus. More specifically, his plan includes the Better Buildings Challenge, a program
working to improve the energy efficiency of commercial and institutional buildings.
Typical climate conditions for the 20th century may not provide adequate design parameters
for the built environment of the 21st century. The conventional practice in the engineering
community for determining normal climate is to use the time-honored method developed by
the World Meteorological Organization (WMO) and the National Oceanic and Atmospheric
Administration (NOAA). This method uses the most recent three completed decades as the
definition of ``normal climate"". Currently the observed weather conditions are averaged from
1981-2010 to produce a location's ``normal climate"". However, Livezey et al. (2007) assert
that the WMO-recommended 30-yr normals are no longer useful for many applications such as
2Figure 1.1 Changes in observed global mean temperatures, as taken from Solomon et al.
(2007).
building design. For example, use of such data for estimating future natural gas send-out by
utility firms leads to serious over-estimates of consumer demand in locations such as Chicago
where winters are becoming much milder. As Arguez et al. (2013) states, ""climate change may
compromise the utility of traditional NOAA climate normals.""
Alternative methods are needed to better represent continuing climate trends that are
outside the range of means of past observations, while concurrently allowing for high levels
of interannual variability and extreme events (Huang , 2006). Wilcox and Marion (2008) have
developed the current version of the typical meteorological year (TMY3) for use by building
designers and for others modeling renewable energy conversion systems. The database uses
observed conditions from the National Solar Radiation Data Base (NSRDB) and meteorological
data from the National Climatic Data Center (NCDC). This TMY3 database enjoys wide use
in building design and alternative energy applications, and covers 1020 locations across the
US and its territories. The currently accepted method for assessing impacts of climate change
3is to ``downscale"" climate change information produced by GCMs for particular locations and
add these ``changes"" to the current (20th century) climate to produce a refined estimate of
future climate. This research developed a methodology of adding model projected changes in
climate to existing weather input files in order to provide a way of estimating risk to the built
environment from future climate change.
4CHAPTER 2. REVIEW OF LITERATURE
Attempting to quantify and understand the risk of future climate and weather to the built
environment is a relatively new area of research. Most of the studies focused on this topic,
especially those using projected future weather data from climate models, have been published
within the last decade.
2.1 Previous Research
The currently accepted method for assessing impacts of climate change is to ``downscale""
climate change information produced by global climate models (GCMs) for particular locations
and add these ``changes"" to the current (20th century) climate to produce a refined estimate
of future climate. Guan (2009) discusses this method, known as the imposed offset method,
or ``morphing"", and its relationship with other methods of generating future climate data such
as extrapolating statistics and the stochastic weather model. The study declared that the
extrapolating statistics method was too simple, and the stochastic weather model was too
complex. That left the imposed offset method as the best overall method of those considered.
Most recent studies (Chan, 2011; Chen et al., 2012; Coley and Kershaw , 2010; Holmes and
Reinhart , 2011; Jentsch et al., 2013) use a morphing technique described by Belcher et al.
(2005) that involves shifting and stretching the climatic variables in the present-day weather
time series to produce new weather time series that represent the average projected climate
change. Jentsch et al. (2013) describes a method of morphing output from the Hadley Center
global climate model (HadCM3), and the authors have created a tool by which future weather
data for use in building simulation can be generated for any location worldwide. However,
in Guan (2009), GCMs were said to be useful for generating average large-scale changes but
5perhaps not local changes.
This left open the prospect of improving GCM downscaling methods to better represent
regional changes. Downscaling can be performed with statistical methods as was done in the
most recent assessment of impacts for the U.S. (Karl et al., 2009) and for California (Xu et al.,
2009). Huang (2006) (as reported by Xu et al. (2009)) used results of four global climate model
future climate scenarios to estimate that net energy use by residential and commercial buildings
in Los Angeles will increase by 25 - 28\% by 2100 due to increase in atmospheric greenhouse
gases. Furthermore, he noted that the frequency, duration and intensity of heat waves will
increase peak energy demand significantly under these climate scenarios. Crawley (2008) used
GCMs with statistical downscaling to represent four scenarios of climate change and two cases
of urban heat islands for 25 locations worldwide. Overall, the impacts of climate change were
projected to reduce energy use for cold climates by around 10\%, increase energy use in tropical
climates by more than 20\%, and change energy use from heating to cooling for the midlatitudes.
The study states that unless significant changes are made to buildings, ``building owners will
experience substantial operating cost increases and possible disruptions in an already strained
energy supply system."" (Crawley , 2008, p. 114) Statistical downscaling, though, relies solely
on empirical relationships between global and regional scale variables and does not include any
representation of regional-scale physics of the atmosphere.
2.2 Improvements to Methodologies
Our study combined the solar radiation analyses method as described by Wilcox and Mar-
ion (2008) together with dynamically downscaled climate change information generated under
the North American Regional Climate Change Assessment Program (NARCCAP) to produce
scenarios of future typical meteorological years for the middle of the 21st century. Under this
method the NARCCAP models determine the projected changes in monthly climate, which
are then added to the TMY3 values in a morphing approach similar to Belcher et al. (2005),
so that the advantages of the TMY3 cumulative frequency distributions are preserved in the
future climate datasets. Therefore, this method preserves the consideration for daily extremes
used in the creation of the TMY3 dataset.
6Our method builds on, but also extends, previous efforts to incorporate future climate in-
formation into building design. In an alternative method to that used by Karl et al. (2009), Xu
et al. (2009), Crawley (2008), and Guan (2009), we use ``dynamical"" downscaling by use of re-
gional climate models (RCMs) as is discussed in Chapter 11 of IPCC (2007) and as is being done
under NARCCAP (NARCCAP , 2010). This technique uses results of GCMs to drive RCMs,
giving higher resolution results over specific locations. Dynamical downscaling more robustly
represents features such as mountains, coastal areas, and fine scale dynamical processes of the
atmosphere that create regionally unique climates. Xu et al. (2009) recommended that this
method be used as a refinement to their statistically downscaled results when the dynamically
downscaled results become available. The use of future climate normals based on downscaled
climate model projections was also suggested as a potential solution for the energy industry
during a workshop on alternative climate normals (Arguez et al., 2013). Even Jentsch et al.
(2013) whose results are applicable to locations world-wide recommends that ``where available,
RCM outputs should be used for the morphing of present-day weather files. (Jentsch et al.,
2013, p. 523)""
The methodology used in this research improves upon previous research in three main ways.
The use of regional climate models that have been dynamically downscaled provides more
detailed information for specific locations, the use of multiple model combinations quantifies
the range of uncertainty associated with using model projections, and the process can be applied
to any US location within the TMY3 database.
7CHAPTER 3. DATA AND METHODOLOGY
Three different datasets were used for comparisons in this study. The TMY3 dataset is
widely used in building design and alternative energy applications, and as such is the standard
against which our comparisons will be made. We use observations taken from the National
Climatic Data Center (NCDC) to assess how the TMY3 data compare with averages of long-
term climate and to make comparisons with RCM model output. Modeled data were taken
from the NARCCAP database where a total of nine global-regional model combinations were
available and used. Variables evaluated in this study include cloud cover, dry-bulb temperature,
dew-point temperature, relative humidity, absolute humidity, wind speed, wind direction, and
precipitation. Locations evaluated in this study include Miami, FL, Atlanta, GA, Phoenix, AZ,
Los Angeles, CA, Baltimore, MD, Seattle, WA, Chicago, IL, Denver, CO, and Minneapolis,
MN.
3.1 Selection of Locations
Briggs et al. (2003) developed a climate zone classification system (Figure 3.1) for use by
the Department of Energy (DOE) and the American Society of Heating, Refrigerating and
Air-Conditioning Engineers (ASHRAE) that divides the country into sixteen different climate
zones. Each climate zone has a representative city which corresponds to a set of commercial
reference buildings designed by the DOE. These reference buildings will be discussed in further
detail in Chapter 5. We originally wanted to test our methodology for a location familiar to
us so that we might be able to anticipate the projections of climate change and their potential
impacts. The climatic results for this test location, Mason City, IA, are published in Rabideau
et al. (2012) and the simulation results using the set of commercial reference buildings are
8published in Mann et al. (2012).
Figure 3.1 DOE climate zone classification, as taken from Briggs et al. (2003).
Once we established our methodology, we decided to focus on the list of representative
cities chosen by the DOE for further study. Due to time constraints, we selected a subset of
the available locations, ending up with nine sets to evaluate. To form this subset we considered
a variety of factors, including size of the city's climate zone, current population of the city,
growth in population of the city (Linneman and Saiz , 2006), and whether or not the city has
been used for similar evaluations in previous research. Combining all of these factors led us to
choose Miami, FL, Atlanta, GA, Phoenix, AZ, Los Angeles, CA, Baltimore, MD, Seattle, WA,
Chicago, IL, Denver, CO, and Minneapolis, MN for our study. These locations cover climate
zone numbers 1 to 6, based primarily on temperature and covering most of the conterminous
United States (Figure 3.2). These locations cover climate zone letters A to C, based primarily
on rainfall and divided into marine, moist, and dry classifications.
93.2 Typical Meteorological Year (TMY3)
The TMY3 database provides designers, architects, engineers, and other users with an
annual dataset consisting of hourly meteorological values that typify conditions at a specific
location over a longer period of time, such as 30 years. For our study, we examined the most
current version of the typical meteorological year, TMY3, as developed by Wilcox and Marion
(2008). This dataset is based on more recent and accurate data, derived from the 1991-2005
NSRDB update, and has a greater geographical coverage, 1020 locations in the United States
and its territories, than the TMY2 dataset.
3.2.1 Construction
TMY3 data have natural diurnal and seasonal variations for each location and thereby
represent a year of site-specific typical climatic conditions. The TMY3 dataset consists of 12
typical meteorological months (January through December), with individual months selected
from different years of the period of record. For example, if the NSRDB contains 30 years
of data, all 30 Januarys are examined, and the one judged most typical is selected to be
included in the TMY3. The other months of the year are treated in a like manner, and then
the 12 selected typical months are concatenated to form a complete year. These monthly
datasets contain actual time series of meteorological measurements provided by NCDC from
its Integrated Surface Database (ISD), and modeled solar values provided by the NSRDB.
Periods when original observations are missing may be filled with interpolated data. Also,
since adjacent months in the TMY3 may be selected from different years, discontinuities at the
month interfaces are smoothed for 6 hours on each side.
The 12 selected typical months for each station were chosen using statistics determined
by considering five elements: global horizontal radiation, direct normal radiation, dry-bulb
temperature, dew-point temperature, and wind speed. These elements are considered the most
important for simulating solar energy conversion systems and building systems. Additionally,
because some of the indices are judged to be more important than others, a weighted sum of
the statistics is used. This means that priority is assigned to solar radiation elements, and
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the selected months may or may not be typical for other elements. Final selection of a month
includes consideration of the monthly mean and median and the persistence of weather patterns.
3.2.2 Use in building energy simulations and availability
The TMY3 dataset is widely used in building design, HVAC systems sizing, energy con-
sumption predictions, and alternative energy applications. However, other weather databases
also are used, such as the Weather Year for Energy Calculations (WYEC), the Test Reference
Year (TRY), Canadian Weather for Energy Calculations (CWEC) for Canada, and the Califor-
nia Thermal Zones (CTZ2) for California. Crawley (1998) provide discussion on characteristics
and uses such of alternative climate databases.
The TMY3 dataset is available online through NREL at http://rredc.nrel.gov/solar/
old\.data/nsrdb/1991-2005/tmy3/.
3.3 Observations (NCDC ISD)
Observed data were extracted from the NCDC ISD for the years 1976 to 2005 in order
to overlap the TMY3 period of record. Months that may have been influenced by volcanic
activity were excluded. Large volcanoes create global reductions in solar energy that render
meteorological conditions to be atypical. The months excluded were May 1982 to December
1984 (32 months) and June 1991 to December 1994 (43 months). So, a total of 75 months were
eliminated (6 years, 3 months). This leaves approximately 24 years of data, depending on the
month.
3.3.1 Data selection and processing
The observed data were taken from the same meteorological stations used in the creation of
the TMY3 files. The station identification number and coordinates of each station are included
in the header of each TMY3 file so it is simple to match the appropriate NCDC dataset.
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3.3.2 Evaluation of TMY3 performance
The NCDC ISD observations were used to evaluate the ``typicalness"" of the TMY3 derived
by Wilcox and Marion (2008). Averages of eight variables - total sky cover, dry-bulb tem-
perature, dew-point temperature, relative humidity, absolute humidity, pressure, wind speed,
and wind direction were compared between the TMY3 months and the 1976-2005 base period
of observations. Although TMY3 data were not intended to match 30-year average climates
at their specific sites, it is instructive to make this comparison for two reasons. First, the
TMY3 datasets were constructed without consideration for volcanic activity. Comparing the
TMY3 months with volcano-eliminated average observations shows whether or not the selected
months remain typical through periods without these extreme events. Also, only dry-bulb
temperature, dew-point temperature, and wind speed statistics were used in the selection of
the TMY3 months, and with a lower priority than solar radiation variables. Comparison with
observations will verify that the other quantities of meteorological importance listed above also
represent typical conditions for the selected months. Differences between the TMY3 monthly
averages and the observed monthly averages were computed for all eight variables. Precipita-
tion was not used as a comparison due to the fact that many, if not most, TMY3 months have
missing precipitation amounts due to missing observations for those months. Results revealed
that the differences were generally quite small - less than the monthly standard deviation in all
months and all variables except for a few months where relative humidity, pressure, and wind
direction were higher. This can be seen in Table 3.1 for Chicago, Illinois. The table shows that
the standard deviation is exceeded only by relative humidity in three months, pressure in two
months, and wind direction in two months. The TMY3 months were evaluated on an hourly
basis as well, and again the results showed the data to be generally representative of (except
for occasional values of relative humidity pressure, and wind direction) the 30-year observed
conditions.
12
3.4 Model Simulations (NARCCAP)
NARCCAP is an international program focused on using RCMs driven by GCMs to pro-
duce high-resolution climate change simulations (NARCCAP , 2010). The program seeks to
investigate and understand uncertainties in regional scale projections of future climate and use
such projections for impacts research.
The model domain covers the conterminous United States and most of Canada, and the
horizontal spatial resolution of the RCMs is 50 km.
The GCMs are forced with the SRES A2 emissions scenario for the 21st century, developed
by the Intergovernmental Panel on Climate Change (IPCC). The SRES scenarios consider var-
ious possibilities of future world development. Specifically, the A2 scenario assumes continuous
population increase, regional economies, and relatively slow technological development. Con-
centrations of CO2 are projected to be around 575 ppm by the middle of the 21st century and
around 870 ppm by the end of the century. While the A2 is considered to be at the ""higher end""
of the range of SRES scenarios, it may be appropriate for impacts evaluations since growth in
CO2 emissions averaged from 2000-2009 exceeded the growth estimated by 35 of the 40 total
scenarios.
3.4.1 Model specifications and output availability
NARCCAP model output for scenarios driven by GCMs is available for the current pe-
riod, defined as 1971-2000, and the future period, 2041-2070. Also, the RCMs are driven with
NCEP/DOE Reanalysis II data for the period of 1979-2004 (Kanamitsu et al., 2002) so that
evaluation of their performance against observations of the recent past may be undertaken.
Volcano months were eliminated from the reanalysis and the current data, as with the ob-
served data. Not all models incorporate the influence of volcanic aerosols, but these months
were eliminated in all models for the sake of consistency. This is important because NARCCAP
data does not take account of future (unknown) volcanic activity that would have impact on
global and regional solar radiation at the Earth's surface. Four different GCMs were explored,
including the Community Climate System Model (CCSM), the Third Generation Coupled
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Global Climate Model (CGCM3), the Hadley Centre Coupled Model version 3 (HadCM3), and
the Geophysical Fluid Dynamics Laboratory GCM (GFDL). Model output from five different
RCMs was available and used in our study, including the Canadian Regional Climate Model
(CRCM), the Hadley Regional Model 3 (HRM3), the PSU/NCAR Mesoscale Model (MM5I),
the Regional Cimate Model, version 3 (RCM3), and the Weather Research and Forecasting
Model(WRFG). This resulted in a total of nine different RCM-GCM combinations, including
the CRCM-CCSM, CRCM-CGCM3, HRM3-GFDL, HRM3-HADCM3, MM5I-CCSM, RCM3-
CGCM3, RCM3-GFDL, WRFG-CCSM, and the WRFG-CGCM3. The NARCCAP data ana-
lyzed for each location corresponded to the grid point closest to the latitude and longitude of
the ASOS weather station for that location.
3.4.2 Evaluation of model performance
One of our goals during this study was to better understand the behavior of the NAR-
CCAP regional climate models. To do this, we evaluated the skill of the individual RCMs
to reproduce TMY3 data. Data for the eight variables mentioned previously were extracted
from the NARCCAP archives for reanalysis-driven runs of the five RCMs for which complete
data were available. Data were compared with the TMY3 months through both monthly and
3-hourly averages. All models have biases, so comparing data in this way clearly shows the
bias structure for each model. For instance, Figure 3.6 shows that the HRM3 has a consistent
warm bias over all months for Chicago, Illinois.
Model bias behavior may differ by location. Table 3.2 shows the bias in the CRCM across
all cities examined in this study. Overall, the CRCM underestimates dry-bulb temperature,
overestimates dew-point temperature, and so greatly overestimates relative humidity. The
only city where relative humidity is underestimated is Los Angeles, California, suggesting there
are features unique to this city, perhaps its local geography and coastal location. As already
mentioned, the HRM3 tends to have a warm bias. This is true for all locations except those in
the Southwestern United States. The MM5I and RCM3 have an opposite tendency, with a cold
bias in all locations except Los Angeles. WRFG is more inconsistent in its biases. Locations
in the Northeastern United States show a cold bias in dry-bulb temperature but a warm bias
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in dew-point temperature. Locations in the Midwestern United States are just the opposite,
and Phoenix and Seattle show a cold bias in both variables.
Our method of correcting for model biases as described in the following section minimizes
this source of uncertainty. Still, analysis of model-specific bias structure provides a deeper
understanding of the models being used.
3.4.3 Calculation of model projected change
Data were extracted from the NARCCAP archive for the nine GCM/RCM model com-
binations for both the contemporary (1971-2000) and future (2041-2070) time periods. The
magnitude of climate change for each weather variable from each RCM at each NARCCAP
grid point over North America is calculated as the difference (2041-2070 values minus 1971-
2000 values) of the monthly mean 3-hourly values. The models are not bias-corrected, but
subtracting simulated contemporary values from simulated future scenario values minimizes
impact of bias in the simulated magnitude of climate change (i.e, it is commonly assumed
that bias in simulated future weather variables is similar to bias in contemporary variables
and hence the biases cancel in the subtraction). Differences of the hourly averages of these
datasets, averaged over the thirty year period for each individual month, were added to the
hourly TMY3 data to produce a future typical meteorological year. Further discussion of this
process will follow.
3.4.4 Improvements in methodology
As mentioned previously, our method improves upon previous research in three main ways.
First, our use of dynamically downscaled regional climate models gives much greater resolution
than global climate models. For a typical global climate model resolution, the Rocky Mountains
are represented as a single giant mass, the great lakes are combined into a single body of water
and Florida does not even exist (Figure 3.7). Whereas, regional climate models show the
Rockies separate from Sierra Nevada, distinguish between each of the Great Lakes, and fully
represent peninsulas such as Florida and Baja California.
Another benefit of using our methodology is that it is applicable to all locations within
15
the NARCCAP domain, covering almost all of the United States, Canada, and Mexico. Also,
NARCCAP is part of a larger concerted effort called the Coordinated Regional Climate Down-
scaling Experiment (CORDEX (Giorgi and Asrar , 2009)). This program sets standards for
model integrations including run periods and required variables. CORDEX includes thirteen
different domains that cover all seven continents. So, while our study only shows results from
within the United States, the same methodology could potentially be used with data from
CORDEX for practically any location across the world.
Our methodology also provides information suitable for risk management. ``Climate change
concerns are very likely to affect perceptions and practices related to risk management behavior
in investment by energy institutions"" (CCSP , 2007). Uncertainty in climate change projections
may be a serious concern when building structures that are supposed to hold up over decades,
if not centuries. The numerous combinations of global and regional climate models quantify
this uncertainty, presenting a range of possible futures. This lets engineers, architects, and
agencies make informed decisions and could give them more confidence in their designs.
16
Figure 3.2 DOE climate zones and their respective representative cities, as taken from Deru
and Coauthors (2011).
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Figure 3.3 Location of the NARCCAP domain, as taken from NARCCAP (2010).
Table 3.2 CRCM average bias
City Dry-bulb Dew-point Rhum Ahum Pressure Wspd Wdir
\circ C \circ C \% g cm - 3 mbar m s - 1 deg
Atlanta, GA -1.52 3.77 22.63 2.63 7.41 -0.85 -4.80
Baltimore, MD -1.84 2.77 19.93 1.84 -1.64 -0.46 -5.53
Chicago, IL -0.90 1.29 10.60 1.17 -1.64 0.51 -0.16
Denver, CO -2.65 4.90 26.48 2.57 -1.54 0.69 2.43
Los Angeles, CA -0.09 -2.55 -9.23 -1.34 -32.65 0.73 3.06
Miami, FL -1.89 1.94 17.54 2.23 0.91 0.37 -8.96
Minneapolis, MN -1.66 1.04 13.45 1.03 -8.70 0.61 1.82
Phoenix, AZ -5.30 7.40 35.88 5.14 -18.39 0.50 0.66
Seattle, WA -3.30 -0.08 15.25 0.43 6.14 -1.00 -6.74
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Figure 3.4 Projected change in temperature under various emission scenarios, as taken from
Solomon et al. (2007).
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Figure 3.5 Global climate models provide boundary conditions for regional climate models
under the NARCCAP program, as taken from Mearns (2012).
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Figure 3.6 Monthly average dry-bulb temperature for the typical meteorological year dataset
and the HRM3 NCEP reanalysis dataset for Chicago, Illinois.
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Figure 3.7 Topographic maps showing the difference in resolution between global climate mod-
els and regional climate models, as taken from Mearns (2012).
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CHAPTER 4. RESULTS
This study sought to evaluate not only the projected magnitude of climate change for various
locations but also differences in behavior of the various models available through NARCCAP.
4.1 Model Projected Change
The overall projected changes for each city is shown in Table 4.1. Temperature increases
are projected to be in the range of about 1.5\circ C - 3.0\circ C. Relative humidity may decrease
slightly. Recent projections by global climate models are consistent with this reduction in
relative humidity over land regions (Stocker et al., 2013). With increased temperatures, the
atmosphere is able to contain a larger amount of water vapor, so absolute humidity will increase.
Projections of pressure, wind speed, and wind direction do not show large changes, although
results show consistency in the direction of change with an increase in pressure, a decrease in
wind speed, and a counter-clockwise shift in wind direction.
4.1.1 Significance over inter-annual variability
Standard deviations (SDs) of the 20th century observed climate variables provide a measure
of natural variations. Simply put, if the projected magnitudes of climate change in variables
important to building energy consumption are less than the natural variations of the current
climate, then there is little incentive to evaluate impact of climate change on building design.
Table 4.2 lists the computed climate change of our nine variables for the model average. Com-
parison of the three rows for each variable shows that models produce climate change values
exceeding both natural variability of the 20th century and inter-model variability in projected
climate change for dry-bulb temperature, dew-point temperature, and absolute humidity, but
not for relative humidity, surface pressure, wind direction, and precipitation. For cloud cover
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and wind speed the projected change is slightly larger than the SDs of the models but far less
than 20th century variability. Dry-bulb temperature, dew-point temperature, and absolute
humidity (which of course is determined from the previous two and pressure) are all important
factors in energy calculations for buildings. We therefore conclude that the TMY3 database
should be modified for use in estimating energy requirements of building functioning in the
middle of the 21st century.
While the only variables to show consistent significance over inter-annual variability were
those mentioned previously, all of the variables studied were updated within the weather input
files. This was done partially due to the fact that even though the magnitude of change for these
variables was not great on an annual timescale, the magnitude of change was often greater when
looking at a diurnal or seasonal timescale. Also, many of these less significant variables are
related to the variables that did show significance. For instance, even though relative humidity
did not show significance over inter-annual variability, it is inherently related to dry-bulb and
dew-point temperature, both of which did show significance. So for the purposes of creating a
consistent future physical environment, relative humidity must be updated.
4.1.2 Seasonal patterns
Projected changes in climate at the seasonal scale provide additional insight on the details
of climate change. The main differences in model behavior and smaller-scale patterns within
the projected change can also reveal much information.
4.1.2.1 Cloud cover
Changes in cloud cover (Figure A.1) show a consistent decrease throughout the year. This
decrease appears to be of a larger magnitude during the summer months for the Midwestern
and Eastern United States. In the Southwest, there is actually a slight increase in cloud cover
during the beginning of summer.
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4.1.2.2 Dry-bulb temperature
A consistent pattern across all of the model combinations and all locations is a greater
amount of warming in the winter and summer months than in the spring and fall months (Fig-
ure A.2). This contrast is greatest for high-latitude, continental cities. Cities along coastlines,
such as Miami, Los Angeles, and Seattle, will experience a more constant increase in dry-bulb
temperature throughout the year. Water has a much greater thermal mass than land surfaces
and provides a regulating effect on nearby locations.
4.1.2.3 Dew-point temperature
Dew-point temperatures also show a greater increase during winter and summer months
(Figure A.3). Unlike dry-bulb temperatures, though, the increase in these months is generally
not equal. For the continental locations of Chicago and Minneapolis, the warming in winter is
approximately an additional 1.0\circ C greater than the warming in summer. For locations in the
Southwestern United States, the opposite occurs with the warming in summer approximately
an additional 0.5\circ C greater than that of winter.
4.1.2.4 Relative humidity
This results in an interesting situation as seen in Figure A.4 where relative humidity is
projected to increase during the winter months and remain steady or decrease during all other
months for continental locations, but decrease in the winter months and increase, for Los
Angeles, in the summer months for the Southwestern United States. Recent projections by
global climate models are consistent with this reduction in relative humidity over land regions
(Joshi et al., 2008).
4.1.2.5 Absolute humidity
Absolute humidity increases for all locations across all months (Figure A.5), with the largest
increase occurring in summer for all cities. This is consistent with a warmer climate since higher
temperatures mean the air can hold more water vapor.
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4.1.2.6 Pressure
Pressure changes are too small to notice any significant seasonal patterns. Figure A.6
appears to show a larger amount of change during the winter months for a few locations, but
there does not appear to be any specific pattern as to which locations. The most obvious note
of interest for pressure is the consistent separation of Denver from the other locations. With
its already high altitude, and resulting low surface pressure, it is reasonable that this location
should be unique in its projections.
4.1.2.7 Wind speed
Patterns are again difficult to decipher within the projected changes in wind speed (Fig-
ure A.7). The direction of the changes, though, is consistently negative across all months for
all locations except Miami.
4.1.2.8 Wind direction
The only feature that seems unusual in the seasonal projections of wind direction is the
activity around the late summer and early fall months. As shown in Figure A.8, change in
wind direction seems to peak during these months, but whether the direction of the peak is
negative or positive varies by location without any clear physical reasoning.
4.1.2.9 Precipitation
Finally, the models suggest a possible shift in the seasonality of precipitation, from summer
to spring (Figure A.9). Also, Miami stands out in these results with a large loss of rainfall
totals during the summer months.
4.2 Model Inter-Comparison
Looking at the differences in projections between the model combinations provides inter-
esting insights into the behavior of the five regional and four global climate models. To make
model inter-comparison easier, the average annual projected changes of each model combination
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were ranked from 1 to 9, with 1 representing the greatest amount of change, and 9 representing
the least amount of change. The immediate stand-out in the dry-bulb temperature rankings
(Table A.1) is the model combination of HRM3-GFDL. This combination produces the high-
est change for seven of the nine locations. Overall, the CRCM and HRM3 regional climate
models and the CCSM and GFDL global climate models project the greatest increase in dry-
bulb temperature. Looking at dew-point temperature change rankings (Table A.2), the two
combinations using the CRCM regional climate model are in the top third of the rankings
for all locations. Relative humidity and absolute humidity rankings can be roughly inferred
from dry-bulb and dew-point temperature rankings. Wind speed and wind direction results
(Tables A.4 A.5) display less preference for any particular models. The Hadley Center regional
(HRM3) and global (HadCM3) models show the smallest change in wind speed but higher
changes in wind direction. Precipitation results are virtually even for all models, as can be seen
in Table A.3.
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CHAPTER 5. PROJECTED IMPACT ON BUILDING ENERGY
CONSUMPTION
5.1 Construction of FTMY
Data were extracted from the NARCCAP archive for the nine GCM/RCM model combi-
nations for both the contemporary (1971-2000) and future (2041-2070) time periods. This was
done for variables including dry-bulb temperature, dew-point temperature, relative humidity,
pressure, wind speed, wind direction, and precipitation. Differences between the hourly av-
erages of these datasets were averaged over the thirty year period for each individual month.
Linear interpolations between the 3-hourly NARCCAP projected changes were made in order
to correspond with the hourly TMY3 data. These changes were then added to the hourly
TMY3 data to produce a future typical meteorological year analogous to the TMY3 for the
middle of the 21st century. This was done with a morphing approach similar to that used by
Belcher et al. (2005). All variables except precipitation were ``shifted"" by simply adding the
projected change to the original TMY3 value, as shown in Equation 5.1.
X = X0 + \delta X, (5.1)
Precipitation was ``stretched"" by multiplying the original TMY3 value by a ratio of average
future precipitation total to current precipitation total, as shown in Equation 5.2.
P = P0 \ast PT
PT0
, (5.2)
Again, these projected changes were imposed on an hourly level, so changes in the seasonal and
diurnal cycles are included. The future model data does not project changes in extremes, so
changes in extremes will not be included in the future weather files. However, the variability
existing within the origin weather files will carry over to the future weather files. These future
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typical meteorological year datasets were then formatted into EnergyPlus Weather (.epw) files
and run through EnergyPlus simulation software.
Other variables were considered but ultimately excluded from analysis. When discussing
matters relating to energy balance, some consideration of cloud cover and radiation is stan-
dard. The problem with including these quantities resulted when trying to match the available
NARCCAP model data with the EnergyPlus Weather file data. The NARCCAP archives con-
tains data for total cloud fraction. However, the EnergyPlus Weather files use both total cloud
fraction and opaque cloud fraction as input. Opaque cloud fraction refers to the amount of
sky covered by clouds or other phenomena that prevent observing higher cloud layers. So the
effect of climate change could be applied to one variable but not both. Since total cloud frac-
tion and opaque cloud fraction are directly related, changing one variable without changing
the other would be inconsistent. Therefore, we chose to leave these quantities at their current
values. Similar difficulties arose when matching the available NARCCAP radiation data with
the EnergyPlus Weather file data. Radiation is divided into direct and diffuse components in
the EnergyPlus data. While it would be possible to apply the effect of climate change to a
variable such as incoming solar (shortwave) radiation, dividing and applying the change to the
direct and diffuse components would be arbitrary. So again the variables were again kept at
their current values. Absolute humidity was explored earlier out of academic interest but is
not actually included as an input variable in EnergyPlus weather files.
5.2 EnergyPlus Simulation
Both the current and future TMY files were used as input to the building simulation soft-
ware called EnergyPlus (USDOE , 2012). EnergyPlus uses one weather file and one building
file together as input to simulate various aspects of energy use within a building. This software
was chosen due to its development by the United States Department of Energy, its open access
and documentation, and its ability to work with pre-designed commercial reference buildings
developed by the DOE (Field et al., 2010). We used the most current version of EnergyPlus
available, version 7.2 and the most current version of the commercial reference buildings, ver-
sion 1.4, designed to work with EnergyPlus 7.2. There are 16 building types, representing
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approximately 70\% of the commercial building stock in the United States. Simulations were
conducted for all 16 building types. However, here we will focus on the results for the medium
office, stand-alone retail, and secondary school typologies. These represent the top three princi-
pal commercial building types, as can be seen in Table 5.1. The commercial reference buildings
are available across the 16 DOE climate zones, previously discussed as determining the selec-
tion of locations. Similar to the weather input files, the commercial reference building files
differ across the various locations. The design and construction of the buildings change based
upon what is common practice at each location. Also, the buildings are available for three
categories based upon their date of construction. The reference building models are available
for new construction, existing buildings constructed in or after 1980 (``post-1980""), and existing
buildings constructed before 1980 (``pre-1980""). Our study was aimed at retrofitting buildings
that may have been designed with energy efficiency in mind but that may not be suitable for
the current climate and would not be resilient under future climate change. Therefore we chose
the ``post-1980"" category for our simulations. Much more detail about the development and
design of the commercial reference buildings may be found in Deru and Coauthors (2011).
A plethora of information is available within the EnergyPlus output. Since this paper
is focused mostly on the projections of climate change and their general impacts, we will
only touch the surface of the available information. By running simulations with both the
current and future TMY files, we were able to calculate the projected change in heating energy
consumption, cooling energy consumption, and net total consumption. As can be seen in
Figure 5.1, the heating and cooling loads are two of the largest energy demands, as well as the
two most impacted by changes in the weather or climate.
5.3 Magnitude of Consumption Changes
All building types, for all model combinations and all cities show a decrease in heating and an
increase in cooling. While the different model combinations produce a number of possible energy
change futures, the amount of projected change is always greater than the total range between
the model solutions. Warm locations such as Miami and Phoenix may reduce their heating load
by around 25\%-35\% for medium office buildings, 35\%-45\% for secondary schools, and 35\%-50\%
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Table 5.1 Principal commercial building types, as percent of total floorspace, as taken from
D and R International (2011)
Building Floorspace Buildings Energy Consumption
Office 17 17 19
Mercantile 16 14 18
Retail 6 9 5
Enclosed/Strip Malls 10 4 13
Education 14 8 11
Warehouse and Storage 14 12 7
Lodging 7 3 7
Service 6 13 4
Public Assembly 5 6 5
Religious Worship 5 8 2
Health Care 4 3 8
Inpatient 3 0 6
Outpatient 2 2 2
Food Sales 2 5 5
Food Service 2 6 6
Public Order and Safety 2 1 2
Other 2 2 4
Vacant 4 4 1
Total 100 100 100
for stand-alone retail buildings (Figures A.10 A.12 A.14). These locations may increase their
cooling load by around 20\%-30\% for medium office buildings, 25\%-35\% for secondary schools,
and 25\%-35\% for stand-alone retail buildings (Figures A.11 A.13 A.15). Note that if these
numbers seem small compared to the projected cooling change for other locations, it is because
the energy spent on cooling in the current climate is already so high that any percentage change
will naturally be low. Cold locations such as Minneapolis and Chicago will still reduce their
heating load, by around 15\%-25\% for each of the three building types. They will increase their
cooling load by around 30\%-50\% for medium office buildings, 40\%-70\% for secondary schools,
and 45\%-75\% for stand-alone retail buildings. Net changes in energy consumption have a much
smaller modeled range. The average net change for warm climates is an increase of around 5\%,
with the largest net change at 13\% for secondary schools in Miami. The average net change
for cold climates is a decrease of around 5\%, with the largest net change at -9\% for secondary
schools and stand-alone retail buildings in Seattle.
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Figure 5.1 Energy consumption of the commercial building stock, as taken from D and R In-
ternational (2011).
5.4 Location-Based Patterns
5.4.1 Dependence on latitude
All locations are projected to have an increase in average annual temperature. Warmer
summers means more energy used on cooling for all locations. Warmer winters means less
energy used on heating for all locations. The net change in energy consumption for a certain
location depends upon how these two factors balance each other. This depends primarily on the
location's latitude. Lower-latitude locations, such as Phoenix, already spend much more energy
on cooling than on heating. Under climate change they will save a little through heating costs,
but the even greater need for cooling causes a net increase in energy consumption. Higher-
latitude locations, such as Chicago or Minneapolis, spend energy on cooling during the summer
and on heating during the winter. Under climate change the winters will be significantly
warmer, reducing the amount of energy spent on heating, and overall reducing the amount
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Figure 5.2 Projected change in heating, cooling, and total energy consumption for the
Post-1980 medium office commercial reference building for all climate models and
for Chicago, Illinois.
of energy used. This can be seen in Figure 5.2 where there is an average net reduction in
energy consumption of around 3\% for medium office buildings in Chicago. The average net
reductions for secondary schools and stand-alone retail buildings are higher, at 6\% and 7\%,
respectively. So, cooler climates may actually benefit in terms of energy use in a future climate.
Accordingly, mid-latitude cities continue this balance of less energy used on heating with more
energy used on cooling, but these two factors cancel each other, resulting in no net change in
energy consumption.
5.4.2 Consistency with previous research
Our results are generally consistent with those reported in previous research efforts. For
Los Angeles, we found an increase in net energy use. While it was not as large as the 25 - 28\%
increase cited by Huang (2006), it was projected only half as far into the future as that study
(2100). The latitudinal dependence we found in our results is consistent with the findings of
Crawley (2008). Overall, his study showed impacts of climate change were projected to reduce
energy use for cold climates by around 10\%, increase energy use in tropical climates by more
than 20\%, and change energy use from heating to cooling for the mid-latitudes. Although our
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study focused on a smaller range of latitudes, we could still clearly see this competition between
increased cooling energy consumption and decreased heating energy consumption. This result
is also supported as a general result in CCSP (2007).
5.5 Impact on Building Systems
The study by Crawley (2008) states that unless significant changes are made to buildings,
``building owners will experience substantial operating cost increases and possible disruptions
in an already strained energy supply system."" Our research reinforces this statement by show-
ing significant projected changes in heating and cooling energy consumption. These factors
somewhat cancel when looking at net change, usually an increase or decrease of around 5\%
depending on location.
However, looking at the net change of energy use as simply the difference between the
reduction in heating energy consumption and the increase in cooling energy consumption can
be deceptive. While the changes in heating and cooling energy consumption appear to generally
balance each other for most locations, different systems and different fuel sources mean that the
costs will likely not balance. For instance, heating uses primarily natural gas while cooling uses
primarily electricity, each with different costs. Current furnaces are not designed to work well in
extreme (95th percentile) cold, so a warmer climate may actually make them more productive.
A warmer climate means that current air conditioners will not work as well, though, and may
require replacement with a system that can meet demand. Overall, the changes in heating
and cooling energy consumption correspond with seasonality and therefore modifications must
be made to the buildings in order to withstand the annual cycle of climate conditions in the
middle of the 20th century.
5.6 Simulation Concerns
When looking through the output of our simulations, we noticed unusually high values of
``zone air relative humidity."" For multiple building types and multiple locations, the relative
humidity within various zones (rooms) would often be higher than 80\%. We are not entirely
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sure why the excess humidity is not removed. Perhaps there is some incorrect coding within
EnergyPlus, perhaps there is some incorrect coding within the commercial reference buildings,
or perhaps there is some complexity to removing humidity within EnergyPlus that is beyond
the scope of our knowledge. We are using the most current versions of both EnergyPlus and
the commercial reference buildings, so old software and files should not be the problem. Since
the model projections show a future warmer climate, and absolute humidity increases with a
warmer climate, this means that removing the excess humidity would cause an even greater
increase in cooling energy consumption than shown in our results.
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CHAPTER 6. SUMMARY AND DISCUSSION
We have extended the work of past researchers on the impact of climate change on building
energy demand by using multiple global climate models and multiple regional climate models to
evaluate site-specific climate change. Our method goes beyond previous results in that we use
dynamical downscaling, our results are applicable to all U.S. locations in the TMY3 database,
with some potential for expansion to most locations world-wide, and our use of multiple models
enables us to quantify the uncertainty associated with future climate projections.
6.1 Climate Change Projections
We present strong evidence that the magnitude of climate change by the middle of the 21st
century in meteorological variables of high importance to building energy considerations will
be of greater magnitude than both the natural variation in these variables during last three
decades of the 20th century and the inter-model variation of the model combinations used to
project this change. By interpolation of mid-21st century results back to the current climate,
our methodology can be used to derive future typical meteorological year databases for each
decade of the first half of the 21st century.
6.2 Revision of Current Practices
The results of our research can be used by engineers, architects, utility companies, building
owners and policy makers to better prepare for future retrofits and investments. The new data
sets can also be utilized as part of a risk analysis for new adaptive building design strategies
such as utilizing natural energy flows in air and materials and to develop behavioral adaptation
strategies for a future with a changing climate.
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6.3 Recommended Future Work
This study focused primarily on the impact of climate change on the energy use of the
existing commercial building stock. A next step is to look into possible modifications or retrofits
to existing buildings that would make them more resilient to future changes in climate. With the
established methodology of creating future weather input files, a much more detailed analysis
of adaptation strategies and associated costs is recommended. A more detailed look into the
impact of extreme weather under climate change is recommended. Also, the feasibility of
applying this methodology to locations world-wide should be further investigated, including
the progress of the CORDEX program in other areas of the world and what modifications
might need to be made in using baseline climatic datasets other than the TMY3 dataset, which
is only available for the United States.
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Figure A.1 Monthly average projected change in cloud fraction for all locations.
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Figure A.2 Monthly average projected change in dry-bulb temperature for all locations.
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Figure A.3 Monthly average projected change in dewpoint temperature for all locations.
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Figure A.4 Monthly average projected change in relative humidity for all locations.
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Figure A.5 Monthly average projected change in absolute humidity for all locations.
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Figure A.6 Monthly average projected change in surface pressure for all locations.
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Figure A.7 Monthly average projected change in wind speed for all locations.
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Figure A.8 Monthly average projected change in wind direction for all locations.
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Figure A.9 Monthly average projected change in total precipitation for all locations.
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Table A.1 Model ranking of NARCCAP annual projected change in dry-bulb temperature
Model ATL BLT CHI DNV LAX MIA MSP PHX SEA
CRCM CCSM 3 3 4 5 2 1 3 3 2
CRCM CGCM3 4 2 2 4 3 5 2 2 3
HRM3 GFDL 1 1 1 1 1 2 1 1 1
HRM3 HADCM3 5 4 6 3 9 3 5 4 1
MM5I CCSM 8 7 8 9 8 4 8 9 7
RCM3 CGCM3 6 6 5 2 5 9 4 6 5
RCM3 GFDL 7 8 7 8 4 7 7 5 9
WRFG CCSM 2 5 3 6 6 6 6 7 4
WRFG CGCM3 9 9 9 7 7 8 9 8 6
Table A.2 Model ranking of NARCCAP annual projected change in dew-point temperature
Model ATL BLT CHI DNV LAX MIA MSP PHX SEA
CRCM CCSM 1 2 1 1 3 1 1 3 1
CRCM CGCM3 2 1 2 2 2 2 3 2 2
HRM3 GFDL 8 9 9 7 6 6 8 8 9
HRM3 HADCM3 7 8 8 6 1 7 9 1 3
MM5I CCSM 9 6 6 8 7 9 6 9 6
RCM3 CGCM3 4 3 3 5 5 8 5 4 4
RCM3 GFDL 6 5 5 4 9 3 7 5 8
WRFG CCSM 5 4 4 3 4 5 2 6 5
WRFG CGCM3 3 7 7 9 8 4 4 7 7
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Table A.3 Model ranking of NARCCAP annual projected change in precipitation
Model ATL BLT CHI DNV LAX MIA MSP PHX SEA
CRCM CCSM 8 7 7 9 3 3 4 2 2
CRCM CGCM3 6 8 8 5 8 6 8 6 3
HRM3 GFDL 2 9 4 1 9 5 9 1 5
HRM3 HADCM3 1 1 3 4 2 7 6 7 8
MM5I CCSM 5 3 1 7 4 1 1 5 6
RCM3 CGCM3 9 2 2 3 5 8 7 9 9
RCM3 GFDL 7 5 5 6 1 2 5 4 1
WRFG CCSM 4 6 6 8 6 4 2 3 7
WRFG CGCM3 3 4 9 2 7 9 3 8 4
Table A.4 Model ranking of NARCCAP annual projected change in wind speed
Model ATL BLT CHI DNV LAX MIA MSP PHX SEA
CRCM CCSM 6 6 7 4 3 3 7 6 1
CRCM CGCM3 8 8 5 6 7 6 5 8 6
HRM3 GFDL 7 7 8 8 8 4 6 7 8
HRM3 HADCM3 9 9 9 9 9 9 9 9 9
MM5I CCSM 1 5 4 2 2 8 4 1 2
RCM3 CGCM3 5 2 3 1 6 7 2 3 5
RCM3 GFDL 3 1 2 3 1 2 1 2 4
WRFG CCSM 4 3 1 5 4 5 3 4 3
WRFG CGCM3 2 4 1 6 7 1 8 5 7
Table A.5 Model ranking of NARCCAP annual projected change in wind direction
Model ATL BLT CHI DNV LAX MIA MSP PHX SEA
CRCM CCSM 9 4 2 8 4 6 1 6 2
CRCM CGCM3 7 7 6 5 2 4 4 2 1
HRM3 GFDL 4 5 1 1 6 1 3 3 3
HRM3 HADCM3 5 8 4 2 5 2 5 4 4
MM5I CCSM 6 1 7 4 7 9 7 7 9
RCM3 CGCM3 8 3 3 9 3 5 2 5 5
RCM3 GFDL 2 9 5 6 1 3 6 1 7
WRFG CCSM 3 2 9 3 9 8 8 9 6
WRFG CGCM3 1 6 8 7 8 7 9 8 8
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Figure A.10 Model average projected range of change in heating energy consumption for the
Post-1980 medium office commercial reference building for all locations.
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Figure A.11 Model average projected range of change in cooling energy consumption for the
Post-1980 medium office commercial reference building for all locations.
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Figure A.12 Model average projected range of change in heating energy consumption for the
Post-1980 secondary school commercial reference building for all locations.
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Figure A.13 Model average projected range of change in cooling energy consumption for the
Post-1980 secondary school commercial reference building for all locations.
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Figure A.14 Model average projected range of change in heating energy consumption for the
Post-1980 stand-alone retail commercial reference building for all locations.
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Figure A.15 Model average projected range of change in cooling energy consumption for the
Post-1980 stand-alone retail commercial reference building for all locations.
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