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ON A FAMILY OF SINGULAR CONTINUOUS MEASURES
RELATED TO THE DOUBLING MAP
MICHAEL BAAKE, MICHAEL COONS, JAMES EVANS, AND PHILIPP GOHLKE
Abstract. Here, we study some measures that can be represented by infinite Riesz products
of 1-periodic functions and are related to the doubling map. We show that these measures
are purely singular continuous with respect to Lebesgue measure and that their distribution
functions satisfy super-polynomial asymptotics near the origin, thus providing a family of
extremal examples of singular measures, including the Thue–Morse measure.
1. Introduction
The Lebesgue decomposition theorem states that any positive regular Borel measure µ on
R
n has a unique decomposition µ = µpp + µac+ µsc relative to Lebesgue measure, where µpp,
µac and µsc are mutually singular as measures. Here, µpp is pure point (the Bragg part), while
µac is an absolutely continuous and µsc is a singular continuous measure. We call a measure
pure if it has only one of these parts. For example, with respect to Lebesgue measure, a Dirac
measure is purely pure point, and Lebesgue measure is purely absolutely continuous. Purely
singular continuous measures often arise in the study of dynamical systems, such as those
associated to constant-length substitutions; see [16, 1, 6] for general background.
A paradigmatic example of singular continuity is the Thue–Morse (TM) measure γ̂t , the
diffraction measure of the classic TM sequence over the alphabet {−1, 1}. Recall that this is
the bi-infinite sequence given by t(0) = 1, for non-negative n by the recursions t(2n) = t(n)
and t(2n + 1) = −t(n), and for negative integers by t(n) = t(−n − 1). The corresponding
diffraction measure, γ̂t , is the Fourier transform of the autocorrelation measure γt,
γt =
∑
m∈Z
ηt(m) δm ,
where ηt(m) is the volume-averaged autocorrelation coefficient
ηt(m) = lim
N→∞
1
2N + 1
N∑
n=−N
t(n) t(n+m).
These coefficients satisfy ηt(0) = 1 and ηt(−m) = ηt(m) for m ∈ N, as well as the recursions
ηt(2m) = ηt(m) and ηt(2m+ 1) = −12
(
ηt(m) + ηt(m+ 1)
)
for m ∈ N0; see [6, Sec. 10.1] and
references therein. Perhaps the most interesting property of γ̂t in our context is the fact that
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it can be represented as an infinite Riesz product; see [20, Ch. V.7] for general background
on such measures. Indeed, as a measure on R, one has
γ̂t =
∏
ℓ>0
(
1− cos(2ℓ+1pi(.))),
which is to be understood as the limit of a vaguely converging sequence of absolutely contin-
uous measures on R; see [6, Sec. 10.1] for a detailed discussion, which is based on the original
work by Mahler and Kakutani, as well as [12, 5, 7] for results on its scaling properties. Since
this measure is 1-periodic, hence of the form γ̂t = µTM ∗ δZ with µTM = γ̂t |[0,1), it is natural
and more convenient to view it as a finite measure on the 1-torus, where it is a probability
measure, and work with weak convergence. This is our point of view from now on, where the
autocorrelation coefficients ηt(m) agree with the Fourier–Stieltjes coefficients of the measure
µ
TM
on T. This simplifies various steps from a technical perspective, and is perfectly adequate
for a complete study, including hyperuniformity aspects [12, 18], which have recently gained
importance in the physical sciences [2, 14, 7, 15] and beyond [10, 11, 4, 17].
Taking the above infinite Riesz product as a starting point, we investigate the spectral
properties of measures that can be represented as infinite Riesz products∏
ℓ>0
h(2ℓx),
where h is a non-negative continuous function that is 1-periodic. Such products are connected
with the doubling map x 7→ Tx := 2x on the 1-torus, T, the latter represented as [0, 1)
with addition modulo 1. We denote the corresponding topological dynamical system by
(T, T ). This doubling system, from a spectral perspective, is more complicated than successive
multiplication by an integer > 3; see [3] for a related example with Stern’s diatomic sequence.
Another difficulty emerges from the observation that the Fourier–Stieltjes coefficients of a
general Riesz product do not have such a simple recursive structure as those of µ
TM
.
To deal with this class systematically, we will thus assume some additional symmetry
conditions on h. In particular, we require g := h/2 to be a g-function in the sense of Keane
[13], where we have g(x) + g
(
x+ 12
)
= 1 for all x ∈ T. Considering these functions, we start
our investigation by proving the existence of the above measures as infinite products. We
denote the space of continuous functions on T by C(T). The following builds on a powerful
result from [13] that has been used many times since, but mostly for the case g > 0.
Theorem 1.1. Let g ∈ C(T) be a g-function of summable variation,1 and assume that one
of the following properties holds.
(1) The function g has at most one zero in T;
(2) The function g has only finitely many zeros in T, none of which wanders into a
periodic orbit under T ; or:
(3) All zeros of g lie in
[
1
4 ,
3
4
]
, sparing at least one of the boundary points.
1See Definition 2.2 below for this notion.
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Then, the probability densities gn(x) := 2
n
∏n−1
k=0 g(2
kx), as n → ∞, converge weakly to a
probability measure on T, denoted by µg, and µg is strongly mixing on (T, T ).
Below, we call a g-function good when one of the assumptions (and thus the conclusion)
of Theorem 1.1 holds. The measures µg are examples of a more general class of probability
measures called g-measures [13]. Since both µg and Lebesgue measure λL are ergodic, invari-
ant probability measures for (T, T ), they are either equal or mutually singular. In fact, we
can fully characterise the spectral type of µg for good g-functions.
Theorem 1.2. Let g ∈ C(T) be a good g-function, and µg the associated measure. Then, we
are in one of the following three cases.
(ac): µg = λL if and only if g is constant on T, which means g ≡ 12 .
(pp): µg = δ0 if and only if g
(
1
2
)
= 0.
(sc): µg is singular continuous with respect to λL otherwise.
As we are aiming at generalisations of the TM measure, we will impose another property.
We say that a good g-function g exhibits power-law scaling if there exist positive constants
c1, c2, θ1 and θ2 such that
c1x
θ1 6 g(x) 6 c2x
θ2
holds for all x ∈ [0, 12]. This in particular implies that g(0) = 0 is the unique zero of g in the
interval
[
0, 12
]
.
Example 1.3. Guiding examples of such g-functions are given by gt(x) =
1
2
(
1 − cos(2pix)),
which induces the TM measure, by the tent map
g∧(x) =

2x, 0 6 x 6
1
2 ,
2(1− x), 12 < x < 1,
and by the square root inspired function
g√ (x) =


√
x, 0 6 x 6 14 ,
1−
√∣∣x− 12 ∣∣, 14 < x 6 34 ,√
1− x, 34 < x < 1.
These three functions exemplify the three behaviours of g-functions with power-law scaling
at 0. Indeed, at x = 0, the derivative of gt vanishes, g∧ has finite derivative, and g√ has
undefined (infinite) derivative; see the top row of Figure 1 for graphs of these functions. ♦
Next, we examine the distribution function Fg(x) := µg([0, x]). After proving that Fg(x) is
strictly increasing with x, which is a generalisation of this known property in the TM case,
we show that the scaling of Fg(x) near 0 is super-polynomial.
Theorem 1.4. Let g ∈ C(T) be a good g-function with power-law scaling. Then, one has
log
(
Fg(x)
) ≍ − log2(x)2 as x→ 0+,
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Figure 1. The probability densities g1, g2, g3, g6 and g11, from the sequence
(gn)n∈N that converges to µg, for the three g-functions of Example 1.3.
where log2 denotes the logarithm to base 2. In particular, Fg(x) decays faster than any power
of x as x→ 0+.
The remainder of this paper is organised as follows. In Section 2, using specific properties
of g-functions, we derive Theorem 1.1 as a consequence of a more general result, which is
interesting on its own as well. In Section 3, we characterise the pure point part of general
g-measures and prove Theorem 1.2. Finally, Section 4 contains properties of the distribution
function of µg as well as a proof of Theorem 1.4, together with more precise upper bounds
on the scaling near 0, thus extending a result that is well known [12, 7] for µ
TM
.
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2. Some properties of g-measures
As above, let T denote the 1-torus, written as [0, 1) with addition modulo 1, and let g > 0
be a g-function on (T, T ), where T is the doubling map Tx = 2x. This means that g is Borel
measurable and that we have g(x)+ g
(
x+ 12
)
= 1 for all x ∈ T. Given a g-function on (T, T ),
we define the transfer operator ϕg on a real-valued function f on T by(
ϕgf
)
(x) =
∑
y∈T−1(x)
g(y)f(y) = g
(
x
2
)
f
(
x
2
)
+ g
(
x+1
2
)
f
(
x+1
2
)
.
A shift-invariant Borel probability measure µ on T is called a g-measure if (ϕg)∗µ = µ holds,
where
(
(ϕg)∗µ
)
(f) := µ(ϕgf) for f ∈ C(T). The operator ϕg preserves the normalisation of
a measure, hence maps probability measures to probability measures. A short calculation
yields (ϕg)∗λL = 2gλL , where λL is Lebesgue measure on T and 2gλL(f) = 2
∫
T
g(x)f(x) dx.
In particular, λ
L
itself is a g-measure precisely if g ≡ 12 almost-surely. More generally, we
obtain the following property.
Lemma 2.1. For gk(x) = 2
k
∏k−1
j=0 g(2
jx) and any k ∈ N, one has (ϕkg)∗λL = gkλL . In
particular, gk is a probability density on T.
Proof. First, we observe inductively that(
ϕkgf
)
(x) = 2−k
∑
y∈T−k(x)
gk(y)f(y).
For every f ∈ C(T), we now obtain∫ 1
0
f(x) gk(x) dx =
∫ 1
0
(
ϕkgf
)
(x) dx =
((
ϕkg
)
∗λL
)
(f)
by a straightforward calculation. Since
(
ϕkg
)
∗λL = gkλL is a probability measure on T, it
follows that gk is a probability density. 
Interpreting (gn)n∈N as a sequence of probability measures on T, by the Banach–Alaoglu
theorem, it must have an accumulation point µg in the weak topology. Assume for a moment
that gn converges to µg. Then, it is easily checked that µg is in fact a g-measure. Below, we
will give a sufficient condition for weak convergence of (gn)n∈N, though this first needs some
preparation via a suitable concept. To formulate the latter, let f ∈ C(T) and set
f [δ] = max
|x−y|6δ
|f(x)− f(y)|
for δ > 0. Note that the maximum is indeed attained, as f is uniformly continuous, and that
limδ→0+ f [δ] = 0.
Definition 2.2. We say that f ∈ C(T) is of summable variation if
fδ :=
∞∑
j=0
f
[
2−jδ
]
< ∞,
for some (equivalently all) δ > 0.
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Remark 2.3. Note that f [δ] is increasing monotonically in δ. It is straightforward to verify
that fδ → 0 as δ → 0+ whenever f is of summable variation, and also that every Ho¨lder-
continuous function is of summable variation. The condition that f is of summable variation
appears also under the term Dini continuous in the literature. ♦
The following is a mild adaptation of a result in [13]. For the case that g > 0 on T, we also
refer to [19, Thm. 3.1], where an analogous result is shown under the condition that log(g) is
of summable variation. Note that, if g > 0, it is of summable variation precisely when log(g)
has this property. Parts of the following proposition have also been covered by [8, Thm. 2.1].
Proposition 2.4. Let g ∈ C(T) be a g-function of summable variation, and assume that one
of the following properties is satisfied, namely
(1) that g has at most one zero in T,
(2) that g has only finitely many zeros in T, none of which wanders into a periodic orbit
under the map T , or
(3) that all zeros of g lie in
[
1
4 ,
3
4
)
or in
(
1
4 ,
3
4
]
.
Then, for all f ∈ C(T), the sequence of functions (ϕkgf)k∈N converges, uniformly on T, to
a constant, denoted by µg(f). Further, the mapping f 7→ µg(f) defines a strongly mixing
probability measure on T, where µg is the unique g-measure induced by g.
Sketch of proof. The proof was essentially given in [13], where it was assumed that g is dif-
ferentiable — a condition we want to relax to g being of summable variation. The only step
affected by this is the proof that {ϕkgf}k∈N is relatively compact in C(T), which can now be
done by a standard Arzela–Ascoli argument instead. Since ϕg acts as a weighted average, we
have |ϕkgf | 6 |f | for all k ∈ N. Consequently, it suffices to show that {ϕkgf}k∈N is uniformly
equicontinuous. To this end, let δ > 0 and assume |x − y| 6 δ. Then, by a straightforward
calculation, we get ∣∣(ϕgf)(x)− (ϕgf)(y)∣∣ 6 2|f | g[ δ2]+ f[ δ2],
which, by taking the maximum in the above relation, yields(
ϕgf
)
[δ] 6 2|f | g[ δ2]+ f[ δ2].
Iterating this, we obtain
(
ϕkgf
)
[δ] 6 2|f | g[ δ2]+ (ϕk−1g f)[ δ2] 6 · · · 6 2|f |
k−1∑
j=1
g
[
2−jδ
]
+ f
[
δ
2k
]
6 2|f | gδ + f [δ],
for all k ∈ N. Since both gδ → 0 and f [δ] → 0 as δ → 0+, we can find, for each ε > 0,
some δ > 0 such that (ϕkgf)[δ] < ε for all k ∈ N. This proves that {ϕkgf}k∈N is uniformly
equicontinuous and completes the argument. 
With Proposition 2.4 at hand, Theorem 1.1 becomes a direct consequence as follows.
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Proof of Theorem 1.1. Under the assumptions of Proposition 2.4, we obtain(
gnλL
)
(f) = λ
L
(ϕng f)
n→∞−−−−→ µg(f),
for all f ∈ C(T), where we have used Lemma 2.1 and dominated convergence. 
3. The pure point part of µg
Next, we want to understand the Lebesgue decomposition µg = µg,pp + µg,sc + µg,ac. To
this end, let us first summarise some useful properties of g-measures.
Proposition 3.1. The g-measure µg of a good g-function satisfies the following properties.
(1) Either one has µg = λL , or µg is singular with respect to λL . In particular, when
µg 6= λL , the absolutely continuous part of µg vanishes.
(2) One has µg = λL if and only if g(x) =
1
2 for a.e. x ∈ T. Within C(T), this means
that g is identical to the constant function 12 .
(3) Either one has µg,pp = µg, or µg has no pure point part.
(4) The measure µg is always of pure type.
Proof. Properties (1) and (2) immediately follow from Theorem 1.1 and the observation made
before Theorem 1.2. To establish (3), we simply verify (ϕg)∗(µg,pp) = ((ϕg)∗µg))pp = µg,pp.
Then, the uniqueness stated in Proposition 2.4 gives the claim, and (4) becomes a straight-
forward consequence. 
In what follows, we explore conditions for the existence of a pure point part. Since some
of the observations hold in full generality, without extra complications with the proofs, we
drop the assumption that g is a good g-function for a while. Recall from [13] that the set
of g-measures coincides precisely with the set of T -invariant measures on T. From this,
we conclude that the pure point part of an arbitrary g-measure is supported on complete
(forward) T -orbits, the latter denoted by OT (x) :=
{
T kx : k ∈ N0
}
in what follows.
Proposition 3.2. Suppose µg({x}) > 0. Then, x is a periodic point of T , and we have
g(y) = 1 together with µg({y}) = µg({x}) for every y ∈ OT (x).
Proof. Since µg is T -invariant, we have µg({Tx}) = µg({x}) + µg({x+ 12}), which implies
0 < µg({x}) 6 µg({Tx}) 6 · · · 6 µg({T nx})
for all n ∈ N. This shows that OT (x) must be finite, and that µg is ultimately constant on
this orbit. Hence, there exist j, k ∈ N with j < k such that T jx = T kx. But then, we either
have T j−1x = T k−1x or T j−1x = T k−1x+ 12 . The latter case is impossible because
µg({T k−1x}) = µg({T kx}) = µg({T k−1x}) + µg({T k−1x+ 12})
implies that µg({T k−1x + 12}) = 0, which contradicts µg({T j−1x}) > µg({x}) > 0. We
conclude that (T kx)k∈N0 is periodic and µg is constant on OT (x).
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Since µg is a regular Borel measure, every integrable function h satisfies
µg(h) =
(
(ϕg)∗µg
)
(h) = µg(ϕgh).
In particular, for y ∈ OT (x) and h = 1{y}, we obtain ϕg1{y} = g(y)1{Ty} and thus also
µg(1{y}) = g(y)µg(1{Ty}). This implies g(y) = 1 for all y ∈ OT (x). 
Remark 3.3. It is not difficult to verify that some kind of converse of the statement in
Proposition 3.2 also holds. Indeed, whenever x = T px and g(T jx) = 1 for all 0 6 j 6 p − 1,
the measure µ = 1
p
∑p−1
j=0 δT jx is a g-measure. This observation can be used to construct
examples of g-functions that give rise to more than one g-measure; compare [13]. ♦
Returning to the case of good g-functions, we are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. The ac case is clear from properties (1) and (2) of Proposition 3.1.
Next, assume that µg has a non-trivial pure point part and let x ∈ T be such that µg({x}) > 0.
By Proposition 3.2, there is some p ∈ N with T px = x and g(T jx) = 1 for all 0 6 j 6 p − 1.
We now proceed with a case distinction as in Theorem 1.1.
First, assume that g has only one zero in T, say z. Then, there is precisely one x ∈ T with
g(x) = 1, namely x = z + 12 . But this implies p = 1, hence Tx = x, and thus x = 0. Since
this point is unique and µg is a probability measure on T, we get µg = δ0 in this case.
Second, assume that g has only finitely many zeros, none of which wanders into a periodic
orbit. However, if µg({x}) > 0, we know that z = x + 12 must be a zero of g with Tx = Tz,
which is impossible because x is a periodic point of T , and µg,pp = 0 in this case.
Third, assume that all zeros of g lie in
[
1
4 ,
3
4
)
or in
(
1
4 ,
3
4
]
, and let I be either of these
intervals. If x 6= 0, there is some k ∈ N0 such that T kx ∈ I. But then, z = T kx+ 12 /∈ I with
g(z) = 0, a contradiction. So, we do not get any further location beyond the one from our
first case.
Together, this shows that, for a good g-function, µg({x}) > 0 is only possible for x = 0, in
which case g
(
1
2
)
= 0. Conversely, assume g
(
1
2
)
= 0, which is equivalent to g(0) = 1. Then,
(ϕgf)(0) = f(0) for every f ∈ C(T). Since ϕkgf converges pointwise to µg(f), this yields
µg(f) = lim
k→∞
(
ϕkgf
)
(0) = f(0),
and thus µg = δ0, which settles the pp case.
Finally, if µg 6= µg,pp, Proposition 3.1 implies that the measure µg cannot have any pure
point part, and is singular relative to λL . The statement for the sc case is then clear. 
Remark 3.4. If µ is a general, T -invariant probability measure on T, we can conclude that
µac = cλL for some c ∈ [0, 1]. First, it is clear that each of µpp, µsc and µac is separately
T -invariant, so consider ν = µac. With fn(x) := e
2πinx and a simple calculation, we obtain
the Fourier–Stieltjes coefficients of ν as
ν̂(n) = ν(fn) = ν(fn ◦ T ) = ν(f2n) = ν̂(2n)
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for n ∈ Z, where ν̂(0) = ν(T). Any n 6= 0 has a unique representation as n = 2k(2m + 1).
Then, by a standard application of the Riemann–Lebesgue lemma, the above doubling relation
forces ν̂(2m + 1) = 0 for all m ∈ Z and thus ν̂(n) = 0 for all n 6= 0. This implies our claim
with c = ν(T) ∈ [0, 1], by the uniqueness of the Fourier–Stieltjes coefficients. ♦
4. The Distribution Function Fg(x)
In this section, we examine the distribution function Fg(x) := µg
(
[0, x]
)
. We first prove
that Fg(x) is strictly increasing with x if g has at most countably many zeros. Then, we
restrict to g-functions with power-law scaling and prove an effective result in showing that
the scaling of Fg(x) near zero is super-polynomial. In particular, we prove Theorem 1.4. This
is also related to the analysis of hyperuniform structures, and shows that further connections
to number-theoretic questions exist. In particular, the deviation from a power-law scaling, as
known from the TM sequence (see [12, 7] and references therein), is not at all unusual.
Theorem 4.1. Let g ∈ C(T) be a good g-function with at most countably many zeros, and
suppose g
(
1
2
) 6= 0. Then, the distribution function Fg(x) is strictly increasing in x. In
particular, every open interval has positive µg-measure.
Proof. It suffices to show that µg(I) > 0 for every interval of the form I = [2
−kj, 2−k(j + 1)],
with k ∈ N and 0 6 j 6 2k− 1. Since µg is continuous as a measure, weak convergence
gn
n→∞−−−−→ µg yields
µg(I) = lim
n→∞
∫
I
gn(x) dx = lim
n→∞
∫
I
gk(x) gn−k(2
kx) dx
= lim
n→∞
∫ 1
0
2−kgk
(
2−k(j + y)
)
gn−k(y) dy = µg(f),
where x 7→ f(x) = 2−kgk
(
2−k(j + x)
)
defines a non-negative function that is bounded by
1 and has at most countably many zeros. Set An =
{
x ∈ T : f(x) > 1
n
}
for n ∈ N and
B = {x ∈ T : f(x) = 0}. Clearly, T = ⋃n∈NAn ∪B. Since B is countable and µg continuous,
we obtain
1 = µg(T) 6
∑
n∈N
µg(An),
and thus µg(An) > 0 for some n ∈ N. For this choice of n, we find
µg(I) = µg(f) >
1
n
µg(An) > 0.
Since k and j were arbitrary, this implies that Fg(x) is strictly increasing in x. 
The following result provides inequalities as well as asymptotics that immediately imply
Theorem 1.4.
Theorem 4.2. Let g ∈ C(T) be a good g-function with power-law scaling. Let c1, c2, θ1 and
θ2 be positive constants with θ2 6 θ1 such that, for all x ∈
[
0, 12
]
,
(1) c1 x
θ1 6 g(x) 6 c2 x
θ2 .
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Then, with s = min{1, c1}, S = max{1, c2} and κ = µg
([
1
2 , 1
])
> 0, one has
κs 2−2θ1 x−
θ1
2
log2(x) x
5θ1
2
−log2(s) < Fg(x) < x−
θ2
2
log2(x) x−
θ2
2
−log2(S).
In particular, Fg(x) decays faster than any power of x as x→ 0+.
Proof. Consider an interval Im := [0, 2
−m] for m ∈ N. Let µn = gnλL, and recall that the
sequence (gnλL)n∈N converges weakly to µg by Theorem 1.1. The inequalities (1) give upper
and lower bounds on gm(x) for x close to zero. For y ∈ [0, 1], we have
gm(2
−my) = 2m
m−1∏
k=0
g(2k−my) 6 2m
m−1∏
k=0
c2 2
(k−m)θ2 = (2c2)
m 2−
m(m+1)
2
θ2 .
Similarly, for the lower bound, we find
gm(2
−my) = 2m
m−1∏
k=0
g(2k−my) > 2m
m−1∏
k=0
c1 2
(k−m)θ1 yθ1 = (2c1)
m 2−
m(m+1)
2
θ1ymθ1 .
We use these bounds on gm(2
−my) to establish upper and lower bounds on µn(Im), and then
apply the portmanteau theorem [9, Thm. 2.1] for x ∈ [2−(m+1), 2−m); that is, that
lim sup
n→∞
µn(Im+1) 6 Fg(x) 6 lim inf
n→∞ µn(Im).
For x ∈ [2−(m+1), 2−m), we have both
2−(m+1) 6 x < 2−m and − log2(x)− 1 6 m < − log2(x).
We use these four inequalities freely in what follows. Further, for x ∈ Im+1, we have x < 2−m,
which is the key inequality in the proof of the lower bound.
Given n > m, we use gn(x) = gm(x) gn−m(2mx) to obtain
µn(Im) =
∫ 2−m
0
gm(x) gn−m(2
mx) dx = 2−m
∫ 1
0
gm(2
−my) gn−m(y) dy
6 cm2 2
−m(m+1)
2
θ2
∫ 1
0
gn−m(y) dy = c
m
2 2
−m(m+1)
2
θ2 ,
where the last step follows because gn−m is a probability density on [0, 1]. Using the last
bound and the inequalities from above, we thus get
(2) lim inf
n→∞ µn(Im) 6 c
m
2 2
−m2 θ2
2
−m θ2
2 < x−
θ2
2
log2(x) x−
θ2
2
−log2(S),
where S = max{1, c2} and thus log2(S) > 0.
For the lower bound, we obtain
µn(Im) = 2
−m
∫ 1
0
gm(2
−my) gn−m(y) dy > c
m
1 2
−m(m+1)
2
θ1
∫ 1
0
ymθ1 gn−m(y) dy
> cm1 2
−m(m+1)
2
θ1
∫ 1
1
2
2−mθ1 gn−m(y) dy
n→∞−−−→ κcm1 2−m
2 θ1
2
−m 3θ1
2 .
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Then, incrementing m, we get
(3) lim sup
n→∞
µn(Im+1) > κc
m+1
1 2
−(m+1)2 θ1
2
−(m+1) 3θ1
2 > κs 2−2θ1 x−
θ1
2
log2(x) x
5θ1
2
−log2(s),
where s = min{1, c1} and thus log2(s) 6 0. Combining (2) with (3) and applying the
portmanteau theorem as described above provides the desired result. 
Theorem 4.2 has the following consequence.
Corollary 4.3. Under the assumptions of Theorem 4.2, we have
−θ1
2
log2(x)
2
(
1 +O
(
1
log2(x)
))
6 log
(
Fg(x)
)
6 −θ2
2
log2(x)
2
(
1 +O
(
1
log2(x)
))
as x→ 0+. 
Let us see what this gives for our three guiding examples.
Example 4.4. Consider our three cases from Example 1.3. They all share the additional
symmetry relation g(x) = g(1 − x), for all x ∈ [0, 12]. This implies the same symmetry
for gn, for all n ∈ N, and hence κ = µg
([
1
2 , 1
])
= 12 . For the TM measure µTM , we have
gt(x) =
1
2
(
1− cos(2pix)). For x ∈ [0, 12], one has 4x2 6 gt(x) 6 pi2x2, so Theorem 4.2 gives
2−5 x− log2(x) x5 < Fgt(x) < x
− log2(x) x−1−2 log2(π),
which should be compared with [7, Thm. 5.2], where a slightly stronger result was derived by
using more specific properties of the TM measure.
For the tent map, we have g∧(x) = 2x, so
2−3 x−
1
2
log2(x) x
5
2 < Fg∧(x) < x
− 1
2
log2(x) x−
3
2 .
Finally, for the square root map g√ (x), we get
√
x 6 g√ (z) 6
√
2x for x ∈ [0, 12], hence
2−2 x−
1
4
log2(x) x
5
4 < Fg√ (x) < x
− 1
4
log2(x) x−
3
4 ,
which shows the common structure of all three cases. ♦
It will now be interesting to extend the full scaling analysis of [5] to these guiding examples,
and the general family treated above.
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