We study a new invariant of dynamical systems called naive entropy, which is defined for both measurable and topological Γ-systems where Γ is any countable group. We focus on nonamenable Γ, in which case the invariant is two-valued, with every system having naive entropy either zero or infinity. Bowen has conjectured that zero naive entropy implies sofic entropy at most zero for both types of systems. We prove the topological version of this conjecture in the case of finitely generated Γ by showing that for every topological Γ-system, zero naive entropy implies sofic entropy at most zero. This result and the simple definition of naive entropy allow us to show that the generic action of a finite-rank free group on the Cantor set has sofic entropy at most zero. We observe that a distal Γ-system has zero naive entropy in both senses, if Γ has an element of infinite order. We also show that the naive entropy of a topological system is greater than or equal to the naive measure entropy of the same system with respect to any invariant measure.
Introduction.
A fundamental aspect of the theory of dynamical systems is the invariant known as entropy. Defined for both measurable and topological systems, this is a nonnegative real number which quantifies how random the given dynamics are. Entropy was introduced for measurable Z-systems by Kolmogorov in [20] and Sinai in [25] and for topological Z-systems by Adler, Konheim and McAndrew in [1] . In [21] , Ornstein and Weiss extended much of entropy theory from Z-systems to Γ-systems for amenable groups Γ. More recently, there has been significant progress in creating ideas of entropy for systems where the acting group is nonamenable. The most significant aspect of this new work is Bowen's theory of sofic entropy, initially developed by him for measurable systems in the papers [4] , [5] , [6] and [7] , and further developed for both types of systems by Kerr and Li in [16] , [17] , [18] and [19] and by Kerr in [14] and [15] . Another thread is the concept of Rokhlin entropy, developed for measurable systems by Seward in [22] , [23] and [24] . In this paper we begin to study a third notion of entropy for general systems, called naive entropy. This idea was suggested by Bowen in [7] as the most direct way of generalizing the definition for Z-systems. While he considered only the measurable context, a similar definition can be made for topological systems.
If Γ is a nonamenable countable group, any topological or measurable Γ-system has naive entropy either 0 or ∞. Thus for nonamenable groups naive entropy is best understood as a dichotomy rather than an invariant. A natural question is to what extent the dichotomy between zero and infinite naive entropy corresponds to the dichotomy between zero and positive sofic entropy. Bowen has conjectured in [7] that zero naive entropy implies sofic entropy at most zero. In Section 4 we prove the following topological version of this conjecture, assuming Γ is finitely generated. Here h tp nv is the naive topological entropy and h tp Σ is the sofic entropy with respect to a sofic approximation Σ. Theorem 1.1. Let Γ be a finitely generated group and let Γ a X be a topological Γ-system and let Σ be a sofic approximation to Γ. If h tp nv (Γ a X) = 0 then h tp Σ (Γ a X) ≤ 0.
One advantage of naive entropy is that in many cases it is easy to see that a system has zero naive entropy. For example in Section 2.5 we observe that if Γ has an element of infinite order, then any distal Γ-system has zero naive entropy in both senses. This gives a partial answer to a question of Bowen. Furthermore, in Section 2.6 we are able show that if Γ is a free group, then the generic Γ-system with phase space the Cantor set has zero naive topological entropy. More precisely, if X is a compact metric space and Γ a countable group, let A top (Γ, X) denote the Polish space of topological Γ-systems with phase space X. We say a sequence (Γ an X) ∞ n=1 ⊆ A top (Γ, X) of Γ-systems converges to a system Γ a X if for every γ ∈ Γ the sequence of homeomorphisms corresponding to γ in a n converges uniformly to the homeomorphism corresponding to γ in a.
Theorem 1.2. Let 2
N denote the Cantor set and let F r be any countable free group. The set of topological F r -systems with zero naive entropy is comeager in A top F r , 2 N .
Combining Theorems 1.1 and 1.2 we have the following corollary.
Corollary 1.1. If F r is a finite-frank free group, then the set of F r -systems with sofic entropy at most 0 is comeager in A top F r , 2 N .
Another natural question to ask is whether there is a relation between naive measure entropy and naive topological entropy. In Section 2.4 we show half of such a variational principle. Let h nv denote the naive measure entropy. Theorem 1.3. If Γ X is a topological Γ-system and µ is an invariant measure for Γ X then h nv (Γ (X, µ)) ≤ h tp nv (Γ X).
Notational preliminaries.
Throughout the paper Γ will denote a countable discrete group. A measurable Γ-system Γ a (X, µ) consists of a standard probability space (X, µ) and measure-preserving action on Γ on (X, µ), equivalently a homomorphism a : Γ → Aut(X, µ) where Aut(X, µ) is the group of measure-preserving bijections from (X, µ) to itself. We use Kechris's convention from [13] and write γ a instead of a(γ) for γ ∈ Γ. We identify two measure-preserving bijections if they agree almost everywhere, and thus identify two Γ-systems Γ a (X, µ) and
A topological Γ-system Γ a X consists of a compact metrizable space X and a homomorphism a : Γ → Homeo(X), where Homeo(X) is the group of homeomorphisms of X. As in the measurable case, we write γ a instead of a(γ). If Γ = Z we use the standard notation and write a(1) = T , denoting the system by (X, T ) or (X, µ, T ).
For n ∈ N, we let [n] denote the set {1, . . . , n}.
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Additional note.
After communicating our results to Brandon Seward, he informed us that the measurable case of Bowen's naive entropy conjecture has been proved independently by him, Miklos Abert, Benjamin Weiss and Tim Austin. This together with our Theorem 1.3, the variational principle for sofic entropy and the fact that a topological system with no invariant measure has sofic entropy −∞ give an alternate, indirect proof of our Theorem 1.1.
2 Naive entropy.
Naive measure entropy.
In this section we introduce the naive measure entropy of a dynamical system. Fix a measurable Γ-system Γ a (X, µ). All partitions considered will be assumed to be measurable. If α = (A 1 , . . . , A n ) is a finite partition of (X, µ) the Shannon entropy H µ (α) of α is defined by
If α and β are partitions of (X, µ), the join α ∨ β is the partition consisting of all intersections A ∩ B where A ∈ α and B ∈ β. We make a similar definition for the join Definition 2.1. Let (X, µ, T ) be a measurable Z-system. The dynamical entropy h µ (α) of a finite partition α is defined by
The measure entropy h(X, µ, T ) of the system is defined by h(X, µ, T ) = sup{h µ (α) : α is a finite partition of X.} See Chapter 14 of [10] for more information on the entropy of Z-systems. In [7] , L. Bowen has introduced the following analog of Definition 2.2.
Definition 2.2. Let Γ (X, µ) be a measurable Γ-system. The dynamical entropy h µ (α) of a finite partition α is defined by
where the infimum is over all nonempty finite subsets F of Γ. The naive measure entropy h nv (Γ (X, µ)) of the system is defined by h nv (Γ (X, µ)) = sup{h µ (α) : α is a finite partition of X}.
The next fact was proven by Bowen in [7] .
Theorem 2.1. If Γ is nonamenable then for any measurable Γ-system Γ (X, µ) we have h nv (Γ (X, µ)) ∈ {0, ∞}.
Proof. Suppose there is a finite partition α with h µ (α) = c > 0. Choose r ∈ R. Since Γ is nonamenable, there is a finite set W ⊆ Γ such that
where the infimum is over all nonempty finite subsets of Γ. Then we have
Naive topological entropy.
In this section we introduce the naive topological entropy of a dynamical system. Fix a topological Γ-system Γ a X. If U is an open cover of a compact metric space X, let N (U) denote the minimal cardinality of a subcover of U. If U and V are open covers of X, the join U ∨ V is the open cover consisting of all intersections U ∩ V where U ∈ U and V ∈ V. We make a similar definition for the join
U is an open cover and γ ∈ Γ we let γ a U be the open cover {γ a U : U ∈ U}. For a finite set
Again we recall the definition of entropy for Z-systems.
and the topological entropy h tp (X, T ) of the system is defined by
Following Definition 2.2 we make the following definition.
where the infimum is over all nonempty finite subsets of Γ. We define the naive topological entropy h
A similar concept has been studied in [2] , [3] and [9] and is discussed the text [8] . If Γ has a finite generating set S, these authors define the entropy of an open cover U by the formula lim sup
and the entropy of the system by taking the supremum over finite open covers. Clearly a system with zero entropy in this sense has h tp nv equal to zero. Hence we work with h tp nv in order to get the strongest form of Theorem 1.1. An identical argument to the proof of Theorem 2.1 shows that if Γ is nonamenable then any topological Γ-system has naive topological entropy either 0 or ∞.
We record the following observation, which is immediate from the definition.
Equivalent definitions of naive topological entropy.
We now introduce two standard reformulations of the definition of naive topological entropy, due originally in the case of Z to R. Bowen. For a metric space (X, d) and ǫ > 0 say a set S ⊆ X is ǫ-separated for each pair
Define Sep(X, ǫ, d) to be the maximal cardinality of an ǫ-separated subset of X, and Span(X, ǫ, d) to be the minimal cardinality of an ǫ-spanning subset of X. It is clear that
Now, fix a Γ-system Γ a X and a compatible metric d on X. For a nonempty finite subset
. The proof of the following is an immediate generalization of the corresponding statement for Z-systems, which can be found as Proposition 14.11 in [10] .
Proposition 2.2. Letting F range over the nonempty finite subsets of Γ we have
Proof. Fix ǫ > 0 and F ⊆ Γ finite. Write F −1 for {γ −1 : γ ∈ F }. Let U be an open cover of X with Lebesgue number ǫ. Let S ⊆ X be an ǫ-spanning set of minimal cardinality with respect to d F −1 . For every x ∈ X there is s ∈ S with d (γ a x, γ a s) ≤ ǫ for all γ ∈ F −1 . Write B ǫ (s) for the ball of radius ǫ around s
is an open cover of X. Now, for every s ∈ S and γ ∈ F −1 we have that B ǫ (γ a s) is contained in some element of U and hence
If V is an open cover of X, let diam(V) denote the supremum of the diameters of elements of V. Let V be an open cover of X with diam(V) ≤ ǫ. Let R be an ǫ-separated set of maximal cardinality with respect to d F . An element of V F contains at most one point of R, and hence
By (2.1), (2.2) and (2.3) if U has Lebesgue number ǫ and diam(V) ≤ ǫ we have for all finite F ⊆ Γ:
Then if ǫ is less than the Lebesgue number of U, we have again by (2.4) that
In particular we see from Proposition 2.2 that the quantities
and sup
are independent of the choice of compatible metric d.
Proof of Theorem 1.3.
Recall that if α = (A 1 , . . . , A k ) and β = (B 1 , . . . , B m ) are finite partitions of (X, µ), the conditional Shannon entropy H(α|β) of α given β is defined by
We will use the following well-known facts about Shannon entropy, which appear in [10] 
The following argument is a straightforward generalization of the corresponding proof for Z-systems given as Part I of Theorem 17.1 in [10] .
Proof of Theorem 1.3. Let µ be an invariant measure for the topological Γ-system Γ a X.
be a measurable partition of (X, µ). Choose closed sets B i ⊆ A i such that µ(A i △B i ) is small enough so
. Then for any finite set F ⊆ Γ by (2) and (3) of Proposition 2.3 we have
Hence by (1) of Proposition 2.3 we have
and consequently
is an open cover of X.
Note that the only elements of β meeting U i are B i and B k+1 . Let V(F ) be an open subcover of U F with minimal cardinality. We claim that each element of V(F ) meets at most 2 |F | elements of β F . Indeed suppose
It follows that
and hence by (2.5) and (2.6) we have
Therefore h nv (Γ (X, µ)) ≤ h tp nv (Γ X) + 1 + log 2. Now observe that the measure µ n on X n is invariant for the n th Cartesian power of the system Γ X. Therefore the same argument shows
It is easy to see that both forms of naive entropy are additive under direct products, thus (2.7) implies
for all n ≥ 1 and therefore we must have
Examples.
Example 2.1. Let (Y, ν) be a standard probability space. Assume ν is not supported on a single point. Consider the Bernoulli shift Γ (X, µ) where X = Y Γ and µ = ν Γ . Let α = (A 1 , A 2 ) be a partition of (Y, ν)
with positive entropy andα = Â 1 ,Â 2 be the partition of (X, µ) given bŷ
where e Γ is the identity of Γ. Then as in the case of a Z-system distinct shifts ofα are independent and so we have
By Theorem 2.1 we see that if Γ is nonamenable then h nv (Γ (X, µ)) = ∞. Thus Theorem 1.3 implies that the corresponding topological system Γ X has infinite naive entropy.
Example 2.2. Let Γ a X be a topological system and d a compatible metric on X. Recall that Γ a X is said to be distal if for every pair x 1 , x 2 of distinct points in X we have inf
an isometric system such as a circle rotation is distal. Now, suppose that Γ a X is distal and Γ has an element γ of infinite order. Then (X, γ a ) is a distal Z-system. Theorem 18.19 in [10] implies that distal Z-systems have zero entropy. Thus Proposition 2.1 guarantees that h tp nv (Γ a X) = 0. By Theorem 1.3, h nv (Γ a (X, µ)) = 0 for any invariant measure µ. It is likely that a distal Γ-system has zero naive topological entropy for an arbitrary Γ, but we were unable to prove this despite significant effort.
Proof of Theorem 1.2
We first show three preliminary lemmas.
Lemma 2.1. Let U be a finite open cover of a compact metrizable space X. Fix a finite set F ⊆ Γ and k ∈ N. Then
. Let (Γ a X) ∈ Z(U, F, k) and let V be a subcover of γ∈F γ a U with cardinality ≤ k. Let d be a compatible metric on X and let d u be the corresponding uniform metric on Homeo(X), so that
Let ǫ be a Lebesgue number for V with respect to d. Let (φ j ) k j=1 be a sequence of functions from F to [n] so that
. Let δ > 0 be small enough that for all γ ∈ F and
Proof. It is clear that if U refines V then h tp (V) ≤ h tp (U). Thus if V is an arbitrary open cover of X, by choosing n so that diam(U n ) is less than the Lebegsue number of V we have
Lemma 2.3. For any countable group Γ and compact metrizable space X, the set of systems with zero naive topological entropy is G δ in A top (Γ, X).
Proof. If U is an open cover of X, F ⊆ Γ is finite and ǫ > 0 set
Note that in the notation of Lemma 2.1, we havẽ
is a sequence of finite open covers with lim n→∞ diam(U n ) = 0 then by Lemma 2.2, the set of systems with zero naive topological entropy is equal to the G δ set
where the union is over all nonempty finite subsets of Γ.
Proof of Theorem 1.2. By Lemma 2.3, it suffices to show the set of systems with zero entropy is dense in A top Γ, 2 N . By Corollary 2.5 in [11] , the set of homeomorphisms with zero entropy is uniformly dense in Homeo 2 N . Therefore the set of systems in A top Γ, 2 N for which the first generator of Γ acts with zero entropy is dense. The theorem follows from this fact and Proposition 2.1.
3 Sofic groups and sofic entropy.
Sofic groups.
Sofic groups were introduced by Gromov in [12] and Weiss in [26] . Let Sym(n) denote the symmetric group on n letters. Let u n denote the uniform probability measure on [n] so that u n (A) = |A| n . In keeping with our convention for dynamical systems, if σ is a function from Γ to Sym(n) we write γ σ m for σ(γ)(m).
be a sequence of functions σ i : Γ → Sym(n i ) such that n i → ∞. Note that the σ i are not assumed to be homomorphisms. We say Σ is a sofic approximation to Γ if for every pair γ 1 , γ 2 ∈ Γ we have
and for every pair γ 1 = γ 2 we have
We say Γ is sofic if there exists a sofic approximation to Γ.
Thus the first condition guarantees that the σ i are asymptotically homomorphisms, and the second condition guarantees that the corresponding approximate actions on [n i ] are asymptotically free. The standard examples of sofic groups are residually finite groups and amenable groups.
For a residually finite Γ, let (
be a decreasing sequence of finite-index normal subgroups such that
Then letting σ i be the natural homomorphism from Γ to Sym(Γ/H i ) defines a deterministic sofic approximation. For an amenable group, let (F i ) ∞ i=1 be a Fölner sequence. Then we can define a deterministic sofic approximation to Γ by letting σ i : Γ → Sym(F i ) to be any map such that for all δ ∈ F i and γ ∈ Γ with γδ ∈ F i we have γ σi δ = γδ. It is unknown whether every countable group is sofic.
Topological sofic entropy.
In [17] and [19] , Kerr and Li developed a topological counterpart to Bowen's theory of sofic entropy, based initially on operator-algebraic considerations. We will use the 'spatial' formulation of these ideas. Fix a group Γ and a topological Γ-system Γ a X. 
Definition 3.2. Let F ⊆ Γ be finite, δ > 0 and σ : Γ → Sym(n). Define Map(σ, F, δ) to be the collection of
be a sofic approximation to Γ with σ i ∈ Sym(n i ) Γ . Define the topological sofic entropy h tp Σ (Γ a X) of Γ a X with respect to Σ as follows. Letting F range over the nonempty finite subsets of Γ and δ, ǫ > 0 define
4 Proof of Theorem 1.1.
This argument builds on the framework used to prove Lemma 5.1 in [19] .
Proof of Theorem 1.1. Let Σ = (σ n ) ∞ n=1 be a sofic approximation to Γ, where σ n : Γ → Sym(n). The case where σ n is a function from Γ to [k n ] for some k n = n can be handled with trivial modifications. Let g 1 , . . . , g r be generators for Γ. Choose κ with 0 < κ < 1. It suffices to show that h
By our assumption that h tp nv (Γ a X) = 0, we can choose a finite set F ⊆ Γ such that
Proof of Lemma 4.1. generators g 1 , . . . , g r of Γ. Let δ > 0 be small enough that
(so in particular sδ < 1) and finally
For a finite set S ⊆ Γ write
Let B L be the ball of radius L around the identity in the Cayley graph of Γ. Since Σ is a sofic approximation, we can find N so that if n ≥ N then
Fix n ≥ N and write σ = σ n . Let D be an ǫ-separated subset of Map(F, δ, σ) with respect to d ∞ of maximal cardinality. For every φ ∈ Map(F, δ, σ) by definition we have
Hence for each fixed γ ∈ F at least (
The number of subsets of [n] of size at most sδn is equal to
where the first inequality follows from Stirling's approximation and the second inequality follows from (4.6).
Hence there at at most exp κn 4 possible choices for the sets {Θ φ : φ ∈ D} and thus there are at least exp − κn 4 |D| elements of D for which Θ φ is the same. So we can find V ⊆ D and Θ ⊆ [n] such that
and for all φ ∈ V we have Θ φ = Θ. Note that since |Θ| ≥ (1 − sδ)n, (4.5) implies that
Furthermore, by (4.4) and the definition of Θ, for all φ ∈ V and all m ∈ Θ we have L+1 . Now, by (4.7) and (4.9),
Let J be the collection of points c in G σ such that the ball of radius L around c in G σ is contained in Q(B L ) n ∩ Θ, and let I be the collection of points c in J such that the ball of radius L around c is contained in J.
Note that if c ∈ J, the ball of radius L around c in G σ looks like the ball of radius L around the identity in the Cayley graph of Γ. Since each element of F has length at most L, if c ∈ J then the mapping from F to G σ given by γ → γ σ c is injective. We now begin an inductive procedure. Choose c 1 ∈ J and take F 1 = F . Suppose we have chosen c 1 , . . . , c j ∈ J and F 1 , . . . , F j ⊆ F such that the sets (F Note that if φ ∈ V , then by the hypothesis that V i is ǫ 2 -spanning for V with respect to the metric d This concludes the proof of Theorem 1.1.
