In this paper, we study the obstacle problem with obstacles whose Laplacians are not necessarily Hölder continuous. We show that the free boundary at a regular point is C 1 if the Laplacian of the obstacle is negative and Dini continuous. We also show that this condition is sharp by giving a method to construct a counter-example when we weaken the requirement on the Laplacian of the obstacle by allowing it to have any modulus of continuity which is not Dini. In the course of proving optimal regularity we also improve some of the perturbation theory due to Caffarelli (1981) . Since our methods depend on comparison principles and regularity theory, and not on linearity, our stability results apply to a large class of obstacle problems with nonlinear elliptic operators.
Introduction
Given a function ϕ : B 1 → IR with ϕ < 0 on ∂B 1 and max ϕ > 0, the least superharmonic function u with u ≡ 0 on ∂B 1 and u ≥ ϕ, is called the solution of the obstacle problem. u is also the function which is the minimizer of the Dirichlet integral,
among all of the functions greater than or equal to ϕ, and equal to zero on the boundary of the ball. ϕ is referred to as the obstacle, and u is referred to as the membrane. The set {u = ϕ} is called the contact set, and its boundary is called the free boundary. For ϕ ∈ C α or C 1,α , it is known that u is as smooth as ϕ. (Originally due to Frehse, Lewy, and Stampacchia, and later extended and simplified by Brézis, Kinderlehrer, and Caffarelli. There are a variety of references listed in the bibliography.) On the other hand, no matter how smooth ϕ is, u will be no better than C 1,1 . (Consider in IR 1 , ϕ(x) := 1 − 3x 2 . The second derivative of u will jump from zero to −6 and back.)
The regularity of the boundary of the contact set, however, has more complicated behavior. First, in order to talk about the regularity of this free boundary, we need to make some sort of concavity assumption about ϕ. Without an assumption of this nature, we could solve the obstacle problem with a simple obstacle, and then a posteriori we could alter the obstacle to come up and touch our membrane on any closed set we liked. In the linear case, if the Laplacian of ϕ is a Hölder continuous function bounded between two negative constants, Caffarelli has shown that any point on the free boundary is either in a C 1,α smooth portion of this boundary, or the contact set has to form a very thin "cusp-like" set (see [C1] , [C2] , and [C4] ). So Lipschitz corners have been ruled out.
This paper is primarily concerned with what happens to this alternative when we weaken our assumptions on the smoothness of our obstacle. We show the following theorems: (For the definition of minimum diameter, see Definition (3.1) below.) On the other hand, even if we don't assume continuity of the Laplacian of the obstacle, we can still distinguish between regular and singular points by measure theoretic considerations, and by concepts related to flatness, as long as the local oscillation of the Laplacian is sufficiently small. In the next two theorems we denote the contact set by Λ. (For slightly more precise statements see Theorems (4.3), (4.5), and (6.4)). In particular, our counter-example is a case of a flat free boundary which is not Lipschitz. (It is not even locally the graph of a function.) We attack this problem by means of a perturbation from the case where the Laplacian of the obstacle is constant. Roughly speaking, the idea is to surround the free boundary by smooth free boundaries of a sub and supersolution, and then to estimate the distance between the new free boundaries. In the process of carrying out this procedure we improve the uniform stability near regular points and the measure stability found in [C3] . In fact, even in the Hölder continuous case, without the improvements in the approximation theory, one cannot get the sharpest Hölder exponents in the free boundary regularity theory by the type of straightforward perturbation argument presented here. We also avoid the use of heavy machinery such as the Nash-Moser Implicit Function Theorem that Schaeffer used in [S1] and [S2] , and we assume less regularity of our data and get stronger bounds than Stojanovic did in [St] .
Theorem ( Dini Laplacian
Gives
Theorem (Counter-Example
Finally, we note that our methods can be extended to some nonlinear obstacle problems without much effort. Assume that F (D 2 u(x), x) is uniformly elliptic and satisfies comparison (i.e. subsolutions of the Dirichlet problem
cannot be greater than the corresponding supersolutions), and ϕ is a function satisfying:
2. max ϕ > 0, and
(A function satisfying the above requirements is called an obstacle.) Then the smallest supersolution of
among functions which satisfy u ≥ ϕ, is called the solution of the nonlinear obstacle problem. We will say that F satisfies the Caffarelli Alternative if all obstacles ϕ such that F (D 2 ϕ(x), x) ∈ C 1 lead to solutions whose free boundaries satisfy the same alternative between regular and singular points (with different constants and different moduli of continuity), as the one given by Caffarelli for the linear case (see Theorems (3.2) and (3.4) ). With these definitions we can now state our theorem for the nonlinear case. 0.6 Remark. Recently Ki-ahm Lee has proven that the Caffarelli Alternative is satisfied by F ∈ C 1 which are homogeneous of degree 1 and which are either convex in any dimension, or concave in two dimensions (see [L] ). In particular, by using regularity results due to Brézis and Kinderlehrer, (see [BK] ), we can apply this theorem to the minimal surface case. 0.7 Remark. Since the proofs in the nonlinear case do not differ substantially from the proofs in the linear case, we will only explicitly prove the linear versions of our theorems to simplify the exposition. For the nonlinear theorems we will only indicate the changes which would need to be made.
Theorem (Dini Continuity

Preliminaries
For convenience we introduce the height function w := u − ϕ. After this transformation, instead of minimizing the Dirichlet integral, we find that w minimizes
among nonnegative functions with the same boundary data, where we have defined g = −∆ϕ. Analysis of the Euler-Lagrange equation reveals the following situation: We have a set where w ≡ 0, and a set where w > 0 and ∆w(x) = g (x) . Since the Laplacian does not have a distribution across the interface of these two sets, we can conclude
We will always assume that ψ, ϕ, f, and g are nonnegative functions. The domain of ψ and ϕ will be the boundary of a ball, and the domain of f and g will be the interior of a ball, or all of IR n . We also fix 0 < λ ≤ f, g ≤ µ, and to simplify the dependences of the constants, we assume always that λ ∈ [1/2, 3/2].
The following will be very important notation:
1. For any solution, w, to an obstacle problem, we define Ω(w) := {w > 0}, Λ(w) := {w = 0}, and
2. OP R (Lap=g, Bdry=ψ) will denote the minimizer of
among nonnegative functions, w ∈ H 1 (B 1 ), whose trace on the boundary of B R is equal to ψ (so w satisfies equation (1.1) ). When R = 1 we will omit it. All of these functions will be referred to as solutions of the obstacle problem. If we have a function W defined on IR n such that its restriction to any ball is a solution of the obstacle problem with g ≡ c, then we will write W ∈ OP ∞ (Lap=c).
3. P R (λ, µ, B) will denote the set of all functions w which are of the form w = OP R (Lap=g, Bdry=w| B R ) where λ ≤ g ≤ µ, g ∈ B, and 0 ∈ F B(w). B will be either L ∞ or a Banach space of continuous functions. P R (λ, µ, B) will denote the subset of P R (λ, µ, B) whose elements have zero sets, Λ, with density greater than 1/4 at zero. Because of its particularly important role, we will use P R (c) to denote the set of functions, w, of the form w = OP R (Lap=c, Bdry=w| B R ) with 0 ∈ F B(w). In all cases, when R = 1 we will omit it.
We also make the following notational conventions:
So in particular S + B r is an r neighborhood of the set S.
2. We will denote the ball of radius r in IR n−1 with a prime. (So B r = {x ∈ IR n−1 : ||x || < r}.)
1.1 Remark. The minimizer OP R (Lap=g, Bdry=ψ) will always exist for reasonable g and ψ since we are solving a minimization problem on a convex set in Hilbert space.
1.2 Remark. Suppose w ∈ P(λ, µ, L ∞ ) and s ∈ (0, 1). Then the rescaling:
1.3 Remark. We can also look at the height function for the fully nonlinear obstacle problem, and basically the following problems are equivalent for most intents and purposes (including existence, uniqueness, and free boundary regularity) given the "right" assumptions, which we state below.
with w = ψ on ∂B 1 such that within B 1 , w satisfies:
We will say
The right assumptions to make are that f (x) and −F (D 2 φ(x), x) are positive and have the same regularity, that F and G have the same regularity, that |F (0, x)| ≤ C and G(0, x) = 0, and that F and G are both convex, both concave, or neither.
Basic Results and Comparison Theorems
Theorem (Non-Degeneracy
Proof. By continuity we can take x 0 ∈ Ω. Now let
Since ∆u ≥ 0 in D, the maximum of u on D occurs on ∂D. But u(x 0 ) = w(x 0 ) > 0, so this maximum is positive. On the other hand, on ∂Ω we have
Note that we did not use the fact that 0 ∈ F B(w). One of the most important uses of this theorem will be to eventually give us a sort of "free-boundary compactness" property of quadratic rescalings of elements of P(λ, µ, L ∞ ) . The nonlinear obstacle problem analogue is proven in [L] . Now we define a simple auxiliary function which we will use often: in B 1 .
Proof. Let w = OP (Lap=f, Bdry=ψ), where λ ≤ f ≤ µ as always. Now set w 1 = 0 on ∂B 1 , and ∆w
, and Harnack's inequality implies
Theorem (Regularity). For any
Proof. Cordes-Nirenberg estimates and the lemma above yield this result immediately.
Q.E.D.
Theorem (The Parabolic Bound
). If w ∈ P(λ, µ, L ∞ ), then w(x) ≤ C(n)µ||x|| 2 in B 1/2 . (2.6)
Proof.
If not, then by using our rescaling (see equation (1.2)) we will contradict the last lemma. Q.E.D.
For the proof of the last few regularity results we have essentially redone the proof from [CK] , but in our variable w (instead of with u and ϕ). Again, the analogous results for the nonlinear problem are proven in [L] . Although we can only expect a bound of Cr 1+α from our regularity result, we get an optimal bound of Cr 2 from our rescaling combined with the lemma above. This bound is essential to get the compactness we need. It means that we can do a quadratic "blow-up" and our Cordes-Nirenberg estimates won't degenerate. Thus, we will have compactness in C 1,α by Arzela-Ascoli. We summarize this information in the next corollary. To prove the next corollary, simply integrate in an appropriate direction, and use the fact that the gradients can't turn faster than the Hölder norm allows.
Corollary (Existence of a "Blow-Up"). If w
∈ P(λ, µ, L ∞ ),
Corollary (Basic Interpolation Estimate).
Suppose
Theorem (Comparison Principles).
a. Let ψ 1 ≤ ψ 2 ≤ ψ 1 + , and let
In particular,
. Then we get:
Proof. All of these proofs are trivial applications of the maximum principle.
a. Let u := w 2 − w 1 and suppose u has a negative minimum at x 0 . Then w 1 (x 0 ) > 0, and so ∆u(
Now let v := w 1 + − w 3 , and suppose that v has a negative minimum at x 0 . Then w 3 > 0, and so ∆v(
b. It suffices to assume that g 2 = g 1 + . We recall our auxiliary function Φ(x) := 1 2n
(1 − |x| 2 ) from (2.2) , and define u := w 1 + Φ − w 2 . Suppose that u has a negative minimum at x 0 . Then w 2 (x 0 ) > 0, and therefore
c. Here the proof is the same as the last one, but instead of using Φ, we use the function Θ, defined to be the solution of the following Dirichlet problem:
d. Apply the maximum principle as above to w 1 − w 2 .
Corollary (Uniqueness). If 0 < λ ≤ f ≤ µ, and ψ is nonnegative, then
2.9 Remark. By combining our comparison principles above with Corollary ( 2.6) we can get estimates on the supremum norm of the difference of the gradients of two solutions to the obstacle problem.
Our comparison principles also allow us to gain much more information about the blow-up we produced in Corollary (2.5) . To state this result in its full generality we need to introduce a new class of functions. Let
|f (x)| dx exists, and
(2.9) (0)) .
Theorem (Properties of the "Blow-Up"). If w
(Note that the system of coordinates may depend on the sequence {s k } which is not necessarily unique.)
on compact sets.
Proof. The first part of this theorem is just a weaker version of Corollary (2.5) (weaker since
a. This part follows from the uniform convergence of w s k tow on ∂B 1 combined with Theorem (2.7)a, Theorem (2.7)c, and our definition of V n (0).
b. This part follows by taking subsequences of the w s k to getw R defined on larger and larger balls and then lettingw(x) := lim R→∞wR (x) outside of B 1 .
We postpone the proofs of parts c and d until the end of the next section.
Further Known Results
Now we need to state a variety of theorems which have already been proven. Although we will be studying the solutions to obstacle problems with Laplacians which are either continuous or L ∞ in the positivity set, it will suffice to state the results in this section for solutions to obstacle problems with Laplacians which are constant on their set of positivity. A good recent reference for most of the material in this section for the linear case is [C4] . The reference for the nonlinear versions is [L] . In the nonlinear case Caffarelli's Alternative has been proven for convex operators in any dimension, and for concave operators in IR 2 . Now we need to make a definition which will allow us to measure the "flatness" of a set.
Definition (Minimum Diameter). Given a set S ∈ IR
n , we define the minimum diameter of S (or m.d.(S) ) to be the infimum among the distances between pairs of parallel hyperplanes enclosing S.
Theorem (Caffarelli's Alternative). There exists a modulus of continuity σ(ρ) depending only on n such that if
Furthermore, in the case that 0 is regular, there exists a ρ 1 such that for any x ∈ B ρ 1 ∩ ∂Ω(w), and any ρ < 2ρ 1 , we have
, and thus
So the set of regular points is an open subset of the free boundary, and at any singular point the zero set must become "cusp-like." Examples of solutions with singular points can be found in [S3] , and in [C4] Caffarelli has shown that these singular points must lie in a C 1 manifold. The theorem above can be found in [C1] or [C2] . 
This last theorem summarizes results due to Caffarelli and Alt (see [C1] and [A] ). If we apply the theory of harmonic functions in Lipschitz domains (see [AC] , [CFMS] , and [JK] ), then we can deduce the following result found in [C4] .
Theorem (C 1,α Regularity of Regular Points). Suppose that w ∈ P(1). There exists a universal modulus of continuity σ(ρ) such that if for one value of
3.5 Remark. Note that by the last theorem, the C 1,α norm of the free boundary will decay in a universal way at any regular point under our standard rescaling if we are allowed to rotate the coordinates.
Theorem (Measure Stability
). Let 0 ≤ ψ 2 ≤ ψ 1 ≤ ψ 2 + c 2 − c 1 , 0 < λ ≤ c 1 ≤ c 2 ≤ µ, and w i := OP (Lap=c i , Bdry=ψ i ). Then L n (Λ(w 2 ) ∆ Λ(w 1 )) = L n (Ω(w 2 ) ∆ Ω(w 1 )) ≤ C(n, µ) √ c 2 − c 1 . (3.3)
Theorem (Finite Hausdorff Measure
The last two theorems can be found in [C3] . The last theorem is proven in [C3] in the case where the Laplacian of w in the positivity set is a positive Lipschitz function, and in fact, all that is required in that argument is that the Laplacian of w be in W 1,p for some p > n. Finally we mention the following result due to Kinderlehrer and Nirenberg (see [KN] ).
Theorem (Higher Regularity).
If w ∈ OP (Lap=f, Bdry=ψ) and 0 is a regular point of F B(w) 
if f is analytic, then (near the origin) so is F B(w).
Proof of Theorem (2.10), continued.
c. Clearly 0 ∈ Λ. The fact that 0 is a regular point of F B(w) follows from our Nondegeneracy Theorem (2.1) , and the fact that F B(w) is a hyperplane follows from Theorem (3.4) above. Now by reflection we get
d. By rescaling, it suffices to prove this result on B 1 . By the uniform convergence of ∇w s k to ∇w, and by Theorem (3.3)d we get for sufficiently large k that
On the other hand, if we have an x ∈ Ω(w s k ) with d(x, Λ(w)) ≥ then by our Nondegeneracy Theorem (2.1) we get an x 0 ∈ B (x) with
Putting things together, we get
Q.E.D. , and at singular points of F B(w) the density of Λ(w) is 0.
Measure Stability Results
In this section we will extend and improve the measure stability result (Theorem (3.6) ) which was proven by Caffarelli in [C3] , and give some applications of our improvements. Our main extension will be to deal with obstacle problems where the Laplacian does not have to be Hölder continuous. The main improvement will be to have the measure of the nonoverlapping regions of the zero set bounded by a constant times the change in the Laplacian instead of being bounded by the square root of the change in the Laplacian. Results of this type were obtained by Schaeffer in [S1] and [S2] , although he used the Nash-Moser Implicit Function Theorem. Our proof will be much more elementary.
Theorem (Improved Measure Stability
4.2 Remark. Note that we do not make any smoothness assumptions about the free boundaries involved.
Proof. Set w 1 := OP (Lap= min{g 1 , g 2 }, Bdry=ψ) and
it suffices to prove the theorem holds for the w i . To simplify the presentation slightly, we will assume that g i ≡ c i , c 2 > c 1 , and we recall again our auxiliary function
In the general case, we would replace (c 2 − c 1 )Φ with the solution to the Dirichlet problem:
but the argument would otherwise be unchanged. By our comparison principles (see Theorem (2.7)) and other elementary estimates we know the following:
• Ω(w 2 ) ⊂ Ω(w 1 ) .
• ∆w 1 (x) = c 1 χ Ω(w 1 ) (x), and ∆w 2 (x) = c 2 χ 2) and note that
Now we define
In this next computation, ∂B 1 will be short for ∂B 1 ∩ ∂Ω(w 1 ) = ∂B 1 ∩ ∂Ω(w 2 ), and we make the following definitions:
+ Ω 2 ∆Φ, we easily obtain
Since u ≥ 0 is harmonic, and since for any x ∈ ∂B 1 there is an affine function equal to zero at x, greater than zero everywhere else on ∂B 1 , and greater than Φ on F B 2 , we can conclude that on ∂B 1 we have
and therefore
which is equal to at one point on the A hyperplane greater than or equal to ,
We get immediate consequences for obstacle problems where the Laplacian is only continuous.
Theorem (Caffarelli's Alternative in Measure Part I).
Assuming w ∈ P(λ, µ, C(B 1 )) and
Proof. We take a sequence {s k } as in Theorem (2.10) , so that w s k →w. By the last corollary we know that (on B 1 ) we have |Λ(w s k )∆Λ(w)| → 0. So for any r > 0,
But by our rescaling, this equation becomes Now we introduce another approximating function which will be useful in extending the notion of a regular point to solutions of the obstacle problem where we can only say that the Laplacian has small oscillation.
Lemma. For any w
∈ P(λ, µ, L ∞ ), there exists a constant c w ∈ [λ, µ], such that if v := OP (Lap=c w , Bdry=w| ∂B 1 ), then v ∈
P(c w ). (So 0 ∈ F B(v).)
Furthermore, the following estimates are satisfied: F B(v) . Now estimates (a) and (b) follow immediately from the application of Theorems ( 4.1) and ( 2.7) , so it remains to prove (c). We start by defining u := w − v. u is 0 on ∂B 1 , and
So, by (b) we know that |∆u| ≤ C(µ − λ), except on a set whose measure is less than C(µ − λ). Thus,
Calderón-Zygmund Estimates now yield the desired result. Q.E.D. Now we classify the points of a free boundary where the Laplacian of the obstacle does not have to be continuous, but merely satisfies a small oscillation condition.
For the rest of this section we make the following assumptions:
1. µ is a fixed positive number.
2. is a fixed positive number less than 1/4.
In the next theorem, all constants will depend on n, µ, and , unless otherwise stated.
Theorem (Caffarelli's Alternative in Measure Part II). There exists a λ
In fact there exists an r 0 ∈ (0, 1) and a τ ∈ (0, 1) such that if
14)
then for all r ≤ τ t we have
4.6 Remark. Since our rescaling does not effect the L ∞ bounds on the Laplacian of our obstacle from above or below, this result classifies all points of F B(w) as being regular or singular as defined above.
Proof. The second part of the theorem is stronger than the first part, and we will go straight to its proof. By rescaling back and forth, we can assume without loss of generality that t = r 0 . (i.e. (4.14) holds with t = r 0 .) If we take µ − λ 0 sufficiently small, then the function v, given by Lemma (4.4) , satisfies
and therefore 
But, because of this bound, there exists a γ < 1 such that if
Now by once again requiring µ − λ 0 to be sufficiently small, we get
− is strictly greater than , we can rescale B ρ 0 to a ball with a radius close to r 0 , and then repeat. Since we have a little margin for error in our rescaling, after we repeat this process enough times we will have a small enough radius (which we call τ r 0 ), to ensure that for all r ≤ τ r 0 we have
Q.E.D.
4.7 Remark. Our regular points are also regular in the sense of the Wiener criterion (see [GT] ).
Corollary (The Set of Regular Points Is Open). If we take w and λ as in the previous theorem, then the set of regular points of F B(w) is an open subset of F B(w).
Proof. Take r 0 and τ as in the last theorem. By changing coordinates and rescaling, we can assume that 0 is a regular point of F B(w). Since 0 is regular, there exists an s ≤ r 0 such that
Now by the previous theorem we know that if r ≤ τ s, then
Again, since 1 2 − > , we have some margin for error. If γ := ||x 0 || is sufficiently small, and x 0 ∈ F B(w), then
and therefore for any r ≤ τ (τ s − γ) we have
Thus, x 0 is a regular point. Q.E.D.
Remark.
Combining this theorem with Theorem (4.3) allows us to conclude that the regular points of the free boundary also form an open set when the Laplacian of the obstacle is continuous.
The Uniform Stability at Regular Points
Now we prove a result which gives uniform stability of the free boundary near regular points. Previously, the way to get uniform stability near a free boundary point was to use nondegeneracy to get one direction, and use the monotonicity of the "normal" derivative to get the other direction. (See for example the proof of Theorem (2.10)d.) Again we improve the theory from [C3] by eliminating the square root from our estimate, at least in the case where our solution is sufficiently close to (x + n ) 2 . This improvement will be essential to prove optimal regularity of the free boundary. Finally, we will show that linear stability is always optimal for smooth free boundaries by proving a linear nondegeneracy result.
We start with a slight improvement on one of our comparison principles. 
Lemma (Comparison Principle
)
Remark.
No matter what ψ is, we still know that
So assuming that F B(w) is smooth, we will have || ∇v || bounded by a constant C on B 1/2 ∩ Ω(w), depending on only the smoothness of F B(w) ∩ B 5/8 . (We will be able to assume uniform C 1,α smoothness of F B(w) ∩ B 5/8 and then either invoke Kinderlehrer and Nirenberg's higher regularity results to get uniform C 2,α smoothness (see Theorem (3.8) ) so that we can invoke Schauder's estimates, or use results of Gilbarg and Hörmander (see [GH] ) which extend Schauder's estimates to the C 1,α case.) Since v is zero on F B(w) we can conclude that for any x ∈ B 1/2 ∩ Ω(w) we have
|v(x)| ≤Cd(x, F B(w)) .
(5.3)
So now we want some stability of the smoothness of the free boundary under perturbations of the Laplacian.
Lemma (Persistent Smoothness).
There exist constants δ 0 and 0 , which depend only on n, such that if Proof. We start by considering the case where c = 1, and we will let w c := OP (Lap=c, Bdry=ψ). By our first comparison principle (Theorem (2.7) a) and by our basic interpolation estimate (Theorem (2.6) ), we know that on B 7/8 we have
whereσ is a universal modulus of continuity. So nondegeneracy implies
and the last estimate on the gradient implies
where the σ i are universal moduli of continuity. Thus, by shrinking δ 0 we can make F B(w 1 ) ∩ B 7/8 uniformly close to {x n = 0}. Now Theorem (3.4) gives us the desired regularity since we can ensure that for any
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The shaded region is the portion of the ball which MUST lie in the zero set. So its minimum diameter is a "worst case."
Now we need to deal with the case c = 1. We use our third comparison principle (Theorem (2.7) c) to get on B 3/4 that ||w c (x) − w 1 (x)|| ∞ ≤ 0 , and
so that the triangle inequality gives
The argument is now identical to the one for the first case. Q.E.D.
We can now prove the main result of this section. 
Theorem (Linear Stability of the Free Boundary). Suppose that
Proof. For simplicity, we will assume that 0 < . The case where 0 > ≥ − 0 can be treated similarly. We satisfy all of the conditions of Lemmas (5.1) and (5.3), and, with v defined as in Lemma (5.1), we also satisfy equation (5.3) . Putting these equations together, we get
On the other hand, by Theorem (3.3) c, we know that
5.5 Remark. Everything in this section so far has a nonlinear analogue. In particular, Lemma (5.1) can be proven by taking the test function v to be a solution of the following boundary value problem
(See [CC] for the definition of Pucci's extremal operator M − .) Equation (5.3) still holds for smooth free boundaries as can be verified most easily by constructing simple barriers. Persistent smoothness is proven by first proving a square root uniform stability estimate (i.e. uniform stability the "oldfashioned" way), and then using Ki-ahm Lee's nonlinear Caffarelli Alternative to show that the perturbed free boundary is still C 1,α . At that point the proof of the linear control of the free boundary is identical to the one above. The last thing we will note in this section is the linear nondegeneracy of smooth free boundaries under a perturbation.
The same methods as in the proof of lemma (5.3) can also be used to prove the following lemma. Now observe that the function h(x) := w(x) + ṽ − w (x) is harmonic in Ω(w ). The maximum principle now implies that w (x) − ṽ(x) < w(x). Now by the theory due to Kinderlehrer and Nirenberg we can conclude that F B(w) and F B(w ) are C ∞ in B 5/8 , and furthermore the C 2,α norms of these free boundaries are uniformly bounded in B 5/8 by compactness. (See Theorem ( 3.8) in this paper or see [KN] for all of the details.) Now by combining the Schauder Theory with the Hopf Lemma (see Lemma 3.4 of [GT] ) we can deduce the existence of a constant α 0 , such that if dist(x, B 1/2 ∩ Λ(w ) ≤ α 0 , thenṽ(x) ≤ −γdist(x, Λ(w ). We can combine the estimates above and our C 1,1 regularity of w to get for any x within α 0 of B 1/2 ∩ Λ(w )
Lemma (General Persistent Smoothness). Suppose w ∈ P(1) and
F B(w) ∩ B 3/4 = {x n = f (x )} where ||f || C 1,α (B 3/4 ) ≤ γ < +∞.
If γ is sufficiently small (depending only on n and α), then there exists an
0 = 0 (n, γ, α) > 0 such that if ||1 − c|| ≤ 0 , and w c := OP (Lap=c, Bdry=w| ∂B 1 ) then F B(w c ) ∩ B 5/8 = {x n = f (x , c)} with ||f (· , c)|| C 1,α (B 5/8 ) ≤ 2γ < +∞.
Theorem (Linear Nondegeneracy
which contradicts our definition of β.
Remark.
Although we have assumed that F B(w) in addition to its smoothness is also the graph of a function on B 3/4 , this assumption is not crucial but only convenient. By scaling and covering lemmas, we can get around this requirement, as all we really need is to be able to use the Hopf Lemma as above.
Before we can proceed, we need a better understanding of flatness.
6 When Flatness Implies Smoothness 6.1 Definition (Reifenberg Flatness). Let S ⊂ IR n be a locally compact set, and let δ > 0. Then S is δ−Reifenberg flat if for each compact K ⊂ IR n , there exists a constant R K > 0 such that for every x ∈ K ∩ S and every
Here D denotes the Hausdorff distance:
Note that unless δ is small, the last definition will be satisfied by any set, so we will assume that δ ∈ (0, 1 10 ) henceforward. We will say that a set is Reifenberg flat if it is δ-Reifenberg flat for some δ ∈ (0, 1 10 ). We also define the following quantity, which we call the modulus of flatness, to get a more quantitative and uniform measure of flatness:
Finally, we will say that S is a Reifenberg vanishing set, if for any compact
Reifenberg flatness was introduced by Reifenberg in [R] , and is studied in more detail by Toro and Kenig in several papers. In particular, the following theorem is known (see [T1] 
6.3 Remark. If a set is Reifenberg flat, then we can get estimates of its minimum diameter on different scales. We simply use L(x, r) shifted by the Reifenberg flatness in one direction and then in the other. (We will refer to these planes as the bounding planes.) On the other hand, we can have very degenerate sets with small minimum diameter at all scales which are not Reifenberg flat. (e.g., A single point.)
With these definitions, we can restate some of the theorems about regular points. Again we assume µ and are fixed as before, we take λ and w as in Theorem (4.5) , and we start with λ 0 also as in Theorem (4.5) , but we allow it to approach µ a little if necessary (i.e., λ 0 = λ 0 (n, , µ) as before, but µ − λ 0 might be smaller than in Theorem (4.5) ).
Theorem (Flatness of Regular Points).
There exists an r 0 ∈ (0, 1) and a τ ∈ (0, 1) such that if
then F B(w) is a Reifenberg vanishing set near the origin.
Proof. The proof of this theorem is almost the same as the proof of Theorem (4.5) . We simply have to observe that equation (4.18) followed from a stronger statement about the smoothness of F B(v) . (See the proof of Theorem (4.5) for the precise definition of v, which is an approximation to w with 0 ∈ F B(v) .) Now the flatness of F B(w) follows from the uniform stability near regular points and the flatness of F B(v) . Q.E.D. Now we relate Reifenberg flatness to more classical notions of smoothness. But first we mention that there are examples of Reifenberg vanishing sets which do not admit tangent planes. There are examples in the little-o Zygmund class (see [Z] or [T2] ), and there will be a simple example in this paper. But for now, we will state a positive result. We start with a trivial lemma. 
Proof. Simply observe that
and sum over k. Q.E.D.
6.6 Remark. In fact we have shown that the quantities in equations (6.6) and (6.7) are comparable (when they are finite), and obviously the proof remains the same if we replace the number "2" everywhere with any number more than one.
In the next theorem we will denote the angle between A and B by (A, B) , and take K = S so that θ(r) will be short for θ S (r). then for any z ∈ S, there exists a system of coordinates and a function f such that (6.10) and for any j < n,
Theorem (Condition for Differentiability). Let S ⊂ IR
for x and y in B ρ/2 (z ).
Before we prove this theorem, we first provide some intuition as to why it must be true.
The Maximum Angle of Rotation Angle Is Too Large
As we look at the bounding hyperplanes of our set on smaller and smaller scales, they can start rotating. On the other hand, the minimum diameter of our set intersected with a ball of radius r gives us a bound for the rotation of the bounding planes at the scale r/2. If the angle of rotation is too large, then the hyperplanes will intersect in such a way as to make it impossible that S ∩ B r was contained between the original pair of hyperplanes. So we can bound the angle between the planes at scale r and the planes at scale r/2 by 2 arctan(θ(r)) ≤ 2θ(r) for θ(r) sufficiently small. Similarly, the next angle of rotation will be bounded by 2θ(r/2). So if (6.12) then the normal vector to these planes will have to converge. But by our last lemma, equation (6.12) holds by our assumptions on θ(r).
Proof. The discussion above shows that for any x ∈ S we can associate a unique unit vector v(s) (equal to the limit of the normals of the approximating planes) which we will show is a genuine normal to S. It is also clear that v(s) is a continuous function of s, with a modulus of continuity which we can express with the following equation measuring the angle between any two of these vectors which are sufficiently close.
Now by an affine transformation we can assume that 0 ∈ S and v(0) = e n . We make the following definition:
and we will show that
At that point Theorem (6.2) combined with the estimates above yield the desired result. By symmetry, it suffices to prove that
So the line through the origin and s makes an angle with the plane {x n = 0} of at least arctan 20
On the other hand, there is a plane L(0, ||s||) through the origin with a distance to s which is bounded by
So the angle between this plane and is less than
Hence we can conclude ( L(0, ||s||) ,
Now we need to start making our way back to the origin. We consider the planes:
By the way we chose our coordinate system, we know that lim
On the other hand, we also know that
Combining this last estimate with equations ( 6.16) and ( 6.17) , yields the desired contradiction.
Finally, now that we know v(s) is a genuine normal vector, the estimate (6.11) follows immediately from equation (6.13) . Q.E.D. 
where the convergence is uniform in C 1 . The oscillation of the Laplacian of w s k on B 1 is bounded by 2σ(s k ), and so by choosing k sufficiently large we can be sure to satisfy the hypotheses of Theorem ( 5.4) . Now let w = OP (Lap=f, Bdry=ψ), and then define f k (x) := f (s k x) for x ∈ B 1 , and
But now by Theorem ( 5.4) and Lemma ( 5.3) we know that the Hausdorff distance from
Scaling will now yield the desired conclusion. Q.E.D.
Now we come to the main results of this paper. and then Theorem (6.7) yields the desired result. Q.E.D. (See Theorem (4.3) .)
Theorem (Counter-Example
Proof. We will prove this theorem by explicitly creating a counter-example in two dimensions. We start with the following notation: y will denote the usual "vertical" coordinate, and y will be a very slight rotation of y. We will start with a function which is close to a signed distance function, and then we will square its positive part. First of all, let η be a function which satisfies 0 ≤ η ≤ 1, η ∈ C ∞ 0 (B 2 ), and η ≡ 1 in B 1 . Now we define d as follows: On R 1 := B 1 we let d := y .
On R 2 := B 2 − B 1 we let d := ηy + (1 − η)y.
On R 3 := B 4 − B 2 we let d := y.
Since d ∈ C ∞ and the vertical derivative of d is at least 3/4 we know that {d = 0} is a C ∞ manifold by the Implicit Function Theorem. So we have the following picture: Now we redefine d to be zero wherever it was negative, and we let So we keep repeating this process with the rotations y (k) , and in every other annular region we will have ∆w ≡ 1. w is C ∞ outside of 0, but we need control at 0. We claim that in the k th nonlinear region osc(∆w) ≤ C (y (k) , y (k−1) ) (7.9) with a constant C that does not depend on the scale. (In fact, C depends on nothing.) In particular, if lim k→∞ (y (k) , y (k−1) ) = 0 , then ∆w will be continuous at 0. By taking a harmonic series of rotations, we will have an infinite rotation of F B(w) around 0. It remains to prove the claim. The idea is that although the scaling will make the derivatives of η worse and worse, as we zoom in on 0, the coordinate functions are getting smaller and smaller. By combining our equations which started with equation ( 7.7) , we can
