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The objective of this study is threefold: 1) Build a dual-porosity, geological reservoir model 
of Niobrara formation in the Wishbone Section of the DJ Basin. 2) Use the geologic static model 
to construct a compositional model to assess performance of Well 1N in the Wishbone Section. 3) 
Compare the modeling results of this study with the result from an eleven-well modeling study 
(Ning, 2017) of the same formation which included the same well. The geologic model is based 
on discrete fracture network (DFN) model (Grechishnikova 2017) from an outcrop study of 
Niobrara formation.  
This study is part of a broader program sponsored by Anadarko and conducted by the 
Reservoir Characterization Project (RCP) at Colorado School of Mines. The study area is the 
Wishbone Section (one square mile area), which has eleven horizontal producing wells with initial 
production dating back to September 2013. The project also includes a nine-component time-lapse 
seismic. The Wishbone section is a low-permeability faulted reservoir containing liquid-rich light 
hydrocarbons in the Niobrara chalk and Codell sandstone.  
 The geologic framework was built by Grechishnikova (2017) using seismic, microseismic, 
petrophysical suite, core and outcrop. I used Grechishnikova’s geologic framework and available 
petrophysical and core data to construct a 3D reservoir model. The 3D geologic model was used 
in the hydraulic fracture modeling software, GOHFER, to create a hydraulic fracture interpretation 
for the reservoir simulator and compared to the interpretation built by Alfataierge (2017). The 
reservoir numerical simulator incorporated PVT from a well within the section to create the 
compositional dual-porosity model in CMG with seven lumped components instead of the thirty-
two individual components. History matching was completed for the numerical simulation, and 
rate transient analysis between field and actual production are compared; the results were similar. 
 
iv 
The history matching parameters are further compared to the input parameters, and Ning’s (2017) 
history matching parameters.  
 The study evaluated how fracture porosity and rock compaction impacts production. The 
fracture porosity is a major contributor to well production and the gas oil ratio. The fracture 
porosity is a major sink for gathering the matrix flow contribution. The compaction numerical 
simulations show oil production increases with compaction because of the increased compaction 
drive.  As rock compaction increases, permeability and porosity decreases. How the numerical 
model software, CMG, builds the hydraulic fracture, artificially increases the original oil-in-place 
and decreases the recovery factor. Furthermore, grid structure impacts run-time and accuracy to 
the model. Finally, outcrop adds value to the subsurface model with careful qualitative 
sedimentology and structural extrapolations to the subsurface by providing understanding between 
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t…………………………………………………... Production time, seconds | days | months | years 
Vshale…………………………………………………………………………………. Shale volume 
whf……………………………………………………………………………….. Fracture width, ft 




αh………………………………………………………………………. Horizontal Biot coefficient 
αv…………………………………………………………………………. Vertical Biot coefficient 
γob……………………………………………………………………… Overburden density, g/cm3 
γ…………………………………………………………………………………… Specific gravity 
εx…………………………………………………………………………………… Strain rate, v/v 
λ…………………………………………………………………….. Interporosity flow coefficient 
μ……………………………………………………………………………………… Viscosity, cp 
ν…………………………………………………………………………………….. Poisson’s ratio 
 
xxi 
ρb………………………………………………………………………………….. Density, lbm/ft3 
σ………………………………………………………………………………….. Shape factor, ft-2 
σt………………………………………………………………………………. Tectonic stress, psi 
τ……………………………………………………………………………………... Tortuosity, l/l 
φ……………………………………………………………………………………… Porosity, v/v 
φD or N………………………………………… Density porosity or neutron porosity log values, v/v 












x…………………………………………………………………………………… x- or i-direction 
y…………………………………………………………………………………… y- or j-direction 
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CHAPTER 1 INTRODUCTION 
 
The Wattenberg Field Integrated Reservoir Study is a project sponsored by Anadarko 
Petroleum Corporation (APC) in the Reservoir Characterization Project (RCP) – a consortium 
which spans geology, geophysics, petrophysics, completion, production, and reservoir study. The 
Wattenberg project is the leading project in Phase XV and XVI, which has lasted five years. The 
data collected for the research study includes nine-component seismic, time lapse seismic, cores, 
well logs, completion, and production. The central study area is the Wishbone Section, composed 
of eleven producing horizontal wells in a square mile area. Seven wells are drilled in the Niobrara 
chalk and four in the Codell sandstone. Using an extensive set of data from the Wishbone area, an 
integrated reservoir model was built which used Grechishnikova’s (2017) outcrop to subsurface 
reservoir interpretation to forecast production. This model was evaluated against a previous RCP 
numerical model by Ning (2017) to evaluate the value of an outcrop to subsurface reservoir 
interpretation. 
1.1 Research Objective 
The project was intended to determine the value of outcrop-to-subsurface geological 
interpretation for dual-porosity compositional simulation modeling. Specifically, the new model 
involves the use of such model that includes eleven horizontal producing wells in the Wishbone 
Section of the Wattenberg field. The main objectives for this project were:  
1. Quantify Grechishnikova’s (2017) DFN outcrop study to create a downhole 3D geologic 
reservoir model for Well 1N well drainage volume in the Wishbone section, DJ Basin. 
2. Construct the reservoir simulation model related to the above geologic model. 
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3. Incorporate Alfataierge’s (2017) hydraulic fracture interpretation results in the numerical 
model. 
4. Assess outcome of the study and compare qualitatively with Ning’s eleven-well numerical 
model (2017). 
To accomplish the project goals, the following steps were followed: (1) Quantifying 
Grechishnikova’s (2017) geological framework (2) assessing an existing 1D petrophysical data 
set, (3) constructing a 3D static model, (4) utilizing hydraulic fracture interpretation results, (5) 
constructing a numerical compositional model, (6) conducting history match of the wells and the 
Section performance, and (7) evaluating the numerical model results against various engineering 
measures. The workflow for achieving the project goals are summarized in Figure 1.1. 
 
Figure 1.1: Steps to build the reservoir simulation model. Quantify Grechishnikova (2017) 
geologic framework, assess a petrophysical analysis, construct a 3D property model, utilize 
hydraulic fracture interpretation, construct a numerical compositional model, construct history 
match, and evaluate numerical model. 
 
1.2 Study Area  
Anadarko Petroleum Corporation’s Wattenberg study area is located northeast of Denver, 
Colorado. Figure 1.2 shows the location of this study area, and Figure 1.3 displays the wells and 
seismic data within the study area. The primary focus area for the numerical simulation study is 
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the Wishbone Section. The data for this study includes a compilation from information from three 
overlapping study areas—Anatoli, Turkey Shoot, and Wishbone Section.  
 
Figure 1.2: Shows the study area in the Wattenberg Field (Modified from RCP Spring Consortium 
Meeting 2018). 
 
A comprehensive dataset was compiled and provided by Anadarko Petroleum Corporation 
that included well logs, cores, nine-component time-lapse seismic, microseismic, completion, 
tracer data, and production data for use by RCP researchers. I used a total of thirteen vertical wells 
with logs, existing within the APC dataset, in my research project. The well logs included gamma 
ray, density, spontaneous potential, resistivity, density porosity and neutron porosity for thirteen 
wells and one sonic log. Because of the lack of sonic logs, a set of synthetic sonic logs was 
constructed from neural network by RCP researchers for the remaining twelve wells. There are 
eleven horizontal producing wells in the Wishbone section that have gamma ray logs used in the 
study; three of these wells have formation micro imaging logs (FMI). The FMI logs are from two 
wells drilled in the Niobrara and one drilled in the Codell. Wells with core data are shown in orange 
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in Figure 1.3 with an orange box encasing the main core well used in the study. This core was 
calibrated to the reservoir intervals, shown in Figure 1.4, and tested for water saturation with a 
Dean-Stark Toluene analysis and permeability.  The eleven horizontal wells in the Wishbone have 
microseismic data recorded during hydraulic fracturing, tracer data, hydraulic fracturing job 
summary, and approximately four years of production data. Diagnostic fracture injection tests 
(DFIT) were completed on four vertical wells near the Wishbone section. Pressure-volume-
temperature (PVT) analysis for one horizontal well in the Wishbone section was also incorporated 
into the dataset.  
 
Figure 1.3: Anadarko Petroleum Company Study Areas in the Wattenberg Field (Modified from 
RCP Spring Consortium Meeting 2018). 
 
Figure 1.4 shows the horizontal well targets in the Niobrara and Codell formations with 
their relative spacing from West to East. Seven wells were targeted for the Niobrara Formation –
one well targeting the Niobrara B chalk (Well 11N) and six wells targeting the Niobrara C chalk 
(Well 1N, Well 2N, Well 4N, Well 6N, Well 7N and Well 9N). Four wells were targeting the 
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Codell sandstone (Well 3C, Well 5C, Well 8C, and Well 10C). A well spacing evaluation of 1,200, 
900 and 600 feet had been conducted by APC in Niobrara to assess optimal well spacing. Similar 
evaluations for the Codell wells included spacing of 900, 950 and 800 feet.  
The North-South cross-section along the well trajectory for a typical Niobrara and Codell 
well is shown in Figure 1.5. Well 6N, targeting the C chalk, was initially landed in the C marl, and 
enters both the C chalk and B marl. The graben running East-West through the middle of the 
Wishbone section complicated the drill target for most of the wells in the section by entering an 
upper formation in the Niobrara. Specifically, for Well 6N, over 20% of the well was landed 
outside of the target zone. Well 3C, targeting the Codell, was landed initially in the Fort Hays 
limestone, entered the Niobrara D at the graben, and finished in the Codell. Well 3C is over 60% 
out of the target zone. Landing in the marl instead of the chalk, or the limestone instead of the 
sandstone, can be expected to impact both hydraulic fracturing and production from these wells.  
 
Figure 1.4: Cross-Section of the Wishbone showing 11 horizontal wells in their respective landing 
targets (RCP Spring Consortium Meeting 2018). 
 
Research on these datasets provided by Anadarko have been investigated throughout 
Phases XV and XVI of an integrated process. Research relevant to this study includes: natural 
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fracture and core analysis by Dudley (2015) and Brugioni (2017); static geological model with 
outcrop by Grechishnikova (2017); hydraulic fracture simulation by Alfataierge (2017); PP 
seismic inversion by Utley (2017); and reservoir simulation by Ning (2017).  
 
 
Figure 1.5: Well landing for a Niobrara and Codell well in the Wishbone (modified from RCP 
2017). 
 
The findings of Dudley (2015) and Brugioni (2017) were integral parts of the model built 
in Grechishnikova’s study (2017).  Dudley (2015) analyzed all three formation micro imaging logs 
(FMI), and determined the dominant fracture orientations from the FMI logs that were 
incorporated into Grechishnikova’s model. Most of these natural fractures were interpreted as open 
or partially sealed. Brugioni (2017) completed a fracture study on four cores surrounding the RCP 
study area, shown in Figure 1.3, which determined right-lateral, strike-slip motion that formed 
from a compressional stress regime, and normal, dip-slip motion formed from an extensional 
regime. Mineralization events in the core provided evidence of recurring movement. Brugioni 
(2017) identified similar fracture characteristics between the core and the FMI logs: open, partially 
filled with amorphous calcite, or filled with amorphous calcite.  
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Grechishnikova completed an outcrop study on the Niobrara Formation at the CEMEX 
quarry outcrop (Figure 1.6) to calibrate to a subsurface model of the Anatoli study area, about 25 
miles away. The framework for the discrete fracture network (DFN) subsurface model was built 
around seismic interpretation tied to well logs. The outcrop fracture sets and characteristics were 
calibrated to subsurface using well logs, microseismic and fracture driver interpretations. The 
facies types were differentiated using formation tops, core and gamma ray logs. Further analysis 
of Grechishnikova’s model is detailed in Chapter 2, Natural Fracture and Discrete Fracture 
Geologic Model.  
Utley (2017) analyzed PP time-lapse response in seismic to interpret the production effect 
that unconventional wells may have from a pre-stack seismic inversion in the Wishbone section. 
Utley (2017) concluded that there was decrease in density toward the western side of the 
Wishbone. Alfataierge (2017) created a three-dimensional hydraulic fracture simulation for 11 
wells in the Wishbone section that showed non-uniform hydraulic fracture growth, and proppant 
concentration and conductivity propagated toward the maximum horizontal stress and downward 
from the horizontal well location in the Niobrara and Codell formations. This hydraulic fracture 
model and interpretation will be discussed in more detail in Section 3.3, Hydraulic Fracture 
Simulation. The non-uniform hydraulic fracture results from the model were utilized in Ning’s 
(2017) reservoir simulation.  
Ning (2017) created a geological model to run a dual porosity, compositional numerical 
reservoir simulation of 11 producing wells in the Wishbone. Ning history matched reservoir 
performance with uniform (homogeneous) and non-uniform (heterogeneous) hydraulic fractures 
to production volumes in order to compare how hydraulic fractures impact the model. Upon 
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incorporating work from Alfataierge (2017), the early-time production data in the numerical model 
had a better match than the homogenous hydraulic fractures.  
 
Figure 1.6: Topographic map showing the distance between the CEMEX quarry and the RCP study 
area. The location of the wrench fault zones (WFZ) are shown in the bottom right-hand side of the 




The Wattenberg Field was initially identified as a commercial resource in 1970 with the 
discovery of conventional oil formation, Muddy “J” and Sussex-Shannon Sandstones. While 
drilling exploration wells through these sandstones, the Niobrara and Codell were found to have 
oil-cut mud; however, when attempting to produce from them, production was dominantly 
uneconomic because both Niobrara and Codell formations have extremely low permeability. The 
Codell sandstone, while low permeability, exhibits much greater permeability when compared to 
the Niobrara Chalks. Next, due to an increase in oil and gas prices, and that the Codell sandstone 
qualified for pricing incentives from the Natural Gas Policy Act of 1978 this opened up the 
Wattenberg field to additional development programs. Throughout the course of exploration and 
development programs in the 1980s, the Niobrara was comingled initially or after production 
declines (Hemborg, 1993). Since its inception into the Denver Basin, hydraulic fracturing has 
benefited from technological advances that have increased fracture efficiency, thereby allowing it 
to unlock the low permeability potential of the Niobrara chalk and Codell sandstone formations. 
The Niobrara formation is a self-sourcing formation composed of rich and mature source rock that 
contains 3 – 4 billion barrels of technically recoverable oil (Sonnenberg 2013). The Niobrara is 
composed of the Smoky Hill member and Fort Hays limestone, as shown in the stratigraphic 
column in Figure 1.7. The Smoky Hill member is an interbedded chalk and marl formation. 
Niobrara B and C chalk benches are the primary targets in the Smoky Hill Member. Due to a top 
erosional unconformity, the Niobrara A was eroded away in the Wishbone study area. The areal 
extent of the Niobrara formation in the Denver basin extends throughout Wyoming, Nebraska, 
Colorado, and Kansas covering approximately 3,200 square miles, shown in Figure 1.7. Due to 
the incremental fracture efficiency of the Niobrara, the Codell Sandstone has become the 
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secondary drilling target after the Niobrara. The Codell is a tight oil-bearing sandstone which lies 
beneath the Fort Hays limestone. 
 
Figure 1.7: Niobrara topographic map of the Denver Basin and associated stratigraphic column 
from the Sussex to Dakota sandstone. The Wattenberg field shows production in light red, East of 
the Front Range (Sonnenberg 2013). 
 
The Niobrara formation was deposited in the Western Interior Seaway foreland basin 
between the Turonian (90 Ma) through Campanian (81 Ma); it is predominantly composed of 
pelagic limestone (Dean and Arthur 1998). Siliciclastics within the limestone are believed to be 
from the erosion of the Sevier orogenic belt to the west (Figure 1.7). Intermittent volcanic activity 
resulted in the formation of bentonite layers throughout the Niobrara formation. During the 
Laramide Orogeny, the basin was divided into multiple basins that encompasses the Denver, 
Piceance, and Powder River basins. The compositional changes in the Niobrara Formation of the 
Smoky Hill Member between chalk and marl was caused by sea level changes in the Western 
Interior Seaway. During periods of high sea level, warm water carrying organic content flowed 
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north from the Gulf of Mexico into the Western Interior Seaway, causing an increase in carbonate 
production and deposition, and a decrease in the preservation of organic content that formed chalk 
benches. During low water level, there was a higher presence of cold water from Arctic currents 
which inhibited carbonate production, decreased deposition, and increased preservation of organic 
content that formed marl benches (Locklair and Sageman 2008 & Longman et al. 1998). The marl, 
compared to the chalk, has greater amounts of preserved organic content. On average, the Niobrara 
is a transgressive sequence compared to the regressive Carlile and Pierre shales. In the Niobrara 
the chalks were deposited during transgressive sequences and marls were deposited during 
regressive sequences (Drake and Hawkins 2012), as shown in Figure 1.8. During the Laramide 
Orogeny, the region around the present-day Wattenberg field deformed into an asymmetrical basin 
with a steeper western decline gradient compared to the eastern decline gradient, as shown in 
Figure 1.9.  
.  
Figure 1.8: Displays the transgressive and regressive sequences throughout the Niobrara formation 
for the A, B, and C marl and shale benches, and the Fort Hays limestone. Regional sea level 
changes are shown from Kauffman and Caldwell (1993) and global eustatic curve is shown from 
Haq et al. (1989). (Modified from Drake and Hawkins 2012). 
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The Niobrara has undergone thermal maturation to become a self-sourcing reservoir, as 
seen by the black dashed line in Figure 1.9 (Sonnenberg 2011) that shows the asymmetrical 
geosyncline for the Niobrara.  The Niobrara produces both biogenic and thermogenic gas, 
depending on the pressure and temperature of the source rock. Wattenberg field is situated in a 
thermally mature region with an average depth of 7,500 feet, and thickness that ranges from 100 
to 300 feet thick (Sonnenberg 2013). The total organic carbon (TOC) ranges from 2 – 6% with the 
greater concentrations of preserved TOC in the marl. TOC plays a critical role in unconventional 
plays, such as the Wattenberg field (Johnson, 2017). The kerogen present in the Niobrara is 
predominantly Type II kerogen, an oil-prone marine deposited kerogen type based on the oil 
produced from the reservoir and studies on hydrogen index and depth, such as Figure 1.11. The 
source rock thermally matured due to the high pressure and temperature of the overburden load, 
and an anomaly that increased the temperature in the zone (Figure 1.7). The reservoir matrix, 
according to Longman et al. (1998), has porosity between 1 - 10% and permeability less than 0.1 
md. From petrophysical evaluation, chalks have a greater porosity with an average of 9 - 10%, 
compared to marls that have an average porosity of 7 - 8%. 
 






Figure 1.10: Western Interior Seaway in the Late Cretaceous time period showing the flow of 
arctic currents flowing south, warm gulf currents heading north, and sediment deposition from the 
Sevier Orogenic Belt. Also, the locations for the DJ Basin and Wattenberg Field are shown. 




Figure 1.11: Niobrara kerogen type showing decreasing hydrogen index with depth (Sonnenberg 
2012). 
 
The thermal maturation of the kerogen creates an abnormally over-pressured zone in the 
Niobrara with pore pressure gradients ranging from 0.41—0.67 psi/ft (Luneau et al. 2011). 
Hydrocarbons have migrated from the source rock to lower pressure zones through faults, 
fractures, fissures and horizontal bedding planes. Figure 1.12 displays the pressure trend and 
migration directions of the Denver Basin.  
The mineralogy of the Niobrara is predominantly composed of calcite, quartz, potassium 
feldspar, and clay. Figure 1.13 shows the variability of the mineralogy throughout the Niobrara A, 
B, C and Fort Hays. From the Berthoud #4 core in Figure 1.13, regions that are chalk have less 
than 10% clay content, and marl regions contain more than 10% clay content. The greatest clay 
content in the core is about 20%. Having a lower clay content makes the reservoir more brittle, 




Figure 1.12: Pressure trend of the Denver Basin displaying the over-pressured zones of the 
Niobrara (modified from Sonnenberg 2011a—modified  from Weimer et al. 1986). 
 
Figure 1.13: Mineral Content of the Berthoud #4 in the Niobrara (Sonnenberg 2012). 
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The differences in the mineralogy throughout the Berthoud #4 shows how variable clay 
content can be in the Niobrara and explains the range of brittleness and ductility of the green 
ellipsoid region in the ternary diagram, as shown in Figure 1.14. The effective length for the 
hydraulic fractures is impacted by mineral content of the landing zone in the Niobrara and the 
relative ductility and brittleness. The Niobrara, like all major U.S. unconventional shale plays, is 
to the right of the ductile line, which indicates that clay content has the largest effect on ductility 
and brittleness, as well as the ability to hydraulically fracture the reservoir. The ternary diagram 
shows how areas that are calcareous rich, such as the Niobrara chalk benches, will be relatively 
more brittle than areas that are marlstone, such as the Niobrara marl benches. Therefore, the 
preferred landing zone tends to be in the chalk benches of the Niobrara.  
 
Figure 1.14: Range of mineral content in the Niobrara play compared to other U.S. Shale Plays 
(Sonnenberg 2012).  
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1.4 Seismic Survey 
The Wishbone section was the focus study area to determine if nine-component time-lapse 
seismic can be utilized to understand more about hydraulic fracturing and production of 
unconventional wells in Niobrara and Codell formations. Seismic data was acquired in the Turkey 
Shoot area, which covers four-square miles surrounding the Wishbone Section (Figure 1.3). The 
seismic was acquired in three key intervals: before hydraulic fracturing, after hydraulic fracturing, 
and after approximately three years of production. Figure 1.15 shows the timeline of the seismic 
acquisition data. Surface microseismic was acquired during the hydraulic fracturing operations, 








Figure 1.16: Surface Microseismic with the FracStar™ Arm array (Alfataierge 2017). 
 
1.5 Production History of Wells 
The eleven horizontal Wishbone wells have been producing for over five years. Figure 1.17 
shows the landing facies for each of the eleven Wishbone wells. Figure 1.18, Figure 1.19, Figure 
1.20 and Figure 1.21 shows the production data for each of the wells broken into the following: 
cumulative oil and gas production (MBOE), cumulative oil production (MBBL), cumulative gas 
production (MBOE), and cumulative oil and gas production normalized by stage (MBOE). For 
total cumulative production, Well 3C has produced the most while Well 10C produced the least. 
Niobrara well production falls within the range of the cumulative production for the Codell wells. 
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Well 4N has produced poorly compared to all other Niobrara and most Codell wells because it is 
landed in the top of the C marl and base of the C chalk. Three of the four wells in the Codell have 
produced less than the Niobrara wells. The oil production of Well 1N has the least oil decline; this 
is probably due to greatest well spacing compared to the rest of the wells in the section. One 
additional consideration is that the wells are completed with greater amounts of proppant and 
tighter spacing toward the west, which could be one of the reasons the Well 1N is not producing 
as much barrels of oil equivalent compared to Well 9N and Well 11N to the west.  
 
Figure 1.17: Landing facies for eleven wells in the Wishbone section that include the Niobrara 
chalk and marl, Codell sandstone, Fort Hays limestone, and Carlile shale. The blue and yellow 










Figure 1.18: Cumulative production (MBOE) for eleven Wishbone wells over four years. Greater 
oil and gas cumulative production is towards the west, except for Well 3C.  
 
 
Figure 1.19: Cumulative Oil Production (MBBL) for eleven Wishbone wells over four years. 


































































































Figure 1.20: Cumulative Gas Production (MBOE) for eleven Wishbone wells over four years. 
Greater gas production is towards the west of the section.  
 
 
Figure 1.21: Cumulative oil and gas production normalized by the number of stages. The general 















































































































Figure 1.22: Gas-Oil Ratio (MSCF/BBL) for seven horizontal wells in the Wishbone over four 
years of production. The general trend is shows greater GOR towards the west for Niobrara wells.  
 
 
Figure 1.23: Gas-Oil Ratio (MSCF/BBL) of the four Codell wells in the Wishbone over four years 










































































Niobrara Well 4N shows poor production performance compared to the rest of the Niobrara 
wells, probably because the well is landed in the greatest amount of marl lithofacies. According to 
Alfataierge (2017), marl impacts the geomechanical properties of the hydraulic fractures. The clay 
increases the ductility of the fractures, allowing for the fractures to reduce in size or close, 
decreasing the fracture conductivity at a faster rate than the, relatively brittle chalks. Well 4N and 
Well 11N, from Figure 1.17, shows relatively equal amount of the well landed in the marl. The 
reason why Well 11N is one of the top producers, according to Figure 1.18, is probably because 
Well 11N is completed with twice as much proppant as Well 4N. Furthermore, Well 11N is landed 
in the B marl compared to Well 4N in the C marl.  
When production is normalized by the number of stages in Figure 1.21, Well 3C and Well 
10C exhibit greater production rates; this is probably due to the relatively greater well spacing to 
the east of Well 3C and the west of Well 10C. Additionally, Well 5C and Well 8C have shown 
tracer communication with Niobrara wells above, which could further impact well production.  
Figure 1.22 and Figure 1.23 shows the gas-oil ratio for the wells in the Wishbone section 
split into Niobrara and Codell. The GOR increases with time initially at approximately 2 
MSCF/BBL. The incremental GOR ranges between 10 - 30 MSCF/BBL for the Niobrara and 12 
– 25 MSCF/BBL for the Codell wells. The GOR increases toward the west throughout the section, 
which corresponds to tighter well spacing and greater amounts of proppant to the West.  
1.6 Previous Reservoir Model Studies within RCP 
Ning’s (2017) static geologic model, shown in Figure 1.24, was built using the seismic 
interpretation based on Pitcher (2015) and modified by tying the seismic to the sonic logs. The 
seismic data was further used to interpret 19 faults. The model includes the Niobrara (A marl, B 
chalk, B marl, C chalk, C marl and Niobrara D), Codell sandstone, Fort Hays limestone, and Carlile 
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shale. Gamma ray logs were used to further split each Niobrara layer into low and high-quality 
chalk or marl zones. Ning (2017) obtained reservoir properties using eleven vertical wells 
surrounding the Wishbone. Ning up-scaled the model to a grid size of 15 feet in the vertical 
direction, and 100 feet in the horizontal direction. The numerical model is a dual-porosity, 
compositional model built in CMG using a north-south east-west Cartesian grid. Ning (2017) 
constructed the hydraulic fracture models used in the numerical model using generic uniform 
(homogeneous) data, which was later adjusted to match reservoir performance. Afterward, Ning 
(2017) incorporated Alfataierge (2017) hydraulic fracture analysis into the numerical model. Ning 
(2017) history matched the model with matrix and fracture permeability, relative permeability, 
matrix size, and shape factor. Ning compared the (homogenous) and heterogeneous hydraulic 
fracture models, infill wells, and enhanced oil recovery with enriched gas in the numerical 
simulation. 
Eker (2018) created a model (Figure 1.25) based on the interaction between fluid 
depressurization and rock deformation. Stimulated shale reservoirs consist of matrix, macro-and 
micro-fractures, and hydraulic fractures. To account for the deformation impact, a dual-porosity, 
black-oil numerical simulator was developed to assess the impact of rock deformation on long-
term production. The rock elastic properties for the model were obtained using petrophysical 
analysis from Bratton (2018). (1) Eker’s model was built upon production analysis using rate 
transient and decline curve analyses. (2) Hydraulic fracture geometry was estimated using decline 
curve analysis for each well in the Wishbone, and a mathematical model of fracture propagation. 
(3) Eker’s model results were further fine-tuned using microseismic results by White (2015). Eker 




Figure 1.24: Cartesian geologic model with distance to the faults for the Turkey Shoot area used 




Figure 1.25: Eker (2018) black oil model for Well 1N in the Wishbone (RCP Meeting 2017). 
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CHAPTER 2 NATURAL FRACTURE AND DISCRETE 
FRACTURE GEOLOGIC MODEL 
 
Grechishnikova (2017) built outcrop and subsurface models and completed an outcrop-to-
subsurface calibration on the subsurface model. The geologic model was used as a framework for 
hydraulic fracture simulation and numerical modeling of reservoir production. The following 
chapter is a summary of work completed by Grechishnikova (2017). The outcrop model includes 
the Smoky Hill member and Fort Hays from the CEMEX quarry. The subsurface model includes 
the Smoky Hill Member, Fort Hays, Codell, Carlile, and Greenhorn limestone with 560 feet of 
depth. Grechishnikova uses smaller grid blocks near the natural faults for increased transmissivity 
resolution. Outcrop datasets used field observation, LIDAR, and photogrammetry. Subsurface sets 
include seismic, microseismic, vertical and horizontal wells with petrophysical suites, and core 
analysis.  
2.1 Outcrop Fracture Network Analysis 
The Niobrara outcrop provides an understanding of natural fracture height, length and 
distribution intensity in the Niobrara formation. Data was gathered through field observation, 
mapping, terrestrial point cloud LIDAR surveys, and photogrammetry application to create a three-
dimensional surface model with a dominant focus on fracture-prone lithofacies and structural 
implications. The ongoing continuous mining of the outcrop provides an opportunity to use 
progressive, continuous, fresh, non-weathered outcrop exposures to determine dominant fracture 
trends and orientations, fracture spacing distribution, aspect ratio, and fracture aperture and fill.  
Dominant fracture orientations were measured for both dip azimuth and angle stratified by 
chalk or marl bench, and fill characteristics recorded. Macroscopically, the chalk and limestone 
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formations were observed to have a greater number of fractures than the marls. All four benches 
contain characteristics of joint sets (J1 and J2), and shear fracture sets (S3 and S4), as shown in 
Figure 2.1. The dip and azimuth for the each of the joint natural fracture sets in the Niobrara are: 
J1 with an average dip azimuth of 345
o and a dip angle of 81o and J2 with an average dip azimuth 
of 259o and dip angle of 81o. The J1 fracture apertures, which are wider in the upper zones than the 
lower zones of the lower Smoky Hill member, shows joints both partially and completely filled 
with calcite mineralization. The J2 set has open joints in the Niobrara chalk and marl benches, and 
partially filled with clay minerals in the Fort Hays limestone. The joint fracture orientations and 
calcite mineralization are consistent with observations of both Allen (2010), and Collins and 
Sonnenberg (2014). The Codell was not incorporated in the outcrop study. 
 
Figure 2.1: Schmidt Stereonet of Niobrara formation orientation trends at the CEMEX Quarry for 
dip and angle showing the four dominant trends of J1, J2, S3 and S4 (Grechishnikova 2016). 
 
28 
The shear sets are believed to be syngenetic with shear faults in the quarry which strike 
north-northeast, and are consistent with the east-northeast striking faults discussed by Allen 
(2010). Shear fracture sets are: S3, with the same strike and dip orientation, and S4 with the same 
strike and dip orientation. 
Maximum average fracture height for the J1, J2 and S3 ranged from two to seven feet, and 
the S4 between 1 and 30 feet. In the Smoky Hill member, the chalk benches have a higher density 
of fracture clusters and lithobound fractures compared to the marl. The fracture swarms are 
interpreted to be denser near fault zones, with increased density towards the base of the member. 
This behavior is interpreted to arise from the curvilinear shape of fracture planes associated with 
the listric fault zone, as shown in Figure 2.2 (Grechishnikova 2017). From photogrammetry, the 
lower part of the Smokey Hill member and Fort Hays show that there are through going fractures, 
strata bound fractures and bed plane parallel fractures that occur in rectangular patterns. 
 
Figure 2.2: Shows the fracture swarms and negative flower structure for the Smoky Hill of the 
Niobrara (modified from Grechishnikova 2016). 
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Fracture aperture varies along the length of the fractures, from zero and two inches, based 
upon calcite mineralization and vugs. Aperture width identified at the CEMEX quarry is not 
believed to be representative of apertures in the subsurface due to uplift and unloading. Outcrop 
fracture heights were grouped into strata-bound, litho-bound, or through-going fractures. Strata-
bound start at 0.3 feet long, litho-bound averages at 20 feet long, and through-going height is up 
to 120 feet long observed for through-going. Aspect ratio for these fractures had a very limited 
sample size and were statistically uncertain; however, they need to be used for the DFN modeling.  
Four fracture mechanisms are interpreted for the fractures observed in the CEMEX quarry. 
(1) Laramide sub-horizontal compression that created wrench fault zones (Weimer and 
Sonnenberg 1996) causing a basement block rotation (Weimer et al. 1998). Riedel shear faults 
formed alongside the wrench fault zone creating shear faults. (2) The Laramide compression is 
believed to have caused the J1, S3 and S4 sets. (3) The post-Laramide extension created the J2 set 
after calcite mineralization of the J1 set. (4) Listric normal faults formed negative, or reversed, 
flower structures. Figure 2.3 shows the Laramide compression and post-Laramide extension. The 
Wishbone section shows similar characteristics to the post-Laramide extension, creating a graben 
in the section. 
Next, a surface three-dimensional geological model was created in Petrel using 24 cores 
with geochemical analysis, and the interpreted fracture characteristics and mechanisms from the 
outcrop. The surface structural model contains 3 major faults, 10 formal and informal zones 
(Sharon Springs, A chalk, A marl, B chalk, B marl, C chalk, C marl, Niobrara D, Fort Hays, and 
Codell), and two thin bentonite layers. The lithofacies from the model were determined from the 
24 geochemical cores, which were broken into five categories defined in Table 2.1. The vertical 
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lithofacies resolution is defined by a vertical resolution of two feet. Truncated Gaussian Simulation 
(TGS) was used to define the facies model between cores.  
 
Figure 2.3: Flower structure created in the Niobrara formation showing both the Laramide 
compression and post-Laramide extension (Grechishnikova 2016). 
 
Table 2.1: Defines the five categories of lithofacies for the Niobrara formation by Stout (2012). 
Type Chalk (%) Clay (%) 
Chalk 90 – 100 0 – 10 
Argillaceous Chalk 70 – 90 10 – 30 
Marl 30 - 50 30 – 70 
Calcareous Shale 10 – 30 70 – 90 
Shale 0 - 10 90 – 100 
 
Fracture intensity and discrete fracture network (DFN) modeling was completed in the 
surface three-dimensional model. Fracture intensity was calculated with TGS for each fracture set 
(J1, J2, S3, and S4) in two separate zones with the following order: chalk intensity within the chalk 
zones, and, then, marl intensity throughout the Niobrara. Fracture intensities were calculated from 
the fault zone with the greatest fracture intensity closest to the fault. The DFN model was created 
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using: azimuth and dip for each of the fracture sets, fracture intensities for chalks and marls, 
constant aperture and geometries for facies-bound and through-going fractures, and aspect ratios 
for chalks and marls. The surface DFN was compared to the Niobrara Formation at the CEMEX 
quarry to validate and quality control the DFN.  
2.2 Subsurface 3D Geological Framework 
The subsurface three-dimensional model was completed on the Anatoli study area, which 
covers 10 square miles using seismic and well data. Within the Anatoli study area, the Turkey 
Shoot area was used to create a simulation model. Grechishnikova (2017) geological framework 
was built with depth-converted seismic to map horizons and faults throughout the Anatoli study 
area. Well ties and same-depth relationships were used to convert seismic data from time to depth 
domain to tie horizons. The well ties to seismic showed a correlation of 0.81 and 0.84. The velocity 
model was created based on 115 vertical and horizontal wells and 12 time-depth relationship 
curves. When utilizing horizontal wells, there is an ellipsoid of uncertainty surrounding the 
horizontal wells with +/- 20 feet at the heel and +/- 90 feet at the toe of Niobrara targeted wells in 
accordance with suggested uncertainty by Buchanan et al. (2013).  
The geological model was built with a structural framework that incorporates 19 faults and 
9 layers (A marl, B chalk, C chalk, C marl, Niobrara D, Fort Hays, Codell, Carlile and Greenhorn). 
The Wishbone area contains natural fractures from complex natural faults. The grid was setup with 
most of the vertical resolution ranging from 2 – 6 feet, and horizontal resolution of 100 feet in 
orthogonal directions. Pillar gridding was used to start at the faults, and grid away from the faults 
in a N70W direction, shown in Figure 2.4, to increase resolution of flow away from the faults.  
The lithofacies in the model were determined from gamma ray logs and formation tops 
which were broken into five facies types in the same way as Grechishnikova (2017): chalk, marl, 
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limestone, sandstone and shale. Gamma ray was only used to determine the facies because there 
was very low frequency difference between the chalk and marl in the acoustic and elastic 
impedance volumes. Furthermore, the Niobrara classification from Stout (2012) was simplified to 
two types: chalk or marl for a simple comparison between outcrop and subsurface models.  The 
Niobrara formation was targeted because of the amount of exposure at the outcrop and deposition 
process of the Smoky Hill member (interbedded chalks and marl). Core, logged and correlated to 
gamma ray, was used to determine the gamma ray cut-off for chalks or marls, and TGS was used 
to determine lithofacies between the wells.  
 
Figure 2.4: Geological framework grid structure in the N70W grid direction (maximum horizontal 
stress) pillar gridded away from the faults designed to enhance numerical simulation along the 
faults. 
 
2.3 Outcrop to Subsurface Calibration 
Issues with outcrop to subsurface calibration can arise from: surface weathering, 
mineralization in fractures from minerals not in the subsurface, subsurface fracture creation from 
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uplift, unloading and exposure, small or poorly exposed outcrops, depositional environment 
differences, burial history differences, and diagenetic differences (Gale et al. 2014). In the 
geological framework study, surface weathering and vegetative impact is limited because CEMEX 
is an active quarry with little time for surface weathering and vegetation to impact the outcrop. To 
inhibit the adverse impact of fractures related to blasting and mining operations, only fractures 
with signs of calcite mineralization and sense of motion were only included in Grechishnikova’s 
study, according to Gale et al. (2014). Both tectonic regimes of the Laramide compression and 
post-Laramide extension were similar for the outcrop and the subsurface in the Wattenberg field. 
However, it is expected that the asymmetrical shape and different overburden of the Denver Basin 
will impact the magnitude and stress at surface compared to subsurface that creates different 
relative intensities and apertures of the fractures. Outcrop to subsurface calibration was broken 
down into six steps using image logs, microseismic and fracture-driver comparison: 1) subsurface 
fracture data interpretation 2) vertical and lateral fracture orientation 3) surface and subsurface 
fracture set comparison 4) fracture intensities for each fracture set 5) fracture intensity based on 
lithology and distance to faults, and 6) subsurface to outcrop comparison. A calibration flow chart 
was used by Grechishnikova to systematically guide the surface to subsurface calibration in Figure 
2.5.  
Two FMI logs from the Niobrara were interpreted alongside core to identify major fracture 
mechanisms. Two main orientations were determined using the stereo-net plot to correlate to the 
outcrop: strike of 269o and dip of 83o correlates to the J1 joint set and strike of 242
o and dip of 56o 
correlates to the S4 shear set. Both the J2 joint set and the S3 shear set could not be statistically 





Figure 2.5: Outcrop to subsurface calibration flow chart (Grechishnikova 2017). 
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Natural faults and open joints reactivate at lower pressures compared to virgin reservoir 
matrix rock during completions (Grechishnikova 2017). Microseismic event clusters appear in 
areas of virgin rock with less natural fracture intensity since natural fractures can absorb and 
transmit energy, which results in lower microseismic activity (Grechishnikova 2017). There are 
two trends from the microseismic data: N70W maximum horizontal stress direction and along the 
J2 joint direction. S3 and S4 conjugate shear fracture sets are varying in orientation that aligns with 
the 60o angle at the quarry from the local negative flower structure. The full comparison between 
the four fracture sets is displayed in Table 2.2. 
 
Table 2.2: Displays the outcrop strike and dip angle compared to the subsurface strike and dip 
angle from the FMI logs (Modified from Grechishnikova 2017).  
Fracture 
Set 
Strike (Degrees) Dip (Degrees) 
Outcrop Subsurface Outcrop Subsurface  
J1 255 269 81 83 
J2 169 181 81 66 
S3 156 125 48 56 
S4 216 242 78 56 
 
Fracture driver calibration from outcrop to subsurface used the fracture density and 
intensity variation with lithology and distance away from the natural faults and fractures at the 
surface to the subsurface. Mechanisms that controlled fracture development observed at surface 
are assumed to have occurred syngenetically and controlled the fracture development observed in 
the subsurface. From the surface date, chalks have both lithobound and through-going fractures, 
marls only have through-going fractures, and limestones contain bed-bound fractures. FMI logs 
and cored wells show both lithobound and through-going fractures in the chalk and marls of the 
Niobrara. FMI logs show that the range of distance for the impacted zone from faults is up to 350 
feet in the subsurface compared to 30 feet at the outcrop. The large discrepancy in distance is 
thought to be from negative flower structures size and throw responsible for the difference between 
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the fracture zone of approximately 2 feet at the surface compared to approximately 60 feet at the 
wellbore. Natural fracture spacing is less in the chalk benches, a relatively brittle material, 
compared to the marl benches. FMI logs interpreted the natural fractures to be open, partially 
sealed or sealed fractures in the subsurface (Dudley 2015), similar to the outcrop. The FMI logs 
for both Niobrara wells, Well 6N and Well 2N, are displayed in Figure 2.6 with lithofacies types 
and natural faults in the Wishbone. Figure 2.7 shows the fracture intensity with respect to the 
Wishbone section and FMI logs.  
 
Figure 2.6: Displays the lithology for each well, FMI log for Well 2N and Well 6N are landed in 




Figure 2.7: Displays fracture intensity of the Wishbone (Grechishnikova 2017).  
 
2.4 Natural Fracture and DFN Modeling 
Fracture intensities were mapped from FMI logs for through-going and litho-bound 
fractures excluding the fault zones. Intensity properties were created for J1, J2, S3, and S4 sets, and 
distributed between the wells using TGS in the Niobrara. The Fort Hays and Codell fracture 
intensities were determined from outcrop and calibrated to the subsurface. They were normalized 
for the lateral grid size of 100 feet in orthogonal horizontal directions. The fracture intensity range 
is 350 feet, from the FMI logs.  
 The discrete fracture network (DFN) model requires dip direction and angle of the four 
fracture sets, fracture intensities, fracture length, aspect ratio, and fracture aperture. Length and 
aspect ratio were determined from the outcrop. Natural fracture aperture was assumed to be 1E-06 
feet for the model. A DFN was created for each fracture set (J1, J2, S3, and S4), in both the chalk 
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and the marl lithofacies in the model. After the DFN model was created, the results were compared 
to well logs. Figure 2.8 shows an example cross section of Well 6N; one of the wells that have 
FMI in the Niobrara, with discrete fracture network overlaid on top of the fracture intensity and 
lithology. DFN, according to Grechishnikova (2017), can show where highly fractured zones exist 
to engineer completion volumes and rates. Naturally fractured zones could be reactivated with less 




Figure 2.8: Displays Well 6N cross section for a) FMI log, fracture intensity and discrete fracture 







CHAPTER 3 RESERVOIR MODEL DETAILS 
 
The reservoir model was built from the Grechishnikova (2017) geological framework into 
a 3D property model. The 3D property model was built with a 1D petrophysical analysis 
extrapolated from vertical wells in and around the Wishbone section. The permeability and water 
saturation were determined from MICP and Dean-Stark toluene analysis. The completed 3D 
property model was used to determine the non-uniform hydraulic fractures, and these fractures 
were used in the reservoir simulation. The reservoir simulation was built to understand the value 
of the outcrop model built by Grechishnikova (2017) by comparison with Ning (2017) dual-
porosity, compositional model.  
3.1 Reservoir Parameters 
The 3D property model was constructed using pillar gridding away from the faults to allow 
for the greatest resolution near the faults and in the zones of interest. The model has a height of 
600 feet and a spatial area of 10,000 feet by 10,000 feet. The number of grid cells in the x-, y-, and 
z-directions for the full model is 153, 152 and 135, respectively. The Niobrara and Codell have a 
maximum thickness of 400 feet and 200 feet, respectively. Cell height was varied from 2 to 6 feet 
to provide maximum resolution along the faults, and the lower Smoky Hill member and Codell. 
The average cell size in the x- and y-directions are 100 feet. The density, gamma ray, effective 
porosity, and resistivity were up-scaled from the well logs biased by the one-dimensional 
lithofacies using the arithmetic method. These properties were scaled to fit transformed property 
values according to the lithofacies type within each formal or informal zone. The lithofacies model 
was built using the Gaussian random function with an anisotropy range of 6500 feet by 6500 feet 
in the x- and y-direction, and 2 feet in the vertical direction using a spherical variogram between 
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up-scaled well logs. The lithofacies for each of the formal and informal formations are shown in 
Figure 3.1.  
The Gaussian random function simulation is completed with an anisotropy range of 500 
feet by 500 feet in the horizontal direction and 2 feet in the vertical direction with conditioning to 
the facies with a spherical variogram between the up-scaled logs for each property. The anisotropy 
is roughly five cells in both the x- and y-direction, and one cell in the z-direction. An example of 
the up-scaled logs is shown in Figure 3.2. Since the reservoir is above the bubble point pressure, 










Figure 3.2: Log upscaling of each property for the model with higher resolution surrounding the 
natural faults and the producing zones for increased resolution for numerical simulation.  
Increased Resolution through target zones 
Increased Resolution through target zones 
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The petrophysical analysis was completed using twelve vertical wells surrounding the 
Wishbone section and one vertical well in the Wishbone section. The well logs that were included 
in the analysis were caliper, gamma ray, resistivity, spontaneous potential, neutron porosity, 
density porosity, density, neural network derived synthetic sonic, and neural network derived 
synthetic shear-sonic. Eleven horizontal wells with trajectories and gamma ray logs were also 
included in the petrophysical analysis. A core and associated logs were used to determine 
permeability and water saturation. Both core and well logs were used to determine both 
petrophysical and geomechanical properties for reservoir and hydraulic fracture simulations, and 
subsequently compared to the core used Ning’s (2017) analysis. The reservoir simulation 
parameters calculated included shale volume, effective porosity, water saturation, horizontal 
permeability, vertical permeability, distances from the faults, and relative distances between the 
wellbores. The properties calculated for use in hydraulic fracture simulation software include: 
effective permeability, vertical Biot coefficient (Biot V), brittleness index (BRI), static Young’s 
modulus (YMES), Poisson’s ratio (PR), process zone stress (PZS), and net pay. 
Shale volume is calculated using the gamma ray index and three shale volume correlations. 
Shale volumes were based off the instantaneous gamma ray value relative to the minimum and 
maximum values, as shown with Equation 3.1. The volume of shale was compared to core for 
three shale volume correlations using Steiber (Equation 3.2), Larionov for older rocks (Equation 
3.3) and Clavier et al. correlations (Equation 3.4). The closest correlation for the volume of shale 
compared to the core was Steiber, which was utilized for both reservoir and hydraulic fracture 
simulations. The shale volume for the static geologic model is shown in Figure 3.3 throughout the 
Wishbone and Turkey Shoot area.  
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Gamma Ray Index was calculated from the gamma ray log using the gamma ray index 
(IGR), instantaneous gamma ray log measurement (GRlog), minimum reading on the log (GRmin), 
and the maximum reading on the gamma ray log (GRmax) with Equation 3.1 (Asquith and 
Krygowski 2004). 
𝐼𝐺𝑅 =  𝐺𝑅𝑙𝑜𝑔 − 𝐺𝑅𝑚𝑖𝑛𝐺𝑅𝑚𝑎𝑥 − 𝐺𝑅𝑚𝑖𝑛 (3.1) 
 
Shale volume fraction was calculated using the Stieber (1970) correlation, using the shale 
volume (Vshale) and the gamma ray index(IGR) with Equation 3.2.  
𝑉𝑠ℎ𝑎𝑙𝑒 =  𝐼𝐺𝑅3 − 2 ×  𝐼𝐺𝑅 (3.2) 
 
Shale volume fraction was calculated using the Larionov (1969) correlation for older rocks 
than Tertiary, using the shale volume (Vshale) and the gamma ray index (IGR) with Equation 3.3. 
𝑉𝑠ℎ𝑎𝑙𝑒 =  0.33 × (22×𝐼𝐺𝑅 − 1) (3.3) 
 
Shale volume fraction was calculated using the Clavier et al. (1971) correlation, using the 
shale volume (Vshale) and the gamma ray index (IGR) with Equation 3.4. 
𝑉𝑠ℎ𝑎𝑙𝑒 =  1.7 − [3.38 − (𝐼𝐺𝑅 − 0.7)2] 12 (3.4) 
 
The effective porosity is determined from the density or neutron porosity using (Barree, 
2017). The effective porosity is shown throughout Figure 3.3. The Codell has the greatest amount 
of porosity, followed by the chalks of the Smoky Hill member. The water saturation was initially 
calculated using the Archie equation, but because the Niobrara and Codell formations have varying 
amounts of clay content that impact the water saturation (Doveton 2001) in both the Niobrara and 
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Codell formations, the Simandoux correlation was used. Several Simandoux correlations were 
calculated, but the correlations were poor, an example equation is shown with Equation 3.6. As a 
result, the Dean Stark Toluene analysis was used for water saturation as a single value for each 
facies. The water saturation for each facies was determined using the Dean-Stark Toluene analysis 
on a core from roughly 5 miles away. The Dean-Stark Toluene extraction method uses a crushed 
core, heated at three temperatures (250 oF, 600 oF and 1300 oF) to extract fluids in the pores, 
capillary clay water and structural water, respectively. At the initial temperature, the free water 
and gas from the effective porosity is removed. At the second temperature setting, the rest of the 
gas-filled porosity, and capillary bound water and oil is heated out of the core sample. The volume 
of oil from the second temperature is added to the effective porosity to determine the final effective 
porosity.  At the final temperature, the structural water from the matrix is removed to get the final 
value for water saturation. The Dean-Stark toluene extraction cannot identify the difference 
between reservoir fluids and other fluids that may have contaminated the sample, so core 
preservation is paramount when it comes to this type of water saturation analysis. While the Dean 
Stark toluene extraction curves and volumes would have been extremely helpful to corroborate 
effective porosity from the petrophysical logs in the Wishbone, unfortunately, this dataset was not 
provided. The water saturation for each core plug was determined and recorded from the core well. 
The core plugs were identified by facies type and averaged for chalk, marl, Fort Hays and Carlile 
to determine the water saturation for each facies. The Codell was not present in the core well and 
the water saturation from Ning’s model was used. and water saturation for the geological model 
are shown in Figure 3.3. The water saturation for the model is shown in Figure 3.4.  
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The correlation from Barree (2017) determines the effective porosity, with the effective 
porosity(ϕeff), neutron or density porosity (ϕ) and shale volume (Vshale) with Equation 3.5. 
𝜙𝑒𝑓𝑓 =  𝜙𝑁 𝑜𝑟 𝐷  × (1 −  𝑉𝑠ℎ𝑎𝑙𝑒 ) (3.5) 
 
Simandoux correlation was used to determine the water saturation (Swe), effective porosity 
(φeff), resistivity of formation water (Rw), resistivity of the rock (Rt), resistivity of the shale (Rshale), 
and shale volume (VShale) with Equation 3.6. 




Figure 3.3: The effective porosity was calculated and extrapolated across the model (top right), 
and water saturation (bottom) with a geostatistics-based extrapolation between the vertical wells 





Figure 3.4: Water Saturation was calculated across the model based on Dean-Stark toluene analysis 
between the vertical wells with the random Gaussian function. 
 
The horizontal permeability is determined from the core with the as-received permeability 
measurements from the core analysis. The horizontal and vertical permeability was averaged in 
the same way as the water saturation; the horizontal and vertical permeability was averaged in 
each lithofacies and compared to the model built by Ning (2017). From comparison between the 
two cores, on average, the current core has a greater permeability than the core used in Ning’s 
model. Mercury injection capillary pressure (MICP) tests were also used to determine the matrix 
permeability. The permeability values for each facies was compared with the core and the MICP 
permeability. From MICP, it was determined that the core permeability measured in the lab was 
too large. The exceptions to this determination are low gamma ray chalk and high gamma ray marl 
in the Niobrara. The Codell sandstone was not contained in the core data received from Anadarko, 
and as a result, the permeability from Ning’s Codell was used. The discrepancy between the core 
used for the analysis in this study and the core used for Ning’s analysis, is the availability to 
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Anadarko data. When translating to Grechishnikova’s facies, the as-received permeability from 
core plugs was averaged in each facies to determine the average horizontal permeability. The 
horizontal permeability is displayed in Table 3.1, and shown extrapolated across the facies in the 
model in Figure 3.5. The vertical permeability is assumed to be 1/100 of the horizontal 
permeability based on a highly laminated core and literature (Barree 2017; Simpson et al. 2016; 
Armitage et al. 2011). The well spacing and the distance from faults were determined to identify 
zones of greater fault compaction near the wellbore production, which, in turn impacts production. 
Both were used in the numerical simulator, CMG, and are shown in Figure 3.6. 
 
Table 3.1: Horizontal permeability comparison between the core used for Ning’s (2017) model 
and permeability used for current model.  
Model Comparison Ning Core - AR MICP Model 
Low GR Chalk (md) 4.18E-03 
2.74E-04 5.60E-03 5.60E-03 
High GR Chalk (md) 1.52E-03 
Low GR Marl (md) 1.90E-03 
4.04E-05 5.76E-05 5.76E-05 
High GR Marl (md) 4.33E-04 
Fort Hays (md) 3.25E-05 1.78E-04  1.78E-04 
Codell (md) 1.30   1.30 
Carlile (md) 1.04E-03 1.62E-05  1.62E-05 
 
 
Figure 3.5: The figure on the right shows the variation in the horizontal matrix permeability with 
formation and lithofacies used in the numerical simulator. The permeability in decreasing order is 





Figure 3.6: The figure on the left shows the distance between each horizontal well in the Wishbone 
for reservoir simulation and the figure on the left identifies the distance away from the fault into 
separate zones for fracture intensity and reservoir simulation.  
 
The properties calculated for use in hydraulic fracturing software were the Biot 
coefficients, BRI, YMES, PR, PZS, effective permeability and net pay from well logs, DFITs, and 
flow analysis. The sonic and synthetic sonic logs were used to determine PR, YMES, BRI, and 
vertical Biot coefficient to help determine the closure pressure.  The effective permeability was 
calibrated with a DFIT test from one-mile away. From four DFIT tests, the initial shut-in pressure 
(ISIP), closure pressure and process zone stress are determined with G-Function plots and square-
root plots. The pore pressure and effective permeability are determined by pseudolinear analysis.  
Closure pressure is crucial in hydraulic fracturing because fluid pressure is necessary to 
overcome the minimum horizontal stress, and to initiate a hydraulic fracture. Hydraulic fractures 
propagate in the direction of the maximum horizontal stress by overcoming the minimum 
horizontal stress. In the Wishbone, microseismic data shows the maximum horizontal stress 
direction is N70W. The equation to calculate the closure pressure is based on poroelastic 
coefficient, tectonic stress, and regional strain is shown in Equation 3.7. Stress and strain 
measurements are used to calibrate the closure pressure of the DFIT test integrating an 
understanding of the geologic setting. Since the DJ basin is undergoing regional tectonic strain 
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from the Neogene extension, calibration of the closure pressure with a negative strain may occur. 
The sonic and synthetic sonic were used to determine the Young’s modulus with Equation 3.8, 
Poisson’s ratio with Equation 3.9, and the ratio between the shear and compressional velocity with 
Equation 3.10. The horizontal Biot coefficient is set to one and the vertical Biot coefficient was 
calculated with Equation 3.11. The overburden pressure is determined from the overburden stress 
gradient and the rock density, as shown in with Equation 3.12. The pore pressure is estimated 
based on a 0.6 psi/ft gradient for reservoir depth. The pore pressure was determined from the 
gradient and the total vertical depth with Equation 3.13. 
The closure pressure (Pc) was determined using the Poisson’s ratio (v), overburden pressure 
(Pob), pore pressure (Pp), vertical Biot coefficient(αv), horizontal Biot coefficient (αh), regional 
strain (εx), Young’s modulus (E), and tectonic stress (σt) with Equation 3.7. 
𝑃𝑐 = 𝑣(1 − 𝑣) [𝑃𝑜𝑏 − 𝛼𝑣𝑃𝑃] + 𝛼ℎ𝑃𝑃 + 𝜀𝑥𝐸 + 𝜎𝑡 (3.7) 
 
Young's modulus was calculated from bulk density (ρb), ratio between shear and 
compressional velocity (R), and the compressional velocity (DTC) using Equation 3.8. 
𝐸 = 13447𝜌𝑏 (3𝑅 − 4)𝐷𝑇𝐶2 𝑅 (𝑅 − 1) (3.8) 
 
The Poisson's ratio (v) was calculated using the ratio between shear and compressional 
velocities (R) with Equation 3.9. 





The ratio (R) between the shear (DTS), and compressional (DTC) velocity was calculated 
with Equation 3.10. 
𝑅 = 𝐷𝑇𝑆2𝐷𝑇𝐶2  (3.10) 
 
The vertical Biot coefficient was calculated (αv) and porosity (φ) with Equation 3.11. 
𝛼𝑣 =  𝜙0.1 (3.11) 
 
The overburden pressure (Pob) was calculated using the vertical depth (Dtv), and  the 
overburden density (γob) with Equation 3.12. 
𝑃𝑜𝑏 =  𝐷𝑡𝑣𝛾𝑜𝑏 (3.12) 
 
The pore pressure was calculated using the total vertical depth (Dtv), and pore pressure 
gradient (PPg) with Equation 3.13. 
𝑃𝑃 =  𝐷𝑡𝑣𝑃𝑃𝑔 (3.13) 
 
The brittleness factor (Br) was calculated is the brittleness factor, Young's modulus (E) and 
Poisson's ratio (v) with Equation 3.14.  
𝐵𝑟 = 0.071𝐸 −  1.43𝑣 + 0.5 (3.14) 
 
Using DFIT analysis from four vertical wells near the Wishbone section that were 
completed by Haliburton and Reservoir Development Consulting, the pore pressure ranged from 
0.57 to 0.62 psi/ft, closure pressure ranged between 0.70 to 0.74 psi/ft, and the ISIP was 0.82 to 
0.83 psi/ft. The regional tectonic strain was calibrated to be -100 using Equation 3.7. The leak-off 
type for the Codell formation was normal matrix, while the leak-off types of the Niobrara are 
transverse storage and pressure dependent leak-off (PDL). The effective permeability for the 
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model was determined by matching the effective permeability of the DFIT with the effective 
permeability from Equation 3.15 for the Niobrara. The effective permeability (keff) was calculated 
using the permeability multiplier (Kmult), the effective porosity (φeff), and permeability exponent 
(kexp) with Equation 3.15 (Barree 2017). 𝑘𝑒𝑓𝑓 =  𝑘𝑚𝑢𝑙𝑡 𝜙𝑒𝑓𝑓𝑘𝑒𝑥𝑝  (3.15) 
 
The properties were up-scaled along the wells in a similar fashion to the up-scaled well 
logs for numerical simulation: Young’s modulus, Poisson’s ratio, CFOP, PZS, effective 
permeability, and net pay. Young’s modulus, and Poisson’s ratio, and effective permeability were 
up-scaled using the harmonic averaging method biased with the lithofacies. The CFOP, PZS and 
net pay were up-scaled using the arithmetic averaging method biased on the lithofacies. The 
properties were distributed with the Gaussian random function simulation between up-scaled logs 
using an anisotropy range of 500 feet by 500 feet in the x- and y-direction and 2 feet in the vertical 
direction that utilized the data with a spherical variogram based on the data analysis. The Gaussian 
function used best depicted the reservoir heterogeneity for rock strength related parameters 
(Deutsch 2002), such as CFOP, PZS, Young’s modulus, Poisson’s ratio, and effective 
permeability. Small nugget values were used to extrapolate the data since the structure is locally 
continuous (Syrjanen and Loven 1999).  A sill of one was used, where the inflection point of the 
data occurs (Yarus and Chambers 2006). Figure 3.7 shows the difference between sill, nugget and 
range for extrapolation of values throughout the 3D model. The heterogeneity from the Gaussian 
function were used for the hydraulic fracturing 3D model, as described in section 4.3 Hydraulic 




Figure 3.7: Displays the difference between the nugget, sill and range in random Gaussian 
simulation (Johnson 2017) 
 
3.2 Dual-porosity Compositional Flow Model 
A compositional numerical model was created to forecast production in the Wishbone 
section utilizing CMG numerical modeling software. The flow simulation incorporated the static 
geologic model and production data to create a history match. The static model covers over four-
square miles with a thickness of 560 feet, and includes 19 natural faults, which is shown in Figure 
3.8. A dual-porosity model is used to incorporate the porosity matrix and the natural fractures of 
the reservoir. The dual-porosity model also incorporates the permeability for both the matrix and 
fractures. The matrix, relative to natural fractures, has a greater porosity, or storage capacity, but 
less permeability. The storage capacity ratio, according to Warren and Root (1963), is a function 
of porosity, compressibility and thickness. The storage capacity ratio increases with fracture 
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compressibility and porosity. The permeability difference between the matrix and natural fractures 
in tight reservoirs, such as the Niobrara, is greater than conventional reservoirs. Transmissivity is 
a function of fracture permeability and fracture width. Warren and Root established Equation 3.16 
which represents the relationship between matrix and fracture permeability in a naturally fractured 
reservoir model. The shape factor is used to model the interporosity flow within the numerical 
simulation. Interporosity flow is fluid interaction between the fractures and the matrix. The 
interporosity flow coefficient that relies upon the shape factor(σ), matrix permeability (km), 
fracture permeability (kf) and well radius (rw) in Equation 3.16.  
𝜆 =  𝜎𝑟𝑤2 𝑘𝑚𝑘𝑓  (3.16) 
 
Warren and Root displayed the first shape factor, Equation 3.17, followed by Gilman and 
Kazemi’s (1983) modification to the shape factor, Equation 3.18 that was used to model production 
for the 1N well. Warren and Root Shape factor equation that uses the shape factor (σ), and matrix 
block length (L) in the x-direction, y-direction and z-direction in Equation 3.17. Kazemi and 
Gilman shape factor modification that relies upon the shape factor (σ), and matrix block length (L) 
in the x-, y-, and z-direction in Equation 3.18. The fracture spacing increased away from the natural 
faults, which signaled an increase in shape factor towards the faults. 
𝜎 = 2030 ( 1𝐿𝑥2 + 1𝐿𝑦2 + 1𝐿𝑧2 ) (3.17) 
 𝜎 = 4 ( 1𝐿𝑥2 + 1𝐿𝑦2 + 1𝐿𝑧2 ) (3.18) 
 
The numerical model utilizes input from pressure-volume-temperature (PVT) analysis 
within the Wishbone section, initial reservoir pressure, bottom-hole pressure for rate constraints 
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for history matching, initial porosity for both the matrix, fracture and hydraulic fracture, matrix 
and fracture permeability constraints, relative permeability, phase saturation, rate-transient 
analysis, and compaction of the matrix. Table 3.2 displays the results from the datasets for the 
initial input into the numerical simulator from the data in the following sections. The PVT analysis 
was lumped to decrease the number of components in the model with WinProp, a phase behavior 
and fluid property modeling software. The initial reservoir pressure was based on the results from 
DFIT data.  
 
Figure 3.8: Dual-porosity model with heterogeneous hydraulic fractures and natural faults on 




Table 3.2: Displays the initial values for the numerical simulator for the matrix and fracture 
permeability, porosity, water saturation, compressibility, initial pressure and shape factor for the 
chalk and marl facies of the Smoky Hill member and the Fort Hays limestone in the Niobrara.  
Property 
Initial Model Values (Niobrara) 
Chalk Marl Fort Hays 𝒌𝒎,𝒙 ,  𝒌𝒎,𝒚 (md) 5.60E-03 5.76E-05 1.78E-04 𝒌𝒎,𝒛 (md) 5.60E-05 5.76E-07 1.78E-06 𝒌𝒇,𝒙, 𝒌𝒇,𝒚 𝒌𝒇,𝒛 (md) 0.1 – 0.75 
kf, eff
 (md) 3.84E-03 1.31E-04 2.53E-04 ∅𝒎 0.09 0.08 0.08 ∅𝒇 0.001 
Sw,m 0.33 0.41 0.32 
Sw,f 0.1 0.1 0.1 𝒄𝒓,𝒎 𝒄𝒓,𝒇 (1/psi) 1.00 E-06 
Initial Pressure 4205 – 4330 (0.57 psi/ft) 4330 - 4350 (0.57 psi/ft) 
Shape Factor 1.00 – 5.00 
 
3.2.1 Reservoir and Surface Pressures and Temperatures 
The production nodes for the flow path in the simulation start at reservoir pressure and 
temperature and end at atmospheric temperature and pressure. The major points along the path are 
the reservoir, stage 1 separator, stage 2 separator, and ambient pressure and temperatures. The 
initial reservoir pressure was based on the average pressure gradient from the DFIT analysis. This 
zone is over-pressured calculated using Equation 3.12, with an overburden of 0.57 – 0.62 psi/ft 
and a total vertical depth (TVD) ranging from 7335 to 7631 feet. The reservoir pressure ranges 
from 4,250 – 4,750 psia, depending on the DFIT data, throughout the Niobrara formation.  
The reservoir temperature was determined to be 240oF. The reservoir pressure and 
temperature were used for recombination in WinProp. The separator stages were input into the 
model, which is an addition to Ning (2017) model. Using separators will result in a greater amount 
of oil production from the model than surface conditions because there is a greater amount of the 
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light hydrocarbons in a liquid-state at separator conditions than ambient conditions from a greater 
pressure. The final pressure-temperature node in the model is ambient temperature and pressure 
conditions. The stage 1 separator was run at 153 psia and 80oF, and the stage two separator 
conditions are at 50 psia and 135oF, and atmospheric conditions are at 14.7 psi and 60oF. 
3.2.2 Pressure-Volume-Temperature (PVT) Analysis 
The compositional model incorporates PVT data from the model with the Peng-Robinson 
equation of state. PVT data available from the separator of Well 1N includes multi-component gas 
and fluid mixtures of both hydrocarbons and non-hydrocarbons. The API gravity of the oil is 41o 
at reservoir temperature and pressure. The reservoir pressure has a pressure gradient of 0.57 psi/ft, 
and averages to be approximately 4,250 psia. The reservoir temperature of 240oF. Under these 
initial conditions, the oil phase is completely in the fluid region above the bubble-point pressure 
of 3,729 psia and temperature of 240oF. This makes the initial reservoir conditions a two-phase 
oil-water system. Figure 3.9 displays the phase envelope and critical point for both the PVT report 
and lumped components. Lumping components decreases runtime for the model. Furthermore, 
Figure 3.9 shows the initial reservoir and separator pressures and temperatures. 
The production data from Well 1N is mostly composed of methane, ethane, propane and 
butane. Table 3.3 displays the reservoir composition broken out into nitrogen, carbon dioxide, 
hydrogen sulfide and hydrocarbons broken out into 35 components. For the recombination, the 
components were combined down into 7 components groupings (N2, and CO2 and H2S; C1 – C3; 
iC4 – nC5; C6 – C12; C13 – C18; C19 – C24; and C25 – C30+), which are displayed by the 
highlighted cells in Table 3.3 and relative molar amount in Figure 3.10. 
Figure 3.11 to Figure 3.13 show the comparison between the PVT reported values for Well 
1N and WinProp grouped components values by combining the 35 components into 7 components. 
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the comparison for the phase envelope, differential liberation (DL) and constant composition 
expansion (CCE) shows that there is a good match between the individual components from the 
PVT report and lumped components into seven groupings from the WinProp model. As a result, 
the lumped components and component grouping can be used in the CMG GEM compositional 
simulator.  
 
Figure 3.9: The diagram shows the phase envelopes for the initial PVT (orange) and grouped 
components (blue), critical points, and pressure-temperature conditions for the initial reservoir, 
separator 1 and separator 2. 
 
Table 3.3: Lumped reservoir fluid composition in mole percent. The lumping was constructed from 
component groups displayed by the different highlighted cells. 
Individual and Component Grouping of the Reservoir Fluid Composition 
Component Mole % Component Mole % Component Mole % Component Mole % 
N2 0.249 nC5 1.898 C14 0.838 C23 0.222 
CO2 1.571 C6 2.333 C15 0.738 C24 0.196 
H2S 0.000 C7 3.209 C16 0.562 C25 0.172 
C1 49.094 C8 3.506 C17 0.496 C26 0.158 
C2 11.566 C9 2.492 C18 0.480 C27 0.139 
C3 6.724 C10 2.002 C19 0.424 C28 0.119 
iC4 1.124 C11 1.361 C20 0.321 C29 0.109 
nC4 3.248 C12 1.064 C21 0.281 C30+ 0.805 
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Figure 3.10: Displays the component grouping of the individual components, color matched to 
Table 3.3 and the relative molar amount in the sample. 
 
 
Figure 3.11: Displays the oil compressibility from constant composition expansion at reservoir 


































































Figure 3.12: Shows the formation volume factor and gas formation volume factor from the PVT 
report and the WinProp generated with lumped components. The blue denotes the data from the 
PVT report and orange shows the WinProp lumped components.  
 
  
Figure 3.13: Compared the liquid viscosity and gas viscosity from the PVT and the WinProp 
(lumped components) used in the model. The blue dots denote viscosity from the PVT and the 
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3.2.3 Porosity, Permeability, Phase Saturation and Compaction 
The porosity, permeability and phase saturation were imported from the geologic model. 
The effective porosity, calculated from neutron porosity logs and Barree’s (2017) correlation 
between the neutron porosity and shale volume, was extrapolated across the model. The horizontal 
permeability was determined from core and MICP matrix permeability values. The vertical 
permeability is determined to be 1/100 of the horizontal permeability (Armitage et al. 2011; 
Simpson et al. 2016; Barree 2017). The water saturation was determined from a Dean Stark 
Toluene extraction. Additional information regarding water saturation is discussed in Section 3.1, 
Reservoir Parameters. 
The initial relationship between relative permeability in a naturally fractured, dual 
permeability system is shown in Figure 3.14. The fractures have a relative permeability with low 
irreducible oil and water saturation, high relative permeability endpoints, and low relative 
permeability exponents compared to the matrix relative permeability curves. The relative 
permeability for the matrix has greater irreducible fluid and low relative permeability endpoints. 
Cho et al. (2017) shows relative permeability results from an unconventional core in the Bakken 
in Figure 3.15. From previous research by Cho et al. (2017), Ning (2017) and Eker (2018) the 
matrix and fracture relative permeability curves used for the initial model are shown in Figure 3.16 
and Figure 3.17. All relative permeability curves used quadratic smoothing between the end points, 




Figure 3.14: Relative permeability and water saturation for a conventional reservoir. The fractured 
reservoir has a linear relative permeability curves, compared to the conventional quadratic relative 
permeability of the matrix (Gilman and Kazemi 1983). 
 
 
Figure 3.15: Matrix relative permeability for unconventional core that shows the window for 




Figure 3.16: Matrix relative permeability for both an oil-water system and a gas-liquid system.  
 
 








































































































































Permeability and porosity decreases at various rates depending on the amount of rock 
compressibility, shown in Figure 3.18. As pressure decreases from production, the permeability 
and porosity of the reservoir decreases, shown in  Figure 3.18 and calculated with Equation 3.19 
and Equation 3.20. Furthermore, the amount of rock compressibility can change with time, which 
changes the reduction rate for permeability and porosity. Compaction reduces the ability for the 
fluids to flow by reducing the size of the pore throats, that could leave the heavier hydrocarbons 
trapped and/or block off transmissivity pathways. Rock compressibility is broken into two 
categories: natural fractures and matrix. Compressibility for the natural faults ranges up to 350 feet 
away from the faults (Grechishnikova 2017), shown in Figure 3.19. Equation 3.19 calculated how 
compressibility of the rock (cφ) impacts permeability (k) with respect to pressure (p) and Poisson’s 
ratio (v). Equation 3.20 calculated how compressibility of the rock (cφ) impacts porosity (φ) with 
respect to pressure (p). 
 
































Permeability Relationship with Rock Compressibility
1.0E-04 psi^(-1) 7.5E-05 psi^(-1)
5.0E-05 psi^(-1) 2.5E-05 psi^(-1)
1.0E-05 psi^(-1) 1.0E-06 psi^(-1)
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𝑘𝑓(𝑝)𝑘𝑓,𝑖𝑛𝑖𝑡𝑖𝑎𝑙 =  𝑒−[3𝑐𝜙(𝑝𝑖−𝑝)( 𝑣(1−𝑣))] (3.19) 
 𝜙(𝑝)𝜙𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 1 − (𝑝𝑖 − 𝑝)𝑐𝜙 (3.20) 
 
 
Figure 3.19: Fracture compaction throughout the model with higher compaction (red) nearest to 
the fault and regular matrix compaction over 350 feet from the fault (blue).  
 
3.2.4 Flowing Bottom-Hole Pressure 
The flowing bottom-hole pressure was calculated using the surface casing pressure data, 
calculated gas gradient until the end of tubing (EOT), and fluid gradient after the end-of-tubing. 
The specific gravity trend for the gas is plotted in Figure 3.20 and a correlation trend was 
established to calculate the specific gravity at each of the flowing bottom-hole pressures. The 
specific gravity for the gas is determined by the trend line in  Figure 3.20. Past the EOT, the specific 
gravity of the emulsion is assumed to be 0.3 psi/ft per Anadarko’s assumption. The flowing 
bottom-hole pressure (PFBHP) was calculated using the casing pressure (Pcasing), gas specific gravity 
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(γg), gas constant (R), average temperature (Tav), tubing height in TVD (htubing), oil density (ρ), 
gravitational constant (g), and landing depth (htd) of the heel in TVD with Equation 3.21. The 
flowing bottom-hole pressure in the model used a constant FBHP of 2,200 psi until the changes in 
choke, where the pressure was decreased to simulate increased choke size.  
 
Figure 3.20: Gas specific gravity as a function of pressure. Specific gravity is used to calculate the 
bottom-hole pressure based off varying casing pressure with time.  
 
 
Figure 3.21: Flowing bottom-hole pressure results used in the numerical simulation as a constraint 
to match produced volumes. 
 
𝑃𝐹𝐵𝐻𝑃 =  𝑃𝑐𝑎𝑠𝑖𝑛𝑔𝑒(𝛾𝑔𝑅 )ℎ𝑡𝑢𝑏𝑖𝑛𝑔𝑇𝑎𝑣 + 𝜌𝑔(ℎ𝑡𝑑 − ℎ𝑡𝑢𝑏𝑖𝑛𝑔) (3.21) 



















































3.2.5 Rate Transient Analysis 
The hydraulic fracture permeability and effective fracture permeability were determined 
using a flow diagnostic plot and Kazemi et al. (2015) linear-multiphase flow analysis. The 
diagnostic plot was used to determine flow regimes, as shown in Figure 3.22. Total reservoir 
production data compared to the difference between reservoir pressure (DFIT data showing 4500 
psia), and flowing bottom-hole pressure from Well 1N. 
The diagnostic plot in Figure 3.22 shows the three different flows for the bilinear flow, 
linear flow and boundary dominated flow regimes. The linear flow was plotted in Figure 3.23 with 
respect to the square-root of time. The bilinear flow was plotted in Figure 3.24 with respect to the 
fourth-root of time. The points through the linear flow regime slope from the diagnostic plot are 
plotted to determine the slope from Figure 3.23. Equation 3.23, the linear multiphase flow 
equation, was used to determine the effective fracture permeability (Kf,eff) and skin factor for the 
hydraulic fracture (Shf
face), from the total reservoir production (qt) and change in pressure (ΔP) the 
total mobility (λt), height (h), number of hydraulic fractures (nhf), length of the hydraulic fracture 
(yhf), porosity (φ), total compressibility (ct), and time (t) (Kazemi et al. 2015). From PVT, 
petrophysical analysis, hydraulic fracture modeling, the effective permeability is determined to be 
approximately 10-3 to 10-4 md. Effective permeability is greater than the MICP and the core 
permeability, which is indicative that hydraulic fracturing increases permeability. The effective 
permeability, determined from RTA, is in the same magnitude as Eker (2018) and Ning (2017). 
Equation 3.22 was used to calculate the change in pressure (ΔP) compared to the total reservoir 
production (qt) using the reservoir pressure (pr), flowing bottom-hole pressure (pfbhp), production 
rate (q), formation volume factor (B), and subscripts for oil (o), water (w) and gas (g). Equation 
3.24, the bilinear multiphase flow equation, was used to determine the hydraulic fracture 
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permeability (Khf) and well skin (Shf
well), from the total reservoir production (qt) and change in 
pressure (ΔP) the total mobility (λt), hydraulic fracture width (whf), height (h), number of hydraulic 
fractures (nhf), length of the hydraulic fracture (yhf), porosity (φ), total compressibility (ct), and 
time (t) (Kazemi et al. 2015). 
 ∆𝑃𝑞𝑡  = (𝑝𝑟 − 𝑝𝐹𝐵𝐻𝑃)𝑞𝑜𝐵𝑜 + 𝑞𝑔𝐵𝑔 + 𝑞𝑤𝐵𝑤  (3.22) 
 ∆𝑃𝑞𝑡 = 4.064 √24 (𝜋2) 𝜆𝑡−1√𝑘𝑓,𝑒𝑓𝑓  (ℎ𝑛ℎ𝑓𝑦ℎ𝑓) [ 𝜆𝑡(𝜙𝑐𝑡)𝑓+𝑚]12 √𝑡 + 141.2𝜆𝑡−1𝐾𝑓,𝑒𝑓𝑓ℎ𝑛ℎ𝑓 𝑆ℎ𝑓𝑓𝑎𝑐𝑒 (3.23) 




Figure 3.22: Flow diagnostic plot for the Well 1N where the purple line is the bilinear flow regime, 
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Figure 3.23: Displays the change in pressure relative to total reservoir production as a function of 
the square-root of time. The slope and y-intercept were determined, and the results will be used to 
determine the effective permeability and the skin factor of the hydraulic fracture. 
 
 
Figure 3.24: Displays the change in pressure relative to total reservoir production as a function of 
the fourth-root of time. The slope and intercept were used to calculate the hydraulic fracture 









































3.3 Hydraulic Fracture Simulation 
Hydraulic fracturing is induced to increase the surface area exposure of the reservoir matrix 
to the wellbore, thereby increasing production. Hydraulic fracturing has increased the economic 
feasibility of tight, low permeability reservoirs by increasing the effective conductivity of each 
sleeve or perforation. Fluid is progressively pumped in stages through a sliding sleeve or 
perforations, depending on the wellbore design, in three consecutive phases, shown in Figure 3.25: 
(1) pad, (2) proppant slurry and (3) cleanup fluid. Hydraulic fracturing is initiated with a pad, or 
clean fluid that does not contain proppant. Then, fluid carrying proppant is pumped into the 
hydraulic fracture, to increase the width, height and length of the hydraulic fracture, enhancing 
effective conductivity. Finally, the fracture is pumped with cleanout fluid to cleanup the wellbore, 
perforations and near well-bore area in preparation for the next stage.  
 
Figure 3.25: Displays the order of hydraulic completion fluids in order with the pad, proppant 











Previous hydraulic fracture simulation studies show that production variation is from: 
target landing heterogeneity in the reservoir; ensuring effective conductivity is continuous between 
the wellbore and hydraulic fracture; amount of proppant; and closer well spacing. In the Niobrara, 
the target landing zone impacts the production since the chalks have greater permeability. The B 
chalk has the greatest permeability for the chalks, followed by the C chalk, and the marl is less 
permeable by two orders of magnitude according to MICP analysis. Effective conductivity is 
extremely important for flow into the wellbore from the reservoir. However, if the near wellbore 
conductivity is reduced by stage shadowing effects, production will decrease from each stage; the 
most important connection for well production is from the reservoir to the wellbore. Within the 
Wishbone section, areas with tighter well spacing and increased proppant concentration is towards 
the west, which shows areas with the greatest amount of microseismic activity. Increased 
microseismic activity is a sign of increased deformation of the reservoir from the hydraulic 
fractures. Furthermore, there is greater production toward the western portion of the section where 
well spacing is tighter. 
The history match comparison between uniform, hydraulic fractures created by CMG, and 
non-uniform, hydraulic fractures from a 3D hydraulic fracture simulation (GOHFER), shows a 
better early-time match between the production and simulated data (Ning 2017) in Figure 3.26. 
Uniform hydraulic fracture simulation used a 250-foot half-length, height of 140 feet and a 
conductivity of 1 md-ft. Non-uniform hydraulic fracture properties are shown in Table 3.4. The 
hydraulic fracture simulation was recompleted using the 3D property model parameterized in 




Figure 3.26: Comparison of the history match between uniform (left) and non-uniform (right) 
hydraulic fracture in the early-time data. The history match shows a better match with the non-
uniform hydraulic fractures.  
 
3.3.1 Hydraulic Fracture Theory 
Hydraulic fracture propagation is controlled by reservoir stress conditions and fractures 
propagate in the direction of the maximum horizontal stress direction by overcoming the minimum 
horizontal stress direction, as shown in Equation 3.7. To understand more about hydraulic fracture 
propagation, hydraulic fracture simulations were created to predict fracture growth, stimulated 
reservoir volume, and effective conductivity based on surrounding stresses. Simulations use a fluid 
flow equation, conservation of mass and fracture compliance to determine fracture width from net 
pressure, Poisson’s ratio and Young’s modulus.  
In two-dimensional simulation, fracture width can change with respect to height or length 
in response to net pressure, Young’s modulus and Poisson’s ratio. The fracture shape of the KGD 
method is rectangular with a cusp-shaped fracture tip. The KGD method uses a constant height 
assumption with fracture planar strain condition in the horizontal direction. The KGD assumes that 
the length is less than the height. The fracture shape of the PKN method uses a vertical elliptical 
envelope with planar strain in the vertical direction. The PKN assumes that the length is greater 
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than the height; the KGD assumes the height is greater than the length. Both models assume that 
there is not leak off from the hydraulic fractures, and both models tend to overestimate fracture 
aperture.  
GOHFER 3D, a 3D hydraulic fracture simulator using a finite difference method to model 
hydraulic fracture geometries is used to predict height, length, aperture using a shear decoupled 
gridding system. This decoupled system allows for shear failure slip along bedding planes, where 
there is the highest permeability, compared to coupled systems that do not allow shear failure or 
slip along bedding planes, as shown in Figure 3.27. Decoupled failure systems decrease fracture 
growth height because there is growth along the bedding planes. In the Niobrara, the bedding 
planes for the chalks and marls provide the greatest permeability and the greatest point for shear 
failure.  
 
Figure 3.27: Depiction of coupled hydraulic fracture simulation on the left compared to a 
decoupled hydraulic fracture simulation on the right. The decoupled system allows for shear failure 




Alfataierge (2017) shows the advantages for the use of a 3D geomechanical model for 
hydraulic fracture simulation and is able to account for increased heterogeneity of the section when 
compared to a 1D geomechanical model. The heterogeneity of the Wishbone section, a faulted 
reservoir, impacts the hydraulic fracture propagation, which, in-turn impacts where production is 
coming; thus, heterogeneity of hydraulic fractures will impact estimated ultimate recovery.   
The fluid systems used to carry the proppant are: slickwater, water and friction reducer and 
a high pump rate to carry the proppant (1 – 5 cp); linear gel, natural or synthetic gel (5 – 30 cp); 
crosslink gel, linear gel with crosslinking systems (50 – 1000 cp). The two dominant proppant 
types used are sand and intermediate strength proppant (ISP), more commonly known as ceramic. 
When comparing the sand and ceramic proppant the sand has less weight, costs less, but has less 
strength. The heavier the proppant, more likely the proppant will not be carried as far into the 
formation and sand-dune occurs. The cost of proppant impacts overall return on investment (ROI) 
and rate of return (ROR). Incremental proppant strength can reduce proppant crushing and prevent 
associated reductions in effective conductivity of the hydraulic fracture. There are two main types 
of sand: white and brown. White sand generally has increased roundness and are monocrystalline 
in nature. The brown sand has greater angularity and are polycrystalline in nature; this leads to 
greater erosion of the proppant and increased likelihood for proppant crushing. Ceramics, if built 
to design specifications, tend to be more spherical compared to the white sand geometry.  
3.3.2 Hydraulic Fracture Stimulations of the Wishbone 
The horizontal unconventional wells were designed to hydraulically fracture the low 
permeable Niobrara chalk and Codell sandstone formations. Nine of the horizontal wells landed 
in the Niobrara C chalk and Codell sandstone are laterals with hydraulically set packers between 
stages and sliding sleeve port(s) for hydraulic completions. Well 9N in the Niobrara C chalk is 
 
74 
completed with a plug-n-perf design. The single horizontal well landed in the Niobrara B chalk is 
a sliding sleeve completion design. Eight wells were individually hydraulically fractured, and three 
wells were hydraulically zipper fractured. The wells were completed from East to West through 
the Wishbone. Well 11N was completed with twice as much proppant as Well 1N of the section. 
Figure 3.28 and Figure 3.29 show the well spacing, targeted landing facies and zone, and average 
wellbore landing depth.  
 
Figure 3.28: The targeted drilling locations and the order of hydraulic fracture treatments for the 
seven Niobrara and four Codell in the Wishbone section. Eight wells were individually fractured, 
and three wells were hydraulically zipper fractured. 
 
During the stimulation operations, over 98% of the 335 stages were completed as designed 
or with minor adjustments. Six stages were left untreated because of higher formation pressures, 
sleeve not opening, or improper ball seating in the sleeve. Downtime during the operations was 
limited to either before or after a ball drop, but not during the pumping of fluids, which decreased 




Figure 3.29: Displays the average landing zone, compared to Figure 3.28, for the eight individually 
hydraulically fractured and three hydraulically zipper fractured wells in order from East to West 
in the Wishbone section.  
 
 
Figure 3.30: Displays the eleven wishbone horizontal wells and the facies the wells were landed 
in. The blue and yellow ribbons display the natural faults in the section. The wells were completed 
from east to west.  
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The eleven horizontal wells were completed with linear or crosslink gel fluid system for 
the initial stages, and slickwater fluid system for the remainder of stages. Proppant used in the 
linear or crosslink gel fluid system included a lead-in of 40/70 white sand proppant with a tail-end 
of 30/50 white sand proppant. The slickwater fluid system was composed of 40/70 white sand 
proppant. The crosslink gel was pumped at 40 bpm with 0 to 3 ppg proppant concentration. The 
slickwater was pumped at 60 bpm with 0 to 1.25 ppg proppant concentration. Nine wells were 
treated with 32 stages with an average stage spacing of 120 feet. Well 11N and Well 10C, were 
treated with 27 and 20 stages, respectively. The stage spacing between these stages were greater, 
on average. Figure 3.31 displays the planned fluids for each of the stages for the eleven wells, and 
Figure 3.31 shows the actual fluids used in each of the stages. 
3.3.3 Hydraulic Fracture Simulation Results 
From Ning (2017) uniform and non-uniform reservoir simulation comparison, the non-
uniform fractures had a better early-time history match; thus, a non-uniform hydraulic fracture 
model was completed using a heterogeneous 3D geomechanical model utilizing Alfataierge’s 
(2017) work. The new static model was imported into GOHFER 3D, a 3D finite difference method 
simulator, to determine hydraulic fracture growth for non-uniform hydraulic fractures, which were 
imported CMG, the reservoir simulation software, for the Wishbone section. The fracture width, 
height, half-length, permeability and conductivity were determined from the model and compared 
to Alfataierge (2017) results. The non-uniform fractures modeled have greater conductivity than 
the uniform hydraulic fractures from Ning’s (2017) model. The updated model had a longer 
fracture length with less height and conductivity. The effective conductivity for the updated model 
is between the two results from Alfataierge’s (2017) model. The hydraulic fracture interpretation 
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shows hydraulic fracture conductivity between 2 – 15 md that aligns itself with the hydraulic 
fracture conductivity determined from RTA.  
 
Figure 3.31: The wells were planned to be completed from right (east) to left (west). Gray boxes 
indicate that Well 9N and Well 10C were completed with 27 and 20 stages, respectively. All wells 










































Figure 3.32: The wells were completed from right (east) to left (west). Gray boxes indicate that 
Well 9N and Well 10C were completed with 27 and 20 stages, respectively. All wells are 
approximately the same length. Hydraulic Fracture post-treatment displays the untreated stages 





































Hydraulic Fracture for the Wishbone Wells
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Table 3.4: Displays the half-length, height and conductivity for the uniform Ning (2017) hydraulic 
fracture model, Alfataierge (2017) non-uniform hydraulic fracture model simulated in GOHFER 
3D and updated non-uniform hydraulic fracture model simulated in GOHFER 3D. 
Comparison 





Model from GOHFER 
Updated Hydraulic 
Fracture Model from 
GOHFER 
Half-length (ft) 250 260 – 480 260 – 640 
Height (ft) 140 20 – 190  20 – 160 
Conductivity (md) 1 1 - 20 2 - 15 
 
The growth direction of the hydraulic fractures in the finite difference model, GOHFER, 
is dependent upon landing zone, landing facies, natural faults and heterogeneous 3D 
geomechanical model. The types of fracture growth were broken down into four different types of 
growth directions: dominant growth upwards, dominant growth downwards, symmetrical growth, 
and missed stages. The fracture simulation growth types for dominant upwards, dominant 
downwards and symmetrical growth are shown in Figure 3.33, Figure 3.34, and Figure 3.35, 
respectively. An example of hydraulic fractures modeled in a fault is shown in Figure 3.36.  Figure 
3.37 shows fracture conductivity growth direction. Well 4N hydraulic fractures mostly has upward 
growth since the well is landed in the upper portion of the C marl. Since the Poisson’s ratio of the 
marl is relatively greater and the Young’s modulus is relatively low, the marl is less likely to 
fracture than the chalk. Therefore, the hydraulic fracture effective conductivity is less for the marl 
than the chalk. Well 11N is mostly landed in the B marl and shows hydraulic fracture propagation 
growth that is heading upwards, downwards and symmetrical growth, depending on the lateral 
location within the lithofacies. The wells landed in the C chalks tend to have downward hydraulic 
fracture progression. Hydraulic fracture direction and conductivity with the wellbore is impacted 
by the distance to the natural faults. Little microseismic activity is seen with hydraulic fracturing 
near faults because the tendency of the fractured rock to absorb energy. The natural faults may be 
sealed and reactivated, or the faults may be open or partially open. When the stages are 
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hydraulically fractured energy is lost to the faults depending the state of faults: open or partially 
open.  
 
Figure 3.33: The simulated hydraulic fracture is an example from the top of the C Marl of a 
dominantly upward hydraulic fracture progression showing fracture conductivity.  
 
 
Figure 3.34: The simulated hydraulic fracture is an example from the center of the C Chalk of a 
symmetrical hydraulic fracture growth showing fracture conductivity.  
 
 
Figure 3.35: The simulated hydraulic fracture is an example from the top of the C chalk of a 
dominantly downward hydraulic fracture growth showing fracture conductivity.  
 
 
Figure 3.36: Displays hydraulic fracture growth near a natural fault with non-continuous effective 




Figure 3.37: Displays the dominant fracture conductivity growth for each stage of the hydraulic 
fracture along the eleven Wishbone wells. The well trajectories show the landing facies: chalk, 
marl, Ft Hays, Codell and Carlile. The blue and yellow ribbons are natural faults in the section. 
The completion order starts with Well 1N and heads west towards Well 11N.  
 
3.3.4 Integration of Hydraulic Fracture Simulation into Reservoir Flow Simulator 
The fractures were imported into the CMG simulator and properties added to each of the 
hydraulic fractures in the simulator. The fracture porosity ranged from 12 – 24% in the reservoir 
flow simulator. The hydraulic fracture saturation was assumed to have a greater water saturation 
than the matrix and natural faults since the hydraulic fracture fluid was dominantly composed of 
water and friction reducer (slickwater). The hydraulic fracture parameters were used to create 
increased early-time accuracy of the history match discussed in the introduction, Section 3.3 
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Hydraulic Fracture Simulation. The reservoir simulation of Well 1N was focused on for the 
purposes of this study. Hydraulic fracture simulation for Well 1N shows dominant hydraulic 
fracture growth direction downward, shown in Figure 3.38. The facies landing shows that the 
hydraulic fractures generally propagate throughout the C chalk, prior to propagating into the B or 
C marl layers. This feature is prominent towards the heel of the well. The toe stages are impacted 
by natural faults which cannot be seen in Figure 3.38, whereas the other structural features in the 
model such as the two grabens that intersect the wellbore are visible. However, the faults toward 
the toe stages can be referenced in Figure 3.37. 
 
Figure 3.38: Displays the imported hydraulic fractures from GOHFER hydraulic fracture 
interpretation. The wellbore is shown by the blue line, and hydraulic fractures are in black showing 
dominant conductivity downward. The active grid blocks show the different lithofacies that the 
well is landed in and through which the hydraulic fractures propagate.  
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CHAPTER 4 OUTCROP RESERVOIR SIMULATION HISTORY 
MATCHING AND MODEL COMPARISON 
 
The first objective of the reservoir simulation is to setup and history match the model using 
CMG. The reservoir simulation model incorporates a structural 3D property model and hydraulic 
fracture interpretation results. History matching is completed by changing the appropriate 
variables to create a match to the observed production data. In this study, the simulation production 
data will be matched to five years of actual production data and a production forecast will be 
simulated. Rate-transient-analysis (RTA) will be compared between field production results and 
the history matched model. A history match will be created for Niobrara Well 1N. This well was 
chosen because it is believed to have the least amount of impact from completion and production 
interaction between offset wells, and, therefore, offers the greatest insight into the initial reservoir 
conditions. The second primary objective of the history match is to compare the two models to 
understand how the model structure, parameters, and outcrop influences the history match.  
4.1 Production History Match and Forecast 
Well 1N is a horizontal production well with a one-mile horizontal section which has an 
average TVD of approximately 7,300 feet that was landed in the C chalk and C marl. The well was 
completed with 32 stages with an average of 150 feet between each stage. The well was completed 
in August 2013, and production started in September 2013. Five years of production data for Well 
1N is shown in Figure 4.1; oil is the primary producing fluid.  
Well 1N model is reduced from the original size to reduce the total runtime and capture 
only near wellbore dual-porosity production from the reservoir. The model is reduced from 153 to 
13 grid blocks in the x-direction (East to West), 152 to 49 grid blocks in the y-direction (North to 
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South), and 135 to 101 grid blocks in the z-direction (vertical). To focus on Well 1N, the number 
of grid cells in the model, thus, reduced from 3.30 to 0.23 million cells. The model ranges from 
the top located in A marl to a base located in the Fort Hays. The model boundaries in the y- and z-
direction were reduced based on hydraulic fracture propagation. The model boundary in the x-
direction was based on the length between the hydraulic fractures from the toe to the heel. The 
model cube boundaries are located one matrix block past the toe, heel and the fracture tips. The 
goal is to match the actual production rates with the simulated production rates by constraining the 
pressure to the constant bottom-hole pressure.  
 
Figure 4.1: Well 1N production for four years with the oil production in green, gas production in 
red and water production in blue. The primary producing fluid is oil (green).  
 
To understand how the fracture and matrix parameters were impacting the model and avoid 










































































Once a match was completed for the first year and a half, then a match for the five years of 
production and a projection of production was created. The forecast for the model was created at 
a constant bottom-hole flowing pressure of 2000 psi until the choke sizes were changed in the well, 
and the bottom-hole flowing pressure was decreased at a rate of 50 psi each time. After two years 
of production, choke sizes were changed at approximately three-month intervals.  
 
Table 4.1: Shows the initial permeability (k), porosity (φ), saturation (S), compressibility (c), initial 
pressure (p), and shape factor (σ) to the final history match for the model. 
Property Initial Model Values (Niobrara) 
 Chalk Marl Fort Hays 𝒌𝒎,𝒙 ,  𝒌𝒎,𝒚 (md) 5.60E-03 5.76E-05 1.78E-04 𝒌𝒎,𝒛 (md) 5.60E-05 5.76E-07 1.78E-06 𝒌𝒇,𝒙 , 𝒌𝒇,𝒚, 𝒌𝒇,𝒛 (md) 0.1 – 0.75 
Kf,eff
 (md) 3.84E-03 1.31E-04 2.53E-04 ∅𝒎 0.09 0.08 0.08 ∅𝒇 0.001 
Sw,m 0.33 0.41 0.32 
Sw,f 0.1 0.1 0.1 𝒄𝒓,𝒎 𝒄𝒓,𝒇 (1/psi) 1.00 E-06 
pi (psi) 
4205 – 4330  
(0.57 psi/ft) 
4330 - 4350  
(0.57 psi/ft) 
σ (ft-2) 1.00 – 5.00 
 
During history matching, the variables with the largest uncertainty were manipulated for 
both the fracture and matrix parameters: permeability, relative permeability and flowing bottom-
hole pressure. Clear understanding was obtained by changing a single parameter in each runtime 
to determine how varying each parameter changed the history match. The initial pressure, fracture 
and matrix compressibility, matrix porosity and water saturation were kept constant during the 
history match. Table 4.1 and Table 4.2 display the comparison between the initial and history 
 
86 
matched variables used in the model. During the history match the greatest change from the initial 
variables was the fracture porosity, the matrix permeability and shape factor.  
 
Table 4.2: Shows the final permeability (k), porosity(φ), saturation(s), compressibility (c), initial 
pressure (p), and shape factor (σ) to the final history match for the model. 
Property Final Model Values (Niobrara) 
 Chalk Marl Fort Hays 𝒌𝒎,𝒙 ,  𝒌𝒎,𝒚 (md) 2.80E-06 2.95E-08 1.78E-07 𝒌𝒎,𝒛 (md) 2.80E-08 2.95E-10 1.78E-09 𝒌𝒇,𝒙 , 𝒌𝒇,𝒚, 𝒌𝒇,𝒛 (md) 0.0002 – 0.01 
Kf,eff
 (md) 1.03E-04 1.00E-04 1.00E-04 ∅𝒎 0.09 0.08 0.08 ∅𝒇 0.01 
Sw,m 0.33 0.41 0.32 
Sw,f 0.1 0.1 0.1 𝒄𝒓,𝒎,  𝒄𝒓,𝒇 (1/psi) 1.00 E-06 
pi (psi) 
4205 – 4330 
(0.57 psi/ft) 
4330 – 4350 
 (0.57 psi/ft) 
σ (ft-2) 0.05 – 0.25 
 
History matches for oil, gas, water and gas-oil ratio are shown in Figure 4.2, Figure 4.3, 
Figure 4.4, and Figure 4.5. A good history was obtained for all production streams. During the 
history matching process, the matrix permeability contributed to the linear flow regimes, and was 
the main contributor to the boundary-dominated flow regime. Since the boundary-dominated flow 
period was a greater transmissivity than necessary and the boundary-dominated flow was 
controlled by the matrix permeability, the matrix permeability was decreased by three orders of 
magnitude to obtain a closer history match. The history match suggests that the MICP permeability 
from the core has an initial matrix permeability several orders of magnitude greater than in the 
formation. Furthermore, the fracture permeability is one to two orders of magnitude less than the 
initial fracture permeability to improve the match in the early-time history match of flow in the 
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fractures. To match the GOR, the relative permeability endpoints and exponents were manipulated 
within reasonable bounds prior to fracture porosity; however, because a match could not be created 
from relative permeability manipulation fracture porosity necessary. The fracture porosity was 
increased during the history match, which increased the accuracy of the gas-oil ratio. From the 




Figure 4.2: Oil Production chart showing field production (dark green points) compared to 









































































Figure 4.3: Gas production chart showing field production (dark red points) compared to simulated 
production (light red line) showing a relatively good match. 
 
 
Figure 4.4: Water production chart showing field production (dark blue points) compared to 














































































































































Figure 4.5: Gas-oil ratio comparing field GOR (dark yellow dots) compared to simulated GOR 
results (smooth yellow line).   
 
 Relative permeability curves that compare the initial and history matched results for the 
matrix and fracture relative permeability are shown in Figure 4.6 and Figure 4.7, respectively.  
Updated relative permeability curves for the match were used to increase the gas production from 
both the fractures and the matrix. The end points for the gas relative permeability (krg) was 
increased to a value of one to increase the GOR in the system. When the results did not fully meet 
the GOR in the system, the irreducible oil saturation for the matrix was decreased to increase the 
mobility for oil in the system. The greater oil mobility from the matrix will increase the amount of 
oil and gas in the system based on the gas-liquid relative permeability for the matrix and the natural 
fractures. The combination of increased fracture porosity and lower irreducible oil saturation 
indicates that the relative permeability curves show a greater potential to produce than originally 









































































Figure 4.6: Displays the difference between the initial and history matched relative permeability 
for the matrix. 
 
  
Figure 4.7: Displays the difference between the initial and history matched relative permeability 















































































































































Rock compaction is a reservoir drive mechanism that was experimented with in numerical 
simulation. With increased rock compaction the oil production should also increase as a result of 
the increased energy in the system from compaction drive. Since there is additional energy in the 
system, there is greater pressure in the reservoir, which would decrease the amount of gas coming 
out of solution in the fracture porosity; therefore, the GOR should decrease. All history matching 
variables were kept constant except for the compaction in the fractures and matrix to identify the 
effect from increasing rock compaction. Numerical simulation shows that oil production increases 
and gas-oil ratio decreases as the compaction increases in Figure 4.8 and Figure 4.9. Figure 4.10 
shows that as fracture porosity increases, the initial production is lesser, and the later production 
is greater. Furthermore, Figure 4.11 displays that as fracture porosity increases, the GOR increases. 
This is probably because the fracture porosity is a major contributor to well production, a major 
sink for gathering the matrix flow contribution, and is a major contributor to the well GOR. 
 
Figure 4.8: Oil production (BBL) as it changes with different amounts of rock compaction over 




























































Oil Production Comparison for Various Rock Compaction
History Match - Oil Rate 1.0 E-05 - Oil Production
2.5E-05 - Oil Rate 5.0E-05 - Oil Rate




Figure 4.9: Gas-Oil ratio (SCF/BBL) as it changes with different amounts of rock compaction over 
time. Flowing bottom-hole pressure. 
 
 
Figure 4.10: Fracture porosity impact on oil production. Greater fracture porosity causes greater 






















































Gas-Oil Ratio Comparison for Various Rock Compaction
History Match - Gas Oil Ratio 1.0 E-05 - Gas Oil Ratio
2.5E-05 - Gas Oil Ratio 5.0E-05 - Gas Oil Ratio

























Fracture Porosity Comparison on Oil Production
Fracture Porosity - Actual
Fracture Porosity - 0.0125
Fracture Porosity - 0.01
Fracture Porosity - 0.0075
Fracture Porosity - 0.005
Fracture Porosity - 0.0025




Figure 4.11: Displays the fracture porosity on the GOR that shows a larger GOR with greater 
fracture porosity during the first six years of production.  
 
 The original oil in place (OOIP) for the one well model is compared in Table 4.3 in two 
scenarios: simulation and hydraulic fracture. In each scenario, the OOIP is broken down into 
matrix, natural fracture and hydraulic fracture at both reservoir and standard conditions. The OOIP 
is greater in the simulation scenario because the simulated hydraulic fracture is 2 feet wide in the 
model compared to the actual simulated width of 0.012 feet in the actual hydraulic fractures. The 
model that shows the two-feet wide grid cells is shown in Figure 4.12. Since the OOIP is less for 
the actual hydraulic fractures, the overall recovery factor for the corrected hydraulic fracture 
volume is greater. The recovery factor comparison for both scenarios is shown Table 4.4. The 





















Fracture Porosity Impact on GOR 
Fracture Porosity - Actual
Fracture Porosity - 0.0125
Fracture Porosity - 0.01
Fracture Porosity - 0.0075
Fracture Porosity - 0.005
Fracture Porosity - 0.0025
Fracture Porosity - 0.001
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Table 4.3: Displays the reservoir hydrocarbon location and distribution for the OOIP in the matrix, 
natural fracture, hydraulic fracture and total for the simulation compared to the hydraulic fracture 
model at both reservoir conditions and surface conditions. 










Matrix 7,611,662 0 3,768,150 6,473,823 
Natural Fractures 1,337,326 0 662,043 1,137,414 




45,575 0 22,451 38,762 




Matrix 7,611,662 0 3,768,150 6,473,823 
Natural Fractures 1,337,326 0 662,043 1,137,414 
Actual Hydraulic Fractures 221 0 109 630 
Total 8,949,209 0 4,430,301 7,611,867 
 
 
Figure 4.12: Displays the logarithmic grid design away from the hydraulic fracture that shows the 
relative difference between matrix and hydraulic fracture permeability. Furthermore, the figure 
shows the hydraulic fracture (HF) model is two feet wide and the stimulated wellbore region is 



















Table 4.4: Displays the reservoir hydrocarbon recovery factor for the model and the corrected 
OOIP to adjust for the additional oil in the hydraulic fractures from simulation compared to the 
corrected values for the width of the actual hydraulic fractures. The difference in the recovery 
















Oil (STB) 4,452,643  4,430,301  112,605  2.53% 2.54% 
Gas (MSCF) 7,650,000  7,611,430  644,288  8.42% 8.46% 
Total (BOE) 5,815,162  5,785,951  227,357  3.91% 3.93% 
 
Table 4.5: Displays the OOIP for the model and the corrected OOIP to adjust for the additional oil 
in the hydraulic fractures from simulation compared to the corrected values for the width of the 
actual hydraulic fractures for five years of forecasted production. The difference in the recovery 

















Oil (STB) 4,452,643 4,430,301 179,370 4.03% 4.05% 
Gas (MSCF) 7,650,000 7,611,430 1,056,263 13.81% 13.88% 
Total (BOE) 5,815,162 5,785,951 367,498 6.32% 6.35% 
 
4.2 Rate Transient Analysis 
The model was further verified by comparing the rate transient analysis (RTA) from the 
simulation to the RTA from field production that was compared to Ning (2017) and Eker (2018). 
From the diagnostic plot, the linear flow region was determined as the region with a slope of ½. 
The points with the linear flow regime are plotted with the field production data, and the effective 
permeability determined using the same process, Equation 3.22, Equation 3.23 and Equation 3.24, 
and assumptions for the fluid properties, rock properties, and hydraulic fracture. The simulation 
RTA calculated effective permeability is approximately 10-3 to 10-4 md, which is the same 




4.3 Reservoir Model Simulation Comparison 
The differences between the models are contrasted for structure and reservoir properties. 
In summary, the model structure incorporates the grid size and pattern; whereas the reservoir 
properties incorporate porosity, water saturation, permeability, fluid composition, relative 
permeability, and compaction. The reservoir properties in the dual-porosity model have large 
differences in fracture porosity, water saturation for the chalk, permeability of the marl, vertical to 
horizontal permeability relationship (kvkh), initial pressure, stimulated reservoir volume properties, 
and shape factor. Table 4.6 shows the structure comparison for the model. The number of active 
grid blocks, height of each cell, and pore volume per cell is about 7 times larger in the current 
model compared to Ning (2017).  
Grid size impacts composition, saturation and pressure changes in each of the cells, and 
total computer processing unit (CPU) time. CPU time increases exponentially with the number of 
cells. The challenge is to design a tractable grid which balances practical run-time with the cell 
density needed to provide a realistic representation of the reservoir heterogeneity. Furthermore, 
the style of gridding, Cartesian or orthogonal, impacts accuracy of the fluid flow and numerical 
dispersion near important features in the numerical simulation (Aarnes et al. 2007). Orthogonal 
four-corner point grids increase accuracy by reducing the grid-orientation effects near wells, faults, 
hydraulic fractures and highly heterogeneous areas (Durlofsky 2005). The model comparison 
between the two full-section models is shown in Figure 4.13. When upscaling the model, each cell 
block takes on an average saturation, pressure and permeability values during the simulation. The 
upscaling of saturation averaging technique is not very reliable for heterogeneous formations 
(Aarnes et al. 2007). Pressure changes in the cells impacts the total composition and saturation 
change in the grid blocks of the model. Vertical relative permeability are impacted by upscaling 
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more than horizontal relative permeability (Aarnes et al. 2007), especially when there are 
impermeable layers such as bentonite in the formation as is seen in the Niobrara. While larger grid 
blocks reduce run-time, resolution and accuracy of the model is degraded. The model grid block 
uses an average of 100 feet by 100 feet by 2.5 feet in the x-, y-, and z-direction, respectively. The 
grid is pillar gridded orthogonally away from the faults with the thinnest cells at the faults in the 
Niobrara and Codell reservoirs for the greatest amount of resolution. This type of gridding allows 
for variation in the x-, y-, and z-direction. Ning (2017) used a Cartesian grid block system where 
every grid block is the same size; 100 feet by 100 feet in the x- and y-direction and 20 feet in the 
vertical direction. The grid cells in both models incorporate imported hydraulic fractures that split 
the grid at the center of the grid block. The center of the hydraulic fracture grid block is set as a 
two-foot wide grid block, and the cell widths increase logarithmically towards the outer edge of 
the grid block, as shown in Figure 4.12. To increase the resolution near the hydraulic fractures, 
four grid blocks were inserted on either side of the hydraulic fractures for a total refinement of 
nine cells for each of the grid blocks that include hydraulic fracture refinements. The increased 
refinement of grid cells in the hydraulic fracture grid blocks reduces the change in pressure 
between the cells which increases the resolution of numerical simulation and reduces runtime.  
 
Table 4.6: Contrasts the model parameters of the current Johnson (2018) model with the Ning 
(2017) comparison for the total size of each 11 well model, type of grid style, number of layers, 
active pore volume in each grid block and whether the model is dual porosity compositional model. 
Model Comparison Johnson (2018) Ning (2017) 
Eleven Well Active Grid Blocks 1,060,000 168,000 
Well 1N Active Grid Blocks 228,000 43,000 
Gridding Orthogonal Cartesian 
Layers 152 20 
Active Pore Volume/Grid Block (ft3) 600 4,000 
X/Y/Z Average (ft) 100/100/2.5 100/100/20 




Figure 4.13: Shows the difference between orthogonal four-corner point gridding (left) and 




Figure 4.14: Displays the difference between the extrapolation of faults in a Cartesian model 
(modified from Ning 2017) where the orange line shows the faults that extrapolate through the 
section (top) and the current reservoir model where the orthogonal grid is built away from the 
faults (bottom).  
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Figure 4.14 compares faults in Ning’s (2017) model using a Cartesian grid, which inserts 
faults along the Cartesian block edges, to the current model, where the orthogonal grid is extended 
away from the faults. The orthogonal gridding method provides better resolution of flow along the 
faults. There are over one million active grid cells in the orthogonal model throughout the 
Wishbone section that covers all eleven wells. A single well model using the fine-scaled model 
orthogonal model has over 200,000 cells. In comparison to Ning (2017) model, the full Wishbone 
section with all eleven wells is approximately 168,000 cells. 
The grid size impacts the duration of a time step; the longest time step is based on the total 
volume that can go through the smallest cell. The vertical resolution in the current model is close 
to the well-log resolution, which allows for increased heterogeneity relative to Ning (2017); 
however, because of the high resolution of the model, the volume throughput in each cell is reduced 
which increases the number of time steps; the total CPU runtime is approximately 50 times longer 
than Ning (2017). Saturation and relative fluid flow is dominated by the velocity of fluid flowing 
through the grid block. Each grid block has a constant capillary pressure throughout each time 
step. In cells with higher fluid flow rate, relative individual phase flow rates are determined by the 
viscosity effects. In cells with lower fluid flow, capillary-pressure dominates the relative individual 
phase flow rates. Depending on the size and location of the grid cells, flow in the cell could be 
dominated by either viscosity or capillary pressure effect (Kumar and Jerauld 1996). Figure 4.15 
shows the grid impact on water saturation in a waterflood scheme illustrating how grid impacts 
breakthrough. Figure 4.16 displays the oil rates for both course and fine reservoir simulation 
models in a single well production scenario. The model with the finest grid has greater initial 
production and less cumulative production, while the model with coarsest grid have less initial 
production and greater cumulative production. The average field pressures used in the model 
 
100 
should be compared as well.  The rates shown may show a close match, but a pressure variation 
between the models must be considered because of the relationship between production (q), 
permeability (k) and pressure (p). The relationship is shown in a waterflooding case completed by 
Coats Engineering (2018) in Figure 4.16. The pressure slowly increases to become the greatest 
average field pressures. Grid size impacts the time step, fluid saturation, pressure, and relative 
permeability in the model. Equation 4.1, an expanded form of Darcy’s Law is applied to production 
(qt), which was calculated with effective permeability (kf,eff), height (h), total mobility (λt), change 
in pressure between reservoir and flowing bottom-hole pressure (ΔPwf), time (tDhf), and skin (s).  




Figure 4.15: Shows how the gridding impacts saturation of a water flood simulation. The fine-
faulted standard grid shows the earliest breakthrough with the coarse pillar grid showing the latest 






Figure 4.16: Shows a good history match between course and fine-scaled grid cells on the left and 
the difference between the field  pressure in the history match on the right (Coats Engineering 
2018).  
 
The comparison of the final history matching parameters between Ning (2017) and this 
study are shown in Table 4.7. In summary, the current model, relative to Ning’s (2017): has a 
horizontal matrix permeability that is greater by one order of magnitude; the vertical matrix 
permeability is the same order of magnitude; the fracture permeability is less; the effective 
permeability is less; the matrix porosity is slightly less; the fracture permeability is an order of 
magnitude less; the water saturation is greater; the compressibility is the same; the initial pressure 
is greater; and the shape factor is greater. While the overall energy from pressure in the current 
model’s system is greater, the matrix, fracture and effective permeability is less, reducing the 
ability for the system to flow.  
When comparing the final relative permeability curves for the matrix and fracture, shown 
in Figure 4.17 and Figure 4.18, there are differences in the relative permeability endpoints, 
irreducible oil and water saturation, and relative permeability exponents. The matrix relative 
permeability controls the relative amount of each phase produced from the matrix. The fracture 
relative permeability has a greater influence on what is produced from the natural and hydraulic 
fractures. Relative fracture permeability controls the flow from the reservoir. Different init ial 
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matrix relative permeability is used for oil-water and gas-liquid in the current model than used by 
Ning (2017). Data from a core flooding experiment on an unconventional relative permeability 
was used for a starting point for the water-oil matrix and gas-liquid relative permeability curves in 
the absence of data (Cho et al. 2017). By comparing the matrix relative permeability curves 
between models, the irreducible oil and water saturation in the current model was decreased. 
Overall, both the oil, water and gas production from the model is less. The relative permeability 
oil endpoint is less which decreases the amount of relative oil able to be produced compared to 
Ning (2017) model. When comparing relative fracture permeability curves, the current model has 
a lesser krw endpoint which will decrease the water production from the fracture system and a 
smaller krog exponent that will increase the amount of oil produced from the system. The current 
model has a larger krg relative permeability endpoint which will increase the gas production from 
the fractures.  
 
Table 4.7: Displays the comparison between for both the current model and Ning’s (2017) model. 
The comparison shows the final permeability (k), porosity(φ), saturation(s), compressibility (c), 
initial pressure (p), and shape factor (σ) to the final history match for the model. 
Property History Match Values Ning (2017) History Match Values 
 Chalk Marl Fort Hays Chalk Marl Fort Hays 𝒌𝒎,𝒊 ,  𝒌𝒎,𝒋 (md) 2.80E-06 2.95E-08 1.78E-07 2.85E-07 6.50E-08 1.63E-10 𝒌𝒎,𝒌 (md) 2.80E-08 2.95E-10 1.78E-09 2.85E-08 6.50E-09 1.63E-11 𝒌𝒇,𝒊 , 𝒌𝒇,𝒋, 𝒌𝒇,𝒌 (md) 0.0002 – 0.01 0.008 – 0.05 
kf,eff (md) 1.03E-04 1.00E-04 1.00E-04 5.00E-04 5.00E-04 5.00E-04 ∅𝒎 0.09 0.08 0.08 0.10 0.07 N/A ∅𝒇 0.01 0.01 
Sw,m 0.33 0.41 0.32 0.23 0.38 N/A 
Sw,f 0.1 0.1 0.1 0.1 0.1 N/A 𝒄𝒓,𝒎 𝒄𝒓,𝒇 (1/psi) 1.00 E-06 1.00 E-06 
pi (psi) 
4205 – 4330 
(0.57 psi/ft) 
4330 – 4350 
 (0.57 psi/ft) 
3679 – 3775  
(0.5 psi/ft) 
3775 – 3800 
(0.5 psi/ft) 





Figure 4.17: Shows the comparison for the matrix oil-water relative permeability (left) and the 
matrix gas-liquid relative permeability (right). 
 
 
Figure 4.18: Shows the comparison for the fracture oil-water relative permeability (left) and the 















































































































































4.4 Value of Outcrop for Input into Simulation 
Outcrop data provides qualitative insight to the reservoir between the seismic and wellbore 
scales. Seismic provides large scale (60+ feet) and wellbore petrophysical data level provides small 
scale (0.5 - 5 feet). In the reservoir many heterogeneities occur between 5 and 60 feet, such as thin 
lithofacies changes in the zone, sub-seismic faults, and impermeable bentonite beds which impact 
hydraulic fracture growth and reservoir fluid flow. Core data is relatively scarce compared to the 
number of wells drilled. Incorporation of outcrop analogs provides qualitative insight into 
contiguous subsurface sedimentology and structure to bridge the gap between seismic and 
wellbore data scales.  
Outcrop provides a link to the subsurface with sedimentology from well-established 
principles, such as the Law of Superposition and Walther’s Law which allows correlation of 
sequences, facies, and depositional environments (Sanderson 2016). Sedimentology is the synoptic 
record of climate, provenance, organic and inorganic tectonic processes on the depositional record. 
A sedimentology study of the outcrop provides information about spatial continuity of the reservoir 
character, which can be used to build a model of the subsurface. Structural deformation reflects 
the post-depositional impact of stress, strain, and diagenesis on the material properties of the rock 
within the stratigraphic assemblage. While there is inherent uncertainty in direct inference of 
surface observations to reservoir properties in the subsurface, outcrop studies provide invaluable 
analogues to understanding spatial relationships when conceptualizing structural relationships 
required in building semi-quantitative reservoir models. 
Topology is the study of the relationship between structural features, such as faults, joint 
sets and shear sets, is important to determine orientation, frequency and intensity of the fractures. 
Spacing of the fractures, which are usually equal to bed thickness (fracture saturation) and fracture 
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intensity have an inverse relationship. An iterative process of fracture geometry, topology, 
kinematics and deformation history of the outcrop is used to build a geomechanical model. 
Topology suggests that qualitative assessments regarding strain variation across larger structures, 
such as natural faults can be made and used in a geomechanical model. An accurate outcrop to 
subsurface geomechanical model, important to low permeability reservoirs, should use a recursive 
workflow that uses dip and azimuth of the faults, joints and shear sets, sequence the events, and 
relative stress causation and rock properties. The outcrop to subsurface should use core and other 
log suites to calibrate the model to the subsurface by determining similar dip and azimuth 
orientations in each lithofacies. However, the calibration from outcrop to subsurface is being made 
by well data that is limited by scale, so the data should be calibrated with care since surface 
structures may be completely different or nonexistent in the subsurface. Some of the outcrop joints 
and fracturing may be from deformation due to uplift. Faulting occurring in the subsurface will 
show mineralization from circulated fluids and a sense of motion (Gale et al. 2014).  
Outcrop studies can provide a qualitative understanding of the subsurface for both 
sedimentology and structure. Sedimentology gives understanding of depositional distribution and 
sequences, TOC of the source rock and some information into the diagenetic process. Outcrop 
studies also give a qualitative, and some careful quantitative interpretations of the structure which 
bridges the scales between seismic and well log observations through careful outcrop to subsurface 
calibration with outcrop, seismic, well logs and core datasets. It is important to understand that a 





CHAPTER 5 CONCLUSIONS AND FUTURE WORK 
 
5.1 Conclusions 
The reservoir simulation static geologic model for Well 1N in the Wishbone Section, 
Wattenberg Field, was constructed by integrating various qualitative and quantitative 
interpretations of the subsurface data. This well was chosen because of its large spacing compared 
to the nearby wells, thus minimizing well interference.  
The static geologic model was used to construct a dynamic flow model to assess mass 
transport in the reservoir, and to forecast future performance from Well 1N. In addition to 
performance forecasting, we arrived at the following conclusions:  
1. Outcrop data provided information about reservoir sedimentology, rock texture and 
pore structure (including fractures) which was used to construct a subsurface model.  
2. Discrete fracture network provided qualitative insight to what the reservoir may look 
like, but the DFN could not be quantified for fluid flow modeling and mass transport 
in reservoirs. Thus, we resorted to the classic dual-porosity modeling.  
3. It is important to be cautious about the ultimate architecture of static and dynamic 
models because of the nature of data and the limitations of the computing tools.  
4. History matching results suggest that the Niobrara (and other stimulated shale 
reservoirs) has an unexpected large stimulated fracture porosity of about 0.01. 
(Stimulated fractures include the set of fractures consisting of micro and macro 
fractures created by well stimulation during the multi-stage fracturing process.)  
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5. Stimulated fracture is the main sink for the tight matrix to feed, it is also the flow path 
to carry fluids from the matrix to the hydraulic fractures; otherwise, the reservoir would 
not perform as well they produce.  
6. The assessment of hydraulic fracture propagation and its architectural properties 
showed that fracture propagation is influenced by well location, reservoir facies and 
pre-existing tectonic faults. The use of diagnostic fracture injection test (DFIT) in 
fracture analysis improved our understanding of hydraulic fractures.  
7. Grid orientation and structure impacts numerical accuracy, program runtime, OOIP and 
RF. Hydraulic fracture geometry that is placed into the CMG numerical simulation 
model has unrealistic large width and pore volume; nonetheless, we can live with it 
because it is designed to reduce the computer run time. Thus, the OOIP and RF must 
be corrected for such inconsistencies.  
In this study, the geologic framework (Grechishnikova 2017) was parameterized using 
thirteen vertical wells, eleven horizontal wells, and a core well approximately four miles away. In 
addition, non-uniform, heterogeneous hydraulic fracture interpretation by Alfataierge (2017), 
originally built around Ning’s (2017) geologic model, was characterized using a new 
parameterized geologic model from this research. The non-uniform, heterogeneous hydraulic 
fractures were placed into the numerical simulator. The numerical simulation was further 
parameterized, history matched, and results analyzed. The numerical analysis includes rate 
transient analysis (RTA) comparison between actual and simulated results. The model was, then, 
qualitatively compared with that of Ning’s (2017) model. Evaluation of Ning’s (2017) model was 
indirect because there was too much variability to complete a direct, quantitative comparison. In 
summary, Ning’s (2017) matrix pressure, relative permeability and shape factor were different, 
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but the fracture variables were similar. Furthermore, the grid structure was different. Because of 
the differences, a quantitative conclusion regarding the value of outcrop data was not possible. 
Outcrop provides a good basis for extrapolation of information about TOC, deposition 
environment and relative stratigraphic height changes. The structural changes between the outcrop 
and the subsurface is a difficult extrapolation because of the uncertainty in the relative differences 
between stress and strain, different kinematics, and deformation history. Outcrop offers insight 
between the wellbore and seismic data resolution in two dimensions which can assist in estimating 
the number of fracture sets, and qualitative information regarding the fracture spacing and intensity 
for the numerical simulation. 
History match was achieved by balancing initial matrix permeability and fracture 
permeability, matrix relative permeability and fracture relative permeability, fracture porosity, and 
shape factor for the model. Matrix permeability was greatly reduced from the initial MICP 
permeability values suggesting that the matrix permeability is greatly impacted by stress. Relative 
permeability was changed to increase GOR suggesting the initial data from two-phase 
experimental work and three-phase permeability from literature needed to be modified to fit the 
unconventional Niobrara Wishbone section for the history match. By changing the relative gas 
fracture permeability to reasonable limits, a match was not achieved. The GOR was matched by 
increasing the fracture porosity suggesting that the Niobrara system has greater fracture porosity 
than initially expected.  
A fracture porosity and rock compaction study was completed on the model, which shows 
that fracture porosity is a major contributor to well production and GOR, and increased rock 
compaction influences increases oil production and decreased GOR. The fracture porosity acts as 
a major sink for gathering the matrix flow contribution. The implications of these results are that 
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the Niobrara may have greater transmissivity through higher fracture porosity in the system. A 
rock compaction study was completed on the history matched model which showed that increased 
rock compaction created larger production from a greater compaction drive. Furthermore, there 
was a decreased GOR due to larger compaction drive because greater pressure was exerted from 
the reservoir, thereby, retaining the gas in the oil. Finally, as rock compaction decreases both 
permeability and porosity decreases.  
Hydraulic fracture interpretation results were integrated into the model. The hydraulic 
fracture simulator uses finite difference method to determine fracture propagation. Hydraulic 
fracture interpretation shows that the hydraulic fracture reactivates natural faults in the model. 
Natural faults act as a conduit for the proppant and fluid to escape into the formation. Simulations 
and previous hydraulic fracture studies show that the conductivity is created from hydraulic 
fracturing that connects the formation to the wellbore; however, the greatest conductivity is not 
always nearest to the wellbore. Furthermore, simulations also show that well landing in the facies 
impacts the dominant fracture growth direction. For example, the wells landed in the upper portion 
of the C chalk have dominant direction downwards, compared to the wells landed in the lower 
portion of the C chalk or upper C marl, which shows dominant fracture propagation upwards. The 
fracture conductivity in the model ranges from 2 - 15 md for the hydraulic fractures from the 
model.  
An analysis of the OOIP and recovery factor of the hydraulic fracture was conducted to 
compare the numerical simulation with the actual hydraulic fracture model. The OOIP for the 
numerical simulation is greater because the grid cells in the numerical simulation for the hydraulic 
fractures are two feet wide, compared to 0.01 feet in the actual hydraulic fracture. This creates a 
sizeable difference of the OOIP of approximately 45 MRBBL in the hydraulic fractures. This 
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impacts the history matching results of the numerical simulation because the fluid in the hydraulic 
fractures are produced prior to the matrix. Therefore, greater initial production was seen by the 
model compared to hydraulic fracture simulation with grid blocks 0.01 feet wide. If the simulation 
model had cell widths on the scale of 0.01 feet wide for the hydraulic fracture, there would be 
excessively long runtimes and a supercomputer would be necessary to compute the model. Finally, 
since there is a greater OOIP from the hydraulic fractures in the numerical simulation, the results 
show a decreased recovery factor from the numerical simulation model. 
Accuracy and runtime of the simulation is impacted by grid structure, size and type of the 
model. The type of grid impacts how flow is modeled along fault planes; an orthogonal grid, was 
used since it is known to improve accuracy of results compared to a Cartesian grid. The grid size 
impacts the total runtime of the model because the time step is dependent upon the maximum flow 
through a single cell; fine-gridded cells allow less volume through each cell, which increases run-
time. As cell sizes are decreased, run-time increases exponentially. Reduced cell size increases 
accuracy of the model for flow along the faults and in the zone of interest; however, it is important 
to determine the proper balance between accuracy, runtime, and computer resources for the 
numerical simulation to achieve desired objectives.  
5.2 Proposed Future Work 
My recommendation for the future work includes:  
1. Evaluate the effect of gridding on history match, forecast and runtime. 
2. Conduct a new history match for the eleven wells in the Wishbone section using the findings of 
this thesis. 




Evaluate the Effect of Gridding on History Match, Forecast and Runtime 
This study could further benefit from a comprehensive comparison between Cartesian and 
orthogonal approaches to grid type and size. This would increase the understanding in the 
difference between Cartesian and orthogonal grid in unconventional systems by comparing the 
differences in the history matching variables. Grid size impacts the accuracy for both saturation 
and relative permeability in numerical simulation. Determining numerical simulation runtime 
comparison for different grid sizes would help quantify the value of time spent on each run 
compared to the accuracy of each model. The objectives would be to compare the relative merits 
and trade-off for accuracy compared to runtime. 
Conduct a New History Match Using the Eleven Wells in the Wishbone Section 
A single well model was created, history matched, and the data analyzed. Runtime for each 
model variation of the single well took approximately 22 hours to complete for one year of data. 
Initially, a significant effort was made to complete numerical simulations on the full eleven well 
model; however, due to computational and time limitations, only a single-well model was 
simulated. A similar model of the Niobrara and Codell that had over one million cells would take 
over seven days to run a single history match. With the installation of supercomputing clusters for 
models of this magnitude will become manageable with runtimes of about seven hours (Wallace, 
et al. 2016).  
Conduct Improved and Enhanced Oil Recovery Model for the Wishbone Section 
The estimated ultimate recovery from unconventional methods is approximately 4 – 6% 
(Alharthy et al. 2018). With supercomputing capabilities, the history match for the eleven 
Wishbone wells could be used to estimate the ultimate recovery by forecasting production for 25 
years for the section. The simulation could show the drainage radius and interaction between the 
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eleven producing wells, leading to an understanding of production within the section. With a low 
EUR for unconventional reservoirs, both improved and enhanced oil recovery studies are 
important to increase overall recovery efficiency. Improved oil recovery can increase the recovery 
factor from refracture candidates and infill wells determined by simulated drainage radius of infill 
and refractured wells in the Wishbone section; the simulation can model the increased EUR from 
IOR. Enhanced oil recovery can increase the recovery factor from the injection of enriched gas, 
carbon dioxide, etc., which can be simulated to determine the increased EUR, in a similar fashion 
to that of Ning’s (2017) model. enhanced oil recovery mechanisms that increase the oil production 
are molecular diffusion, mass transport, re-pressurization, oil swelling, viscosity reduction and 
wettability alteration (Alharthy et al. 2018). The increased oil recovery from improved and 
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