The solution of a general block tridiagonal linear system by a cyclic odd-even reduction algorithm is considered. Under conditions of diagonal dominance, norms describing the off-diagonal blocks relative to the diagonal blocks decrease quadratically with each reduction. This allows early termination of the reduction when an approximate solution is desired. The algorithm is well-suited for parallel computation.
system, involving only the even indexed unknowns of x. This is the reduction step. Once x and x are computed, they may be substituted into equation 2j-l to compute x . This is the back-substitution step.
Setting A^ -A, x^ -x, v^ = v, we generate a sequence of problems A (l) x (l) = v (l) , of block dimension (2 m~i+1 -l) x(2 m " i+1 -l).
At any stage we can stop the reduction, solve the system at hand and begin the back substitution. Since A^ is composed of a single block, the reduction stops there. If A^x^ = v^ is solved exactly, and x = x^ is computed exactly from the back substitution based on x^, we have complete cyclic reduction. Now suppose we pick 0 < k < m and solve The cyclic reduction algorithm is well-suited for use on a parallel or pipeline computer, as many of the quantities involved may be computed independently of the others. The special case n = 1 has been studied by Lambiotte and Voigt [6] , with attention to a pipeline computer, and by Stone [7] who uses a slightly different formulation of the elimination step. An odd-even reduction for block pentadiagonal systems arising from the discrete biharmonic operator is given in [l] . This problem could also be treated by partitioning into a block tridiagonal form. 
(i)
.
Now, suppose y^+~^ is an approximation to x^+ 1 \ perhaps the true value. Then an approximation to x^, is found "by 
,
If we let d. = i. u. be an LU factorization, SL. Thorough discussions of the use of cyclic reduction on parallel and pipeline computers for the case n = 1 may be found in [6] and [7] . The basic method given here is a matrix analogue of the method examined in the former paper.
3.

Convergence Theorems
In this section we examine the errors due to approximation in plete cyclic reduction. We use the vector and matrix infinity norms exists, j = 1, N, and Mb^II^ < 1. Then J
1.
Cyclic reduction is well-defined; i.e., (d. Proof. We first show parts 1, k9 and 5, then 2 and 3.
Assume that A^ has invertible diagonal blocks, H b Ĥ < 1, ||C^|| < 1.
The induction hypothesis | | c || ^ < 1 will be used only in the proof of part 5. Superscripts will be deleted for convenience, and are assumed to be unless otherwise stated. Define Consider the vector x^ -y^. We have |L. This proves part 2. Suppose our approximation for incomplete cyclic reduction is
IL f I IB 11«, I |x I 1^.
Q.E.D.
Remarks and Corollaries.
For n = 1 and A irreducibly diagonally dominant, there is a similar result, but now ||B^1 +1^| 1^ < ||(B^) 2 |1^ < 1. 
|| . This observation has been made by Stone [7] . Since 2 2 2 2 x/2<x/(2-x)<x for 0 < x < 1, k must be larger than /log 2 (e/2)\ log 2 \log 2 (B/2)/ in order to have ||B^|| < e.
k.
Superconvergence does occur, as indicated in the proof. In 
5.
Since B ' is the matrix associated with the block Jacobi iteration for A^, Q9J , and | |B^| will be small, we may use this iteration to improve the estimate In fact, the choice = (d^)' 
9.
In view of the previous remark, there ought to be a more general underpinning to the quadratic convergence phenomenon. 
