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Capítulo 1 
Introdução 
Há séculos, a Medicina vem tentando dar solução aos inúmeros males 
que atingem o ser humano. Recentemente, uma nova área tem assumido 
um papel de importante colaboradora desse esforço: a Epidemiologia, que, 
ao contrário da pesquisa médica médica tradicional, voltada a um pequeno 
grupo .de indivíduos, se preocupa com a ocorrência de doença dentro da 
população. Embora já em 1662 John Graunt tenha realizado um estudo con-
siderado "epidemiológico", utilizando inclusive uma abordagem estatística 
para determinar taxas de mortalidade (Cornell, 1982 [4]), a estruturação da 
Epidemiologia como um corpo de conhecimento que pudesse caracterizá·la 
como uma ciência só ocorreu a partir deste século, mais precisamente a par-
tir de grandes estudos epidemiológicos realizados durante e após a Segunda 
Guerra Mundial (Rothman, 1986 [19]). 
Na opinião de Rothman, a Epidemiologia é ainda um embrião. Apesar 
de todo o crescimento que ela tem apresentado, vários fatos comprovam esta 
afirmação. O principal é que, ainda hoje, vários conceitos fundamentais da 
Epidemiologia são objeto de discussão e controvérsia, para não se falar na 
própria definição de Epidemiologia. Este é um fenômeno que não se observa 
nas ciências bem estabelecidas, onde a conceituação básica já é consenso. 
Grande parte das dificuldades, segundo este autor, são devidas a questões 
intrínsecas ao objeto do estudo epidemiológico, as populações humanas. A 
experimentação ocupa um lugar modesto na pesquisa epidemiológica e a 
maior parte da investigação é feita com base em estudos observacionais. Além 
disto, a ocorrência do evento em estudo é, em geral, rara. Estes fatores 
fazem com que a estimação de efeitos e a determinação de associações causais 
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sejam tarefas difíceis e sujeitas a uma série de elementos complicadores, como 
por exemplo, interação e confundimento ( confounding), de definição também 
controversa. 
Por outro lado, a Estatística tem sido uma colaboradora importante 
da Epidemiologia desde há muito tempo. William Farr, encarregado da es-
tatística médica da Inglaterra e País de Gales durante 40 anos, a partir de 
1839, fez com que a aplicação de métodos estatísticos passasse a fazer parte 
da rotina da investigação epidemiológica ( Cornell, 1982 [4]). O grande avanço 
que a Estatística conheceu a partir da década de 1920, com os trabalhos de 
Fisher, contribuiu para que a colaboração entre estatísticos e epidemiologistas 
fosse cada vez maior. Citando novamente Rothman (1986), nem sempre este 
intercâmbio resultou positivo, visto que muitas vezes as técnicas estatísticas, 
desenvolvidas a princípio para outros campos de investigação, foram utiliza~ 
das sem muita crítica nos estudos epidemiológicos. No entanto é inegável que 
a Epidemiologia também se beneficiou muito da parceria. Muitas técnicas 
foram adicionadas ao seu arsenal de ferramentas e muitos estatísticos, com 
o passar do tempo, começaram a se dedicar exclusivamente à investigação 
epidemiológica, adaptando com critério as técnicas existentes e trabalhando 
na criação de ferramentas específicas. As técnicas de análise de dados ca-
tegóricos, por exemplo, têm se desenvolvido muito ·.!evido à demanda da pes-
quisa médica. Referências obrigatórias nesse car<J.po são o artigo de Grizzle, 
Starmer e Koch, de 1969 [7] e o livro de Bishop, Fienberg e Holland [2], 
publicado em 1975. 
Na verdade, a Epidemiologia e a Estatística são aliadas naturais. O 
objetivo básico da Epidemiologia que é a quantificação do fenômeno doença 
em vários aspectos, faz com que o ferramenta} estatístico seja fundamental 
para o planejamento e análise dos estudos epidemiológicos. Desta forma·, a 
formação em estatística é hoje fundamental para quem queira se intitular 
epidemiologista, embora não seja sufi, iente. E o fenômeno que observamos 
hoje é a aproximação que ocorre em muitas universidades entre os grupos de 
estatística e epidemiologia. Com muita freqüência encontramos atualmente 
epidemiólogos e bioestat:ísticos trabalhando num mesmo departamento ou em 
departamentos distintos, mas dentro de uma mesma faculdade de Medicina 
ou de Saúde Pública. 
De toda forma, a preocupação básicn é a quantificação da ocorrência 
dn doença nos seus vários aspectos, como Kleinbaum, Kupper e Morgens-
tun (1982 (10]) deixam claro na introdução de seu livro "Epidemiologic Re-
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search... E é neste sentido que se desenvolve nosso trabalho. Buscamos 
detalhar técnicas que permitam que os dados epidemiológicos sejam traba-
lhados de forma quantitativa, que possam auxiliar o epidemiologista a ex-
trair o máximo de informação dOs seus dados. Gostaríamos também que a 
divulgação destas técnicas incentivasse o pesquisador a realizar estudos de 
cunho quantitativo, um passo adiante dOs estudos qualitativos que apontam 
causas ou fatores de risco, ou ainda sugerem relações entre tais fatores, m s 
são incapazes de indicar em quanto tais ou quais fatores influem no agravo 
em estudo. 
Mais especificamente, este trabalho a"uorda a modelagem estatística 
de estudos epidemiológicos, quando a resposta observada é binária, utilizando 
a função logito. Como detalharemos mais adiante, o Modelo Logístico é 
extremamente ,interessante para a modelagem de estudos prospectivos e em 
especial dos estudos retrospectivos. No Capítulo 2 abordamos os conceitos 
fundamentais da Epidemiologia, que são necessários ao desenvolvimento das 
idéias relacionadas.à modelagem estatística. A literatura utilizada constitui-
se basicamente de obras consagradas em Epidemiologia, como os trabalhos 
de Miettinen, Kleinbaum et alii, Breslow & Day e Rothman. No Capítulo 3 
fazemos uma breve discussão sobre modelagem estatística dos estudos epide-
miológicos e apresentamos o modelo logístico, suas principais características 
matemáticas, diversas possibilidades de aplicação em Epidemiologia e a jus-
tificativa para sua utilização com estudos de caso-controle. Este capítulo está 
baseado em Cox (1970 [5]) e em Kleinbaum et alii (1982 [9]) e a última seção 
em um artigo de Prentice & Pyke de.1979 [17]. No Capítulo 4 desenvolvemos 
um estudo mais técnico da verossimilhança do modelo, técnicas de estimação, 
estatísticas para testes de hipóteses relacionados aos parâmetro do modelo 
e introduzimos as idéias básicas para diagnóstico no modelo logístico. Além 
das obras já citadas são utilizados os trabalhos de Bishop et alii {1975 [2[), 
Fienberg (1977 [6]) e Pregibon (1981 [16]). Por fim, no Capítulo 5, traba-
lhamos um exemplo, de forma a demonstrar a aplicabilidade das técnicas 
apresentadas e facilitar o trabalho daqueles que, eventualmente, queiram se 
servir deste volume para aplicar esta modelagem a seus conjuntos de dados. 
• 
' 
Capítulo 2 
Epidemiologia - conceitos 
fundamentais 
2.1 Definição e objetivos 
A Epidemiologia, que em seu início cuidava de dar suporte meto-
dológico ao estudo e controle de epidemias, tem hoje um campo de ação bas-
tante vasto, que se estende às doenças infecciosas ou não, agudas e crônicas. 
Mostra também uma grande preocupação com os serviços de atenção à saúde, 
no tocante à. sua avaliação e à avaliação do impacto que medidas tomadas por 
estes serviços têm sobr~ a saúde da população (Kleinbaum et alii, 1982 [10]). 
A melhor definição de Epidemiologia, segundo Rothman (1986 [19]), 
é aquela atribuída a Gaylord Anderson: o estudo da ocorrência da doença. 
Outras ciências podem se ocupar do estudo da doença, interessadas em suas 
manifestações clínicas ou métodos de cura, mas, a Epidemiologia se ocupa 
da ocorrência da doença. 
Este termo chave implica que o alvo da atenção da Epidemiologia 
é a população. Afinal, só se pode observar e analisar a ocorrência de uma. 
doença em um contexto. populacional, tanto que uma outra definição corrente 
de Epidemiologia é: o estudo da doença em relação às populações (Rose & 
Barker, 1979 [18]). Assim, ao contrário da Medicina clínica, que se preocupa 
com o indivíduo, a Epidemiologia se debruçará sobre as populações para. 
estudar a ocorrência de doença com o objetivo de: 
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1. Determinar padrões de ocorrência das doenças segundo variáveis geo-
gráficas, sociais, econômicas, a.ntropométricas, etc., com a intenção 
básica de traçar um perfil da situação de saúde da população. 
2. Determinar padrões de ocorrência das doenças segundo fatores con-
siderados "de risco", com o intuito de estabelecer quais deles efeti-
vamente influenciam seu aparecimento e quantificar esta influência, 
elucidando sua etiologia. 
3. Predizer a ocorrência das doenças na população, possibilitando 
4. Controlar a ocorrência das doenças pela ação preventiva e pela ori-
entação das ações curativas (Kleinbaum et alii, 1982 [10]). 
Dois termos foram usados freqüentemente na definição de Epidemiolo-
gia e na apresentação dos seus objetivos: população e doença. É importante 
que se discuta como o epidemiologista os entende. 
A pesquisa epidemiológica é sempre voltada para um determinado 
grupo humano. Este grupo pode ser amplo, abrangendo toda a população 
de um país, por exemplo, quando se pesquisa a influência do hábito alimen-
tar em afecções cardio-circulatórias. Mas também pode ser muito restrito, 
como no caso de se estar interessado no efeito da inalação de partículas em 
trabalhadores de indústrias cerâmicas. Assim, podemos definir população 
de uma forma concisa como sendo um determinado grupo, incluindo tanto 
elementos sadios quanto doentes, sobre cuja saúde se pretende fazer alguma 
afirmação (Rose & Barker, 1979 [18]). Na verdade, este grupo, ou população 
alvo, não será utilizado para o estudo e sim um subconjunto dele, que se 
conven.cionou chamar de população em estudo. É desta população que se vai 
retirar uma amostra para que uma inferência estatística possa ser feita. 
A escolha da população alvo é feita em função do interesse do pes-
quisador. Sua definição pode ser de caráter geográfico, como moradores de 
uma determinada cidade; ocupacional, como trabalhadores exercendo deter-
minada atividade; etário, como todas as crianças abaixo de 2 anos de idade, 
etc. O fundamental é que a definição seja precisa e permita que se saiba com 
clareza quais indivíduos pertencem a esta população. 
Por outro lado, doença deve ser entendida de uma forma ampla. 
Em geral, o termo doença designa uma afecção que provoca algum tipo de 
dano ao indivíduo, sendo a definição estrita do termo bastante controversa. 
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No contexto deste trabalho entendemos doença. COL'lO qualquer manifestação 
encontrável na população que seja de interesse do pesquisador. Assim, pode-
se estar interessado na ocorrência de sarampo, mas, também pode-se querer 
estudar, por exemplo, o estado de imunidade de uma população após um 
programa de vacinação em massa. Ou seja, embora estejamos usando o termo 
doença, este tanto pode ter o sentido tradicional, como pode ser entendido 
como uma outra manifestação qualquer, relacionada à saúde do indivíduo, 
que seja de interesse. 
Uma outra característica da Epidemiologia é, visto que se busca en-
tender como uma doença ocorre em uma população, a necessidade de estudar 
tanto os indivíduos doentes como os sãos. A medida de ocorrência de doença 
mais corriqueira é uma razão entre o número de doentes observados e a soma 
do número de doentes e não doentes. Desta forma, para a Epidemiologia, 
os indivíduos livres do agravo em questão são tão importantes quanto os 
doentes. 
2.2 Medidas de freqüência das doenças 
Para alcançar os objetivos da Epidemiologia fazem-se necessárias me-
didas que quantifiquem a ocorrência de uma doença na população. Existem 
muitas medidas que são utilizadas num contexto geral ou em situações es-
pecíficas. Abordaremos aqui apenas, as 3 fundamentais, das quais as outras 
são, de alguma forma, derivadas: a incidência cumulativa, a densidade de 
incidência e a prevalência. 
2.2.1 Incidência Cumulativa 
Esta é a medida ma.is comumente usada na descrição da freqüência 
de uma doença. Considere uma determinada população fixa, isto é, uma 
população em que não há entrada de novos indivíduos durante a observação 
e da qual só saem indivíduos acometidos pelo agravo de interesse. Esta 
população é observada de um instante t0 a um instante h- No instante t 0 esta 
população tem N0 indivíduos sãos. Define-se como incidência cumulativa a 
razão entre o número de casos novos de doença (D) observados neste intervalo 
de tempo (L).t = t 1 - t0 ) e o tamanho da população no instante inicial de 
observação. Esta medida é uma proporção e pode ser interpretada como uma 
8 Capítulo 2. Epidemiologia- conceitos fundamentais 
estimativa do risco, isto é, da probabilidade de se adoecer neste intervalo de 
tempo (Morgenstern et alii, 1980 [14]): 
• D 
Rt:.t = ICt:.t = No . {2.1) 
A incidência cumulativa varia de O a 1, é adimensional e depende 
intrinsecamente do tempo de observação .ó.t. Quanto maioi- este tempo, 
maior deve ser a proporção observada, e vice~versa, pois varia-se o tempo 
em que af' pessoas estiveram sob risco. Por isso, a medida é apresentada 
indexada por .ó.t e quando usada na prática deve ser sempre acompanhada 
da especificação do tempo de observação. 
Esta medida, apesar de simples, apresenta algumas dificuldades ao 
ser aplicada em situações reais. A suposição de população fixa implica que 
todOs os indivíduos que estavam presentes no início da observação ficaram até 
o final do período ou saíram por terem adquirido a doença em questão e que 
nenhum novo indivíduo entrou na população observada durante o intervalo. 
Em primeiro lugar, não é difícil que indivíduos adoeçam ou morram por 
outras causas que não a de interesse durante a obserVação, especialmente se 
este período se torna longo. De uma forma bastante rígida, um indivíduo não 
deveria ser incluído no denominador a não ser que tivesse sido observado por 
todo o período ou que tivesse adoecido pela causa de interesse. Se alguém 
sai do estudo antes de seu término por outras causas, não se sabe se este 
indivíduo desenvolveria ou não a doença no tempo restante de observação. 
Além disso, é comum em estudos prolongados que os indivíduos sejam 
incluídos no grupo observado ao longo de um certo período, o que faz com que 
cada um participe do estudo durante um intervalo de tempo diferente. Neste 
caso, o uso da fórmula 2.1 para estimar o risco claramente não é satisfatório, 
visto que trata de maneira igual contribuições diferentes de cada indivíduo 
para o experimento. Assim é que se buscou UIT' a, outra medida de incidência 
que superasse estas deficiências: a densidade d\, incidência. 
2.2.2 Densidade de Incidência 
Apresentamos esta medida com a designação proposta por Miettinen 
(1976 [12]). Outros a chamam de taxa de incidência ou força de morbidade. 
Ela é definida como a razão entre o número de casos novos (D) observados 
durante o período de estudo e o tempo total de observação constituído pela 
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soma dos tempos com que cada indivíduo contribuiu para a pesquisa. Se 
temos N indivíduos que foram observados durante o estudo, cada um tendo 
sido observado por um tempo t1, temos que a densidade de incidência é 
(2.2) 
A densidade. de incidência deve ser estudada com cuidado, visto que 
não é uma medida com características usuais - ela não é uma proporção e 
não dá idéia de risco. Seu nu.nerador é constituído por uma freqüência e seu 
denominador por uma medida de tempo, de sorte que sua dimensionalidade 
é l/tempo (t-1). A interpretação não é imediata, mas uma comparação com 
velocidade é pertinente. A densidade de incidência pode ser vista como uma 
~'velocidade média" de ocorrência da doença. Quanto maior esta "veloci-
dade", maior será a força de morbidade da doença. 
Para deixar claro que o tempo com que se trabalha nesta medida 
não é o tempo ordinário, mas o tempo vivido por um grupo de pessoas 
observadas, este denominador costuma ser referido como uma medida de 
tempo-pessoa1 • Uma determinada quantia de tempo--pessoa pode ser obtida 
de várias formas. Dez anos-pessoa podem ser obtidos pela observação de 10 
pessoas por 1 ano ou pela observação de 20 pessoas por 0,5 ano. Ou seja, não 
importa quanto tempo se leva para realizar o estudo, mas quanto tempo de 
experiência individual se observou. Desta forma, a densidade de incidência 
traz a noção de temporalidade embutida e não há necessidade de se fazer 
referência ao período de estudo ao se apresentar a medida como resultado de 
uma investigação. 
O interv,Jo de variação desta medida é de O a infinito. Para que a 
densidade de incidência seja O, basta que não se observe nenhum caso de 
doença durante o estudo. Conforme se observe um número crescente de 
casos em intervalos curtos de tempo o valor observado crescerá, chegando a 
infinito numa situação teórica de grande número de casos em um intervalo 
extremamentf> curto de observação (e.g., uma explosão atômica). Lembrar 
do comportamento da função 1/t para t não negativo facilita a compreensão 
desta questão. 
1Preferimos este, ao invés do termo mais freqüente em português, pessoa-tempo, por 
acreditarmos que, além de ser uma tradw:ão melhor do termo original person-time, trans-
mite com mais clareza o _conceito envolvido. 
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A diferença entre a densidade de incidência e a incidência cumulativa 
está no denominador. Em vez de se usar uma contagem dos indivíduos 
da população, a densidade de incidência usa temP?· Teoricamente, esta 
mudança resolve os problemas apresentados anteriormente. Não há mais 
dificuldade no tratamento de indivíduos que entraram depois do início da 
observação ou saíram antes, pois o que será levado em conta é o tempo com 
que cada elemento contribui para o total de tempo-pessoa de observação. 
Num estudo prospectivo, onde se tenha controle total- dos indivíduos que 
entram e saem do grupo observado, não há dificuldade em se obter a medida 
total de tempo-pessoa. Como indicado em 2.2, basta se somar a contribuição 
individual de tempo para cada elemento que participou do estudo. 
Existem outras situações, no entanto, em que a obtenção do deno-
minador não é tão simples. Se nosso interesse recai sobre uma população 
muito grande, em que o controle preciso é impossível, teremos que encontrar 
meios para aproximar o total de tempo-pessoa. Conceitualmente, podemos 
imaginar a experiência de tempo-pessoa de 2 tipos distintos de população: 
uma populaçã<l fixa e uma população dinâmica (Rothman, 1986 [19]). 
População fixa, como já comentamos, é aquela em que não há en-
trada de novos indivíduos durante a observação e só ocorre a saída deles por 
acometimento pelo agravo de interesse. Neste caso, o cálculo do total de 
tempo-pessoa se faz de maneira similar ao caso apresentado anteriormente. 
Visto que a contribuição individual de tempo equivale ao intervalo que vai 
do início do estudo até o momento do aparecimento da doença no elemento, 
em geral não se tem dificuldade de determiná-la de forma exata. 
Contrariamente, numa população dinâmica, isto é, numa população 
em que os indivíduos entram e saem a qualquer momento, torna-se compli-
·cado manter um controle indivicl ual para um grupo grande. Acontece que na 
maioria dos casos reais, trabalhamos wm populações dinâmicas, sujeitas a 
múltiplas causas de morbidade e mortalidade, a migrações e à natalidade. Na 
impossibilidade de se manter controle rígido sobre cada indivíduo, temos que 
lanç<'~ mão de meios que nos permitam aproximar o total de tempo-pessoa 
vivido pelo grupo durante o intervalo de interesse. 
Uma das suposições que se faz com freqüência é de que a população 
de interesse seja estável. Isto significa que as forças que provocam entrada ou 
saída de indivíduos na população estão em equih'brio, de forma que o número 
total de pessoas não se altera no decorrer da observação. Se esta suposição é 
aplicável, o cálculo do total de tempo-pessoa fica muito simplificado, sendo 
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apenas o produto do número de pessoas pelo tempo de úbserva.ção e temos 
D 
DI= N t>t 
onde N é o tamanho da população e tlt o tempo de observação. 
Análise de componentes seqüenciais 
(23) 
O acometimento ou a morte por uma determinada doença pode ser 
visto como resultado de uma seqüência de eventos patogênicos. Desta forma, 
é razoável supor que seja possível decompor taxas globais em parcelas refe-
rentes a estes eventos. O mais freqüente é subdividir o período em que o 
indivíduo_está .sob risco de contrair uma doença. até .sua.morte (supondo que 
não há riscos competitivos) em 2 períodos. O primeiro vai da exposição até 
a ocorrência da doença e o segundo deste momento até a morte. Queremos, 
então, relacionar a taxa de mortalidade por esta causa com a densidade de 
incidência e com a taxa de letalidade da doença (Morrison, 1979 [15]). 
Por taxa de mortalidade, estamos designando a densidªde de incidên-
cia de mortes pela causa em questão. Taxa de letalidade é a densidade de 
incidência de mortes entre os doentes e chamamos simplesmentf:' rl~ densidade 
de incidência àquela da ocorrência da doença em questão. 
Suponha uma população fixa que é acompanhada até ~ morte do 
último indivíduo. A densidade de incidência será: 
N N N I 
DI= N = N N = NT- = T-
L:t=l ti N L;:=l ti 
onde f é a média das contribuiÇÕes individuais de tempo-pessoa. 
(2.4) 
Ou seja, densidade de incidência, neste caso também taxa de mortali-
dade, corresponde à. inversa do tempo médio até a morte. Por exemplo, uma 
DI= O, 04/ano-pessoa corresponde a uma esperança de vida de 25 anos. Se, 
em vez de morte, nos detivermos no aparecimento da doença, esta relação 
continua válida, sob algumas condições. Em geral, exige-se que a população 
em estudo seja estável e que a densidade de incidência seja constante para 
cada grupo etário. 
Dividindo o tempo até a morte em dois intervalos, um até o apareci-
mento de doença e outro até a morte podemos escrever f' = 1'1 + 1'2, sendo 
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'1'1 o tempo médio até o aparecimento de doença e '1'2 o tempc médio en-
tre o adoecer e a morte. Pelo que já foi visto podemos escrever a taxa de 
mortalidade M como 
I I 
M=- = -
T T1 +T2 
(2.5) 
Mas, acabamos de mostrar que f'1 pode ser interpretado como o in-
·:erso da densidade de incidência, assim como '1'2 pode ser visto como o inverso 
d.a taxa de letalidade (L). Nossa relação final será 
I I 
M= - t t 
Tt + T2 DI+ I 
(2.6) 
Concluímos que, conhecendo a duração média da doença e o tempo 
médio até adoecer, pode-se estimar a taxa de mortalidade por aquela causa, 
respeitadas as suposições colocadas acima. Mais do que isso, conhecemos a 
relação entre medidas importantes da doença. 
2.2.3 Relação entre as medidas de incidência 
É possível, também, relacionar a incidência cumulativa com a den-
sidade de incidência.. Considere No o ta.ma.nho de uma. população fixa. de 
indivíduos sadios no instante inicial de observação t 0, e Nt o ta.ma.nho dela 
no instante t. Neste intervalo [t0 , t] a incidência cumulativa é 
IC, = No- N, 
No 
=1-N,. 
No 
(2.7) 
A densidade de incidência no interValo [t, t+ .ó.t] pode ser escrita como. 
(2.8) 
onde -.ó.N = -(Nt- N0 ) é o número de casos novos no intervalo e Nt tlt 
representa a área hachurada na Figura 2.1 e é uma aproximação da medida 
de tempo-pessoa do intervalo. Fazendo b:..t tender a zero, podemos escrever, 
usando a notação do cálculo diferencial, 
-dN 
Dl,=N,dt (2.9) 
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Figura 2.1: Comportamento de uma po:r~ulação fixa em relação a uma doença 
no decorrer do tempo. 
dN 
-DI,dt~-. 
N, 
Integrando ambos os lados de t0 a t, 
1' 1' 1 - DI, dt = - dN = log(N,) -log(N0 ), to to Nt 
aplicando a função exponencial e usando a relação 2. 7 temos 
IC, = 1- exp (-/,'DI, dt) 
Esta relação (2.12) pode ser estimada por 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
se garantirmos que a soma dos intervalos !lti resultam no intervalo 
!lT = [t0 , t] e que a densidade de incidência em cada !lti é constante. 
14 Capítulo 2. Epidemiologia - conceitos fundamentais 
Se a densidade de incidência é constante para todo o intervalo D..T, 
então a relação pode ser simplificada para 
!C,= I- exp (-DI t!'.t,) 
'""1 
IC, = 1-exp(-D/ !'.T). 
A expansão em série de Taylor de e;r; é 
xo xl x2 
ex=-+-+-+··· 
O! 1! 2! 
(2.14) 
Para um x pequeno, 1 + x já é uma boa aproximação de ex. Assim, 
substituindo em 2.13, temos 
IC,"' 1- (1- t,DI;!'.t;) = t,DI;!'.t;. (2.15) 
Ou, para DI constante em f:lT, 
!C, "' DI !'.T. (2.16) 
Estas relações entre as medidas de incidência são importantes, na 
medida em que nem sempre é possível obter uma estimativa direta de uma 
delas. Assim, através do conhecimento de uma, pode-se estimar a outra. 
2.2.4 Prevalência 
Define-se prevalência como a proporção de uma população que está 
acometida por uma determinada doença em um certo instante no tempo. 
Ao contrário da incidência cumulativa, que é uma medida tomada em um 
intervalo de tempo, a prevalência é a proporção de doentes em um deter-
minado momento. Por isso, também é chamada de prevalência pontual. A 
prevalência num tempo t é dada por 
c, 
P, = N,' (2.17) 
onde Ct é o número de doentes na população no instante t e Nt o tamanho 
desta população. 
Esta medida nos dá uma estimativa da probabilidade de um indivíduo 
estar rloente naquela população e naquele instante. Como veremos adiante, 
a pre'-·': 1Pncia depende da densidade de incidência e da duração média da 
doença. 
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2.2.5 Prevalência e incidência 
O conceito de população estável pode ser estendido para o comporta-
mento da população em relação a uma doença. Assim, se o número de pessoas 
que adoece é o mesmo das pessoas que se curam, dizemos que a população 
·é estável em relação à doença de interesse (Rothman 1 1986 [19]). Supondo 
que isto _seja verdade para uma determinada população, temos, usando (2.16) 
que o número de pessoas que adoece num determinado período de tempo é 
DI !l.t(N- C), onde DI é a densidade de incidência da doença, !l.t o período 
de t.-mpo, N o número de pessoas da população e C o número de doentes. 
Da mesma forma, o número de pessoas que se curam neste mesmo período 
será DI' t3.t C, onde DI' é a densidade de incidência de cura. Pela suposição 
de equilíbrio da população, o número de pessoas que adoecem é o mesmo das 
que se curam, o que equivale a 
DI t>t (N- C) =DI' t>t C. (2.18) 
Usando relações já estudadas (2.4), podemos dizer que DI' = 1/1', 
onde T é o tempo médio de duração da doença. Substituindo e rearranjando, 
C CfN -
(N-C) = 1-(C/N) =DIT. (2.19) 
Ou seja, o odds de prevalência (pre.valence odds) é igual à den-
sidade de incidência multiplicada pela duração média da doença. Através 
desta relação fica fácil encontrar urna boa aproximação para a prevalência, 
no caso de doenças raras. Quando há poucos doentes na população, o odds 
de prevalência se aproxima da prevalência e temos 
c -
P= N"'DIT. (2.20) 
Determinando a relação exata entre prevalência e densidade de in-
cidência encontramos que 
P=C= DI1' 
N 1+(DIT) 
ou, determinando a densidade de incidência a partir da prevalência, 
p 1 
DI=l-P1'' 
(2.21) 
(2.22) 
lembrando que a suposição feita é de que a população em estudo é estável. 
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2.3 Medidas de efeito 
As medidas estudadas na seção anterior visam quantificar a ocorrência 
da doença numa determinada população. NO entanto, a maior preocupação 
da Epidemiologia está em estabelecer relações causais e quantificar a in-
fluência dOs fatores detectados como sendo importantes na modificação do 
risco de adoecer. Para atingir este objetivo, a idéia básica é comparar a 
ocorrência de doenca entre uma população exposta a 1 ou mais fatores e 
outra considerada de referência, isto é, não exposta ou exposta ao fator em 
níveis considerados "normais'' ou basais. 
Há basicamente 2 maneiras de se medir a influência do fator na ocor-
rência de doença: pela razão entre medidas de freqüência ou pela diferença 
entre elas. Alguns autores, como Rothman {1986 [19]) chamam as medidas de 
efeito calculadas pela diferença de medidas de efeito absoluto e as calculadas 
pela razão de medidas de efeito relativo. 
2.3.1 Medidas de efeito por razão 
A razão entre taxas médias é chamada de razao de densidades de 
incidências e é definida pela expressão: 
RDJ, =DI,= d;jL, 
D10 d0 /L0 ' 
(2.23) 
cujos elementos são ·identificados na Tabela 2.1 que mostra os dados obtidos 
pela observação de k + 1 populações. O índice zero identifica a população de 
referência e os Índices de 1 a k as k populações expostas a diferentes níveis 
do fator ou fatores. 
A medida varia de O a infinito, sendo que valores menores que 1 indi~ 
cam uma associação negativa entre exposição e doença ("proteção"), valores 
maiores que 1, uma associação positiva {"risco"). Valores em torno de 1 
indicam ausência de associação, o que chamaremos de hipótese de nulidade 
(Ho). 
A razão de medidas de risco é chamada de risco relativo e definida 
como 
RR 
JC, d;/n; 
i=~-=--
ICo d0 /n0 
(2.24) 
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Tabela 2.1: Notação usada na definição de medidas de efeito a partir de 
dados avaliados em termos de contagem de tempo-p~ssoa. 
Casos novos 
Tempo-pPssoa 
Categorias de exposição 
O I k Total 
Tabela 2.2: Notação usada na definição de medidas de efeito a partir de 
dados obtidos por freqüências. 
Casos novos 
Não casos 
Total 
Categorias de exposição 
O 1 k Total 
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cujos elementos estão definidos na Tabela 2.2 que m"Jstra a notação para 
dados obtidos a partir de freqüências. 
O risco relativo também varia de O a +oo e o valor que indica não 
associação é a unidade. O risco relativo pode ser interpretado como quantas 
vezes é maior _o risco de se adoecer devido à exposição em questão. Rothman 
(1986 (19]) apresenta uma variação desta medida que é RRi - 1, que é dia-
macia de acréscimo de risco. Esta medida nos informa em quanto aumenta 
o risco quando da exposição ao fator. 
A comparação de prevalências se faz pela medida chamada razão de 
prevalências que é calculada de modo similar ao risco relativo. 
2.3.2 Medidas de efeito por diferença 
As medidas de efeito calculadas por diferença são encontradas pela 
subtração do valor encontrado para a população de referência do valor en-
contrado para o i-ésimo grupo exposto. 
A diferença de densídades de incidência é definida como: 
DDI, ~DI;- Dlo ~ (1J- (~) (2.25) 
com os elementos definidos na Tabela 2.1. O valor que corresponde à hipótese 
de efeito nulo é zero, sendo que a medida varia de -oo a +oo. 
A diferença de incídências cumulativas, ou risco atribuível, é definida 
como: 
C (d; '} (do) RA; = I ; ~ JC0 = n; - no . (2.26) 
Veja a Tabela 2.2. 
Esta medida mostra qual a parcela do risco existente para o i-ésimo 
grupo é de responsabilidade exclusiva da exposição. 
A diferença de prevalências é calculada de modo análogo ao risco 
atribuível. 
2.3.3 A fração etiológica 
Esta medida combina diferença e razão, de forma a dar uma medida 
do incremento absoluto na incidência da doença, proporcional à incidência 
2.4. Os estudos epidemiológicos 
no i-ésimo grupo exposto. A fração etiológica é definida como 
FE = DJ;-D/0 
1 
DI; 
2.4 Os estudos epidemiológicos 
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(2.27) 
Pode-se desenvolver uma pesquisa usando basicamente dois tipos estu-
dos, os experimentais e os não-experimentais ou observacionais. O primeiro 
tipo de estudo se caracteriza pelo fato do pesquisador ter o controle do pro-
cesso, principalmente no que diz respeito à atribuição dos tratamentos às 
unidades experimentais. No segundo, ao contrário, o pesquisador não tem 
liberdade nesta atribuição, devendo se limitar a observar grupos que por 
vontade própria ou por contingência de uma situação se enquadram em um 
determinado tratamento. É muito simples realizar um experimento quando 
se quer estimar o efeito de um fertilizante no crescimento de uma planta. Não 
há qualquer problema em se escolher um pedaço de terra, delimitar parcelas, 
plantar aí a espécie escolhida e, aleatoriamente, determinar quais receberão o 
fertilizante e quais não. Na área biomédica, por outro lado, isto em geral não 
é simples. A não ser em alguns casos específicos, como pesquisa terapêutica, 
não é viável ou ético se atribuir tratamentos aos indivíduos do estudo. Não 
se pode escolher uma centena de pessoas para a seguir sortear metade delas, 
determinando-se que fumem 20 cigarros por dia nos próximos 10 anos. Pro-
vavelmente muitas delas se recusariam, mas há uma limitação ética. evidente 
no caso. Não se pode deliberadamente expor pessoas a qualquer fator que 
sabida ou supostamente aumente seu risco de adoecer. Também não se pode 
realizar um exPerimento para verificar se a raça é um fator de risco para 
a hipertensão, por razões óbvias. Assim é que a rriaior parte da pesquisa 
biomédica é feita com base em estudos observacionais. 
Há uma grande variedade de desenhos para estes estudos. Kleinbaum 
et alii (1982 [10]) relacionam 15 desses desenhos. Nos deteremos apenas 
nos 3 básicos, que são o estudo prospectivo, o estudo transversal e o estudo 
retrospectivo. 
2.4.1 O estudo prospectivo 
O estudo prospectivo - também chamado de estudo de coortes ou 
follow-up- é um desenho em que se conhece o estado de exposição aos fatores 
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em estudo de cada um dos indivíduos no início do período de observação. 
Estes indivíduos são então acompanhados por um determinado período de 
tempo, quando a ocorrência de um ou mais tipos de doenças será anotada. 
Na população a ser obsé:rvada estarão apenas pessoas que reconhecidamente 
não apresentam o agravo de interesse, isto é, que podem vir a adoecer (ser 
casos) durante a observaÇão (Kleinbaum et alii, 1982 [10]). 
Um estudo prospectivo pode ser estritamente prospectivo, histórico 
ou misto. O primeiro caso é o prospectivo típico, onde as coortes (grupos 
de pessoas a serem acompanhadas) .ão montadas e observadas a partir deste 
momento, no presente. É o estudo que mais se assemelha a um experi-
mento. No prospectivo histórico, todas as informações são obtidas através 
de registros, eventos que ocorreram no passado. Pode ocorrer também uma 
mistura, onde as coortes são formadas com informações pregressas e alguma 
observação ainda é feita nas pessoas remanescentes. 
Existem duas qualidades importantes neste tipo dt' estudo. A primeira 
é a questão da temporalidade. Conhece -se a exposição de início e se observa 
em que momento ocorre a doença. Isto permite conhecer a evolução natural 
da doença. Pode-se saber não apenas quantas pessoas adoeceram durante 
os n anos de observação, mas de que forma. isto é, se as mortes ocorreram 
rapidamente, no início do período, se gradua.lmente ou se muito lentamente, 
ao final da observação. O estabelecimento desta seqüência temporal é muito 
importante para a definição de uma etiologia. A outra qualidade reside no 
fato de que as densidades de incidê,,cia para cada nível de exposição, as-
sim ·tomo as incidências cumulativas, são diretamente. estimáveis (Rothman, 
1986 [19]). ' 
Os estudos prospectivos, por outro lado, são sabidamente ineficientes 
quando a doença em estudo é rara. Neste caso, para que seja observado 
um número rrúnimo de casos, o estudo deverá contar com grandes coortes 
ou se estender por um longo período de tempo. Este prolongamento do 
estudo acaba por causar outros problemas. O maior está no seguimento dos 
indivíduos, que tendem, com o passar do tempo, a sair do estudo devido a 
morte por outras causas, migração, mudança de endereço ou simplesmente 
recusa de se apresentar para exame. Outra questão é, para coortes fixas, o 
envelhecimento destas, o que provoca efei' os difíceis de serem estimados ou 
controlados. 
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2.4.2 O estudo transversal 
Estudos transversais são executados a partir da escolha de apenas 
uma amostra da população alvo. Os indivíduos escolhidos são submetidos 
a inquérito, de forma a se conhecer sua condição em relação à doença e em 
relação aos fatores em estudo. Como toda a população é usada no estudo, 
incluindo pessoas doentes e saudáveis, ~ a informação obticla se refere a um 
momento (um corte) no tempo, a proporção de doentes obtida é a prevalência. 
Por isso este estudo também é chamado de estudo de prevalência. Uma ca-
racterística importante do estudo transversal é que tant.-, o fator ou fatores 
em estudo como a situação em relação à doença de interesse são aleatónos. 
No processo de amostragem não se fixou nenhuma característica para dirigir 
o processo de amostragem, que foi feito de apenas uma população, diferente 
do que ocorre no prospectivo e no retrospectivo, onde pelo menos 2 subpo-
pulações são amestradas. Esta particularidade confere algumas propriedades 
estatísticas aos estudos transversais, como a possibilidade de se medir cor-
relação entre o fator e a doença. Segundo Kleinbaum e\ alii (1982 [10]) este 
tipo de estudo é freqüentemente utilizado para se estabelecer novas hipóteses 
etiológicas. 
2.4.3 O estudo retrospectivo 
O estudo retrospectivo, também chamado de estudo de caso-controle, 
parte da classificação dos indivíduos de acordo com sua situação em relação 
à doença em estudo. Os indivíduos são classificados como doentes (casos) 
ou não do-~ntes (controles), podendo haver mais de um grupo de controles. 
A partir d1sto, a condição de exposição ao fator em estudo será determinada 
retrospectivamente. 
Os estudos de caso-controle são, em geral, mais fáceis e mais baratos 
de serem realizados do que os prospectivos. Isso se deve, em grande parte, ao 
fato de que podem ser feitos com dados já coletados, registrados em arquivos 
como prontuários médicos ou atestados de óbito. Além disto, o período de 
estudo costuma ser menor e não há, de regra, observação ou seguimento de 
pacientes. A maior desvantagem .deste tipo de investigação está na ausência 
de temporalidade, que dificulta o estabelecimento de uma relação causal. A 
estimação de medidas de freqüência também apresenta dificuldades. A pri-
meira informação que se tem é em relação à condição do indivíduo em relação 
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à doença, ou seja, doente ou não doente. A partir disso, a informação so-
bre exposição é pesquisada. Portanto, a proporção ;;stimável é a de expostos 
para as populações de casos e controles, ou seja a probabilidade de exposição, 
dada a condição de doença. 
Sem nenhuma informaçã-0 adicional é impossível estimar a probabi-
lidade de adoecer condicional à exposição. Se a incidência cumulativa da 
doença na população geral é conhecida, se torna possível de estimar esta 
probabilidade usando propriedades da probabilidade condicional. Neste caso, 
,.m termos da estimação da incidência cumulativa, os estudos prospectivo e 
.le caso-controle se equivalem. 
Outra grande dificuldade do caso-controle é que casos e controles 
pru-.. em de populações diferentes. Cabe, então, ao pesquisador assegurar 
a comparabilidade destes 2 grupos em relação a fatores de risco extrínsecos 
(variáveis de confundimento) e a outras fontes de distorção. Esta tarefa é 
complexa e muitas vezes polêmica. A idéia que norteia a escolha do grupo de 
referência é a que ele seja o mais próximo possível da população de casos, não 
havendo necessidade que este grupo seja representativo da população geral 
(Rothman, 1986 [19]). 
2.5 Interação e confundimento 
E.,tt:t> dois conceitos são usados muito freqüentemente nos textos epi+ 
demiológicos, revestindo--se de grande importância. Não obstante, ainda- são 
alvos de controvérsia, especialmente o de confundimento. 
Interação é· um conceito estatístico clássico e ,; usado em Epidemi-
ologia em sua forma original. Suponha que 2 fatores, A e B, influenciem 
o aparecimento de determinada doença. Por simplicidade, admitamos que 
temos 2 níveis de cada fator, de forma que temos 4 grupos com diferentes 
níveis exposição; não exposto aos 2 fatores (grupo 00), exposto somente ao 
primeiro (grupo 10), exposto somente ao segundo (grupo 01) e duplamente 
exposto (grupo 11). Se, para cada nível do fator B, o efeito da exposição 
ao fator A for diferente, diz-se que há interação. O conceito de interação 
é fortemente dependente do modelo adotado (Kleinbaum et alii, 1982 [10]). 
Assim, dependendo de qual seja a medida de efeito escolhida, interação terá 
uma interpretação um pouco diferente. 
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Se a medida de efeito de interesse é o risco relativo, então ocorrerá 
interação quando os riscos relativos para o fator A em cada nível de B forem 
diferentes. Ou, ao contrário, se estes riscos relativos forem iguais, diz-se que 
não há interação. Se chamamos de Oi a probabilidade de adoecer no grupo i, 
a hipótese de não interação será 
que é equivalente à expressão 
Bn 
Boo 
(2.28) 
Ooo Ooo 
(2.29) 
que representa um modelo multiplicativo. Isto é, na ausência de interação, o 
risco relativo da dupla exposição é igual ao produto dos riscos relativos das 
exposições simples. 
Se a medida de efeito escolhida é a diferença de riscos, interação é 
definida como riscos atribuíveis diferentes para o fator A em cada nível de 
B, o que leva à expressão 
(2.30) 
para definir a hipótese de não interação. Esta expressão é equivalente a 
Bn - Boo = ( 810 - 800 ) + ( Bm - 800 ) (2.31) 
que corresponde a um modelo aditivo, ou seja, o risco atribuível à dupla ex-
posição é igual à soma dos riscos atribuíveis às exposições simples na ausência 
de interação. 
O conceito de confundimento ainda é alvo de alguma controvérsia. 
Uma definição simples, útil para um entendimento preliminar do conceito é 
dada por Kleinbaum et alii (1982 [10]). Ela diz que confundimento corres-
pende à ocorrência de tendência na estimativa da relação entre exposição e 
doença, que pode acontecer quando este efeito está misturado com o efeito de 
variáveis extrínsecas ao problema. Dependendo do tipo de associação entre 
as variáveis de confundimento e exposição e doença, a associação entre estas 
duas últimas pode ser super ou subestimada (Breslow & Day, 1980 [3]). 
Um fator, para ser considerado corno de confundimento, precisa pre-
encher determinados requisitos. Primeiramente, o fator deve ser preditivo 
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da doença entre os não expostos, isto é, deve haver associação entre fator de 
confundimento e doença entre os não expostos. Além disso, deve haver asso-
ciação entre o fator de confundimento e exposição, assim como entre o fator 
e a doença, condicionalmente ao controle de todos os outros fatores sendo 
e8t'!!dados (Miett-inen & Cook, 1981 [13]). Desta forma, uma variável de con-
fundimento deve ser, por si só, preditora da doença, independentemente da 
expo~:;_ção em estudo. Se, retirado o efeito da exposição, a associação entre 
fator de confundimento e doença desaparece, isto significa que esta associação 
depende inteiramente daquela entre exposição e doença, não caracterizando 
este fator -::amo de confundimento. 
Capítulo 3 
Modelagem dos estudos 
epidemiológicos 
Uma das principais preocupações em Epidemiologia é a determinação 
do risco de adoecer para um indivíduo em determinadas sub-populações e a 
comparação destes riscos, como já comentamos na seção 2.3, onde apresen-
tamos as maneiras mais freqüentes de se comparar riscos. 
Num estudo prospectivo o estado de exposição de cada indivíduo numa 
população a 1 ou mais fatores de _interesse é conhecido. Tem-se também 
informação sobre outras variáveis que se quer controlar, como fatores de 
confundimento. O vetor que contém as informações sobre a condição de 
exposição e sobre estas outras variáveis de interesse, denominados de forma 
geral como fatores em estudo, para o i-ésimo indivíduo, será denominado Xi. 
Denominaremos por }i a variável aleatória binária que --~ndicará se o i-ésimo 
indivíduo adoece ou não durante a observação. Esta variável assume o valor 
O se o i-ésimo indivíduo não adoece e 1 se o i-ésimo indivíduo adoece. Por 
convenção, teremos n indivíduos observados e p fatores em estudo. Assim, 
podemos definir o risco de adoecer de um indivíduo como sendo 
P(Y; = 1 1 x,) =e,. (3.1 l 
O que se pretende é modelar a probabilidade O; de adoecer em função 
dos fatores conhecidos. A forma mais simples de se estabelecer esta relaçã.o 
é usando um modelo linear: 
P(Y; = 1 1 X,) =e, = f3o + x,,(3, + X"f3' + ... + x,,f3, (3.2) 
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onde os (3's são os parâmetros do modelo e os Xij são valores conhecidos 
da exposição do i-ésimo indivíduo ao j-ésimo fator em estudo. Apesar de 
ser simples, este modelo apresenta algumas dificuldades. A mais séria ( Cox, 
1970 [5]) se refere ao fato de ()i ser uma probabilidade e estàr restrito ao 
intervalo (O, 1). É possível que se encontrem valores ajustados para 6, fora 
deste intervalo, quando são Calculados a partir dos estimadores de quadrados 
rninimos. Outro problema a ser considerado_é que a variância dos }i, além de 
não ser constante, depende de Oi, que é a esperança de }i. Veja que Y; = O, 1 
e }i2 = :V. e portanto, 
Var(Y;) = E(Y,')- E(Y;)' =O, (1- O,). (3.3) 
Além disso, analisando a prÓpria essência dos fenômenos em estudo, não é 
razoável supor que a probabilidade de adoecer varie de O a· 1 linearmente 
numa determinada faixa de exposição. Uma variação de acordo com uma 
curva sigmóide, do tipo de uma curva dose-resposta, parece bem mais ve-
rossímil. De acordo com esta curva, a probabilidade de adoecer cresce len-
tamente com a exposição até um determinado valor, a partir do qual há um 
crescimento rápido, voltando a ser lento conforme a probabilidade se apro-
xima de 1. Observe a Figura 3.1. 
3.1 O modelo logístico 
O modelo que tem se mostrado mais adequado para a modelagem que 
se pretende é o Modelo Logístico. O nome vem da transformação que se faz 
da probabilidade de adoecer 0;: 
logito (O;) = log (_!j_) , 
1- 8; 
sendo, ao longo deste trabalho, log(.) o logaritmo natural. 
O modelo logístico é linear no logito de Oi, sendo escrito como 
( 
o ) p 
À;= log _'O· = l'o + L:X;,/J, 
1 ' s=l 
para i= 1,2, ... ,n. 
(3.4) 
(3.5) 
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Vamos definir algum~ matrizes de forma que nos seja possível utilizar 
uma notação mais simples. 
~[(Ptl)Xl[ = ( ~: ) ( 
log (~) ) 
À(nxl) = : 
log (J,._) 1-9,. 
xn . .. x,, l 
X21 • • • X2p 
: ·. : . . . 
Xnt •• · Xnp 
(3.6) 
Usando a notação matricial, o modelo logístico definido em (3.5) é 
escrito como 
Iog C~ 0.) = >., = x:~. (3.7) 
onde X i é um vetor que contém a i-ésima linha de X. 
Escrevendo a expressão acima em função de (J., 
O; ( ' ) --=exp XJ3 
1- o, 
O;= exp(X;~)- O; exp(X;~) 
0;(1 +exp(X;~)) = exp(Xi~) 
P(Y: = 1 I X·)= 8· = exp(XI~) 
' ' ' I+ exp(Xi~) 
(i= 1, 2, ... ,n). (3.8) 
3.2 A transformação logística 
Para dar uma idéia melhor do que está acontecendo com os parâme-
tros neste modelo, faremos um rápido estudo da transformação logística, cujo 
gráfico pode ser visto na Figura 3.1. Para isto, usaremos sua forma geral 
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Figura 3.1: Gráfico do logito de 8. 
Esta 'função é também conhecida como o logito de O. Seu domínio é 
o intervalo (0, 1) e sua imagem é a reta real. Esta função é biunívoca, visto 
que sua derivada 
d>. I 
d8 = 8(1-8)' 
(3.9) 
é sempre positiva para() E {0, 1), o que caracteriza uma função estritamente 
crescente. Isto significa que cada ponto do intervalo (0, 1) é levado a apenas 
um·ponto do intervalo ( +oo, -oo) pela função logito. 
Pelo exposto, fica claro que esta transformação resolve o principal 
problema do modelo linear comum. O parâmetro À varia· em todo o ~~ não 
apresentando mais os problemas de estimação que() oferecia por estar restrito 
ao intervalo (0, 1). 
3.3 Aplicação do modelo aos estudos epide-
miológicos 
O modelo logístico é muito versátil, permitindo que praticamente to-
das as situações de interesse do pesquisador possam ser modeladas. Neste 
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Exposição 
Slffi na.o 
Doente 
11 n1 ~ d1 I no~do 11 Não Doente 
Total n1 no 
Tabela 3.1: Dados referentes a uma resposta e uma exposição binárias na 
forma de uma. tabela 2 X 2. 
trabalho nos restringiremos a estudar o modelo com uma variável resposta 
binária. Na literatura, alguns autores apresentam a extensão do modelo 
logístico para respostas politômicas ( e.g. Prenlice & Pyke, 1979 [17]). Mos-
traremos a seguir como pode ser construído este modelo para uma variedade 
de situações (a partir de Kleinbaum et alii, 1982 [9]), desde a mais simples, 
com apenas uma variável de exposição binária, até ca.sos em que se incluem 
no modelo variáveis de estratificação, interação e confundimento. Inicial-
mente estaremos assumindo que temoS um estudo prospectivo para analisar, 
onde os parâmetros de interesse, incluindo os riscos relativos, são diretamente 
estimáveis. Em seguida estenderemos estes resultados também aos estudos 
de caso-controle. 
3.3.1 As diferentes parametrizações do modelo 
Ocaso2x2 
Este é o caso mais simples, onde temos uma ·variável resposta binária, 
que indica se o i-ésimo indivíduo adoeceu (Yi = 1) ou não (Yi = O) e apenas 
uma variável de exposição, também binária, que indica se o i-ésimo indivíduo 
faz parte do grupo exposto (Xi = 1) ou do não exposto (X; = 0). Esta 
situação gera como resultado uma tabela de contingência 2 x 2, exemplificada 
na Tabela 3.1. Neste caso temos n 1 indivíduos expostos e n0 indivíduos não 
expostos, d1 indivíduos adoeceram entre os expostos e d0 adoeceram entre os 
não expostos. 
Assumimos que o evento de um indivíduo adoecer ou não durante o 
período de observação, representado pela variável aleatória Yi, representa um 
ensaio de Bernoulli com probabilidade de sucesso ()i (se estivéssemos consi-
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derando um estudo de caso-controle a variável que teria caráter aleatório 
seria a que indica o nível de exposição). Supomos também que a probabi-
lidade de adoecer é igual para os indivíduos dentro de cada um dos grupos 
de exposição. Como neste caso temos apenas 2 grupos, teremos apenas 2 
probabilidades diferentes de adoecer: 
OE = P(Y; = I I X; = O) (3.10) 
e 
OE=P(Y;=IIX;=I). (3.11) 
O modelo logístico neste caso é escrito da seguinte forma: 
logito [P(Y; = I I X;))= f3o + {3, X;, (3.12) 
o que para X, = O simplifica para a expressão 
>.E= logito [P(Y; =I I X;= O)]= logito(OE) = /30 (3.13) 
eparaX;=l, 
ÀE = logito [P(Y; =I I X;= 1)) = logito(OE) = f3o+ /31 (3.14) 
Colocando as expressões acima em função dos parâmetros do modelo, 
temos que 
(3.15) 
e que 
{31 = logito(OE) -logito(OE) 
f3, = log c ~EeE) -log (I ~EeE) 
(3.16) 
Isto é, o parâmetro {31 corresponde ao log da razão de odds das pro-
babilidades de adoecer entre os expostos e os não expostos. O parâmetro {30 
corresponde simplesmente ao logito da probabilidade de adoecer entre os não 
expostos. 
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Testar a ausência de associação entre exposição e doença significa 
testar que a probabilidade de adoecer entre os expostos é a mesma que aquela 
entre os não expostos, ou seja, OE = Og, o que no modelo logístico corresponde 
a testar que /31 =O, que é equivalente a testar que a razão de odds em (3.16) 
é igual a 1. 
Até agora vimos algumas medidas de efeito que s·ão comparações en-
tre densidades de incidência, incidências cumulativas ou prevalências. No 
modelo logístico surge uma outra medida, que é a razão de odds. Define-se 
como odds1 de uma probabilidade o quociente entre esta probabilidade e seu 
complementar: 
p 
odds(p) = --
1-p 
(3.17) 
Chamaremos de razão de odds o quociente entre o odds da probabilidade de 
adoecer para um determinado grupo exposto e o odds da probabilidade de 
adoecer para o grupo de referência (não exposto). Assim, a razão de odds 
da exposição E é 
ROE = OE/(1 - OE) = OE(l - OE). 
OE/(1- OE) OE(l- OE) 
(3.18) 
No caso de ausência de efeito da exposição, a razão de odds é igual a 1. 
Valores maiores que a unidade indicam risco e menores, proteção. Vários 
autores tentam comparar a razão de .odds ao risco relativo (RR), tentando 
interpretá-la como uma aproximação deste. Mostra-se facilmente a partir de 
(3.18) que 
(3.19) 
Portanto, quando se trabalha com doenças raras, a fração em (3.19) se apro-
xima de 1 e a razão de odds é uma boa aproximação do risco relativo. Inde-
pendentemente de aproximar ou não o risco relativo, a razão de odds é uma 
medida de efeito que sempre concorda com ele em relação à direção do efeito. 
Ou seja, sempre que o risco relativo indicar um aumento do risco de adoecer 
ou uma diminuição deste· risco, a razão de odds apontará na mesma direção, 
embora a amplitude do efeito indicada pelas 2 medidas possa ser diferente. 
1Como ainda não se encontrou uma tradução apropriada em português, usaremos o 
termo original do inglês. 
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Dois fatores de exrosição binários 
Neste caso estudamos dois fatores de exposição, X 1 e X 2 , que po-
dem assumir valores 1 ou O, conforme o indivíduo esteja ou não exposto ao 
respectivo fator. Da mesma forma que no caso anterior, supomos que a pro-
babilidade de adoecer em cada um dos grupos de exposição seja igual para 
todos os seus indivíduos. Definimos 
e 
O;; = P(Y = I I X 1 =i, X, = j) 
RO;; = 7o;"-; ("'1_-_:Bce:oo"-) 
Boo (I- O;;) 
(3.20) 
(3.21) 
de forma que 000 é a probabilidade de adoecer de um indivíduo não exposto 
aos dois fatores, portanto pertencente ao grupo considerado basal em termos 
da exposição. 
O modelo logístico para este caso pode ser escrito como 
À; = fJo + X" fJ1 + X;2 fJ,. (3.22) 
No entanto, o maior interesse neste caso está em estudar a interação entre 
os dois fatores, que em (3.22) não foi considerada. Há várias formas de se 
modelar interação (definida na seção 2.5). A mais simples e que conduz a um 
modelo de interação multiplicativo de fácil interpretação é usada no modelo 
a seguu: 
(3.23) 
Agora a pergunta que se faz é se a interação é diferente de zero, o que equivale 
a testar /33 = O. Calculando os parâmetros do modelo de forma similar ao 
caso anterior, encontramos que 
fJo = logito (Boa) (3.24) 
fJ1 = log(R010) (3.25) 
fJ, = log(R001 ) (3.26) 
fJ3 = log (Ro~~~~J (3.27) 
de maneira que testar fJ3 = O equivale a testar R011 = R010 X R001 • Esta 
expressão revela que o modelo logístico é um modelo multiplicativo, ou seja, 
os efeitos se combinam de forma multiplicativa na ausência de interação e a 
presença desta é sinal de um afastamento da situação de multiplicação dos 
efeitos. 
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Um fator binário com estratificação 
No planejamento e análise de estudos epidemiológicos é muito comum 
o uso de estratificação para controlar fatores que, embora não interessem ao 
pesquisador diretamente, podem influir no risco de adoecer e falsear con-
clusões se não forem devidamente controlados. Por exemplo,_ é muito comum 
que se estratifique por idade, um fator que muito freqüentemente alterâ. a 
probabilidade de· adoecer. Os fatores usados para estratificação não terão 
seus efeitos quantificados nem testados, visto que esta técnica serve para 
controlar ou retirar o efeito do fator. Assim é que os fatores usados para 
estratificação são aqueles cujos efeitos são conhecidos pelo pesquisador, que 
tem interesse de controlá-los seja para reduzir a variâ.ncia do modelo, seja 
para eliminar os efeitos de confundimento do fator sobre outras variáveis em 
estudo. 
Supomos que temos os indivíduos em estudo divididos em t estratos, 
com apenas um fator binário de risco. O modelo logístico, na forma mais 
geral, é escrito como 
(3.28} 
onde í indica o indivíduo e s o estrato. Este modelo propõe que não apenas 
o risco ba.sal (do grupo não exposto) se altera de um estrato para outro 
((:J08 diferentes), como também o efeito provocado pela exposição varia entre 
estratos (f3ts) diferentes. Isto é, a. exposição tem um efeito de magnitude 
diferente dentro de cada estrato e a razão de odds entre expostos e não 
expostos para o estratos será exp(,816 )'. Se supomos que o efeito da exposição 
é constante dentro dos estratos, havendo variação apenas no risco basal de 
adoecer, um modelo mais simples pode ser proposto: 
(3.29} 
Agora a razão de odds entre expostos e não expostos em cada extrato é cons-
tante, igual a exp((:J1), revelando que os riscos relativos se mantêm constantes 
entre estratos. 
Cabe ressaltar que vários autores acreditam que a inclusão no modelo 
das variáveis usadas para estratificação resulta em análises mais eficityntes, 
principalmente devido à redução do número parâmetros. Veja, por exemplo, 
que se tivermos 5 faixas etárias correspondendo a 5 estratos, no modelo 
mais simples teremos 6 parâmetros a serem estimados e no modelo completo, 
10. A inclusão da idade no modelo como fator imPlicará no acréscimo de 
.I 
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4 parâmetros. Assim, o número de parâmetros será. igual no primeiro caso, 
mas bem menor no segundo. Além disso, se a variável a ser controlada for 
contínua, ela pode ser incluída no modelo como tal, evitando a perda de 
informação que sempre ocorre quando se discretiza uma variável. 
Modelo com variáveis de confundimento e interações 
Neste exemplo, incluiremos no modelo variáveÍS de confundimento e 
interações entre estas variáveis e a variável de exposição binária. As variáveis 
de confundimento podem ser contínuas ou discretas. Para maior clareza, usa-
remos a letra E para a variável de exposição, que pode assumir os valores O 
ou 1 e Ci para as p variáveis de confundimento. As q interações serão denota~ 
das por Wi, funções de E e das Ci. Por exemplo, W1 =E C1 , W2 =E Ct C2. 
Retiramos também os índices relativos ao indivíduo, por simplicidade, insis-
tindo que a relação deve ser considerada para cada um deles. O modelo é 
escrito como 
p ' 
>. = (30 + E (3 + L C;-y;+ L W; 8; (3.30) 
i=l j=l 
e inclui p + q + 2 parâmetros. 
Finalizando esta seção, observamos que embora nestes exemplos te-
nhamos usado apenas variáveis de exposição binárias, o modelo permite que 
sejam usadas variáveis discretas ou contínuas. Toda vez que uma variável 
discreta com m níveis for utilizada, será necessário que se inclua no modelo 
m-1 parâmetros, sendo que a matriz de regressão, nas colunas corresponden-
tes a estes parâmetros conterá O ou 1, de forma a incluir o parâmetro correto 
no modelo. O ní~el considerado basal será representado por zeros nas m- 1 
colunas da matriz. Por exemplo, uma exposição com 3' níveis necessitará de 
2 parâmetros, {31 e {32• As respectivas colunas da matriz do modelo conterão 
O, O para o nível basal, 1, O para o nível intermediário e O, 1 para o nível alto 
da exposição. Se a variável for contínua, apenas um parâmetro será usado e a 
matriz do modelo conterá uma coluna com os valores observados da variável 
para cada indivíduo. 
3.3.2 O modelo logístico em estudos de caso-controle 
Nos estudos de caso-controle as probabilidades de adoecer não são 
diretamente estimáveis, como já mostramos anteriormente. Desta forma, não 
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é imediato supor que o modelo logístico, que propõe um modelo para uma 
função do risco de adoecer, seja aplicável a este tipo de estudo. Prentice e 
Pyke (1979 [17]) mostraram que nãD só o modelo logístico pode ser aplicado 
aos estUdos de caso-controle, como, do ponto de vista deste modelo, eles são 
equivalentffl aos estudos prospectivos. 
Primeiramente, notemos que, embora os riscos não sejam estimáveis 
no caso-controle, exh.te uma medida de efeito que é: a razão de odds. No 
caso~controle, estima-se a probabilidade de se observar o vetor de exposiç.lo 
X, dada a presença ou ausência de doença: P(X I Y). A razão de odds 
entre uma deter:mi...J.ada exposição Xe a exposição basal X 0 é escrita como 
RO = P(Y = I I X) 11- P(Y = I I X 0 )] 
x P(Y- I I X 0) (1- P(Y- 1 I X)] 
que, usando a relação da probabilidade condicional 
P(Y = 1 I X = X) = P(X = X I y = I) P(Y = I) 
P(X = x) 
pode ser reescrita como 
RO = P(X I Y = 1) P(Xo I Y =O} 
X P(X I Y =O) P(Xo I Y = 1) 
(3.31) 
(3.32) 
(3.33) 
sendo que todas estas probabilidades são estimáveis num estudo caso-controle. 
Lembrando que os parâmetros do modelo logístico são razões de odds ou 
funções delas, já se pode ter uma pista da aplicabilidade do modelo aos es-
tudos de caso-controle. 
Depois de mostrar esta equivalência, Prentice e Pyke (1979 [17]) de-
duzem o modelo induzido pelo modeio logístico para um estudo prospectivo 
quando os dados provêm de um estudo retrospectivo e mostram que este 
modelo também é da forma logística. Em seguida, calculam a equação de 
verossimilhança para os 2 modelos, de forma a poder compará-las. A veros-
similhança obtida para o modelo com dados prospectivos é 
L _ fli~, exp(fio + x;tJ) 
p- m=l [1+ exp(fio + x;tJJ] 
E para o modelo com dados retrospectivos temos 
L, = n fli~, exp(flõ + x:tJ; fr P(X;). 
lli=l [1+ exp(fiô + X,tJJ] i=l 
(3.34) 
(3.35) 
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O resultado acima é mostrado nesta forma por Kleinbaum et alii 
(1982 [9]). Ele é fundamental, pois, daí se depreende que as Verossimilhanças 
são proporcionais, isto é, a razão entre as 2 equações de verossimilhança é 
uma constante, não depende dos parâmetrOs. Isto significa que, essencial-
mente, a informação contida num estudo prospectivo e num caso-controle do 
ponto de vista do modelo logístico é a mesnia. NO processo de estimação 
por Máxima Verossimilhança ·a função·de verossimilhança é maximizada em 
relação aos parâmetros, usando-se os dados da amOstra obtida. Os valores 
encontrados neste processo serão usados como estimativa dos parâmetros de 
interesse. Assim, a função de verossimilhança é o único tio de ligação entre a 
amostra (espaço amostra!) e os parâmetros (espaço paramétrico). Conside-
ramos um experimento estatístico como a realização de um ensaio que inclui 
um determinado procedimento de amostragem. Se ocorre que 2 experimentos 
estatísticos diferentes apresentam funções de verossimilhança iguais ou pro-
porcionais, isto significa que a informação que cada experimento traz sobre 
os parâmetros é equivalente à. do outro. Ou seja, qualquer dos experimentos 
traz a mesma informação sobre os parâmetros de interesse. Prentice & Pyke 
(1979 [17]) mostram ainda que os estima.dores dos parâmetros e da matriz de 
variância e covariância são os mesmos em ambos os modelos, como esperado. 
Estes resultados nos permitem, de forma definitiva, usar o modelo 
logístico tanto para os estudos prospectivos quanto para os retrospectivos 
e ainda afirmam que estes estudos são equivalentes quando analisados por 
este modelo. Por essa razão, o modelo logístico é uma ferramenta muito 
poderosa na análise epidemiológica, reforçando a importância dos estudos de 
caso-controle e facilitando sua análise. 
Por outro lado, se estes 2 tipos de estudos são equivalentes, pode:se 
qp.estionar onde está a tão referida superioridade dos estudos prospectivos, 
Observemos que o modelo logístico não leva em conta a temporolidade~ isto é, 
o momento de ocorrência dos eventos de interesse. Este é um dado que está 
disponível nos estudos prospectivos e é o que diferencia estes dos estudos de 
caso-controle. A informação de como os indivíduos adoecem no decorrer da 
observação não é levada em conta no modelo logístico, assim, se a maioria 
dos indivíduos adoece logo no início da observação ou só no fim do período, 
isto não altera o problema do ponto de vista deste modelo. Portanto, fica 
claro que é necessário um outro tipo de análise que leve em conta o tempo 
de observação até adoecer para que toda a informação contida num estudo 
prospectivo seja utilizada. 
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As 2 eqm·ções acima trazem uma pequena modificação da notação 
que estamos usando, separando o parâmetro {30 da expressão (Xi {3) para 
enfatizar que este parâmetro não é exatamente igual nos estudos prospectivo 
e caso~controle. Já vimos que, no prospectivo, {30 é o logito da proba".bili~ 
dade de adoecer entre os não expostos. No caso-controle, este parâmetro 
está confundido com outras quantidades que dependem da fração amostrai 
(Breslow & Day, 1980 [3]). Devido a este fenômeno, este parâmetro perde 
sua interpretabilidade neste caso. 
Capítulo 4 
Estimação, testes de hipótese e 
diagnóstico 
4.1 A função de verossimilhança 
4.1.1 Verossimilhança não condicional 
Para encontrar os estimadores dos parâmetros do modelo logístico va-
mos estudar sua função de verossimilhança, buscando estatísticas suficientes. 
A função de verossimilhança é a função de probabilidade da distribuição vista 
como uma função dos parâmetros para, respostas fixadas (Bickel & Doksum, 
1977 [IJ). A função de verossimilhança do estudo em questão é 
L((3, y) = fl P(Y; = lj X) fl P(Y; =O I X) (4.1) 
{i:Y;::;ol} {i:Y;=O} 
,x:f3 1 
L((3,y) = fl x•(3 fl x•(3 = 
{i:Y;=l} 1 +e • {i:Y;=O} 1 +e • 
=TI e 'x, n { X'f3 }'; 
i=1 1 +e jJ 
{ X'"}y; { X'"}l-y; = m=l 1 + e ;f-1 I1i=l 1 + e ;j-1 
39 
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exp {L:i-1 y;(X!f3)} 
m=l { 1+ ex:f3} . 
~t:/ . 
Se estabelecermos que os casos (Yi = 1) são 
podemos simplificar a equação anterior para 
os pnmetros n1 indivídUos, 
t-:c'\ 
•J 
onde X e f3 são os definidos em (3.6) e Xi é o vetor que contém a 
linha de X. Esta equação é a mesma daquela apresentada em \v-v~,, . 
pequenas alterações de notação. 
Continuando a buscar as estatísticas suficientes retomamos a eq~;ão 
(4.2) e escrevemos 
L(f3,y) = IT" { . x'"} = 
i=l 1 +e ,t-J 
ef3'X'y ef3'T 
= fli=l { 1 + ex!f3} - fli=1 { 1 + ex!f3} 
onde 
n 
T, = X(,1 Y = 2:; X;,Y; (s = 0,1, ... ,p). 
i=l 
onde Xci) é o vetor que contém a j-ésima coluna de X. 
Pelo teorema da fatoração de Neyman (Bickel & Doksum, 
pg. 65), as Ta são estatísticas suficientes e a partir delas poderemos euccontJra.r 
as estatísticas ótimas. Se comparamos o modelo logístico com o modelo 
de regressão linear, veremos que as estatísticas suficientes para este modelo 
envolvem estatísticas idênticas às T.s e ainda a soma de quadrado do resíduo. 
Isso indica que o modelo logístico tem mais semelhanças com o modelo de 
regressão linear sob teoria normal do que poderia parecer à primeira vista 
(Cox, 1970 [5]). 
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Encontradas a função de verossimilhança e a.s estatísticas suficientes, 
encontrar os estimadores do vetor de parâmetros {3 é um problema de cálculo. 
A dificuldade apresentada pelo modelo logístico fica clara com a equação 
(4.4): ela não é linear nos parâmetros. Porisso não é possível uma solução 
explícita para os parâmetros, a não ser em casos especiais muito simples. Em 
geral, eles têm que ser encontrados através de métOdos numéricos iterativos, 
como o método de Newton~Raphson, por exemplo. Não nos deteremos neste 
detalhe ·da estimação. 
Os estimaci.ores de Máxima Verossimilhança na tabela 2 X 2 
O modelo logístico no caso em que temos uma resposta binária e uma 
exposição binária, que resulta numa tabela 2 X 2, está descrito no Capítulo 3, 
a partir da página 29. -Nesta seção mostraremos os estimadores de Máxima 
Verossimilhança dos parâmetros deduzidos nas equações (3.15) e (3.16). 
As matrizes utilizadas para descrever o modelo são: 
1 o 
1 1 ~ = (~:) .À(nxl) = 
x: = (1 0), 
x: = (1 1), 
i= 1,2, ... ,no 
i=no+1, ... ,n 
As estatísticas suficientes para este caso são: 
" 
T. = X(.JY (s=1,2) 
e portanto, 
n n 
r.= EYi T2 = E Y; 
i=l i=no+l 
(4.7) 
(4.8) 
Para encontrar os estimadores de Máxima Verossimilhança dos pa~ 
râmetros, igualaremos as estatísticas suficientes às respectivas esperanças 
(Bickel & Doksum, 1977 [1], pg. 102 e 106). 
(4.9) 
··' 
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eJio+Pt 
T2 = n 1 • • (4.10) 
1 + el3o+Pt 
Agora note que T1 = d0 + d1 (Tabela 3.1) e que T2 = d1 . Daí podemos 
escrever 
efio+Ji, 
n1 • -
1 + ef3o+fh 
·no l+e~ 
- do 
et3o = --"--:-
no- do 
Po=log( doa) 
no- o 
Substituindo em (4.10), 
é= d, (no-do) 
do (n1 -d1 ) 
p, = log (d' (no- do)) 
do (n1 - d1 ) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
É interessante notar que os estimadores de Máxima Verossimilhança 
dos parâmetros descritos nas equaÇões (3.15) e (3.16) são simpl~mente a 
substituição dos estimadores de Máxima Verossimilhança de ()i nas respecti-
vas expressoes. 
4.1.2 Verossimilhança condicional 
Uma alternativa à estimação dos parâmetros por Máxima Verossimi-
lhança (não condicional) é a utilização da verossimilhança condicional. Esta 
opção é importante na :rp.edida em que a estimação apresentada na seção 
anterior se torna inadequada quando o número de parâmetros do modelo 
se torna muito grande em relação à quantidade de dados disponíveis. Tipi-
camente, isto acontece quando os dados são finamente estratificados, sendo 
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pequeno número de observações em cada estrato. Este tipo de estratificação 
é freqüente nos estudos de caso-controle, onde um grande número de fato· 
res de confundimento têm de ser controlados. Para estes casos, a estimação 
através da verossimilhança condicional se torna indicada:, em vista de que esta 
técnica permite que o parâmetro {30 seja eliminado, diminuindo o número de 
parâmetros a serem· estimados. 
Consideramos um estudo de caso-controle, sendo x1 , ••• , Xn os vetores 
com os fatores em estudo observados para os n = n 1 +no ca,sos rnais controles. 
A verossimilhança condicional é calculada a partir da probabilidade de que 
os primeiros n1 dos vetores xi observados realmente sejam casos, Jado que 
exatamente n1 dos n indivíduos observados são casos. Esta probabilidade 
pode ser escrita como 
IT~1 P(Y; = 1 I x;) ITi=n +I P(Y; =o I x;) 
{4.15) 
onde o numerador é a probabilidade de se observar esta seqüência específica 
de casos e controles e exatamente n1 casos. Ou seja, o numerador de uma 
probabilidade condicional (P[An B]). Como o evento "observar exatamente 
esta seqüência de n 1 casos e n0 controles" implica (está contido) no evento 
"obter exatamente n1 casos", a probabilidade em questão é a mesma daquele 
de se observar a referida seqüência. O denominador é a probabilidade de se 
obter uma seqüência com exatamentf( n1 casos, que é calculada somando.se 
as probabilidades da ocorrência de todas as seqüências que satisfazem esta 
condição. A soma em u da eqt.J.açâo tem este significado, istO é, a soma para 
todas as ( ~ ) seqüências que contém os n 1 casos. Usando a transformação 
logística (3.8) obtemos a forma final da verossimilhança condicional, 
L("' ) = rr:'-'1 exp(X;'(3•) 
'"'y { "' (X•' "")} Eu ili=l exp uif"' 
( 4.16) 
onde x; é a i-ésima linha da m_atriz X sem o primeiro 1 e {3* o vetor {3 sem 
f3o. 
Notemos que a verossimilhança condicional não depende de {30 , que foi 
eliminado pelo processo de permutação. Assim, ela permite a eliminação de 
um parâmetro molesto ( nuisance), no estudo caso.controle, e maior acurácia 
44 Capítulo 4. Estimação, testes de hipótese e diagnóstico 
na estimação dos parâmetros de interesse. Por outro lado, o cálculo do de-
nominador fica rapidamente invia.bilizado conforme crescem os valores de n 
e n1 . Mas nesse caso, com amostras de tamanho considerável, o processo 
anterior de estimação é confiável. Desta forma a estimação dos parâmetros 
do modelo logístico parece estar resolvida, dependendo agora apenas de al-
goritmos eficientes que permitam a resolução numérica do problema. 
4.2 Qualidade de ajuste e escolha do modelo 
Uma vez obtidos os estimadores de Máxima Verossimilhança, o passo 
seguinte é usá-los para fazer inferências estatísticas sobre as relações entre 
exposição e doei ;a em estudo. Nesse momento, há ainda 2 tarefas que o pes-
qHisador deve realizar. Em primeiro lugar, deve-se escolher um determinado 
modelo entre todos os possíveis. Em geral, parte-se do modelo completo, ou 
saturado, que contém todos os efeitos principais e interações e tenta-se sim-
plificá-lo ao máximo, eliminando os parâmetros responsáveis pelas interações 
e efeitos que não se mostrarem importantes. Pode-se também partir de um 
modelo rrúnimo e ir-se adicionando fatores até que os restantes não sejam 
relevantes, ou mesmo usar uma técnica que misture estes dois procedimen-
tos. Qualquer que seja o método escolhido, a maneira de se decidir se um 
parâmetro fica ou não no modelo final é semelhante. Para tal, é necessário 
que façam testes de hipótese, em geral seqüenciais, sobre os parâmetros. 
Existem vários procedimentos para realizar estes testes. Discutiremos a se-
guir a estatística de Wald, a estatística dos escores eficientes e a estatística 
da razão de verossimilhança. 
Suponhamos que o vetor de p + 1 parâmetros do modelo está partici-
onado em dois sub-vetores com q e r parâmetros respectivamente, de forma 
que {3' = ({3~, {3;) e que temos interesse em testar a hipótese H 0 : {3 2 =O. 
Denotaremos por {3 o vetor com os estimadores de Máxima Verossimilhança 
dos parâmetros do modelo sem restrições- e j3Ho o vetor de estimadores de 
Máxima Verossimilhança dos parâmetros do modelo sob H0 • 
O vetor dos escores eficientes é definido como o vetor que contém as 
derivadas primeiras da função de verossimilhança em relação aos parâmetros, 
/j 
U ([3) = of3 log L(f3) ( 4.17) 
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onde L(/3) é a função de verossimilhança para um mqdelo com vetor de 
parâmetros {3. 
A matriz de informação de Fisher é definida. como 
onde v-1 (fj) é a. matriz de variância e covariância de fj. Denotaremos por 
I (fj) a matriz de informação observada, isto é, quando f3 = ~-
Em seguida apresentamos as estatísticas que são usadas para testar a 
hipótese H0 : /32 = O. 
A estatística de Wald 
A estatística de Wald é definida como 
~ ~ 1 ~ ~ 
[3, v;; (f3) [3, {4.19) 
onde V2;1(j3) é a porção da matriz de variância e covariância correspondente 
aos r parâmetros que estão sendo testados. Esta estatística tem uma distri-
buição assintótica x2 com r graus de liberdade sob H0 • 
A estatística dos escores eficientes 
Esta estatística. é definida como 
(4.20) 
que também tem distribuição assintótica x2 com r graus de liberdade sob 
Ho. 
A estatística da razão de verossimilhança 
Esta estatística é a mais utilizada das 3, sendo definida como 
( 4.21) 
Esta estatística também tem distribuição assintótica x2 com r graus de li-
berdade sob H0 • Ela é apresentada por Pregibon (1981 [16]) com o nome de 
desvio (deviance, D). 
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Quando se ajustam modelos em seqüência, especificamente modelos 
hierárquicos embutidos, as diferenças entre as estatísticas rP dos modelos 
também têm distribuição x2, de forma que estas diferenças podem ser usadas 
par8. a escolha do melhor modelo para um determinado problema. 
Modelos hierárquicos são aqueles que contêm ~odos os termos de me-
nor ordem relacionados com um de ordem superior presente no modelo. Por 
exemplo, se a interação xl x2 está presente, obrigatoriamente os fatores xl 
e X 2 estarão. Ou, se a interação X 1 X 2 X3 estiver presente, também estarão 
as interações X 1 X 2 , X 1 X 3 , X 2 X 3 e· os respectivos efeitos principais. Estes 
modelos são quase sempre utilizados na análise de dados por questões de in-
terpretação, pois, se as interações forem analisadas em termos de contrastes, 
elas envolverão sempre contrastes dos efeitos principais (Fienberg, 1977 [6]). 
Modelos hierárquicos embutidos são conjuntos de modelos contidos 
um no outro, seqüencialmente. Por exemplo, 
(1) >. = f3o +X, (31 +X, (32 +X, X, (33 
(2) >. = {30 + X1 {31 + X 2 {32 
(3) >. = f3o +X, (3, 
(4.22) 
são modelos hierárquicos embutidos. Neste caso, a diferença G'f3 J - G'f2) tem 
distribuição x2 com 1 grau de liberdade. E q3l - CJt1J tem distribuição x2 
com 2 graus de liberdade. 
Agora observemos que a estatística G2 do modelo (3) é escrita como 
-
2 (L (3)) 
G131 _"-2log L(1) 
(4.23) 
e que a estatística G2 de (2) é escrita como 
(
L (2)) q,1 = -2log L (1) (4.24) 
e que a diferença entre estas estatísticas é 
2 2 (L(3)) [ (L(2))] G131 -G1, 1=-2log L(1) - -2log L(1) 
( 4.25) 
- 2logL (3)- ( -2log L (2)). (4.26) 
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Isto significa que a diferença entre as estatísticas da razão de verossimilhança 
para 2 modelos embutidos é igual à diferença entre seus logaritmos da veros-
similhança do modelo. O log da verossimilhança não tem uma distribuição 
determinada, mas, ás diferenças, como já vimos, têm. 
4.3 Diagnóstico no modelo logístico 
Nesta seção abordamos de forma objetiva as 'idéias básicas que nos 
permitem fazer diagnóstico em regressão logística. Apresentaremos basica-
mente técnicas e medidas sugeridas por Pregibon (1981 [16]). Artigos mais 
recentes podem ser consultados para um aprofundamento no assunto: Land-
wehr, Pregibon & Shoemaker (1984 [11]), Kay & Little (1986 [8]) e Williams 
(1987 [20]). 
Após se ter ajustado um modelo logístico a um conjunto de dados, o 
intere:;se que se tem é de avaliar se este modelo está adequado. Basicamente, 
podem ocorrer dois problemas: podem existir observações que são muito 
mal ajustadas, isto é, o valor observado está distante do ajustado, ou ,podem 
existir observações que, sozinhas, influenciam o ajuste de forma radical. Para 
o primeiro caso, denominamos estas observações de aberrantes e observamos 
que o problema se localiza tia resposta, em geral se constituindo de uma 
resposta distante das outras. Para o segundo caso, chamamos as observações 
de influentes. O problema, agora, se localiza no espaço de desenho (matriz 
X) e em geral se constitui de um vetor de fatores distante dos demais, de 
forma que provoca fortes alterações no ajuste. 
Nos modelos lineares sob teoria normal, já se tem bem estabelecido 
um conjunto de procedimentos para diagnóstico e se conhece bem a dinâmica 
dos problemas. Para se detectar pontos aberrantes usam-se, basicamente, 
os resíduos, que neste caso têm definição clara. Grandes resíduos indicam 
observações aberrantes, que, em geral, não têm grande influência sobre o 
ajuste. Os pontos influentes têm a característica de trazerem os valores ajus-
tados para sua vizinhança, de forma que, geralmente, apresentam pequenos 
resíduos, mas, sua representação na matriz de projeção é importante. Vere-
mos a se.guir que o comportamento do modelo logístico é semelhante aos de 
teoria normal nestes aspectos. 
O objetivo desta abordagem é apresentar medidas que permitam a 
identificação destas observações problemáticas a partir de quantidades que 
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sejam disponíveis num ajuste por Máxima Verossimilhança através dos paco-
tes estatísticos mais comuns. Desta forma, mesmo que as medidas não sejam 
calculadas diretamente pelo programa, pode-se determiná-las com alguma 
manipulação dos elementos disponíveis. 
4.3.1 Resíduos e matriz de projeção jlm regressão 
logística 
Para o diagnóstico em regressão logística, partt;se de elementos equi-
valentes aos resíduos e à matriz de projeção dos modelos sob teoria normal. 
No nosso caso, os resíduos não são definidos de forma única. As duas for-
mas mais interessantes, segundo Pregibon (1981. '[16]), são os componentes 
do x2 de Wald e os componentes da estatístiCa da razãO de verossimilhança. 
Para a notação supomos que temos k+ 1 P~PulaçõeS (Ou caselas) que contêm 
ni (i = O, 1, ... , k) elementos, de forma que Eto n; = n ·e que a resposta Y 
é binomial, podendo variar de O a ni (veja aT.lhei~ 2.2). 
O X2 de Wald pode ser escrito como ' 
2 ~ ( d; - n; Ô;)' 
X=~ " " 
· 0 n· 9·(1 - 9·) •= • 1 1 
(4.27) 
sendo que seus componentes são 
d·-n Ô· • • • {4.28) 
para i= 0,1, ... , k. Segundo o modelo logístico Ô; = exp(Xi ,â)/[l+exp(Xi ,â)]. 
A estatística da razão de verossimilhança pode ser escrita na forma 
k k 
G' = L9F =L -2 [iog L;(Ô;) -log L;(Ôi)] ( 4.29) 
i=O i::.oO 
onde ÔJ são os parâmetros do modelo irrestrito (ou saturado). Para cada 
população, Ôf = ddni. O log da verossimilh~ça pode ser calculado pela 
expressao 
log L;(Ô) = d; logÔ + (n;- d;)log(l- Ô). (4.30) 
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Os componentes 9i são calrulados como 
r-------o----::-
9< = ( -1 )<11<l;) v2 Vlog L;( Ô;) - log L;( Ôt) 
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(4.31) 
para i O, 1, ... , k. O sinal do componente é determinado pelo fato de 
o valor observado da probabilidade da ca.sela ser maior { +) ou menor {-) 
do que o valor ajustado. Isto é determinado na eXpressão acima através 
da desigual,dade lógica do expoente de -1, que assume o valor 1 quando 
verdadeira e O quando falsa. · 
A matriz de projeção análoga para o modelo logístico é 
H= y 1i 2X(X'VX)-1 X'V1i2 (4.32) 
que é exatamente igual à. matriz que aparece num ajuste por quadrados 
rrúnimos ponderados e onde V é uma matriz diagonal que contém as variân-
cias dos y;. Ou seja, Vii = n,Ô,(l·-·Ôi)- A diferença. importante que há entre 
este modelo e o de qua<irados lnínimos ponderados é que aqui a matriz V é 
obtida a partir do ajuste e não tem qualquer influência nele, enquanto qp.e 
lá, esta matriz dá pesos às observações, diminuindo a influência daquelas que 
. tenham grande variância. 
Do ponto de vista computacional é interessante que se faça uma trans-
formação na expressão anterior. Vamos fazer W = V112X. Reescrevendo a 
expressão, temos 
H = W (W'W)-1 W' ( 4.33) 
de forma que podemos encontrar os elementos da diagonal da matriz de 
projeção usando a seguinte expressão: 
h;;= W; (W'W)-1 W{,> (4.34) 
onde Wi é a i-ésima linha de W e W(i) é a i-é_sima coluna de W'. O cálculo 
direto dos elementos da diagonal de H reduz muito o uso de memória do 
computador e também o tempo de processamento, visto que se formos cal-
cular a matriz de projeção inteira, estaremos trabalhando com uma matriz 
quadrada de dimensão k + L 
De posse dos resíduos e da matriz de projeção, podemos agora fazer 
uma análise semelhante ao caso de teoria normal. Grandes resíduos devem in-
dicar pontos mal ajustados ou aberrantes. Da mesma forma, grandes valores 
da diagonal de H devem indicar observações influentes no ajuste. Segundo 
Pregibon (1981 (16]), estas regras são confirmadas na prática, podendo ser 
utilizadas para o diagnóstico de observações influentes ou aberrantes. 
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4.3.2 Perturbações no modelo 
Embora as medidas apresentadas na seção anterior nos dêem informa-
ções importantes, elas são incapazes de mostrar com clareza o impacto de 
cada observação nos diversos aspectos do· modelo ajustado. Desta forma, 
desenvolvemos a seguir a idéia de causar pequenas perturbações no modelo 
escolhido, de forma a avaliar com maior detalhe a importância de cada ob-
servação (população ou casela). 
A verossimilhança do modelo pode ser reescrita de forma a permitir 
que sejam dados pesos a cada observação: 
k 
Lw(f3,y) = ll w;L({3,y;). {4.35) 
i=O 
Assim, é possível introduzir pequenas alterações no modelo variando-se o 
valor dos w;. Para se estudar uma determinada obsérvaçã.o, fazemos 
w; = { ~ 
com w variando entre O e 1. 
parat = m 
caso contrário 
{4.36) 
Os novos parâmetros do modelo são obtido,s maximizando a verossi-
rrúlha.nça {4.35) através do método usual. O problema desta abordagem é 
que o custo computacional é elevado, principàlmente quando o número de 
observações é relativamente grande, visto que para estudar todas as k + 1 
observaÇÕtJs teremos que ajustar k + 1 modelos. Na tentativa .:ie reduzir este 
custo, propõe-se que sejam usadas estimativas dos parâmetros obtidas depois 
de apenas uma iteração do processo, que é iniciado com os estimadores do 
modelo usual. A grande vantagem destes estimadores, chamados estimadores 
de um passo, é que eles podem ser determinados a partir de expressões fe-
chadas de dados disponíveis do ajuste inicial. O vetor de estimadores de um 
passo obtidos da perturbação da m-ésima observação é determinado atravéS 
da expressão 
( 4.37) 
onde W é uma l!latriz diagonal que contém os w; como descritos em ( 4.36) 
e Sm = Ym- nm ()m· 
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Se queremos estudar o efeito da retirada de uma observação no ajuste, 
igualamos Wm a O e a variação no vetor de parâmetros provocada por esta 
retirada é 
(4.38) 
Pregibon (1981 [16]) propõe a avaliação do gráfico de /).m/3] f ep(P;) X m. 
Através deste gráfico se consegue identificar as observações que causam ins-
tabilidades nos parâmetros /Jj. 
Embora muito t~mpo do computador tenha sido economizado usando-
se estes estimadores de um passo, observe que se o número de parâmetro 
do modelo é grande, teremos também muitos gráficos para examinar, visto 
que temos um para cada parâmetro. Desta forma, seria útil encontrar uma 
medida que informasse sobre a influência de cada observação no conjunto dos 
parâmetros. De posse desta medida, apenas um gráfico daria idéia de quais 
observações causam instabilidades no vetor de parâmetros. 
A medida proposta se baseia na idéia de que 
- 2[log L(,B, y) -log L(,â, y)[ = c (4.39) 
descreve o limite de uma região de confiança para o parâmetro {3. O cálculo 
desta equação no ponto f3 = ,â(O) produz a medida em, da influência do 
_ponto m no vetor de parâmetros {3. 
Realizando as aproximações necessárias e usando ,â1(0) como estima-
dor de {3(0), apresentamos a medida 
(4.40) 
Novamente se sugere a análise da medida em gráfico de c~· X m ou ainda um 
gráfico contra os valores ajustados (~). 
As medidas apresentadas aqui podem ser calculadas sem grande di-
ficuldade a partir da matriz de desenho X, do vetor de respostas Y e do . -
vetor de estimadores de Máxima Verossimilhança dos parâmetros f3. Um 
programa que permita a execução de operações matriciais, como o IML (In-
teractive Matrix Language) do SAS, permite que os cálculos sejam feitos 
usando praticamente as mesmas expressões mostradas aqui. No capítulo 5 
apresentaremos algumas sugestões que possam facilitar ao usuário não es-
pecializado o cálculo de tais medidas, de forma a incentivar que os modelos 
ajustados passem por uma análise crítica mais severa. 
Capítulo .5 
Modelo logístico - uma 
aplicação 
Neste capítulo apresentamos a análise de um conjunto de dados real 
com o intuito de ilustrar as técnicas apresentadas e apresentar um roteiro 
básico de análise pelo qual pesquisadores não estatísticos possam se guiar ao 
realizar modelagens em seus dados. O conjunto escolhido contém dados de 
uma fase de uma grande pesquisa sobre AIDS realizada na Califórnia, EU A. 
Os dados foram gentilmente cedidos pelos pesquisadores da Universidade da 
Califórnia para utilização didática. O estudo que gerou os dados é um estudo 
retrospectivo. Os casos são os pacientes que apresentaram sorologia positiva 
para o vírus da AIDS e os controles aqueles com sorologia negativa. Como 
exposição foram estudadas originalmente 9 variáveis que descrevem o uso de 
agulhas compartilhadas para injeção endovenosa, exposiçlio a transfusões de 
derivados de sangue, número de parceiros sexuais e várias práticas sexuais 
dos entrevistados. Para tornar a. análise um pouoo mais simples, algumas 
variáveis que se mostraram menos importantes em uma avaliação inicial fo-
ram retiradas e ficamos oom 6 variáveis de exposição. 
Toda a análise foi realizada através do pacote SAS, versão 6.03, ins-
talado em um microcomputador PC-XT. Também foi utilizado, em alguns 
momentos, o SAS instalado em um computador de grande porte, IBM 3090, 
através de ligação micro-grande porte gerenciada pelo próprio SAS do mi-
cro. Vale ressaltar que o uso do grande porte se deu apenas com o intuito 
de reduzir o tempo de processamento, visto que todos os programas rodados 
são suportados pela versão do PC. Os modelos foram ajustados usando-se o 
53 
54 Capítulo 5. Modelo logístico - uma aplicação 
procedime.:J.to CATMOD. Para o cálculo da diagonal da matriz de projeção, 
usada para diagnóstico, foi usado o módulo IML que permite que operações 
matriciais sejam executadas diretamente, de forma interativa. 
5.1 Descrição do conjunto de dados 
O arquivo contém informação de 816 homens entrevistados. Destas, 
777 observações são utilizáveis, visto que não há falta de informação em 
nenhuma das variáveis. O agravo em estudo é o resultado da sorologia para 
AIDS (HIV), que foi anotada como negativo (O) ou positivo (!). Dos 6 
fatores de risco estudados, 5 são binários e um, número de parceiros sexuais 
nos últimos 2 anos, quantitativo. Os nomes e a descrição destas variáveis se 
encontra na Tabela 5.1. As variáveis binárias foram codificadas sempre como 
O para a resposta negativa e 1 para a afirmativa. 
Originalmente as variáveis que aqui apresentamos como binárias es-
tavam subdivididas em 5 classes. Por exemplo, a Variável que informa sobre 
o entrevistado ter sido penetrado pelo seus parceiros admitia as respostas 
nenhum, um, alguns, quase todos ou todos. Mas, desta forma, a resposta 
fica relativizada, pois o indivíduo -pode responder que foi penetrado por to-
dos os parceiros e o número de parceiros é 1, enquanto que outro que dá 
a mesma resposta teve muitos parceiros. Então preferimos adotar a versão 
binária destas variáveis, de forma que elas indicam uma prática e a questão 
quantitativa fica por conta da variável que info'rma o número de parceiros. 
5.2 Ajuste e escolha do modelo 
Inicialmente ajustamos um modelo contendo todos os efeitos princi-
pais das variáveis em estudo. O resultado é claramente insatisfatório, o que se 
conclui pela estatística CP, de valor muito elevado (modelo-I da Tabela 5.2). 
A primeira tentativa de melhorar o ajuste foi no sentido de fazer uma trans-
formação na variável número de parceiros (PARCEIRO). Estas contagens, em 
geral, têm distribuição muito assimétrica, concentrada em torno dos valores 
mais baixos. Assim, tentamos uma transformação logarítmica. A variável 
PARCLOG foi calculada como log(PARCEIRO+!). A adição de I ao número 
de parceiros é feita para se evitar problemas numéricos ao calcular, eventu-
almente, o logaritmo de O. A avaliação do efeito da transformação pode ser 
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Tabela 5.1: Descrição das variáveis de exposição utilizadas no exemplo. 
Nome da variável Descrição Tipo 
PARCEIRO Número de parceiros nos quantitativa 
últimos 2 anos 
AGULHA Agulha para injeção enda. binária 
venosa compartilhada nos 
últimos 5 anos 
RETOENTB Parcéiro penetrou no reto do binária 
entrevistado nos últimos 2 
anos 
RETOPARB Entrevistado penetrou no binária 
reto do parceiro nos últimos 
2 anos 
MAORETB IntroduçãÚ da mão ou pu- binária 
nho no reto do entrevistado 
nos últimos 2 anos 
ARTRETB Introdução de artefatos no binária 
reto do entrevistado nos 
últimos 2 anos 
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Tabela 5.2: Valores da estatística da razão de verossimilhança para os mo-
delos ajustados. 
Modelo Variáveis presentes GL G' PROB 
1 PARCEIRO, AGULHA, RETOENTB, RE- 244 306.31 0.0041 
TOPARB, MAORETB, ARTRETB 
2 PARCLOG, AGULHA, RETOENTB, RETO. 244 263.57 0.1859 
PARB, MAORETB, ARTRETB 
3 PARCLOG, AGULHA, RETOENTB, RETO· 243 260.54 0.2098 
PARB, MAORETB, ARTRETB, MAOARTB 
4 PARCLOG,AGULHA,RETOENTB,RETO- 245 264.74 0.1844 
PARB, MAOARTB 
5 PARCLOG, AGULHA, RETOENTB, MAO- 246 266.96 0.1713 
ARTB 
6 Mo' • + AGULHA*llETOENTB, AGU· 242 263.60 0.1625 
LHA'"MAOARTB, 
MAOARTB*RETOENTB, 
AGULHA*MAOARTB*RETOENTB 
7 Mod s + AGULHA*PARCLOG 245 264.79 0.1838 
8 Mod s + RETOENTB•PARCLOG 245 264.46 0.1876 
9 Mod 5 + MAOARTB'"PARCLOG 245 265.69 0.1737 
feita pelos histogramas das Figuras 5.1 e 5.2. O novo modelo {2) foi ajustado 
com esta variável substituindo PARCEIRO. A melhora do· ajuste é enorme, 
como mostra o G2 do modelo. Outras transformações do número de parceiros 
foram tentadas, como a raiz quadrada, mas não lograram melhor resultado 
que o logaritmo. 
O passo seguinte foi explorar a possibilidade de se descartar algumas 
das variáveis do modelo. Os testes x2 para a hipótese do parâmetro ser zero 
são um bom indicativo das variáveis candidatas a serem retiradas. A decisão 
final sempre foi tomada com base em testes da razão de verossimilhança, pela 
diferença dos G2 de dois modelos embutidos. A tabela dos x2 para o modelo 2 
(Tabela 5.3) indica 3 variáveis como passíveis de retirada: ARTRETB, MA-
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Variable=PARCEIRO Numero de parceiros 
Mean 48.54183 Med 15 
Histogram 
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Figura 5.1: Histograma da variável PARCEIRO. 
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Variable=PARCLOG Log do numero de parce1ros + 1 
Mean 2.871413 Med 2.772589 
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Histogram 
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Figura 5.2: Histograma da variável PARCLOG. 
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Tabela 5.3: Valores do teste x2 para a hipótese de que os parâmetros do 
modelo 2 são zero. 
Variável GL QUI-QUADRADO !'ROB 
INTERCEPT 1 96.80 0.0001 
PARCLOG 1 58.17 0.0001 
AGULHA 1 9.íi8 0.0019 
RETOENTB 1 32.01 0.0001 
RETOPARB 1 1.96 0.1618 
MAORETB 1 3.63 0.0568 
ARTRETB 1 1.61 0.2042 
ORETB e RETOPARB. A variável MAORETB apresenta um p=0,057, no 
limite para um teste de significância de 5%. A variável ARTRETB já apre-
senta um p bem maior (p=0,204). Como estas 2 variáveis provavelmente 
descrevam um risco originado por traumatismo retal, tentamos substituí-las 
por apenas uma variável que foi gerada como sendo MAOARTB=ARTREB 
ou MAORETB. Isto é, esta nova variável assume valor 1. quando uma das 
duas é 1 e valor O quando as duas são O. Um novo modelo foi ajustado 
incluindo esta variável (modelo 3). Em seguida retiramos as duas variáveis 
originais (modelo 4). Fazendo o teste; temOs que Gf4)- Gf3) = 4, 20 que tem 
distribuição x2 com 2 gr.aus de liberdade e portanto o teste é não significante 
a 5% - aceitamos que as duas variáveis retiradas ~ejam zero. 'J 
A próxima variável a ser examinada é RETOPARB, que pelo x2, não 
está sendo importante no modelo. Assim o modelo 5 foi ajustado sem esta 
variável. O teste da razão de verossimilhança Gfs) -Gf4 ) = 2, 22, que também 
é não significante a 5% e 1 grau de liberdade._ Observando a Tabela 5.4 com 
os x2 das variáveis vemos que não há. mais nenhuma a ser retirada. Vencido 
este passo, estudaremos a conveniência da inclusão de algumas interações no 
modelo. 
Para estudar as interações, foram ajustados os modelos de 6 a 9. As 
diferenças dos G2 em relação ao modelo 5 mostram que em nenhum caso a 
diferença foi significante. A análise dos x2 das novas variáveis também não 
indica que qualquer delas possa ter maior importância para o modelo. Assim, 
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Tabela 5.4: Valores do teste x2 para a hipótese de que os parâmetros do 
modelo 5 são zero e dos coeficientes da regressão. 
Variável fi exp(fi) GL QUI-QUADRADO PROB 
INTERCEPT -2.63 0.07 I 105.09 0.0001 
PARCLOG 0.53 1.70 I 63.30 0.0001 
AGULHA 1.22 3.39 I 10.21 0.0014 
RETOENTB 1.21 3.35 I 36.74 0.0001 
MAOARTB 0.52 1.68 I 6.55 0.0105 
ficamos com o modelo 5 como o modelo mais simples que melhor se ajusta 
aos dados observados. 
O modelo 5 parece concordar com o conhecimento atual sobre con-
taminação pelo vírus da AIDS. As variáveis que aparecem com maior peso 
no ajuste são aquelas que indicam intensidade de relações homossexuais, ou 
seja, o número de parceiros masculinos e o fato do entrevistado ser penetrado 
ou não pelos parceiros. Em seguida aparece a questão da partilha de agulhas 
para injeção endovenosa, fator que hoje ganha destaque em alguns centros. 
E finalmente um fator que deve representar um risco coadjuvante à relação 
homossexual pela ação traumática, que é o uso de artefatos ou da mão para 
introdução anal. Não se pode esquecer que estes dados foram obtidos em São 
Francisco, Califórnia, onde existe uma comunidade homossexual numerosa. 
Em termos quantitativos, podemos avaliar o acréscimo de risco para 
cada um "dos fatores em estudo através da exponencial dos parâmetros ajus-
tados para cada fator. b número de parceiros é o principal fator de risco, 
apresentando um coeficiente de 0,53. Se lembrarmos que o número de par-
ceiros em escala logaritmica vai até próximo de 7, a razão de odds para esta 
variável será de até exp (7 X O, 53) = 40, 85 para um indivíduo com grande 
número de parceiros. Em seguida, AGULHA e RETOENTB apresentam 
uma razão de odds em torno de 3,4 para exposição. A menor .razão de odds 
fica por conta de MAOARTB, com 1,68. Mais uma vez, a análise está de 
acordo com o conhecimento atual sobre AIDS, que revela que a promiscuidade 
representada pelo número de parceiros sexuais e pelo uso de agulhas com-
partilhadas por várias pessoas tem se constituído no fator mais importante 
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para a transmissão. Vemos também que o fato do. indivíduo ser penetrado 
pelo parceiro constitui um risco adicional importante, enquanto que penetrar 
o parceiro não. Por fim, um risco coadjuvante é associado à prática da in-
trodução anal de artefatos ou da mão ou punho, que deve aumentar o risco 
de contaminação por ação traumática, facilita.tido a entrada do vírus. 
Outro aspecto interessante do ajuste diz respeito à transformação 
que se revelou apropriada P!l:ra a variável PARCEIRO. A transformação lo-
garítmica produz o efeito de expandir os valores baixos e comprimir forte-
mente os valores altos. A escala linear vai de O até próximo de 1000, sendo 
o meio da escala ocupado pelo valor 500. Os dados em escala logarítmica 
vão de O a próximo de 7, sendo 3,5 o meio da escala, ou 32 parceiros. Isto 
significa que, na verdade, o maior aumento do risco se dá com número inter-
mediário de parceiros, sendo que o aumento do número de parceiros de 400 
para 1000 (6 para 7 em log, aproximadamente) é menos-Ímportante.que o 
aumento de 1 para 7 parceiros (0,7 para 2 em log, aproximadamente). Este 
fato é intensificado pelo fato de estarmos em escala logística. 
Os programas utilizados para o ajuste dos modelos estão no Apên-
dice A e as listagens completas das saídas do computador estão no Apên~ 
dice B. 
5.3 Diagnóstico 
Após a escolha do modelo mais adequado aos dados, é importante 
que se faça uma avaliação crítica dos resultados para que se tenha certeza 
de que o modelo não está sendo perturbado por algumas das observações. 
Para isso, calculamos algumas quantidades descritas no capítulo anterior, na 
seção 4.3: os 9i, os X i, os hii e os c}. Os programas utilizados Para o cálculo 
desses elementos estão no Apêndice A. Os resultados são apresentados em 
forma de gráficos. A Figura 5.3 apresenta o gráfico dos 9i contra o número 
da observação e a Figura 5.4, uma análise descritiva dos g1• A Figura 5.5 
apresenta o gráfico dos elementos da diagonal de H contra o número da 
observação. A Figura 5.6 apresenta o gráfico dos d contra. o número da 
observação. 
O gráfico que apresenta os componentes da estatística da equação de 
verossimilhança (gi) mostra que não há observações muito distanciadas das 
outras. Quatro observações se situam um pouco mais distantes (93, 103, 
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UNIVARIATE PROCEDURE 
Variable=GI 
N 251 Sum Wgts 
Mean 0.066333 Med 
Std Dev 1. 031218 Variance 
Skewness -o .57852 Kurtosis 
uss 266.957 css 
cv 1554.618 Std Mean 
T:Mean=O 1. 019092 Prob>ITI 
Extremes 
Lovest Obs Highest 
-2.89117( 245) 1. 738377( 
-2.87306( 113) 1. 779321( 
-2.28492( 138) 1. 941333( 
-2 .15783( 248) 2.222968( 
-2.08573( 177) 2.327207( 
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Figura 5.4: Análise descritiva dos componentes de G2 . 
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113 e·245), mas não parecem constituir problema. Uma discreta tendência 
descendente aparece neste gráfico, indicando que, talvez, uma outra trans-
formação pudesse melhorar um pouco mais o ajuste. Aparentemente há uma 
discreta tendência de resíduos positivos para valores baixos. de PARCLOG 
e negativos para valores altos. Uma análise descritiva dos di aparece na Fi-
gura 5.4 e mostra que eies têm uma distuibuição próxima da norinal com 
média O e variância 1. Veja o gráfico probabilístico normal no Apêndice B. 
O gráfico dos elementos da diagonal de H (hii) apresenta 2 observações 
destacadas, a observação 5 e a 194. O gráfico dos c} apresenta 3 observações 
destacadas: 5, 103 e 113. A observação 5 se repete nos 2 gráficos, apre&en-
tando-se como a mais influente no ajuste. Vejamos o valor das variáveis em 
estudo para estas observações: 
R 
p E M 
A A T A 
R G o o T c p 
c u E A o A R 
o L L N R T s E 
B o H T T A o D 
s G A B B L s 
5 o .69315 o 1 o 26 3 0.25916 
103 3.04452 o o o -10 6 0.26493 
113 3.04452 1 1 1 2 o 0.87301 
194 4.61512 o 1 o 20 16 0.73446 
A observação 5 apresenta um número baixo de parCeiros, e valor 1 
apenas para RETOENTB. A observação 103 apresenta um número médio de 
parceiros e O para as outras variáveis e a observação 113, também um número 
médio de parceiros e 1 para as outras variáveis. A observação 194 apresenta 
um número -relativamente alto de parceiros e 1 _apenas para RETOENTB. 
Não é difícil perceber que são todas pontos extremos no espaço de desenho, 
o que confere esta característica de grande influência. O cuidado que deve 
se ter com estas observações é de se certificar da correção das respostas aos 
' 
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questionários, para evitar que peq·1enos erros possam provocar grandes al-
terações no modelo. Por outro lado, se os dados estão corretos, não é lícito 
retirar estas observações do conjunto de dados, visto que, por sua influência 
no ajuste são importantes e carregam muita informação proporcionalmente 
às outras observações visto que estão relativamente solitárias no espaço de de-
senho, trazem informação sobre grupos de indivíduos que as outras variáveis 
não trazem .. Como afirma Pregibon (1981 [16]), o intuito desta análise não é 
criar modelos utópicos e artificiais pela retirada dos pontos que se mostram 
mal ajustados ou influerites, mas sim identificar os pontos que apresentam 
um impacto substancial no ajuste. 
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Apêndice A 
Listagem dos programas 
Neste apêndice apresentamos as listagens comentadas dos programas 
utilizados para a análise do conjunto de dados apresentada no Capítulo 5. 
Toda a parte computacional foi realizada com o SAS, quase todo o tempo ro-
dando em um microcomputador do tipo PC-XT. Um IBM 3090 foi utilizado 
eventualmente com o intuito apenas de reduzir o tempo de processamento, 
visto que toda a análise pode ser realizada no PC. 
Para ajustar um modelo de regressão logística através do SAS,-utilizá-
se o procedimento CATMOD. Este procedimento é genérico, permitindo o 
ajuste de vários modelos para dados categóricos, como o modelo log-linear e o 
modelo logístico ajustado por quadrados mínimos ponderados. Para o ajuste 
por- Máxima Verossirrúlhança, as opções ML e NOGLS devem ser utilizadas. 
O programa a seguir ajusta o modela 1 da Tabela 5.2: 
title 'Modelo 1'; 
proc catmod data=baseline; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb; 
model hiv=parceiro agulha retoentb retoparb maoretb artretb 
I ~ogls ml noprofile; 
run; quit; 
A declaração POPULATION define quais variáveis servirão para a divisão 
dos dados em populações distintas. Se esta declaração for omitida, as po-
pulações serão criadas a partir das variáveis citadas na declaração MODEL. 
Isto pode não ser conveniente quando modelos seqüenciais estão sendo ajus-
tados e queremos sempre CQ.ffiparar com o mesmo modelo saturado. A de-
claração DIRECT faz com que as variáveis incluídas no modelo sejam coloca-
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das na matriz de desenho diretamente, sem a criação de variáveis indicadoras. 
Assim, temos total controle da matriz de desenho. Se nosso exemplo tivesse 
variáveis com mais de 2 níveis, teríamos que criar as variáveis indicadoras 
' . necessanas. 
A seguir, criamos um novo conjunto de dados que contém as- variáveis 
do anterior mais a vafiável PARCLOG: 
data baselin2; 
set baselin2; 
parclog=log(parceiro+l); 
if parceiro=. or agulha=. or retoentb=. or retoparb=. or 
maoretb=. or artretb=. then delete; 
run· 
' 
e aproveitamos -para retirar do arquivo as observações- que contêm alguma 
variável com dados registrados como faltante ( míssing), visto que estas ob-
servações não são utilizadas no ajuste do modelo. 
A seguir ajustamos o modelo 2 e criamos a variável MAOARTB: 
proc catmod data=baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb· artretb 
parclog; 
model hiv=parclog agulha retoentb r~toparb maoretb artretb 
I nogls ml noprofile; 
run; quit; 
data baselin2; 
set baselin2 ; 
maoartb=(maoretb=l or artretb=l); 
output; 
run; 
E em seguida ajustamos os modelos de 3 a 9: -title 1 Modelo 3 1 ; 
proc catmod data=baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb 
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parclog maoartb; 
model hiv=parclog agulha retoentb retoparb maoretb artretb 
maoartb I nogls ml noprofile; 
run; quit; 
title 'Modelo 4'; 
proc catmod data=baselin2; 
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population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb 
parclog maoartb; 
mode~hiv;parclog agulha retoentb retoparb maoartb 
I nogls ml noprofile; 
run; quit; 
title 'Modelo 5 1 ; 
proc catmod data=baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb 
parclog maoartb; 
model hiv;parclog agulha retoentb maoartb 
I nogls ml noprofile; 
run; quit; 
title 1 Modelo 6'; 
proc catmod data=baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parc~iro agulha retoentb retoparb maoretb artretb 
parclog maoartb; 
model hiv;parclog agulhalretoentblmaoartb 
I nogls ml noprofile; 
run; quit; 
title 'Modelo 7'; 
proc catmod data==baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb 
parclog maoartb; 
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model h i v=parclog agulha retoentb maoartb aguJ.ha*parclog 
I nogls ml noprofile; 
run; quit; 
ti tle 'Modelo 8 1 ; 
proc catmod data=baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb 
parclog maoartb; 
model hiv=parclog agulha retoentb maoartb retoentb*parclog 
I nogls ml noprofile; 
run; quit; 
title 'Modelo 9'; 
proc catmod data=baselin2; 
population parceiro agulha retoentb retoparb maoretb artretb; 
direct parceiro agulha retoentb retoparb maoretb artretb 
parclog maoartb; 
model hiv=parclog agulha retoentb maoartb maoartb*parclog 
I nogls ml noprofile; 
run; quit; 
Agora apresentamos os programas utilizados para calcular as medi-
das de diagnóstico. Como o conjunto de dados original apresentava uma 
linha para cada das 777 observações válidas e temos apenas 251 populações 
·, ( ca.sela.s ), vamos compactar o arquivo de modo o termos apenas uma linha 
pa.ra ca.da população. Isto possibilit.a que as probabilidades' ajustadas sejam 
a.ssociadas a cada população sem dificuldade. 
proc summary nway data=baselin2; 
class parclog agulha retoentb retoparb maoretb artretb 
maoartb; 
var hiv; 
output out=basesumm n=total sum=casos; 
run; 
Para que os dados nesta forma possam ser utilizados pelo CATMOD, 
é necessário que a variável resposta binária seja recriada e uma variável com 
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pesos (número de casos ou controles) seja calculada a partir do número de 
casos e_ do total de cada população: 
data basesum2; 
set basesumm; 
hiv=O; peso=total-casos; output; 
hiv=1; peso=casos; output; 
run; 
Agora estamos prontos para rodar o modelo escolhido como melhor e 
pedir que as probabilidades ajustadas sejam gravadas em um arquivo (BA-
SEPRED). As variáveis da declaração POPULATION devem ser exatamente 
as mesmas e na mesma· ordem das colocadas na declaração CLASS do pro-
cedimento SUMMARY, de forma que as populações formadas estejam na 
mesma ordem. 
pro c catmod data=basesum.2; 
weight peso; 
population parclog agulha retoentb retoparb maoretb artretb 
mao~tb; 
direct parclog agulha retoentb retoparb maoretb artretb 
maoartb; 
response I out=basepred; 
model hiv=parclog agulha retoentb maoartb 
I nogls ml noprofile noiter; 
run; quit; 
O arqui~? criado tem mais informações do que desejamos, assi.m vamos 
apagar as linhas que contêm informações que não dizem respeito à. probabili-
dade de adoecer e con8erva.r apenas as variáveis que nOs intere8sa.m (_pRED_ 
e JlAMPLE-): 
data basepred; 
set basepred; 
if _number_-=2 then delete; 
keep _sample __ pred_; 
run; 
Agora vamos associar as probabilidades ajustadas pelo modelo 5 ao 
conjunto de dados compactado) de forma que tenhamos todas as informações 
necessárias para calcular as medidas de interesse: 
76 
data basesumm; 
merge basesumm basepred; 
run; 
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Finalmente, calculamos as medidas 9i e Xi e algumas outras variáveis 
auxiliares: 
data basesum3; · 
set basesumm; 
freqobs=casbs/total; 
logverhO=casos*log(_pred_) + (total-casos)*log(l-_pred_); 
if casos=O or casos=total then logverhl=O; 
else logverhl=(casos•log(freqobs) + 
(total-casos)•log(l-freqobs)); 
g2i=-2•(logverh0-logverh1); 
gi=(-l)**(freqobs<_pred_)*sqrt(g2i); 
vii=total*_pred_*(l-_pred_); 
xi=(casos-(total*_pred_))/sqrt(vii); 
output; 
run; 
Para. calcular os elementos da diagonal da matriz de projeção, é muito 
mais fácil utilizar um pacote que faça cálculos matriciais. Mesmo assim, 
a matriz de covariâ.ncia, na maiorÍa dos casos, não caberá na memória do 
computador. Assim, usamos um artifício para Calcular apenas a diagonal da 
matriz de projeção e não a matriz inteira. Isto é muito mais eficiente em 
termos de utilização de memória e de tempo de pracessamento. No nosso 
caso utilizamos o IML, linguagem acoplada ao SAS. 
proc iml wrksize=90; 
use basesum3_var{_pred_ total casos parclog retoentb agulha 
niaoartb vii}; 
read all var{parclog agulha retoentb maoartb} into x; 
read all var{total} into freq; 
. read all v ar{ vi i} into v; 
read all var{_pred_} into pc; 
close basesum3; 
x=j(nrow(x),1) llx; 
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v=sqrt(v); 
xlv=j(ncol(x),nrov(x)); 
xl=x'; 
do i=l to nrow(xlv); 
do j=l to ricol(xlv); 
xlv[i ,j]=xl[i ,j]•v[j ,1]; 
end; 
end; 
s=inv(xlv*xlv'); 
hii=j(nrow(x),l); 
do i=l to nrov(x); 
hii [i, l]=xlv[, i], *s*xlv [,i]; 
end; 
create diagh from hii (I colname=\{hii \}I); 
edit diagh; setout diagh; 
append from hii; 
close diagh; 
quit; 
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Os elementos da diagonal de H foram colocados num arquivo de nome 
DIAGH, que agora pode ser mesclado ao nosso arquivo principal: 
data basesum3; 
merge basesum3 diagh; 
run; 
Fi.nalizando, calculamos os valores dos c1: 
data basesum3; 
set basesum3; 
c1i=(xi**2*hii)/((1-hii)**2); 
run; 
Apêndice B 
Listagem das saídas de 
computador 
Modelo 1 
CATMOD PRDCEDURE 
RESPONSE: HIV 
WEIG!IT VARIABLE: 
DATA SET: BASELINE 
RESPONSE LEVELS (R)= 2 
POPULATIDNS (S)= 251 
TOTAL FREQUENCY (N)= 777 
DBSERVATIDNS (OBS)= 777 
ANALYSIS DF VARIANCE TABLE 
SOURCE DF CHI-SQUARE PRDB 
INTERCEPT 1 59.16 0.0001 
PARCEIRO 1 15.39 0.0001 
AGULHA 1 11.34 0.0008 
RETDENTB 1 32.33 0.0001 
RETDPARB 1 . 5.87 0.0154 
MAORE:TB 1 4.62 0.0316 
ARTRE:TB 1 3.16 0.0754 
LIKELIHDOD RATIO 244 306.31 0.0041 
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ANALYSIS OF INDIVIDUAL PARAMETERS 
STANOARD CHI-
EFFECT PARAMETER ESTIMA TE ERROR SQUARE PROB 
------------------------------------------------------------
INTERCEPT 1 1.7014 0.22121 59.16 0.0001 
PARCEIRO 2 -. 005051 .0012876 15.39 0.0001 
AGULHA 3 -1.26181 0.374659 11.34 0.0008 
RETOENTB 4 -1.1333 o .199327 32.33 o. 0001 
RETOPARB 5 -0.512 0.21125 5.87 0.0154 
MAORETB 6 -.836819 0.389409 4.62 0.0316 
ARTRETB 7 -0.36805 0.20701 3.16 0.0754 
Modelo 2 
CATMOD PROCEDURE 
RESPONSE: HIV RESPONSE LEVELS (R)= 2 
WEIGHT VARIABLE: POPULATIONS (S)= 251 
DATA SET: BASELINE TOTAL FREQUENCY (N)= 777 
OBSERV:ATIONS (OBS)= 777 
ANALYSIS OF VARIANCE TABLE 
SOURCE DF CHI -SQUARE PROB 
INTERCEPT 1 96.80 0.0001 
PARCLOG 1 58.17 0.0001 
AGULHA 1 9.68 0.0019 
RETOENTB 1 32.01 0.0001 
RETOPARB 1 1.96 o .1618 
MAORETB 1 3.63 0.0568 
ARTRETB 1 1.61 0.2042 
LIKELIHOOD RATIO 244 263.57 o. 1859 
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ANALYSIS DF INDIVIDUAL PARAMETERS 
STANDARD CHI-
EFFECT PARAMETER ESTIMA TE ERRDR SQUARE PRDB 
-----------------------------------------------------------
INTERCEPT 
PARCLOG 
AGULHA 
RETDENTB 
RETDPARB 
MADRETB 
ARTRETB 
RESPDNSE: HIV 
WEIGHT VARIABLE: 
DATA SET: BASELINE 
1 2.77568 0.282123 96.80 0.0001 
2 -.512095 .0671446 58.17 o. 0001 
3 -1.19636 0.384524 9.68 0.0019 
4 -1.15974 0.204973 32.01 o. 0001 
5 -.307062 0.21947 1.96 0.1618 
6 -.757123 0.397469 3.63 0.0568 
7 -.272361 0.214494 1.61 0.2042 
Modelo 3 
CATMDD PRDCEDURE 
RESPDNSE LEVELS (R)= 2 
POPULATIONS (S)= 251 
TOTAL FREQUENCY (N)= 777 
DBSERVATIDNS (DBS)= 777 
ANALYSIS OF VARIANCE TABLE 
SDURCE DF CHI -SQUARE PRDB 
INTERCEPT 1 96.70 0.0001 
PARCLDG 1 57.53 0.0001 
AGULHA 1 9.88 0.0017 
RETDENTB 1 31.43 0.0001 
RETOPARB 1 1.90 0.1680 
MADRETB 1 0.64 0.4252 
81 
82 
ARTRETB 
MAOARTB 
LIKELIHOOD RATIO 
ANALYSIS 
Apêndice B. Listagem das saídas de computador 
1 
1 
243 
1.52 
2.32 
260.54 
OF INDIVIDUAL PARAMETERS 
STANDARD 
0.2182 
0.1279 
0.2098 
CHI-
EFFECT PARAMETER ESTIMATE ERRO R SQUARE PROB. 
----------------------------------------------------------~ 
INTERCEPT 
PARCLOG 
AGULHA 
RETOENTB 
RETOPARB 
MAORETB 
ARTRETB 
MAOARTB 
RESPONSE: HIV 
WEIGHT VARIABLE: 
DATA SET: BASELINE 
1 2.7756 o .282262 96.70 0.0001 
2 -.509212 .0671325 57.53 o. 0001 
3 -1.20869-- 0.38444 9.88 -0.0017 
4 -1.15238 0.205564 31.43 0.0001 
5_ -.302995 0.219759 1.90 0.1680 
6 -.356388 0.446966 0.84 0.4252 
7 1.40796 1.14339 1.52 0.2182 
8 -1.77043 1.16277 2.32 o .1279 
Modelo 4 
CA TMOD PROCEDURE 
RESPONSE LEVELS (R)= 2 
POPULATIONS (S)= 251 
TOTAL FREQUENCY (N)= 777 
OBSERVATIONS (OBS)= 777 
ANALYSIS OF VARIANCE TABLE 
SOURCE 
INTERCEPT 
PARCLOG 
DF CHI-SQUARE 
1 
1 
97.62 
57.89 
PROB 
0.0001 
0.0001 
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AGULHA 1 9.96 0.0016 
RETDENTB 1 30.94 0.0001 
RETDPARB 1 2.2D 0.1377 
MADARTB 1 6.45 o. 0111 
LIKELIHDDD RATID 245 264.74 o:1844 
ANALYSIS DF INDIVIDUAL PARAMETERS 
STANDARD CHI-
EFFECT PARAMEIER ESTIMATE ERRDR SQUARE PRDB 
INTERCEPT 
PARCLDG 
AGULHA 
RETDENTB 
RETDPARB 
MADARTB 
RESPDNSE: HIV 
1/EIG!IT VARIABLE: 
DATA SET: BASELINE 
1 
2 
3 
4 
5 
6 
2.78753 0.282132 97.62 O.OD01 
-.510359 .0670796 57.89 o. 0001 
-1.20716 D.382533 9.96 O.D016 
-1.13971 0.204912 30.94 0.0001 
-.325416 0.219224 2.20 0.1377 
-.512237 0.201677 6.45 o. 0111 
Modelo 5 
CATMDD PRDCEDURE 
RESPDNSE LEVELS (R)= 2 
PDPULATIDNS (S)= 251 
TOTAL FREQUENCY (N)= 777 
OBSERVATIDNS (DBS)= 777 
ANALYSIS OF VARIANCE TABLE 
SDURCE DF CHI -SQUARE PRDB 
--------------------------------------------------
INTERCEPT 
PARCLDG 
1 
1 
105.09 
63.30 
0.0001 
O.OOD1 
83 
84 
AGUUIA 
RETOENTB 
HAOARTB 
LIKELIHOOD RATIO 
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1 
1 
1 
246 
10.21 
36.74 
6.55 
266.96 
0.0014 
0.0001 
0.0105 
0.1713 
ANALYSIS OF INDIVIDUAL PARAMETERS 
STANDARD 
EFFECT PARAMETER ESTIMATE ERRDR 
CHI-
SQUARE PROB 
INTERCEPT 
PARCLOG 
AGULHA 
RETOENTB 
MAOARTB 
RESPONSE: HIV 
WEIGHT VARIABLE: 
DATA SET: BASELINE 
1 2.62562 0.256122 105.09 0.0001 
2 -.527215 .0662666 63.30 0.0001 
3 -1.223 0.382698 
j 
10.21 0.0014 
4 -1.20983 0.199586 36.74 0.0001 
5 -.515477 0.201451 6.55 0.0105 
Modelo 6 
CA TMOD PROCEDURE 
RESPONSE LEVELS (R)= 2 
POPULATIONS (S)= 251 
TOTAL FREQUENCY (N)= 777 
OBSERVATIONS (OBS)= 777 
ANALYSIS OF VARIANCE TABLE 
SOURCE 
INTERCEPT 
PARCLOG 
AGUUIA 
RETOENTB 
DF CHI-SQUARE 
1 
1 
1 
1 
101.08 
63.18 
0.01 
33.81 
PROB 
0.0001 
0.0001 
0.9423 
0.0001 
I 
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AGULHA•RETDENTB 1 1.51 0.2196 
MADARTB 1 2.30 0.1291 
AGULHA•MADARTB 1 0.00 0.9765 
RETDENTB•MADARTB 1 0.74 0.3907 
AGULHA•RETDENTB•MADARTB 1 0.00 o. 9757 
LIKELIHDOD RATIO 242 263.60 0.1625 
ANALYSIS OF INDIVIDUAL PARAMETERS 
STANDARD CHI-
EFFECT PARAMETER ESTIMA TE ERRDR SQUARE PRDB 
------------------------------------------------------------
INTERCEPT 1 2.64293 0.262873 101.08 0.0001 
PARCLOG 2 -0.52927 .0665849 63.18 0.0001 
AGULHA 3 .0881907 1.21909 0.01 0.9423 
RETDENTB 4 -1.22596 0.21085 33.81 0.0001 
AGULHA•RETOENTB 5 -1.69459 1. 38047 1.51 0.2196 
MADARTB 6 -1.14695 0.755767 2.30 o. 1291 
AGULHA•MADARTB 7 -13.1757 446.506 0.00 0.9765 
RETDENTB*MADARTB 8 0.674881 0.786229 0.74 o .3907 
AGULHA•RETOENTB*MADARTB 9 13.6203 446.507 0.00 0.9757 
Modelo 7 
CATMDD PRDCEDURE 
RESPDNSE: HIV 
WEIGHT VARIABLE: 
DATA SET: BASELINE 
RESPDNSE LEVELS (R)= 2 
POPULATIDNS (S)= 251 
TOTAL FREQUENCY (N)= 777 
DBSERVATIDNS (DBS)= 777 
86 Apêndice B. Listagem das saldas de computador 
ANALYSIS DF VARIANCE TABLE 
SOURCE DF CHI -SQUARE PROB 
INTERCEPT 1 98.23 0.0001 
PARCLOG 1 55.78 0.0001 
AGULHA 1 0.01 0.9323 
RETOENTB 1 36.67 0.0001 
MAOARTB 1 6.61 0.0101 
AGULHA*PARCLOG 1 1.87 0.17.~.5 
LIKELIHOOD RATIO 245 264.79 0.1838 
ANALYSIS OF INDIVIDUAL PARAMETERS 
STANDARD CHI-
EFFECT PARAMETER ESTIMATE ERROR SQUARE PROB 
-----------------------------------------------------------
INTERCEPT 1 2.56199 0.258499 98.23 0.0001 
PARCLOG 2 -.504704 .0675759 55.78 0.0001 
AGULHA 3 .0841235 0.990356 0.01 0.9323 
RETOENTB 4 -1.20826 0.199521 36.67 0.0001 
MAOARTB 5 -.518885 0.201751 6.61 o. 0101 
AGULHA*PARCLOG 6 -0.47175 0.34496 1.87 0.1715 
., 
Modelo 8 
CATMOD PROCEDURE 
RESPONSE: HIV RESPONSE LEVELS (R)= 2 
WEIGHT VARIABLE: POPULATIONS (S)= 251 
DATA SET: BASELINE TOTAL FREQUENCY (N)= 777 
OBSERVATIONS (OBS)= 777 
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ANALYSIS OF VARIANCE TABLE 
SOORCE DF CHI-SQUARE PROB 
--------------------------------------------------
INTERCEPT 1 29.14 0.0001 
PARCLOG 1 7.49 0.0062 
AGULHA 1 10.07 0.0015 
RETOENTB 1 1.38 o. 2400 
MAOARTB 1 6.08 0.0137 
RETOENTB•PARCLOG 1 2.53 0.1114 
LIKELIHOOD RATIO 245 264.46 0.1876 
ANALYSIS OF INDIVIDUAL PARAMETERS 
STANDARD CHI-
EFFECT PARAMETER ESTIMATE ERROR SQUARE PROB 
-----------------------------------------------------------
INTERCEPT 
PARCLOG 
AGULHA 
RETOENTB 
MAOARTB 
RETOENTB•PARCLOG 
RESPONSE: HIV 
WEIGHT VARIABLE: 
DATA SET: BASELINE 
1 2.12312 0.393331 29.14 o. 0001 
2 -.350145 0.127907 7.49 0.0062 
3 -1.2179 0.38379 10.07 0.0015 
4 -.53956.2 0.459197 1.38 0.2400 
5 -.501227 0.203269 6.08 0.0137 
6 -.238802 0.149993 2.53 0.1114 
Mod'elo 9 
CATMOD PROCEDURE 
RESPONSE LEVELS (R)= 2 
POPULATIONS (S)= 251 
TOTAL FREQUENCY (N)= 777 
OBSERVATIONS (OBS)= 777 
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ANALYSIS DF VARIANCE TABLE 
SOURCE DF CHI -SQUARE PROB 
--------------------------------------------------
INTERCEPT 1 95.46 o. 0001 
PARCLOG 1 54.96 0.0001 
AGU!liA 1 . 10.28 0.0013 
RETOENTB 1 36.74 0.0001 
MAOARTB 1 4.28 0.0385 
PARCLOG*MADARTB 1 1.29 0.2553 
LIKELIHOOD RATIO 245 265.69 0.1737 
ANALYSIS DF INDIVIDUAL PARAMETERS 
STANDARD GHI-
EFFECT PARAMETER ESTIMATE ERROR SQUARE PRDB 
-----------------------------------------------------------
INTERGEPT 1 2.74564 0.281018 95.46 0.0001 
PARCLOG 2 -.568652 .0767078 54.96 0,0001 
AGU!liA 3 -1.22404 0.381823 10.28 0.0013 
RETOENTB 4 -1.21765 0.200884 36.74 0.0001 
MAOARTB 5 -1.0308 o .497986 4.28 0.0385 
PARCLOG•MAOARTB 6 0.174129 o .153078 1.29 0.2553 
'" 
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UNIVARIATE PROCEDURE 
Variable=GI 
N 
Me ao 
Std Dev 
Skewness 
U3S 
cv 
T:Mean=O 
Sgn Rank 
Num -. O 
100X Max 
75% Q3 
50Y. Med 
25% Q1 
oY. Min 
Range 
Q3-Q1 
Mo de 
Lowest 
-2.89117( 
-2.87306( 
-2.28492( 
-2 .15783( 
-2. 08573( 
Moments 
251 Surn Wgts 
0.066333 Sum 
1. 031218 Variance 
-0.57852 Kurtosis 
266.957 css 
1554.618 Std Mean 
1. 019092 Prob>ITI 
1613 Prob>ISI 
251 
Quantiles(Def=5) 
2.327207 99X 
0.801867 95Y. 
0.353579 90% 
-0.87676 10% 
-2.89117 57, 
1Y. 
5.218376 
1.67&628 
0.351048 
Extremes 
Obs 
245) 
113) 
138) 
248) 
177) 
Highest 
1. 738377 ( 
1. 779321 ( 
1.941333( 
2.222968( 
2. 327207( 
251 
16.64947 
1. 063411 
-o .44905 
265.8526 
0.06509 
0.3091 
o .1617 
1.941333 
1.398005 
1.158646 
-1.48755 
-1.72546 
-2.28492 
Obs 
25) 
68) 
14) 
103) 
93) 
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Histogram # 
2.25+> 2 
. ***** 9 
·************** 27 
·********************************* 65 
·**************************** 56 
-0.25+********* 18 
·*********** 22 
·************** 28 
·********* 18 
·- 4 -2.75+* 2 
----+----+----+----+----+----+---
* may represent up to 2 counts 
Normal Probability Plot 
2.25+ +++++ * 
I +++*****~ 
I ******** 
I ********* 
I ******++ 
-o. 25+ ***++ 
I ++**** 
I ++****** 
I +******* 
I +**** 
-2. 75+* 
+----+----+----+----+----+----+----+----+----+----+ 
-2 -1 o +1 +2 
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UNIVARIATE PROCEDURE 
Variable=XI 
N 
Mean 
Std Dev 
Skewness 
uss 
cv 
T:Mean=O 
Sgn Rank 
Num ~= O 
100% Max 
75% Q3 
50% Med 
25% Q1 
O% Min 
Range 
Q3-Q1 
Mo de 
Lowest 
-3.76367( 
-3. 70793( 
-3 .04279( 
-2.79345( 
-2.31882( 
Momenta 
251 Sum Wgts 
0.012093 Sum 
0.987407 Variance 
-0.818 Kurtosis 
243.7796 css 
8164.834 Std Mean 
0.194039 Prob>ITI 
1293 Prob>ISI 
251 
Quantiles(Def=5) 
2.401082 99% 
0.647919 95% 
0.290381 90% 
-0.71614 10% 
-3.76367 5% 
1% 
6.164753 
1.364055 
0.252102 
Extremes 
Obs 
245) 
Ü3) 
248) 
177) 
138) 
Highest 
1. 820204( 
1.849958( 
1.879137( 
2.337994( 
2.401082( 
251 
3.035445 
0.974972 
-1.106168 
243.7429 
0.062325 
0.8463 
0.2623 
1.879137 
1.287257 
0.978081 
-1.37053 
-1.69642 
-3.04279 
Obs 
88) 
93) 
25) 
14) 
103) 
91 
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UNIVARIATE P~OCEDURE 
Variable=HII 
N 
Mean 
Std Dev 
Skewness 
uss 
cv 
T:Mean:::O 
Sgn Rank 
Num -= O 
100Y, Max 
75X Q3 
SOY. Med 
25X Q1 
OY, Min 
Range 
Q3-Q1 
Mo à e 
Lowest 
0.002901( 
0.002906( 
0.002906( 
0.002917( 
0.002945( 
Moments 
251 Sum Wgts 
o. 01992 Sum 
0.018487 Variance 
2.5646 Kurtosis 
o .185043 css 
92.80433 Std Mean 
17.07138 Prob>ITI 
15813 Prob>ISI 
251 
Quantiles(Def=5) 
o .147375 991\ 
0.027384 95X 
o .013714 90X 
0.007365 101\ 
o. 002901 5% 
lY. 
0.144475 
0.020018 
0.007672 
Extremes 
Obs 
85) 
97) 
96) 
82) 
75) 
Highest 
o. 068723( 
o. 07291 ( 
0.081336( 
0.107042( 
0.147375( 
251 
5 
0.000342 
10.65042 
0.085442 
0.001167 
0.0001 
o. 0001 
0.081336 
0.056337 
0.041794 
0.0061 
0.004231 
0.002906 
Obs 
67) 
21) 
157) 
194) 
5) 
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Variable=C1I 
N 
Mean 
Std Dev 
Skewess 
uss 
cv 
T:Mean:O 
Sgn Rank 
Num -= O 
100Y. Max 
75Y. Q3 
so:t. Med 
25Y. Q1 
Oh Min 
Range 
Q3-Q1 
Mo de 
Lowest 
4.169E-7( 
0.000019( 
0.000027( 
0.000055( 
0.000074( 
UNIVARIATE PROCEDURE 
Moments 
251 Sum Wgts 
0.024093 Swn 
0.063031 Variance 
5. 605067 Kurtosis 
1.138908 css 
261.6171 Std Mean 
6.055788 Prob>ITI 
15813 Prob>ISI 
251 
Quantiles(Def=5) 
0.56747 99Y. 
0.018883 95% 
0.00558 90Y. 
o. 00139 10% 
4.169E-7 5% 
1Y. 
0.56747 
0.017493 
0.000578 
Extremes 
Obs 
89) 
38) 
28) 
64) 
251) 
Highest 
0.225534( 
0.290574( 
o. 377374( 
0.484915( 
0.56747( 
251 
6.047262 
0.003973 
37.76948 
o. 993213 
0.003978 
0.0001 
0.0001 
0.377374 
o .11015 
o. 050035 
0.000578 
0.000293 
0.000027 
Obs 
245) 
21) 
103) 
113) 
5) 
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