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A CONSTRAINED NEVANLINNA-PICK INTERPOLATION
PROBLEM FOR MATRIX-VALUED FUNCTIONS
JOSEPH A. BALL, VLADIMIR BOLOTNIKOV, AND SANNE TER HORST
Abstract. Recent results of Davidson-Paulsen-Raghupathi-Singh give neces-
sary and sufficient conditions for the existence of a solution to the Nevanlinna-
Pick interpolation problem on the unit disk with the additional restriction that
the interpolant should have the value of its derivative at the origin equal to
zero. This concrete mild generalization of the classical problem is prototypi-
cal of a number of other generalized Nevanlinna-Pick interpolation problems
which have appeared in the literature (for example, on a finitely-connected pla-
nar domain or on the polydisk). We extend the results of Davidson-Paulsen-
Raghupathi-Singh to the setting where the interpolant is allowed to be matrix-
valued and elaborate further on the analogy with the theory of Nevanlinna-Pick
interpolation on a finitely-connected planar domain.
1. Introduction
The classical Nevanlinna-Pick interpolation problem [19, 17] has a data set
D : (z1, w1), . . . , (zn, wn) (1.1)
where (z1, . . . , zn) is an n-tuple of distinct points in the unit disk D = {λ ∈ C :
|λ| < 1} and (w1, . . . , wn) is a collection of complex numbers in C, and asks for
the existence of a Schur-class function s, i.e., a holomorphic function s mapping
the open unit disk D into the closed unit disk D, such that s satisfies the set of
interpolation conditions associated with the data set D:
s(zj) = wj for j = 1, . . . , n. (1.2)
The well-known existence criterion [19] is the following: there exists a Schur-class
function s satisfying the interpolation conditions (1.2) if and only if the associated
Pick matrix given by
P =
[
1− wiwj
1− zizj
]
i,j=1,...,n
(1.3)
is positive-semidefinite. In the recent paper [7], Davidson-Paulsen-Raghupathi-
Singh considered a variant of the classical problem, where the Schur class S is
replaced by the constrained Schur-class S1 consisting of Schur-class functions s
satisfying the additional constraint s′(0) = 0. It is readily checked that S1 is the
unit ball of the Banach algebra H∞1 = {f ∈ H∞(D) : f ′(0) = 0}. The constrained
Nevanlinna-Pick interpolation problem considered in [7] then is:
CNP: Find a function s ∈ S1 satisfying interpolation conditions (1.2).
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In case zj = 0 for some j, one can treat the problem as a standard Carathe´odory-
Feje´r interpolation problem with interpolation condition on the derivative at 0:
s(zj) = wj for j = 1, . . . , n, s
′(0) = 0 (1.4)
and the existence criterion has the same form: solutions exist if and only if a
slightly modified Pick matrix P is positive-semidefinite. If no zj is equal to 0, the
solvability criterion is given in [7] as follows. With a pair (α, β) of complex numbers
we associate the positive kernel on D× D
Kα,β(z, w) = (α+ βz)(α+ βw) +
z2w2
1− zw. (1.5)
Theorem 1.1. The problem CNP has a solution if and only if the matrix[
(1− wiwj)Kα,β(zi, zj)
]
i,j=1,...,n
(1.6)
is positive-semidefinite for each choice of (α, β) ∈ C2 satisfying |α|2 + |β|2 = 1.
In practice in Theorem 1.1 it suffices to work with pairs for which α 6= 0. The
paper [7] gives a second solution criterion for the problem CNP.
Theorem 1.2. The problem CNP has a solution if and only if there exists λ ∈ D
such that the matrix [
z2i z
2
j − ϕλ(wi)ϕλ(wj)
1− zizj
]
i,j=1,...,n
(1.7)
is positive-semidefinite, where ϕλ(z) =
z − λ
1− λz .
As pointed out in [7], the criteria (1.6) and (1.7) are complementary in the fol-
lowing sense. Using (1.6) to check that a solution exists appears not to be practical
since one must check the positive-semidefiniteness of infinitely many matrices; on
the other hand, to check that a solution does not exists is a finite test (if one
is lucky): exhibit one admissible parameter (α, β) such that the associated Pick
matrix (1 − wiwj)Kα,β(zi, zj) is not positive-semidefinite. The situation with the
criterion (1.7) is the reverse. To check that a solution exists using criterion (1.7) is a
finite test: one need only be lucky enough to find a single λ for which the associated
matrix (1.7) is positive-semidefinite. On the other hand, the check via (1.7) that
a solution does not exist requires checking the lack of positive-semidefiniteness for
an infinite family of Pick matrices.
The paper [7] also considers the matrix-valued version of the constrained Nevan-
linna-Pick problem. Here one specifies a data set
D : (z1,W1), . . . , (zn,Wn) (1.8)
where z1, . . . , zn are distinct nonzero points in D as before, but where now W1,
. . . , Wn are k × k complex matrices. We let (S1)k×k be the k × k matrix-valued
constrained Schur-class
(S1)k×k = {S ∈ (H∞(D))k×k : ‖S‖∞ ≤ 1 and S′(0) = 0}.
Then the k × k matrix-valued constrained Nevanlinna-Pick problem is:
MCNP: Find S ∈ (S1)k×k satisfying interpolation conditions
S(zj) =Wj for j = 1, . . . , n. (1.9)
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It is not difficult to show that a necessary condition for the existence of a solution
to the problem MCNP is that the matrix[
(Ik −WiW ∗j )Kα,β(zi, zj)
]
i,j=1,...,n
(1.10)
be positive-semidefinite for all pairs of complex numbers (α, β) with |α|2+ |β|2 = 1.
The main result in [7] on the problemMCNP is that this condition in general is not
sufficient: there exist three distinct nonzero points z1, z2, z3 in D together with three
k×k matricesW1,W2,W3 for some integer k > 1 so that the 3×3 block matrix [(Ik−
WiW
∗
j )K
α,β(zi, zj)] is positive semidefinite for all choices of (α, β) with |α|2+|β|2 =
1 yet there is no function S ∈ (S1)k×k so that S(zi) =Wi for i = 1, 2, 3. One of the
main results of the present paper is that nevertheless Theorem 1.1 can be recovered
for the matrix-valued case if one enriches the collection
[
(I −WiW ∗j )Kα,β(zi, zj)
]
of Pick matrices to be checked for positive-semidefiniteness.
To state our results, we introduce some notation. For ℓ, ℓ′ a pair of integers
satisfying 1 ≤ ℓ ≤ ℓ′ ≤ k, we let G(ℓ′× ℓ) be the set of pairs (α, β) of ℓ′× ℓ matrices
subject to the constraints that αα∗ + ββ∗ = Iℓ′ and that α be injective. If two
elements (α, β) and (α′, β′) of G(ℓ′ × ℓ) are related by α′ = Uα, β′ = Uβ for a
ℓ′ × ℓ′ unitary matrix U , then the kernel functions Kα,β and Kα′,β′ (defined as in
(1.11) below) are the same. Thus what is of interest are the equivalence classes
of elements of G(ℓ′ × ℓ) induced by this equivalence relation (α, β) ≡ (α′, β′). If
we drop the restriction that α is injective, then such equivalence classes are in
one-to-one correspondence with the Grassmannian (as suggested vaguely by our
notation G(ℓ′ × ℓ)) of ℓ′-dimensional subspaces of 2ℓ-dimensional space; with the
injectivity restriction on α in place, G(ℓ′ × ℓ) still corresponds to a dense subset of
this Grassmannian. This is the canonical generalization of the analysis in [7] where
the special case ℓ′ = ℓ = 1 appears in the same context.
Given any (α, β) ∈ G(ℓ′×ℓ), we define the ℓ×ℓ-matrix kernel functionKα,β(z, w)
on D× D with values in Cℓ×ℓ by
Kα,β(z, w) = (α∗ + wβ∗)(α+ zβ) +
w2z2
1− wz Iℓ. (1.11)
Then we have the following result.
Theorem 1.3. The problem MCNP has a solution if and only if for each (α, β) ∈
G(ℓ′ × ℓ) and for all n-tuples (X1, . . . , Xn) of k × ℓ matrices X1, . . . , Xn where
1 ≤ ℓ ≤ ℓ′ ≤ k, it is the case that
n∑
i,j=1
trace
[
XjK
α,β(zi, zj)X
∗
i −W ∗j XjKα,β(zi, zj)X∗iWi
] ≥ 0. (1.12)
In case k = 1, we have ℓ′ = ℓ = 1 and then G(1 × 1) consist of pairs of complex
numbers (α, β) subject to |α|2+|β|2 = 1 and the associated kernelKα,β is as in (1.5).
Then the quantities X1, . . . , Xn are just complex numbers and it is straightforward
to see that the condition in Theorem 1.3 collapses to the positive-semidefiniteness
of the single matrix in (1.6) for each (α, β) ∈ G(1 × 1). In this way we see that
Theorem 1.3 contains Theorem 1.1 as a corollary. For the general case of Theorem
1.3, we see that restriction of Theorem 1.3 to the case where α, β are scalar k × k
matrices leads to the necessity of the positive-semidefiniteness of the matrix (1.10).
We also have an extension of Theorem 1.2 to the matrix-valued setting. Given
a data set D as in (1.8) with no zi equal to 0, the Pick matrix associated with the
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standard matrix-valued Nevanlinna-Pick problem for this data set is
P =
[
Ik −WiW ∗j
1− zizj
]
i,j=1,...n
. (1.13)
We define auxiliary matrices
Z =
z1Ik . . .
znIk
 , E =
Ik...
Ik
 , W =
W1...
Wn
 . (1.14)
ForX a free-parameter k×k matrix, known results on matrix-valued Carathe´odory-
Feje´r interpolation (see e.g. [4]) show that the Pick matrix for the Carathe´odory-
Feje´r interpolation problem of finding S ∈ (S)k×k satisfying the extended set of
interpolation conditions
S(zj) =Wj for j = 1, . . . , n and S(0) = X, S
′(0) = 0
is given by
P′X =
 P E −WX∗ Z(E −WX∗)E∗ −XW ∗ Ik −XX∗ 0
(E∗ −XW ∗)Z∗ 0 Ik −XX∗
 . (1.15)
A standard Schur-complement manipulation shows that the Pick matrix P′X being
positive-semidefinite is equivalent to the positive-semidefiniteness of the matrix
PX =

P E −WX∗ Z(E −WX∗) 0 0
E∗ −XW ∗ Ik 0 X 0
(E∗ −XW ∗)Z∗ 0 Ik 0 X
0 X∗ 0 Ik 0
0 0 X∗ 0 Ik
 . (1.16)
We are thus led to the following result.
Theorem 1.4. The problem MCNP has a solution if and only if there exists a
k × k matrix X so that the matrix PX given by (1.16) is positive-semidefinite.
For the case k = 1 the criterion in Theorem 1.4, while of the same flavor, is some-
what different from the criterion in Theorem 1.2 since the free parameter X = [x]
in the matrix Px appears linearly in (1.16) while the free parameter λ in the matrix
Pλ in (1.7) appears in a linear-fractional form in the matrix entries. There is an
advantage in the linear representation (1.16) over the fractional representation (1.7)
(or the quadratic in (1.15)); specifically, the search for a parameter X which makes
the matrix PX positive-semidefinite is a problem of a standard type called a Linear
Matrix Inequality (LMI) for which efficient numerical algorithms are available for
determining if a solution exists (see [16]). However in Section 4 we also give an
analytic treatment concerning existence and parametrization of solutions for the
LMIs occurring here; only in some special cases does one get a clean positivity test
for existence of solutions and, when solutions exist, a complete linear-fractional de-
scription for the set of all solutions. The type of LMIs occurring here are similar to
the structured LMIs arising in the robust control theory for control systems subject
to structured balls of uncertainty with a so-called linear-fractional-transformation
model—see [9].
It is not immediately clear how to convert the criterion in Theorem 1.3 to an
LMI; what is true is that if one is lucky enough to find a particular (α, β) ∈ G(1×1)
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along with a tuple X1, . . . , Xn of k × ℓ matrices for which the matrix (1.12) is not
positive-semidefinite, then it necessarily follows that the matrix-valued constrained
Nevanlinna-Pick interpolation problem does not have a solution.
We remark that Theorems 1.1 and 1.3 can be seen as parallel to the situation for
Nevanlinna-Pick interpolation over a finitely-connected planar domain (see [1, 3]).
For R a bounded domain in the complex plane bounded by g + 1 disjoint analytic
Jordan curves, Abrahamse [1] identified a family of reproducing kernel Hilbert
spaces H2
u
(R) indexed by points u in the g-torus Tg with corresponding kernels
Ku(z, w). His result is that, given n distinct points z1, . . . , zn in R and n complex
values w1, . . . , wn, there exists a holomorphic function f mapping R into the closed
unit disk D which also satisfies the interpolation conditions f(zi) = wi for 1 ≤ i ≤ n
if and only if the n×n matrix [(1−wiwj)Ku(zi, zj)]i,j=1,...,n is positive semidefinite
for all u ∈ Tg. The first author [3] obtained a commutant lifting theorem for the
finitely-connected planar-domain setting which, when specified to a matrix-valued
interpolation problem over R, yields the following result.
Theorem 1.5. For each ℓ = 1, 2, . . . there exists a family of ℓ × ℓ matrix-valued
kernels KU(z, w) on R indexed by g-tuples U = (U1, . . . , Ug) ∈ U(ℓ)g of ℓ×ℓ unitary
matrices so that the following holds: given distinct points z1, . . . , zn ∈ R and k× k
matrices W1, . . . ,Wn, there exists a holomorphic function F on R with values in
the closed unit ball of k × k matrices which satisfies the interpolation conditions
F (zi) =Wi for i = 1, . . . , n (1.17)
if and only if, for any choice of U ∈ U(ℓ)g and n-tuple X1, . . . , Xn of k× ℓ matrices
for 1 ≤ ℓ ≤ k, it holds that∑
i,j=1,...,n
trace
[
XjKU(zi, zj)X
∗
i −W ∗j XjKU(zi, zj)X∗iWi
] ≥ 0. (1.18)
We conclude that Theorem 1.1 can be viewed as an analogue of Abrahamse’s
result [1] while Theorem 1.3 can be viewed as the parallel analogue of the matrix-
valued extension of Abrahamse’s result Theorem 1.5.
In the sequel we actually formulate and prove a more general version of Theorem
1.4, where the algebra H∞1 is replaced by an algebras of the form H
∞
B := C+BH
∞
with B a finite Blaschke product. The algebra H∞1 is recovered as the special case
where B(z) = z2. Particular examples of the case where each zero of B(z) has
simple multiplicity were studied in [25] and other results in this direction are given
in [22]. Additional motivation for the study of algebras like H∞B comes from the
theory of algebraic curves: Agler-McCarthy [2] have shown that the algebra H∞1 is
isometrically isomorphic to the algebra H∞(V ) of bounded analytic functions on
the variety {(z2, z3) : z ∈ D}; we expect that algebras of the type H∞B will play a
similar role for more general varieties. We expect that Theorem 1.3 can also be
extended to the setting where the algebra H∞1 is replaced by H
∞
B ; we have chosen
to restrict ourselves to the case B(z) = z2 to keep the notation simple and explicit.
The paper is organized as follows. In Section 2 we prove Theorem 1.3. As a
corollary we obtain a distance formula for the subspace ID of elements in (H∞1 )k×k
satisfying the associated set of homogeneous interpolation conditions; this extends
another scalar-valued result from [7]. We also obtain a Beurling-Lax theorem for
this setting and provide some detail on how the lifting theorem from [3] leads to
Theorem 1.5. In Section 3 we prove our extension of Theorem 1.4. In Section 4
we provide a further analysis of the LMIs which arise here. We use this analysis
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in Section 5 to discuss the geometry of the set of values w = s(z0) (where z0 is a
nonzero point in the disk not equal to one of the interpolation nodes z1, . . . , zn)
associated with the set of all constrained Schur-class solutions of a constrained
Nevanlinna-Pick interpolation problem.
2. Proof of Theorem 1.3
2.1. Preliminaries. We review some preliminaries and notation. C2,k×ℓ denotes
the space of k × ℓ complex matrices considered as a Hilbert space with the inner
product
〈X,Y 〉C2,k×ℓ = trace[Y ∗X ].
Similarly, (L2)k×ℓ is the space of k × ℓ matrices with entries equal to L2 functions
on the circle T = {λ ∈ C : |λ| = 1} considered as a Hilbert space with the inner
product
〈F,G〉(L2)k×ℓ =
1
2π
∫
T
trace[G(z)∗F (z)] |dz|.
Related spaces are the Banach space (L1)k×ℓ of k × ℓ matrices with entries equal
to L1 functions on T with norm given by
‖F‖(L1)k×ℓ =
1
2π
∫
T
trace[(F (z)∗F (z))1/2] |dz|,
and the Banach space (L∞)k×ℓ of k × ℓ matrices with entries equal to L∞ func-
tions on T with the supremum norm ‖ · ‖∞. We will also use the Hilbert space
(H2)k×ℓ and the Banach spaces (H1)k×ℓ and (H∞)k×ℓ which are the restrictions
of (L2)k×ℓ, (L1)k×ℓ and (L∞)k×ℓ, respectively, to the matrices whose entries are
analytic functions.
The Riesz representation theorem for this setting identifies the dual of (L1)k×ℓ
as the space (L∞)ℓ×k via the pairing
[F,G](L∞)ℓ×k×(L1)k×ℓ =
1
2π
∫
T
trace[F (z)G(z)] |dz|. (2.1)
Moreover, the pre-annihilator of (H∞)k×ℓ under this pairing is given by
((H∞)k×ℓ)⊥ = z · (H1)ℓ×k. (2.2)
We shall make use of the following matrix-valued analogue of the Riesz factor-
ization theorem.
Theorem 2.1. Any h ∈ (H1)k×k can by factored as
h = gf0
where g ∈ (H2)k×ℓ is such that its transpose g⊤ is outer, f0 ∈ (H2)ℓ×k, and
‖f0‖1/22 = ‖g‖1/22 = ‖h‖1.
Proof. It is well known (see [15]) that h⊤ has an inner-outer factorization h⊤ =
h⊤i h
⊤
o for a k × ℓ inner function hi and an outer function h⊤o in (H1)ℓ×k. We next
factor ho as
ho = gf˜0
where g ∈ (H2)k×ℓ, f˜0 ∈ (H2)ℓ×k and
f˜∗0 f˜0 = (h
∗
oho)
1/2, g∗g = f˜0f˜
∗
0 on T
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(see [23, Theorem 4] where the operator-valued version is done). Then h = gf0
with f0 = f˜0hi has the requisite properties. 
2.2. Representation spaces for (H∞1 )
k×k and proof of necessity. We fix a
positive integer k. Let 1 ≤ ℓ ≤ ℓ′ ≤ k. We define G(ℓ′ × ℓ) as in the introduction:
G(ℓ′ × ℓ) = {(α, β) : α, β ∈ Cℓ′×ℓ, αα∗ + ββ∗ = Iℓ′ and kerα = {0}}. (2.3)
For (α, β) ∈ G(ℓ′ × ℓ) let H2α,β be the subspace
H2α,β = {F ∈ (H2)k×ℓ : for some U ∈ Ck×ℓ
′
, F (0) = Uα and F ′(0) = Uβ} (2.4)
of (H2)k×ℓ. Then H2α,β is a Hilbert space in its own right with norm taken to be
the restriction of the norm of (H2)k×ℓ. These spaces turn out to be models for
representations of the algebra (H∞1 )
k×k.
Proposition 2.2. Let (α, β) ∈ G(ℓ′× ℓ). If S ∈ (H∞1 )k×k and f ∈ H2α,β, then also
S · f ∈ H2α,β. Moreover, the multiplication operator MS of S on H2α,β satisfies
‖MS‖op = ‖S‖∞. (2.5)
Proof. If S(z) = S0 + z
2S˜(z) ∈ (H∞1 )k×k with S˜ ∈ (H∞)k×k, then
S0 + z
2S˜(z))(Uα+ zUβ +O(z2)) = (S0U)α+ z(S0U)β +O(z
2) ∈ H2α,β
for any Uα+ zUβ +O(z2) ∈ H2α,β .
We temporarily write M˜S for the multiplication operator of S on (H
2)k×ℓ. For
ℓ = 1 it is well known that M˜S satisfies ‖M˜S‖op = ‖S‖∞ (see e.g. [15]), and it is not
difficult to see that this equality holds for the case ℓ 6= 1 as well. We writeMS for the
multiplication operator of S as an operator on H2α,β . Since the norm of H
2
α,β is just
the restriction of the norm of (H2)k×ℓ, the inequality ‖MS‖op ≤ ‖S‖∞ is immediate.
Choose fn ∈ (H2)k×ℓ of norm 1 so that ‖M˜Sfn‖ → ‖S‖∞. Then the functions
gn(z) := z
2fn(z) belong to H
2
α,β , and ‖MSgn‖H2α,β = ‖M˜Sfn‖(H2)k×ℓ → ‖S‖∞,
which proves that ‖MS‖op = ‖S‖∞. 
Remark 2.3. In case α is invertible, it can be shown that (H∞1 )
k×k is exactly
the left multiplier space for H2α,β (see [7, Proposition 3.1] for the case k = 1). In
the proof of Theorem 1.3 to follow, what comes up is the case α injective. As the
reproducing kernels Kα,β in (1.11) can be approximated by reproducing kernels
Kα
′,β′ with α′ injective, Theorem 1.3 remains valid if one restricts to (α, β) with α
injective.
Proposition 2.4. For (α, β) ∈ G(ℓ′ × ℓ), the space H2α,β is a reproducing kernel
Hilbert space with reproducing kernel Kα,β given by (1.11) and having the repro-
ducing property
〈f(w), X〉C2,k×ℓ = 〈f,XKα,β(·, w)〉H2
α,β
. (2.6)
Moreover, for F ∈ (H∞1 )k×k, the operator MF : f 7→ F · f of multiplication on
the left by F takes H2α,β into itself and the action of M
∗
F on kernel elements
XKℓ,(α,β)(w, ·) is given by
M∗FXK
α,β(·, w) = F (w)∗XKα,β(·, w). (2.7)
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Proof. Let f(z) = Uα + zUβ + z2f˜(z) be a generic element of H2α,β. By direct
computation we have, for X ∈ Ck×ℓ,
〈f,XKα,β(·, w)〉H2
α,β
= 〈Uα+ zUβ + z2f˜(z), XKα,β(·, w)〉H2
α,β
= 〈Uα+ zUβ,X(α∗ + wβ∗)(α+ zβ)〉H2
α,β
+
〈
z2f˜(z), X
w2z2
1− wz
〉
H2
α,β
= trace [(α+ wβ)X∗U(αα∗ + ββ∗)] + 〈w2f˜(w), X〉C2,k×ℓ
= 〈U(α+ wβ), X〉C2,k×ℓ + 〈w2f˜(w), X〉C2,k×ℓ
= 〈f(w), X〉C2,k×ℓ
in agreement with (2.6) as wanted. We next compute, for f ∈ H2α,β, F ∈ (H∞1 )k×k
and X ∈ Ck×ℓ,
〈f,M∗FXKα,β(·, w)〉H2α,β = 〈MF f,XKα,β(·, w)〉H2α,β
= 〈F (w)f(w), X〉C2,k×ℓ
= 〈f(w), F (w)∗X〉C2,k×ℓ
= 〈f, F (w)∗XKα,β(·, w)〉H2
α,β
and thus (2.7) follows as well. 
Proof of necessity in Theorem 1.3. Suppose that there exists a function S in the
constrained Schur class (S1)k×k satisfying interpolation conditions (1.9) for given
n distinct nonzero points z1, . . . , zn in D and k × k matrices W1, . . . ,Wn. Given
(α, β) ∈ G(ℓ′ × ℓ) for some ℓ′, ℓ (1 ≤ ℓ ≤ ℓ′ ≤ k), define a subspace M of H2α,β by
M = span{XKα,β(·, zj) : X ∈ C2,k×ℓ, j = 1, . . . , n} .
From (2.7) we see that M is invariant under M∗S . From the assumption that
‖S‖∞ ≤ 1, we know by (2.5) that ‖M∗F |M‖ ≤ 1. Hence, for a generic element
f =
n∑
j=1
XjK
α,β(·, zj) ∈M, (2.8)
necessarily
‖f‖2 − ‖M∗Sf‖2 ≥ 0.
Substituting (2.8) for f into the latter inequality, expanding out inner products
and using the reproducing property (2.6) and the equality (2.7) then leaves us with
(1.12). 
2.3. Proof of sufficiency. The proof will follow the duality proof as in [23, 7] using
the adaptations for the matrix-valued case as done in [3] in a different context. A
key ideal in the algebra (H∞1 )
k×k is the set of all functions F ∈ (H∞)k×k which
satisfy the homogeneous interpolation conditions associated with the data set D:
ID := {F ∈ (H∞1 )k×k : F (zi) = 0 for i = 1, . . . , n}. (2.9)
The first step is to compute the pre-annihilator of ID. To this end we introduce
the dual version of G(ℓ′ × ℓ):
G(ℓ′ × ℓ)∗ = {(a, b) : a, b ∈ Cℓ×ℓ′ , a onto, a∗a+ b∗b = Iℓ′}.
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For (a, b) ∈ G(ℓ′ × ℓ)∗ we then define associated spaces
H1r,(a,b) = {h ∈ (H1)ℓ×k : for some U ∈ Cℓ×k, h(0) = aU and h′(0) = bU},
H∞r,(a,b) = {F ∈ (H∞)ℓ×k : for some U ∈ Cℓ×k, F (0) = aU and F ′(0) = bU},
H2r,(a,b) = {f ∈ (H2)ℓ×k : for some U ∈ Cℓ×k, f(0) = aU and f ′(0) = bU}.
Proposition 2.5. There exists a pair (a, b) ∈ G(k × k)∗ so that the subspace ID
given by (2.9) can be expressed as
ID = BDH∞r,(a,b) where BD(z) =
n∏
k=1
z − zk
1− zkz Ik
is the scalar Blaschke product with zeros equal to the interpolation nodes z1, . . . , zn
given by the data set (1.8).
Proof. By definition (2.9) we have ID = (H∞1 )k×k ∩ BD(H∞)k×k. Then F ∈ ID
means that F has the form F = BDG for a G ∈ (H∞)k×k with the additional
property that
F ′(0) = BD(0)G
′(0) +B′D(0)G(0) = 0.
By assumption no zi is equal to 0 and hence BD(0) is invertible. Thus we can solve
for G′(0) in terms of G(0):
G′(0) = −BD(0)−1B′D(0)G(0)
or
G(0) = a˜U˜ , G′(0) = b˜U˜
where
a˜ = Ik, b˜ = −BD(0)−1B′D(0), U˜ = G(0).
If we normalize (a˜, b˜) to (a, b) according to the formula
a = a˜(I +B′D(0)
∗BD(0)
∗−1BD(0)
−1B′D(0))
−1/2,
b = b˜(I +B′D(0)
∗BD(0)
∗−1BD(0)
−1B′D(0))
−1/2,
U = (I +B′D(0)
∗BD(0)
∗−1BD(0)
−1B′D(0))
1/2U˜ , (2.10)
then (a, b) ∈ G(k × k)∗ and
G(0) = aU, G′(0) = bU
shows that G ∈ H∞r,(a,b). Note that the a and b constructed in (2.10) are independent
of the function F ∈ ID, so that this choice of a and b works for any F ∈ ID. 
Remark 2.6. For our setting here BD(z) is a scalar Blaschke product so the (a, b)
produced by the recipe (2.10) are actually scalar k × k matrices. The proof of the
lemma applies more generally to the setting where BD is not scalar, but we still
assume that BD(0) is invertible. Due to this observation, the analysis here applies
equally well should we wish to study left-tangential interpolation problems in the
class (H∞1 )
k×k rather than just full-matrix-valued interpolation as in (1.9).
We next compute a pre-annihilator of ID. Here we use the notation kerℓX and
imℓX for a matrix X to indicate the subspace of row vectors arising as the kernel
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(respectively image) of X when X is considered as an operator with row-vector
argument acting on the left, i.e., for X ∈ Ck×k′ ,
kerℓX = {v ∈ C1×k : vX = 0},
imℓX = {u ∈ C1×k′ : u = vX for some v ∈ C1×k}.
Proposition 2.7. Suppose that ID = (H∞1 )k×k ∩ BD(H∞)k×k is expressed as
BDH
∞
r,(a,b) as in Proposition 2.5. Then the pre-annihilator (ID)⊥ of ID is given by
(ID)⊥ = z−1H1a⊥,b⊥B∗D (2.11)
where (a⊥, b⊥) ∈ G(k × k) is chosen so that
imℓ
[
b⊥ a⊥
]
= kerℓ
[
a
b
]
. (2.12)
Proof. Let F (z) = BD(z)(aU + zbU + z
2F˜ (z)) be a generic element of ID and
suppose that h ∈ (L1)k×k is in the pre-annihilator (ID)⊥. Then
[F, h](L∞)k×k×(L1)k×k =
1
2π
∫
T
trace
[
BD(z)(aU + zbU + z
2F˜ (z))h(z)
]
|dz| = 0
for all such F . In particular
1
2π
∫
T
trace
[
BD(z)z
2F˜ (z)h(z)
]
|dz| = 0
for all F˜ ∈ (H∞)k×k from which we conclude that z2h(z)BD(z) ∈
(
(H∞)k×k
)
⊥
=
z(H1)k×k. We may therefore write h(z) = z−1h˜(z)BD(z)
∗ where h˜(z) ∈ (H1)k×k.
Write
h˜(z) = h˜(0) + zh˜′(0) + z2
˜˜
h(z) with
˜˜
h ∈ (H1)k×k.
Then h ∈ (ID)⊥ forces in addition
0 =
[
BD(z)(aU + zbU), (z
−1h˜(0) + h˜′(0) + z
˜˜
h(z))BD(z)
∗
]
(L∞)k×k×(L1)k×k
=
1
2π
∫
T
trace
[
(aU + zbU)(z−1h˜(0) + h˜′(0))
]
|dz|
= trace
[
aUh˜′(0) + bUh˜(0)
]
= trace
[
U(h˜′(0)a+ h˜(0)b)
]
for all k × k matrices U . As the analysis is reversible, we conclude that h ∈ (ID)⊥
if and only if h(z) = z−1h˜(z)BD(z)
∗ where h˜(z) ∈ (H1)k×k is such that[
h˜′(0) h˜(0)
] [
a
b
]
= 0.
From the definitions, this is just the assertion that h ∈ z−1H1a⊥,b⊥ where (a⊥, b⊥)
is constructed as in (2.12). It is also not difficult to see that injectivity (and hence
invertibility since a is square) of a is then equivalent to surjectivity (and hence also
invertibility) of a⊥, i.e., (a, b) ∈ G(k× k)∗ is equivalent to (a⊥, b⊥) ∈ G(k× k). 
Proposition 2.8. Suppose that h ∈ (H1)k×k is in (ID)⊥. Then there is an (α, β) ∈
G(ℓ′, ℓ) for some 1 ≤ ℓ ≤ ℓ′ ≤ k so that h can be factored in the form
h(z) = g(z)f(z)∗ (2.13)
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where
g ∈ H2α,β, f ∈ (L2)k×ℓ ⊖
(
H2α,β ∩BD(H2)k×ℓ
)
, ‖g‖1/22 = ‖f‖1/22 = ‖h‖1.
(2.14)
Proof. By Proposition 2.7 we may write h = z−1h˜B∗
D
where h˜ ∈ H1a⊥,b⊥ . As h˜ is
in (H1)k×k, by Theorem 2.1 we may factor h˜ as h˜ = g · f0, where g ∈ (H2)k×ℓ,
f ∈ (H2)ℓ×k, g⊤ outer, and
‖g‖1/22 = ‖f0‖1/22 = ‖h‖1. (2.15)
Combining factorizations for h and h˜ gives h = z−1h˜B∗
D
= z−1gf0B
∗
D
= gf∗ where
we have set
f = zBDf
∗
0
and (2.13) holds with g ∈ H2α,β and f so constructed. Since ‖f‖2 = ‖f0‖2, the
norm equalities in the third part of (2.14) follow from (2.15). Since g⊤ is outer,
g(0) has trivial kernel. Let
ℓ′ := rank (g(0)g(0)∗ + g′(0)g′(0)∗). (2.16)
Assuming that h 6= 0, we then have 1 ≤ ℓ ≤ ℓ′ ≤ k. Then there exists an injective
k × ℓ′ matrix X which solves the factorization problem
g(0)g(0)∗ + g′(0)g′(0)∗ = XX∗.
Define ℓ′ × ℓ matrices α, β by
α = (X∗X)−1X∗g(0), β = (X∗X)−1X∗g′(0).
Then one can check that α is injective and αα∗+ββ∗ = Iℓ′ , i.e., (α, β) ∈ G(ℓ′× ℓ).
Moreover, (2.16) implies that Im
[
g(0) g′(0)
]
= ImX , and thus
[
g(0) g′(0)
]
=
X
[
α β
]
. Hence g ∈ H2α,β .
It remains to verify that f ∈ (L2)k×k ⊖
(
H2a,b ∩BD(H2)k×ℓ
)
. To this end we
observe first that (H∞1 )
k×k ·g is dense in H2a,b. Indeed, the L2-closure of (H∞1 )k×k ·g
satisfies
[(H∞1 )
k×kg]− = Ck×kg + [z2(H∞)k×kg]− = Ck×kg + z2(H2)k×k = H2a,b.
The second identity follows because g⊤ is outer. Next we observe that
[IDg]− = H2a,b ∩BD(H2)k×ℓ, (2.17)
again since g⊤ is outer. Indeed, the containment ⊂ is clear as the left-hand side
is in H2a,b and vanishes at the points z1, . . . , zd. Moreover, evidently both sides of
(2.17) have codimension n in H2a,b and (2.17) follows.
Hence, to check that f is orthogonal to H2a,b ∩ BD(H2)k×k, it suffices to check
that f is orthogonal to IDg. As ID = BDH∞r,(a,b) by Proposition 2.5, we conclude
that it suffices to check that f is orthogonal to elements of the form φ := BDFg
with F ∈ H∞r,(a,b). We compute
〈φ, f〉 = 1
2π
∫
D
trace
[
BDFg · z−1f0B∗D
] |dz| = 1
2π
∫
D
trace
[
z−1h˜F
]
|dz|.
If we expand out F and h˜ as
F (z) = F (0) + zF ′(0) + z2F˜ (z), h˜(z) = h˜(0) + zh˜′(0) + z2
˜˜
h(z),
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we see that the zeroth Fourier coefficient of z−1h˜(z)F (z) is simply
[z−1h˜(z)F (z)]0 = h˜(0)F
′(0) + h˜′(0)F (0)
and hence
1
2π
∫
D
trace
[
z−1h˜F
]
|dz| = trace
[
h˜(0)F ′(0) + h˜′(0)F (0)
]
. (2.18)
As F ∈ H∞r,(a,b) and h˜ ∈ H1a⊥,b⊥ , we know that there are matrices U and V so that[
h˜′(0) h˜(0)
]
= U
[
b⊥ a⊥
]
,
[
F (0)
F ′(0)
]
=
[
a
b
]
V.
Hence
h˜(0)F ′(0) + h˜′(0)F (0) =
[
h˜′(0) h˜(0)
] [
F (0)
F ′(0)
]
= U
[
b⊥ a⊥
] [a
b
]
V.
As the left hand side expression equals zero by (2.12), it follows that (2.18) vanishes
as needed. 
Proof of sufficiency in Theorem 1.3. We assume that the data set D as in (1.8) is
such that condition (1.12) is satisfied for all (α, β) ∈ G(ℓ′ × ℓ) and n-tuples X =
(X1, . . . , Xn) of k × ℓ matrices (1 ≤ ℓ ≤ ℓ′ ≤ k). By a coordinate-wise application
of the theory of Lagrange interpolation, we can find a matrix polynomial Q ∈
(H∞1 )
k×k which satisfies the interpolation conditions (1.9) (but probably not the
additional norm constraint ‖Q‖∞ ≤ 1). By the proof of the necessity in Theorem
1.3 we see that condition (1.12) can be translated to the operator-theoretic form∥∥∥∥PMDα,βMQ∣∣∣MD
α,β
∥∥∥∥ ≤ 1 for all (α, β) ∈ G(ℓ′ × ℓ) for 1 ≤ ℓ ≤ ℓ′ ≤ k (2.19)
where we let MDα,β be the subspace of H2α,β given by
MDα,β = H2α,β ⊖
(
H2α,β ∩BD(H2)k×ℓ
)
.
We use Q to define a linear functional on (ID)⊥ by
LQ(h) =
1
2π
∫
T
trace [Q(z)h(z)] |dz|. (2.20)
By Proposition 2.8 we may factor h as h = gf∗ with g and f as in (2.14). Then we
may convert the formula for LQ(h) to an L
2-inner product as follows:
LQ(h) =
1
2π
∫
T
trace [Q(z)h(z)] |dz|
=
1
2π
∫
T
trace [Q(z)g(z)f(z)∗] |dz|
= 〈Qg, f〉(L2)k×ℓ =
〈
PH2
α,β
Qg, P
(H2α,β∩BD(H2)k×ℓ)
⊥f
〉
(L2)k×ℓ
(2.21)
since f ∈
(
H2α,β ∩BD(H2)k×ℓ
)⊥
by construction and since H2α,β is invariant under
the multiplication operator MQ as Q ∈ (H∞1 )k×k. As
MDα,β = H2α,β ∩
(
H2α,β ∩BD(H2)k×ℓ
)⊥
,
CONSTRAINED NEVANLINNA-PICK INTERPOLATION 13
we may continue the computation (2.21) as follows:
LQ(h) =
〈
PMD
α,β
Qg, PMD
α,β
f
〉
MD
α,β
. (2.22)
We claim that the linear functional LQ has linear-functional norm at most 1. To
see this we note that
‖LQ‖ = sup
h∈(ID)⊥ : ‖h‖1≤1
|LQ(h)|
= sup
g, ef∈MD
α,β
: ‖g‖2,‖ef‖2≤1,(α,β)∈G(ℓ′×ℓ)
∣∣∣∣〈PMDα,βQg, f˜〉MD
α,β
∣∣∣∣ ≤ 1
where we use the norm preservation properties (2.14) in the factorization (2.13) and
where we use the assumption (2.19) for the last step. This verifies that ‖LQ‖ ≤ 1.
By the Hahn-Banach Theorem we may extend LQ to a linear functional of norm
at most 1 defined on the whole space (L1)k×k. By the Riesz representation theorem
for this setting (see (2.1)), such a linear functional has the form LS for an S ∈
(L∞)k×k with implementation given by
LS(h) =
1
2π
∫
T
trace [S(z)h(z)] |dz|
where also ‖LS‖ = ‖S‖∞. As ‖LS‖ ≤ 1, we have ‖S‖∞ ≤ 1. As LS is an extension
of LQ, we conclude that
LS−Q|(ID)⊥ = LS |(ID)⊥ − LQ = 0,
or S−Q ∈ ((ID)⊥)⊥ = ID. In concrete terms, this means that S ∈ (H∞1 )k×k (since
Q ∈ (H∞1 )k×k and ID ⊂ H∞1 ), and that S satisfies the interpolation conditions
(1.9) (since Q satisfies (1.9) and elements of ID satisfy the associated homogeneous
interpolation conditions as in (2.9)). As we noted above that ‖S‖∞ ≤ 1, we con-
clude that S is in fact in (S1)k×k and is a solution of the interpolation problem as
described in Theorem 1.3. This concludes the proof of Theorem 1.3. 
As a corollary we have the following distance formula for ID ⊂ (H∞1 )k×k.
Corollary 2.9. Let D be a data set as in (1.8). Then for any F ∈ (H∞1 )k×k,
dist(F, ID) = sup
(α,β)∈G(ℓ′×ℓ),1≤ℓ≤ℓ′≤k
∥∥∥M∗F |MD
α,β
∥∥∥ . (2.23)
Proof. Given F ∈ (H∞1 )k×k, the distance of F to ID can be identified with
dist(F, ID) = inf{‖G‖ : G ∈ (H∞1 ) and G(zj) = F (zj) for j = 1, . . . , n}.
By rescaling the result in Theorem 1.3, we see that this infimum in turn can be
computed as
inf{M :
n∑
i,j=1
trace
[
M2 ·XjKα,β(zi, zj)X∗i −W ∗j XjKα,β(zi, zj)X∗iWi
] ≥ 0
for all (α, β) ∈ G(ℓ′ × ℓ), X1, . . . , Xn ∈ Ck×ℓ, 1 ≤ ℓ ≤ ℓ′ ≤ k}.
By a routine rescaling of the equivalence of the kernel criterion (1.12) and the
operator-norm criterion (2.19), this infimum in turn is the same as
inf
{
M :
∥∥∥ (MF )∗|MD
α,β
∥∥∥ ≤M for all (α, β) ∈ G(ℓ′ × ℓ) for 1 ≤ ℓ ≤ ℓ′ ≤ k} .
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This last formula finally is clearly equal to the supremum given in (2.23). 
2.4. A Beurling-Lax theorem for (H∞1 )
k×k. We begin with the following vari-
ant of the classical Beurling-Lax theorem.
Theorem 2.10. Suppose that M⊂ (H2)k×k is invariant under the multiplication
operator MF : h(z) 7→ F (z)h(z) for each F ∈ (H∞)k×k. Then, for some ℓ ≤ k
there is an ℓ × k co-inner function J (so J ∈ (H∞)ℓ×k with J(z)J(z)∗ = Iℓ for
almost all z ∈ T) so that
M = (H2)k×ℓ · J.
Proof. Let E be the subspace
E =M⊖ (zCk×k)M.
Note that E is invariant under multiplication on the left by elements of Ck×k.
It follows that there is a isometric right multiplication operator RJ which is an
isometry from Ck×ℓ onto E , i.e., so that E = Ck×ℓJ . As E ⊂ (H2)k×k, the entries
of J are analytic. One can check that E is wandering for zCk×k, i.e., znCk×kE ⊥
zmCk×kE for n 6= m. As ∩n≥0znCk×kM = {0}, we conclude that M has the
orthogonal decomposition
M =
∞⊕
n=0
znCk×kJ = (H2)k×ℓJ.
In particular, for all X,Y ∈ Ck×k and for all n ∈ Z not equal to 0 we have
0 = 〈znXJ(z), Y J(z)〉 = 1
2π
∫
T
trace [znXJ(z)J(z)∗Y ∗] |dz|
=
1
2π
∫
T
zn trace [J(z)J(z)∗Y ∗X ] |dz|
which forces J(z)J(z)∗ to be a constant. As we arranged that right multiplication
by J is an isometry, the constant must be Iℓ and Theorem 2.10 follows. 
The Beurling-Lax theorem for the algebra (H∞1 )
k×k is as follows. For this theo-
rem we introduce the notation G(ℓ′× ℓ) for the set of pairs (α, β) of ℓ′× ℓ matrices
with the property that αα∗ + ββ∗ = Iℓ′ , i.e., G(ℓ
′ × ℓ) is defined as G(ℓ′ × ℓ) but
without the injectivity condition on α.
Theorem 2.11. Suppose that the nonzero subspace M of (H2)k×k is invariant
under MF : h(z) 7→ F (z)h(z) for all F ∈ (H∞1 )k×k. Then there is a co-inner
function J ∈ (H∞)ℓ×k and an (α, β) ∈ G(ℓ′ × ℓ) for some 1 ≤ ℓ ≤ ℓ′ ≤ k so that
M = H2α,β · J .
Proof. Let M˜ := [(H∞)k×k · M]−. Then
M˜ ⊃M ⊃ (H∞1 )k×k · M ⊃
[
z2(H∞)k×k ·M]− = z2M.
By Theorem 2.10, there is an ℓ × k co-inner function J so that M˜ = (H2)k×ℓ · J .
Then
(H2)k×ℓJ ⊃M ⊃ z2(H2)k×ℓJ
from which we see that M has the form
M = S · J + z2(H2)k×ℓJ
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for some subspace S ⊂ (H2)k×ℓ⊖z2(H2)k×ℓ. As S is invariant under the operators
MX of multiplication by a constant k × k matrix on the left, we conclude that S
must have the form
S = {X + zY : [X Y ] = U [α β] for some (α, β) ∈ G(ℓ′ × ℓ)}
from which it follows that M = H2α,β · J . 
2.5. An analogous problem: Nevanlinna-Pick interpolation on a finitely-
connected planar domain. The purpose of this section is to make explicit how
the commutant lifting theorem from [3] leads to a proof of Theorem 1.5. Toward
this goal we first need a few preliminaries.
LetR be a bounded finitely-connected planar domain with the boundary consist-
ing of g + 1 analytic closed simple curves C0, C1, . . . , Cg where C0 is the boundary
of the unbounded component of C \ R. There is a standard procedure (see [1]) for
introducing g disjoint simple curves γ1, . . . , γg so that R \ γ (where we set γ equal
to the union γ = γ1 ∪ · · · ∪ γg) is simply connected. For each cut γi we assign an
arbitrary orientation, so that points z not on γi but in a sufficiently small neigh-
borhood of γi in R can be assigned a location of either “to the left” of γi or “to the
right” of γi. For f a function on R\ γ and z ∈ γi, we let f(z−) denote the limit of
f(ζ) as ζ approaches z from the left of γi in R, and similarly we let f(z+) denote
the limit of f(ζ) as ζ approaches z from the right of γi in R, whenever these limits
exist. We also fix a point t ∈ R and let dmt(z) be the harmonic measure on ∂R for
the point t ∈ R; thus
u(t) =
∫
∂R
u(ζ) dmt(ζ)
whenever u is harmonic on R and continuous on the closure R.
Suppose that we are given a g-tuple U = (U1, . . . , Ug) of ℓ× ℓ unitary matrices,
denoted as U ∈ U(ℓ)g. We also fix a positive integer k. We let H2C2,k×ℓ(Ik,U)
denote the space of all (k× ℓ)-matrix-valued holomorphic functions F on R\γ such
that
F (z−) = F (z+)Ui for z ∈ γi
(so trace(F (z)∗F (z)) extends by continuity to a single-valued function on all of R)
and such that
‖F‖2 :=
∫
∂R
trace (F (z)∗F (z)) dmt(z) <∞.
Then H2C2,k×ℓ(Ik,U) is a Hilbert space. Given a bounded k × k-matrix-valued
function F on R (denoted as F ∈ (H∞(R))k×k) and given any U ∈ U(ℓ)g as
above, we may consider the multiplication operatorMUF on H
2
C2,k×ℓ(Ik,U) given by
MUF : f(z) 7→ F (z)f(z) for f ∈ H2C2,k×ℓ(Ik,U).
Then it can be shown that
‖F‖∞ = sup
k : 1≤k≤ℓ
sup
U∈U(k)g
∥∥MUF ∥∥ .
For the particular case where U = (Ik, . . . , Ik) has all entries equal to the k × k
identity matrix Ik, we write Ik forU. In case k = 1 we write 1 for (1, . . . , 1) ∈ U(1)g.
Let us now assume that we are given the data set
z1, . . . , zn ∈ R, W1, . . . ,Wn ∈ Ck×k
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for an interpolation problem (1.17). For U ∈ U(ℓ)g we define subspaces MU and
NU of H2C2,k×ℓ(Ik,U) by
MU := {f ∈ H2C2,k×ℓ(Ik,U) : f(zi) = 0 for i = 1, . . . , n},
NU := H2C2,k×ℓ(Ik,U)⊖MU.
Let F0 be any particular solution of the interpolation conditions (1.17); e.g., one
can take such a solution to be a matrix polynomial constructed by solving a scalar
Lagrange interpolation problem for each matrix entry. For each U ∈ U(ℓ)g define
an operator ΓU on NU by
ΓUh = PNU(F0 · h) for h ∈ NU.
It is not difficult to see that ΓU is independent of the choice of (H∞(R))k×k-solution
of the interpolation conditions (1.17). The following result is a more concrete
expression of Theorem 4.3 and the Remark immediately following from [3].
Theorem 2.12. There exists an F ∈ (H∞(R))k×k with ‖F‖∞ ≤ 1 so that
PN IkM
Ik
F |N Ik = PN IkM IkF0 |N Ik ,
or, equivalently, so that F satisfies the interpolation conditions (1.17), if and only
if
sup
ℓ : 1≤ℓ≤k
sup
U : U∈U(ℓ)g
∥∥ΓU∥∥ ≤ 1. (2.24)
To convert the criterion (2.24) to a positivity test, we proceed as follows. For
U ∈ U(ℓ)g there is a (ℓ × ℓ)-matrix-valued kernel function KU(z, w) defined on
R×R so that
xKU(·, w) ∈ H2C2,1×ℓ(1,U) for each x ∈ C1×ℓ,
〈f, xKU(·, w)〉H2
C2,1×ℓ
(1,U) = 〈f(w), x〉C2,1×ℓ = f(w)x∗.
Then this same kernelKU(z, w) serves as the kernel function for the space of (k×ℓ)-
matrix-valued functions H2C2,k×ℓ(Ik,U) in the sense that for all f ∈ H2C2,k×ℓ(Ik,U)
and X ∈ Ck×ℓ we have XKU(·, w) ∈ H2C2,k×ℓ(Ik,U) and
〈f,XKU(·, w)〉H2
C2,k×ℓ
(Ik,U) = 〈f(w), X〉C2,k×ℓ = trace (f(w)X∗) .
Then one can check that the following hold:
span
{
XKU(·, zj) : X ∈ Ck×ℓ, j = 1, . . . , n
}
= NU, (2.25)(
ΓU
)∗
: XKU(·, zj) 7→W ∗j XKU(·, zj). (2.26)
With these preliminaries out of the way, Theorem 1.5 follows as a consequence
of Theorem 2.12 by the following standard computations.
Proof of Theorem 1.5 via Theorem 2.12. By (2.25), a generic element f of NU is
given by f(z) =
∑n
j=1XjKU(·, zj) where X1, . . . , Xg ∈ Ck×ℓ. By (2.26),(
ΓU
)∗
:
n∑
j=1
XjKU(·, zj) 7→
n∑
j=1
W ∗j XjKU(·, zj).
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Hence
∥∥ΓU∥∥ = ∥∥∥(ΓU)∗∥∥∥ ≤ 1 if and only if∥∥∥∥∥∥
n∑
j=1
XjKU(·, zj)
∥∥∥∥∥∥
2
−
∥∥∥∥∥∥
n∑
j=1
W ∗j XjKU(·, zj)
∥∥∥∥∥∥
2
for all X1, . . . , Xn ∈ Ck×ℓ. (2.27)
Use of the reproducing kernel property of KU(z, w) converts (2.27) to (1.18). This
holding true for all U ∈ U(ℓ)g for each ℓ with 1 ≤ ℓ ≤ k is equivalent to the
existence of a solution of the interpolation problem of norm at most 1 by Theorem
2.12 
Remark 2.13. If U = (U1, . . . , Ug) ∈ U(ℓ)g has a direct sum decomposition U =
U′ ⊕U′′ where
U′ = (U ′1, . . . , U
′
g) ∈ U(ℓ′)g and U′′ = (U ′′1 , . . . , U ′′g ) ∈ U(ℓ′′)g
where ℓ = ℓ′ + ℓ′′, then it is easily seen that we have the orthogonal direct-sum
decomposition
H2C2,k×ℓ(Ik,U) = H
2
C2,k×ℓ′
(Ik,U
′)⊕H2
C2,k×ℓ′′
(Ik,U
′′)
which splits the action of MUF :
MUF =M
U
′
F ⊕MU
′′′
F .
It follows that in Theorem 1.5 we need only consider irreducible elementsU of U(ℓ)g
for each ℓ = 1, . . . , k, or, alternatively, we need consider only U(ℓ)g with ℓ = k.
In particular, for the case of g = 1 where each element U ∈ U(k)1 reduces to a
single unitary operator U , a consequence of the spectral theorem is that any such
U is a direct sum of scalar U ’s (k = 1). Hence, for the case g = 1 in Theorem 1.5,
it suffices to consider the condition (1.18) with U = λIk where λ is on the unit
circle T. McCullough in [13] showed that in fact all these kernel functions (or more
precisely, a dense set) are needed, even when the interpolation nodes z1, . . . , zn are
specified (see [14] for a refinement of this result). Remarkably, for the case of scalar
interpolation (k = 1), if one specifies the interpolation nodes, Fedorov-Vinnikov
[10] (see [13] for an alternate proof) showed that one can find two points on T for
which positive-semidefiniteness of the associated Pick matrix guarantees solvability
for the Nevanlinna-Pick interpolation problem.
3. Proof of Theorem 1.4
In this section we prove Theorem 1.4 in the following more general setting.
Let λ1, . . . , λm be distinct points in D and r1, . . . , rm ∈ Z+ so that ri ≥ 1 for
i = 1, . . . ,m. We write B for the finite Blaschke product
B(z) =
m∏
i=1
(
z − λi
1− λiz
)ri
. (3.1)
Let (H∞B )
k×k be the subalgebra of (H∞)k×k consisting of the matrix-functions in
(H∞)k×k whose entries are in the subalgebra C + BH∞ of H∞, and let (SB)k×k
be the constrained Schur class of functions in (H∞B )
k×k of supremum norm at most
one.
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Then we consider the following matrix-valued constrained Nevanlinna-Pick in-
terpolation problem: given a data set D as in (1.8), find a function S in (SB)k×k
satisfying the interpolation conditions
S(zi) =Wi for i = 1, . . . , n. (3.2)
We will assume that zi 6= λj for i = 1, . . . , n and j = 1, . . . ,m, and return to the
case where zi = λj for some i and j at the end of the section.
To state the solution criterion for the constrained Nevanlinna-Pick interpolation
problem we introduce some more notations. Define Z, W˜ ∈ Ckn×kn and E ∈ Ckn×k
by
Z =
 z1Ik . . .
znIk
 , E =
 Ik...
Ik
 , W˜ =
 W1 . . .
Wn
 , (3.3)
and define J ∈ Ckd×kd and E˜ ∈ Ckd×k, where d = r1 + · · ·+ rm, by
J =
 J1 . . .
Jm
 , E˜ =
 E˜1...
E˜m
 , (3.4)
where for i = 1, . . . ,m the matrices Ji ∈ Ckri×kri and E˜i ∈ Ckri×k are given by
Ji =

λiIk 0 · · · · · · 0
Ik λiIk
. . .
...
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 Ik λiIk

, E˜i =

Ik
0
...
...
0
 . (3.5)
Let P be the Pick matrix associated with the standard matrix-valued Nevanlinna-
Pick problem, i.e., as in (1.13), and let Q ∈ Ckd×kd and Q˜ ∈ Ckd×kn be the unique
solutions to the Stein equations
Q− JQJ∗ = E˜E˜∗, Q˜− JQ˜Z∗ = E˜E∗, (3.6)
that is, Q and Q˜ are given by the convergent infinite series
Q =
∞∑
i=0
J iE˜E˜∗J∗i and Q˜ =
∞∑
i=0
J iE˜E∗Z∗i. (3.7)
For the special case considered here there are more explicit formulas available (see
e.g. Appendix A.2 in [4]) but we have no need for them. In particular one can
see directly from the series expansion for Q in (3.7) or quote general theory (using
the fact that the pair (J, E˜) is controllable—see [4]) that Q is positive definite and
hence invertible. In fact from the infinite series in (3.7) one can see that Q ≥ I.
For X ∈ Ck×k and j ∈ Z+ set Xj ∈ Cjk×jk ,
Xj =
 X . . .
X
 ,
CONSTRAINED NEVANLINNA-PICK INTERPOLATION 19
and define PX ∈ Ck(n+2d)×k(n+2d) by
PX =
 P (I − W˜X∗n)Q˜∗ 0Q˜(I −XnW˜ ∗) Q Xd
0 X∗d Q
−1
 . (3.8)
Then we have the following result.
Theorem 3.1. Suppose we are given an interpolation data set of the form D as
in (1.8) with W1, . . . ,Wn equal to k × k matrices along with a Blaschke product B
as in (3.1). Assume that zi 6= λj for i = 1, . . . , n and j = 1, . . . ,m. Then there
exists a constrained Schur-class function S in (SB)k×k satisfying the interpolation
conditions (3.2) if and only if there exists a k × k matrix X so that the matrix PX
in (3.8) is positive-semidefinite.
Proof. Notice that an (unconstrained) Schur class function S in (H∞)k×k, i.e.,
‖S‖∞ ≤ 1, is in the constrained Schur class (SB)k×k if and only if
S(j)(λi) = 0 for i = 1, . . . ,m, and j = 1, . . . , rj − 1, (3.9)
S(λ1) = · · · = S(λm). (3.10)
(If rj = 1 for some j, we interpret (3.9) as vacuous.) So, alternatively we seek Schur
class functions S satisfying the constraints (3.2), (3.9) and (3.10).
Now assume that S is a solution to the constrained Nevanlinna-Pick interpolation
problem. Set X = S(λ1). Then X is contractive, and S is also a solution to the
matrix-valued Carathe´odory-Feje´r interpolation problem: find Schur class functions
S in (H∞)k×k satisfying (3.2), (3.9) and
S(λi) = X for i = 1, . . . ,m. (3.11)
Conversely, for any contractive k×k matrix X , a Schur class function in (H∞)k×k
satisfying (3.2), (3.9) and (3.11) is obviously also a solution to the constrained
Nevanlinna-Pick problem.
From this we conclude that the solutions of the constrained Nevanlinna-Pick
problem correspond to the solutions of the Carathe´odory-Feje´r problem defined by
the interpolation conditions (3.2), (3.9) and (3.11), where X is a free-parameter in
the set of (contractive) k × k matrices.
Given a k × k matrix X , the Carathe´odory-Feje´r problem described above is
known to have a solution if and only if the Pick matrix P˜X given by
P˜X =
[
P (I − W˜X∗n)Q˜∗
Q˜(I −XnW˜ ∗) Q−XdQX∗d
]
(3.12)
is positive-semidefinite; see [4]. Here we use the same notations as in the definition
of the matrix PX in (3.8). The theorem then follows from the fact that Q is
invertible and P˜X can be written as
P˜X =
[
P (I − W˜X∗n)Q˜∗
Q˜(I −XnW˜ ∗) Q
]
−
[
0
Xd
]
Q
[
0 X∗d
]
so that, with a standard Schur complement argument (see [5, Remark I.1.2]), we
see that for each X ∈ Ck×k the matrix P˜X is positive-semidefinite if and only if the
matrix PX in (3.8) is positive-semidefinite. 
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Proof of Theorem 1.4. The problem considered in Theorem 1.4 is the special case
of the problem considered in this section where m = 1, r1 = 2 and λ1 = 0, i.e.,
B(z) = z2. In that case the solutions Q and Q˜ to the Stein equations (3.6) are
given by
Q =
[
Ik 0
0 Ik
]
and Q˜ =
[
Ik · · · Ik
z1Ik · · · znIk
]
,
so that
Q˜(I −XnW˜ ∗) =
[
E∗ −XW ∗
(E∗ −XW ∗)Z∗
]
with W as in (1.14). It thus follows that in this special case the matrix PX in (3.8)
reduces to (1.16). 
We conclude this section with some remarks concerning Theorem 3.1.
3.1. Parametrization of the set of all solutions. For each X ∈ Ck×k so that
PX in (3.8) is positive-semidefinite, the solutions to the Carathe´odory-Feje´r problem
defined by the interpolation conditions (3.2), (3.9) and (3.11) can be described
explicitly as the image of a linear-fractional-transformation TΘX acting on the unit
ball of matrix-valued H∞ of some size. Therefore, if one happens to be able to
find all X ∈ Ck×k for which PX is positive-semidefinite, then in principle one can
describe the set of all solutions to the constrained Nevanlinna-Pick problem as the
union of the images of these linear-fractional-transformations TΘX .
3.2. The case where B and BD have overlapping zeros. Theorem 3.1 (and
also Theorem 1.4) only considers the case that {λ1, . . . , λm} and {z1, . . . , zn} do
not intersect. In case the intersection is not empty, say
{λ1, . . . , λm} ∩ {z1, . . . , zn} = {zi1 , . . . , zip},
then solutions exist if and only ifWi1 = · · · =Wip and PWi1 is positive-semidefinite.
Indeed, this is the case since functions in the constrained Schur class (SB)k×k have
to satisfy (3.10) and for a solution S the matrix PS(λ1) is positive-semidefinite.
The Pick matrix obtained in this case includes some degeneracy since the in-
terpolation condition at zij is listed twice. There therefore exists a reduced Pick
matrix whose size, for the case k = 1, is still larger than the number of interpo-
lation points n. In [25] the size of this reduced Pick matrix is identified with the
dimension of the C∗-envelope C∗(A) for the algebra A = H∞B /ID, where ID is the
ideal
ID := {f ∈ (H∞B ) : f(zi) = 0 for i = 1, . . . , n}.
3.3. The criterion in Theorem 1.2. If X ∈ Ck×k is a strict contraction, then
Q − XdQX∗d is invertible (if X is not a strict contraction one can use a Moore-
Penrose inverse), and, again with a Schur complement argument, it follows that P˜X
in (3.12) is positive-semidefinite if and only if the matrix
P̂X := P− (I − W˜X∗n)Q˜∗(Q −XdQX∗d)−1Q˜(I −XnW˜ ∗) (3.13)
is positive-semidefinite. When specified for the setting considered in [7], i.e., as
in Theorems 1.1 and 1.2, the matrix P̂λ is conjugate to the matrix (1.6). More
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specifically, the matrix (1.6) is equal to T P̂λT
∗ with
T =

1−λw1√
1−|λ|2
. . .
1−λwn√
1−|λ|2
 .
Thus the matrix (1.6) being positive-semidefinite corresponds to Pλ in (1.16) (for
k = 1) positive-semidefinite.
3.4. More general algebras. The argument used in the proof of Theorem 3.1
extends to more general subalgebras of H∞.
Let B1, . . . , Bl be finite Blaschke products with Bi having zeros λ
(i)
1 , . . . , λ
(i)
mi for
i = 1, . . . l. Then one can consider Nevanlinna-Pick interpolation for functions in
the intersection of the algebras H∞Bi . In case all zeros λ
(i)
j are distinct this gives
rise to a criterion where one has to check positive-semidefiniteness of a Pick matrix
with l free parameters. Given a finite Blaschke product B and a finite number of
polynomials p1, . . . , pl, let Ap1,...,pl be the subalgebra ofH
∞ generated by p1, . . . , pl.
Nevanlinna-Pick interpolation for functions in the subalgebra Ap1,...,pl+BH
∞ gives
rise to coupling conditions more complicated than (3.10) and more intricate Pick
matrices than (3.8) with possibly more then one free parameter.
For example, consider the case of three distinct points λ1, λ2 and λ3 in D with
associated the Blaschke product
B(z) =
(
z − λ1
1− λ1z
)3(
z − λ2
1− λ2z
)3(
z − λ3
1− λ3z
)2
and polynomials p1(z) = 1 and p2(z) = z
2. Those functions f which are in the
algebra Ap1,p2 + BH
∞ can then be characterized as those f in H∞ that satisfy
f ′(λi) = 0 for i = 1, 2, 3 along with
f ′′(λ1) = f
′′(λ2),
2f(λ1) + λ
2
1f
′′(λ1) = 2f(λ2) + λ
2
2f
′′(λ2) = 2f(λ3) + λ
2
3f
′′(λ3).
(3.14)
By specifying both values in the coupling conditions (3.14) we return to a standard
Carathe´odory-Feje´r problem; thus, for the general problem we obtain a Pick matrix
with two free parameters.
3.5. The non-square case. We expect that the techniques used here can enable
one to obtain a non-square version of Theorems 1.3 and 3.1 where one seeks S ∈
(S1)k×k′ (or, more generally, S ∈ (SB)k×k′ ) with k 6= k′ which satisfies some
prescribed set of interpolation conditions. Note that (SB)k×k′ is no longer an
algebra but rather an operator space when k 6= k′ (see e.g. [18]). There is an
abstract notion of a non-square analogue of a C∗-algebra, namely the J∗-algebras
introduced by Harris [11]. Perhaps looking for the J∗-algebra envelop of a quotient
operator space will give insight into interpolation and dilation theory, as is the case
for the algebra setting (see [7]).
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4. Analysis of the LMI criterion of Theorem 1.4
Recall from the introduction that the LMI criterion of Theorem 1.4 is equivalent
to the existence of a matrix X such that the Pick matrix P′X given by (1.15) be
positive semidefinite, i.e.,[
P E˜ + W˜ X˜∗
E˜∗ + X˜W˜ ∗ I − X˜X˜∗
]
≥ 0, (4.1)
where P is the standard Pick matrix (1.13),
E˜ =
[
E ZE
]
, W˜ =
[
W ZW
]
and X˜ =
[
X 0
0 X
]
(4.2)
with E, Z and W as in (1.14).
We forget for now about the structure in the matrices E˜, W˜ and X˜, and just
assume that E˜, W˜ are given k × nk matrices and X˜ is a free-parameter 2k × 2k
matrix. In case P is positive definite we obtain, after taking the Schur complement
with respect to P, that (4.1) is equivalent to the positive-semidefiniteness condition
I − X˜X˜∗ − (E˜∗ + X˜W˜ ∗)P−1(E˜ + W˜ X˜∗) =
=
[
I X˜
] [ I − E˜∗P−1E˜ −E˜∗P−1W˜
−W˜ ∗P−1E˜ −(I + W˜ ∗P−1W˜ )
][
I
X˜∗
]
 0.
(4.3)
Now assume that P is positive definite and that the matrix
M =
[
M11 M12
M21 M22
]
:=
[
I − E˜∗P−1E˜ −E˜∗P−1W˜
−W˜ ∗P−1E˜ −(I + W˜ ∗P−1W˜ )
]
(4.4)
is invertible. Then (4.3) can be interpreted as saying that the subspace
GX∗ =
[
I
X˜∗
]
C2k (4.5)
is a 2k-dimensional positive subspace in the Kre˘ın space (C4k,M), i.e., C4k endowed
with the Kre˘ın-space inner product
[x, y]M = 〈Mx, y〉C4k
(we refer the reader to [6] for elementary facts concerning Kre˘ın spaces). Conversely,
any 2k-dimensional positive subspace G of (C4k,M) has the form (4.5) as long as
G ∩
[
0
C2k
]
= {0}. (4.6)
Since M22 = −(I + W˜ ∗P−1W˜ ) is strictly negative definite, the subspace
[
0
C
2k
]
is uniformly negative in (C4k,M) and hence condition (4.6) is automatic for any
positive subspace G ⊂ (C4k,M). We conclude that there exist (2k × 2k)-matrix
solutions X˜ to (4.3) if and only if the invertible matrix M has at least 2k positive
eigenvalues. As already observed above, M22 < 0 so M must have at least 2k
negative eigenvalues. We conclude that there exist solutions to (4.3) if and only if
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M has exactly 2k positive eigenvalues, or, equivalently, again by a standard Schur-
complement argument [5, Remark I.1.2], if and only if the Schur complement
Λ = I − E˜∗P−1E˜ + E˜∗P−1W˜ (I + W˜ ∗P−1W˜ )−1W˜ ∗P−1E˜
= I − E˜∗(P+ W˜W˜ ∗)−1E˜ (4.7)
is positive definite. Given that this is the case, we can then factor M as M =
A−1∗JA−1 where we set J =
[
I2k 0
0 −I2k
]
and where A = [ a11 a12a21 a22 ] is an invertible
4k×4k matrix with block entries aij taken to have size 2k×2k for i, j = 1, 2. Then
the set X∗ for which (4.3) holds can be expressed as the set of all 2k× 2k matrices
X so that X∗ has the form
X∗ = (a21K + a22)(a11K + a12)
−1
for some contractive 2k × 2k matrix K. With a little more algebra, such an image
of a linear-fractional map can be converted to the form of a matrix ball. Results
of this type go back at least to [24, 12, 20, 21]. The following summary for our
situation here can be seen as a direct result of the discussion here and Theorem
1.6.3 of [8].
Theorem 4.1. Assume that P is positive definite and that M in (4.4) is invertible.
Then there exists an 2k × 2k matrix X˜ such that (4.1) holds if and only if Λ in
(4.7) is positive semidefinite. In that case Λ is positive definite and all X˜ such that
(4.1) holds are given by
X˜ = C + L
1
2KR
1
2 , (4.8)
where K is a free-parameter contractive 2k × 2k matrix. Here R = Λ, and C and
L are the 2k × 2k matrices given by
C = −E˜∗(P+ W˜W˜ ∗)−1W˜ , L = I − W˜ ∗(P+ W˜W˜ ∗)−1W˜ .
Moreover, (4.1) holds with strict inequality if and only if K is a strict contraction.
Under the assumptions of Theorem 4.1 we thus get a full description of all
matrices X˜ so that (4.1) is satisfied. This however is not enough to solve the
problem MCNP, since the matrix X˜ is also required to be of the form (4.2). We
thus get the following result.
Theorem 4.2. Let D be a data set as in (1.8). Assume that the Pick matrix P
in (1.13) is positive definite, and that M in (4.4) is invertible. Here E˜ and W˜ are
given by (4.2) with E, W and Z as in (1.14). Then there exists a solution to the
problem MCNP if and only if (1) Λ in (4.7) is positive definite and (2) there exists
a contractive 2k × 2k matrix K such that X˜ given by (4.8) is of the form in (4.2).
We now consider the LMI criterion for the problem CNP, i.e., the Nevanlinna-
Pick problem for functions in the scalar-valued constrained Schur class S1. Let D
be a data set as in (1.1). If |wi| = 1 for some i, then a solution exists if and only if
wi = wj for all i, j = 1, . . . , n. In that case, the solution is unique and equal to the
constant function with value wi, and the Pick matrix Px in (1.16) (with k = 1) is
positive semidefinite only for x = wi. On the other hand, if |wi| < 1 for all i, then
for Px to be positive semidefinite it is necessary that |x| < 1. In the latter case we
obtain the following result.
24 J. A. BALL, V. BOLOTNIKOV, AND S. TER HORST
Theorem 4.3. Let D be a data set as in (1.1) with |wi| < 1 for all i. Define Z,
E and W by (1.14) with k = 1, and assume that ∆ = P +WW ∗ + ZWW ∗Z is
positive definite. Set ∆˜ equal to
∆˜ = P− EE∗ − ZEE∗Z∗ + (WE∗ + ZWE∗Z∗)∆−1(EW ∗ + ZEW ∗Z∗).
Then there exists a solution to the problem CNP if and only if (1) the matrix ∆˜
is positive semidefinite and (2) there exists a contractive n× n matrix K such that
X˜ := ∆−1(EW ∗ + ZEW ∗Z∗) + ∆−
1
2K∆˜
1
2 (4.9)
is a scalar multiple of the identity matrix In. Moreover, given that ∆˜ is positive
semidefinite and given x ∈ D, the Pick matrix Px in (1.16) is positive semidefinite
if and only if X˜ := xIn has the form (4.9) for some contractive n × n matrix K.
Finally, for the existence of an x ∈ D with Px positive definite it is necessary that
∆˜ be positive definite, and if this is the case, then Px is positive definite if and only
if X˜ := xIn has the form (4.9) for some strictly contractive n× n matrix K.
Proof. It follows from Theorem 1.4, specified to the case k = 1, that a solution to
problem CNP exists if and only if there exists an x ∈ C such that the Pick matrix
Px in (1.16) is positive semidefinite, or equivalently, the Pick matrix P
′
x in (1.15) is
positive semidefinite. In this case, the term I −XX∗ is just 1− |x|2. As explained
above, without loss of generality we may assume that |x| < 1.
Now fix an x ∈ D. We can then take the Schur complement of P′x with respect
to the block
[
1−|x|2 0
0 1−|x|2
]
to obtain that P′x is positive semidefinite if and only if
P− 1
1− |x|2 (E−xW )(E
∗−xW ∗)− 1
1− |x|2Z(E−xW )(E
∗−xW ∗)Z∗ ≥ 0. (4.10)
After multiplication with 1 − |x|2 and rearranging terms it follows that (4.10) is
equivalent to
|x|2∆− x(WE∗ + ZWE∗Z∗)− x(EW ∗ + ZEW ∗Z∗) + P− EE∗ − ZEE∗Z∗ ≤ 0
and thus equivalent to
(x∆
1
2 − (WE∗ + ZWE∗Z∗)∆− 12 )(x∆ 12 −∆− 12 (EW ∗ + ZEW ∗Z∗)) ≤
≤ P− EE∗ − ZEE∗Z∗ + (WE∗ + ZWE∗Z∗)∆−1(EW ∗ + ZEW ∗Z∗) = ∆˜.
(4.11)
It follows in particular that ∆˜ must be positive semidefinite for a solution to exist.
Assume that x ∈ D is such that P′x is positive semidefinite, and thus also ∆˜ is
positive semidefinite. Then by the previous computations we see that
K˜ = x∆
1
2 −∆− 12 (EW ∗ + ZEW ∗Z∗) (4.12)
satisfies K˜∗K˜ ≤ ∆˜. Using Douglas factorization lemma we obtain a contractive
matrix K such that K˜ = K∆˜
1
2 , and thus
∆−1(EW ∗ + ZEW ∗Z∗) + ∆−
1
2K∆˜
1
2 = ∆−
1
2 (∆−
1
2 (EW ∗ + ZEW ∗Z∗) + K˜)
= ∆−
1
2 (x∆
1
2 ) = xIn
is a scalar multiple of the identity In.
Conversely, assume that ∆˜ is positive semidefinite and that there exists a con-
tractive matrix K such that (4.9) is a scalar multiple of Ik; say (4.9) is equal to
αIk. Then take x equal to α. It follows that K˜ = K∆˜
1
2 is given by (4.12) and
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satisfies K˜∗K˜ ≤ ∆˜. In other words, for this choice of x the inequality (4.11) holds.
Hence the Pick matrix P′x is positive semidefinite, and a solution exists.
To verify the last statement, note that P′x is positive definite if and only if the
Schur complement of P′x with respect to the block
[
1−|x|2 0
0 1−|x|2
]
is positive definite,
which is the same as having strict inequality in (4.11). Since the left hand side in
(4.11) is positive semidefinite is follows right away that ∆˜ must be positive definite
for P′x to be positive definite. So assume ∆˜ > 0. If x ∈ D with P′x positive definite,
then K˜ in (4.12) satisfies K˜∗K˜ < ∆˜, and thus K˜ = K∆˜
1
2 for some strict contraction
K. With the same argument as above it then follows that X˜ = xIn is given by
(4.9). Conversely, if K is a strictly contractive matrix such that X˜ in (4.9) is a
scalar multiple of the identity, say X˜ = αIn, then as above it follows that (4.11)
holds with x = α but now with strict inequality. 
As in Theorem 4.1, the criterion of Theorem 4.3 is one of verifying whether there
exists an element in a certain matrix ball that has a specified structure. In the
special case of a constrained Nevanlinna-Pick problem with just one point (n = 1)
the result of Theorem 4.3 provides a definitive answer to the problem CNP.
Corollary 4.4. Let D be a data set as in (1.1) with n = 1 and |w1| < 1. Then a
solution always exists, and set of values x for which the Pick matrix Px is positive
semidefinite is the closed disk D(c; r) = {x : |x− c| ≤ r} with center c and radius r
given by
c =
w1(1 − |z1|4)
1− |z1|4|w1|2 and r =
|z1|2(1− |w1|2)
1− |z1|4|w1|2 . (4.13)
Moreover, Px is positive definite if and only if x is in the open disk D(c; r) =
{x : |x− c| < r}.
Proof. The condition that (4.9) be a scalar multiple of In is trivially satisfied be-
cause n = 1. It follows, after some computations, that
∆ =
1− |w1|2|z1|4
1− |z1|2 > 0 and ∆˜ =
( |z1|2(1− |w1|2)
1− |w1|2|z1|4
)2
∆ > 0.
Thus, by Theorem 4.3, a solution exists. Moreover, the last part of Theorem 4.3
tells us that the set of x so that Px is positive semidefinite is given by the complex
conjugates of X˜ in (4.9), where K is now an element of the closed disk D. Thus Px
is positive semidefinite for all x in the closed disk with center c and radius r given
by
c = ∆−1(w1(1 + |z1|2)) = w1(1− |z1|
4)
1− |z1|4|w1|2 ,
r = ∆−
1
2 ∆˜
1
2 =
(
∆˜∆−1
) 1
2
=
|z1|2(1− |w1|2)
1− |z1|4|w1|2 .

Remark 4.5. We observed that for the problem CNP the points x so that the
Pick matrix Px in (1.16) is positive semidefinite must be in the open unit disk D
whenever all values w1, . . . , wn from the data set are in D. For the special case that
n = 1, Corollary 4.4 tells us that the set of x for which Px is positive semidefinite
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is given by a closed disk with center c and radius r given by (4.13). It should then
be the case that this disk in contained in D. This is in fact so, since
1− |c| − r = 1− |z1|
4|w1|2 + |z1|4|w1| − |w1| − |z1|2 + |z1|2|w1|2
1− |z1|4|w1|2
=
(1− |z1|2)(1 − |w1|)(1 − |z1|2|w1|)
1− |z1|4|w1|2 > 0.
5. Interpolation bodies associated with a set of interpolants
Let us consider the classical (unconstrained) matrix-valued interpolation prob-
lem:
MNP: Given points z1, . . . , zn ∈ D and matrices W1, . . . ,Wn ∈ Ck×k, find
S ∈ Sk×k satisfying interpolation conditions
S(zj) =Wj for j = 1, . . . , n. (5.1)
and assume that the associated Pick matrix
P =
[
I −WiW ∗j
1− zizj
]
i,j=1,...,n
is invertible. Choose a point z0 6= z1, . . . , zn and consider the problem of character-
izing the associated interpolation body
B = B(D,Sk×k , z0) := {X˜ = S(z0) : S ∈ Sk×k satisfies (5.1)}.
Then application of the classical Pick matrix condition to the (n + 1)-point set
{z1, z2, . . . , zn, z0} leads to the characterization of the Pick body as the set of all
X˜ for which (4.1) is satisfied, where we take
E˜ =
Ik...
Ik
 (1 − |z0|2)1/2, W˜ =
W1...
Wn
 (1− |z0|2)1/2.
Hence as an application of Theorem 4.1 we arrive at the well known result (see [8,
Section 5.5] for the case of the Schur problem) that interpolation bodies associated
with Schur-class interpolants for a data set D can be described as matrix balls.
We now consider the interpolation body for constrained Schur-class interpolants
for a data set D:
B = B((D, (S1)k×k, z0) = {X˜ = S(z0) : S ∈ (S1)k×k satisfies (5.1)}.
For simplicity we assume that k = 1 and n = 1. We are thus led to the following
problem: Given nonzero points z0, z1 in the unit disk D, describe the set
Bz0 = {w0 : s ∈ S1, s(z1) = w1, s(z0) = w0}. (5.2)
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Given a data set (z1, w1; z0) as above along with a complex parameter x, we intro-
duce auxiliary matrices as follows:
P′x =
1− |x|
2 0 1− w1x
0 1− |x|2 z1(1− w1x)
1− w1x z1(1− w1x) 1−|w1|
2
1−|z1|2
 ,
E =
 1z0
1
1−z0z1
 δ1/20 , Wx =
 −x−z0x
− w11−z0z1
 δ1/20 where δ0 := 1− |z0|2. (5.3)
We then define numbers (i.e., 1× 1 matrices) cx and Rx by
cx =− E∗(P′x +WxW ∗x )−1Wx, Rx = ℓ1/2x r1/2x where
ℓx = 1−W ∗x (P′x +WxW ∗x )−1Wx, rx = 1− E∗ (P′x +WxW ∗x )−1E. (5.4)
The following result gives an indication of how the geometry of the interpolation
body Bz0 is more complicated for the constrained case in comparison with the
unconstrained case where it is simply a disk; specifically, we identify a union of a
1-parameter family of disks, where the parameter itself runs over a certain subset
of a disk, as a subset of Bz0 . In general we use the notation
D(C,R) = {w ∈ C : |w − C| ≤ R}
for the closed disk in the complex plane with center C ∈ C and radius R > 0.
Proposition 5.1. The union of disks⋃
x∈D(c,r),rx>0
D(cx, Rx) (5.5)
is a subset of the interpolation body Bz0 in (5.2). Here c, r are as in (4.13) and
rx, cx, Rx are as in (5.4).
Proof. As an application of Theorem 1.4 we see that w0 ∈ Bz0 if and only if there
exists an x ∈ D so that the Pick matrix
Px,w0 =

1−|w1|
2
1−|z1|2
1−w1w0
1−z1z0
1− w1x z1(1 − w1x)
1−w1w0
1−z1z0
1−|w0|
2
1−|z0|2
1− w0x z0(1 − w0x)
1− w1x 1− w0x 1− |x|2 0
z1(1− w1x) z0(1− w0x) 0 1− |x|2

is positive semidefinite. Interchanging the first two rows with the last two rows and
similarly for the columns brings us to
P′x,w0 =

1− |x|2 0 1− w1x δ1/20 (1 − w0x)
0 1− |x|2 z1(1 − w1x) δ1/20 z0(1 − w0x)
1− w1x z1(1− w1x) 1−|w1|
2
1−|z1|2
δ
1/2
0
1−w1w0
1−z0z1
δ
1/2
0 (1− w0x) δ1/20 z0(1− w0x) δ1/20 1−w1w01−z0z1 1− |w0|2

where we also multiplied the last row and last column by δ
1/2
0 = (1−|z0|2)1/2. Next
observe that we can write Px,w0 as
P′x,w0 =
[
P′x E +Wxw0
E∗ + w0W
∗
x 1− w0w0
]
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where P′x, E and Wx are as in (5.3). We conclude that w0 is in the interpolation
body Bz0 if and only if there is an x ∈ D for which the matrix P′x,w0 is positive-
semidefinite. By Corollary 4.4 we see in particular that P′x is positive definite if
and only if x ∈ D(c, r) where c and r are as in (4.13). For a fixed such x we
apply Theorem 4.1 (tailored to the case k = 1) to see that then P′x,w0 is positive
semidefinite in case rx > 0 and w0 ∈ D(cx, Rx). 
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