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0. In [2] it was shown, by means of a theorem of Stampfli [.5], 
that any bounded linear operator on a separable infinite dimensional 
Hilbert space can be written as a linear combination of 257 projections. 
(This result has been improved considerably by Pearcy and Topping 
[q). It follows that any self-adjoint operator is a real linear combina- 
tion of projections. In spite of this, it is not true that any positme 
operator is a linear combination of projections with positive coefficients. 
Indeed, as was observed in [2], a positive compact operator that is a 
positive linear combination of projections must be of finite rank. 
(This results from the following facts: the range of a compact operator 
contains no closed subspace of infinite dimension; and if 0 < A < B 
and B is compact, then so is A.) The purpose of this note is to initiate 
an investigation of this circumstance. It will be shown, by means of 
a characterization of operators which are the sum of two projections, 
that any positive invertible operator is a positive linear combination 
of projections. The author wishes to thank Andrew Lenard for 
several stimulating conversations. 
1. The bulk of the paper will be devoted to obtaining 
information about the following question: which operators may be 
written as a sum of projections ? We begin with the case of a finite- 
dimensional Hilbert space 2, dim X = n. If P is a projection 
operator on X, then of course trace P = rank P and P > 0. Conse- 
quently, if A is a sum of projections, then A > 0, trace A is an 
integer, and trace A > rank A (in view of the well-known inequality 
rank (C + D) < rank C + rank 0). It is perhaps a little surprising 
that the converse is also true. 
THEOREM 1. A complex square matrix A is a sum of projections if 
and on131 zyA > 0, trace A is an integer, and trace A > rank A. 
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PYOO~. Since A is self-adjoin& it can be assumed to be in diagonal 
form, A = diag(a,). By splitting off the null space, we can also 
assume that A is invertible. If a, + a** + a, > n, then ai > 1 
for some i, and subtracting the projection on the ith coordinate 
space leaves a positive operator with trace reduced by 1. By repeating 
this process we can assume, finally, that trace A = rank A = n, the 
dimension of the space. 
In this situation we will construct a rank 1 projection P < A such 
that rank (A - P) = 71 - 1, or what is the same thing, A - P has 
a nontrivial null space. The matrix A - P then satisfies the hypotheses 
of the theorem, so the procedure may be repeated. It will terminate 
with a positive matrix of rank and trace 1, hence a projection, and 
that will complete the proof. 
For a unit vector X, let P, denote the rank 1 projection defined by 
P,z = (z, X) x. It will be shown that 
(i) There is a unit vector x such that (A-lx, x) = 1, and 
(ii) for any such vector X, P, < A and A - P, has a nontrivial 
null space. 
If x is as in (i), and if y = A-lx, then Ay = x and Pz y = 
(A-lx, x) x = x, so that (A - PJ y = 0. If u is any vector, and if 
z, = Au, then (Pzu, u) = 1(x, u)Iz = 1(x, A-lv)12 < (x, A-%)(a, A-b) = 
(Au, u). This proves (ii). As for (i), since a, + em* + a, = n and 
ai > 0 for all i, except in the trivial case A = I there must be i with 
a, > 1 and i with ui < 1. For 0 < t < 1 let xf be the vector with t 
in the ith location, (1 - t2)1/2 in the jth location, and 0 elsewhere. 
Then xt is a unit vector for all t, and f(t) = (A-lx,, XJ is a con- 
tinuous function with f(0) = ai1 > 1 and f( 1) = ai’ < 1, so that 
(A-lx,, xI) = 1 fo r a suitable t. This verifies (i) and completes 
the proof. 
2. We turn now to a consideration of infinite-dimensional 
spaces. Let C be the unit circle in the complex plane, and let p be a 
finite positive Bore1 measure on C which is symmetric with respect 
to the real axis. This means that the operator defined on La(p) by 
(Sf)(ege) = f(e-““) 
is self-adjoint. Since obviously S2 = I, S is a symmetry (a symmetry 
is a self-adjoint unitary operator). Consider also the unitary operator 
defined on L2(p) by 
(Uf)(e@) = ei”f(eie). 
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The relation SU = U*S is obvious, and implies that US is self- 
adjoint and satisfies (US)” = 1, so that US is also a symmetry. 
The product of these symmetries is the unitary U, a fact observed and 
used by Halmos and Kakutani [3] in the proof of their theorem that 
any unitary operator on an infinite-dimensional space is a product of 
four symmetries. Here we wish to consider the sum B = S + US, 
rather than the product. The immediate problem is to determine the 
“spectral type” of B, or in other words, to represent B as a multi- 
plication operator. It will be convenient to assume that ~(1) = 0 
(in the contrary case 2 is an eigenvalue of B of multiplicity 1, the 
eigenspace consisting of those functions which vanish except at 1). 
LEMMA. Let v be a jkite positive Bore1 measure on the interval 
(-2, 2) which is symmetric about 0, and let p be the measure on the unit 
circle obtained from v via the mapping 2 cos(0/2) -+ eie, 0 < 8 < 27. 
Then the operator B dejned on L2&) by 
(Bf)(efe) = (1 + eie)f(e-is) 
is unitarily equivalent o the operator M defined on L2(v) by 
wm = tm 
Proof. If f0 is the function identically 1 on C, it is easy to see that 
the span of fO, Bf, ,..., B2”f0 contains the exponentials eike for 
--n < K < n. It follows that f0 is a cyclic vector for B, for if f is 
orthogonal to Bnf, for all n > 0, then 
s 
2n 
einef(efe) &L(O) = 0 
0 
for all n, and therefore f = 0 a.e. (p). Now 
(B2”fo)(eie) = (1 + eie)n(l + e-ie)n = [2 cos(B/2)]2fl 
(B2n+lfo)(eie) = (1 + eie)n+l(l + e-fe) 
= [2 cos(~9/2)]~“+~[cos(0/2) + i sin(0/2)]. 
The symmetry of v implies that p is symmetric about the real axis, 
and therefore 
s 1” ~2 c0s(e/2)] 
2nfl dp(e) = 0 
s 
2n ~2 c0s(e/2p+l sin(e/2) dp(e) = 0. 
0 
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It follows that 
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(B’“fo ,fJ = s”” [2 cos(~/2)]““[1 + cos(e/2)14@) 
0 
(~sn+lf~ ,fo) = j’,” ~2 cos(8/2)12n+l[1 + cos(8/2)1 dp(e) 
and hence that 
wfo do) = jr ~2 c04wiv + ~0s em 444 
zzz 
i 
* P(1 + frt) h(t) 
-2 
= wgo > go) 
’ for all n > 0, where g,,(t) = (1 + %t) lj2. The function g, is a cyclic 
vector for M because go(t) # 0 a.e. (v). The above relation implies 
that 
M~).fo ? @)f,) = w+7go 9 dM)go) 
for all polynomials p and Q, and therefore that 
defines an isometry from a dense linear manifold inL2(p) onto a dense 
linear manifold in L*(V). If W is the unique extension of IV’ to an 
isometry from La(p) onto L*(V), then clearly WB = MW, and the 
lemma is proved. 
LEMMA!. Let A be a cyclic self-adjoint operator such that A is 
unitarily equivalent to -A, the spectrum of A is contained in [-2, 21, 
and neither 2 nor -2 is an eigenvalue of A. Then A is a sum of two 
symmetries. 
Proof. For any cyclic self-adjoint operator A there is a finite 
positive Bore1 measure v on the spectrum of A so that A is unitarily 
equivalent to M on L*(v). The other hypotheses imply that v is 
supported in (-2, 2) and is symmetric about 0. It follows from the 
preceding lemma and remarks that M is a sum of two symmetries, 
and therefore so is A. 
THEOREM 2. Let A be a self-adjoint operator such that A is unitarily 
equivalent to -A, and the spectrum of A is contained in [-2, 21. 
Then A is a sum of two symmetries. 
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Proof. This result will be deduced from the lemma and the follow- 
ing fact: if for each (Y the operator A, is the sum of the symmetries 
S, and T, , then .Z @ A, is the sum of the symmetries C @ S, and 
Z @ T, . 
There is an orthogonal decomposition 
into invariant subspaces, where J! is the span of the eigenspaces 
belonging to 2 and -2, J+” is the null space, and A+ = A 1 X+ 
and A- = -A 1 #- are nonnegative. Now the operator A / Jl 
is a sum of two symmetries, and in fact is equal to twice a symmetry. 
The operator A / Jlr is the sum of the symmetries I and --I. As for 
the remaining summands, there is a further decomposition X+ = 
Z @ SE+ into invariant subspaces such that the operators A,+ = 
A+ 1 &,+ are cyclic. The hypothesis implies that A+ and A- are 
unitarily equivalent; let Z- = Z @ Z,- and A,- = A- / SJL?~- be 
the corresponding decomposition and operators. Consider the 
operators A, = A,+ @ ( -A3-) on Xa+ @ %,-. Each satisfies the 
hypotheses of the theorem, and in addition each is cyclic (the vector 
formed from a cyclic vector for A,+ and a cyclic vector for A,- is 
cyclic for A,), and each has neither 2 nor -2 as an eigenvalue. By 
the preceding lemma each A, is a sum of two symmetries, and the 
theorem is proved. 
COROLLARY. If A is a self-adjoint operator which has spectrum 
contained in [0, 21 and is unitarily equivalent to 2I- A, then A is a sum 
of two projections. 
Proof. The operator 2(A - I) satisfies the hypotheses of the 
theorem, and consequently is a sum of two symmetries. Recalling 
that to each symmetry H corresponds a projection E = Q(H + I) 
such that H = 2E - I, we have 
2(A -I) = (2P - I) + (2Q -1) 
for some projections P and Q, and so A = P + Q. 
Remark. This theorem can be sharpened as follows: a self-adjoint 
operator is a sum of two symmetries if and only if it is the direct sum of 
operators B and 2E, where B has spectrum in [-2, 21 and is unitarily 
equivalent to -B, and E is I or -I. 
From the theorem it is clear that if B and E are as described, then 
B @ 2E is a sum of two symmetries. Conversely, let A be the sum of 
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the symmetries 2P - I and 2Q - I, where P and Q are projections. 
Consider the following subspaces: 
X = [Pn(Z-Q)+(Z-P)nQ]S 
9 = [P n Q] Jr 
dl = [(I - P) n (I - Q)] is? 
Jv-=X@(X@Y@Jq. 
For projections F and G, we are denoting by F n G the projection 
on the intersection of the ranges of F and G. Then % = % @ 9 @ 
A? @ JV, and P and Q leave each of these spaces invariant. Now 
in the space Jr the projections P and Q are in positionp; that is, in JV, 
P n Q = (I - P) n Q = P n (I - Q) = (I - P) n (I - Q) = 0. 
If P and Q are any projections in position p, it is known that P and Q 
are simultaneously unitarily equivalent to I - P and I - Q 
([I], p. 431), and consequently A is unitarily equivalent to 
(2(Z - p) - I) + (2(Z - Q) - I) = --d 
in JV. Since A = 0 in A?, A and -A are unitarily equivalent there. 
Finally, A = 21 in 9 and A = -21 in A!, so that by removing a 
suitable piece 9 of the space of larger dimension, we have that A 
and -A are unitarily equivalent in the remainder of 9’ @ =A%‘, and 
A = 2E in 9. Thus the characterization is proved. 
It follows that a self-adjoint operator is a sum qf two projection-s 
if and only if it is the direct sum of operators B and 2E, where B has 
spectrum in [0, 21 and is unitarily equivalent to 21 - B, and E is 0 or I. 
3. We conclude the paper by drawing a few elementary 
conclusions from Theorem 2. Suppose A is a self-adjoint operator 
with spectrum in E-2, 21, and suppose that the null space JV of A 
is large: dim X = dim Z. Let -6’” = x:,“=, @ tin be a decomposi- 
tion so that each Z,, has the dimensionality of &, and let B be an 
operator as follows: B 1 Z @ y I - = 0, and B 1 Xm is unitarily equiva- 
lent to A for n even and to -A for n odd. Then A = (A - B) + B, 
and both A - B and B satisfy the hypotheses of Theorem 2, so 
that A is a sum of four symmetries. 
Since by elementary spectral theory any self-adjoint operator with 
spectrum is [-2, 21 can be written as the sum of two self-adjoint 
operators each having spectrum in [-2, 21 and large null space, 
the following has been proved: 
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THEOREM 3. On an infinite-dimensional space, any self-adjoint 
operator with spectrum in [-2, 21 is a sum of eight symmetries. 
COROLLARY. On an inj%ite-dimensional space, any self-adjoint 
operator with spectrum in [3, 51 is a sum of eight projections. 
COROLLARY. On an infinite-dimensional space, any self-adjoint 
operator is of the form c(&,, P, - 4I), where c > 0 and the P, are 
projections, and hence is a linear combination of nine projections. 
Proof. If A is self-adjoint, and /z > 0 is such that kA is a con- 
traction, then kA + 41 has its spectrum in [3, 51. 
COROLLARY. Any positive invertible operator is a positive linear 
combination of projections. 
Proof. Suppose that A is self-adjoint with spectrum in [a, b], 
a > 0. Let n be the least integer such that b < @)“a, and let 
A = xi=, @ A, be a decomposition so that A, has spectrum in 
[@)“-‘a, ($)“a]. Then (3/a)($)“-‘A, has spectrum in [3, 51, and so A, 
is a positive linear combination of 8 projections. Therefore A is a 
positive linear combination of 8n projections. 
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