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p n.The inversion formulae for k-plane transforms of functions f g L R are
obtained in terms of continuous wavelet transforms generated by a wavelet
measure. The admissibility conditions for a wavelet measure m are formulated in
terms of the Fourier transform of m and without using the Fourier transform. The
investigation is based on the wavelet type representations of Riesz fractional
derivatives. Q 1998 Academic Press
1. INTRODUCTION
The Radon transforms and their k-plane modifications on R n were
studied in numerous publications and have a wide field of applications
 w x . w xsee, e.g., 3, 4, 6, 7 and references therein . In 1991 M. Holschneider 5
suggested to employ continuous wavelet transforms for inverting Radon
transforms. His argument was based on the Calderon reproducing formula,Â
and the inversion result was obtained for the case n s 2. This approach
w xwas extended in 11 to the n-dimensional case and k-plane transforms.
More general inversion formulae can be obtained directly from the classi-
cal equality
f s c PaD kPf ,k , n
involving the k-plane transform P, the dual transform Pa, and the Riesz
k  .k r2derivative D s yD , by making use of the wavelet type representa-
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k w xtions of D . The last approach was realized in 10 for the usual Radon
 .transforms the case k s n y 1 . In the present article we show how this
approach works for the k-plane transforms with 1 F k F n y 1. The
L p-theory of wavelet type representations of Riesz fractional derivatives
a w xD , Re a ) 0, was developed in 8, 9 .
w xWe also mention the papers by C. A. Berenstein and D. Walnut 1 and
w xD. Walnut 15 devoted to the investigation of Radon transforms by using
wavelet transforms.
 . n  . nNotation. For x s x , . . . , x g R and y s y , . . . , y g R we1 n 1 n
 :  .  nwrite x, y s x y q ??? qx y . Let e s 1, 0, . . . , 0 , S s x g R :1 1 n n 1 ny1
< < 4 < < n r2  . w xx s 1 , S s 2p rG nr2 ; a is the integer part of the real num-ns1
 . n ber a. Given a function k x on R and « ) 0 instead of « there may be
.  . yn  .t, r, or another letter we denote k x s « k xr« . The notation«
 n. ` n. p n.  n.   n.  .C R , C R , L R is standard; C R s f g C R : lim f x s0 < x < ª`
4 ` ` n.0 ; C s C R is the space of compactly supported infinitely differen-c c
 n.tiable functions; M R is the Banach space of finite Borel measures on
n  n. 5 5 < <R . For m g M R we denote by m the total variation of m . Let
 n. `S R be the Schwartz space of rapidly decreasing C -functions with a
 n.  n.  n.standard topology; S 9 R is the dual of S R ; F s F R is the
subspace of S , which consists of functions orthogonal to all polynomials;
 n.  n.F9 R is the dual of F R . The Fourier transform and its inverse are
defined by
Ã i x , j :f j s f x e dx and .  .H
nR
yn yi x , j :g j s 2p g j e dj , .  .  .Ï H
nR
respectively.
w x We recall some facts from 8, 9 related to Riesz potentials see, e.g.,
w x . a n8, 9 and references therein . The Riesz potential I f , Re a ) 0 on R is
defined as a convolution I a f s k ) f with the kernela
¡ ya2 G n y a r2 . . ayn< <xn r2p G ar2 .
if a y n / 0, 2, 4, . . . ,~k x s .a  .1q ayn r21ya2 y1 .
ayn< < < <x log xn r2p G ar2 a y n r2 ! .  . .¢
if a s n s 0, 2, 4, . . . .
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a  n.It is known that the operator I is an automorphism of the space F R
a Ã ya n a .  . < <  .  .and I u j s j u j for u g F R . The last relation extends I uÃ
to all a g C as the entire function of a . The operator Da s Iya , Re a ) 0,
p n.is called the Riesz fractional deri¨ ati¨ e. For f g L R , 1 F p - nrRe a ,
the integral I a f exists a.e. on R n and enjoys the Hardy]Littlewood]Sobo-
w x alev theorem 14 . In the case p G nra the integral I f may be divergent
a  n.and the Riesz potential I f can be defined as the F9 R -distribution:
a a n .  .  .I f , u s f , I u , u g F R .
2. PRELIMINARIES
Let G be the manifold of all non-oriented k-planes in R n. For ak , n
sufficiently nice function f on R n the k-plane transform is defined by
Pf t s f x dm x , t g G , 2.1 .  .  .  .  .H t k , n
t
m being the euclidean measure on t . In order to parameterize G wet k , n
introduce the Grassmann manifold G of non-oriented k-dimensionalk , n
n  .  .  .subspaces of R . Under the identification G s O n rO k = O n y k ,k , n
 .the set G can be regarded as the k n y k -dimensional compact mani-k , n
 .fold on which the group O n acts transitively. We denote by dz the
invariant measure on G with the total mass 1. Given a fixed z g G ,k , n k , n
n  .each vector x g R can be written as x s x9, x0 s x9 q x0 where x9 g z
and x0 g z H , where z H is the orthogonal complement to z in R n. Each
 .k-plane t g G can be parametrized by the pair z , x0 where z g Gk , n k , n
and x0 g z H . The manifold G will be endowed with the productk , n
measure dz dx0, where dx0 denotes the usual euclidean measure on z H .
 .Under this parametrization the k-plane transform 2.1 reads
Pf z , x0 ' P f x0 s f x9 q x0 dx9, z g G , x0 g z H . .  .  .  . . Hz k , n
z
2.2 .
 . n kLet e , . . . , e be the natural orthonormal basis in R , and denote by R1 n
and R nyk, 1 F k F n y 1, the subspaces of R n, generated by the sets
 .  . ne , . . . , e and e , . . . , e , respectively. For y g R we write y s y9 q1 k kq1 n
y0 where y9 g R k, y0 g R nyk. Every z g G can be written in the formk , n
k  .  . nz s g R for some g g SO n . Given g g SO n and f on R we denote
 .  .f x s f g x . Theng .
Pf z , x0 s Pf R k ; y0 , where z s g R k , x0 s g y0 . 2.3 .  .  . . .g .
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 w x.We recall the Central Slice Theorem see, e.g., 6, p. 283 which enables
one to express the Fourier transform of P f via the Fourier transformz
of f.
1 n Ã Ã H .  .  .  .THEOREM 2.1. If f g L R , then P f j 0 s f j 0 , j 0 g z .z
 .Let S G be the Schwartz space of infinitely differentiable functionsk , n
 .w z , x0 on G rapidly decreasing in the x0-variable. The k-planek , n
 n.  . transform is a linear continuous map from S R onto S G concern-k , n
 . w x.ing this fact and the precise definition of the space S G see 2 .k , n
1 n.  . .  .H nClearly, if f g L R , then H P f x0 dx0 s H f x dx for eachz z R
5 5 1 5 5 1 nz g G , and therefore Pf F f .L G . L R .k , n k , n
w x nTHEOREM 2.2 13 . Let f be a nonnegati¨ e measurable function on R .
 . .Then Pf z , x0 is defined almost e¨erywhere on G if and only ifk , n
f x dx .
- `.H nykn < <R 1 q x .
For each d ) 0 and a measurable function f ,
dz dx0 f x dx .
Pf z , x0 F c . 2.4 .  .  .H Hnykqd nykn< < < <G R1 q x0 1 q x .  .k , n
COROLLARY 2.3. For 1 F p - nrk and d ) 0,
dz dx0
5 5Pf z , x0 F c f . 2.5 .  .  .H pnykqd< <G 1 q x0 .k , n
 .By using 2.3 and the obvious formula
g z dz s g g R k dg 2.6 .  . .H H
 .G SO nk , n
 .one can write 2.5 in the form
dy0
k< < 5 5dg Pf R , y0 F c f , d ) 0. . .H H pg . nykqdnyk . < <SO n R 1 q y0 .
2.7 .
The dual k-plane transform is defined by
Paw x s w z , E H x dz , . .  .H z
Gk , n
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where E H : R n ª z H is the orthogonal projection along the ``direction'' zz
onto the subspace z H . The operators P and Pa are tied by the duality
relation
Ä aPf , w s f , P w , 2.8 .  . .
where
ÄPf , w s Pf z , x0 w z , x0 dz dx0 , .  .  .  .H
Gk , n
a af , P w s f y P w y dy. .  . .  .H
nR
LEMMA 2.4. If w is a locally integrable tempered function on G , thenk , n
Paw g L1 R n l S 9 R n . .  .l oc
 .This assertion can be easily proved by using 2.8 .
We will need the following statement which gives one-dimensional
representation of the dual transform of radial functions.
 < <. HLEMMA 2.5. Let for each z g G the function g ' g x0 , x0 g z ,k , n
be radial and locally summable away from the origin. Then
r nyky1g r .< <x2yna < <P g x s A x dr , 2.9 .  . . Hk , n 1ykr22 20 < <x y r .
< < < <S Snyky1 ky1
A s .k , n < <Sny1
Proof. We have
a < < < <H HP g x s g E x dz s dg g E x dz . .  .  .H H Hz gz .
 .G SO n Gk , n k , n
< <ny ks g E x dg . .H g R
 .SO n
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In order to transform the last expression we take a test function v g
` n  4C R _ 0 and proceed asc
Pag x v x dx .  . .H
nR
< <ny ks dg g E x v x dx . .H H g R
n .SO n R
< <s dg g y0 v g y dy . .H H
n .SO n R
1
< < < <s g y0 dy v y s ds .  .H H
n< <S R Sny1 ny1
1r22 2< < < < v r qr s` `S S  . /nyky1 ky1 nyky1s r g r dr ds dr .H H H 1yk< <S r0 S 0ny1 ny1
` ` v us u du .
nyky1s A r g r dr ds .H H Hk , n 1ykr22 20 S r u y rny1  .
dy r nyky1g r .< <ys A v y dr . .H Hk , n ny2 1ykr2n 2 2< <yR 0 < <y y r .
 .This implies 2.9 .
We recall the theorem which clarifies the connection between the
following basic objects: the k-plane transform P, the dual transform Pa,
 a4  w xand the family I of Riesz potentials cf. 7, p. 18 where the casesa g C
.k s n y 1 and k s 1 were considered .
 n.THEOREM 2.6. Let f g F R , 1 F k F n y 1. Then for all a g C,
yka a ayk < < < <I f s c P I Pf , c s 2p S r S , 2.10 .  .k , n k , n ny1 nyky1
where I a f denotes the Riesz potential of f on R n and I aykPf ' I aykP f is thez
Riesz potential of P f on z H .z
Proof.
yn yaa yi x , j : Ã< <I f x s 2p e j f j dj .  .  .  .H
nR
`yn ny1ya yi r x , u : Ãs 2p r dr e f ru du . .  .H H
0 Sny1
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By making use of the formula
< <Sny1
g u du s dz g s ds , g g C S . .  .  .H H H ny1H< <SS G S lznyky1ny1 k , n ny1
2.11 .
 w x.see 12 we have
yn
< < `2p S . ny1a ny1yaI f x s dz r dr .  . H H< <S G 0nyky1 k , n
yi r x , s : Ã= e f rs ds .H
HS lzny1
yn
< <2p S . ny1 kya yi x , j 0 :Ã< <s dz j 0 f j 0 e dj 0 . .H H
H< <S G znyky1 k , n
By Theorem 2.1 the last integral can be written as
nykkya yi x 0 , j 0 : aykÃ< <j 0 P f j 0 e dj 0 s 2p I P f x0 .  .  . .  .H z zHz
and the required result follows.
 n.COROLLARY 2.7. For f g F R ,
yka k < < < <f s c P D Pf , c s 2p S r S , 2.12 .  .k , n k , n ny1 nyky1
k  .k r2 Hwhere D s yD is the Riesz deri¨ ati¨ e on z .
We will need the following auxiliary lemma.
LEMMA 2.8. Assume that 1 F k F n y 1, m is a finite Borel measure on
R nyk,
< k . <B kr21 2 2< < < <h x s x y y0 dm y0 . .  . .Hn m . < <x < < < <y0 - x
If




j < < w xy0 dm y0 s 0 for j s 0, 2, . . . , 2 kr2 , 2.14 .  .  .H
nykR
 .then h x enjoys the properties m .
< < kyn < <O x if x - 1, .1 ni h x g L R , h x s .  .  .  . m .  m . kynyg < < < <O x if x ) 1, .
2.15 .
 w x .where g s min b , 2 kr2 q 2 ;
ii h x dx .  .H  m .
nR
 .kq1 r21qk r2¡ < <p y1 S . ny1 k< <y0 dm y0 .H
nyk2G 1 q kr2 . R
if k is odd,~s 2.16 .
1qkr2k r2 < <p y1 S . ny1 k< < < <y0 log y0 dm y0 .H
nykkr2 ! . R¢ if k is e¨en.
w xThe proof of this statement can be found in 11 .
3. INVERSION OF k-PLANE TRANSFORMS
 . p kOur goal is to extend 2.12 to f g L and to represent D in the
w x p n.wavelet form by using the results from 8, 9 . Let f g L R , 1 F p - nrk.
Given a finite measure m on R nyk and an arbitrary fixed rotation r ,z
which maps R nyk onto z H , we denote by m z s m( ry1 the image of mz
under this rotation. Thus, m z is a finite measure on z H , and
g z0 dm z0 s g ry1 x0 dm z x0 3.1 .  .  .  . .H H z
nyk HR z
for each m-measurable function g.
Consider the following integral
` dt
aB f , m s P M f , 3.2 .  .H« m , t 1qkt«
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where
M f z , x0 s P f )m z x0 ds . 3.3 .  .  . .  .Hm , t z s , t
 .SO nykz
p n.  nyk .LEMMA 3.1. Let f g L R , 1 F p - nrk, m g M R . Then
a < <  < < < <.  n.P M f and B f , m are locally integrable and belong to S 9 R .< m < , t «
Proof. For the sake of convenience we assume f and m to be nonnega-
tive. Let us show that
5 5 1 ys 5 5 5 5M f F c m f , s ) n y k , 3.4 .L G ; 1q < x 0 <. . pm , t k , n
 .with c independent of t. By making use of 2.6 we have
dz dx0
M f z , x0 . .H sm , t < <1 q x0 .Gk , n
dx0
s dz dsH H Hs
H < <  .1 q x0 .G z SO nykk , n z
= P f x0 y tsh0 dm z h0 s A. 3.5 .  .  . .H zHz
 . k y1   ..  .Put x0 s g y0, g g SO n , z s g R , s s g rr see 3.1 , f x sz g .
 .f g x . Then
dy0
A s dg drH H Hs
nyk < < .  .1 q y0 .SO n R SO nyk
= P k f g y0 y tg rz0 dm z0 .  . .H g R
nykR
s dm z0 dr dg .H H H
nyk  .  .R SO nyk SO n
dy0
k= P f y0 y trz0 . .H sR g .
nyk < <1 q y0 .R
 .2.7
5 5 5 5F c dm z0 f ?y trz0 dr s c m f . .  .H H pg . pnyk  .R SO nyk
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 .Once 3.4 is established, we can complete the proof. Given a test function
 n.v g S R , we obtain
a Ä 5 5 5 5P M f , v s M f , Pv F c v m f , 3.6 .  . . . pm , t m , t
and
` dt
5 5 5 5B f , m , v F c v m f dt. B 3.7 .  .  . . pH« 1qkt«
 .Let us transform B f , m by changing the order for integration. According«
to Lemma 3.1 an application of the Fubini theorem below is possible. We
have
B f , m x .  .«
` dt
zs dz dg dm z0 P f x0 y tg z0 .  . .H H H H z 1qkH t .G SO nyk z «k , n z
< < k zs dz dg z0 dm z0 .H H H
H .G SO nyk zk , n z
dt
< <= P f x0 y tg z0r z0 . .H z 1qkt< <« z 0
1 k z< <s dz z0 dm z0 du .H H H
H H< <S G z S lznyky1 k , n ny1
` dt
= P f x0 y tu . .H z 1qkt< <« z 0
`1 dt
s dz du P f x0 y tu . .H H H z 1qkH< <S tG S lz 0nyky1 k , n ny1
< < k z= z0 dm z0 .H
< <z 0 -tr«
1 dh0
s dz P f h0 . .H H nzH< < < <S x0 y h0G znyky1 k , n
< < k= y0 dm y0 . .H
< < < <y0 - x 0 yh 0 r«
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Denote
< <ynx0 k yn< <u x0 s y0 dm y0 , u x0 s « u x0r« . .  .  .  .Ä Ä ÄH «< <S < < < <y0 - x 0nyky1
Then, by duality,
B f , m x s dz P f h0 u x0 y h0 dh0 .  .  .  .Ä .H H« z «HG zk , n
s f y dy u E H x y y dz s f )u x , .  .  .  .Ä  .H H « z «
nR Gk , n
where by Lemma 2.5,
< <S drkr2y1< <xky1 2yn 2 k2< < < < < <u x s x x y r y0 dm y0 .  . .H Hkq1< <S r < <0 y0 -rny1
kr2y12 2< < < <S x y r .< <xky1 2yn k< < < <s x y0 dm y0 dr .H H kq1< <S r< < < < < <y0 - x y0ny1
< k . <B kr21 yn 2 2< < < < < <s x x y y0 dm y0 , . .H< <S < < < <y0 - xny1
< k . < < < kB s S rk being the volume of the unit ball in R .1 ky1
Let us formulate the obtained result.
p n  nyk .LEMMA 3.2. Let f g L R , 1 F p - nrk, m g M R ,




aP M f s f )u , « ) 0, 3.8 .H m , t «1qkt«
where
< k . <B kr21 yn 2 2Y< < < < < <u x s x x y y dm y0 . 3.9 .  .  . .H< <S < < < <y0 - xny1
Lemmas 3.2 and 2.8 imply the following inversion theorems for k-plane
transforms.
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THEOREM 3.3. Let m be a finite measure on R nyk satisfying the condi-
tions
< < b < <y0 d m y0 - ` for some b ) k , 3.10 .  .H
< <y0 )1
j < < w xy0 dm y0 s 0 for j s 0, 2, . . . , 2 kr2 . 3.11 .  .  .H
nykR
p n.Assume that w s Pf, f g L R , 1 F p - nrk, 1 F k F n y 1, and denote
` dt
aT w s P N , 3.12 .H« m , t 1qkt«
N w z , x0 s w z , ? )m z x0 ds . .  .  . .  .Hm , t s , t
 .SO nykz
Then
lim T w s c f in the L p-norm and a.e. , 3.13 .  .« m
«ª0
where
 .kq1 r21qk r2¡p y1 . k< <y0 dm y0 if k is odd, .H
nyk2G 1 q kr2 . R~c sm 1qkr2k r2p y1 . k< < < <y0 log y0 dm y0 if k is e¨en. .H¢ nykkr2 ! . R
3.14 .
q n. p n.Theorem 3.4. If w s Pf, f g L R l L R where 1 F q - nrk and
 ` .  .1 F p F ` L is understood as C then 3.13 holds pro¨ided that m0
 .  .satisfies 3.10 , 3.11 .
EXAMPLE 3.5. Consider the radial measure on R nyk defined by
l lj
m s y1 d , l g N, . S , j /j
js0
 .  < <.  .where d y0 s 1r S d = L , d ' d r is the unit Dirac mass atS, j ky1 j S j j
w x  .the point j g 0, ` , and L ' L u is the usual Lebesgue measure onS S
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 w x.S see 9, Example 3.3 . We haveky1
l1 ljN w z , x0 s y1 w z , x0 y jtu du .  .  . .  Hm , t  /j H< <S S lzky1 ny1js0
and
`1 dt
T w x s .  . H« 1qk< <S t«ky1
l lj
H= y1 w z , E x y jtu du dz .  .H H z /j HG S lzk , n ny1js0
1
s dzH< <S Gky1 k , n
l dh0lj
H= y1 w z , E x y jh0 . .  .H nz /jH < <h0 < < 4z _ h 0 -« js0
Denote
l ljl
HD w z , x s y1 w z , E x y jh0 3.15 .  .  . . . h0 z /j
js0
 .the finite difference of w in the second variable ,
1 Dl w z , x . .h0
Kw x s dz dh0 , 3.16 .  .  .H n< <d h0Gk k , n
where
s lim dz ??? dh0 in the L p-norm or a.e. , .  .H H H
H«ª0  < < 4G G z _ h 0 -«k , nk , n
3.17 .
 .ky1 r21qk¡ p y1 .
A k l s k , if k is odd, .lG kr2 G 1 q kr2 .  .~d sk kr2k2p y1 d .
A a , l ) k , if k is even, .l¢G kr2 G 1 q kr2 da .  . ask
3.18 .
l ljy1 aA a s y1 j , d / 0. .  .l k /j
js0
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 .In the right-hand side of 3.16 we have a hypersingular integral of the
Marchaud type. The integrals of such a kind are widely used for the
 w xexplicit inversion of various integral operators of the potential type see 8
.  .and references therein . If w is smooth enough, the integrand in 3.16 has
no singularity. If w s Pf, f g L p, 1 F p - nrk, then Kw should be inter-
 .preted according to 3.17 .
THEOREM 3.6. If w s Pf, f g L p, 1 F p - nrk, then f s Kw, where Kw
 .is the hypersingular integral 3.16 .
Let us prove an analogue of Theorem 3.4 for k-plane transforms of
L2-functions and formulate the conditions for m in terms of the Fourier
transform m. In the statement below we use the same notation as inÃ
Theorem 3.3.
p n. 2 n. w xTHEOREM 3.7. Let f g L R l L R for some p g 1, nrk . As-
sume that m is a finite measure on R nyk such that the integral
m y0 m y0 .  .Ã Ã
C s dy0 s lim dy0 3.19 .H Hn nm
nyk < < < <y0 y0«ª0 < <R «- y0 -r
rª`
is finite. If w s Pf, then
k2 .L r dt 2p C . malim P N w s f , 3.20 .H m , t 1qk < <St«ª0 « ny1rª`
where




aB f s P N Pf , 0 - « - r - ` 3.21 .H« , r m , t 1qkt«
  ..  n.cf. 3.2 . Let us show that for each v g S R ,
a aP N Pf , v s f , P N Pv , 3.22 . .  /m , t m , tÊ
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 .  .ny kwhere m is the reflection of m such that H c y0 dm y0 sÊ ÊR
 .  . nykny kH c yy0 dm y0 for all m-measurable functions c on R . We haveR
PaN Pf , v .m , t
Äs N Pf , Pv .m , t
s dz P v x0 dx0 ds . .H H HzH  .G z SO nykk , n z
= P f x0 y z0 dm z z0 .  . .H z s , tHz
s dz ds dm z z0 .H H H s , tH .G SO nyk zk , n z
= P f u0 P v u0 q z0 du0 .  . .  .H z zHz
aÄs P f , N Pv s f , P N Pv . /  /z m , t m , tÊ Ê
 .From 3.22 it follows that
ÊB f , v s f , B v , 3.23 . .« , r « , r /
Êwhere B has the same form as B , but with m replaced by m.Ê« , r « , r
Furthermore, by using Theorem 2.1 we get
r1 dtÊB v x s dz ds . H H H /« , r nyk 1qkt  .« G SO nyk2p . k , n z
$
yi x 0 , j 0 : zÃ= e P v j 0 m ytsj 0 dj 0 .  . .H zHz
< <y1Snyky1 kyi x , j 0 : < <s dz e v j 0 j 0 dj 0 .ÃH Hnyk HG z2p . k , n
$
zm z0 dz0 .
= .H n< <z0< < < < < <« j 0 F z 0 Fr j 0
Denote
$
zm z0 dz0 .
i z 0 , ¨ 0 : zm t s dz0 s e dm ¨ 0 .  .Ä H H Hn n« , r H< < < <z0 z0< < < <«tF z 0 Frt «tF z 0 Frt z
m y0 .Ã
< <s dy0 , m j s m j . .  .ÄH n « , r « , r< <y0< < < <« t F y0 Frt
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By making use of the formula
< <Snyky1k< <dz j 0 g j 0 dj 0 s g j dj 3.24 .  .  .H H H
H n< <SG z Rny1k , n
 .  w x.which follows from 2.2 see 12 we have
< <y1Sny1 yi x , j :Ê < <B v x s e v j m j dj .  .  .Ã ÄH /« , r « , rnyk nR2p .
k2p . Ïs m v x . .Ã« , r< <Sny1
This enables us to write
kyn1 2p .  .3.23 Ã Ê Ã ÃB f , v 5 f , B v s m f , vÃ . n  /  /« , r « , r « , r / < <S2p . ny1
k2p . Ã Ïs m f , v , /« , r< <Sny1
k ÃÏ . < <.w xi.e., B f s 2p r S m f . Under the condition of the theorem« , r ny1 « , r
the function m is bounded uniformly in « and r. It follows that« , r
2 n.B f g L R , and« , r
< <Sny1 ÃB f y C f s m y C f ª 0 as « ª 0, r ª `. B .« , r m « , r mk 22p . 2
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