Abstract-The aim of this note is to extend the notion of invariant subspaces known in the geometric control theory of the linear time invariant systems to the linear parameter-varying (LPV) systems by introducing the concept of parameter-varying invariant subspaces. For LPV systems affine in their parameters, algorithms are given to compute many parameter varying subspaces relevant in the solution of state feedback and observer design problems.
, [4] , [11] , [18] , [23] .
Many of the control system design techniques using LPV models can be cast or recast as convex feasibility problem with infinite constraints that involve linear matrix inequalities (LMIs). This problem can be addressed by using affine LPV modeling that reduces the infinite constraints imposed on the LMI formulation to a finite number, [1] , [30] .
The pure LPV model is not quite matched for practical problems, e.g., to the flight control problem, where the scheduling variables are in fact system states (e.g. airspeed and angle of attack), rather than bounded external variables. An approach to this problem is to generate so-called quasi-LPV models, which are applicable when the scheduling variables are measured states, the dynamics are linear in the inputs and other states, and there exist inputs to regulate the scheduling variables to arbitrary equilibrium values.
The mathematically dual concepts of (A,B)(or controlled)-invariance and (C,A) (or conditioned)-invariance play an important role in the geometric theory of linear time-invariant (LTI) systems, [6] , [32] . These concepts were used to study some fundamental problems of LTI control theory, such as disturbance decoupling (DDP), unknown input observer design, fault detection (FPRG), [19] , [20] , [32] . The nonlinear version of this geometrical approach is much more complex and deals with certain locally controlled or conditioned invariant distributions and codistributions, [14] , [15] , [24] , [25] .
The aim of this note is to extend these notions for the parameter-varying systems by introducing the notion of parameter-varying (A; B)-invariant, parameter-varying (C; A)-invariant, controllability and unobservability subspaces, and to give some algorithms to compute these subspaces if certain conditions are fulfilled.
This note deals with the class of LPV systems of m inputs and p outputs that can be described as
where
and the dimension of the state space is supposed to be n.
It For the sake of notational simplicity the time dependency of the matrices will be omitted (A() := A((t))) where it is possible.
In introducing the various parameter-varying invariant subspaces, an important goal was to set notions that lead to computationally tractable algorithms. In general, it is a hard task to give an exhaustive characterization for the solution of the fundamental problems such as the DDP or the FPRG problem even in the LPV case. However, since the main ingredient in the solution of these problems are certain local decomposition theorems-in observable and unobservable subsystems, for example-using suitable invariant subspaces instead of the distributions or codistributions one can get sufficient conditions for the solvability that can be useful for practical engineering problems.
II. CONTROLLABILITY AND OBSERVABILITY OF LINEAR SYSTEMS
In what follows some standard results, see, e.g. [17] and [26] , will be recalled about the controllability and observability of the LTV systems: 
with X(t) 2 n2n . Let us denote by 8(t; t0) the transition matrix, i.e., the solution of (7) at time t; it is known that 8(t; t 0 ) is nonsingular for any t.
Definition 1: A state x0 is said to be controllable at time t0 if there exist a control function u(t) depending on x 0 and t 0 and defined over some finite closed interval [t0; T ] such that for the corresponding solution one has x(T ) = x (T; t0) = 0. If this is true for every state x and every t 0 then the system will be called (completely) controllable.
System (5) is called (completely) observable on an interval [t0; T ]
if any initial state x 0 at t 0 can be determined from knowledge of the system output y(t) and input u(t) over the interval [t 0 ; T ].
For a given system (5) let us denote by R the reachability subspace, i.e., the set of all states that can be reached from the origin in any finite time by means of control actions. The system is controllable if and only if R = X . Analogously let us denote by Q the unobservability subspace, i.e., the set of all initial states that cannot be recognized from the output function. The system is observable if and only if Q = 0.
One of the fundamental results, see [17] , concerning controllability and observability properties of LTV systems uses the system solution in the formulation of its conditions. The solution of such a system is generally not available in closed form. It is also a standard result that one can derive a rank condition that guarantees controllability which does not involve integration and can be obtain directly from the data (A(t), B(t)), see [26] : (5) is analytic on an interval I and t is an arbitrary fixed element of I, then (5) 
for some integer k, where
If the analyticity condition is dropped, then the rank condition is only sufficient. An analogous result holds for observability, too. It is also a standard way to study questions concerning controllability and observability using the Volterra expansions associated to the given differential equations. If the time-varying system has an affine structure then one can exploit this structure in deciding controllability and observability questions. Using the Peano-Baker formula for the transition matrix, one can prove the following result. A direct consequence of this fact is that if the inclusion R A;B n is strict, i.e, if RA;B is a proper subspace, then the system (5) cannot be completely controllable.
The main question is that under which condition is controllability guaranteed if the relation RA;B = n , i.e., the multivaraiable Kalman rank condition, holds. In [28] and [29] , an answer was given in terms of the solutions of a Wei-Normann equation, however, that solution is seldom accessible in practical situations. In [29] , it was shown that if the parameter functions f1; 1 ; 11 1; N g are differential algebraically independent (relation that also involves the derivatives of i), then the multivaraiable Kalman rank condition is also sufficient for controllability. An analogous result holds for observability, as well.
III. PARAMETER-VARYING INVARIANT SUBSPACES
For LTI systems the concept of certain invariant subspaces and the corresponding global decompositions of the state equations induced by these invariant subspaces was one of the main thrusts for the development of geometric methods for solutions to problems of disturbance decoupling or noninteracting control; see [32] . Nonlinear systems can be studied using tools from differential geometry, when the central role is played by the concept of invariant distributions. From the geometric viewpoint results of the classical linear control can be seen as special cases of more general nonlinear results; for details, see [15] and [21] .
Due to the computational complexity involved, these nonlinear methods have limited applicability in practice.
Linear time varying systems can be viewed as affine nonlinear systems [14] , by augmenting the original state space to := [t; x]
T . Restricting the investigations to linear subspaces, as special instances of distributions, then a subspace V of n , will be an invariant distribution for system (5) if and only if A((t))V V for all t 2 I, where I is an interval on which the solutions are defined.
This fact motivates the introduction of the following notion for LPV systems. A()V V for all 2 P; i:e:; for all t 2 I: (11) Let us observe, that if V is an A-invariant subspace and ImB(t) V for all t, then, considering the restrictions of the state matrices to this subspace, i.e., A() := A()jV (12) and using the invariancy property, (5) can be decomposed as
_ x(t) = A(t) x(t) +Ã1(t)x(t) + B(t)u(t)
It is obvious that the subspace R (A;B) in (10) is A((t)) invariant, i.e.,
A ((t)) R (A;B) R (A;B)
; for all t (15) moreover, one has that for the induced decomposition
These facts motivate the introduction of the following notion. (18) Dealing with parametric uncertainties a similar concept was introduced in [7] , called robust controlled invariant subspace. If one sets the gain matrix to be constant then the resulting subspace will be more restrictive, this approach was used in [9] and [22] , and was termed as generalized controllability (A, B)-invariant subspace.
The dual notion of the previous definition is the following. 
The mathematically dual concepts of (A,B) (or controlled)-invariance and (C,A) (or conditioned)-invariance play an important role in the geometric theory of LTI systems. These concepts were used to study some fundamental problems of LTI control theory, e.g., [6] , [19] , [20] , and [32] .
In the time-varying case, one can deal with these problems using the much more complex mathematical objects given by the locally controlled or conditioned invariant distribution algorithms or codistribution algorithms, respectively, [15] , [24] . The main problem that arises in practical situations is that either one cannot perform the computations or one cannot verify the conditions under the given algorithms provide the desired results.
If certain conditions are fulfilled, e.g., if the parameter functions are differential algebraically independent, then the parameter invariant subspaces defined above coincide with the corresponding invariant distribution or codistribution, respectively. However, to give sufficient conditions for the solution of certain state feedback and observer filter design problems it is enough that some decompositions of the state equations could be performed. The parameter-varying versions of these invariant spaces are suitable objects to define the required decompositions, therefore they can play the same role in the solution of the fundamental problems, such as disturbance decoupling (DDP), see [31] , unknown input observer design, fault detection (FPRG), see [3] , [5] , [27] , as their counterparts in the time invariant context.
IV. INVARIANCE ALGORITHMS
In [10] , an algorithm was given to determine the robust controlled invariant subspace, however since the number of conditions is not finite, the algorithm, in general, is quite complex. From a practical point of view, it is an important question to characterize these parameter-varying subspaces by a finite number of conditions. Assuming the special structure of the matrix A() in (1), it is immediate that if the inclusions hold for all Ai, then they hold also for all 2 P. It is not so straightforward under which conditions the reverse implication is true, too.
In what follows, a sufficient condition will be given that characterizes property (11) using only a finite number of constrains.
Lemma 2: If the functions 1; 1; . . . ; N are linearly independent over then A()V W8 2 P if and only if A i V W; i= 0; . . . ; N: We are interested in finding supremal A-invariant subspaces in a given subspace K or containing a given subspace L. As far as the first purpose is concerned the A-Invariant Subspace Algorithm over L can be defined as:
Obviously, the algorithm will stop after a finite number of steps, i.e.,
and assuming that conditions of Lemma 2. hold, it is minimal with these properties.
Similar to the linear case the subspace V 3 will be denoted by hAjLi. 
The limit of this algorithm will be denoted by V 3 and its calculation needs at most n steps.
The set of all (C; A)-invariant subspaces-note that C = KerC-containing a given subspace L, is a lower semilattice with respect to subspace intersection. This semilattice admits a minimum which can be computed from the (C; A)-Invariant Subspace Algorithm that can be obtained by duality from the ABISA algorithm, see [27] .
These algorithms can be obtained in the same way as those for the LTI case; see [32] . The minimality (maximality) of these subspaces follows from the fact that if one assumes that the parameter functions are linearly independent, then any relation involving subspace inclusions of the type A()V W will be equivalent with the same type of inclusions with the matrices A i , i.e., A i V W for all i. (27) where the notation A + BF stems for the system A() + BF ().
As in the classical case, it can be seen that the family of controllability subspaces contained in a given subspace K is closed under subspace addition. Hence, this family has a maximal element which can be computed from the parameter-varying Controllability Subspace Algorithm:
where V 3 is computed by ABISA. Theorem 3: The subspace R 3 is the largest parameter-varying controllability subspace in C.
This subspace plays a central role in solving the DDP problem in the affine LPV case; for details, see [31] .
The CSA algorithm can be obtained by dualizing the observability codistribution algorithm, see [24] , and applying it for subspaces.
In what follows, a few properties of the controllability subspaces, known in the LTI case, [32] , will be recast in the parameter varying context. 
where A + GC denotes the system A() + G()C.
By dualization one can show that the family of parameter-varying unobservability subspaces containing a given subspace L is closed under subspace intersection. The minimal element of this family can be computed as the result of the parameter-varying Unobservability Subspace Algorithm that can be obtained by duality from CSA, for details see [27] . These subspaces were used in the solution of fault detection filter design problems. Stabilization issues were treated using LMI techniques; for details see [3] and [27] . Moreover, using these parameter varying unobservability subspaces it is also possible to solve fault detection filter design problems for qLPV systems; for details, see [5] . In [13] , exactly the same algorithms were obtained in the context of bilinear systems.
V. CONCLUSION
This note investigated the extension of invariant subspace concepts used in the geometric theory of LTI systems to LPV and qLPV systems. The basic concept was the construction of subspaces invariant for a family of linear mappings. These were called parameter varying invariant subspaces. For LPV systems affine in their parameters algorithms were given to compute the relevant invariant subspaces used in relation with state feedback and observer design problems like DDP, decoupling, inversion, or detection filter design. These algorithms use only linear algebraic tools and can offer a computational alternative to some nonlinear problems reformulated in LPV or qLPV terminology.
