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a b s t r a c t
We define the ‘‘combinatorial part’’ of a Tarski formula in
which equalities and inequalities are in factored or partially-
factored form. The combinatorial part of a formula contains only
‘‘monomial inequalities’’, which are sign conditions onmonomials.
We give efficient algorithms for answering some basic questions
about conjunctions of monomial inequalities and prove the
NP-Completeness/Hardness of some others. By simplifying the
combinatorial part of a Tarski formula, and mapping the simplified
combinatorial part back to a Tarski formula, we obtain non-trivial
simplifications without algebraic operations.
Published by Elsevier Ltd
1. Introduction
In this paper, we propose and investigate a class of Tarski formula simplification and decision
problems that are purely combinatorial: satisfiability and simplification of conjunctions ofmonomial
inequalities. A monomial inequality is an inequality of the form Aσ0, where A is a monomial in
variables x1, . . . , xn and σ ∈ {<,>,=, ≠,≤,≥}. Note that although the xi range over R, we can
clearly restrict our attention to {−1, 0, 1}, and therefore satisfiability and simplification become
combinatorial problems rather than algebraic problems.
We consider boolean combinations of monomial inequalities because they represent the non-
algebraic structure of a Tarski formula, which we call the combinatorial part of the formula. When
equalities and inequalities in a Tarski formula are of the form f d11 · . . . · f drr σ 0, i.e., when they
are in factored or partially factored form, ignoring the algebraic information in the formula means
treating each fi as a distinct, independent real variable. Thus, each atomic formula becomes a
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monomial equality/inequality. We note that many constructions produce inequalities in partially
factored form (e.g., the Routh–Hurwitz criterion, or Weispfenning’s quantifier elimination by virtual
term substitution), and many systems keep formulas in partially or fully factored form (e.g., Maple,
or the Redlog package in Reduce). What motivates this work is the hope that we may make useful
simplifications and deductions based on the combinatorial part much more easily than when we
compute with the algebraic part as well. The following sections provide efficient algorithms for some
problems involving monomial inequalities and show the NP-Hardness of some others. In the context
of computing with Tarski formulas, NP-Hardness is not necessarily a show-stopper, but the purpose
of ignoring the algebraic information in formulas is to make simplifications and deductions quickly,
and it is therefore important to know which operations are likely to be difficult to perform quickly.
1.1. Problems considered in this paper
The most fundamental problem we consider is the satisfiability of the combinatorial part of a
conjunction of equalities and inequalities. Allowing disjunctions would immediately present us with
a problem at least as hard as boolean formula satisfiability — the poster child for NP-Completeness
— so we restrict to conjunctions.1 If we can determine that the combinatorial part of some input F
is unsatisfiable, we may conclude that F is unsatisfiable. Determining that the combinatorial part is
satisfiable does not allow us to conclude anything. Another fundamental problem is simplification
of conjunctions of monomial inequalities. A variety of metrics for ‘‘simplicity’’ could be considered,
of course, but we concentrate initially on what we consider to be the obvious measure: the sum of
the total degrees of the inequalities in the conjunction. Later we argue for a slightly different metric —
sumover each inequality of the number of variables appearing in themonomial — that is equivalent to
total degree for conjunctions of strict inequalities, but slightly different when non-strict inequalities
are present. We argue that, while less obvious, this is actually a more relevant measure.
Example 1 (The Simplification of a Conjunction of Monomial Inequalities). Is f = 87xy − 56xyz2 −
62x2z3 + 97xy3z − 73yz4 Hurwitz stable, i.e., do all of its roots lie in the left half of the complex
plane? This is typically answered by applying the Routh–Hurwitz criterion which, in this case, is
73/62 yx2 > 0 ∧ 3844x3(3472x2 + 7081y3)y > 0
∧ 1/62 (3472x2 + 7081y3)2yx2(−336784y3x2 − 686857y6 + 334428x3) > 0
∧ − 1/87 (−336784y3x2 − 686857y6 + 334428x3)((3472x2 + 7081y3)y) > 0,
the combinatorial part of which is
x2x21 > 0 ∧ x31x2x3 > 0 ∧ x23x2x21x4 > 0 ∧ x2x3x4 < 0,
which can be simplified to x1 < 0 ∧ x2 > 0 ∧ x3 < 0 ∧ x4 > 0. This formulation is discovered quite
quickly by methods described later in this paper, and it is clearly satisfiable. The original formula is
not, however, as is easily seen when x2 > 0 ∧ x3 < 0 is translated back into the original form as
y > 0 ∧ 3472x2 + 7081y3 < 0.
In addition to satisfiability, we consider ‘‘assumption problems’’, namely deciding whether F ⇒
A is a tautology and simplifying A given F , where in both cases F is a conjunction of monomial
inequalities and A is a single monomial inequality. These are essentially decision and simplification
in the presence of assumptions. Most computer algebra systems and special purpose systems for
computing with Tarski formulas allow for ‘‘assumptions’’, which are generally conjunctions, and the
ability to declare assumptions is quite important in enabling users to get answers in a form they can
use. (See assume in Maple, Redlog’s ‘‘theory’’ arguments, the Assuming function in Mathematica,
and Qepcad B’s assume command.)
1 It is interesting to note that conjunctions of monomial (in)equalities are more expressive than conjunctions of single-
variable (in)equalities, for example to express xy < 0 with single-variable left-hand sides requires ∨’s: x < 0 ∧ y >
0 ∨ x > 0 ∧ y < 0, but less expressive than arbitrary boolean combinations of single-variable (in)equalities, for example
x > 0 ∧ y > 0 ∨ x = 0 cannot be expressed as a conjunction of monomial (in)equalities.
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Example 2 (Deciding Monomial Inequality Assumption Implication). Given the formula
F = (3uv2 − w2)(u+ wv − 1) ≥ 0 ∧ (u2 + v2 − wv)(u+ wv − 1) ≥ 0
∧(3uv2 − w2)(u2 + v2 − wv) < 0
consider the problem of whether F ⇒ (u + wv − 1) = 0. The combinatorial part of F is x1x2 ≥
0 ∧ x3x2 ≥ 0 ∧ x1x3 < 0, and the question is whether this implies x2 = 0. This question can be
answered without any algebraic computation simply by noting that the first two inequalities imply
x1x22x3 ≥ 0 which, together with the third inequality, yields x22 ≤ 0 and that, of course, is equivalent
to x2 = 0.
1.2. Background and contribution
Satisfiability of boolean formulas (which is essentially equivalent to the satisfiability of Tarski
formulas with single-variable (in)equalities) is, of course, a classical problem in Computer Science
and the poster child for NP-Completeness, being the first problem proved to be NP-Complete
(Cook, 1971). Simplification of boolean formulas is also a well-studied topic. Recent work
(Buchfuhrer and Umans, 2008) has shown boolean formula minimization to be ΣP2 -complete, which
means that, modulo some widely accepted assumptions, boolean formula minimization is strictly
harder than satisfiability. Satisfiability of Tarski formulas is also well-studied, with Tarski’s original
algorithm showing the problem to be decidable (Tarski, 1951); Collins’ CAD algorithm showing the
problem to be primitive recursive by proving a O(22
n
) bound, where n is the number of variables,
on the problem; and more recent work (see e.g. Renegar (1992); Basu (1999)) giving bounds that
are singly exponential in the number of variables. Simplification of Tarski formulas, though it has
received some attention (Hong, 1992; Dolzmann and Sturm, 1997; Brown, 2001; Yanami and Anai,
2004), has been largely ignored. This is unfortunate, not only because simplification is an important
problem in its own right, but also because fast simplification is needed to make decision or quantifier
elimination methods efficient and not unduly sensitive to phrasings of input problems. In fact, this
was a major motivation for Dolzmann and Sturm (1997). As far as we are aware, we are the first to
consider satisfiability and simplification of conjunctions of monomial inequalities specifically and, as
we show, satisfiability and simplification take on a very different flavor in this context. In addition to
introducing the problems of monomial inequality satisfiability and simplification, our contributions
are:
(1) Efficient algorithms for the satisfiability and ‘‘assumption decision’’ problems for conjunctions of
monomial inequalities.
(2) Proofs of the NP-Completeness/Hardness of the simplification and ‘‘assumption simplification’’
problems for conjunctions of strict monomial inequalities.
(3) An efficient algorithm for simplification of conjunctions of non-strict monomial inequalities.
(4) An efficient algorithm for discovering equalities implied by a conjunction of monomial
inequalities.
(5) A framework for simplification of conjunctions of monomial inequalities that produces formulas
which, though not necessarily optimal, are guaranteed to include explicit descriptions of
important kinds of facts that may be implicit in the input.
To the best of our knowledge, this is the first result to show for any non-trivial class of Tarski formulas
that simplification is in a higher complexity class than satisfiability. We show that for conjunctions
of monomial inequalities, satisfiability is in P and simplification in NP (equivalently, ΣP0 and Σ
P
1
respectively). This mirrors the separation of satisfiability and simplification for boolean formulas.
This paper is an expanded version of Brown (2009). In particular, this paper extends that by
providing an algorithm, Algorithm 6, that solves the simplification problem for conjunctions of non-
strict inequalities in polynomial time and, for conjunctions of mixed strict/non-strict monomial
inequalities, simplifies the non-strict part optimally. We also describe how this new algorithm,
together with some other algorithms from this paper, can be combined to produce an efficient
simplifier whose output, while not necessarily optimal for all input, is guaranteed to have certain
nice properties. Sections 5 and 6 contain this new material.
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2. Strict monomial inequality problems
In this section we restrict ourselves to strict monomial inequalities. Let A1, . . . , Am be strict
monomial inequalities in the variables x1, . . . , xn, i.e.,
Ai =

n
j=1
x
di,j
j

σi 0,
where σi ∈ {>,<}. Each xi is assumed to be non-zero, so that x2i > 0 = true. The theorems and
algorithms we present for this special case provide the basis for handling the general case of mixed
strict/non-strict inequalities.
2.1. Strict monomial inequality decision
We define a mapping between the strict monomial inequalities in {x1, . . . , xn} and GF(2)n+1 as
follows
Γ

n
j=1
x
dj
j σ 0

= [B1, . . . , Bn+1],
where Bi = di mod 2, for 1 ≤ i ≤ n, and Bn+1 = 0 if σ is > and 1 otherwise. When restricted to
monomials with 0/1 exponents, Γ is 1-1 and onto. By Γ −1 we refer to the inverse of this restricted
mapping.
Theorem 1. Let F =mi=1 Ai, and let bi = Γ (Ai). Assuming that F is satisfiable over R,
(1) [0, . . . , 0, 1] /∈ span(b1, . . . , bm), and
(2) b ∈ span(b1, . . . , bm) if and only if ∀x1, . . . , xn[F ⇒ Γ −1(b)].
Proof. The forward direction of part (2) is obvious, since Γ (Aσ0)+Γ (A′σ ′0) = Γ (A · A′σ ′′0), where
σ ′′ is> if σ = σ ′ and< otherwise, and clearly Aσ0 ∧ A′σ ′0⇒ A · A′σ ′′0.
Given the forward direction of part (2), part (1) is clear: If [0, . . . , 0, 1] ∈ span(b1, . . . , bm), then
sinceΓ −1 ([0, . . . , 0, 1]) = 1 < 0, the forward direction of part (2) gives us F ⇒ 1 < 0, whichmeans
that F is unsatisfiable, contrary to our assumption.
To prove the reverse direction of part(2) we show that if b /∈ span(b1, . . . , bm) then F ⇒ Γ −1(b)
is not a tautology. Since F is satisfiable, let s = [s1, . . . , sn] be an assignment of ±1 values such that
x = s satisfies F , noting that sincewe are restricting ourselves to strictmonomial inequalities, we have
not lost any generality this way. If Γ −1(b) is not satisfied at x = s, we have already proved the result,
so we continue assuming Γ −1(b) is satisfied at x = s. To finish the proof, we modify s to construct a
point s′ at which F is satisfied, but not Γ −1(b).
LetM be them× (n+1)matrix of row vectors b1, . . . , bm, and let r be the rank ofM . Recalling that
[0, . . . , 0, 1] /∈ span(b1, . . . , bm), we assume without loss of generality that x1, . . . , xn are ordered in
such a way that the reduced row echelon form ofM , call itM ′, is of the form
M ′ =

I R
0 0

,
where I is the r × r identity matrix. Let b′ be the result of reducing b by the rows of M ′ in the usual
way, i.e., b′ = b− bM ′. Note that b′ ≠ 0 since b /∈ span(b1, . . . , bm), and b′ ≠ [0, . . . , 0, 1] since both
F and Γ −1(b) are satisfied at x = s. Thus, b′ has a 1 in some column t , where r < t < n + 1. Define
the±1-vector s′ as
s′k =
−sk if k = t or k ≤ r and bk has a 1 in column t
sk otherwise
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Since Γ −1(b′) evaluates to true at x = s, it is false at x = s′ by construction. Similarly, since each
Γ −1(b′i) evaluates to true at x = s each is also true at x = s′ by construction which, by applying the
forward direction of part (2), implies that each Ai is satisfied at x = s′. Also by the forward direction of
part (2), we see that F∧Γ −1(b)⇒ Γ −1(b′). Evaluating this at x = s′ yields true∧Γ −1(b)|x=s′ ⇒ false,
which implies that Γ −1(b)|x=s′ = false. Thus, F ⇒ Γ −1(b) is false at x = s′. 
Corollary 1. Let F = mi=1 Ai, and bi = Γ (Ai). F is satisfiable over R if and only if [0, . . . , 0, 1] /∈
span(b1, . . . , bm).
Given the previous theorem and corollary, we can efficiently decide the following problems: (1) Is
a given conjunction of strictmonomial inequalities satisfiable? (2) Given F , a conjunction ofmonomial
inequalities, and A, a monomial inequality, is F ⇒ A equivalent to true, equivalent to false or neither
— i.e., satisfiable for some, but not all, assignments of values to variables? This can be solved by
the previous satisfiability algorithm, but our special-purpose algorithm is much more efficient when
many A’s are tested with respect to the same F . In essence, these problems are solved simply by doing
Gaussian elimination on anm×nmatrix over GF(2), wherem is the number of inequalities in F and n
is the number of variables. Note that we also have a procedure for generating all normalized (meaning
0/1 exponents only) strict monomial inequalities implied by F .
Algorithm 1 Strict Monomial Inequality Conjunction Satisfiability (SMICS)
Input: F , a conjunction ofm strict monomial inequalities A1, . . . , Am in the variables x1, . . . , xn.
Output: t , true if F is satisfiable, false otherwise.
1: constructM , them× (n+ 1)matrix over GF(2) of row vectors Γ (A1), . . . ,Γ (Am).
2: perform Gaussian elimination onM to put it in row echelon form, calling the resultM ′.
3: if the last non-zero row ofM ′ is [0, . . . , 0, 1] return true, else return false.
Example 3. Consider applying Algorithm 1 to Example 1. Input F = x2x21 > 0 ∧ x31x2x3 > 0 ∧
x23x2x
2
1x4 > 0 ∧ x2x3x4 < 0. Steps 1 and 2 produce
M =
 0 1 0 0 01 1 1 0 00 1 0 1 0
0 1 1 1 1
 , M ′ =
 1 1 1 0 00 1 0 0 00 0 1 1 1
0 0 0 1 0
 .
Step 3 returns true, i.e., the formula is satisfiable. Note that if we putM ′ in reduced row echelon form,
we get 1 0 0 0 10 1 0 0 00 0 1 0 1
0 0 0 1 0
 ,
from which we can read off the signs of each variable: x1 < 0∧ x2 > 0∧ x3 < 0∧ x4 > 0. In general,
if F implies the sign of a variable, that fact can be read off the reduced echelon form matrix.
2.2. Strict monomial inequality simplification
In this section we consider two simplification problems, assumption simplification and
conjunction simplification, and show that both are NP-Hard, even in this simple non-algebraic setting,
and even when we restrict ourselves to strict inequalities.
Definition 1. Given F , a conjunction of inequalities, and A a single inequality, the assumption
simplification problem is to find the ‘‘simplest’’ A′ such that F ∧ A ⇔ F ∧ A′. When the inequalities
are strict monomial inequalities, we define ‘‘simplest’’ to mean least total degree.
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Algorithm 2 Strict Monomial Inequality Implication Decision (SMIID)
Input: F , a conjunction ofm strict monomial inequalities A1, . . . , Am in the variables x1, . . . , xn.
Input: monomial inequalities c1, . . . , ck
Output: (t1, . . . , tk), where ti is true if F implies ci, false otherwise.
1: constructM , them× (n+ 1)matrix over GF(2) of row vectors Γ (A1), . . . ,Γ (Am).
2: perform Gaussian elimination onM to put it in row echelon form, calling the resultM ′.
3: for all i in [1, k] do
4: set vi = Γ (ci).
5: set v′i to the result of reducing vi by the rows ofM ′.
6: if v′i = 0 set ti = true, else set ti = false.
7: end for
Definition 2. Given F , a conjunction of inequalities, the conjunction simplification problem is to find the
‘‘simplest’’ conjunction of inequalities F ′ such that F ⇔ F ′. When the inequalities are strict monomial
inequalities, we define ‘‘simplest’’ to minimize the sum of the total degrees of all the inequalities in
the conjunction.
Both of these are natural simplification problems. We show that both are NP-Hard: reducing
maximum-likelihood decoding to assumption simplification, and minimum distance of a binary
linear code to conjunction simplification. The following problem is proved NP-Complete in
Berlekamp et al. (1978):
Problem: Maximum-Likelihood Decoding
Instance: A binarym× nmatrix H , a vector s ∈ GF(2)m and an integerw > 0.
Question: Is there a vector x ∈ GF(2)n of weight ≤ w such that Hxt = st? (Note: ‘‘weight’’ here is
Hamming weight, i.e., the number of non-zero entries.)
We formally define the decision-problem version of assumption simplification as follows:
Problem: Strict Monomial Inequality Assumption
Simplification
Instance: F , a satisfiable conjunction of strict monomial inequalities, A, a strict monomial inequality,
and d, a non-negative integer.
Question: Is there a strict monomial inequality A′ of total degree≤ d such that F ⇒ A ⇔ A′?
Theorem 2. Strict Monomial Inequality Assumption Simplification is NP-Complete.
Proof. We give a polynomial-time reduction fromMaxi-
mum-Likelihood Decoding. In the above formulation of Maximum-Likelihood Decoding, H is the
parity-check matrix for the code: i.e., the null-space of H is the space of code-words. If y ∈ GF(2)n is
‘‘received’’, we compute the syndrome s = Hyt and then find theminimumweight x such thatHxt = st .
The nearest (most-likely) code-word is c = y+x. An alternative formulation of the problem is to start
with matrix Gwhose rows generate the space of code-words, and to ask for the code-word c nearest
to y. In this case, x = c − y = c + y.
Given a Maximum-Likelihood Decoding problem instance represented by G and y, we form G′
and y′ by simply appending an additional column of zeros. Let b1, . . . , bm be the rows of G′, then let
F = Γ −1(b1) ∧ · · · ∧ Γ −1(bm) and A = Γ −1(y′). We claim that y + x ∈ rowspace(G) if and only if
F ⇒ A ⇔ Γ −1(x′) holds for all assignments of values to variables, where x′ is x with a zero entry
appended, and the weight of x is equal to the total degree of Γ −1(x′).
If y + x ∈ rowspace(G) then y′ + x′ ∈ rowspace(G′). Thus, y′ ∈ span(b′1, . . . , b′m, x′) and
x′ ∈ span(b′1, . . . , b′m, y′). By Theorem 1, F ∧ Γ −1(y′) ⇒ Γ −1(x′) and F ∧ Γ −1(x′) ⇒ Γ −1(y′),
so F ⇒ A ⇔ Γ −1(x′), which proves the first part of our claim.
As for the second part of the claim, we simply note that it follows from our having appended zero
to everything, which corresponds to only having ‘‘greater-than’’ inequalities, so that the Hamming
weight of the vector is indeed equivalent to the total degree of the corresponding inequality. 
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Consider theMinimum-Distance, which was shown in Vardy (1997) to be NP-Complete:
Problem: Minimum-Distance
Instance: m n-dimensional vectors b1, . . . , bm over GF(2) and d, a non-negative integer.
Question: Is there an element of the vector space spanned by b1, . . . , bn of Hamming weight at
most d?
Following the same trivial (and linear time!) sequence of steps as given in the reduction from the
previous theorem, an instance I ofMinimum-Distance can be transformed into a formula F that is a
conjunction of strict polynomial inequalities, and a vector space element of Hamming weight at most
d corresponds to an inequality implied by F of total degree at most d.
Recall fromDefinition 2 that the conjunction simplification problemstartswith a conjunction F and
asks for an equivalent conjunction F ′ that minimizes the sum of the total degrees of the inequalities
it contains. This formula F ′ corresponds to a basis of minimum total Hamming weight for the vector
space given in instance I . Such a basis would have to contain a minimumweight vector in the space2,
so solving the conjunction simplification for strict monomial inequalities problem associated with I
provides the solution to I; suggesting the following:
Theorem 3. Conjunction simplification for strict monomial inequalities is NP-Hard.
This theorem is proved in Appendix, where it is proved that the obvious decision problem variant
of conjunction simplification for strict monomial inequalities is NP-Complete.
3. Strictly non-strict monomial inequalities
The previous section considered monomial inequality problems involving only strict inequalities.
In that context, the obvious normalization of a conjunction simply replaces all even exponents with
zero and all odd exponents with one (note that all factors that only appear in the formula to even
exponents must be separately declared as non-zero). We showed that the normalized inequalities
implied by a given conjunction are isomorphic to a vector space over GF(2), and we exploited that
to provide simple algorithms for satisfiability and implication assumption. In this section, we prove
that the same approach cannot be taken for problems in which all inequalities are non-strict. In
particular, we define the obvious normalization for the non-strict case and show that no vector-space
is isomorphic to the set of all normalized non-strict inequalities implied by a given conjunction.
Definition 3. Let Ai be a non-strict monomial inequality, i.e.,
Ai =

n
j=1
x
di,j
j

σi 0,
where σi ∈ {≥,≤}. The normalized form of Ai is simply
n
j=1
x
f (di,j)
j

σi 0,
where f (d) = 0 if d = 0, 1 if d odd, and 2 otherwise, except when each di,j is even and σi is≥, which
case the inequality normalizes to true, and when each di,j is zero and σi is≤, which case the inequality
normalizes to false.
The point here is that while x31x
4
2 has the same sign as x1x
2
2, it does not always have the same sign
as x1x02. This causes trouble.
2 Thanks to David Joyner for pointing this out and for referring me to Vardy’s paper.
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Theorem 4. Given variables x1, . . . , xn, there is no vector space isomorphic to the set of normalized non-
strict monomial inequalities over x1, . . . , xn, where the mapping Γ ′ is defined to be an isomorphism if for
every m + 1 normalized non-strict inequalities A, A1, . . . , Am we have Γ ′(A) is in the subspace spanned
by Γ ′(A1), . . . ,Γ ′(Am) if and only if A1 ∧ · · · ∧ Am ⇒ A.
Proof. First we prove that the ground field for any such vector space has characteristic two. Clearly
x ≥ 0 should generate a subspace corresponding only to true and x ≥ 0. So, if v = Γ ′(x ≥ 0), either
(1) v + v = v, which implies v = 0 and thus that x ≥ 0⇔ true, which is certainly false, or
(2) v + v = 0, which means (1+ 1)v = 0, i.e., that the ground field has characteristic two.
Secondly, we note that the only normalized monomial inequalities over two variables, call them x
and y, are xiyjσ0, where i, j ∈ {0, 1, 2} and σ ∈ {≤,≥}, except that x0y0 ≤ 0 normalizes to false, and
each of x0y0 ≥ 0, x0y2 ≥ 0, x2y0 ≥ 0, and x2y2 ≥ 0 normalizes to true. Thus, there are 15 normalized
inequalities, and there is no vector space over a field of characteristic two with 15 elements. 
The previous theorem shows that we cannot hope to use the same approach for non-strict
inequalities as we did for strict inequalities. While this does not mean there are not other approaches,
we will not consider them here and, instead, move on to considering problems containing both strict
and non-strict monomial inequalities.
4. Mixed strict/non-strict monomial inequalities
In this sectionwe consider conjunction satisfiability and implication decision formixed strict/non-
strict monomial inequalities. We give a set of three simple rules that, given a conjunction F , generate
all inequalities implied by F (up to a normalization we define later), and we give efficient algorithms
for solving the conjunction satisfiability and implication decision problems.
In the following, we will assume we are given a conjunction
F =
m
i=1

n
j=1
x
di,j
j σi0

=
m
i=1
Ai
of monomial inequalities in the variables x1, . . . , xn. Without loss of generality, let x1, . . . , xr be the
variables that appear in strict inequalities, and let xr+1, . . . , xn be the variables that appear only in
non-strict inequalities. We assume there are no non-strict inequalities involving only the variables
x1, . . . , xr , since any such non-strict inequality can never be satisfied with equality if F is satisfied.
Also without loss of generality, assume that σ1, . . . , σs are strict, and σs+1, . . . , σm are non-strict. We
continue to assume that= and ≠ are not present, as the other relational operators suffice to express
them.
Consider the function M that maps an inequality to its exponent vector plus an element defining
the ‘‘direction’’ of the relational operator. By convention we will write the result as a direct sum
corresponding to the strict and non-strict parts:
M(Ai) = M

n
j=1
x
di,j
j σi 0

= u⊕ v
= [di,1, . . . , di,r , si] ⊕ [di,r+1, . . . , di,n],
where si is 0 if σi ∈ {>,≥} and 1 otherwise. Notice that u, the strict part, carries the relational operator
information, so that it corresponds to the vector representation from Section 2.
As in the previous two sections, we want to normalize inequalities, and the natural normalization
is to normalize the strict part, u, as in Section 2, and the non-strict part as in Section 3. We define a
normalization function N so that N ◦ M defines a 1-1 correspondence between normalized formulas
and normalized vectors.
N(u⊕ v) = η(u)⊕ η′(v),
where η([di,1, . . . , di,r , si]) = [di,1 mod 2, . . . , di,r mod 2, si] and η′([di,r+1, . . . , di,n]) = [f (di,r+1),
. . . , f (di,n)]. (Recall that f was defined in Section 3.) It is important to note thatwhileN does commute
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with addition in the underlying module Zn+1, the elements of the v-part do not obey ring axioms if
we normalize following each operation.
Theorem 5. Given F as above:
(1) If F ⇒ M−1 (N(u⊕ v)) and F ⇒ M−1 N(u′ ⊕ v′) then F ⇒ M−1 N (u+ u′)⊕ (v + v′).
(2) If F ⇒ M−1 (N ([0, . . . , 0, 1] ⊕ v)), where v ≠ 0 but v mod 2 = 0, then F ⇒ M−1 (N (u⊕ w))
for any vector u, and any vector w having positive entries in every position at which v has a positive
entry.
(3) If F ⇒ M−1 (N(u⊕ v)) then for any vector v′, F ⇒ M−1 N u⊕ (v + 2v′) .
Proof. The first rule is just the usual process of deriving a new inequality by taking the product of left
hand sides of two inequalities. The second rule basically amounts to saying that if a2 ≤ 0, then ab ≥ 0
and ab ≤ 0 for any b. The third rule basically amounts to saying that, for any a and b, if a ≤ 0, then
ab2 ≤ 0 and if a ≥ 0, then ab2 ≥ 0. 
Given F , a conjunction of inequalities that is assumed to hold, the preceding theorem provides
rules for generating from the elements of F new inequalities that must also hold. In fact, the following
theorem, whose proof we postpone, states that all inequalities implied by F can be generated by
applying these rules to the elements of F .
Theorem 6. Suppose that F is not unsatisfiable. For any monomial inequality A over x1, . . . , xn, F ⇒ A if
and only if A is derivable from the elements of F by Theorem 5’s rules.
Fast algorithms for conjunction simplification, i.e., simplifying F , or implication simplification, i.e.,
simplifying A given F ⇒ A, are unlikely to exist as we have already shown them to be NP-Hard even
when we restrict F to contain only strict inequalities. So we next consider determining whether F is
satisfiable and whether F ⇒ A holds for some given inequality A. The following theorem tells us how
to do this.
Theorem 7. F is satisfiable if and only if
s
i=1 Ai is satisfiable.
Proof. Recall that we have written F as
A1 ∧ · · · ∧ As  
Fs
∧ As+1 ∧ · · · ∧ Am  
Fn
,
i.e., we have broken it up into its strict and non-strict parts, Fs and Fn, respectively. Fs contains only
the ‘‘strict variables’’ x1, . . . , xr , and every inequality in Fn contains at least one of the ‘‘non-strict
variables’’ xr+1, . . . , xn.
Clearly, if F is satisfiable then Fs is satisfiable (as is Fn). Conversely, if Fs is satisfied by some
assignment of values to x1, . . . , xr , then by assigning 0 to each of xr+1, . . . , xn we get an assignment
that satisfies both Fs and Fn, which means that F is satisfiable. 
The preceding theorem gives us an algorithm for deciding the satisfiability of a conjunction.
Algorithm 3Monomial Inequality Conjunction Satisfiability (MICS)
Input: F , a conjunction of monomial inequalities.
Output: t , true if F is satisfiable, false otherwise.
1: set Fs to the ‘‘strict part’’ of F , as defined above
2: return SMICS(Fs) [i.e., call Algorithm 1]
This immediately yields an algorithm for implication decision, since F ⇒ A if and only if F ∧ ¬A
is unsatisfiable. As in the previous section, however, we would like a faster algorithm for implication
decisionwhen F is known in advance, sincewe oftenwant to testmany inequalities for implication by
the same F . The important point is thatwe can use the strictmonomial inequality implication decision
868 C.W. Brown / Journal of Symbolic Computation 47 (2012) 859–882
algorithm from Section 2 with Fs as long as the strict/non-strict variable sets are unchanged by adding
¬A to conjunction F .
Algorithm 4Monomial Inequality Implication Decision (MIID)
Input: F , a satisfiable conjunction of monomial inequalities, and monomial inequality A.
Output: true if ∀x1, . . . , xn[F ⇒ A], false otherwise.
1: if A is strict and it contains any of the non-strict variables xr+1, . . . , xn, return false
2: if A is strict and it contains only strict variables, return SMIID(Fs, A).
3: if A = aσ0 is non-strict and it contains only strict variables, return SMIIDS(Fs, aσ ′0), where σ ′ =<
if σ =≤ and σ ′ => if σ =≥.
4: if A is non-strict and it contains non-strict variables, return MICS(F ∧ ¬A).
Proof of Theorem 6. Clearly, if A is derivable using the rules of Theorem 5 on the elements of F , then
F ⇒ A. What remains to be shown is that F ⇒ A implies that A is derivable.
In what follows we will need some convenient names: let F = A1 ∧ · · · ∧ Am as before, and let
Am+1 = ¬A.
Suppose that F ⇒ A, then F ∧ ¬A is unsatisfiable, so Algorithm SMICS applied to the strict part
of F ∧ ¬A returns false. Since F and F ∧ ¬A may have different strict/non-strict variable sets, we
distinguish betweenM , themapping associatedwith F , and themapping associatedwith F∧¬A, which
wewill callM ′. Since Algorithm SMICS returned false, there is a subsequence i1, . . . , ik of 1, . . . ,m+1
such that
N(M ′(Ai1)+ · · · +M ′(Aik)) = [0, · · · , 0, 1] ⊕ 0.
Case 1: ik ≠ m+ 1. In this case Amust be a non-strict inequality, since F is satisfiable. So:
N(M(Ai1)+ · · · +M(Aik)) = u⊕ v,
where u = [0, . . . , 0, 1] and, since F is not unsatisfiable, v ≠ 0. However, v can only contain
non-zero entries in positions r + i if xr+i appears in A, and these entries can only be 2’s. Thus,
M−1(u⊕ v) = x2j1 · · · x2jl ≤ 0, where xj1 , . . . , xjl all appear in A. Thus, A is derivable from x2j1 · · · x2jl ≤ 0
by rule 2, and x2j1 · · · x2jl ≤ 0 is derivable from A1, . . . , Am by repeated applications of rule 1.
Case 2: ik = m+ 1. Then
M ′(Ai1)+ · · · +M ′(Aik) = [0, · · · , 0, 1] ⊕ [0, . . . , 0] mod 2
which means that
M ′(A) = M ′(Ai1)+ · · · +M ′(Aik−1) mod 2.
By construction, none of the variables xr+1, . . . , xn appear in Ai1 , . . . , Aik−1 unless they also appear in
A. Let u⊕ v = M(Ai1)+ · · · +M(Aik−1). ThenM(A) = u⊕ (v+ 2w) for somew. Thus, A is derived by
repeated applications of rule 1, followed by an application of rule 3. 
Recall that in Example 2 we were able to deduce an equality from a conjunction of inequalities.
This is important, since equalities can be exploited in subsequent computations with formulas. So
a natural question to ask is whether a conjunction F implies any equalities. The following corollary
provides the basis of an algorithm for answering this question.
Corollary 2. Let F = A1∧· · ·∧Am be as above. Let K be the matrix with row vectors M(A1), . . . ,M(Am).
Then every vector w such that wK ≡ [0, . . . , 0, 1] ⊕ [0, . . . , 0] (mod 2) defines an equality3
M−1(N(wK)) that is implied by F . Moreover, every equality implied by F is of the form p · p′ = 0 where,
for somew, M−1(N(wK)) is p = 0.
3 Recall that we encode xi1 · · · xik = 0 as x2i1 · · · x2ik ≤ 0.
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Proof. It follows directly from Theorem 5’s rule 1 that every vectorw such thatwK ≡ [0, . . . , 0, 1]⊕
[0, . . . , 0](mod2) defines an equality M−1(N(wK)) that is implied by F . Theorem 6 tells us that the
only other equalities implied by F are derived by applying rules 2 and 3 as well as rule 1. We will say
that vector u⊕ v is an explicit equation if u⊕ v ≡ [0, · · · , 0, 1] ⊕ [0, . . . , 0](mod2).
By ‘‘the support of integer vector v’’ we will refer to the set of indices at which v is non-zero. The
rules from Theorem 5 generate formulas from formulas. For the remainder of this proof we treat them
as generating integer vectors from integer vectors, whereM−1 ◦N maps the vectors back to formulas.
This simplifies the argument. Note that, in this light, each of the rules 1, 2 and 3 generates a new
vector as the sum of two vectors, and the support of the new vector is the union of the supports of the
summands, since all entries of the vectors we consider are non-negative.
Consider a derivation that results in an explicit equation u⊕ v. We will show thatM−1(N(u⊕ v))
is p · p′ = 0 where p = 0 isM−1(N(wK)) for somew. We will assume that the derivation uses rule 2,
the contrary case is handled by a simplified version of the argument that follows.
In the derivation there must include a derivation of an explicit equation u′ ⊕ v′ in which rule 2 is
not used — since rule 2 requires that one summand be an explicit equation. Moreover, the support of
v contains the support of v′. The derivation of u′ ⊕ v′ only involves applications of rules 1 and 3 and,
in fact, it is simply a sum of vectors, each of which is either a row of K or 0 ⊕ 2w for some w. If we
rewrite this sum as u′ ⊕ v′ = S1 + S2, where S1 is a sum of rows of K and S2 is a sum of vectors of the
form 0⊕ 2w, we see that S1 is an explicit equation u′ ⊕ v′′ and the support of v′ contains the support
of v′′. Thus, v contains the support of v′′ and denoting the equation u′ ⊕ v′′ represents as p = 0, we
see that u⊕v represents an equation p ·p′ = 0. Since u′⊕v′′ is a sum of rows from K , we are done. 
If an equation p = 0 implied by F has the property that p has no divisor q such that F ⇒
p/q = 0, then we will say that p = 0 is a minimal equation. What we had really like is to know
the minimal equations defined by F . Corollary 2 tells us that any minimal equation defined by F
is of the form M−1(N(wK)), where wK = [0, . . . , 0, 1] ⊕ [0, . . . , 0] mod 2. Of course some non-
minimal equations are defined this way as well. The following algorithm returns an implied equation
if one exists, and ‘‘NONE’’ otherwise. We could extend it to produce, for example, all minimal implied
equations.
Algorithm 5Monomial Inequality Discover Implied Equation (MIDIE)
Input: F = A1 ∧ · · · ∧ Ak, a conjunction of monomial inequalities.
Output: an equation implied by F , if one exists, ‘‘NONE’’ otherwise.
1: set K to the matrix with row vectorsM(A1), . . . ,M(A2)
2: solvewK ≡ [0, . . . , 0, 1] ⊕ [0, . . . , 0](mod2) forw
3: if no solution exists return ‘‘NONE’’, else returnM−1(N(wK))
Example 4. ApplyMIDIE to the combinatorial part of x1x2 ≥ 0∧x3x2 ≥ 0∧x1x3 < 0 from Example 2.
Variables x1 and x3 are strict, x2 is non-strict. Step 1 produces
K =

x1 x3 σ x2
1 0 0 1
0 1 0 1
1 1 1 0
 .
Step 2 finds solutionw = [1, 1, 1]. Step 3 computeswK = [2, 2, 1, 2], and N(wK) = [0, 0, 1, 2], and
M−1(N(wK)) = x22 ≤ 0 which, of course, is our representation for x2 = 0.
5. MinWtBasis – a simplification algorithm for the non-strict part
This section introduces an algorithm, MinWtBasis, that simplifies conjunctions of monomial
inequalities, and runs in polynomial time. The algorithm produces a formula that is optimum in the
following sense: the sum over each monomial of the number of non-strict variables occurring in that
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monomial is minimized. The use of this metric, of course, requires justification. First of all, we know
from Theorem 3 that simplification with respect to the strict variables is NP-Hard. That is why we
only attempt optimum simplification with respect to the non-strict variables. Second, we choose the
number of non-strict variables in a monomial rather than the total degree of the non-strict part of a
monomial because:
(1) this metric is actually the same as sum-of-total-degrees when applied to the strict variables
(where each exponent is either 1 or 0), so the choice does not actually represent a break with
the metric considered in Section 2.2, and
(2) it is not clear that an exponent of 1 has any cause to be considered ‘‘simpler’’ than an exponent
of 2 in this context. Is x2 ≤ 0 less simple than x ≤ 0? Is xy2 ≥ 0 less simple than xy ≥ 0?
Our contention is: no. Thus, instead of deciding artificially that one is simpler than the other, we
choose a metric that does not distinguish between them.
Since MinWtBasis runs in polynomial time, we see that while optimum simplification for
conjunctions of strict monomial inequalities is NP-Hard, optimum simplification for conjunctions of
non-strict inequalities is in P;where in both problems the sum-of-number-of-vars-in-each-monomial
metric is minimized.
MinWtBasis has a role to play in simplifying arbitrary formulas quickly in practice. First, onewould
apply MinWtBasis to simplify the non-strict part. Then one would simplify the strict part using some
heuristic to obtain good answers without the possibility of embarking on a computation that will
require super-polynomial time. This is discussed in more detail later in this section.
5.1. MinWtBasis
We adopt the same general conventions as in the previous section, with F = A1 ∧ · · · ∧ Am
being a conjunction of monomial inequalities. Let B = {M(A1), . . . ,M(Am)} be the set of vector
representations of those monomial inequalities. We define ‘‘the support of vector w’’, S(w), to be
the set of indices from the non-strict part at which w is non-zero, and ‘‘the weight of vector w’’,
wt(w), to be the number of non-zero entries in the non-strict part of w, i.e., |S(w)|. Note that this
definition of ‘‘support’’ differs somewhat from what was used earlier, since it is restricted to the non-
strict part of a vector. Algorithm 6, MinWtBasis, produces a conjunction of monomial inequalities
equivalent to formula F thatminimizeswith respect to the sumof theweights of themonomials in the
conjunction.
5.2. Proof of correctness for MinWtBasis
In this section we prove that Algorithm 6, MinWtBasis, meets its specification, i.e., that it produces
a minimum weight set of vectors representing a formula that is equivalent to its input.
Theorem 5 gives three rules phrased in terms of combining monomial inequalities to produce
new monomial inequalities. We note that the rules trivial translate to equivalent statements about
combining vectors (representing inequalities) to produce new vectors (representing inequalities).
When we refer to ‘‘the rules from Theorem 5’’, context will make it clear whether the rules as
stated or their vector equivalents are intended. It will also be convenient to make the following
definition:
Definition 4. If B is a set of vectors, then close(B) is the set of vectors derivable from B using the rules
from Theorem 5.
A few obvious facts about the normalization functions N , ν and ν ′:
(1) Ifw1 = u1 ⊕ v1 andw2 = u2 ⊕ v2, then N(w1 + w2) = ν(u1 + u2)⊕ ν ′(v1 + v2).
(2) N(w) = N(N(w))
(3) N (w1 + w2) = N(N(w1)+ N(w2))
(4) For any vector u⊕ v, u⊕ v + u⊕ v ≡ 0⊕ 0 (mod 2).
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Algorithm 6MinWtBasis
Input: B, the set of vectors that are images of the inequalities in formula F
Output: Bf , a minimum-weight set of vectors subject to the constraint that

b∈Bf M
−1(N(b)) is
equivalent to F
1: Bf := { }
2: w := a maximum weight element of B, if B = { } orwt(w) = 0 return Bf ∪ B
3: B := B− {w}
4: B≤ = {b ∈ B | S(b) ⊆ S(w)}
5: B< = {b ∈ B | S(b) ⊂ S(w)}
6: check whether there is a subset T ⊆ B< such that
t∈T
t ≡ [0, . . . , 0, 1] ⊕ [0, . . . , 0]mod 2
if yes, then goto step 2
7: form matrixM over GF(2)whose rows are the elements of B≤ modulo 2
8: do Gaussian elimination onM to put in reduced row echelon form
9: w′ := the result of reducingw mod 2 by the rows ofM
10: ifw′ or some row ofM equals [0, . . . , 0, 1] ⊕ [0, . . . , 0] then
11: add N(2w + [0, . . . , 0, 1] ⊕ [0, . . . , 0]) to Bf (we are adding an equation here!)
12: remove from B any element with support the same asw
13: else ifw′ ≠ [0, . . . , 0] ⊕ [0, . . . , 0] then
14: Bf := Bf ∪ {w}
15: end if
16: goto step 2
Lemma 1. If vector w is derivable from B using rules 1 and 3 from Theorem 5, then for some S ⊆ B and
vector v′,
N(w) = N

w′∈S
w′ + 2v′

.
Proof. We proceed inductively on the number of steps in the derivation. Clearly the lemma holds for
0 steps, withw′ = w and v′ = 0. Consider a derivation of k+ 1 steps.
Case 1: the last step is an application of rule 3, i.e.,w = u⊕ v + 2v′′, for some v′′, where u⊕ v is
derivable from B in k steps. Thus, by induction, for some S ′ ⊆ B and vector v′
N(u⊕ v) = N

w′∈S
w′ + 2v′

.
Thus,
N(w) = N(u⊕ v + 2v′′) = N

w′∈S
w′ + 2v′ + 2v′′

= N

w′∈S
w′ + 2(v′ + v′′)

and we are done.
Case 2: the last step is an application of rule 1, i.e.,w = w1+w2 wherew1 andw2 are each derivable
in k or fewer steps. Thus, by induction,w1 = N

w′∈S1 w
′ + 2v′1

andw2 = N

w′∈S2 w
′ + 2v′2

.
So
N(w) = N(w1 + w2) = N

w′∈S1
w′ + 2v′1 +

w′∈S2
w′ + 2v′2

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= N
 
w′∈(S1∪S2)−(S1∩S2)
w′ + 2

w′∈(S1∩S2)
w′ + 2v′1 + 2v′′2

= N
 
w′∈(S1∪S2)−(S1∩S2)
w′ + 2
 
w′∈(S1∩S2)
w′ + v′1 + v′′2


Lemma 2. If S(q) = S(w) and, for some p, N(p+ q) = N(w), then N(p+ w) = N(q).
Proof. Obvious. 
Theorem 8. Let F be as in Theorem 5— satisfiable, F = A1 ∧ · · · ∧ Am. Let A be an atomic formulan
j=1 x
dj
j σ 0. Let M(A) = u⊕v, then F ⇒ A if and only if there is a subset U = {u1⊕v1, . . . , ur ⊕vr} ⊆{M(A1),M(A2), . . . ,M(Am)}, such that S(ui⊕vi) ⊆ S(M(A)) for each ui⊕vi ∈ U, and either the elements
of U sum to [0, . . . , 0, 1] ⊕ [0, . . . , 0]modulo 2 or
r
i=1
ui ⊕ vi ≡ u⊕ v (mod 2).
Proof. The backwards direction of this theorem is obvious. It follows directly from Theorem 5. So
we consider the forward direction. Note that F ⇒ A if and only if there is a derivation of M(A)
from {M(A1),M(A2), . . . ,M(Am)} using the rules of Theorem 5. Each rule of Theorem 5 takes two
vectors and combines them, producing a new vector whose support is the union of the supports of
the original two vectors. Thus, no vector whose support includes an element not in the support of
M(A) can be involved in the derivation. This justifies the requirement that S(ui ⊕ vi) ⊆ S(M(A))
for each ui ⊕ vi ∈ U . Next we note that if there is a derivation that uses only rules 1 and 3, then
Lemma 1 clearly implies this theorem— in fact it implies the second case of this theorem’s conclusion.
Therefore, suppose that M(A) is such that any derivation requires an application of rule 2. Consider
the first application of rule 2 in such a derivation. The rule requires a vector [0, . . . , 0, 1] ⊕ v that
is implied by {M(A1),M(A2), . . . ,M(Am)}, where v ≠ 0 but v ≡ 0 (mod 2). By our assumption, v
must be derivable using only rules 1 and 3. By Lemma 1, there is a subset ofU whose sum is equivalent
to [0, . . . , 0, 1] ⊕ v modulo 2, and thus is equivalent to [0, . . . , 0, 1] ⊕ [0, . . . , 0]modulo 2. 
Lemma 3. If for some subset U = {u1 ⊕ v1, . . . , ur ⊕ vr} ⊆ {M(A1),M(A2), . . . ,M(Am)}
r
i=1
ui ⊕ vi ≡ (u⊕ v)+ [0, . . . , 0, 1] ⊕ [0, . . . , 0] (mod 2)
then
F ∧ A ⇔ F ∧

xi∈S(U)
xi = 0,
where S(U) = ∪b∈US(b).
Proof. Obvious given Theorem 5. 
Theorem 9. Algorithm MinWtBasis terminates with output Bf meeting its specifications: i.e., Bf is a
minimum-weight set of vectors subject to the constraint that

b∈Bf M
−1(N(b)) is equivalent to F .
Proof. To prove the correctness of a greedy algorithm, i.e., that it produces an optimum solution,
it suffices to prove (1) that its greedy choice is always part of some optimum solution, and (2) that
the problem has the optimum subproblem property (see Chapter 16 of Cormen et al. (2000) for a
discussion of correctness proofs for greedy algorithms).
This algorithm is essentially a big loop from Step 2 to Step 16. Each time through the loop we
choose an element maximumweight elementw from B, remove it, and thenmake one of a number of
choices. We distinguish each choice as a separate case, and prove (1) and (2) for each case separately.
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Case 1: The condition at Step 6 is met. In this case we do not add w to Bf , we simply jump to the top
of the loop with B now diminished by having removed w. Suppose B′f is an optimum solution to the
original problem.
(1) B′f does not containw. Suppose it did. For each t ∈ T some subset of B′f sums to t . Moreover, none
of these subsets containw since the support of each t is a strict subset of the support ofw. The sum
of the sums of these subsets of B′f is an equation with support contained in S(w), sow is derivable
from B′f − {w}, contradicting the optimality of B′f . Thus, B′f does not containw.
(2) Clearly, B′f is an optimum solution to the subproblem B − {w} as well as an optimum solution to
the original problem B.
Case 2: The ‘‘then’’ clause of the ‘‘if ’’ at Step 10. In this case, we add equation N(2w+ [0, . . . , 0, 1] ⊕
[0, . . . , 0]) to Bf and remove from B any element with support the same asw.
(1) Suppose B′f is an optimum solution that does not contain N(2w + [0, . . . , 0, 1] ⊕ [0, . . . , 0]).
Claim: B′f must contain an element z such that S(z) = S(w). Let T ′ ⊆ B′f be such that
N(2w + [0, . . . , 0, 1] ⊕ [0, . . . , 0]) ∈ close(B<). T ′ contains an element not in close(B<), since
otherwise we would be in Case 1. Thus, such an element is generated from B using some vector
from Bwith support equal to S(w), which means that the element has support that contains S(w)
and, since the element is used to derive a vector with support equal to S(w), we conclude that the
element’s support is exactly S(w). This proves the claim.
Let z then be an element of B′f such that S(z) = S(w). Since N(2w+[0, . . . , 0, 1]⊕ [0, . . . , 0])
generates all vectors with support equal to S(w),
B′′f = B′f − {z} ∪ {N(2w + [0, . . . , 0, 1] ⊕ [0, . . . , 0])}
is an optimum solution and, moreover, is an optimum solution that contains the ‘‘greedy choice’’
from this case.
(2) Clearly, an optimum solution to
B− (B≤ − B<) ∪ {N(2w + [0, . . . , 0, 1] ⊕ [0, . . . , 0])}
is an optimum solution to B, and for any optimum solution B′′f containing N(2w+ [0, . . . , 0, 1] ⊕
[0, . . . , 0]), B′′f − {N(2w + [0, . . . , 0, 1] ⊕ [0, . . . , 0])} is an optimum solution to B− (B≤ − B<),
which is what we continue with after our greedy choice.
Case 3: The ‘‘then’’ clause of the ‘‘else if’’ on line 13. Since we are not in Case 1 or Case 2, no equation
with support contained in S(w) can be derived from the elements of B (including w). Furthermore,
since we are in this case, no subset of B − {w} sums to w modulo 2, which by Theorem 8 means
B− {w} does not generatew.
In this case,w is added to Bf .
(1) First we must prove that some optimum solution containsw. Suppose B′f is an optimum solution
that does not contain w. Since B′f generates w but B − {w} does not, there must be some p ∈ B′f
such that p /∈ close(B−{w}). However, p ∈ close(B), so since B implies no equations with support
contained in S(w), p must be derivable from B using only rules 1 and 3 of Theorem 5. Thus, by
Lemma 1 for some T ⊆ B− {w} and some vector v′
N(p) = N

w +

w′∈T
w′ + 2v′

.
Thus S(w) ⊆ S(p). If S(w) ⊂ S(p), each element of T is generated by B′f − {p} — since w is
a maximum weight element of B — and so B′f − {p} ∪ {w} is an optimum solution. Otherwise
S(w) = S(p), which means each element of T has support contained in S(w). Since each element
of T is expressible as a sum of elements of B′f (possibly plus some vector of the form 2v′), we can
write N(p) as
N(p) = N

w +

w′∈T ′′
w′ + 2v′′

.
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for some T ′ ⊆ B′f and some vector v′′. We distinguish two cases: a) if p /∈ T ′′, in which case
B′f − {p} ∪ {w} is clearly an optimum solution. b) if p ∈ T ′′ then
N(p) = N

w + p+

w′∈T ′′−{p}
w′ + 2v′′

and by Lemma 2
N(w) = N

p+ p+

w′∈T ′′−{p}
w′ + 2v′′

= N
 
w′∈T ′′−{p}
w′ + 2v′′′

Thus, for some q ∈ T ′′−{p}we have S(q) = S(w), since otherwise each element of T ′′−{p}would
be generated by B− {w}, implying thatw is generated by B− {w}, which is as a contradiction. By
Lemma 2,
N(q) = N

w +

w′∈T ′′−{p,q}
w′ + 2v′′′

and so clearly B′f − {q} ∪ {w} is an optimum solution.
(2) Next we must prove the optimum subproblem property.
Claim 1: There is an optimum solution B′f such that w ∈ B′f and B′f − {w} ⊆ close(B − {w}).
Let p ∈ B′f − {w}. By optimality, if p is an equation, it must be a minimal equation. Clearly,
p ∈ close(B). Suppose p /∈ close(B − {w}). By minimality, p must be derivable using only rules
1 and 3 of Theorem 5. Thus, by Lemma 1, for some T ⊆ B− {w}
N(p) = N

w +

t∈T
t + 2v′

So S(w) ⊆ S(p). In fact S(w) ⊂ S(p) is not possible, because w has maximum weight in B, so
B′f − {p} generates all of B, making p extraneous, and contradicting the optimality of B′f . Thus
S(p) = S(w), so N(N(p+ w)+ w) = N(p). Thus, we may replace p in B′f with N(p+ w) and the
closure remains the same and so does the weight, but now p ∈ close(B − {w}). If all such p are
replaced by p+ w, we get an optimum solution meeting the requirement.
Claim 2: Assuming B′f is an optimal solution satisfying Claim 1, B − {w} ⊆ close(B′f − {w}).
Suppose not. Then for some p ∈ B− {w}
N(p) = N
 
t∈T⊆B′f−{w}
t + 2v′ + w
 .
Therefore, S(w) ⊆ S(p). Butw has maximum weight in B, so S(p) = S(w). By Lemma 2
N(w) = N
 
t∈T⊆B′f−{w}
t + 2v′ + p
 .
and by Claim 1, each t is generated by B − {w}, so w is actually generated by B − {w} which
contradicts the assumption that we are in Case 3 of the algorithm.
Thus there is an optimum solution B′f such that close(B− {w}) = close(B′f − {w}), so B′f − {w}
is an optimum solution to problem B− {w}.
Case 4:None of the ‘‘if ’’s apply. In this case, the greedy choice is simply to removew from B becausew′,
the result of reducingw by the rows ofM is zeromodulo 2. By Theorem 8,w is derivable from B−{w}.
Suppose B′f is an optimum solution that containsw. No subset of B−{w} generates an equation since,
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otherwise, we would be in case 1 or case 2. Thus,w is generated from B− {w} using only rules 1 and
3 of Theorem 5, so
N(w) = N

w∈S
w′ + 2v′

, where S ⊆ B− {w}.
If no element of S has support equal to S(w), then each element of S is generated by B′f − {w}, so
B′f − {w} generatesw, contradicting the optimality of B′f . Otherwise, let Z = {z ∈ S|S(z) = S(w)}, so
N(w) = N

x+
 
w′∈S−Z
w′ + 2v′

, where x =

z∈Z
z.
Each element of S − Z is generated by B′f − {w}, so w ∈ close(B′f − {w} ∪ {x}). Since x ∈ close(B′f ),
we have close(B′f ) = close(B′f − {w} ∪ {x}), and because w and x have the same weight, an optimum
solution for B− {w} is an optimum solution for B. 
The running time of Algorithm 6,MinWtBasis, is clearly polynomial in n number of variables andm
the number of inequalities in the input formula. This fact gives us the following corollary of Theorem9:
Corollary 3. Optimum simplification of conjunctions of non-strict inequalities with respect to the sum of
the weights of monomials in the conjunction is in P.
The output of MinWtBasis has another desirable property: if an equation is implied by the input
formula F then the equation is explicit in the result of MinWtBasis, unless the optimality requirement
makes that impossible.
Theorem 10. Let A be a monomial equality implied by F , the input to MinWtBasis, then either Bf contains
N(A) or no minimum weight set of vectors mapping back under N−1 to a conjunction equivalent to F
contains N(A).
Proof. Suppose Bf does not contain N(A), and that B′f is another optimum solution that does contain
N(A) — i.e., B′f is a minimum weight set of vectors that maps back under N−1 to a conjunction
equivalent to F , and N(A) ∈ B′f . First we note Amust be a minimal equality implied by F , otherwise B′f
does not have minimum weight. We distinguish two cases.
Case 1: Bf contains no vector with support equal to the support of N(A). By Lemma 1, there is a
subset S ⊆ Bf and vector v′ such that
N(A) = N

w′∈S
w′ + 2v′

.
The support of each element of S is a strict subset of the support ofN(A). This means, also by Lemma 1,
that eachw′ ∈ S is expressible as
N(w′) = N
 
w′′∈Sw′
w′′ + 2v′′
 ,
where Sw′ ⊆ B′f − {N(A)}. Thus
N(A) = N

w′∈S

w′′∈Sw′
(w′′ + 2v′′)+ 2v′
 .
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Let U be the set of elements of B′f − {N(A)} that appear in an odd number of Sw′s, and let V be the
elements that appear in a positive, even number of Sw′s. Then for some vector v∗,
N(A) = N

w∈U
w + 2

w∈V
w + 2v∗

which shows that N(A) is derivable from other elements of B′f , contradicting the supposition that B
′
f
is minimal.
Case 2: Bf contains at least one vector with support equal to the support of N(a). By supposition
none of the vectors with support equal to that of N(a) are equations, since they would be N(A). This
means each such vector is an element of B that was added to Bf at line 14 of MinWtBasis. Let z be
the first ‘‘w’’ considered by MinWtBasis that has support equal to that of N(A). At this point in the
execution of MinWtBasis, B has all the elements required to derive N(A). Thus, either the check at line
6 will be successful or the ‘‘if ’’ condition at line 10 will be satisfied. The check at line 6 would not be
successful, sinceN(A) is aminimal equation. Thus, the ‘‘if ’’ condition at line 10 is satisfied. In this case,
an equationwith support equal to that of z, i.e.,N(A), is added to Bf , which contradicts our assumption
that N(A) /∈ Bf . 
5.3. A few simple examples
In this section we examine a few simple examples that illustrate the MinWtBasis algorithm.
This example shows MinWtBasis including explicit equations in its results, provided that it is
possible under the minimality constraint.
For input F := x ≤ 0 ∧ xy2 ≥ 0 MinWtBasis yields x ≤ 0 ∧ xy = 0.
This example shows MinWtBasis being forced by the minimality constraint to exclude explicit
equations in its results.
For input F := x2y ≤ 0 ∧ yz2 ≥ 0 ∧ xyz = 0 MinWtBasis yields x2y ≤ 0 ∧ yz2 ≥ 0.
This example shows MinWtBasis simplifying away inequalities that are consequences of other
inequalities in the conjunction.
For input F := xy ≥ 0 ∧ z ≤ 0 ∧ xyz ≤ 0 MinWtBasis yields xy ≥ 0 ∧ z ≤ 0.
6. Simplification of conjunctions of monomial inequalities in practice
This section looks briefly at the practical problem of simplification. The goal that prompted this
work was ‘‘fast simplification’’. So what light does this paper shed on that problem? What progress
has been made?
It is clear that simplifying a formula by optimally simplifying its ‘‘monomial part’’ is not, in general,
‘‘fast simplification’’, because in the presence of strict inequalities, optimally simplifying themonomial
part is NP-Hard. When there are no strict inequalities, this approach is in P, as the previous section
shows, and we have a practical algorithm to solve that problem for us. The question is what to do in
the general case, and are there other properties in addition to formula ‘‘size’’ that wemight look for in
a simplifier? In answer to the later, we claim that it is also desirable to have formulas that are explicit
as possible, meaning that signs that factors must satisfy can be easily read off in the formula, rather
than deduced.
Given F , a conjunction of monomial inequalities, one approach to fast simplification is the
following:
(1) applyMinWtBasis to compute F ′, an equivalent formulaminimizing the size of the non-strict part
(2) if F ′ is FALSE or TRUE, set F ′′ = F ′ and return
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(3) letM be thematrixwith rows given by the strict parts of the vector images of the strict inequalities
in F ′
(4) letM ′ be the result of puttingM in reduced row echelon form
(5) letW be matrix with rows given by the vector images of the non-strict inequalities in F ′
(6) letW ′ be the result of reducing the strict part of each row ofW by the rows ofM ′
(7) let F ′′ be the conjunction of the inequality images of the rows ofM ′ andW ′, and return
The formula F ′′ produced by these steps is clearly equivalent to F , and it has a number of desirable
properties.
• if F is unsatisfiable, F ′′ is FALSE
• if ¬F is unsatisfiable, F ′′ is TRUE
• if F implies the sign of a variable, then that sign condition on the variable is explicit in F ′′
• if F implies that a variable does not have a given sign, then the corresponding condition on the
variable is explicit in F ′′
• the non-strict part of F ′′ is minimal and, if theminimality guarantee does not preclude it, equations
implied by F appear explicitly as equations in F ′′
This means that while the approach described above may not produce the shortest formulas, it
produces formulas in which important information is guaranteed to be explicit, and in which there
are no redundant inequalities — i.e., inequalities that are implied by the rest of the conjunction. If
one wanted to produce shorter formula, then instead of simply constructing monomials fromM ′, the
reduced row echelon form of M , one would search for a ‘‘smaller’’ basis for the same vector space.
Similarly, instead of simply reducing the strict part of the rows of W by the rows of M ′, one would
search for sums of one row ofW with a subset of the rows ofM ′ such that the sum has few non-zero
entries. This, however, is outside the scope of the present paper.
7. Computational examples
This section provides a fewmore computational examples, to illustrate the simplification process.
The practical effectiveness of the procedures described in this paper in improving existing algorithms
is addressed in Brown and Strzeboński (2010), where the results of extensive experiments are
reported, so the examples in this section aim to clarify the process.
Consider is the application of Weispfenning’s method of virtual term substitution
(Weispfenning, 1997) to the IBVP example from Chen et al. (2010). The original quantified input for-
mula is
∃λ1, λ2, xi1, xi2, η1, η2
 λ
2
1 − λ22 − η21 + η22 + xi21 − 2xi1xi2 + xi22 = 0∧
2λ1λ2 − 2η1η2 = 0 ∧−λ1 + η1 + xi1a2 − xi2a2 = 0∧
λ21 + λ22 + xi21 + xi22 + η21 + η22 − 1 = 0∧−λ2 + η2 − xi1a1 + xi2a1 = 0 ∧ λ1 > 0 ∧−η1 > 0
 .
Virtual term substitution eliminates one variable at a time.When a quantified variable occurs linearly
in an equation, it can be eliminated by a simple linear substitution — though this splits into a non-
degenerate case (the leading coefficient is non-zero) and a degenerate case (leading and trailing
coefficients are zero). Variables η2, xi1, λ2 and λ1 can be eliminated in this way leaving, after a fair
amount of simplification that we do not illustrate, the following:
∃η1, xi2
 η1 < 0 ∧ a2 ≠ 0 ∧ a21 + a22 − 1 > 0 ∧ 2η21a41 + 2xi22a22a21 + 4η21a22a21−a22a21 − 4η1xi2a2a21 + 2η21a21 + 2xi22a42 + 2η21a42 − a42 − 4η1xi2a32 + 2xi22a22+2η21a22 − a22 = 0
 .
878 C.W. Brown / Journal of Symbolic Computation 47 (2012) 859–882
Variable xi2 can be eliminated by substitution at the roots (in xi2 of the quadratic equation, yielding
∃η1
 η1 < 0 ∧−a22 < 0 ∧−a21 − a22 < −1 ∧ 0 ≤ −8(2η21a61+6η21a41a22 − a22a41 + 2η21a41 + 4η21a22a21 + 2η21a21 − 2a42a21 − 2a22a21+
6η21a
4
2a
2
1 + 2η21a62 + 2η21a22 + 2η21a42 − 2a42 − a62 − a22)a22
 .
Finally, we are left with a formula that has no equations. To eliminate η1, the virtual term substitution
method forms the disjunction of the results of substituting for η1 the ‘‘values’’−∞,+∞,−ϵ and the
roots (in η1) of the large quadratic polynomial. We show the last of these disjuncts explicitly, and
demonstrate step-by-step the simplification procedure described in this paper. Substitution for η1 of
the roots of
2η21a
6
1 + 6η21a41a22 − a22a41 + 2η21a41 + 4η21a22a21 + 2η21a21 − 2a42a21−
2a22a
2
1 + 6η21a42a21 + 2η21a62 + 2η21a22 + 2η21a42 − 2a42 − a62 − a22
as a polynomial in η1 yields: −a22 < 0 ∧−a21 − a22 < −1 ∧ 2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22) ≤ 0∧− 2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2 < 0∧0 ≤ 8(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2

∨ −a22 < 0 ∧−a21 − a22 < −1 ∧−2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22) ≤ 0∧− 2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2 < 0∧0 ≤ 8(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2
 .
(1)
Number the factors from the above formulas as follows: f1 = a2, f2 = a21+a22+1, f3 = a21+a22, f4 =
a21 + a22 − 1, f5 = a41 + 2a22a21 + a21 + a42 + 1+ a22. The first disjunct is mapped to the following matrix
(note that each factor appears in at least one strict inequality, thus there is no non-strict part):
f1 f2 f3 f4 f5 σ
0 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 1 0
0 0 1 0 1 0
0 0 1 0 1 1
— Gauss Elimination−→

f1 f2 f3 f4 f5 σ
0 0 1 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

... and since the third row maps back to 1 < 0, the original conjunction simplifies to false.
The second disjunct maps as follows:
f1 f2 f3 f4 f5 σ
0 0 0 0 0 0
0 0 1 0 1 0
0 0 1 0 1 0
0 0 1 0 1 0
0 0 0 1 0 0
— Gauss Elimination−→

f1 f2 f3 f4 f5 σ
0 0 1 0 1 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

... which maps back to the formula:
a2

a22 + a21 + 1
 ≠ 0∧ a22 + a21 a42 + 2a21a22 + a22 + a41 + a21 + 1 > 0∧ a22 + a21 − 1 > 0. Of course
in this case combining simplification of the combinatorial part with some elementary simplification
rules that actually examine the factors, like sums-of-squares being non-negative, yields yet more
simplification. A combined approach like this iswhat is explored in Brown and Strzeboński (2010). It is
interesting to note that this example demonstrates virtual term substitution producing formulas with
complex factor structures, especially after multiple elimination steps. This is not unusual in practice.
The preceding example did not require the algorithm MinWtBasis, because f1, . . . , f5 were all
non-strict. We will modify formula (1) slightly so that there are non-strict variables, and see how
the process changes. For both disjuncts of (1), switching a single inequality from strict to non-strict
changes the simplification problem substantially. From the first disjunct we produce
−a22 < 0 ∧−a21 − a22 < −1 ∧ 2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22) ≤ 0∧− 2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2 ≤ 0∧0 ≤ 8(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2
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by changing a single< to≤. Mapping inequalities to the vector representation we get
f1 f4 σ f3 f2 f5
0 0 1 1 0 1
0 0 0 1 2 1
0 0 0 0 0 0
0 1 0 0 0 0
 .
Following the algorithm MinWtBasis, the first vector w chosen in step 2 is [000121]. In step 10, it is
discovered that [000121] + [000101] = [001000]mod 2, and so w is thrown out, but [001222] is
added to Bf , the final set of vectors. Thus, the simplified formula is
(a22 + a21)(a42 + 2a21a22 + a22 + a41 + a21 + 1) ≤ 0 ∧ a2 ≠ 0 ∧ a22 + a21 − 1 > 0∧(a22 + a21)(a42 + 2a21a22 + a22 + a41 + a21 + 1)(a22 + a21 + 1) = 0.
The ‘‘simplification’’ in this case is that an equality that was implicit in the original formulation is now
explicit.
From the second disjunct, once again by changing a single< to≤, we produce
−a22 < 0 ∧−a21 − a22 < −1 ∧−2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22) ≤ 0∧− 2(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2 ≤ 0∧0 ≤ 8(a21 + a22)(a41 + 2a22a21 + a21 + a42 + 1+ a22)a22(a21 + a22 + 1)2.
Mapping inequalities to the vector representation we get
f1 f4 σ f3 f2 f5
0 0 0 1 0 1
0 0 0 1 2 1
0 0 0 0 0 0
0 1 0 0 0 0
 .
Following the algorithm MinWtBasis, the first vector w chosen in step 2 is [000121]. The vector w′
produced in step 9 is [000000], whichmeans that the tests at steps 10 and 13 both fail, with the result
that the vectorw is simply thrown away. Thus, the simplified formula is
(a22 + a21)(a42 + 2a21a22 + a22 + a41 + a21 + 1) ≥ 0 ∧ a2 ≠ 0 ∧ a22 + a21 − 1 > 0 .
The simplification discovered by MinWtBasis in this case is that f3f5 ≥ 0 ⇒ f3f 22 f5 ≥ 0, so f3f 22 f5 ≥ 0
can be removed from the conjunction.
8. Conclusion
The preceding sections introduce the concept of the ‘‘combinatorial part’’ of a Tarski formula in
factored or partially-factored form, which is a boolean combination of ‘‘monomial inequalities’’. They
provide efficient algorithms for deciding the satisfiability problem for conjunctions of monomial
inequalities, simplification for conjunctions of non-strict monomial inequalities, discovering
equations implied by conjunctions of monomial inequalities, and determining any variable signs
implied by a conjunction of monomial inequalities. Many inputs and intermediate computational
results are conjunctions, or sets of conjunctions, and by detecting some unsatisfiable conjunctions,
discovering equations implied by those conjunctions, or definite signs of factors appearing in those
conjunctions, we can reduce the amount and difficulty of the algebraic computation to be done.
In cases where the algebraic computations are infeasible, at least symbolically, simplifications and
deductions based on ‘‘combinatorial parts’’ may be the best that can be done.
Symbolic computations with Tarski formulas can easily become intractable, even with modest
sized inputs. Moreover, when solutions are found, they can easily be incomprehensibly large and
complex — sometimes even downright misleading. The motivation for this research is the idea that
what can be done quickly, either in progress toward a solution or in simplification of a solution,
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really ought to be done. That leads naturally to the question of what we really can do quickly. The
results described in the previous paragraph allow us to detect unsatisfiable branches in either input
or solution formulas, to state explicitly sign conditions for factors that are implicit in the combinatorial
structure of formulas, and to optimally simplify the non-strict parts of formulas. These are the positive
results. We have also shown that simplification of conjunctions of monomial inequalities is NP-
Hard. Of course this does not mean that fully simplifying a conjunction of monomial inequalities will
always take a long time, or even often take a long time, but it does mean that, as is the case with
the algebraic computations we are trying to avoid, embarking on a full simplification is risky — it
has the potential to take a prohibitive amount of time. This NP-Hardness result is also interesting
because it shows that, at least for a class of Tarski formulas, simplification is in a higher complexity
class than decidability. It would be interesting to know whether this is true for Tarski formulas in
general.
Ultimately, this work has a very practical goal: better software for computingwith Tarski formulas.
In particular, those things which can be done quickly ought to be. The next step is to combine
our algorithms with procedures that can quickly make some kinds of algebraic deductions — i.e.,
procedures that look inside the factors. Example 1 gives a glimpse at how a systemmaking deductions
based on the combinatorial part might interact with a system capable of making deductions based on
algebraic information. In that case, our algorithms informed the algebraic reasoner, but ultimately
information should flow both ways. This approach is explored by the author together with Adam
Strzeboński in Brown and Strzeboński (2010). Included in that work are experimental results showing
that this ‘‘fast simplification’’ can be used to improve, sometimes dramatically, the performance
of two well-known algorithms — cylindrical algebraic decomposition construction, and quantifier
elimination by virtual term substitution — in terms of both the time required for the computation
and the size of the results produced.
Appendix
In this appendix we prove Theorem 3 by proving that the obvious decision problem variant of
conjunction simplification for strict monomial inequalities is NP-Complete.
Problem: Strict Monomial Inequality Conjunction Simplification
Instance: F , a conjunction of strict monomial inequalities, and d, a non-negative integer.
Question: Is there a conjunction F ′ of strict monomial inequalities with sum-of-total-degrees ≤ d
such that F ′ ⇔ F under the assumption that all variables are non-zero?
Theorem 11. Strict Monomial Inequality Conjunction Simplification is in NP.
Proof. Section 2 definesΓ , a 1-1 and ontomapping between normalized strict monomial inequalities
in x1, . . . , xn and GF(2)n+1. If A1, . . . , Am are the inequalities in F , we consider the space spanned by
Γ (A1), . . . ,Γ (Am). Any basis for that space maps back to a set of inequalities whose conjunction is
equivalent to F , and the sum-of-total-degrees of the formula is the Hamming weight of the basis,
ignoring, the (n+1)st components. A certificatewould simply be a set ofm or fewer (n+1)-bit vectors
whose Hamming weight (ignoring the (n + 1)st component) is at most d. Verification is simple: let
M be the matrix with rows Γ (A1), . . . ,Γ (Am). Let N be the matrix whose rows are the vectors in
the certificate. Let M ′ and N ′ be the matrices M and N in echelon form. The certificate is valid if and
only if each row of M reduces to zero by the rows of N ′, each for of N reduces to zero by the rows
of M ′, and the sum of the Hamming weights of the rows of N (ignoring the (n + 1)st component) is
at most d. Both the certificate size and the verification algorithm are clearly polynomial in the size
of F . 
It is clear that Strict Monomial Inequality Conjunction Simplification is related to finding a
minimum weight basis for a vector space over GF(2), a problem which we formalize as:
Problem: Minimum-Basis
Instance: b1, . . . , bm, n-dimensional vectors over GF(2) and d, a non-negative integer.
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Question: Is there a basis for the vector space spanned by b1, . . . , bm of total Hamming weight≤ d?
Theorem 12. Minimum-Basis is NP-Complete.
Proof. That this problem is in NP is clear, since certificate verification is almost identical to what
we did for Strict Monomial Inequality Conjunction Simplification. To finish the proof, we
give a polynomial time Turing reduction of Minimum-Distance to Minimum-Basis. This means
we need a polynomial time algorithm solving Minimum-Distance using an oracle for Minimum-
Basis. Let
Mi =

b11 · · · b1n
...
...
...
1 · · · 1 bi1 · · · bin
...
...
...
bm1 · · · bmn
1 · · · 1  
n+1
0 · · · 0 1 · · · 1  
n+2

.
Define fi to be theminimumweight vector resulting from a linear combination of b1, . . . , bm in which
bi has coefficient one. It should be clear from the construction of Mi that a minimum weight basis
for the rows of Mi is given by a minimum weight basis for the first m rows of Mi along with the
vector
[0 · · · 0  
n+1
fi1 · · · fin 1 · · · 1  
n+2
].
Let ki be the minimum weight of a basis for Mi, and let k′i be the minimum weight of a basis for the
first m rows of Mi, then k = min1≤i≤n(ki − k′i − n − 2) is the minimum weight of any non-trivial
linear combination of the vectors b1, . . . , bn. Algorithm 7 is a polynomial time Turing reduction of
Algorithm 7 Polynomial time solution ofMinimum-Distancewith an oracle forMinimum-Basis
Input: b1, . . . , bm all vectors of length n over GF(2), and d, a non-negative integer.
Output: t , true ifMinimum-Distance d and b1, . . . , bm is true, false otherwise.
1: k = ∞
2: for all i in [0, n] do
3: ki = 0
4: whileMinimum-Basis for ki and the rows ofMi is false do
5: ki = ki + 1
6: end while
7: k′i = 0
8: whileMinimum-Basis for k′i and the firstm rows ofMi is false do
9: k′i = k′i + 1
10: end while
11: k = min(k, ki − k′i − n− 2)
12: end for
13: return k ≤ d
Minimum-Distance toMinimum-Basis based on the above observations. 
Theorem 13. Strict Monomial Inequality Conjunction Simplification is NP-Complete.
Proof. The problem has already been shown to be in NP. Section 2.2 demonstrates that Minimum-
Basis is polynomial time reducible to Strict Monomial Inequality Conjunction Simplification,
so the previous proof, which establishes the NP-Completeness of Minimum-Basis, proves this
theorem. 
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