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Approximating probability densities is a core problem in Bayesian statis-
tics, where the inference involves the computation of a posterior distribution.
Variational Inference (VI) is a technique to approximate posterior distribu-
tions through optimization. It involves specifying a set of tractable densities,
out of which the final approximation is to be chosen. While VI is tradition-
ally motivated with the goal of tractability, the focus in this dissertation is to
use Bayesian approximation to obtain parsimonious distributions. With this
goal in mind, we develop greedy algorithm variants and study their theoreti-
cal properties by establishing novel connections of the resulting optimization
problems in parsimonious VI with traditional studies in the discrete optimiza-
tion literature. Specific realizations lead to efficient solutions for many sparse
probabilistic models like Sparse regression, Sparse PCA, Sparse Collective Ma-
trix Factorization (CMF) etc. For cases where existing results are insufficient
to provide acceptable approximation guarantees, we extend the optimization
vii
results for some large scale algorithms to a much larger class of functions.The
developed methods are applied to both simulated and real world datasets,
including high dimensional functional Magnetic Resonance Imaging (fMRI)
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Data in many scientific and commercial disciplines are increasingly
characterized by high dimensions, often more than the number of samples.
In such cases, a-priori knowledge gleaned from expertise and experimental ev-
idence are invaluable for recovering meaningful models. In particular, restrict-
ing the degrees of freedom through assumptions of sparsity or low rank has
become an important design paradigm, enabling the recovery of parsimonious
and interpretable results, and improving storage and prediction efficiency for
high dimensional problems. In Bayesian models, such restricted degrees of
freedom can be captured by incorporating domain constraints into the design
of the prior distribution.
The focus of this dissertation is to provide theoretically motivated and
well-founded frameworks that enable extraction of interpretable parsimonious
structures through the way of selecting a few dimensions or examples that prov-
ably approximate the data in some sense. The underline theme of this thesis
is identification of hard discrete optimization problems, primarily in Bayesian
Variational Inference but more widely applicable in many cases. Thus, this
thesis lies at the intersection of optimization and sparse model selection.
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Variational Inference is a practical method for approximating a proba-
bility density to make inference more tractable. The focus of research in such
methods is favored towards development of algorithms, rather than providing
requisite theoretical guarantees for those algorithms. This thesis does both
- it provides efficient algorithms for wide ranging applications as well as the
respective theoretical guarantees by leveraging novel connections to discrete
optimization. The main threads of contributions of this thesis are discussed
next.
1.1 Submodular Approximate Inference
Selection of the prior distribution remains one of the most perplexing
steps of Bayesian model design, and it is often more challenging when incorpo-
rating domain constraints. Prior distributions can be designed by combining
conditional distributions - each capturing portions of the problem structure,
into a hierarchical model. In other cases, researchers design special purpose
prior distributions to match the application at hand. In the case of param-
eter sparsity, an example of the former approach is the spike and slab prior
[Mitchell and Beauchamp, 1988, Ishwaran and Rao, 2005], and an example of
the latter approach is the horeshoe prior [Carvalho et al., 2010].
This thesis develops a broad framework for probabilistic modeling when
the apriori knowledge are domain constraints, using the principle of maximum
entropy. We show that the desired probabilistic model is nothing but the re-
striction of the unconstrained model to the domain of interest. In cases where
2
such a restriction is intractable, we propose a family of parameterized approx-
imations indexed by tractable subsets of the domain constraint set. Further,
when these subsets are convex, the posterior expectations remain within the
domain constraints. This property is especially useful for interpreting results,
and is not shared by many other Bayesian models. e.g. expectations from the
spike and slab model are not sparse. We focus on the case of structured sparse
support constraints which can be enumerated using a matroid or a knapsack.
The set of probabilistic models that can be addressed in this way is quite
broad, and include standard sparsity, group sparsity, tree sparsity etc. While
the optimal inference is intractable in general, we show that approximate infer-
ence using selected convex subsets is equivalent to maximizing a submodular
function subject to matroidal/knapsack constraints constraints, and propose
efficient greedy-like forward selection procedures which provably guarantees
within a constant factor factor of the global optimum.
We develop the framework for domain expertise motivated construction
of parsimonious priors in Chapter 3. We provide a variational characteriza-
tion of the restriction of a probability distribution (Section 3.1), and present
an algorithmic framework for tractable inference (Section 3.2). This allows
one to cast the problem of sparsification by restriction into a discrete opti-
mization problem (Section 3.3) that we show is submodular. Not only does
this entail efficient algorithms for a variety of structured sparsity problems,
but it also provides respective approximation guarantees for the same. We
validate the proposed algorithms vis-a-vis a multitude of established base-
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lines (Section 3.4). To illustrate the effectiveness of our approach, we develop
a novel variational Expectation Maximization (EM) algorithm that incorpo-
rates the developed methodology for sparse factor models in Chapter 4 and
present empirical qualitative and quantitative evaluation on a variety of models
(Section 4.4) and real-world functional Magnetic Resonance Imaging (fMRI)
datasets (Section 4.5).
1.2 Interpreting Black Box Models
As machine learning (ML) methods have become ubiquitous in human
decision making, their transparency and interpretability have grown in impor-
tance [Varshney, 2016]. Interpretability is particularity important in domains
where decisions can have significant consequences. For example, the pneumo-
nia risk prediction case study in Caruana et al. [2015] showed that a more
interpretable model could reveal important but surprising patterns in the data
that complex models overlooked. The second thread in this thesis is the formu-
lation of discrete optimization for density approximation routines that enable
interpretation of black box models.
Studies of human reasoning have shown that the use of examples (pro-
totypes) is fundamental to the development of effective strategies for tactical
decision-making [Newell and Simon, 1972, Cohen et al., 1996]. Example-based
explanations are widely used in the effort to improve interpretability. A popu-
lar research program along these lines is case-based reasoning (CBR) [Aamodt
and Plaza, 1994], which has been successfully applied to real-world prob-
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lems [Bichindaritz and Marling, 2006]. More recently, the Bayesian framework
has been combined with CBR-based approaches in the unsupervised-learning
setting, leading to improvements in user interpretability [Kim et al., 2014]. In
a supervised learning setting, example-based classifiers have been is shown to
achieve comparable performance to non-interpretable methods, while offering
a condensed view of a dataset [Bien and Tibshirani, 2011].
In this thesis, we present two methods for prototype/example selection.
Both methods employ density approximation algorithms to select a few exam-
ples that closely approximate a known data distribution. The first method
is geared towards exploratory analysis, so it selects examples to approximate
the training data distribution using kernel herding (Section 5.2). The second
method uses Bayesian Quadrature and focuses on interpreting model predic-
tions on the test set (Section 5.1). We show that under certain conditions the
former problem is submodular while the latter is weakly submodular, which
is a generalization of submodularity. We further argue that example based
learning is incomplete without also selecting model criticisms which are data
points that the selected examples do not explain well. This is validated by
a human experiment. We also present quantitative empirical evaluation of
suggested interpretability approaches for various applications (Section 5.4).
1.3 Weak Submodularity
In this thread, we focus on the weak submodular functions, and show
that some algorithms specifically designed for submodular functions can be
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used for weak submodular functions with generalized guarantees. While the
results in this thread are developed with the scope of Variational Inference in
mind, they are applicable for a much larger class of functions. As such, to
ease exposition and to emphasize the generality of these results, we present
these results independently. The results in this section are at the intersection
of continuous and discrete optimization.
Greedy algorithms are widely used for problems in machine learning
such as feature selection and set function optimization. Unfortunately, for
large datasets, the running time of even greedy algorithms can be quite high.
This is because for each greedy step we need to refit a model or calculate a
function using the previously selected choices and the new candidate.
Two algorithms that are faster approximations to the greedy forward
selection were introduced recently [Mirzasoleiman et al., 2013, 2015]. They
achieve better performance by exploiting distributed computation and stochas-
tic evaluation respectively. Both algorithms have provable performance guar-
antees for submodular functions.
We show that divergent from previously held opinion, submodularity
is not required to obtain approximation guarantees for these two algorithms
(Sections 6.1,6.2). Specifically, we show that a generalized concept of weak
submodularity (seen in Chapter 5 for Sequential Bayesian Quadrature) suf-
fices to give multiplicative approximation guarantees. Our result extends the
applicability of these algorithms to a larger class of functions. Furthermore,
we show that a bounded submodularity ratio can be used to provide data
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dependent bounds that can sometimes be tighter also for submodular func-
tions. We empirically validate our work by showing superior performance of
fast greedy approximations versus several established baselines on artificial
and real datasets.
Furthermore, even for the unlikely case of low rank optimization, where
the choice of potential candidate atoms (i.e. rank-1 matrices) for the selected
sparse structure is infinite, we show that the discrete optimization problem is
weakly submodular, and hence greedy algorithm variants yields similar approx-
imation guarantees. We show that similar to the standard greedy algorithm for
support selection [Elenberg et al., 2018], the approximation bounds for large
scale algorithms and the low rank greedy optimization are dependent on the
condition number of the function, specifically the restricted strong convexity
and smoothness parameters of the function on a subset of its domain. Further,
we also develop a novel relationship between the condition number and subad-
ditivity of the support selection function. For the low rank case, we improve
the exisiting bounds for greedy low rank approximation by an exponential fac-
tor (Section 6.3). Finally we present empirical evaluation on simulated and





This section discusses some background that is precursory to this thesis.
It also includes notation used throughout this thesis and a few basic definitions.
Vectors are denoted by lower case x and matrices by capital X. xi,j denotes
the (i, j)th entry of the matrix X. xi,: denotes the i
th row of X and x:,j denotes
the jth column. Let |X| denote the determinant of X. Sets are denoted by
sans serif e.g. S. The reals are denoted by R. [n] denotes the set of integers
{1, . . . , N}, and ℘(N) denotes the power set of [n].
2.1 Definitions
Definition 2.1.1 (KL divergence). Let X be either a countable set, or a Polish
space1 equipped with the standard Borel σ-algebra of measurable sets, and let
Q and P be probability measures on X. The relative entropy, also known as
the Kullback-Leibler divergence (KL divergence) of the probability measure Q










1A complete separable metric space.
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where KL(Q‖P ) is the Radon-Nikodym derivative, existence of which requires
that Q is absolutely continuous with respect to P .
When P is the uniform measure, the KL(Q‖P ) is the negative of the
entropy ofQ. Let P 3 p denote the set of probability densities on X i.e. positive
functions p : X 7→ [0, 1] that integrate to one. For the rest of this paper, we
assume that P is absolutely continuous with respect to a background measure
ν so there exists a density p ∈ P that satisfies dP = pdν. This further implies
the existence of a density q ∈ P that satisfies dQ = qdν. To simplify notation,
we use use the standard dν = dx. Thus, the relative entropy is given in terms








All of the results outlined in this manuscript apply, for example, to Euclidean
sample spaces using the Lebesgue measure, and to discrete sample spaces using
the counting measure as the background measure ν.
Let E be the expectation operator, which we denote using densities as
Ep [f ] =
∫
X
p(x)f(x)dx to simplify notation. We suppress the dependence on
the random variable X when the expectation and the relative entropy are
clear from context. The delta function, denoted by δ : X 7→ R, is a generalized
set function that satisfies
∫
X
δA(x)f(x) = g(x), for some some A ⊆ X where
g(x) = f(x) ∀x ∈ A, and g(x) = 0 otherwise. If ν(A) is finite, δA is also
a density δA ∈ P, corresponding to a probability measure P A which assign a
probability of 1 to sets B where A ∩ B 6= ∅, and is 0 otherwise [Kolmogorov,
9
1933]. The domain restricted density set of A ⊂ X, denoted by FA is the
set of probability density functions supported on A i.e. densities that satisfy
FA = {q ∈ P | q(x) = 0 ∀ x /∈ A} ⊂ P = FX.
Definition 2.1.2 (Inverse-Indicator). An inverse-indicator function of a set
A ⊂ X, denoted by φA is a function φA : X 7→ R+ that satisfies φA(x) > 0 for
x /∈ A, and φA(x) = 0 otherwise.
For example, δX\A is an inverse-indicator function of A.
Definition 2.1.3 (Information projection). The information projection of a
probability density p to a constraint set A is given by the solution of:
inf
q∈P
KL(q‖p) s.t. q ∈ A.
We only consider projections where A 6= ∅, so the infimum is achieved.
We will assume that the base measure P is a probability measure, although all
of the presented results are easily extendable to arbitrary positive measures.
Restriction of probability densities2 is a standard approach for defining
distributions on subsets of a sample space. Let p be a probability density







2A special case of restriction of measures [Kolmogorov, 1933].
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An important case is when A is a measure zero subset of X. The conditional
density is one such example [Chang and Pollard, 1997], the existence of which
follows from the disintegration theorem [Kolmogorov, 1933].
For completeness, we also discuss relevant definitions from the discrete
optimization literature.
Definition 2.1.4 (Submodular). A set function F : ℘(d) 7→ R is submodular,
if for all subsets u, v ⊆ m it holds that F (u ∪ v) + F (u ∩ v) ≤ F (u) + F (v).
Definition 2.1.5 (Monotonic). A set function F : ℘(d) 7→ R is monotonic, if
for all subsets u ⊂ v ⊆ ℘(d) it holds that F (u) ≤ F (v).
Further, f is normalized if f(∅) = 0. Submodular functions have a di-
minishing returns property [Nemhauser et al., 1978] i.e. the marginal gain of
adding elements decreases with the size of the set. Submodular functions are of
special interest because greedy algorithm and its simple variants achieve prov-
able approximation guarantees for several otherwise NP-Hard combinatorial
optimization problems [Nemhauser et al., 1978, Sviridenko, 2004, Calinescu
et al., 2011]. An additional benefit of the greedy approach is that it does not
require the model selection decision of the sparsity to be made at training
time. The greedy algorithm is outlined in Algorithm 1.
Definition 2.1.6. A matroid is a structure (N,E), where N is the ground set,
and E ⊂ ℘(N) is a family of independent sets that satisfies: (i) B ∈ E,A ⊂
B =⇒ A ∈ E, and, (ii) A ∈ E,B ∈ E, |A| < |B| =⇒ ∃x ∈ B−A s.t. A∪x ∈ E.
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Algorithm 1 Greedy algorithm, maxF (S) s.t. |S| ≤ k∗
Input: k∗, S = ∅
while |S| < k∗ do
foreach i ∈ [n]\S, fi = F (S ∪ i)− F (S)
S = S ∪ {arg max fi}
end while
Return: S.
Matroids are useful in enforcing structured sparsity constraints. A uni-
form matroid has E as the set of all possible k and lesser sized subsets of
N, and thus induces the k-cardinality constraint. Similarly, a knapsack con-
straint can be encoded by a matroid which has each candidate solution in E
as a set of possible groups, each with an associated cost, such that the to-
tal cost of each candidate solution in E is less than or equal to the knapsack
value. A partition matroid partitions N into subsets {X1,X2, . . . ,Xr}, with
E = {A |A ⊂ N, |A ∩ Xi| ≤ ki∀i ∈ [r]} for given {k1, k2, . . . , kr}.
Definition 2.1.7 (Submodularity Ratio [Das and Kempe, 2011]). Let S, L ⊂
[p] be two disjoint sets, and f(·) : [p]→ R. The submodularity ratio of L with
respect to S is given by
γL,S :=
∑
j∈S [f(L ∪ {j})− f(L)]
f(L ∪ S)− f(L) . (2.1)





It is easy to show that f(·) is submodular if and only if γL,S ≥ 1 for
all sets L and S. However, an approximation guarantee is obtained when
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0 < γL,S ∀ L, S [Das and Kempe, 2011, Elenberg et al., 2018]. The subset of
monotone functions which have γL,S > 0 ∀ L, S are called weakly submodular
functions in the sense that even though the function is not submodular, it still
provides a provable bound for greedy selections.
Also vital to our analysis is the notion of restricted strong concavity
and smoothness [Negahban et al., 2012, Loh and Wainwright, 2015].
Definition 2.1.8 (Low Rank Restricted Strong Concavity (RSC), Restricted
Smoothness (RSM)). A function ` : Rn×d → R is said to be restricted strong
concave with parameter mΩ and restricted smooth with parameter MΩ if for
all X,Y ∈ Ω ⊂ Rn×d,
−mΩ
2




If a function `(·) has restricted strong concavity parameter m, then its
negative −`(·) has restricted strong convexity parameter m. We choose to use
the nomenclature of concavity for ease of exposition in terms of relationship to
submodular maximization. Further, note that we define RSC/RSM conditions
on the space of matrices rather than vectors, on a domain Ω constrained by
rank rather than sparsity. It is straightforward to see that if Ω′ ⊆ Ω, then
MΩ′ ≤MΩ and mΩ′ ≥ mΩ.
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2.2 Maximum Mean Discrepancy (MMD)
The maximum mean discrepancy (MMD) is a measure of the difference
between distributions P and Q, given by the suprenum over a function space
F of differences between the expectations with respect to two distributions.
The MMD is given by:
MMD(F, P,Q) = sup
f∈F
(
EX∼P [f(X)]− EY∼Q [f(Y )]
)
. (2.3)
When F is a reproducing kernel Hilbert space (RKHS) with kernel function
k : X× X 7→ R, the suprenum is achieved at [Gretton et al., 2012]:
f(x) = EX′∼P [k(x,X
′)]− EX′∼Q [k(x,X ′)] . (2.4)
The function (2.4) is also known as the witness function as it measures the
maximum discrepancy between the two expectations in F. Observe that the
witness function is positive wheneverQ underfits the density of P , and negative
wherever Q overfits P . We can substitute (2.4) into (2.3) and square the result,
leading to:
MMD2(F, P,Q) = EX,X′∼P [k(X,X
′)]−2EX∼P,y∼Q [k(X, Y )]+EY,Y ′∼Q [k(Y, Y ′)] .
(2.5)
It is clear that MMD2(F, P,Q) ≥ 0 and MMD2(F, P,Q) = 0 iff. P is in-
distinguishable from Q on the RHKS F. This population definition can be
approximated using sample expectations. In particular, given n samples from
P as X = {xi ∼ P, i ∈ [n]}, and m samples from Q as Z = {zi ∼ Q, i ∈ [m]},
14

































In this chapter, we focus on the construction of a broad framework for
probabilistic modeling under domain constraints. Our framework follows the
maximum entropy principle [Jaynes, 1957]. According to this principle, the
probability distribution is selected as one that satisfies the constraints while
remaining as random as possible. Thus the selected distribution incorporates
known information, but makes no further assumptions. When the sample
space includes a base measure, the principle is known as the principle of min-
imum discrimination information [Kullback, 1959]. Here, the distribution is
chosen as one that satisfies the constraints, but is as difficult as possible to
discriminate from the base measure when the difference is measured by relative
entropy.
The maximum entropy approach has been especially successful when
knowledge can be expressed as expectation constraints. In such cases, it has
been shown that the solution is given by a member of the exponential family
[MacKay, 2003, Koyejo, 2013] e.g. quadratic constraints result in the Gaussian
distribution, and linear expectation constraints (for positive variables) result
in the exponential distribution. Similarly, other members of the exponential
16
family such as the Bernoulli, Poisson and Gamma distributions may be mo-
tivated as solutions of appropriate expectation constrained relative entropy
minimization problems. The purpose of our work is to extend this approach
to the design of probabilistic models when the knowledge is encoded as a wider
class of domain constraints.
Our main theoretical and algorithmic contributions are:
• We prove that the information projection of a density to domain con-
straints is given by its restriction (Section 3.1).
• We characterize the restriction precisely, showing that it is given by a
conditional distribution (Section 3.3).
• We propose a family of parameterized approximations indexed by tractable
subsets of the domain constraints when the optimal inference is in-
tractable (Section 3.2). In the special case of sparsity constraints that
admit an enumeration using a matroid or knapsack, we consider approx-
imate inference using convex sparse support sets.
• We show that the sparse support estimation problem is submodular. As
a result, greedy forward selection is efficient and guarantees constant
factor optimality (Section 3.3.1).
• To illustrate the derivation of an efficient algorithm, we employ the Gaus-
sian base measure induced by knowledge of local partial correlation and
17
Figure 3.1: Multivariate Gaussian density and its restriction to the diagonal
line shown.
consider the design of priors that capture the domain knowledge of sparse
support (Section 3.3.3).
3.1 Probabilistic Inference with Domain Constrained
Variables
Let X be the random variable of interest, and p represent the base
measure. We assume a-priori information identifying a sub-domain A ⊂ X.
Following the principle of minimum discrimination information, the prior is
chosen as the information projection of the base density p to FA. To begin,









Figure 3.2: Equivalence between the sequence of information projections
PoFAoFC and PoFA∩C Note that this property need not hold for non-domain
constraints. (Theorem 3.2.1).
Lemma 3.1.1. Let FA be the domain restricted density set of A, φA be its
inverse-indicator function, and G = {q ∈ P | Eq [φA(x)] = 0} ⊂ P. Then
FA = G.
Proof. [FA ⊂ G]: Let q ∈ FA, then Eq [φA] = 0, thus q ∈ G. [G ⊂ FA]: Let
q ∈ G, the non-negativity of φA implies that for each x ∈ X, either q = 0 or
φA = 0.
The following Lemma characterizes relative entropy minimization sub-
ject to norm ball expectation constraints. For simplicity, the theorem is mod-
ified to address the special case of the result where a solution exists and the
infimum is attained.
19
Lemma 3.1.2 ([Altun and Smola, 2006]).
min
q∈P







and the unique solution is given by q∗(x) = p(x)e
〈λ∗,β(z)〉−G(λ∗) where λ∗ is the
dual solution and G(λ∗) ensures normalization.
We can now show our first main result, investigating the relationship
between restriction of densities and information projection subject to domain
constraints.
Theorem 3.1.3. The information projection of the base density p to the con-
straint set FA is the restriction of p to the domain A.
Proof. The information projection of p to FA is equivalent to (Lemma 3.1.1):
min
q∈P
KL(q‖p) s.t. Eq [φA] = 0. (3.1)
Following Lemma 3.1.2, the solution is given by q∗(z) = p(x)e
〈λ∗,φA〉−G(λ∗) ,
where:
λ∗ = arg max
λ









In other words, Theorem 3.1.3 shows the equivalence between informa-
tion projection subject to domain constraints and density restriction. The-
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orem 3.1.3 also generalizes known results. Given the prior p(x) and likeli-
hood p(y|x), let ŷ ∈ Y represent the observation(s). Williams [1980] showed
that the Bayesian posterior can be recovered as the information projection of
p(x, y) = p(y|x)p(x) to FX×{ŷ}, and the solution is given by p(x|y = ŷ)δŷ. Our
result gives an alternative proof of this result as a special case of Theorem 3.1.3,
which we present next.
Corollary 3.1.4. Consider the product space X = W × Y. Let domain con-
straint be given by W × {ŷ} for some ŷ ∈ Y. The information projection of p
to FW×{ŷ} is given by p(w|y = ŷ)δŷ.
Theorem 3.1.3 gives principled motivation for the domain restriction
approach to structured prior design. This approach has proven to be quite
useful in various contexts. Various properties of the restriction, such as its
shape, and tail behavior (up to rescaling) follow directly from the base den-
sity, thus if it is often easy to analyze the properties of the prior when the
base measure is well understood. Examples of density restriction in the lit-
erature include the truncated Gaussian, Beta and Gamma densities [Damien
and Walker, 2001], and the restriction of the matrix variate Gaussian to the
manifold of low rank matrices [Park and Pillow, 2013].
3.2 Approximate Inference via Tractable Subsets
For many domains of interest, the normalization constant required for
domain restriction is computationally intractable. In theory, rejection sam-
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pling methods and Markov Chain Monte Carlo (MCMC) inference methods
[Robert et al., 1999] do not require knowledge of this value. However, it is often
the case that the constrained domains are measure zero sets with respect to the
base measure. In practice, this means that random samples generated from the
base measure are unlikely to lie in the constrained domains e.g. random sam-
ples from a matrix Gaussian will rarely be low rank. In such cases, rejection
sampling fails, and MCMC suffers from low acceptance probabilities. Thus
inference with such domain constraints typically requires specialized methods
e.g. [Damien and Walker, 2001, Park and Pillow, 2013]. In the following, we
propose a class of variational approximations, based on an inner representation
of the domain constraint set.
Let {Si ∈ A} represent a (possibly overlapping) partitioning of A into
subsets. We define the density support sets generated by these partitions as
FSi , and their union D =
⋃
FSi . Note that by definition each FSi ⊆ D ⊆
FA ⊆ FX. We will use D as the approximation set. Our approach results
in a parameterized set of prior densities pS corresponding to choices of S,
combined with an information projection rule for selecting the pS from the
domain restricted density set FS.
While our approach allows for the choice of S∗ to be based on the prior
alone, such a result will most accurately capture capture the prior mass, in-
stead of the posterior mass. Thus we consider approximations that incorporate
the data likelihood via the posterior. Let p(y|x) represent the observed data
likelihood, and p(x|y) represent the posterior. p(y) is known as the evidence.
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p(y|x)q(x)dx. The approximate prior is then given by pS∗(x), based
on the corresponding partition S∗, and the posterior approximation is given
by pS∗(y|x) ∝ p(y|x)pS∗(x). Thus, the proposed approximation is most useful
when there exist subsets of A such that the restriction of the base density to
each subset leads to tractable inference, the result is most accurate when one
of the subsets S∗ ∈ A captures most of the posterior probability mass.
In the following, we will show that (3.2) can be simplified and inference
does not require knowledge of the intractable prior density. First we consider
a general result for a sequence of information projections, the result is also
illustrated in Fig. 3.2.
Theorem 3.2.1. Let π : [n] 7→ [n] be a permutation function and {Cπ(i) | Cπ(i) ⊂
X} represent a sequence of sets with non empty intersection B = ⋂Ci 6= ∅.
Given a base density p, let q0 = p, and define the sequence of information
projections:
qi = arg min
q∈FCπ(i)
KL(q‖qi−1),





Proof. Consider the case when N = 2, then π : [1, 2] 7→ {[1, 2], [2, 1]}. From
Theorem 3.1.3, we have that q2(x) ∝ p(x)δC1(x)δC2(x) = p(x)δB(x) independent
of π. The proof is extended to N > 2 by induction.
We emphasize that this proof depends on the equivalence between in-
formation projection unto support constraints and restriction of distributions,
this the result does not necessarily hold for more general information projec-
tions.
We apply Theorem 3.1.3 to formulate equivalent solutions for approxi-
mate inference that may be simpler to solve.
Corollary 3.2.2. Let pS∗(x) represent the prior density selected as the mini-













p(y|x)q(x)dx. Further, let pS∗(x|y) be the corresponding posterior
density, then:






Proof. In this proof, we consider the joint sample space X × Y. The optimal
posterior p(y|x)pS∗(x) from (3.2) is the information projection of the optimal
prior p(x)pS∗(x) to FX×{ŷ}. It follows, from the strict convexity of relative en-
tropy, that this mapping is onto, thus (3.2) is equivalent to direct optimization
24
of the posterior over the set FX×{ŷ} ∩FD×{ŷ}. This corresponds to a sequence of
domain projections, thus by Theorem 3.1.3, the resulting posterior is equiva-
lent to the solution of (3.4). The equivalence between the solutions of (3.3)
and (3.5) can be shown using identical steps. (3.5) corresponds to the projec-
tion of p(x)p(y|x) to the set FX ×F{ŷ} followed by projection to D×F{ŷ}, and
FA ∩D = D, so the solutions are equivalent by Theorem 3.1.3.
3.3 Priors for Sparse Variables
For ease of exposition, we begin with a special case of the proposed
framework where the sample space X = X̃d - a d dimensional product space
and domain constraints correspond to a-priori knowledge about sparsity. A d
dimensional variable x ∈ X is k-sparse if at least k of its entries take a default
value of ci ∈ X̃i i.e |{i | xi = ci}| ≥ k. In Euclidean space X = Rd and in most
cases, ci = c = 0 ∀ i. The support of x ∈ X is the set supp (x) = {i | xi 6=
ci} = s ∈ ℘(d).
Let S ⊂ X denote the set of variables with support s i.e. S = {x ∈
X s.t. supp (x) = s}. We will use the notation xS = {xi | i ∈ s}, and its
complement xS′ = {xi | i ∈ s′}, where s′ = [d]\s. The domain of k sparse
vectors is given by the union of all possible d!
(d−k)!k! sparse support sets as
A =
⋃
Si. While the sparse domain A is non-convex, each subset S is a convex
set, in fact given by linear subspaces with basis {ei | i ∈ s}. Further, while the
information projection of a base density p to A is generally intractable, the
information projection to its convex subsets S turn out to be computationally
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tractable. We will investigate the proposed approximation scheme using these
subsets.
Consider the information projection of an arbitrary probability measure















where pS is the information projection of p to a set FS. Applying Theorem 3.1.3,












= p(xS′ = cS′).
Thus, the normalization factor is a marginal density at xS′ = cS′ .
We may now compute the restriction explicitly:
pS(x) = p(xS|xS′)p(xS′)δS(x)/p(xS′ = cS′)
= p(xS|xS′ = cS′)δS(x). (3.6)
In other words, the information projection to a sparse support domain is the
1Where p may represent the conditional density p(x|y) as in (3.5). To simplify the
discussion, we suppress the dependence on y.
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= − log p(xS′ = cS′).
Define J : ℘(d) 7→ R, J(s) = log p(xS′ = cS′). For a given the the target
sparsity k, we have that:
s∗ = arg max
|s|=k
J(s). (3.7)
3.3.1 Submodularity and Efficient Inference
In this section, we show that the cost function J(s) is monotone sub-
modular, and describe the greedy forward selection algorithm for efficient in-
ference. Let the ground set m = [d], and note that J(m) = 0 and J(∅) =
log p(x = c), so J(∅) ≤ J(s) ≤ 0. In parts of the discussion, it will be useful
to normalize the cost function by shifting its value i.e. J̃(s) = J(s)− J(∅), so
0 ≤ J̃(s) ≤ −J(∅).
The following theorem explores the submodularity of subset selection
using relative entropy.
Theorem 3.3.1 (Madiman and Tetali [2010]). Let q ∈ P and p ∈ P be prob-
ability densities on X̃d, and let qS and pS be their marginals on X̃
|s|, such that
the set function F (s) : ℘(d) 7→ [0,∞], F (s) = −KL(qS‖pS) does not take the
value −∞ for any s ∈ ℘(d), then F (s) is submodular.
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We now consider the submodularity of J(s).
Theorem 3.3.2. J(s) is monotone submodular.
Proof. Monotone: Let c ⊂ s, then:
p(xM\C) = p(xM\S,xM\S∩C) ≤ p(xM\S).
Submodular: Consider F (s) = log p(xS = cS). Recall that KL(δS‖pS) =
− log p(xS = cS) [Williams, 1980], and that F (s) is bounded above and be-
low. Thus, F (s) is submodular by Theorem 3.3.1. Finally, we note that if
F (s) is submodular, so is its reflection J(s) = F (m\s).
While maximization of submodular functions is generally NP-hard, a
simple greedy forward selection heuristic (Algorithm 2), has been shown to
perform almost as well as the optimal in practice, and is known to have strong
theoretical guarantees.
Theorem 3.3.3 (Nemhauser et al. [1978]). In the case of any normalized,
monotonic submodular function F, the set s∗ obtained by the greedy algorithm





of the objective value obtained by









In addition, no polynomial time algorithm can provide a better approx-
imation guarantee unless P = NP [Feige, 1998]. For the special case when p
is product form, we can give stronger guarantees.
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Algorithm 2 Greedy selection max J(s) s.t. |s| = k
Input: k, s = ∅
while |s| < k do
foreach i ∈ m\s, fi = J(s ∪ i)− J(s)
s = s ∪ {arg max fi}
end while
Return: s.
Corollary 3.3.4. Let J(s) be defined as in Theorem 3.3.2 and suppose the
base density is product form i.e. p(x) =
∏d
i=1 p(xi), then J(s) is linear.
Proof. Define 1s ∈ Rd as the vector (1s)i = 1 if i ∈ s and zero otherwise,
and define the vector h ∈ Rd taking values hi = p(xi = ci). When p(x) =∏d
i=1 p(xi), we have that J(s) = log p(xS′ = cS′) =
∑
i∈s′ log p(xi) = 〈1s′ ,h〉, a
linear function.
An additional benefit of the greedy approach is that it does not re-
quire the decision of the support size k to be made at training time. As an
anytime algorithm, training can be stopped at any k based on computational
constraints, while still returning meaningful results. We present empirical
evaluation to the above approach in Sections 3.4.1 for sparse probabilistic re-
gression and compare against several established baselines.
3.3.2 General Structured Sparsity Constraints
Structured sparsity extends classic sparsity constraints with additional
information on the sparse subsets. For example, the sparsity could be con-
strained by a tree structure so that selection of a parent node implicitly se-
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lects all its children as well. The structural constraint can be encoded as a
matroid (N,E) where N are the base set of dimensions, and E represents the
set of all possible candidate solutions under the given constraint. General
structured sparsity is challenging to model using standard prior design tech-
niques. Instead, one may consider Bayesian inference using the structured
prior distribution recovered by restricting the base prior to the union of all
possible structured subsets. As in the classic sparsity case, we consider an
approximation of the resulting posterior based on the variable set which cap-
tures the maximum posterior mass. The resulting (N,E)-matroid constrained






A simple greedy algorithm on the enumeration of the matroid as out-
lined in Algorithm 3 can be used for support selection under general matroid
constraints. Note that the greedy selection algorithm for the classic sparsity
case is a special case of Algorithm 3 with a uniform matroid. For the more gen-
eral matroid constraints, greedy selection on the enumeration admits slightly
weaker guarantees. Improved approximation guarantees can be achieved by
randomized algorithms [Calinescu et al., 2011].
Theorem 3.3.5 (Calinescu et al. [2011]). Algorithm 3 guarantees a constant
factor approximation of 1/2 for (3.8).
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Multi-view sparsity. A special case of structured sparsity is the multi-
view sparsity. The base set of dimensions are divided into v views/groups.
Also given is a set of maximum number of allowed selections from each view
{k1, k2, . . . , kv}. In other words, no more than ki selections can be made from
the ith view/group. It should be straightforward to see that the multi-view
sparsity constraint induces a partition matroid structure, and as such Algo-
rithm 3 is applicable. Algorithm 3 can be easily re-written for the partition
sparsity constraint to avoid exhaustive enumeration of the set E as Algorithm 4.
The 1/2 factor approximation guarantee carries over for Algorithm 4. We shall
see in the sequel that this particular algorithm leads to an efficient inference
algorithm for sparse Probabilistic CCA.
Group Sparsity Constraints. Group sparsity involves selecting variables
from r groups subject to the constraint that if a group is selected, all the vari-
ables within the group must be selected, but no more than k variables can be
selected in all. Let G = {G1,G2, . . . ,Gr} represent the set of r groups, so that
∀i,Gi ⊂ [d] and ∀i 6= j,Gi ∩ Gj = ∅. As in the classic sparse case, information
projection to the set of all group sparse subsets of [d] is intractable in general.
Instead, we propose approximate inference by seeking the projection to the
set which maximizes the captured mass of p. The resulting group sparsity




{q | supp(q)⊂⋃i∈S Gi,∑i∈S |Gi|≤k}KL(q‖p). (3.9)
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Theorem 3.3.6. The group selection problem (3.9) is equivalent to a normal-
ized monotone submodular maximization problem with a knapsack constraint.




i∈S Gi. From Section 3.1, the inner optimization is min|GS|≤k,q∈FGS KL(q‖p) =
− log p(xG\GS)
Define the function J : ℘(r)→ R as J(S) := log p(xG\GS = 0), and the
function J̃ : ℘(r)→ R as J̃(S) := J(S)− J(∅).
Define the costs associated with picking Gi as ci = |Gi|∀i ∈ [r]. The
cost function of a set s ⊂ G can thus be written as c(s) := ∑∀i s.t. Gi∈s ci The
optimization problem 3.9 is then equivalent to max∑
i∈S ci≤k J̃(S).
The result follows from Theorem 3.3.2.
We now present a re-weighted greedy algorithm with partial enumera-
tion in Algorithm 5 to solve (3.9). The re-weighting is ensures that the greedy
step chooses the best possible myopic marginal gain. However, with the re-
weighting alone the approximation factor can be arbitrarily bad. To bound it
to a constant factor, partial enumeration is required. We also note that Algo-
rithm 5 is not a special case of Algorithm 3, as it exploits the special structure
of group sparsity to construct a scheme with improved optimization-theoretic
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guarantees. The following theorem establishes the optimization guarantee of
Algorithm 5.
Theorem 3.3.7 (Sviridenko [2004]). Algorithm 5 with m = 3 guarantees a
constant factor approximation of (1− 1
e
) for (3.9).
3.3.3 Gaussian Base Measure and Support Constraints
We consider a special case of approximate sparse support inference
where X = RD, and the base measure is a Gaussian distribution. Let β ∼ P









where m ∈ Rd is the mean vector and S ∈ Rd×d is the covariance matrix. We
set the default value ci = 0 ∀ i ∈ [d].
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Algorithm 3 GreedyMatroid(N,E)
1: Input: Matroid (N,E)
2: A← ∅
3: while N is not empty do
4: s∗ ← arg maxs∈N J(A∪ {s})−
J(A)
5: if A ∪ {s∗} ∈ E then
6: A = A ∪ {s∗}
7: end if




(k1,. . ., kv, m(·))
1: Input : N, Sparsities
{k1, k2, . . . , kv} , mapping
function m : [d]→ [v].
2: A← ∅
3: selected[i]=0, ∀i ∈ [v]
4: while N is not empty do
5: s∗ ← arg maxs∈N J(A∪ {s})−
J(A)
6: if selected[m(s∗)] < ki then
7: A = A ∪ {s∗}
8: selected[m(s∗)] +=1
9: end if





1: Input: Set of groups G, Total
max sparsity k, parameter m,
cost function c(·)
2: S1 ← arg maxs⊂G,|s|<m,c(s)≤k J̃(s)
3: S2 ← ∅
4: for all s ⊂ G, |s| = m, c(s) ≤ k
do
5: S3 ← ReweightedGreedy(G,
k −m− 1, c(·), s)
6: if J̃(S2) ≤ J̃(S3) then
7: S2 ← S3
8: end if
9: end for
10: Return arg max{J̃(S1), J̃(S2)}
Algorithm 6 ReweightedGreedy (Ḡ,
k̄, c(·), S̄2)
1: Input: Set of groups Ḡ, Total max
sparsity k̄, cost function c(·), Init
groups S̄2
2: A← S̄2
3: while Ḡ\A 6= ∅ do
4: s∗ ← maxs∈Ḡ\A J(A∪s)−J(A)c(s)
5: if c(A ∪ s∗) ≤ k then
6: A = A ∪ s∗
7: end if




Consider a generative model for [n] 3 i samples given by a linear model
combined with Gaussian noise yi|β = β†zi + ε, where the response yi ∈ R,
the feature vector zi ∈ Rd, the weight vector β ∈ Rd. The weights are drawn
from the zero mean Gaussian distribution β ∼ N (0,C), where C ∈ Rd×d is the
prior covariance matrix, and its inverse D = C−1 ∈ Rd×d is the corresponding
prior precision matrix. The noise is drawn from a univariate Gaussian ε ∈ R,
ε ∼ N (0, σ2). We set λ = 1
σ2
. Let y ∈ Rn represent the responses collected
into a vector with y(i) = yi, and Z ∈ Rn×d represent the features in matrix
form, so Z(i, :) = z†i .
As the prior and the likelihood are Gaussian, the unconstrained poste-
rior distribution P (β|y) is Gaussian, represented as N (µ,Σ), where Σ ∈ Rd×d
is the posterior covariance matrix, and its inverse Λ = S−1 ∈ Rd×d is the corre-
sponding precision matrix. The posterior precision is given by Λ = D+λZ†Z.
The posterior mean µ ∈ Rd is given by µ = λΛZ†y. Recall that µS ∈ R|s| is
the subvector given by µS = {µ(i) | i ∈ s}. For matrices, define ΣS,C ∈ R|s|×|c|
as the submatrix {Σ(i, , j) | i ∈ s, j ∈ c}. We also define the linear projection
matrix PS ∈ Rd×|s|, PS : R|s| 7→ Rd by imputing zeros as missing entries.
For any fixed s, the information projection is given by the restriction
of P (β|y) as the conditional distribution:
P (βS|βS′ = 0,y) = N (mS|S′ ,ΣS|S′) , (3.10)
where mS|S′ ∈ R|s|, given by mS|S′ = µS + Λ−1S,S ΛS,S′µS. Approximate inference
is applied as shown in (3.5) using the convex sparse subsets, equivalent to the
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submodular optimization (3.7). The resulting cost function (up to constants)




S′,S′µS′ − log |ΣS′,S′ |+ a1 (3.11)
= (µ−PSmS|S′)†Λ(µ−PSmS|S′)− log |ΛS,S|, (3.12)
where a1 is an additive constant. (3.11) is follows directly from the cost func-
tion (3.7), while (3.12) is derived most easily by directly solving the information
projection (3.5) for a fixed s. (3.12) also simplifies the interpretation of the cost
function. The subsets are selected in order to minimize the distance between
the conditional mean and marginal mean vector, additionally the determinant
term measures the coupling between the variables.
3.3.4 Group Sparse Linear Regression
Consider a generative model for n samples given by a linear model and
an additive Gaussian noise: y = Zβ + ε,, where y ∈ Rn is the response, Z ∈
Rn×d is the feature matrix, and β ∈ Rd is the vector of regression weights. The
weights have an associated normal prior, β ∼ N(0,C) for a known C ∈ Rd×d.
The noise ε is drawn from a Gaussian ε ∼ N(0, σ2). The posterior distribution
of β is also a Gaussian, p(β|y) ∼ N(µ,Σ) and can be written in closed form
by standard Bayes theorem with Σ−1 = C−1 + 1
σ2
Z>Z, and, µ = 1
σ2
ΣZ>y.
Let G = {G1,G2, . . . ,Gr} be the given set of groups so that ∀i ∈ [r],Gi ⊂
[d], and ∀i 6= j,Gi ∩ Gj = ∅. The optimization problem for sparse group
selection is then given by (3.9). For the spacial case where p is Gaussian,
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the information projection to any structured subset remains in the Gaussian
family [Koyejo and Ghosh, 2013]. Thus, the search for q in (3.9) can be
restricted to Gaussians. Define r = 1
σ2
Z>y. It is easy to show by expanding the
KL that (3.9) for group sparse linear regression is equivalent to the submodular
maximization problem:
max
{S⊂[r], S=⋃i∈S Gi, |S|≤k} r
>
s [Σ
−1]srs − log det[Σ−1]s. (3.13)
Once the support s is selected, the respective approximate posterior q∗ can be
obtained as the respective conditional q∗(x) = p(x|xSc = 0).
3.4 Experiments
In this section, we present experimental results comparing the sparse
approximate inference approach to other sparsity inducing Bayesian and fre-
quentist models. We begin by first validating our framework using simulated
data experiments, where the data generating process is known and controlled.
3.4.1 Sparse Linear Regression
We employ the special case of our framework with cardinality con-
straints (Section 3.3.1) and Gaussian priors(Section 3.3.3). The compared
models are as follows:
• Regularized least squares (Ridge ): The standard regularized least
squares estimator - analogous to the full posterior distribution of the
Gaussian model outlined in Section 3.3.1 assuming a univariate Gaussian
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prior. While Ridge does not return sparse weights, it typically performs
well in terms of predictive accuracy.
• Least absolute shrinkage and selection Operator (Lasso) [Tibshi-
rani, 1996]: A popular frequentist model for estimating sparse regression
weights. It combines a least squares loss with a sum of absolute value
regularization.
• Automatic relevance determination (ARD) [Wipf and Nagarajan,
2007]: This is a maximum likelihood approach for estimating the diag-
onal prior covariance of a Gaussian model. The estimated covariance
values are often sparse in practice, and combined with zero prior mean,
leads to sparse distributions and a sparse mean weight weight vector.
Like Sparse-G. , ARD estimates the full posterior distribution of the
parameters.
• Spike and slab prior [Mitchell and Beauchamp, 1988] estimates the
weight vectors using a mixture of a delta function at zero (Spike), and a
Gaussian distribution with non-zero mean (Slab) for each dimension. As
the with most sparse Bayesian models, the posterior mean of the esti-
mated weight vectors is not sparse. Furthermore, fitting the exact model
is tedious. So we compare against several versions - (i) SpikeSlabFull runs
the full model and truncates away support dimensions with posterior
probability less than 0.5, (ii) SpikeSlabVar fits a variational approxima-
tion [Ishwaran and Rao, 2005] which is faster to fit and more scalable,
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(iii) SpikeSlabVar0.5 fits SpikeSlabVar and truncates away dimensions
with posterior probability ¡ 0.5, (iv) SpikeSlabVarKL fits SpikeSlabVar
and then perform a greedy KL projection onto top k dimensions. Note
that the support of SpikeSlabVar is not sparse.
Approximate inference for Sparse-G was performed using the greedy forward
subset selection approach outlined in Algorithm 2. Our implementation avoids
large matrix inverses and uses the fact that the determinant can be computed
incrementally using the Schur complement lemma, and the quadratic terms
can be computed incrementally using the Woodburry matrix identity. Fur-
ther details are left for a longer version of this manuscript. We implemented
ARD using iterative re-weighted Lasso as suggested by Wipf and Nagarajan
[2007]. Ridge and Lasso were optimized using implementations from the scikit-
learn python package [Pedregosa et al., 2011]. For each of these models, we
performed hyperparameter selection using inner loop 5-fold cross validation.
We are most interested in high dimensional regression where the model
parameters are generated from a distribution supported on a sparse domain,
and in data sets with more dimensions than samples as found in high dimen-
sional scientific data. In such scenarios, the model constraints can be critical
for effective regression and parameter estimation. We performed experiments
using simulated data that matches these characteristics. We tested the mod-
els ability to estimate the support and values of the weight vector, and the
predictive accuracy of the reconstructed targets.
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The regression accuracy was measured using the coefficient of determi-
nation on the test set. The R2 metric given by 1−∑(ŷ−y)2/∑(y− ȳ)2 where
y is the target response with sample mean ȳ and ŷ is the predicted response.
R2 measures the gain in predictive accuracy compared to a mean model and
has a maximum value of 1. The support recovery was measured using the
AUC of the recovered support with respect to s∗.
We generated random high dimensional feature vectors ai ∈ Rd with
ai ∼ N(0, 1). The response was generated as yi = w>ai+νi where νi represents
independent additive noise with νi ∼ N(0, σ2) for all i ∈ [n]. We set σ2
implicitly via the signal to noise ration (SNR) as SNR = var(y)/σ2, where
var(y) is the variance of y. In each experiment, we sampled a sparse weight
vector w by sampling k dimensions at random with from [d], then we sampled
values wi ∼ N(0, 1) and set other dimensions to zero. We performed a series of
tests to investigate the performance of the model in different scenarios. Each
experiment was run 10 times with separate training and test sets. We present
the average results on the test set.
Our first experiment tested the performance of all models with lim-
ited samples. Here we set k = 20, d = 1000 and an SNR of 20dB. The
number of training values was varied from n = 100, . . . , 400 with 200 test
samples. Fig. 3.3a shows the model performance in terms of support recov-
ery. With limited training samples, Sparse-G outperformed all the baselines
except SpikeSlabFull, and performs as well as SpikeSlabFull. We also found
that SpikeSlabVarKL consistently outperformed SpikeSlabVar0.5. We specu-
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(a) AUC as a function of n : k ratio


















(b) R2 as a function of n : k ratio





















(c) AUC as a function of SNR


















(d) R2 as a function of SNR
Figure 3.3: Performance of Sparse Linear Regression approaches on simulated
data (Section 3.4.1)
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late that the significant gap between Sparse-G and SpikeSlabVarKL may be
partly due to the mean field assumption. Fig. 3.3b shows the corresponding
regression performance.
Our second experiment tested the performance of all models with high
levels of noise. Here we setk = 20, d = 1000 and n = 200 with 200 test samples.
We varied the SNR from 40dB to 10dB (note that σ2 increases as SNR is
decreased). Fig. 3.3c shows the support recovery performance of the different
models. We found a performance gap between Sparse-G and Lasso, more
pronounced than in the small SNR test. The SpikeSlabVar0.5 was the worst
performing model, but the performance was improved by SpikeSlabVarKL.
Only Sparse-G and SpikeSlabFull achieved perfect support recovery at low
noise (high SNR) levels. The regression performance is shown in Fig. 3.3d.
While ARD and Lasso matched Sparse-G at low noise levels (high SNR), their
performance degraded much faster at higher noise levels (low SNR).
For both of the above experiments, the exact Spike-and-Slab takes a
long time to converge, so we have only used the mean field variational approxi-
mation. To illustrate and compare against the exact Spike and Slab, we repeat
the above two experiments with d = 1000, with everything else in the exper-
imental setup remaining the same. The results are shown in Figure 3.3. The
exact Spike and Slab consistently performs well for support recovery and test
R2 in cases when the SNR is relatively low, while Sparse-G remains competi-
tive. However, for cases with moderate to high SNR, the Spike and Slab tends
to overfit, and performs badly with test R2 < 0. On the other hand, Sparse-G
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Time Taken (sec)





Table 3.1: Time taken for Sparse-G vs exact Spike and Slab
maintains a more graceful degradation with increasing SNR and decreasing
training size represented by n : k.
Timing Experiments: In this section, we study the time taken to train by
Sparse-G vs time taken to train using exact Spike and Slab and show that
Sparse-G is the much faster especially for higher dimensional cases. We use
the simulated data process as detailed in the beginning of this section with
the lowest SNR. We generate different data sets with d = 100, 500, 1000, 5000
with all other settings remaining the same. We note the time taken for both
exact Spike and Slab, and Sparse-G to run to completion with training data
size n = 200. The results are presented in Table 3.1.
3.4.2 Bayesian Regression with Group Sparsity
We compare the proposed approach for group sparsity (Section 3.3.4)
against the sparse-group lasso [Simon et al., 2013] implemented in the pack-
age SLEP [Liu et al., 2009] which is used in practice as state of the art. We
fix the ambient dimension to be d = 1000. We generate an arbitrary fixed
weight vector β ∈ Rd with all but k = 20 dimensions zeroed out, arbitrar-
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ily separated into 5 groups of 4 each. We sample from the d-variate normal
distribution with identity covariance n = 1000 times to get the feature ma-
trix X ∈ Rn×d. Finally we obtain the response vector y = Xβ + ε, where
ε ∼ N(0, σ2) with σ2 being set with varying values of the Signal-to-Noise ratio
(SNR) so that SNR={10000, 1000, 100, 10, 1, 0.1} to generate 6 data sets. Note
that SNR < 1 implies variance of the noise is more than that of the signal.
We split the data 50 − 10 − 40 into training, validation and test sets. We
compare performance of GroupGreedyKL (group selection based on KL pro-
jection) and GroupLasso [Simon et al., 2013] on two metrics - the AUC of the
support recovered, and R2 on test data. We use Bayes Factor to estimate k for
GroupGreedyKL. For GroupLasso, we do a parameter sweep to get the best
performing numbers. For each of the 6 different SNRs, data is generated 10
different times randomly and the average results are reported. The results are
presented in Figure 3.4. GroupGreedyKL performs consistently better than
GroupLasso, and degrades more gracefully as SNR decreases.














(a) R2 performance on test data


















(b) Recovery of true support
Figure 3.4: Group Sparse Regression performance on simulated data.
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Chapter 4
Sparse Probabilistic Factor Models
In this chapter, we present algorithms to apply the sparse prior con-
struction methodology developed in Chapter 3 to structured sparse proba-
bilistic factor models. We consider our data to consist of n observations of
vector valued variables in d dimensional ambient space, which are stacked in
a matrix T ∈ Rn×d. Drawing inspiration from traditional PCA, we seek a
few sparse basis vectors whose linear combination generates the observation
matrix with small error. The observation matrix T is modelled as a product
of a parameter X ∈ Rn×r and a sparse W ∈ Rr×d. Thus, the sparse basis
vectors are stacked as rows of W, and their linear combination is modeled by
X. In cases which have n  d, the above factorization is useful for small r,
which is set according to the domain. Let µ be the matrix of column means of
T generated as, µ = columnMeans(T)†⊗1, and Gaussian noise is represented
by εij ∼ N(0, σ2),∀i ∈ [n],∀j ∈ [d].
The observation model is then represented as:
T = XW + µ+ ε.
We use a normal prior for each row of W i.e. Wi,· ∼ N(0,C) ∀i ∈ [r],
with a given a prior covariance matrix C. We assume individual rows of W
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are independent. The joint distribution can also be written as the matrix-
variate normal W ∼ MVN(0,C, I). In the proposed model, the parameters
are given by Θ = {X, σ2}, while W are the latent variables. Inference and
learning can be performed using the EM algorithm (Section 4.1) applied on
the log-likelihood log p(T; X, σ2). As we shall see, the application of structural
constraints of sparsity on the factors leads to a variational E-step.
We show that our framework performs very competitively when com-
pared to established baselines on simulated and real world functional magnetic
resonance imaging (fMRI) data, often beating the baselines by orders of mag-
nitude when compared on the standard metrics.
Neuroimaging applications are well-suited to test our framework for
many reasons. FMRI data sets are typically high dimensional, in order of
100,000 dimensions and a few hundred samples. In such cases, as we shall
soon see, many traditional models do not perform well. Furthermore, fMRI
applications involve a variety of tasks based on the respective experiment de-
sign that require different machine learning models and algorithms to aid in
uncovering the underlying structural properties. This allows us to test several
applications of our frameworks for different tasks. Finally, many past studies
provide us with easy data collection and preprocessing schemes. For different
tasks and data sets, we show that our framework achieves state of the art
performance for:
• Sparse Probabilistic PCA on the fMRI Resting State data, with empiri-
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cal comparison to Generalized Power Method, Truncated Power Method,
Low Rank PCA, Path Sparse PCA, Online Dictionary Learning. (Sec-
tion 4.5.1.1).
• Group Sparse Probabilistic PCA on the fMRI Neurovault data with em-
pirical comparison to the Structured Sparse PCA algorithm of Jenatton
et al. [2010] (Section 4.5.1.2).
• Group Sparse Collective Matrix Factorization on the Human Connec-
tome data with empirical comparison to sparse Canonical Correlation
Analysis (Section 4.5.1.3).
All of the above fMRI data sets are high-dimensional, with the number
of dimensions far exceeding the number of samples. We also provide quali-
tative analysis of the extracted brain voxels in the above experiments from a
neuroscience perspective.
4.1 Inference with Sparse Constraints
In this section, we illustrate how priors constructed by restricting do-
main to sparse supports can be incorporated in practical algorithms for sparse
inference.
Expectation Maximization can be described using the free energy inter-
pretation [Neal and Hinton, 1998]. Maximizing the negative log-likelihood can
be shown to be equivalent to maximizing a free energy function F (see (4.1)).
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The E-step can be viewed as the search over the space of distributions q(.) of
the latent variables W, keeping the parameters Θ fixed (4.2), and the M-step
can be interpreted to be the search over the parameter space, keeping the la-
tent variables W fixed (4.3). The cost function for the EM is given by Neal
and Hinton [1998]:







This view of the EM algorithm provides the flexibility to design algorithms
with any E and M steps that monotonically increase F .
4.2 Variational E-step
An unconstrained optimization over q in (4.2) returns the posterior
p(W|T; Θ). Variational methods perform the search for best q over a con-
strained set [Tzikas et al., 2008]. Let D be the set of distributions over W
that fully factorize over individual rows of W : q(W) =
∏r
i=1 q(Wi,·). We
restrict the search over q to D. As a result of this restriction, we can optimize
q(Wi,·) for one i at a time in a co-ordinate descent fashion.
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For introducing sparsity, we impose an additional constraint that ∀i ∈
[r], q(Wi,·) is ki-sparse i.e. it has support only on at most ki out of the ambient
d dimensions. Let Ki be the set of all ki-sparse supports. From (4.2) and (4.1),
it follows that the variational E-step is minimization of KL divergence over the
sets Ki. As shown in Section 3.1, information projection to a set is equivalent to
restricting domain to the respective set. So, minimizing the KL-divergence can
be thought as searching for the sparse support set that loses the least amount
of information by restricting the domain set of distributions to sparse sets. We









For Gaussian p, (4.4) can be re-written as an iterated information pro-






where, with W\i,· representing all rows of W except i, p̂i depends on
q(W\i,·) and log p(W|T; Θ).
Thus, the independence assumption on q(·) allows for optimizing over
each i individually, while holding the others fixed in a co-ordinate descent
fashion. Each information projection monotonically decreases the free energy
function.
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Recall that the KL-gap for the constraining support was characterized
in Section 3.1. We can simplify (4.5) for each i as
For each row i ∈ [r], max
Ki
log(p̂i([Wi,·]Kci = 0Kci )). (4.6)
(4.6) is the resulting discrete optimization problem to be solved for
variational E-step for each i. By Theorem 3.3.2, optimization problem over the
set of dimensions is submodular, and hence instead of exhaustive search, each
of the ki dimensions can be selected by a greedy algorithm which achieves at





of the objective value obtained by the optimal
solution [Nemhauser et al., 1978]. Moreover, no polynomial time algorithm can
provide a better approximation guarantee unless P = NP Feige [1998].
To summarize, under the variational assumptions, the E-step can be
solved iteratively over each i, and each optimization over i is a submodular
discrete optimization problem with guaranteed constant factor approximation
when using a greedy forward selection strategy. Moreover, since optimization
over each i monotonically increases (or does not change) F , updating the
latent variable even for a single i in the E-step suffices. This is particularly
helpful for PCA, as we see below when we derive explicit equations below.
Let Zi = T−
∑
j 6=i X·,jE [Wj,·]. The optimization problem in the E-step
is written as follows. For each row i ∈ [r],
max
Ki
log(p([Wi,·]Kci = 0Kci |Zi; X, σ
2)). (4.7)
The posterior p(Wi,.) can be written as,
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−1riKi − log det[Σi
−1
]Ki ,




Recall that ΣK is the submatrix of Σ supported on K, similarly for
[Σ−1]K. After solving the constrained optimization problem (4.8) by a greedy
selection for K∗i , the resulting solution density, q
∗
i , known to be the conditional








Recall that q∗i has support only on K
∗
i , so in (4.9), c





Since the free energy view of the EM shows that any M-step that in-
creases F suffices, we maximize the log likelihood portion of F for the M-step.
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It turns out solving for {X, σ2} over F directly is computationally hard, so
M-step is done for one column of X at a time, corresponding to row-wise E-
step. If q∗ is the distribution on W obtained from the E-step, the effective
M-step for column i of X is:
max
X,σ2
Eq∗ [log p(Zi|Wi,·; X·,i, σ2)]. (4.10)
For, any particular i ∈ [d], let ĉi represent the mean vector ci expanded













V(X·,i)− nd log σ2,






Clearly , X and σ2 can be updated separately, and in closed form by












Algorithm 7 EM Algorithm for SparsePCA
1: Input: k, r,C,T
2: Initialize ∀j 6= 1,X·,j = 0, X·,1 randomly
3:
4: while not converged do
5: for i = 1 . . . r do





8: Init: K∗i = {}
9: for j = 1 . . . k do
10: Update K∗i :




∀t ∈ [d], t 6∈ K∗i
11: end for
12: Use Equation 4.9 to update ci and Di for q∗i
13: M-Step
14: Update X·,i using Equation 4.11




Algorithm 7 delineates the entire algorithm stepwise. We have ex-
plained the Sparse Probabilistic PCA setup first for simplicity. We now present
further applications that arise by modifying the variational E-step to incorpo-
rate structured sparse constraints developed in Section 3.3.2.
4.4 Applications: Probabilistic Models with Matroid
Constrained Variables
While the class of probabilistic models that admit a representation via
matroid constraints is quite broad, we consider special cases in detail (i) group
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sparse principal components analysis, (ii) sparse canonical correlation analysis.
4.4.1 Group Sparse Probabilistic Principal Components Analysis
Recall that Probabilistic PCA aims to factorize a matrix T ∈ Rn× as
T ≈ xw>, where x ∈ Rn is a deterministic vector, and w ∈ Rd is a random
variable. For simplicity, we only consider the rank 1 case i.e. where x,w
are vectors. The general matrix case follows by a joint estimation procedure
within using our framework. The generative model for the observed data
matrix is T = xw> + ε, where ε ∼ N(0, σ2). We consider the case where the
prior w ∼ N(0,C), and in addition, w is assumed be sparse. Let θ = {x, σ}
represent the set of deterministic parameters.
We now derive the explicit equations to apply Algorithm 5. The pos-
terior p(w|T; θ) is Gaussian with p ∼ N(µ,Σ), where Σ−1 = C−1 + ‖x‖22
σ2
,
and µ = 1
σ2
ΣT>x. Define r := Σ−1µ. Expanding the KL divergence for in-
formation projection from (3.9) yields that the support selection requires the
following submodular maximization problem:
max
{S⊂[r], S=⋃i∈S Gi, |S|≤k} r
>
s [Σ
−1]srs − log det[Σ−1]s.
The resulting approximate posterior is given by the respective conditional
q∗(w) = p(w|wSc = 0).
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4.4.2 Sparse Probabilistic Collective Matrix Factorization (Sparse
PCMF)
Collective Matrix Factorization [Singh and Gordon, 2008, Klami et al.,
2013a] is a multiview generalization of PCA. It is typically used to learn joint
low rank factorizations with shared entities. The model is closely related to
CCA [Witten et al., 2009], and its probabilistic counterpart [Bach and Jordan,
2005, Archambeau and Bach, 2008]. The models are often used interchange-
ably, though there is a subtle difference. In their probabilistic counterparts
CCA assumes full covariance matrix across dimensions while the CMF makes
a simpler assumption of an isotropic Gaussian as noise [Klami et al., 2013b].
Both the models are used for studying cross relational effects. We chose to
model sparse CMF over sparse CCA to illustrate the application of our frame-
work under another matroidal constraint, namely the partition matroid. We
note that sparse probabilistic CCA is within the purview of our framework,
albeit it requires a bit more complicated constraint set and algorithm.
We describe the setup for CMF next. Instead of observing single view
as an n × d matrix, or a single view, multiple views of the same entities are
observed. Hence, we observe n samples of dimensions d1, d2, . . . , dv as ma-
trices T1,T2, . . . ,Tv each of which are one of the v views of the observed.
The generative model assumes an underlying parameter x ∈ Rn shared among
all the views, and the random variables {wi ∈ Rdi ,∀i ∈ [v]}. As in Sec-
tion 4.4.1, we note that x, {wi} can be matrices in general. To emphasize the
proposed greedy information projection, we focus on modeling for the top-1
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component. The random variables are drawn from Gaussian distribution as
wi ∼ N(0
¯
,Ci)∀i ∈ [v], and each of the view is generated as Ti = xwi + ε,
where the noise is ε ∼ N(0, σ2) For our experiments, Ci is set from domain
knowledge (see Section 4.5.1.3), and σ2 allows for additional isotropic varia-
tion to capture residuals from the cross correlation. We wish to infer sparse
wi so that ∀i ∈ [v], |supp(wi)| ≤ ki for the supplied ki. The parameters are
optimized using an EM algorithm. The variational E-step can be formulated
to honor the sparsity constraints on the random variables. We next that show
that the variational E-step solves a submodular maximization problem subject
to a partition matroidal constraint.
We now map the sparse PCMF problem to the partition matroidal
constrained optimization. Let T = [T1,T2, . . . ,Tv] be the matrix of size n×
(
∑
i di) constructed by stacking all the observed views column-wise. Similarly,
w = [w1; w2; . . . ; wv] be the vector obtained by end-to-end concatenation of




i di) as the block
diagonal matrix with Ci as its block. The generative model of PCMF can now
be equivalently and succinctly encoded as T = xw> + ε where w ∼ N(0,C),
and, ε ∼ N(0, σ2). Further, the partition matroid is easy to construct with
N = [
∑
i di], and Ai to to be the respective index set of wi in w. Again,





−1]srs − log det[Σ−1]s.
Hence, Algorithm 3 or equivalently Algorithm 4 can be used for sparse infer-
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ence. We focus on sparse PCMF for this manuscript. However, it should be
easy to the see that further extension to group sparse PCMF is straightforward
by modifying the constraining partition matroid appropriately.
4.5 Experiments



















(a) Support Recovery as a func-
tion of noise variance























(b) Reconstruction error as a
function of noise variance
Figure 4.1: Performance on Simulated Data for Sparse PCA. Our method Sub-
modPCA consistently performs better than established baselines for Support
Recovery and Reconstruction error.
For the case of sparse PCA, we would not know the true underlying
support for the principal components in the real data sets. Hence, we first
validate our model on simulated data sets. We tested the proposed algorithm
and some competing baselines on several instances of toy data generated as
follows. We fix the number of data points n = 100, the ambient dimension
size d = 1000, the rank r = 5, and the sparsity at k = 20. We draw r principal
components from a Gaussian distribution in the ambient space and zero out
all but k randomly chosen dimensions in each of them to form W. We draw
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X, the linear weights, independently from N(0, 1). Finally, for each entry
of T = XW, a noise value is added that is drawn from N(0, σ2) for various
values of σ2. For metrics, firstly we report the Receiver Operator Characteristic
Area Under the Curve (ROC-AUC) on the support recovery of sparse matrix.
Secondly, we look at the reconstruction error as the average ||T−X̂Ŵ||, where
X̂ and Ŵ indicate the respective fitted matrices for each of the methods.
We compare against Online Dictionary Learning (ODL) [Mairal et al., 2009],
and scikit’s sparsePCA and standard PCA. We use scikit’s implementation
for thes [Pedregosa et al., 2011]. ‘Truth’ in both the graphs is the value
obtained using the correct generating parameters. The presented models are
the ones that are usually considered for recovering underlying bases, or for
sparse reconstruction.
The results are summarized in Figure 4.1. We simulate 10 different
data sets and graph the average values of AUC and reconstruction error. The
figure shows how methods such as PCA perform well on reconstruction error
but are not sparse as they overfit by including the noise dimensions as well.
On the other hand, scikit’s sparsePCA does reasonably well on capturing the
underlying support but does not reconstruct well. Our method (SubmodPCA)
does well on reconstruction error while also consistently recovering support,
and degrades more gracefully as the noise increases.
58
4.5.1 Functional Neuroimaging Data
Functional magnetic resonance imaging (fMRI) is an important tool
for non-invasive study of brain activity. fMRI studies involve measurements
of blood oxygenation (which are sensitive to the amount of local neuronal ac-
tivity) while the participant is presented with a stimulus or cognitive task.
Neuroimaging signals are then analyzed to identify which brain regions which
exhibit a systematic response to the stimulation, and thus to infer the func-
tional properties of those brain regions [Poldrack et al., 2011]. Functional
neuroimaging data sets typically consist of a relatively small number of corre-
lated high dimensional brain images. Hence, capturing the inherent structural
properties of the imaging data is critical for robust inference. These properties
vary based on the task at hand, and so many different sparsity constrained
problems arise for different tasks. Furthermore, many traditional models do
not perform well on the high dimensional fMRI data sets. As such, fMRI data
sets are well suited to test and validate our framework.
4.5.1.1 Sparse PCA on Resting State data
Resting state fMRI data are commonly analyzed in order to identify
coherently modulated brain networks that reflect intrinsic brain connectivity,
which can vary in association with disease and phenotypic variables. We ex-
amined the performance of the present method on a resting-state fMRI scan
lasting 10 minutes (3T whole-brain multiband EPI, TR=1.16 secs, 2.4 mm res-
olution), obtained from a healthy adult subject [Poldrack et al., 2015]. Data
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were processed using a standard processing stream including motion correction
and brain extraction (FSL).
The data originally captured has 518 data points, and over 100,000 di-
mensions. The ambient set of dimensions are clustered to fewer dimensions us-
ing the spatially constrained Ward hierarchical clustering approach of [Michel
et al., 2012], to produce three smaller dimensional data sets with 100, 1000,
10000 dimensions. This makes the data set challenging to deal with because
we have cases where the dimensionality exceeds the number of datapoints.
We examined the support recovered from these data after estimating
four components using our method. The first three components were largely re-
stricted to regions reflecting motion artifacts, which suggests that this method
may have utility in the detection and removal of artifacts from fMRI data (sim-
ilar to previous use of ICA by Tohka et al. [2008]). Figure 4.3 shows the brain
map generated using the first principal component extracted using our algo-
rithm. For the three data sets, we compare the ratio of variance explained by
the k-sparse first principal component vector (i.e. number of non-zero entries
is k) to the total variance in the data set, for varying values of k. We compare
against methods: Generalized Power Method [Journée et al., 2010] (Gpower),
PCA via Low rank [Papailiopoulos et al., 2013] (LRPCA), Truncated Power
Method [Yuan and Zhang, 2013] (Tpower), Online Dictionary Learning [Mairal
et al., 2009] (ODL) and Full Regularized Path Sparse PCA [d’Aspremont et al.,
2007] (PathSPCA). For comparison, we run the standard PCA (non-sparse),
and plot the ratio of explained variance along with all the above mentioned
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methods. Figure 4.2 shows the plots for all the three data sets. Note that
Gpower and ODL take a regularization parameter rather than sparsity level
directly. For both of them, the regularization parameter was adjusted to reach
the intended sparsity level and those results are reported. For LRPCA, the
authors had implementation for rank =1 and higher ranks. The numbers we
report are for rank=2 for d=100 and d=1000 and rank=1 for d=10000. This is
because rank=2 for d=10000 was too slow and did not finish after 2 days. We
did not notice significant difference in numbers between rank=1 and rank=2
for lower d. The plots clearly show that our method (SubmodPCA) performs
consistently at least as well as any of the other sparse methods.
4.5.1.2 Group Sparse PCA on Neurovault data
A key question in functional neuroimaging is the extent to which task
brain measurements incorporate distributed regions in the brain. One way to
tackle this hypothesis is to decompose a collection of task statistical maps and
examine the shared factors. Smith et al. [2009] considered a similar question
using the brain map database decomposed via ICA, showing correspondence
between task activation factors and resting state factors. Following their ap-
proach, we downloaded 1669 fMRI task statistical maps from neurovault [Gor-
golewski et al., 2015]. Each image in the collection represents a standardized
statistical map of univariate brain voxel activation in response to an exper-
imental manipulation. The statistical maps were downsampled from 2mm3
61

























































































Figure 4.2: Performance metrics for various Sparse PCA approaches on fMRI
resting state data (Section 4.5.1.1)
voxels to 3mm3 voxels using the nilearn python package1. We then applied
the standard brain mask, removing voxels outsize of the grey matter, resulting
in d=65598 variables. We incorporate smoothness via spatial precision matrix
C−1 on the prior on W which is generated by using the adjacency matrix of
the three dimensional brain image voxels. This directly corresponds to the




Figure 4.3: A projection of the first sparse component (shown in red) ob-
tained using SubmodPCA (Section 4.5.1.1) onto the mean fMRI image. The
component is seen primarily in regions at the frontal surface as well as in the
ventricles, consistent with motion artifact.
While our greedy algorithm can easily scale to dimensionality of size
65598, the matlab implementation of the baseline is not as scalable. We cluster
the original set of dimensions to d =10000 dimensions using the spatially
constrained Ward hierarchical clustering approach of Michel et al. [2012]. We
further apply the same hierarchical clustering to group the dimensions into
500 groups, with group sizes ranging from 1 to 1500 with average group size
close to 20. We apply our information projection based Group Sparse PCA
algorithm (GroupPCAKL). The group sparse constraint specifies that each
group can be either wholly included or completely discarded from the model.
Our algorithm adheres to this specification. It is possible to have a soft version
of the constraint which allows for sparsity within each chosen group. This is
typically imposed as a regularization trade-off between sparsity across and
within groups. We compare against the Structured Sparse PCA algorithm
(GroupPCA) of Jenatton et al. [2010], which is considered state of the art
algorithm for group sparse PCA. Like in the case of Sparse PCA, we report the
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(a) Group Sparse PCA performance
on the Neurovault data
























(b) Cross-Correlation on n-back Hu-
man Connectome data
Figure 4.4: Performance metrics for Structured Sparse Factor models
ratio of variance explained by the top k-sparse eigenvector at different values
of k and show superior performance of GroupPCAKL in Figure 4.4a. The
GroupPCAKL provides significant lifts (about times the variance explained)
over groupPCA consistently across different sparsity levels.
4.5.1.3 Collective Matrix Factorization on Human Connectome
Another interesting question that the neuroscientists are interested to
address is about the association of human brain function to human behavior.
The brain function and the human behavior can be thought of as two views
of underlying latent traits. This intuition suggests possible application of the
cross correlation based approaches. We make use of the Human Connectome
Project data (HCP) [Van Essen et al., 2013] for this purpose. It consists of
large number of samples of high quality brain imaging and behavioral infor-
mation collected from several healthy adults. We specifically use two data sets
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of different tasks - 2K (2 Back vs 0 Back contrast, measures working memory),
and REL-match (REL vs MATCH contrast, measures relational processing)2.
We download and extract brain statistical maps (a statistical map is a sum-
mary of each voxel in the brain in response to externally applied controlled
stimulus) and respective behavioral variances from 497 adult subjects. Each
subject has 380 behavioral variables, 27000 downsampled voxels. Further de-
tails on the task are available in the HCP documentation [Van Essen et al.,
2013]. On the extracted maps, we perform the standard preprocessing for mo-
tion correction, and image registration to the MNI template for consistency
of comparisons across subjects. The resulting maps we downsampled in the
similar way as the Neurosynth data.
As before, to incorporate smoothness we use the spatial correlation
matrix as the prior on the factors of view of statistical map. For the view of
behavioral data, we use an identity matrix as the respective prior covariance
matrix. We apply our Information Projection based Sparse CMF (SparseCM-
FKL) approach and compare it against the Sparse CCA algorithm developed
by Witten et al. [2009] (pmdCCA) which is used in its original or slightly
modified form as state of the art in many neuroscience and biomedical ap-
plications. For quantitative comparison, we use the n-back task data set to
report the cross-variance explained which is defined as follows. If X,Y are
the two views, and u,v are the respective (possible sparse) factors, the cross-
2https://wiki.humanconnectome.org/display/PublicData/ Task+fMRI+Contrasts
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. Note that the normalization ensures
that the results are not driven by over estimating the within-view variance.
We present strong performance of SparseCMFKL on the metric in Figure 4.4b.
For lower sparsity (around 60-sparse) we obtain gains of the order of more than
4 times over pmdCCA. For higher sparsity levels, the order of the gap decreases
a bit, but SparseCMFKL maintains a much stronger performance. We also
present the extracted voxels and the respective qualitative interpretations on
the 2-back and relational task in Figure 4.5a, 4.5b respectively. We note that
applying pmdCCA on the same data sets yields inconsistent brainmaps.
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(a) The first factor from 2-back task. Neural support is seen in a number of frontal
and parietal regions and cerebellum, consistent with cognitive control systems usu-
ally engaged by the task. Behavioral correlates including both reaction time and
accuracy on the task, showing greater neural engagement associated with slower and
less accurate performance.
(b) The first factor from relational reasoning task. Neural support is observed in
frontal, parietal, and occipital cortex. Behavioral correlates captured both perfor-
mance on this particular task, as well as independent measures related to higher
cognitive functions including working memory capacity, vocabulary, and reading.




Prototype Selection for Interpretation in
Machine Learning
It has long been established that using examples to enable interpretabil-
ity is one of the most effective approaches for human learning and understand-
ing [Newell and Simon, 1972, Cohen et al., 1996, Kim et al., 2014]. The ability
to interpret using examples from the data can lead to more informed deci-
sion based systems and a better understanding of the inner workings of the
model [Koh and Liang, 2017, Kim et al., 2016]. We present two methods for
prototype/example selection. Both methods employ density approximation
algorithms to select a few examples that closely approximate a known data
distribution. The first method uses Bayesian Quadrature and focuses on in-
terpreting model predictions on the test set (Section 5.1). The second method
selects examples to approximate the training data distribution using kernel
herding (Section 5.2).
However, examples are not enough. Relying only on examples to ex-
plain the models’ behavior can lead over-generalization and misunderstand-
ing. Examples alone may be sufficient when the distribution of data points
are ‘clean’ – in the sense that there exists a set of prototypical examples which
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sufficiently represent the data. However, this is rarely the case in real world
data. For instance, fitting models to complex datasets often requires the use
of regularization. While the regularization adds bias to the model to improve
generalization performance, this same bias may conflict with the distribution
of the data. Thus, to maintain interpretability, it is important, along with
prototypical examples, to deliver insights signifying the parts of the input
space where prototypical examples do not provide good explanations. We call
the data points that do not quite fit the model criticism samples. Together
with prototypes, criticism can help humans build a better mental model of the
complex data space.
Bayesian model criticism (BMC) is a framework for evaluating fitted
Bayesian models, and was developed to to aid model development and se-
lection by helping to identify where and how a particular model may fail to
explain the data. It has quickly developed into an important part of model
design, and Bayesian statisticians now view model criticism as an important
component in the cycle of model construction, inference and criticism [Gelman
et al., 2014]. Lloyd and Ghahramani [2015] recently proposed an exploratory
approach for statistical model criticism using the maximum mean discrepancy
(MMD) two sample test, and explored the use of the witness function to iden-
tify the portions of the input space the model most misrepresents the data.
Instead of using the MMD to compare two models as in classic two sample
testing [Gretton et al., 2012], or to compare the model to input data as in the
Bayesian model criticism of Lloyd and Ghahramani [2015], we consider a novel
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application of the MMD, and its associated witness function as a principled
approach for selecting prototype and criticism samples.
Our key contributions are as follows:
• We leverage the BMC framework to generate explanations for machine
learning methods using the MMD statistic as a measure of similarity
between points and potential prototypes
• We provide sufficient conditions for the submodularity to hold for exam-
ple selection using MMD
• We propose a novel method to select salient training data points that
explain test set predictions.
• To solve the resulting combinatorial problem, we develop new approx-
imation guarantees for greedy Sequential Bayesian Quadrature. Our
analysis also yields applicability of more scalable algorithm variants for
SBQ with provable approximation bounds. These theoretical insights
may be of independent interest.
• In addition to prototypes, we select criticism samples i.e. samples that
are not well-explained by the prototypes using a regularized witness func-
tion score.
• To highlight the practical impact of the our interpretability framework,
we present its application to practical tasks.
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• We also present results from a human subject pilot study which shows
that including the criticism together with prototypes is helpful for an
end-task that requires the data-distributions to be well-explained.
5.1 Prototype Selection using Fisher Kernels
In this section, we present our method to select sample representatives
using Fisher kernels. For a loss function `(θ,x), where θ are the parameters of
the model and x is the data, to train a parametric model one would minimize
the expected loss:
minEp(x)`(θ,x), (5.1)
where p(x) is the data distribution. Since we usually do not have access
to the true data distribution, p(x) is typically the empirical data distribution
p(x) = 1
n
δ(x), where δ(·) is 1 if x exists in the dataset, and 0 otherwise, and
n is the size of the dataset. Our goal in this work is to approximate the
integral (5.1) over the test or validation set (which specifies the distribution p
for us) using a weighted sum of a few points from the training dataset (5.2)
using an algorithm called Sequential Bayesian Quadrature.
For the kernel function in the GP prior in Bayesian Quadrature, we
use the Fisher kernel of the trained parametric model. SBQ selection strategy
inherently establishes a trade off between selecting data points that are rep-
resentative of the parametric fit and diversity of the selected points. To see
this, consider the SBQ cost function (5.3). At every new selection xj+1, the
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cost function pushes to select data points which are clustered closer together
in the feature mapping space to increase the value of z which in turn decreases
variance. However, selecting points close to each other decreases the eigen-
values of K−1 thereby increasing variance [Huszar and Duvenaud, 2012]. We
briefly describe Bayesian Quadrature and Fisher Kernels before delineating
the algorithm.
5.1.1 Fisher Kernels
The notion of similarity that Fisher kernels employ is that two similar
objects would have similar gradients in the parameters of the model. If two
objects are structurally similar, then slight perturbations in the neighborhood
of the fitted parameters θ̂ := arg max log p(X|θ), would impact the fit of the
two objects similarly. In other words, with fi :=
∂ log p(Xi|θ)
∂θ
|θ=θ̂, for an object
Xi → fi can be interpreted as a feature mapping which can then be used to





where the matrix I := Ep(X)[∂ log p(X|θ)∂θ
> ∂ log p(X|θ)
∂θ
] is the Fisher infor-
mation matrix. The information matrix serves to re-scale the dot product,
and is often taken as identity as it loses significance in limit [Jaakkola and
Haussler, 1999]. The corresponding kernel is then called the practical Fisher
kernel and is often used in practice. We note, however, that dropping I had
significant impact on performance in our method, so we employ the full kernel
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rather than the practical kernel. Another interpretation of the Fisher kernel
is that it defines the inner product of the directions of gradient ascent over
the Riemannian manifold that the generative model lies in [Shawe-Taylor and
Cristianini, 2004].
While appropriate feature mapping is crucial for predictive tasks, we
observe that it is also is vital for interpretability. We use Fisher Kernels as
the embedding space before we select prototypes. Fisher kernels are ideal for
this task because they seamlessly integrate supervision from the trained model
that we wish to interpret for into the process of mapping features to a more
amenable space. To further motivate that such a task can not be trivially
performed by a something like a parameter sweep over RBF kernels that does
not include supervision, we perform a simple toy experiment illustrated in
Figure 5.1.
5.1.2 Bayesian Quadrature
Bayesian quadrature [O’Hagan, 1991] is a method used to approximate
the expectation of a function by a weighted sum of a few evaluations of the
said function. Say a function f : X → R is defined on a measurable space








where wi are the weights associated with function evaluations at xi.
Using wi = 1/n and randomly sampling xi recovers the standard Monte Carlo
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Figure 5.1: A toy experiment to illustrate the usefulness of Fisher space map-
ping. [Left] 1200 samples on U[1,2] × U[1,2] with two labels - Green and
Red as illustrated. A specific green point X is selected for further experiment.
[Mid] Closest 40 (Set A) and farthest 40 points (Set B) in terms of RBF ker-
nel similarity. A distance based kernel such as RBF would yield these points
as most and least similar to X respectively. [Right] Closest 40 (Set A’) and
farthest 40 (Set B’) to X in terms of the Fisher kernel similarity. The decision
boundary for fitted logistic regression is also presented. It predicts everything
below it as red, and everything above it as green. The Fisher “closeness” here
takes into account the label of the points as well as the log-likelihood gradient
on the contour of the loss function and its direction for each point. Note that
the gradient and Fisher similarity with all other points will be 0 for points
exactly on the boundary.
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integration. Other methods include kernel herding [Chen et al., 2010] and
quasi-Monte carlo [Dick and Pillichshammer, 2010], both of which use wi = 1/n
but use specific schemes to draw xi. Bayesian quadrature allows one to consider
a non-uniform wi given a functional prior for f(·). The samples xi can then be
chosen as the ones that minimize the posterior variance [Huszar and Duvenaud,
2012]. The corresponding weights can be calculated directly from the posterior
mean. We impose a Gaussian Process prior on the function as f ∼ GP(0, k)
with a kernel function k(·, ·). The algorithm SBQ proceeds as follows. Say
we have already chosen n points: xi, i ∈ [n]. The posterior of f given the
evaluations f(xi) is a Gaussian with the mean function:
f̂(x) = k>K−1f ,
where f is the vector of function evaluations f(xi), k is the vector of
kernel evaluations k(x,xi), and K is the kernel matrix with Kij := k(xi,xj).




Now that we know how to calculate the corresponding weights of the
selected points, we now focus on how to select these points xi. The quadrature
estimate provides not only the mean, but the full distribution as its posterior.
The posterior variance can be written as:
cov(x,y) = k(x,y)− k(x,X)K−1k(X,y),
where X is the matrix formed by stacking xi, and the kernel function
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notation is overloaded so that k(X,y) represents the column vector obtained
by stacking k(xi,y). The posterior over the function f also yields a posterior
over the expectation over f defined in (5.2). For convenience, define the set
Sj := {x1,x2, . . . ,xj}. Say Z(Sj) :=
∑
j wjf(xj). Then, it is straightforward
to see E[Z(Sn)] = z>K−1f(X), where zi :=
∫
k(x,xi)p(x)dx. We can write
the variance of Z(Sn) as:
var(Z(Sn)) =
∫∫
k(x,y)p(x)p(y)dxdy − z>K−1z. (5.3)
The algorithm Sequential Bayesian Quadrature (SBQ) samples for the
points xi in a greedy fashion with the goal of minimizing the posterior variance
of the computed approximate integral:
xn+1 ← arg min
x∈X
var(Z(Sn ∪ {x})).
5.1.3 An Efficient Greedy Algorithm
In this section, we provide a practical greedy algorithm to select rep-
resentative prototypes using SBQ to optimize (5.3). Note that the first term
is constant w.r.t to Sn. Moreover, p(x) =
1
n





j=1 k(xi,xj) for each i in training and each j in the test set. This can
be pre-computed by a row or column sum over the kernel of the entire dataset
in O(nm) time and stored as vector of size m to speed up later computation,
where m is the size of the training set and n is the size of the test set. Our








The solution set is then updated as Sj+1 = Sj ∪ {i?j+1}. The optimiza-
tion (5.4) requires an inverse of the kernel matrix of already selected data
points which can be painful. However, we can use a result from linear algebra
about block matrix inverses to speed up operations.
Proposition 5.1.1. For an invertible matrix A, a column vector b, and a








dA−1 + A−1bb>A−1 A−1b
b>A−1 1
]
Proposition 5.1.1 allows us to build the inverse of the kernel K in (5.4)
greedily. The full algorithm is presented in Algorithm 8.
Algorithm 8 Greedy Prototype Selection







j k(xi,xj)∀i ∈ training and j ∈ test
4: // Build solution set S greedily. Maintain current inverse(K) at each iter-
ation as invK
5: S = ∅, invK = []
6: for i = 1 . . . k do
7: j? = arg maxj∈[m]\S z
>
j invK zj
8: Write b = k(XS,xj?), c = k(xj? ,xj?), A
−1 = invK




Algorithm 8 obviates the need for taking explicit inverses and only
requires an oracle access to the kernel function. Building the vector z isO(nm).
For each i ∈ [k], finding j? requires an argmax over the remaining candidate
vectors, and hence is O(k2m) (as opposed to O(k3n) when taking explicit
inverses), and updating invK is O(km). The time taken to build the kernel
matrix is O(m2). Thus the total run time is O(m2+k2m+mn). The algorithm
itself is inherently embarrassingly parallelizable over multiple cores.
5.1.4 Analysis
To provide guarantees for Algorithm 9, we show that the normalized set
optimization function is m
M
-weak submodular, where m,M depend on the spec-







Note that g(∅) = 0, so g(·) is normalized. We shall make use of sparse
eigenvalues for a matrix. For a matrix A, the smallest (largest) k-sparse
eigenvalues as min (max) of x
>Ax
x>x
such that ‖x‖0 ≤ k, and x 6= 0. We present
our approximation guarantee next.
Theorem 5.1.2. Let m and M be the smallest and largest k-sparse eigenvalues
of the kernel matrix K of the training set. If SG of size k is the set returned
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Proof. We make use of the following lemma that establishes a connection be-
tween MMD and Bayesian Quadrature.
Lemma 5.1.3. [Huszar and Duvenaud, 2012] Let q be the distribution es-
tablished by weights wi of the Bayesian Quadrature over the selected points.
Then, the expected variance of the weighted sum in Bayesian Quadration (5.3)
is equal to MMD2(p, q).
We can make this explicit in our notation. If F is an RKHS, we can
obtain φ(·) in closed form, and write the MMD cost function using only the


























k(x,xi)p(x)dx, i ranges over the selected points that
define our discrete distribution q. Recall that Bayesian Quadrature deviates
from simple kernel herding by allowing for and optimizing over non-uniform
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weights wi.This implies that the weight optimization performs an orthogonal
projection of µp onto the span of selected points to get µq. In other words,
the weight optimization is a simple linear regression in the mapped space F,
and SBQ is equivalent to a greedy forward selection algorithm in F. To get
the final result, we make use of the following recent result from the discrete
optimization literature.
Lemma 5.1.4. [Elenberg et al., 2018, Das and Kempe, 2011] The linear
regression function is m
M
-weak submodular where m and M are min and max
k-sparse eigenvalues of the inner product matrix of the features respectively.
The result of Theorem 5.1.2 implies directly from approximation guar-
antees of weak submodular functions.
Theorem 5.1.2 guarantees (1 − e−mM ) approximation when k = r. In
addition, the result also implies that to achieve an ε-approximation to the best
r-sized solution, we only need to run Algorithm 8 for k = O(log 1
ε
) iterations.
Furthermore, the connection to weak submodularity also allows for faster and
more scalable algorithms with some compromise on the approximation guaran-
tees e.g. a distribute-and-aggregate greedy algorithm, and a stochastic greedy
algorithm [Khanna et al., 2017]. To the best of our knowledge, these variants
have not been considered for SBQ before.
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5.2 MMD-critic for Prototype Selection
Given n samples from a statistical model X = {xi, i ∈ [n]}, let S ⊆ [n]
represent a subset of the indices, so that XS = {xi ∀i ∈ S}. Given a RKHS
with the kernel function k(·, ·), we can measure the maximum mean discrep-
ancy between the samples and any selected subset using MMD2(F, X,XS).
MMD-critic selects prototype indices S which minimize MMD2(F, X,XS). For
our purposes, it will be convenient to pose the problem as a normalized dis-
crete maximization. To this end, consider the following cost function, given


















Note that the additive bias MMD2(F, X, ∅) = 1
n2
∑n
i,j=1 k(xi, xj) is a constant
with respect to S. Further, Jb(S) is normalized, since, when evaluated on the













k(xi, xj) = 0.







In addition to selecting prototype samples, MMD-critic characterizes
the data points not well explained by the prototypes – which we call the model
criticism. These data points are selected as the largest values of the witness
function (2.7) i.e. where the similarity between the dataset and the prototypes














The absolute value ensures that we measure both positive deviations f(x) > 0
where the prototypes underfit the density of the samples, and negative devia-
tions f(x) < 0, where the prototypes overfit the density of the samples. Thus,
we focus primarily on the magnitude of deviation, rather than its sign. The
following theorem shows that (5.8) is a linear function of C.
Theorem 5.3.1. The criticism function L(C) is a linear function of C.
Proof. A discrete function is linear if it can be written in the form F (C) =∑













































We found that the addition of a regularizer which encourages a diverse
selection of criticism points improved performance. Let r : 2[n] 7→ R represent




L(C) + r(K,C) (5.9)
Where [n]\S denote all indexes which not include the prototypes, and c∗ is the
number of criticism points desired. Fortunately, due to the linearity of (2.7),
the optimization function (5.9) is submodular when the regularization func-
tion is submodular. We encourage the use of regularizers which incorporate
diversity into the criticism selection. We found the best qualitative perfor-
mance using the log-determinant regularizer [Krause et al., 2008]. Let KC,C be
the sub-matrix of K corresponding to the pair of indexes in C × C, then the
log-determinant regularizer is given by:
r(K,C) = log det KC,C (5.10)
which is known to be submodular. Further, several researchers have found,
both in theory and practice [Sharma et al., 2015], that greedy optimization
is an effective strategy for optimization. We apply the greedy algorithm for
criticism selection with the function F (C) = L(C) + r(K,C).
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5.4 Experiments
We present results for the proposed technique MMD-critic using USPS
hand written digits [Hull, 1994] and Imagenet [Deng et al., 2009] datasets.
We quantitatively evaluate the prototypes in terms of predictive quality as
compared to related baselines on USPS hand written digits dataset. We also
present preliminary results from a human subject pilot study. Our results
suggest that the model criticism – which is unique to the proposed MMD-critic
is especially useful to facilitate human understanding. For all datasets, we
employed the radial basis function (RBF) kernel with entries ki,j = k(xi, xj) =
exp(−γ‖xi − xj‖).
The Nearest Prototype Classifier: While our primary interest is in inter-
pretable prototype selection and criticism, prototypes may also be useful for
speeding up memory-based machine learning techniques such as the nearest
neighbor classifier by restricting the neighbor search to the prototypes, some-
times known as the nearest prototype classifier [Bien and Tibshirani, 2011,
Kuncheva and Bezdek, 1998]. This classification provides an objective (al-
though indirect) evaluation of the quality of the selected prototypes, and is
useful for setting hyperparameters. We employ a 1 nearest neighbor classifier
using the Hilbert space distance induced by the kernels. Let yi ∈ [k] denote
the label associated with each prototype i ∈ S, for k classes. As we em-
ploy normalized kernels (where the diagonal is 1), it is sufficient to measure
the pairwise kernel similarity. Thus, for a test point x̂, the nearest neighbor
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classifier reduces to:
ŷ = yi∗, where i
∗ = arg min i ∈ S ‖x̂− xi‖2HK = arg max i ∈ S k(x̂, xi).
5.4.1 MMD-critic evaluated on USPS Digits Dataset
The USPS hand written digits dataset Hull [1994] consists of n = 7291
training (and 2007 test) greyscale images of 10 handwritten digits from 0
to 9. We consider two kinds of RBF kernels (i) global: where the pair-
wise kernel is computed between all data points, and (ii) local: given by
exp(−γ‖xi − xj‖)1[yi=yj ], i.e. points in different classes are assigned a simi-
larity score of zero. The local approach has the effect of pushing points in
different classes further apart. The kernel hyperparameter γ was chosen based
to maximize the average cross-validated classification performance, then fixed
for all other experiments.
Classification: We evaluated nearest prototype classifiers using MMD-critic,
and compared to baselines (and reported performance) from Bien and Tib-
shirani [2011] (abbreviated as PS) and their implementation of K-medoids.
Figure 5.2(left) compares MMD-critic with global and local kernels, to the
baselines for different numbers of selected prototypes m = |S|. Our results
show comparable (or improved) performance as compared to other models. In
particular, we observe that the global kernels out-perform the local kernels1
1Note that the local kernel trivially achieves perfect accuracy. Thus, in order to measure
generalization performance, we do not use class labels for local kernel test instances i.e. we
use the global kernel instead of local kernel for test instances – regardless of training.
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Figure 5.2: Classification error vs. number of prototypes m = |S|. MMD-critic
shows comparable (or improved) performance as compared to other models
(left). Random subset of prototypes and criticism from the USPS dataset
(right).
by a small margin. We note that MMD is particularly effective at selecting
the first few prototypes (i.e. speed of error reduction as number of prototypes
increases) suggesting its utility for rapidly summarising the dataset.
Selected Prototypes and Criticism: Fig. 5.2 (right) presents a randomly
selected subset of the prototypes and criticism from the MMD-critic using the
local kernel. We observe that the prototypes capture many of the common
ways of writing digits, while the criticism clearly capture outliers.
5.4.2 Data Cleaning: removing malicious training data points
In this section, we present experiments on the MNIST dataset to illus-
trate the effectiveness of our method in interpreting model behavior for the
test population. Some of the handwritten digits in MNIST are hard even for
a human to classify correctly. Such points can adversely affect the training of
the classifier, leading to lower predictive accuracy. Our goal in this experiment
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is to try to identify some such misleading training data points, and remove
them to see if it improves predictive accuracy. To illustrate the flexibility of
our approach, we focus only on the digits 4 and 9 in the test data which were
misclassified by our model, and then select the training data points responsible
for those misclassifications.
The MNIST data set [LeCun et al., 1998] consists of images of hand-
written digits and their respective labels. Each image is a 28× 28 pixel array.
There are 70000 images in total, split into 60000 training examples and 10000
test examples. The 10 digits are about evenly represented in both the training
and the test data.
For the classification task, we use tensorflow [Abadi et al., 2016] to
build a 2 layer convolutional network with 2 × 2 max pooling followed by a
fully connected layer and the softmax layer. The convolutions use a stride of
1 followed by padding of zeros to match the input size. We use dropout to
avoid overfitting. The network was trained using the inbuilt AdamOptimizer
for 20000 steps of batch size 100 each. For the entire test set, we obtained an
accuracy of 0.9922, while for the subset of the test set consisting only of the
chosen two digits 4 and 9, the accuracy was 0.9889.
After the training is completed, we obtain the gradients of the training
and test data points w.r.t the parameters of the network by passing each point
through the trained (and subsequently frozen) network. The obtained gradient
vectors are used to calculate the Fisher kernel as detailed in Section 5.1.1. We
then employ Algorithm 9 using the newly built Fisher kernel matrix between
87
training and test datasets to obtain the top 300 prototypes i.e. data points from
the training set that our algorithm deems most responsible for misclassifying
4s and 9s.
To check if these points are indeed misguiding the model, we remove the
top 50, 100, 200, 300 of the selected points from the training data and retrain
the model to retest on the test set. These numbers are reported as Sel50,
Sel100, Sel200, Sel300 in Figure 5.3b. Indeed we see an improvement in the
test accuracy till Sel200 indicating the importance of removing the selected
potential malicious points from the training set, and a subsequent decay in
performance for Sel300 most likely due to removal of too many useful points as
well in addition to malicious ones. To compare, we also remove the respective
number of points randomly and repeat the experiment. Removal of random
points from the training data led to a general decay in the predictive accuracy.
Finally, we manually selected 50 points from the chosen 300 points
as the curated set based on how ill-formed the digits were (see Figure 5.3a).
Removing these points from the training set before re-training and testing gives
predictive accuracy is reported as Cur50 comparable to Sel100, but still worse
than Sel200, indicating that the algorithm identified more malicious points in
top-200 selected than our manually chosen 50 points.
5.4.3 Fixing Mislabeled Examples
In this experiment, we use our framework to detect and fix mislabeled
examples. Labor intenstive labeling tasks naturally result in mislabels, espe-
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(a) A subset of selected prototypes re-
sponsible for misclassifying 4s and 9s in
the test set
(b) Accuracy fractions on test data 4s
and 9s (Test49), and the full test set
after removing random (Rand), algo-
rithm selected (Sel), or Curated (Cur)
prototypes.
Figure 5.3: MNIST experiment for selecting malicious training data points.
cially in real-world datasets. These data points may cause poor performance
and degradation of the model at best. We show that our method can be suc-
cessfully used for this purpose, showing improvement over the recent results
shown by Koh and Liang [2017].
We use a small set of correctly labeled validation set to identify ex-
amples from the large training set that are likely mislabeled. We first train
a classifier on the noisy training set, and predict on the validation set. We
then employ Algorithm 9 to identify training examples that were responsible
for making incorrect predictions on the validation set. The potentially misla-
beled data points are then chosen by the output of our method. Curation is
then simulated on the selected examples in order of selections made (similar
to by Koh and Liang [2017]), and if the label was indeed wrong, it is fixed.
We report on the number of training data points selected vs fixed (the preci-
sion metric for incorrectly labeled points) and the respective improvement in
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Figure 5.4: Comparison of SBQ compared to Influence functions on the task
of fixing flipped labels.
unseen test data accuracy.
For evaluation, we use enron1 email spam dataset used by Koh and
Liang [2017] and compare our results to their reported results. The dataset
consists of 4137 training points and 1035 test points. We randomly select
500 data points from the training set as the clean curated data. From the
remaining training data points, we randomly flip the labels of 20% of the
data. We then use our method and the baselines to select several different
number of candidates for curation. We report the number of fixes made after
these selections and the corresponding test predictive accuracy. The baselines
are selection by top self influence measures [Koh and Liang, 2017], and random
selection of datapoints. The curation data is used as part of the training by all
the methods. No method had access to the test data. As showing in Figure 5.4,
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our algorithm consistently performs better in test accuracy and the fraction
of flips fixed as more and more data is curated.
5.4.4 Data Summarization
In this section, we perform the task of training data summarization.
Our goal is to select a few data samples that represent the data distribution
sufficiently well, so that a model built on the selected subsample of the training
data does not degrade too much in performance on the unseen test data. This
task is complimentary to the task of interpretation, wherein one is interested
in selecting training samples that explain some particular predictions on the
test set. Since we are interested in approximating the test distribution using
a few samples from a training set with the goal of predictive accuracy under a
given model, our framework of Sequential Bayesian Quadrature using Fisher
kernels is directly applicable.
Another method that also aims to do training data summarization is
that of coreset selection Huggins et al. [2016], albeit with a different goal of
reducing the training data size for optimization speedup while still maintaining
guaranteed approximation to the training likelihood. Since the goal itself
is optimization speedup, coreset selection algorithms typically employ fast
methods while still trying to capture the data distribution by proxy of the
training likelihood. Moreover, the coreset selection algorithm is usually closely
tied with the respective model as opposed to being a model-agnostic method
like ours.
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To illustrate that coreset selection falls short on the goal of competi-
tively estimating the data distribution, we employ our framework to the prob-
lem of training data summarization under logistic regression, as considered
by Huggins et al. [2016] using coreset construction. We experiment using two
datasets ChemReact and CovType. ChemReact consists of 26733 chemicals each
of feature size 100. Out of these, 2500 are test data points. The prediction
variable is 0/1 and signifies if a chemical is reactive. CovType has 581012 web-
pages each of feature size 54. Out of these, 29000 are test points. The task is
to predict whether a type of tree is present in each location or not.
In each of the datasets, we further randomly split the training data
into 10% validation and 90% training. For the larger CovType data, we note
that selecting about 20,000 training points out of the training set achieves
about the same performance as the full set. Hence, we work with randomly
selected 20,000 points for speedup. We train the logistic regression model on
the new training data, and use the validation set as a proxy to the unseen
test set. We build the kernel matrix K and the affinity vector z, and run
Algorithm 9 for various values of k. For the baselines, we use the coreset
selection algorithm and random data selection as implemented by Huggins
et al. [2016]. The results are presented in Figure 5.5. We note that our
algorithm yields a significantly better predictive performance compared to
random subsets and coresets Huggins et al. [2016] with the same size of the
training subset across different subset sizes.
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Figure 5.5: Performance for logistic regression over two datasets (left is
ChemReact while right is CovType) of our method (Fisher) vs coreset selec-
tion [Huggins et al., 2016] and random data selection. ‘Full’ reports the num-
bers for training with the entire training set. Fisher achieves much better test
LL performance than the baselines over several different subset sizes.
5.4.5 Qualitative Measure: Prototypes and Criticisms of Images
In this section, we learn prototypes and criticisms from the Imagenet
dataset [Russakovsky et al., 2015] using image embeddings from He et al.
[2015]. Each image is represented by a 2048 dimensions vector embedding,
and each image belongs to one of 1000 categories. We select two breeds of one
category (e.g., Blenheim spaniel) and run MMD-critic to learn prototypes and
criticism. As shown in Figure 5.6, MMD-critic learns reasonable prototypes
and criticisms for two types of dog breeds. On the left, criticisms picked out
the different coloring (second criticism is in black and white picture), as well
as pictures capturing movements of dogs (first and third criticisms). Similarly,
on the right, criticisms capture the unusual, but potentially frequent pictures
of dogs in costumes (first and second criticisms).
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5.4.6 Quantitative measure: Prototypes and Criticisms improve
interpretability
We conducted a human pilot study to collect objective and subjective
measures of interpretability using MMD-critic. The experiment used the same
dataset as Section 5.4.5. We define ‘interpretability’ in this work as the fol-
lowing: a method is interpretable if a user can correctly and efficiently predict
the method’s results. Under this definition, we designed a predictive task to
quantitatively evaluate the interpretability. Given a randomly sampled data
point, we measure how well a human can predict a group it belongs to (ac-
curacy), and how fast they can perform the task (efficiency). We chose this
dataset as the task of assigning a new image to a group requires groups to be
well-explained but does not require specialized training.
We presented four conditions in the experiment. 1) raw images condi-
tion (Raw Condition) 2) Prototypes Only (Proto Only Condition) 3) Proto-
types and criticisms (Proto and Criticism Condition) 4) Uniformly sampled
data points per group (Uniform Condition). Raw Condition contained 100
images per species (e.g., if a group contains 2 species, there are 200 images)
Proto Only Condition, Proto and Criticism Condition and Uniform Condition
contains the same number of images.
We used within-subject design to minimize the effect of inter-participant
variability, with a balanced Latin square to account for a potential learning
effect. The four conditions were assigned to four participants (four males)
in a balanced manner. Each subject answered 21 questions, where the first
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Figure 5.6: Learned prototypes and criticisms from Imagenet dataset (two
types of dog breeds)
three questions are practice questions and not included in the analysis. Each
question showed six groups (e.g., red fox, kit fox) of a species (e.g., fox), and
a randomly sampled data point that belongs to one of the groups. Subjects
were encouraged to answer the questions as quickly and accurately as possi-
ble. A break was imposed after each question to mitigate the potential effect
of fatigue. We measured the accuracy of answers as well as the time they took
to answer each question. Participants were also asked to respond to 10 5-point
Likert scale survey questions about their subjective measure of accuracy and
efficiency. Each survey question compared a pair of conditions (e.g., Condi-
tion A was more helpful than condition B to correctly (or efficiently) assign
the image to a group).
Subjects performed the best using Proto and Criticism Condition (M=87.5%,
SD=20%). The performance with Proto Only Condition was relatively similar
(M=75%, SD=41%), while that with Uniform Condition (M=55%, SD=38%,
37% decrease) and Raw Condition (M=56%, SD=33%, 36% decrease) was sub-
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stantially lower. In terms of speed, subjects were most efficient using Proto
Only Condition (M=1.04 mins/question, SD=0.28, 44% decrease compared
to Raw Condition), followed by Uniform Condition (M=1.31 mins/question,
SD=0.59) and Proto and Criticism Condition (M=1.37 mins/question, SD=0.8).
Subjects spent the most time with Raw Condition (M=1.86 mins/question,
SD=0.67).
Subjects indicated their preference of Proto and Criticism Condition
over Raw Condition and Uniform Condition. In a survey question that asks to
compare Proto and Criticism Condition and Raw Condition, a subject added
that “[Proto and Criticism Condition resulted in] less confusion from trying
to discover hidden patterns in a ton of images, more clues indicating what
features are important”. In particular, in a question that asks to compare
Proto and Criticism Condition and Proto Only Condition, a subject said that
“The addition of criticisms made it easier to locate the defining features of the
cluster within the prototypical images”. The humans’ superior performance
with prototypes and criticism in this preliminary study shows that providing





In this chapter, we dive deeper into weakly submodular functions, and
present novel results to scale up the classic greedy algorithm and discuss an
extension to the low rank case. A greedy approach to optimizing a set function
is myopic – the algorithm chooses the element from the available choices that
gives the largest incremental gain for the set of choices previously made. The
algorithm is illustrated in Algorithm 9. The algorithm makes k outer itera-
tions, where k is the desired sparsity. Each iteration is a full pass over the
remaining candidate choices, wherein the marginal gain is calculated for each
remaining candidate choice. Thus the greedy algorithm has the computational
complexity of O(dk) calls to the function evaluation oracle.
Algorithm 9 Greedy(S, k)
1: Input: sparsity k, available choices S
2: A0 = ∅
3: for i ∈ 0 . . . (k − 1) do
4: s = arg maxj∈S\Ai f(Ai ∪ {j})− f(Ai)
5: Ai+1 = Ai ∪ {s}
6: end for
7: return Ak
For a large d, the linear scaling of the greedy algorithm for a fixed
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k may be prohibitive. As such, algorithms that scale sublinearly are useful
for truly large scale selections. The DistributedGreedy algorithm, for
example, achieves this sublinear scaling by making use of multiple machines.
The data is split uniformly at random to l machines. Each machine then
performs its own independent greedy selection (Algorithm 9), and outputs a
k sized solution. All of the greedy solutions are collated by a central machine,
which performs another round of the greedy selections to output the final
solution. The algorithm is illustrated in Algorithm 10, and is analyzed in
Section 6.1. It has a computational complexity of O(dk/l) The algorithm is
easy to implement in parallel or within a distributed computing framework
e.g. MapReduce.
Algorithm 10 DistributedGreedy(l, k,{Aj})
1: Input: sparsity k, number of parallel solvers l, partition {Aj} of the set of
available choices A
2: Gi ← Greedy(Aj, k) ∀j ∈ [l]
3: G← Greedy(∪jGj, k)
4: Gmax ← arg maxGj f(Gj)
5: return arg max f(G), f(Gmax)
An alternative to distributing the data, say when several machines are
not available, is to perform the greedy selection stochastically. The StochasticGreedy
algorithm for submodular functions was introduced by Mirzasoleiman et al.
[2015]. At any given iteration i ∈ [k], instead of performing a function eval-
uation for each of the remaining (d − i) candidates, a subset of a fixed size
C = dd log 1/δ
k
e (where δ is a pre-specified hyperparameter) is uniformly sam-
pled from the available (d− i) choices using the subroutine Subsample, and
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the function evaluation is made on those subsampled choices as if they were
the only available candidates. This speeds up the greedy algorithm to O(Ck)
function evaluations. The algorithm is presented in Algorithm 11, and its
approximation bounds are discussed in Section 6.2.
Algorithm 11 StochasticGreedy(S, k, δ)
1: Input: sparsity k, available choices S, subsampling parameter δ
2: A0 = ∅
3: for i ∈ 0 . . . (k − 1) do
4: Sδ ← Subsample(S\Ai, δ, k)
5: s = arg maxj∈Sδ f(Ai ∪ {j})− f(Ai)
6: Ai+1 = Ai ∪ {s}
7: end for
8: return Ak
Finally, we discuss a property of the greedy algorithm, which is funda-
mental to the analysis of the DistributedGreedy algorithm. The greedy
algorithm belongs to a larger class of algorithms called 1-nice algorithms [Mir-
rokni and Zadimoghaddam, 2015]. The following result allows us to remove or
add unselected items from the choice set that is accessible to the algorithm.
Lemma 6.0.1. [Mirrokni and Zadimoghaddam, 2015] Say |S| > k, and let
Greedy(S, k) ⊂ S be the k-sized set returned by Algorithm 9. For any x /∈
Greedy(S, k), Greedy(S\{x}, k) = Greedy(S, k).
Note that Lemma 6.0.1 is a property of the algorithm, and is inde-
pendent of the function itself. Prior works [Mirrokni and Zadimoghaddam,
2015], [Barbosa et al., 2015] have exploited this property in conjunction with
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properties of submodular functions to obtain approximation bounds for the
distributed algorithms. Our work extends these results to weakly submodular
functions. As such, it is easy to see that our results are easily extensible to
other nice algorithms – including distributed OMP and distributed stochas-
tic greedy – that have closed form bounds for the respective single machine
algorithm. For ease of exposition, we focus our discussion on the distributed
greedy algorithm.
For the case of greedy low rank optimization, we show that the prob-
lem falls under the purview of weakly submodular functions, even though the
underlying candidate set of rank-1 matrices is infinite. We choose a matching
pursuit greedy variant for efficient support selection, and derive novel ap-
proximation guarantees that improve upon existing bounds by an exponential
factor.
6.1 Distributed Greedy
In this section, we obtain approximation bounds for DistributedGreedy
(Algorithm 10). The algorithm returns the best out of (l+ 1) solutions : the l
local solutions (steps 2,4), and the final aggregated one (step 3). Our strategy
to obtain the approximation bound for the algorithm is as follows. To obtain
an overall approximation bound, we obtain individual bounds on each of the
solutions in terms of the submodularity ratio (Definition 2.1.7) and use the
subadditivity ratio (Definition 6.1.1) to show that one of the two shall always
hold. For approximation bounds on the local solutions, we make use of the
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niceness of the Greedy (Lemma 6.0.1). The bound on the aggregated solu-
tion is more involved, since it involves tracking the split of the true solution
A? across machines. The assumption of partitioning uniformly at random is
vital here. This helps us lower bound the greedy gain in expectation by a
probabilistic overlap with the true solution. The trick of tracking the split of
the true solution across machines is similar to the one that has been used for
analysis of submodular functions [Mirrokni and Zadimoghaddam, 2015], [Bar-
bosa et al., 2015], but without the explicit connection to submodularity and
subadditivity ratios.
We next define the subadditivity ratio, which helps us generalize sub-
additive functions in the way similar to how submodularity ratio generalizes
submodular functions.
Definition 6.1.1 (Subaddivity ratio). We define the subadditivity ratio for a







We further define the subadditivity ratio of a function for an integer k, νk,




By definition, the function f(·) is subadditive iff νS ≥ 1,∀S ⊂ [d]. Since
submodularaity implies subadditivity (the converse is not always true), if the
function f(·) is submodular, νS ≥ 1,∀S ⊂ [d].
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We next present some notation and few lemmas that lead up to the
main result of this section (Theorem 6.1.3). Let A be the entire set of available
choices. Partition the set A uniformly at random into A1, . . . ,Al. Let Gj
be the k-sized solution returned by running the greedy algorithm on Aj i.e.
Gj = Greedy(Aj, k). Note that each Aj induces a partition onto the optimal
k-sized solution A∗ as follows:
Sj := {x ∈ A∗ : x ∈ Greedy(Aj ∪ x, k)},
Tj := {x ∈ A∗ : x /∈ Greedy(Aj ∪ x, k)}.
Having defined the notation, we start by lower bounding the local so-
lutions in terms of value of the subset of A? that is not selected as part of the
respective local solution.
Lemma 6.1.1. f(Gj) ≥ (1− exp(−γGj ,k))f(Tj).
The next lemma is used to lower the bound the value of the aggregated
solution (step 4 in Algorithm 10) in terms of the value of the subset A? that
is selected as part of the respective local solution.







We are now ready to present our main result about the approximation
guarantee for Algorithm 10.
Theorem 6.1.3. Let Gdg be the set returned by the distributed greedy (Algo-





(1− exp(−γ)) f(A∗). (6.1)
Proof. There are l machines, each with its local greedy solution Gi, i ∈ [l]. In
addition, there is the aggregated solution set G. The key idea is to show that
atleast one of the (l + 1) solutions is good enough.
Say f(Ti) ≥ νk2 f(A∗) for some i, then by Lemma 6.1.1, f(Gi) ≥ νk2 (1−
exp(−γGi,k))f(A∗).
On the other hand, say for all i, f(Ti) <
νk
2
f(A∗), then for all i, f(Si) >
νk
2
f(A∗). By Lemma 6.1.2, the result then follows.





obtained by Barbosa et al. [2015] for submodular functions. Their analysis
uses convexity of the Lovasz extension of submodular functions, and hence can
not be trivially extended to weakly submodular functions. In addition to being
applicable for a larger class of functions, our result can also provide tighter
bounds for specific applications or datasets even for submodular functions,
since they are also applicable for submodular functions, and bounding νk and
γ away from 1 from domain knowledge will give tighter approximations than






For analysis of Algorithm 11, we show that the subsampling parame-
ter δ governs the tradeoff between the speedup and the loss in approximation
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quality vis-a-vis the classic Greedy. Before formally providing the approxi-
mation bound, we present an auxillary lemma that is key to proving the new
approximation bound. The following result is a generalization of Lemma 2
from Mirzasoleiman et al. [2015] for weakly submodular functions.
Lemma 6.2.1. Let A,B ⊂ [n], with |B| ≤ k. Consider another set C drawn





f(v ∪ A)− f(A)] ≥ (1− δ)γA,B\A
k
(f(B)− f(A)).
We are now ready to present our result that shows that stochastic
greedy selections (Algorithm 11) can be applied to weakly submodular func-
tions with provable approximation guarantees. All the proofs missing from the
main text are presented in the supplement.
Theorem 6.2.2. Let A? be the optimum set of size k, and Ai = {a1, a2, . . . , ai}, i ≤







Proof. Define gi := f(Ai) − f(Ai−1). Using Lemma 6.2.1 with B = A? and
γAi−1,B\A ≥ γAk,k, we get at the i-th step,







Define hi−1 := E[f(A?)− f(Ai−1)], C := (1−δ)γAk,kk . Note that E[gi] = hi−1−hi.
Taking expectation on both sides over Ai, (6.2) becomes
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hi ≤ (1− C)hi−1 ≤ (1− C)ih0.
Using hk = E[f(A?)−f(Ak)] and h0 = f(A?) above, along with the fact

















Note that δ is the tradeoff hyperparameter between the speedup achieved
by subsampling and the corresponding approximation guarantee. A larger
value of δ means the algorithm is faster with weaker guarantees and vice
versa. As δ → 0, we tend towards the bound (1 − 1
e
γAk,k
) which recovers the
bound for weakly submodular functions obtained by Das and Kempe [2011] for
the classic greedy selections (Algorithm 9), and also recovers the well known
bound of (1− 1
e
) for submodular functions.
6.3 Greedy Low Rank Optimization
In this section, we delineate our setup of low rank estimation. In order
to connect to the weak submodular maximization framework more easily, we
operate in the setting of maximization of a concave matrix variate function
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under a low rank constraint. This is equivalent to minimizing a convex matrix
variate function under the low rank constraint as considered by Shalev-Shwartz
et al. [2011] or under nuclear norm constraint or regularization as considered




Instead of using a convex relaxation of (6.3), our approach is to enforce the
rank constraint directly by adding rank 1 matrices greedily until X is of rank
k. The rank 1 matrices to be added are obtained as outer product of vectors
from the given vector sets U and V. While our results hold for general vector
sets U,V assuming an oracle access to subroutines GreedySel and OMPSel (to
be detailed later), for the rest of the paper we focus on the case of norm 1
balls U := {x ∈ Rn s.t. ‖x‖2 = 1} and V := {x ∈ Rd s.t. ‖x‖2 = 1}.
The problem (6.3) can be interpreted in the context of sparsity assum-
ing U and V are enumerable. For example, by the SVD theorem, it is known




i , where ∀i, ui ∈ U and vi ∈ V. By
enumerating U and V under a finite precision representation of real values,
one can rethink of the optimization (6.3) as finding a sparse solution for the
infinite dimensional vector α [Shalev-Shwartz et al., 2011, Dudik et al., 2012].
We can also optimize over support sets, similar to the classical setting of sup-
port selection for sparse vectors. For a specified support set L consisting of
vectors from U and V, let UL and VL be the matrices formed by stacking the
chosen elements of U and V respectively. We define the following set function
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to maximize `(·) given L.
f(L) = max
H∈R|L|×|L|
`(U>L HVL)− `(0). (6.4)
We will denote the optimizing matrix for a support set L as B(L). In other
words, letting ĤL be the argmax obtained in (6.4), then B
(L) := U>L ĤLVL.
Thus, the low rank matrix estimation problem (6.3) can be reinterpreted as





Our greedy algorithm, illustrated in Algorithm 12, builds the support
set incrementally – adding rank 1 matrices one at a time such that at iteration i
for 1 ≤ i ≤ k the size of the chosen support set (and hence rank of the current
iterate) is i. We assume access to a subroutine GreedySel for the greedy
selection (Step 4). This subroutine solves an inner optimization problem by
calling a subroutine GreedySel which returns an atom s from the candidate
support set that ensures
f(SGi−1 ∪ {s})− f(SGi−1) ≥ τ
(




s? ← arg max
a∈(U×V)⊥SGi−1
f(SGi−1 ∪ {a})− f(SGi−1).
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In words, the subroutine GreedySel ensures that the gain in f(·) obtained by
using the selected atom is within τ ∈ (0, 1] multiplicative approximation to
the atom with the best possible gain in f(·). The hyperparameter τ governs a
tradeoff allowing a compromise in myopic gain for a possibly quicker selection.
The greedy selection requires fitting and scoring every candidate sup-
port, which is often prohibitively expensive. An alternative is to choose the
next atom by using the linear maximization oracle used by Frank-Wolfe [Jaggi,
2013] or Matching Pursuit algorithms [Gribonval and Vandergheynst, 2006,
Locatello et al., 2017]. This step replaces Step 4 of Algorithm 12 as illustrated
in Algorithm 13. Let L = SOi−1 be the set constructed by the algorithm at
iteration (i − 1). The linear oracle OMPSel returns an atom s for iteration i
ensuring
〈∇`(B(L)),usv>s 〉 ≥ τ max
(u,v)∈(U×V)⊥SOi−1
〈∇`(B(L)),uv>〉.
The linear problem OMPSel can be considerably faster that GreedySel. OMPSel
reduces to finding the left and right singular vectors of ∇`(B(L)) corresponding
to its largest singular value. If t is the number of non-zero entries in ∇`(B(L)),
then this takes O( t
1−τ (log n+ log d)) time.
We note that Algorithm 13 is the same as considered by Shalev-Shwartz
et al. [2011] as GECO (Greedy Efficient Component Optimization). However,
as we shall see, our analysis provides stronger bounds than their Theorem 2.
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Algorithm 12 Greedy(U, V, k, τ)
1: Input: vector sets U, V, sparsity parameter k, subroutine hyperparameter
τ
2: SG0 ← ∅
3: for i = 1 . . . k do
4: s← GreedySel(τ)
5: SGi ← SGi−1 ∪ {s}
6: end for
7: return SGk , B
(SGk ), f(SGk ).
Algorithm 13 GECO(U, V, k, τ)
same as Algorithm 12 except
4: s← OMPSel(τ)
Remark 6.3.1. We note that Step 5 of Algorithms 12 and 13 requires solv-
ing the RHS of (6.4) which is a matrix variate problem of size i2 at itera-
tion i. This refitting is equivalent to the “fully-corrective” versions of Frank-
Wolfe/Matching Pursuit algorithms [Locatello et al., 2017, Lacoste-Julien and
Jaggi, 2015] which, intuitively speaking, extract out all the information w.r.t
`(·) from the chosen set of atoms, thereby ensuring that the next rank 1 atom
chosen has row and column space orthogonal to the previously chosen atoms.
Thus the constrained maximization on the orthogonal complement of SOi in
subroutine OMPSel (SGi in GreedySel) need not be explicitly enforced, but is
still shown for clarity.
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6.3.2 Analysis
In this section, we prove that low rank matrix optimization over the
rank one atoms satisfies weak submodularity. We explicitly delineate some
notation and assumptions. With slight abuse of notation, we assume `(·) is
mi-strongly concave and Mi-smooth over pairs of matrices of rank i. For
i ≤ j, note that mi ≥ mj and Mi ≤ Mj. Additionally, let Ω̃ := {(X,Y) :
rank(X − Y) ≤ 1}, and assume `(·) is M̃1-smooth over Ω̃. It is easy to see
M̃1 ≤M1.
First we prove that if the low rank RSC holds (Definition 2.1.8), then
the submodularity ratio (Definition 2.1.7) is lower-bounded by the inverse
condition number.
Theorem 6.3.1. Let L be a set of k rank 1 atoms and S be a set of r rank
1 atoms where we sequentially orthogonalize the atoms against L. If `(·) is
mi-strongly concave over matrices of rank i, and M̃1-smooth over the set Ω̃ :=
{(X,Y) : rank(X−Y) = 1}, then
γL,r :=
∑
a∈S[f(L ∪ {a})− f(L)]




Proof. An important aspect of the assumptions is that the space of atoms
spanned by S is orthogonal to the span of L. Furthermore, span(L ∪ S) ⊃
span(S). Let k̄ = k + r. We will first upper bound the denominator in the
submodularity ratio. From strong concavity,
mk̄
2
‖B(L∪S) −B(L)‖2F ≤ `(B(L))− `(B(L∪S)) + 〈∇`(B(L)),B(L∪S) −B(L)〉
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Rearranging


















where the last equality holds because 〈(∇`(B(L))), PULXPVL −B(L)〉 =
0. Solving the argmax problem, we get X = B(L) + 1
mk̄
PUS(∇`(B(L)))PVS .
Plugging in, we get,
`(B(L∪S))− `(B(L)) ≤ 1
2mk̄
‖PUS(∇`(B(L)))PVS‖2F
We next bound the numerator. Recall that the atoms in S are orthog-
onal to each other i.e. US and VS are both orthonormal.
For clarity, we define the shorthand, B
(L∪S)
ij = 〈uiv>j ,B(L∪S)〉uiv>j , for
i, j ∈ [|L ∪ S|].
With an arbitrary i ∈ S, and arbitrary scalars αii, αij, αji for j ∈ L,
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j ∈ L, and for j = i.
























The proof of Theorem 6.3.1 is structured around individually obtaining
a lower bound for the numerator and an upper bound for the denominator of
the submodularity ratio by exploiting the concavity and convexity conditions.
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6.3.2.1 Greedy Improvement
Bounding the submodularity ratio is crucial to obtaining approximation
guarantees for Algorithm 2.
Theorem 6.3.2. Let S := SGk be the greedy solution set obtained by running
Algorithm 2 for k iterations, and let S? be an optimal support set of size r. Let
`(·) be mi strongly concave on the set of matrices with rank less than or equal












where c1 = τγS,r
k
r






We now provide the proof of Theorem 6.3.2. Let SGi be the support set
formed by Algorithm 2 at iteration i. Define A(i) := f(SGi ) − f(SGi−1) with
A(0) = 0 as the greedy improvement. We also define B(i) := f(S∗)− f(SGi ) to
be the remaining amount to improve, where S? is the optimum k-sized solution.
We provide an auxiliary Lemma that uses the submodularity ratio to lower
bound the greedy improvement in terms of best possible improvement from
step i.







Proof. Let S = SGi . Let S
R be the sequential orthogonalization of the atoms
in S∗ relative to S. Thus,
rA(i+ 1) ≥ |SR|A(i+ 1) ≥ τ |SR|max
a∈SR




[f(S ∪ {a})− f(S)]
≥ τγS,|SR|[f(S ∪ SR)− f(S)]
≥ τγS,|SR|B(i)
Note that the last inequality follows because f(S ∪ SR) ≥ f(S∗). The penulti-
mate inequality follows by the definition of weak submodularity, which applies
in this case because the atoms in SR are orthogonal to eachother and are also
orthogonal to S.
Using Lemma 6.3.3, one can prove an approximation guarantee for
Algorithm 2.
Proof of Theorem 6.3.2







. From Lemma 6.3.3, we have,
B(i+ 1) ≤ (1− C)B(i) ≤ (1− C)i+1B(0).
























from which the result follows.
The proof technique for the first inequality of Theorem 6.3.2 relies on
lower bounding the progress made in each iteration of Algorithm 2. Intuitively,
it exploits weak submodularity to make sure that each iteration makes enough
progress, and then applies an induction argument for r iterations. We also
emphasize that the bounds in Theorem 6.3.2 are for normalized set function
f(·) (which means f(∅) = 0). A more detailed proof is presented in the
appendix.
The bounds obtained in Theorem 6.3.2 are similar to the one obtained
in submodular maximization of monotone normalized functions [Nemhauser
et al., 1978]. In fact, our result can be re-interpreted as an extension to
previous results. The greedy algorithm for submodular maximization assumes
finite ground sets. We extend this for infinite ground sets. We can do this
(for matrices) as long as we have an implementation of the oracle GreedySel.
Once the choice is made by the oracle, standard analysis holds.
Remark 6.3.2. Theorem 6.3.2 provides the approximation guarantees for run-
ning the greedy selection algorithm up to k iterations to obtain a rank k matrix
115
iterate vis-a-vis the best rank r approximation. For r = k, and τ = 1, we get
an approximation bound (1− e−m/M) which is reminiscent of the greedy bound
of (1− 1/e) under the framework of submodularity. Note that our analysis can
not be used to establish classical submodularity. However, establishing weak
submodularity that lower bounds γ is sufficient to provide slightly weaker than
classical submodularity guarantees.
Remark 6.3.3. Theorem 6.3.2 implies that to obtain (1−ε) approximation guar-




) = O(r log 1/ε)
iterations suffices. This is useful when the application allows a tradeoff: com-
promising on the low rank constraint a little to achieve tighter approximation
guarantees.
Remark 6.3.4. Das and Kempe [2011] considered the special case of greedily
maximizing R2 statistic for linear regression, which corresponds to classical
sparsity in vectors. They also obtain a bound of (1 − 1/eγ), where γ is the
submodularity ratio for their respective setup. This was generalized by Elen-
berg et al. [2018] to general concave functions under sparsity constraints. Our
analysis is for the low rank constraint, as opposed to sparsity in vectors that
was considered by them.
6.3.2.2 GECO Improvement
In this section, we obtain approximation guarantees for Algorithm 13.
The greedy search over the infinitely many candidate atoms is infeasible, espe-
cially when τ = 1. Thus while Algorithm 2 establishes interesting theoretical
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connections with submodularity, it is not practical in general. To obtain a
tractable and practically useful algorithm, the greedy search is replaced by a
Frank Wolfe or Matching Pursuit style linear optimization which can be easily
implemented as finding the top singular vectors of the gradient at iteration i.
In this section, we show that despite the speedup, we lose very little in terms of
approximation guarantees. In fact, if the approximation factor τ in OMPSel()
is 1, we get the same bounds as those obtained for the greedy algorithm.
Theorem 6.3.4. Let S := SOk be the greedy solution set obtained using Algo-
rithm 13 for k iterations, and let S? be the optimum size r support set. Let `(·)
be mr+k strongly concave on the set of matrices with rank less than or equal to













The proof of Theorem 6.3.4 follows along the lines of Theorem 6.3.2.
The central idea is similar – to exploit the RSC conditions to make sure that
each iteration makes sufficient progress, and then provide an induction ar-
gument for r iterations. Unlike the greedy algorithm, however, using the
submodularity ratio is no longer required. Note that the bound obtained in
Theorem 6.3.4 is similar to Theorem 6.3.2, except the exponent on the ap-
proximation factor τ .
Let SOi be the support set selected by the GECO procedure (Algo-
rithm 13) at iteration i. Similar to the section on greedy improvement, we
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define some notation. Let D(i) := f(SOi )− f(SOi−1) be the improvement made
at step i, and as before we have B(i) = f(S?)−f(SOi ) be the remaining amount
to improve.
We prove the following auxiliary lemma which lower bounds the gain
after adding the atom selected by the subroutine OMPSelin terms of operator
norm of the gradient of the current iterate and smoothness of the function.
Lemma 6.3.5. Assume that `(·) is mi-strongly concave and Mi-smooth over
matrices of in the set Ω̃ := {(X,Y) : rank(X−Y) ≤ 1}. Then,
D(i+ 1) ≥ τmr+k
rM̃1
B(i).
Proof. For simplicity, say L = SOi . Recall that for a given support set L,
f(L) = `(B(L)) i.e. we denote by B(L) the argmax for `(·) for a given support
set L. Hence, by the optimality of B(L∪{i}),
D(i+ 1) = `(B(L∪{i}))− `(B(L))
≥ `(B(L) + αuv>)− `(B(L))
for an arbitrary α ∈ R, and the vectors u,v selected by OMPSel. Using
the smoothness of the `(·), we get,
D(i+ 1) ≥ α〈∇`(B(L)),uv>〉 − α2M̃1
2
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Putting in α = τ
M̃1
‖∇`(B(L))‖2, and by τ -optimality of OMPSel, we get,




Let SR be obtained from after sequentially orthogonalizing S? w.r.t. Si.
By definition of the operator norm, we further get,



































The proof for Theorem 6.3.4 from Lemma 6.3.5 now follows using the
same steps as for Theorem 6.3.2 from Lemma 6.3.5.
Remark 6.3.5. Our proof technique for Theorem 6.3.4 can be applied for clas-
sical sparsity to improve the bounds obtained by Elenberg et al. [2018] for
OMP for support selection under RSC, and by Das and Kempe [2011] for R2
statistic. If τ = 1, r = k, their bounds involve terms of the form O(m2/M2) in
the exponent, as opposed to our bounds which only has m/M in the exponent.
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Remark 6.3.6. Similar to the greedy algorithm, to achieve a tighter approxi-
mation to best rank k solution, one can relax the low rank constraint a little
by running the algorithm for r > k greedy iterations. The result obtained by
our Theorem 6.3.4 can be compared to the bound obtained by Shalev-Shwartz
et al. [2011] [Theorem 2] for the same algorithm. For an ε multiplicative ap-
proximation, Theorem 6.3.4 implies we need r/k = O(log 1/ε). On the other
hand, Shalev-Shwartz et al. [2011] obtain an additive approximation bound
with r/k = O(1/ε), which is an exponential improvement.
6.4 Experiments
In this section, we empirically evaluate the proposed algorithms.
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Figure 6.1: Distributed linear regression, l = 10 partitions, n = 800 training
and test samples, α = 0.5. Results averaged over 10 iterations. Both greedy
algorithms outperform `1 regularization.
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Figure 6.2: Distributed linear regression, Electricity dataset.
6.4.1 Distributed Linear Regression
We consider sparse linear regression in a distributed setting. We gen-
erate a 100-sparse regression vector is generated by selecting random nonzero
entries of β,









where δs is a standard i.i.d. Gaussian. Measurements y are taken according
to y = Xβ + z, where ∀i ∈ [n], zi is i.i.d. Gaussian with variance set to be




1− α2Xn,t + εn,t,
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where εn,t is i.i.d. Gaussian with variance α
2 = 0.25. We take n = 800 for the
number of both training and test measurements. Results are averaged over 10
iterations, each with a different partition {Aj} of the 1000 features.
We evaluate four variants of DistributedGreedy. The two greedy
algorithms are Greedy Forward Selection (FS) and Orthogonal Matching
Pursuit (OMP). Lasso sweeps an `1 regularization parameter λ using LARS
[Efron et al., 2004]. This produces nested subsets of features corresponding
to a sequence of thresholds for which the support size increases by 1. Lasso
uses this threshold, while Lasso+ fits an unregularized linear regression on the
support set selected by Lasso.
Figure 6.1 shows the performance of all algorithms on the following
metrics: log likelihood (normalized with respect to a null model), generaliza-
tion to new test measurements from the same true support parameter, area
under ROC, and percentage of the true support recovered for l = 10.
Next, we run a similar experiment on a large, real-world dataset. We
sample d = 140,250 time series measurements across n = 370 customers from
the ElectricityLoadDiagrams time series dataset [Lichman, 2013]. We con-
sider the supervised learning experiment of predicting the electrical load at
the next time 140,251. We use half of the customers for training and the rest
for testing. Figure 6.2 shows performance of the same algorithms with data
distributed across l = 50 partitions to select the top k = 15 features. We
see that distributed Forward Selection produces both largest likelihood and
highest generalization score. OMP has second largest likelihood, but its gen-
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Figure 6.3: Trade off in time vs log likelihood for various values of δ-Stochastic
Greedy as opposed to Greedy Forward Selection for logistic regression on
gisette data [Lichman, 2013]. Results averaged over 10 iterations.
eralization varies widely for different values of k. This is likely due to the
random placement of predictive features across a large number of partitions.
6.4.2 Stochastic Sparse Logistic Regression
In this section we demonstrate the applicability of Algorithm 11 for
greedy support selection for sparse logistic regression. One would not typically
apply the StochasticGreedy algorithm for sparse logistic regression, be-
cause the cost function is not submodular. However, the guarantees obtained
in Section 6.2 suggest good practical performance which is indeed demon-
strated in Figure 6.3. For the experiment we use the gisette dataset obtained
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from the UCI website [Lichman, 2013]. The dataset is of a handwritten digit
recognition problem to separate out digits ‘4’ and ‘9’. It has 13500 instances,
and 5000 features. Figure 6.3 illustrates depicts the tradeoff between the time
taken to learn the model and the respective training log likelihood for different
values of δ as used in Algorithm 11. As shown, we obtain tremendous speed up
with relatively little loss in the log likelihood value even for reasonably large
δ values.
6.4.3 Clustering under Stochastic Block Model
First, we test empirically the performance of GECO (Algorithm 13 with
τ = 1) for a clustering task. We are provided with a graph with nodes and
the respective edges between the nodes. The observed graph is assumed to
have been noisily generated from a true underlying clustering. The goal is
to recover the underlying clustering structure from the noisy graph provided
to us. Our greedy framework is applicable because the adjacency matrix of
the true clustering is low rank. We compare performance of Algorithm 13
on simulated data against standard baselines of spectral clustering which are
commonly used for this task. We begin by describing a generative model for
creating edges between nodes given the ground truth.
The Stochastic Block Model is a model to generate random graphs.
It takes its input the set of n nodes, and a partition of [n] which form a
set of disjoint clusters, and returns the graph with nodes and the generated
edges. The model has two additional parameters, the generative probabilities
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(p, q). A pair of nodes within the same cluster have an edge between them with
probability p, while a pair of nodes belonging to different clusters have an edge
between them with probability q. For simplicity we assume q = (1− p). The
model then iterates over each pair of nodes. For each such pair that belongs to
same cluster, it samples an edge as Bernoulli(p), otherwise as Bernoulli(1−p).
This provides us with a {0, 1} adjacency matrix.
We compare against two versions of spectral clustering, which is a stan-
dard technique applied to find communities in a graph. The method takes as
input the n × n adjacency matrix A, which is a {0, 1} matrix with an entry
Aij = 1 if there is an edge between node i and j, and is 0 otherwise. From
the adjacency matrix, the graph Laplacian L is constructed. The Laplacian
may be unnormalized, in which case it is simply L = D −A, where D is the
diagonal matrix of degrees of nodes. A normalized Laplacian is computed as
Lnorm = D
−1/2LD−1/2. After calculating the Laplacian, the algorithm solves
for bottom k eigenvectors of the Laplacian, and then apply k-means clustering
on the rows of the thus obtained eigenvector matrix. We refer to the works
of Shi and Malik [2000], Ng et al. [2001] for the specific details of clustering
algorithms using unnormalized and normalized graph Laplacian respectively.
We use our greedy algorithm to cluster the graph by optimizing a logis-
tic PCA objective function, which is a special case of the exponential family
PCA [Collins et al., 2001]. For a given matrix X, each entry Xij is assumed to
be independently drawn with likelihood proportional to exp 〈Θij,Xij〉 −G(Θij),
where Θ is the true underlying parameter, and G(·) is the partition function
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corresponding to a generalized linear model (GLM). It is easy to see we can
apply our framework of greedy selection by defining `(·) as the log-likelihood:




where Θ is the true parameter matrix of p and q that generates a realization of





where k is a hyperparameter suggesting the true number of clusters. Note
that lack of knowledge of true value of k is not more restrictive than spectral
clustering algorithms which typically also require the true value of k. Having
cast the clustering problem in the same form as (6.3), we can apply our greedy
selection algorithm as opposed to the more costly alternating minimizing al-
gorithms suggested by Collins et al. [2001].
We generate the data as follows. For n = 100 nodes, and fixed number
of cluster k = 5, we vary the within cluster edge generation probability p
from 0.55 to 0.95 in increments of 0.05, and use the Stochastic Block model
to generate a noisy graph with each p. Note that smaller p implies that the
sampled graph will be more noisy and likely to be more different than the
underlying clustering.
We compare against the spectral clustering algorithm using unnormal-
ized Laplacian of Shi and Malik [2000] which we label “Spectral unnorm{k}”
for k = {3, 5, 10}, and the spectral clustering algorithm using normalized
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Laplacian of Ng et al. [2001] which we label “Spectral norm{k}” for k =
{3, 5, 10}. We use Algorithm 13 which we label “Greedy{k}” for k = {3, 5, 10}.
For each of these models, the referred k is the supplied hyperparameter. We
report the least squares error of the output from each model to the true un-
derlying Θ (generalization error), and to the instantiation used for training X
(reconstruction error).
Figure 6.4 shows that the greedy logistic PCA performs well in not
only recreating the given noisy matrix (reconstruction) but also captures the
true low rank structure better (generalization). Further, note that providing
the true hyperparameter k is vital for spectral clustering algorithms, while on
the other hand greedy is less sensitive to k. This is very useful in practice
as k is typically not known. Spectral clustering algorithms typically select
k by computing an SVD and rerunning k-means for different values of k. In
addition to being more robust, our greedy algorithm does not need to be rerun
for different values of k – it produces solutions incrementally.
6.4.4 Word Embeddings
Algorithms for embedding text into a vector space yield representations
that can be quite beneficial in many applications, e.g. features for sentiment
analysis. Mikolov et al. [2013b] proposed a context-based embedding called
skip-gram or word2vec. The context of a word can be defined as a set of words
before, around, or after the respective word. Their model strives to find an
embedding of each word so that the representation predicts the embedding of
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each context word around it. Levy and Goldberg [2014] subsequently showed
that the word embedding model proposed by Mikolov et al. [2013b] can be
reinterpreted as matrix factorization of the PMI matrix constructed as follows.
A word c is in context of w if it lies within the respective window of w. The







In practice the probabilities p(w, c), p(w), p(c) are replaced by their empirical
counterparts. Further, note that p(w, c) is 0 if words c and w do not coexist
in the same context, which yields −∞ for PMI. Levy and Goldberg [2014]
suggest using an alternative: PPMIw,c = max{PMIw,c, 0}. They also suggest
variations of PMI hyper parameterized by k which corresponds to the number
of negative samples in the training of the original skip gram model.
We employ the binomial PCA model on the normalized count matrix
(instead of the PMI), in a manner similar to the clustering approach in Sec-
tion 6.4.3. The normalized count matrix is calculated simply as p(w,c)
p(w)
, without
taking logarithms. This gives us a probability matrix which has each entry be-
tween 0 and 1, and which can be factorized under the binomial model greedily
as per Algorithm 13.
We empirically study the embeddings obtained by binomial factoriza-
tion on two tasks – word similarity and analogies. For word similarity, we
use the W353 dataset [Finkelstein et al., 2001] and the MEN data [Bruni
et al., 2012]. Both these datasets contain words with human assigned sim-
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ilarity scores. We evaluate the embeddings by their cosine similarity, and
measuring the correlation with the available human ratings. The fraction of
correctly answered queries are returned as the metric. For the analogy task, we
use the Microsoft Research (MSR) syntactic analogies [Mikolov et al., 2013c]
and the Google mixed analogies dataset [Mikolov et al., 2013a]. For complet-




compute accuracy, we use the multiplication similarity metric as used by Levy
and Goldberg [2014]. To train the word embeddings, we use the 2013 news
crawl dataset1. We filter out stop words, non-ASCII characters, and words
occurring less than 2000 times (which yields a vocabulary of 6713). Note that
since we keep only the most common words, several queries from the datasets
are invalid because we do not have embeddings for words appearing in them.
However, we do include them by assigning invalid queries a value of 0 and
reporting the overall average over the entire dataset.
Table 6.1 shows the empirical evaluation. SVD and PPMI are the
models proposed by Levy and Goldberg [2014], while SGNS is the skipgram
with negative sampling model of Mikolov et al. [2013b]. We run each of these
for k = {5, 10, 15, 20} and report the best results. This shows that alternative
factorizations such as our application of binomial PCA can be more consistent
and competitive with other embedding methods.
1http://www.statmt.org/wmt14/training-monolingual-news-crawl
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Table 6.1: Empirical study of binomial based greedy factorization shows com-
petitive performance of word embeddings of common words across tasks and
datasets.
W353 MEN MSR Google
# Queries 353 3000 8000 19544
SVD 0.226 0.233 0.086 0.092
PPMI 0.175 0.178 0.210 0.130
SGNS 0.223 0.020 0.052 0.002
Greedy 0.202 0.198 0.176 0.102
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Figure 6.4: Greedy Logistic PCA vs spectral clustering baselines averaged over
10 runs. Top: Robust performance of greedy logistic PCA for generalizing over
varying values of k across different values of p, spectral clustering algorithms
are more sensitive to knowing true value of k Bottom: Strong performance of




Conclusion and Future work
The focus of this dissertation was to develop novel frameworks to use
Bayesian approximation employing greedy algorithm variants to obtain parsi-
monious distributions. The underlying theme was not to just provide scalable
algorithms that are efficient and work well in practice, but also provide worst
case theoretical guarantees that motivate application to problems beyond those
discussed in this dissertation. Indeed, most of the presented theoretical studies
are general enough to be applicable to settings beyond those presented in this
work. These include submodularity of the KL projection (Section 3.3.1), sub-
modularity of MMD selection (Section ??), weak submodularity of Sequential
Bayesian Quadrature (Section 6.3.2), and all the results on large scale algo-
rithms and low rank approximation presented in Chapter 6. These theoretical
studies open avenues to several potential areas of future research for other cost
functions for generalized VI. For the case of the weakly submodular functions,
it was shown that submodularity is too strong a requirement to obtain rea-
sonable approximation guarantees. This obviously begets the question – what
other properties of submodular functions are redundant ?
On the practical side, extensive empirical evaluation was presented to il-
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lustrate the effectiveness of the proposed methods in quantitative metrics when
compared to respective established baselines for sparse learning. The tested
models include group sparse bayesian Regression, structured sparse probabilis-
tic PCA, sparse CMF, sparse logistic regression etc. The applicability of the
developed methods extend far beyond than those that were tested because
of the provided approximation guarantees. As such, guidelines were provided
that allow easy extension and application to other potential applications such
as tree sparse regression, or Canonical Correlation Analysis (CCA).
Similarly, with the recent interest in the machine learning community
on model interpretation, it is evident that this dissertation has barely scratched
the surface. Interesting applications of Fisher kernels for screening adversarial
examples, outlier detection and possibly design of robust machine learning
models are natural next steps.
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Keribin, and Bertrand Thirion. A supervised clustering approach for fMRI-
based inference of brain states. Pattern Recognition, 45(6):2041–2049, 2012.
Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient estima-
tion of word representations in vector space. CoRR, abs/1301.3781, 2013a.
Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean.
Distributed representations of words and phrases and their compositionality.
Neural Information Processing Systems (NIPS), pages 3111–3119, 2013b.
Tomas Mikolov, Scott Wen-tau Yih, and Geoffrey Zweig. Linguistic regularities
in continuous space word representations. In North American Chapter of the
Association for Computational Linguistics: Human Language Technologies
(NAACL-HLT), pages 746–751. Association for Computational Linguistics,
May 2013c.
Vahab Mirrokni and Morteza Zadimoghaddam. Randomized Composable
Core-sets for Distributed Submodular Maximization. In STOC ’15, pages
153–162, New York, New York, USA, 2015. ACM Press.
Baharan Mirzasoleiman, Amin Karbasi, Rik Sarkar, and Andreas Krause 0001.
Distributed Submodular Maximization - Identifying Representative Ele-
143
ments in Massive Data. Neural Information Processing Systems (NIPS),
pages 2049–2057, 2013.
Baharan Mirzasoleiman, Ashwinkumar Badanidiyuru, Amin Karbasi, Jan
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