The basic principles of a support vector machine (SVM) are analyzed. The problem of feature selection while using an SVM is speci®cally addressed. An approach to constructing a kernel function which takes into account some domain knowledge about a problem and thus essentially diminishes the number of noisy parameters in high dimensional feature space is suggested. Its application to Texture Recognition is described. Ó 1999 Elsevier Science B.V. All rights reserved.
Introduction
A Support Vector Machine (SVM) is a universal learning machine developed in recent years. SVMs are known to give good results in many Pattern Recognition (PR) problems. The basic principles of an SVM according to Guyon et al. (1992) and Cortes and Vapnik (1995) and Vapnik (1995) are as follows (we consider here a two-class problem): 1. The SVM performs a nonlinear mapping of the input vectors (objects) from the input space d into a high dimensional feature space r ; the mapping is determined by a kernel function. 2. It ®nds a linear decision rule in the feature space r in the form of an optimal separating plane, which is the one that leaves the widest margin between the decision boundary and the input vectors mapped into r . 3. This plane is found by solving the following constrained quadratic programming problem:
Maximize a n i1 a i À 1 2 n i1 n j1 a i a j y i y j ux i Y x j 1 under the constraints n i1 a i y i 0 and 0 T a i T g for i 1Y 2Y F F F Y n where x i P d are the training sample set (TSS) vectors, and y i P fÀ1Y 1g the corresponding class labels. g is a constant needed for nonseparable classes; uuY v is a kernel function de®ned in 6. 4. The separating plane is constructed from those input vectors, for which a i T 0. These vectors are called support vectors and reside on the boundary margin. The number of support vectors determines the accuracy and speed of the SVM. Here sv denotes the set of support vectors. 6. uuY v is an inner product in the feature space r which may be de®ned as a kernel function in the input space. Conditions required are that the kernel uuY v be a symmetric function which satis®es the following general positivity constraint:
which is valid for all g T 0 for which g 2 u du`I (Mercer's theorem). 7. The choice of the kernel uuY v determines the structure of the feature space r . A kernel which satis®es (3) may be presented in the form
where k are positive scalars and the functions w k represent a basis in the space r . 8. Guyon et al. (1992) and Vapnik (1995) consider three types of support vector machines: · Polynomial SVM:
This type of machine describes the mapping of an input space into the feature space that contains all products
This type of machine forms a separation rule according to radial hyperplanes. · Two-layer neural network SVM:
This type of machine generates a kind of two±layer neural network without back propagation. 9. The kernel uuY v should be chosen a priori.
Other parameters of the decision rule (2) are determined by calculating (1), i.e. the set of numerical parameters fa i g n 1 which determines the support vectors and the scalar . The success of the SVM in many applied PR problems surprised the PR community since the principles of the SVM somehow contradict the generally held intuitions and beliefs. The usual approach suggests that there is a small number of features which may be obtained with the help of feature selection and extraction methods. We map the TSS into the space based on these features, i.e. into a space with dimensionality much smaller than the original one, and then try to ®nd a good classi®cation rule in this feature space.
In the SVM a kind of inverse procedure is used. Instead of decreasing dimensionality we map the TSS into a space of very high dimensionality, i.e. we add a great number of new features without checking their eciency, and ®nd a classi®cation rule with some optimal properties in this feature space. The success of the SVM in solving PR problems raises the question: Are feature selection and extraction procedures needed when using SVM?
This article examines the above question. In Section 2 we analyze a synthetic problem in which we check how fast results deteriorate when the dimensionality of input space increases, provided the TSS size is ®xed. We compare the classi®cation results of the SVM with those obtained by traditional classi®ers.
In Sections 3 and 4 we consider some natural problems of Texture Recognition (TR) when the texture is generated with the help of generally accepted MRF model. So, it is another example of a problem with many weak features in the input space (a feature is a pixel value).
We consider how to de®ne a kernel uuY v that takes into account domain knowledge (that the solution is determined by the interaction of neighbor pixels), and as a result, essentially diminishes the number of``noisy features'' in the feature space r (in comparison to the standard de®nition of kernel functions (5)± (7)).
In recent years there was a number of articles devoted to study of connection between domain knowledge and the form of kernel function. E.g. in Scholkoph et al. (1997) some kernels that take into account interactions only within a certain neighborhood of pixels are considered (so called piramidal receptive ®elds) and an improvement of the results of a digit recognition problem is demonstrated. Our approach is close to one accepted in this paper. At the same time we consider another problem (TR) and other speci®c forms of the kernel functions. We demonstrate that the usage of such kernels permits solving some TR problems that cannot be solved with the help of standard kernel functions.
As demonstrated by Vapnik (1995) , the ratio of the number of support vectors to the TSS size is an upper bound for the error rate estimate obtained using the leave-one-out procedure. It may lead one to estimate the quality of a solution by this ratio. In Section 3 we show that there are some``natural problems'' like TR where this upper bound is very far from the real error estimate and therefore is an inadequate estimate.
Patterns with many weak features
To check the ability of an SVM to cope with a problem where a large number of weak features are involved, we created a synthetic database of normally distributed vectors.
Normally distributed vectors
Two classes of vectors were generated according to the general multivariate normal density function:
where x is a d component vector, l i are the d component mean vectors, and R is the d Â d covariance matrix which is identical for both classes.
In the case of two classes with equal covariance matrices and a priori probabilities, the optimal decision rule can be stated very simply (see Duda and Hart, 1973) : To classify a vector x, measure the squared Mahalanobis distance x À l i t R À1 x À l i from x to each of the mean vectors, and assign x to the category of the closest mean. Formally the optimal classi®cation function is
This classi®cation rule is called linear discriminant analysis (LDA), because the decision function is linear.
Usually in classi®cation problems, the values of the mean vectors and the covariance matrix are not known. One way of evaluating these values is by using the maximum likelihood method which gives the well known (see Anderson, 1958 ) estimates for l i and R:
where n is the number of samples from each class w 1 and w 2 . According to Duda and Hart (1973) , as the TSS size 2n decreases the estimates for l i and R lose accuracy, and when 2n is less than the dimension of the input vectors, the sample covariance matrix is singular. This, of course, causes a high error rate and failure of the classi®er since the covariance matrix cannot be inverted. Friedman (1989) suggested a method to regularize the covariance matrix, using the following equation:
where k is a regularization parameter (0
is the dimension of the input space, traceR is the sum of elements on the diagonal of the covariance matrix R, and s is the identity matrix. This approach is called regularized discriminant analysis (RDA). When k 0 we get the LDA classi®er, and when k 1, the RDA approach corresponds with the nearest means classi®er where the input pattern is assigned to the class with the closest mean.
Test results
We generated a training sample set containing two classes of vectors. The vectors were distributed according to multivariate normal density functions. Both classes had the same covariance matrix R but dierent mean vectors l 1 and l 2 :
where l 10 and r 2 100X The ®rst seven coordinates in l 1 and l 2 are dierent and serve as strong features; all other coordinates are identical and serve as noisy features. The two classes are not separable; there are vectors from one class that lie within the decision area of the other class and vice versa. The minimal error rate for the above distribution parameters may be easily calculated (Duda and Hart, 1973) and is about 7.4%. We applied an orthonormal matrix to the generated vectors. The resulting vectors had features that are actually weighted sums of the features of the original vectors, meaning that all their features were weak.
We used vectors with up to 900 features in order to check the feature extraction of the SVM. In all cases the generated TSS contained 90 vectors from each class. The support vector machine built a classi®cation rule according to the TSS. The classi®cation was checked using a test set of 1000 vectors from each class, distributed according to the same multivariate normal density functions.
We compared the error rate with the classi®-cation results obtained by using LDA and RDA classi®ers, where the values of the mean vector and the covariance matrix were estimated by (10)± (12) accordingly. For the RDA method we chose for each test the regularization parameter k which produced best classi®cation results. Table 1 presents the results obtained, rows represent the classi®cation methods and columns the number of features. The results displayed under each feature number are the average error rate percentage over 10 experiments.
We see that the quality of decision rules is deteriorating while the number of the input features is increasing. When the number of these features reaches some hundreds there is no major dierence between results obtained by RDA and SVM classi®ers. When the number of the input features is relatively small (10±50) all the classi®ers give much better results.
So, if one faces a problem with many input features of the type which is modeled here, and there is a domain knowledge which permit to perform feature extraction (selection) and to diminish the number of the input features, it should be done for all types of classi®ers including SVM.
Domain knowledge consideration
In the next two sections we demonstrate that in many problems there is a need to diminish the number of features in a feature space. This problem may be reduced to the problem how to choose the kernel uuY v that de®nes a scalar product.
We present an important theorem which can help to build kernel functions that take into consideration the domain knowledge of a problem, and demonstrate such a kernel function for texture image in which classi®cation is determined according to the interaction of neighborhood pixels. where each of the functions u i xY y complies with the condition of Mercer's theorem (3), then uxY y also complies with that condition and may be used as a kernel function for an SVM.
The proof is straightforward.
SVM neighborhood kernel function
Consider a two-dimensional image consisting of a matrix of w x Â x pixels. Furthermore suppose that from the domain knowledge it can be assumed that the classi®cation rule may be obtained as a result of neighborhood pixel interaction. Consider a central site with the index t and a relative numbering system for the geometric neighborhood of site t (see Fig. 1 ).
For each site t we de®ne the partial neighborhood kernel function of degree d 2: In this way 2 we de®ne a kernel that describes the mapping of the input space (described by the function value in w sites of the image) into a feature space that contains the products x i y i of the function values only in the neighborhood pixels. This signi®cantly diminishes the dimensionality of the feature space r in comparison with the general polynomial kernel function (5) x t x tXr x tXp y t y tXr y tXp X 17
Higher neighborhood kernel functions are de®ned in the same manner.
Texture recognition
Texture recognition is a natural problem which requires a strong capacity for feature selection. An image need not portray any particular object or form to be recognized. We can perceive certain aspects of the overall pattern of gray value changes in an aerial image of a forest or a swamp, in a wooden table top, or in a painted surface or car body. Texture refers to this perceived variation among gray values. Here we consider a few types of texture, each type generated by a certain form of Markov random ®eld. Since our purpose is to check the classi®cation rules built on the base of numerous weak features, we do not use dierent features based on ®rst and second order statistics.
Gibbs and Markov random ®elds
A random ®eld is a joint distribution imposed on a set of random variables representing objects of interest. For example, in two-dimensional images pixel intensities are random variables that impose statistical dependence spatially. Gibbs and Markov random ®elds may serve as models of visual texture, used to color a matrix of w x Â x pixels using a set of colors e f0Y 1Y F F F Y q À 1g (see Dubes and Jain, 1989) .
A discrete Gibbs random ®eld (GRF) provides a global model for an image by specifying a probability mass function in the following form:
The function x, where x is an w-place vector of colors, is called an energy function. The notion of a neighborhood is central to Markov random ®eld (MRF) models. Site j is a neighbor of site i (i T j) if the probability
depends on x j , the value of j . The usual neighborhood system in image analysis de®nes the ®rst order neighbors of a pixel as the four pixels sharing a side with the given pixel. Second-order neighbors are the four pixels sharing a corner. Higher order neighbors are de®ned analogously (see Fig. 1) . A random ®eld, with respect to a neighborhood system, is a discrete Markov one if its probability mass function satis®es the following three properties: 1. Positivity x b 0 for all x P X. 2. Markov property t x t j jt x jt t x t j dt x dt . 3. Homogeneity t x t j dt x dt is the same for all sites t. The notation jt refers to the set of all w sites, excluding site t itself. The notation dt refers to all sites in the neighborhood of site t, excluding site t itself.
Besag suggested a pairwise interaction model of the form The Derin±Elliott model can be expressed by using a scalar a and a vector h:
where sY À1 if , and 1 otherwise.
Random ®eld classi®cation
We generated two classes of random ®elds using (18), (20) and (21), one class generated according to the parameters a 1 , h 1 and the other according to a 2 , h 2 . Each random ®eld was represented by a black and white 32 Â 32 pixel matrix, where the pixel values are AE1. The TSS contained 100 random ®eld samples from each class, and the test set 200 dierent random ®eld samples from each of the two classes.
The following results show the percentage of support vectors out of the training sample sets and the error rate of the support vector classi®ers on the test sets. We also display a ®eld sample from each class of random ®elds.
Random ®eld classi®cation test number 1
See the ®elds samples in Fig. 2 , and the test results in Table 2 .
We see that for simple cases of very dierent classes, horizontal and vertical lines, all the kernel functions perform well, and the error rate on the test set is about zero for them all.
Random ®eld classi®cation test number 2
See the ®elds samples in Fig. 3 , and the test results in Table 3 .
In this case of diagonal lines which is not much more dicult than the previous case from a human point of view, the regular kernel functions fail to perform any reasonable classi®cation while the neighborhood kernel function demonstrates excellent performance.
Random ®eld classi®cation test number 3
See the ®elds samples in Fig. 4 , and the test results in Table 4 . This is another case where the regular kernel functions cannot classify the random ®elds, while the neighborhood kernel function performs well.
Detection of inhomogeneity in random ®elds
In the following tests the two classes of patterns contain random ®elds generated according to the same parameters a and h. Again each random ®eld was represented by a black and white 32 Â 32 pixel matrix, with pixel values AE1. A central part of the images in class 2 was replaced by an area with 
Kernel function Support vectors
Test set error rate 
Test set error rate The TSS contained 100 random ®eld samples from each class, and the test set 200 dierent random ®eld samples from each of the two classes. The percentage of support vectors out of the TSS, the error rate of the SVM on the test sets, and a ®eld sample from each class are given below.
Inhomogeneity detection test number 1
See the ®elds samples in Fig. 6 , and the test results in Table 5 .
We see that the standard kernel functions fail to perform detection, while the neighborhood kernel function still performs very well.
Inhomogeneity detection test number 2
See the ®elds samples in Fig. 7 , and the test results in Table 6 .
The polynomial, radial and neural network kernel functions classify very poorly in comparison to the neighborhood kernel function.
Inhomogeneity detction test number 3
See the ®elds samples in Fig. 8 , and the test results in Table 7 . Again only the neighborhood kernel function manages to perform inhomogeneity detection.
Observations
As mentioned at the beginning, an SVM with kernels (5)±(7) produces very good results in many applications. Here we considered some examples of texture recognition problems where for a given size of TSS the regular kernel functions de®ned by Vapnik, produce poor classi®cation results.
To understand these failures we need to examine the number of parameters which are used to build an SVM. The number of free parameters a i equals the size of the TSS, meaning that in these tests the SVM had 200 parameters to perform feature selection, in which it had to detect 1024 (32 Â 32 pixels) relevant neighborhoods out of the O1024 d total features generated by the kernel (5). The neighborhood kernel function (15) was de®ned to feed the SVM with only the signi®cant features, thus avoiding most of the feature selection process. This explains its success in classifying the random ®elds. Furthermore the neighborhood kernel function produced good classi®cation results with nearly no errors on the test sets, even when the training sample set was as small as 40 vectors.
According to a lemma by Vapnik (1995) , the percentage of support vectors of the TSS is an upper bound for the error rate using the SV classi®ers. The above results show that this bound may be a poor estimate for the error rate. The neighborhood kernel functions produce many support vectors, but the error rate of the classi®ers on the test sets was zero. These results were con®rmed using the leave-one-out method. The reason for the dierence between the bound and the error rate, is that the same classi®cation rule can be built with all or some of the support vectors. Since the SVM building process usually chooses all possible support vectors, and no procedure of minimizing the number of support vectors is used, their number is not always a good estimate for the error rate.
Texture recognition using an SVM demonstrates the importance of choosing a good kernel function for good classi®cation results. It also shows how one can include domain knowledge about the classes in the SV classi®er.
Conclusions
We consider the support vector machine to be an excellent universal learning machine which has demonstrated outstanding classi®cation abilities. It is easy to implement (once you solve the quadratic programming problem) and easy to use. Building an SVM does not require guessing parameters like the number of layers in a neural network or the branches of a decision tree. Solution of the quadratic programming problem automatically delivers the global maximum of the problem (1).
At the same time from our experiments we conclude that the feature selection is still needed while using an SVM. In Section 2 we demonstrate the need in feature selection in the input space d . In Sections 3 and 4 we demonstrate the need in feature selection in the feature space which may be reduced to ®nding a speci®c form of kernel that re¯ect a domain knowledge for a given type of problems. In the latter case we demonstrate that choosing an appropriate kernel may lead to a drastic improvement of the result from complete failure to errorless recognition. The problem of connection between feature selection and SVM has dierent aspects (see e.g. Bradley and Mangasarian, 1998) , but these problems are beyond the scope of this paper.
Another result of our experiments demonstrate that the error rate estimate based on the number of support vectors, is an unduly pessimistic bound, while using the neighborhood kernel for TR problem. In the future we should ®nd out if this phenomenon takes place for other applications of SVM.
