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Hybrid variational quantum algorithms have been proposed for simulating many-body quantum
systems with shallow quantum circuits, and are therefore relevant to Noisy Intermediate Scale
Quantum devices. These algorithms are often discussed as a means to solve static energy spectra
and simulate the dynamics of real and imaginary time evolutions. Here we consider broader uses
of the variational method to simulate general processes. We first show a variational algorithm for
simulating the generalised time evolution with a non-Hermitian Hamiltonian, such as parity-time
symmetric Hamiltonians. Then we consider linear algebra tasks including solving linear systems
of equations and matrix-vector multiplications, vital components in many fields including machine
learning and optimisation. We convert the linear algebra tasks into dynamics problems and show
how they can be simulated with the algorithm for generalised time evolution. Furthermore, when
considering matrices that are products of small matrices, we also propose an alternative variational
algorithm that can realise matrix-vector multiplication with a simpler circuit. Finally, we focus
on open quantum systems and apply the developed methods to the variational simulation of the
stochastic Schro¨dinger equation. We numerically test our theory with a three-qubit 1D Ising model
under relaxation.
Introduction.—Variational algorithms have been devel-
oped as a powerful classical tool for simulating many-
body quantum systems [1–5]. The core idea is based on
the intuition that physical states with low energy gen-
erally belong to an exponentially small manifold of the
whole Hilbert space. As quantum circuits can efficiently
prepare states that may not be efficiently represented
classically, the variational method has been recently gen-
eralised to the quantum regime with trial states effi-
ciently prepared by quantum hardware and information
extracted from a coherent measurement of the state [6–
26]. The trial state in variational quantum algorithms
can be prepared with shallow quantum circuits [27–
30], which can be robust to a certain amount of device
noise and is compatible with near-term Noisy Interme-
diate Scale Quantum (NISQ) hardware [31]. Variational
quantum algorithms can be utilised for efficiently find-
ing energy spectra [7–12, 19, 21–25, 32] and simulating
real time Schro¨dinger evolution [13, 33] of classically in-
tractable many-body systems. Although quantum cir-
cuits are unitary operations, the variational algorithm is
not limited to energy minimisation and unitary processes
and it can be used to simulate dissipative imaginary time
evolution that cannot be straightforwardly mapped to
unitary gates [20, 34].
In this work, we study the capability of variational
quantum algorithms and show that they are not limited
to these problems. First, we propose a variational quan-
tum algorithm for simulating the generalised time evolu-
tion defined in Eq. (1) below. Our algorithm can be re-
garded as a unified framework for simulating general time
evolutions, which incorporates the special cases of real
and imaginary time evolutions [13, 20, 34]. This frame-
work also works for non-Hermitian quantum mechan-
ics [35–37] that describes nonequilibrium processes [38],
parity-time symmetric Hamiltonians [39–41], open quan-
tum systems [42], etc.
Next, we focus on problems of linear systems of equa-
tions and matrix-vector multiplications, which are im-
portant in many fields including machine learning and
optimisation [43, 44]. Various algorithms have been de-
veloped for linear systems of equations with universal
quantum computers [45–52], which have profound appli-
cations in quantum machine learning [53–57]. However
they generally require a long depth circuit that relies on a
fault tolerant quantum computer. In this work, we intro-
duce variational quantum algorithms for these two tasks.
For general sparse matrices, we show how solutions of
these two tasks can be converted into a generalised time
evolution, which can be variationally simulated. For spe-
cial matrices that are products of small matrices that
only involve a constant number of qubits, the solutions
can be even more easily obtained only with variational
real and imaginary time evolution.
Finally, we combine the developed variational al-
gorithms to simulate the evolution of open quantum
systems [58–60]. Under the description of the stochastic
Schro¨dinger equation, the evolution of open quantum
systems can be regarded as an average of wave functions
that undergo a continuous measurement induced from
the environment [60, 61]. The evolution of each wave
function is composed of two processes that can be
both simulated with variational algorithms: It may
continuously evolve under the generalised time evolution
with the system Hamiltonian and the damping effect
due to continuous measurement; alternatively the state
discontinuously jumps according to the measurement
results. The continuous process can be described by
the generalised time evolution, and the jump process is
a matrix-vector multiplication process. Simulating the
evolution of general open quantum systems is of great
importance for understanding any quantum system
2that interacts with an environment. Existing quantum
algorithms [62–67] for simulating open quantum sys-
tems generally require deep quantum circuits. As our
algorithm is compatible with shallow circuits, it can be
realised with NISQ hardwares.
Generalised time evolution.—We first introduce varia-
tional quantum simulation of generalised time evolution,
d
dt
|v(t)〉 = |dv(t)〉 , (1)
with |dv(t)〉 =∑j Aj(t) |v′j(t)〉. Here, Aj(t) is a time de-
pendent general sparse (non-Hermitian) operators, |v(t)〉
is the system state, and each of |v′j(t)〉 can be either
|v(t)〉 or any known state that can be efficiently pre-
pared with a quantum circuit. The states |v(t)〉 and
|v′j(t)〉 can be (un)normalised states |v(t)〉 = α(t) |ψ(t)〉,
|v′j(t)〉 = α′j(t) |ψ′j(t)〉 with normalisation factors α(t)
and α′j(t), respectively. In practice, we assume that Aj(t)
can be decomposed as a linear combination of Pauli op-
erators Aj(t) =
∑
i λi(t)σi with complex coefficients λi
and a polynomial (to the system size) number of tensor
products of Pauli matrices σi.
In variational quantum simulation, instead of directly
simulating the dynamics, we assume that the state can be
represented by parameterised quantum states |v(~θ(t))〉 =
α(~θ0(t)) |ϕ(~θ1(t))〉 with ~θ := (~θ0, ~θ1). Then we project
the original evolution to the evolution of the parameters
via McLachlan’s principle [68],
δ‖(∂/∂t |v(~θ(t))〉 −∑
j
Aj(t) |v′j(t)〉
)‖ = 0, (2)
where ‖ |ψ〉 ‖ = 〈ψ|ψ〉. By minimising the distance be-
tween the true evolution and the evolution of the param-
eterised states, we find the equation of parameters as∑
j
M˜k,j θ˙j = V˜k. (3)
Here the coefficients are linear sums of state over-
laps, where each term can be efficiently measured
with quantum circuits. We specify the detailed
derivation, expression of the coefficients and the
quantum circuits in Supplementary Materials. We
consider two examples: real and imaginary time
evolution [13, 20, 34] with |dv(t)〉 = −iH |v(t)〉
and |dv(t)〉 = (−H − 〈v(t)|H |v(t)〉) |v(t)〉, respec-
tively [13, 20, 34]. Suppose |v(t)〉 = |ϕ(~θ(t))〉,
then M˜ = Re
(
∂〈ϕ(~θ(t))|
∂θi
∂|ϕ(~θ(t))〉
∂θj
)
is the
same for both real and imaginary time evolu-
tion; and V˜ is Im
(
∂〈ϕ(~θ(t))|
∂θi
H |ϕ(~θ(t))〉
)
and
−Re
(
∂〈ϕ(~θ(t))|
∂θi
H |ϕ(~θ(t))〉
)
for real and imaginary
time evolution, respectively. To measure M˜ or V˜ , we
generally need an extra ancillary qubit with controlled
operations applied between the ancilla and the system
state. Interestingly, it was recently shown that the
ancilla and the constant number of controlled operations
can be reduced [69].
Variational algorithms for linear algebra.—Next we fo-
cus on solving linear systems of equations and matrix-
vector multiplications. For a sparse square matrix M
and a state vector |v0〉, we aim to find
|vM−1〉 =M−1 |v0〉 or |vM〉 =M|v0〉, (4)
for these two approximations respectively. We first focus
on matrix-vector multiplication by introducing a dynami-
cal process that evolves the initial vector |v0〉 to the target
state |vM〉. The natural evolution path is via a linear ex-
trapolation between |v0〉 and |vM〉 as |v(t)〉 = E(t) |v0〉
with E(t) = t/T · M + (1 − t/T )I, |v(0)〉 = |v0〉, and
|v(T )〉 = |vM〉. Different evolution paths can be also
considered. For example, in the conventional Hamilto-
nian simulation scenario, we have M = e−iHT and it
corresponds to an exponential extrapolation. We also
consider linear extrapolation between normalised states
in Supplementary Materials and we leave the discus-
sion of other possible evolution paths to future works.
Given the evolution via linear extrapolation, the time
derivative equation of |v(t)〉 is ∂
∂t
|v(t)〉 = G |v(0)〉, with
G =
(M − I)/T . This corresponds to the case with
A(t) = G and |v′(t)〉 = |v(0)〉 in Eq. (1), which can be
variationally simulated.
We now introduce a second method for realising
matrix-vector multiplication with only real and imag-
inary time evolution. This method assumes an effi-
cient singular value decomposition of M as M = UDV ,
with unitary matrices U , V and diagonal matrix D with
non-negative entries. Suppose the unitary matrices U
and V can be represented by U = exp(−iHUTU) and
V = exp(−iHV T V ) with time TU and T V , respectively,
then the multiplication of U and V can be realised by
evolving the state with Hamiltonian HU and HV via
variational real time simulation. Given a spectral decom-
position of U =
∑
j e
iλj |λj〉 〈λj | with λj ∈ R, we can set
HU = −∑j λj/TU |λj〉 〈λj | and similarly for V . To re-
alise the diagonal matrix D, we first define a correspond-
ing HamiltonianHD, such thatD ≈ exp(−HDTD). Sup-
pose Dk =
∑
j aj |j〉 〈j|, the Hamiltonian HD is given
by −HDT =∑aj 6=0 log(aj) |j〉 〈j|+ α∑aj=0 |j〉 〈j|, with
properly chosen large constant α satisfying α≫ log(aj).
Therefore, we can define an unnormalised imaginary time
evolution d|v(τ)〉
dτ
= −HD |v(τ)〉, so that the initial vec-
tor |v0〉 is evolved to D |v0〉 from τ = 0 to τ = T . This
second method is easier to implement; it requires the sin-
gular value decomposition of M and evolution operator
for the unitary and diagonal matrices. Although these
assumptions are restrictive, they are natural when con-
sidering matrices M that are products of matrices that
3only involve a few qubits, i.e., M = M1 ⊗ · · · ⊗ ML
with Mi acting on a small constant number of qubits.
We will shortly show that this variational algorithm is
particularly useful for simulating the jump process of the
stochastic Schro¨dinger equation.
We now discuss the solution of the linear equation
M|vM−1〉 = |v0〉 with invertible matrix M. We
consider the extrapolation between |v0〉 and |vM−1〉 as
E(t) |v(t)〉 = |v0〉 with E(t) = t/T · M +
(
1 − t/T )I,
|v(0)〉 = |v0〉, and |v(T )〉 = |vM−1〉. The derivation
equation of |v(t)〉 is E(t) ∂
∂t
|v(t)〉 = −G(t) |v(t)〉 with
G(t) =
(M− I)/T . Although this is slightly different
from the generalised time evolution of Eq. (1), we can
still simulate it with the variational method by assuming
|v(t)〉 = |ϕ(~θ(t))〉. With McLachlan’s variational princi-
ple [68], we have the evolution equation as Eq. (3) with
coefficients M˜k,j = Re
(
∂〈ϕ(~θ(t))|
∂θk
E†(t)E(t)∂|ϕ(
~θ(t))〉
∂θj
)
and V˜k = −Re
(
∂〈ϕ(~θ(t))|
∂θk
E†(t)G(t) |ϕ(~θ(t))〉
)
. Therefore
we can calculate M−1 |v0〉 by measuring the coefficients
and evolving the parameters accordingly. We refer the
reader to Supplementary Materials for the detailed
derivation and the quantum circuits to implement this
algorithm.
Open system simulation.—Now, we apply the devel-
oped variational algorithms to simulate the stochastic
mater equation of open quantum systems. Note that this
approach differs from that in Ref. [34] where the evolution
of the Lindblad master equation is directly simulated us-
ing a method that requires two copies of the states. Our
scheme here only require one copy of the state. Suppose
the dynamics of open quantum systems is described by
the Lindblad master equation,
d
dt
ρ = −i[H, ρ] + Lρ. (5)
Here, the system Hamiltonian is H and the interac-
tion with the environment Lρ is described by Lρ =∑
k
1
2 (2LkρL
†
k − L†kLkρ − ρL†kLk), with Lindblad oper-
ators Li. Although the Lindblad master equation di-
rectly evolves the density matrix, it is equivalent to the
stochastic Schro¨dinger equation by averaging the trajec-
tory of each pure state evolved under continuous mea-
surements [60, 61]. Because the measurement process is
stochastic, the wave function has a stochastic evolution.
Given this Lindblad master equation, the stochastic
Schro¨dinger equation for each single trajectory |ψc(t)〉 is
d |ψc(t)〉 =
(
−iH − 1
2
∑
k
(L†kLk − 〈L†kLk〉)
)
|ψc(t)〉 dt
+
∑
k
[(
Lk |ψc(t)〉
||Lk |ψc(t)〉 || − |ψc(t)〉
)
dNk
]
,
(6)
where d |ψc(t)〉 = |ψc(t+ dt)〉 − |ψc(t)〉, and dNk ran-
domly takes either 0 or 1 which satisfies dNkdNk′ =
δkk′dNk and E[dNk] = 〈ψc(t)|L†kLk |ψc〉 dt. At each time
t, we can assume a positive obervable valued measure-
ment {O0 = I−
∑
k L
†
kL, Ok = L
†
kL} happens. For mea-
surement outcome Ok, the state discontinuously jumps
to Lk |ψc(t)〉 /‖Lk |ψc(t)〉 ‖ with probability E[dNk]. And
the total jump probability is γ(t) =
∑
k E[dNk]. For out-
come O0 with probability 1− γ(t), we have dNk = 0, ∀k
and the state evolves under the generalised time evolu-
tion with operator
A = −iH − 1
2
∑
k
(L†kLk − 〈L†kLk〉). (7)
Here, −iH corresponds to the conventional real time
Schro¨dinger evolution with Hamiltonian H and the other
terms can be understood as a normalised damping pro-
cess. Therefore, the whole process is composed of two
parts: the continuous process governed by the first term
and the quantum jump process described by the second
term.
Now, we show how to simulate stochastic Schro¨dinger
equation using the Monto Carlo method. Suppose the
state jumps at time t, then at time t+ τ , the probability
p(t+ τ) that the state does not jump is
p(t+ τ) = e−Γ(t+τ), (8)
with Γ(t + τ) =
∫ t+τ
t
γ(t′)dt′. When jump happens at
time t, a uniform random number q ∈ [0, 1] is generated.
Then the time of the next jump is determined by accu-
mulating time τ until we have p(t+ τ) = q. When jump
happens, a random number q′ ∈ [0, 1] is generated to de-
termine which jump operator to apply at each timestep.
The state is updated to Lk |ψc(t)〉 /‖Lk |ψc(t)〉 ‖ if q′ ∈
[γ˜k−1(t), γ˜k(t)], where
γ˜k(t) =
∑k
l=1 〈ψc(t)|L†lLl |ψc(t)〉∑NL
l=1 〈ψc(t)|L†lLl |ψc(t)〉
, (9)
and NL is the number of the Lindblad operators. Con-
sidering discretised time with initial state |ψc(0)〉, the
stochastic Schro¨dinger equation from time 0 to T can be
simulated as follows.
Algorithm 1 Stochastic evolution equation
1: Set Γ = 0 and generate a random number q ∈ [0, 1].
2: for t = 0 : dt : T do
3: if e−Γ≥q then
4: Evolve the state |ψc(t)〉 under A in Eq. (7).
5: Calculate γ(t) =
∑
k
〈ψc(t)|L†kLk |ψc〉 dt.
6: Update Γ = Γ + γ(t).
7: else
8: Calculate γ˜k(t) in Eq. (9)
9: Generate a random number q′ ∈ [0, 1].
10: if q′ ∈ [γ˜k−1(t), γ˜k(t)] then
11: Update |ψc(t)〉 to Lk |ψc(t)〉 /‖Lk |ψc(t)〉 ‖.
12: Reset Γ = 0 and randomly generate q ∈ [0, 1].
4Now we show how to simulate the stochastic
Schro¨dinger equation, Algorithm 1, with the variational
algorithms developed in this work. Suppose the state
|ψc(t)〉 at time t can be represented by the parametrised
state |φc(~θ(t))〉 prepared by a quantum computer. We
can simulate step 4, i.e., the evolution under operator A
defined in Eq. (7), with the algorithm for generalised time
evolution. Specifically, we can evolve the parameters ac-
cording to Eq. (3) with M˜k,j = Re
(
∂〈ϕ(~θ(t))|
∂θk
∂|ϕ(~θ(t))〉
∂θj
)
,
V˜k = Re
(
〈ϕ(~θ(t))| (−iH − (L− 〈L〉))∂|ϕ(~θ(t))〉
∂θk
)
, and
L = 12
∑
k L
†
kLk. The values of γ(t) and γ˜k(t) at step
5 and 8, respectively, can be efficiently measured. The
jump at step 11 can be realised by the variational
algorithms for matrix-vector multiplication. Especially,
when considering Lk as a product of operators of
each qubits, it can be efficiently realised also with the
singular value decomposition method. In practice, we
consider sparse Hamiltonian and Lindblad operators
Lk, therefore all the measurements can be efficiently
evaluated. We refer the reader to Supplementary Ma-
terials for a detailed resource estimation of our algorithm.
Numerical simulation.—Now we show an example of
variational quantum simulation of a three-qubit dissipa-
tive 1D Ising model with a transverse field and open
boundary, discussed in Ref. [70–73]. With the Lind-
blad master equation as in Eq. (5), the Hamiltonian is
HI = J/4
∑2
i=1 ZiZi+1+hX
∑3
i=1Xi+hZ
∑3
i=1 Zi with
Pauli matrices Xi, Yi, and Zi on the i
th spin. The Lind-
blad terms are Li =
√
γσ−i with σ
−
i = |0〉 〈1|j being the
lowering operator acting on the ith spin. In our simula-
tion, we set J = 1, hX = 1, hZ = 0, and γ = 1. The
initial state is |ϕ(0)〉 = |0〉1 |0〉2 |0〉3, and we simulate
the evolution from t = 0 to t = 10. In our simulation,
we make use of the Hamiltonian ansa¨tz [74] as shown in
Fig. 1 with ten parameters.
|0〉
1
RZZ(θ1)
RX(θ3)
U(θ6, . . . , θ10)
✌
✌
|0〉
2
RZZ(θ2)
RX(θ4) ✌✌
|0〉
3 RX(θ5)
✌
✌
FIG. 1. Hamiltonian ansa¨tz in our numerical simulation.
The single qubit gate is defined by RX(θi) = e
−iθiX and
the two qubit gate is RZZ(θi) = e
−iθiZ⊗Z . The last gate
U(θ6, . . . , θ10) is a repetition of the first five gates with five
different parameters. In total, there are ten parameters.
To simulate quantum jumps induced by Lindblad op-
erators, we use the singular value decomposition method.
We decompose the jump operator σ− as |0〉 〈1| =
|0〉 〈0|X . Suppose |0〉 〈1| = UDV , we can see that U = I,
D = |0〉 〈0|, V = X . To realise the V operator, we set
HV = X and TV = π/2 such that X = exp(−iHV TV ).
0 2 4 6 8 10
Time
-0.2
0
0.2
0.4
0.6
0.8
1
 
Z 1
Exact evolution
Variational simulation
0 2 4 6 8 10
Time
-8
-6
-4
-2
0
2
4
6
Er
ro
r
10-3
FIG. 2. The comparison between the exact evolution and the
variational simulation from t = 0 to t = 10. The Y axis is the
average of the Z1 operator. The time step is δt = 0.01. The
result of the variational algorithm is averaged over Ntrial =
8 × 104 times. The inset shows the difference between the
exact evolution and the variational simulation result.
Then we evolve the state under Hamiltonian HV for time
TV with time step δtV = 0.01 to haveX |ϕ(~θ)〉. To realise
D = |0〉 〈0|, we setHD = |1〉 〈1| and TD = 10 so thatD ≈
exp(−HDTD). Then we realise D |ϕ(~θ)〉 /‖D |ϕ(~θ)〉 ‖ by
using the normalised variational imaginary time evolu-
tion with total time TD and time step δtD = 0.1.
In Fig. 2, we show the simulation results and compare
it with the exact solution. We measure the average value
of Z1 and we can see that the variational simulation re-
sult agrees well with the exact solution with a deviation
less than 10−2.
Discussion.— To summarise, we extend the variational
quantum simulation method to general processes, includ-
ing the generalised time evolution, matrix-vector multi-
plication, and the evolution of open quantum systems.
Our algorithm for simulating the generalised time evo-
lution can be applied to simulate non-Hermitian quan-
tum mechanics [35–37] including nonequilibrium pro-
cesses [38] and parity-time symmetric Hamiltonians [39–
41]. Especially, it is shown in Ref. [41] that a quan-
tum state can evolve to the target state faster with non-
Hermitian parity-time symmetric Hamiltonians than the
case with Hermitian Hamiltonians. Therefore, our varia-
tional algorithm for simulating the generalised time evo-
lution may also be useful for designing faster quantum
computing algorithms. Meanwhile, the proposed algo-
rithms are compatible with NISQ hardwares and can be
further combined with the recently proposed quantum
error mitigation techniques [13, 17, 75–80].
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7SUPPLEMENTARY MATERIALS: VARIATIONAL QUANTUM SIMULATION OF GENERAL
PROCESSES
VARIATIONAL QUANTUM SIMULATION OF REAL AND IMAGINARY TIME EVOLUTION
We first review the variational quantum algorithms for simulating real and imaginary time evolution introduced in
Ref. [13] and [20], respectively, as we generalise these algorithms to propose our new algorithm for general processes.
We refer the reader to Ref. [34] for a comprehensive derivation of quantum variational algorithms from various
variational principles — the Dirac and Frenkel variational principle, the McLachlan’s variational principle, and the
time-dependent variational principle.
The real time evolution is described by the Schro¨dinger equation,
d |ψ(t)〉
dt
= −iH |ψ(t)〉 , (10)
with Hermitian HamiltonianH . Instead of directly simulating the real time dynamics with the Hamiltonian simulation
algorithms [81–85], the variational method assumes that the quantum state |ψ(t)〉 is prepared by a parametrised
quantum circuit, |ϕ(~θ(t))〉 = RN (θN ) . . . Rk(θk) . . . R1(θ1) |0¯〉 with each gateRk(θk) controlled by the real parameter θk
and the reference state |0¯〉. Here, we denote ~θ = (θ1, θ2, . . . , θN ). According to McLachlan’s variational principle [68],
the real time dynamics of |ψ(t)〉 can be mapped to the evolution of the parameters ~θ(t) by minimising the distance
between the ideal evolution and the evolution induced of the parametrised trial state,
δ‖(∂/∂t+ iH) |ϕ(~θ(t))〉 ‖ = 0, (11)
where ‖ |ϕ〉 ‖ = 〈ϕ|ϕ〉 is the norm of |ϕ〉. The solution is∑
j
Mk,j θ˙j = Vk, (12)
with coefficients
Mk,j = Re
(
∂ 〈ϕ(~θ(t))|
∂θk
∂ |ϕ(~θ(t))〉
∂θj
)
,
Vk = Im
(
〈ϕ(~θ(t))|H ∂ |ϕ(
~θ(t))〉
∂θk
)
.
(13)
For imaginary time evolution, the normalised Wick-rotated Shro¨dinger equation is obtained by replacing t = iτ in
Eq. (10),
d |ψ(τ)〉
dτ
= −(H − 〈ψ(τ)|H |ψ(τ)〉) |ψ(τ)〉 . (14)
Applying a similar procedure for real time evolution, the imaginary time evolution is mapped to the evolution of the
parameters via McLachlan’s principle,
δ‖(∂/∂τ +H − 〈H〉) |ϕ(~θ(t))〉 ‖ = 0. (15)
The evolution of the parameters is ∑
j
Mk,j θ˙j = Ck, (16)
with M given in Eq. (13) and C defined by
Ck = −Re
(
〈ϕ(~θ(t))|H ∂ |ϕ(
~θ(t))〉
∂θk
)
. (17)
The M , V , and C terms can be efficiently measured with quantum circuits. Considering gate based circuits, the
derivative of the each parameterised gate can be expressed as
∂Rk
∂θk
=
∑
i
gk,iRkσk,i, (18)
8where σk,i are unitary operators and gk,i are complex coefficients. The derivative of the trial state can be written as
∂ |ϕ(~θ(t))〉
∂θk
=
∑
i
gk,iRk,i |0¯〉 , (19)
where
Rk,i = RNRN−1 · · ·Rk+1Rkσk,i · · ·R2R1. (20)
The Mk,j terms can be expressed as
Mk,j =
∑
i,j
ℜ
(
g∗k,pgj,q 〈0¯|R†k,pRj,q |0¯〉
)
. (21)
Similarly, considering sparse Hamiltonian with decomposition H =
∑
j λjσj , λj ∈ R, we have Ck and Vk as
Vk =
∑
i,j
Re
(
ig∗k,iλj 〈0¯|R†k,iσjR |0¯〉
)
,
Ck = −
∑
i,j
Re
(
g∗k,iλj 〈0¯|R†k,iσjR |0¯〉
)
,
(22)
All the M , C, and V terms can be written in the form
aRe
(
eiθ 〈0¯|U |0¯〉) ,
where a, θ ∈ R depend on the coefficients, and U is a unitary operator of either R†k,pRj,q or R†k,iσjR. We can calculate
M , C, and V by using the quantum circuit shown in Fig. 3.
(|0〉 + eiθ |1〉)/√2 X • X • H ✌✌
... ...
|0¯〉 R1 Rp−1 σk,p Rp Rq−1 σj,q
(a)
(|0〉 + eiθ |1〉)/√2 X • X • H ✌✌
... ...
|0¯〉 R1 Ri−1 σk,i Ri RN σj
(b)
FIG. 3. Quantum circuits that evaluate (a) Re(eiθ 〈0¯|R†k,pRj,q |0¯〉) and (b) Re(eiθ 〈0¯|R†k,iσjR |0¯〉).
DERIVATION OF THE TIME DERIVATIVE EQUATION FOR PARAMETERS FOR GENERAL TIME
DERIVATIVE EQUATION
Now, we consider variational simulation of the generalised time derivative equation,
d
dt
|v(t)〉 =
∑
j
Aj(t) |v′j(t)〉 . (23)
By parametrising |v(t)〉 and |v′j(t)〉 as |v(~θ(t))〉 and |v′(~θ′j(t))〉, with McLachlan’s principle, we have
δ
∥∥∥∥∥∥
∑
i
∂ |v(~θ(t))〉
∂θi
θ˙i −
∑
j
Aj(t) |v′(~θ′j(t))〉
∥∥∥∥∥∥ = 0. (24)
9This is equivalent to
∂
∂θ˙k
∥∥∥∥∥∥
∑
i
∂ |v(~θ(t))〉
∂θi
θ˙i −
∑
j
Aj(t) |v′(~θ′j(t))〉
∥∥∥∥∥∥
=
∂
∂θ˙k

∑
i
∂ 〈v(~θ(t))|
∂θi
θ˙i −
∑
j
〈v′(~θ′j(t))|A†j(t)



∑
l
∂ |v(~θ(t))〉
∂θl
θ˙l −
∑
j
Aj(t) |v′(~θ′j(t))〉

 = 0 ∀k.
(25)
Hence, we have
∑
j
(
∂ 〈v(~θ(t))|
∂θk
∂ |v(~θ(t))〉
∂θj
+
∂ 〈v(~θ(t))|
∂θj
∂ |v(~θ(t))〉
∂θk
)
θ˙j
=
∑
j
∂ 〈v(~θ(t))|
∂θk
Aj |v′j(~θ′j(t))〉+ h.c,
(26)
which leads to Eq. (3) in the main text.
∑
j
M˜k,j θ˙j = V˜k,
By substituting |v(~θ(t))〉 = α(~θ0(t)) |ϕ(~θ1(t))〉 and |v′(~θ′j(t))〉 = α′(~θ′0j(t)) |ϕ(~θ′1j(t))〉, we have
M˜k,j = Re
(
|α(~θ0(t))|2 ∂ 〈ϕ(
~θ1(t))|
∂θk
∂ |ϕ(~θ1(t))〉
∂θj
)
+Re
(
∂α∗(~θ0(t))
∂θk
α(~θ0(t)) 〈ϕ(~θ1(t))| ∂ |ϕ(
~θ1(t))〉
∂θj
)
+Re
(
∂α∗(~θ0(t))
∂θj
α(~θ0(t)) 〈ϕ(~θ1(t))| ∂ |ϕ(
~θ1(t))〉
∂θk
)
+Re
(
∂α(~θ0(t))
∂θk
∂α∗(~θ0(t))
∂θj
)
,
V˜k = Re
(
∂α∗(~θ0(t))
∂θk
α′(~θ′0j(t)) 〈ϕ(~θ1(t))|Aj(t) |ϕ′j(~θ′1j(t))〉
)
.
+
∑
j
Re
(
α∗(~θ0(t))α
′(~θ′0j(t))
∂ 〈ϕ(~θ1(t))|
∂θk
Aj(t) |ϕ′j(~θ′1j(t))〉
)
.
(27)
Each element of M˜ can be efficiently computed with the quantum circuit in Fig. 3. V˜ can be computed as follows.
We denote U˜t and U˜
′
t to be the unitary circuit to prepare |ϕ(~θ1(t))〉 = U˜t |0¯〉 and |ϕ′j(~θ′1j(t))〉 = U˜ ′t |0¯〉. Replacing
Aj(t) =
∑
i λ
i
j(t)σi, the first term of each V˜k can be written in a form of
∑
l ajRe
(
eiφj 〈0¯| U˜ †t σj U˜ ′t |0¯〉
)
with aj , φj ∈ R
determined by α, α′, and λ. Each term in the summation can be efficiently computed using the quantum circuit
shown in Fig. 4.
MATRIX EVOLUTION FOR NORMALISED STATE
Here, we also consider the case where we are only interested in the normalised final state |ψ(t)〉 =
M|v0〉 /
√
‖M |v0〉 ‖. By extrapolating from |v0〉 /
√
‖ |v0〉 ‖ to |ψ(t)〉, we can similarly have an evolution of the
10
|0〉 + eiφl |1〉 • • X • X H ✌✌
|0¯〉 U˜ ′t σj U˜t
FIG. 4. The quantum circuit for evaluating V˜k.
state |ψ(t)〉 as
|ψ(t)〉 = E′(t) |ψ0〉 , (28)
with
E′(t) = N(t)
(
t
T
M+ (1 − t
T
)I
)
, (29)
and a normalisation factor
N(t) =
1√∥∥∥∥
(
t
T
M + (1− t
T
)I
)
|ψ0〉
∥∥∥∥
. (30)
The normalisation factor N(t) can be measured from the expectation values of M† +M and M†M for |ψ0〉. Given
the definition of the state |ψ(t)〉 at time t, the corresponding derivative equation is
d
dt
|ψ(t)〉 = N˙(t)
N(t)
|ψ(t)〉+N(t)G |ψ(0)〉 . (31)
Such an equation is also described by the generalised time evolution equation with |v(t)〉 = |ψ(t)〉, A1(t) = N˙(t)N(t)I,
A2(t) = N(t)G, |v′1(t)〉 = |ψ(t)〉 and |v′2(t)〉 = |ψ(0)〉.
DERIVATION OF THE TIME DERIVATIVE EQUATION OF PARAMETERS FOR SOLVING LINEAR
EQUATIONS
Here, we derive the time derivative equation of parameters for solving linear equations. Firstly, we consider the
extrapolation between |v(0)〉 = |v0〉 and |vM−1〉 =M−1 |v0〉 as E(t) |v(t)〉 = |v0〉, where
E(t) =
t
T
M+ (1 − t
T
)I. (32)
We differentiate both sides with t, to obtain
E(t)
d
dt
|v(t)〉+G(t) |v(t)〉 = 0 (33)
G(t) =
1
T
(M− I). (34)
Now, we parametrise the state |v(~θ(t))〉. According to McLachlan’s principle, we have
δ‖E(t) d
dt
|v(~θ(t))〉+G(t) |v(t)〉 ‖ (35)
= δ‖E(t)
∑
j
θ˙j
∂
∂θj
|v(~θ(t))〉+G(t) |v(~θ(t))〉 ‖ = 0, (36)
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which is equivalent to
∂
∂θ˙k
‖E(t)
∑
j
θ˙j
∂
∂θj
|v(~θ(t))〉+G(t) |v(~θ(t))〉 ‖ (37)
=
∂
∂θ˙k
[(∑
j
θ˙j
(
∂
∂θj
〈v(~θ(t))|
)
E†(t) + 〈v(~θ(t))|G†(t)
)
(38)
(
E(t)
∑
l
θ˙l
∂
∂θl
|v(~θ(t))〉+G(t) |v(~θ(t))〉
)]
= 0.
Then we obtain ∑
j
M˜k,j θ˙j = V˜k, (39)
where
M˜k,j = Re
(
∂ 〈v(~θ(t))|
∂θk
E†(t)E(t)
∂ |v(~θ(t))〉
∂θj
)
(40)
V˜k = −Re
(
∂ 〈v(~θ(t))|
∂θk
E†(t)G(t) |v(~θ(t))〉
)
. (41)
It is important to note that V˜k in Eq. (41) can be efficiently computed with the quantum circuit shown in Fig. 3.
M˜k,j can written as
M˜k,j =
∑
i,q,l
βlRe
(
g∗k,igj,q 〈0¯|R†k,iσlRj,q |0¯〉
)
(42)
where we set E†(t)E(t) =
∑
l βlσl, and σl is a Pauli operator. The quantum circuit to compute this value is shown
in Fig. 5,
(|0〉+ eiθ |1〉)/√2 • X • • X H ✌✌
... ... ...
|0¯〉 R1 Ri−1 σk,i Ri Rj−1 σj,q Rj+1 RN σl
FIG. 5. Quantum circuits that evaluate Re
(
g∗k,igj,q 〈0¯|R†k,iσlRj,q |0¯〉
)
.
RESOURCE ESTIMATION FOR SIMULATING STOCHASTIC SCHRO¨DINGER EQUATION
One trajectory of the Stochastic Schro¨dinger equation is composed of the continuous evolution and jumps processes.
The resource cost of the continuous evolution is similar to the one for real time evolution discussed in Ref. [13], which
is shown to be polynomial to the evolution time and system size. For the jump processes, as each jump is simulated
with real and imaginary time evolution, the resource cost of each jump is therefore also polynomial to the evolution
time and system size.
Then we discuss how many jump process occurs on average in the simulation of the Stochastic Schro¨dinger equation.
The averaged number of jump events during time from t to t+ dt is
〈ψc(t)|
∑
k
L†kLk |ψc(t)〉 dt. (43)
12
Therefore, the average number of jump events from t = 0 to t = T
Njump =
∫ T
0
〈ψc(t)|
∑
k
L†kLk |ψc(t)〉 dt,
≤ T
∥∥∥∥∥
∑
k
L†kLk
∥∥∥∥∥
∞
,
≤ T
∑
k
∥∥∥L†kLk∥∥∥
∞
,
(44)
where ‖L‖∞ = max eig(L) is the operator norm. For physical systems, we generally have ‖L†kLk‖∞ and the number
of Lindblad terms equal O(Poly(n)), where n is the system size and Poly(n) is a polynomial function of n. Therefore,
the averaged number of jumps is
Njump = O(T · Poly(n)). (45)
The number of jumps is much fewer when considering the case where each Lindblad operator only locally acts on
a constant subsystem. That is, we assume that L†kLk has orthogonal support to each other and ‖L†kLk‖ = O(1). In
this case, we have
∥∥∥∑k L†kLk∥∥∥
∞
= O(1) and hence
Njump = O(T ). (46)
To simulate the Stochastic Schro¨dinger equation, we also need to sample different random trajectories. When
we measure an observable O and hope to suppress the sampling error to ǫ = 1/
√
M , we need M random samples.
Therefore, the overall cost should also be multiplied byM . However, it is worth noting that every trajectory is exactly
parallel so the overhead M can be also constantly reduced.
