How does the brain integrate information from different senses into a unitary percept? What factors influence such multisensory integration? Using a rhythmic behavioral paradigm and functional magnetic resonance imaging, we identified networks of brain regions for perceptions of physically synchronous and asynchronous auditoryvisual events. Measures of behavioral performance revealed the existence of three distinct perceptual states. Perception of asynchrony activated a network of the primary sensory, prefrontal, and inferior parietal cortices, perception of synchrony disengaged the inferior parietal cortex and further recruited the superior colliculus, and when no clear percept was established, only the residual areas comprised of prefrontal and sensory areas were active. These results indicate that distinct percepts arise within specific brain sub-networks, the components of which are differentially engaged and disengaged depending on the timing of environmental signals.
Introduction
Integration of information received by the individual sensory systems provides us a coherent percept of the external environment (Stein and Meredith, 1993) . Such multisensory integration in the brain enhances our ability to detect, locate and discriminate external objects and events. Sensory inputs that are temporally, spatially and/or contextually congruent are more effective in eliciting reliable behavioral responses than incongruent inputs (Stein et al., 1989; Sekuler et al., 1993; Calvert, 2001; Frens et al., 1995; Calvert et al., 2004) . Incongruities can sometimes lead to dramatic perceptual illusions (e.g. the ventriloquist effect) (Bertelson and Radeau, 1981) . The relative timing of different sensory input signals is thus an important factor in multisensory integration and perception. Despite a few important studies suggesting that timing parameters influence multisensory processing (Bushara et al., 2001; see Calvert et al., 2004 for more references), our understanding of the underlying neural processes involved in multisensory integration for timing is still limited. To investigate the effects of relative timings of different sensory signals on multisensory phenomenon, we developed a rhythmic multisensory paradigm in the audio-visual domain motivated by the theoretical consideration of dynamical states of interacting phase oscillators. In this rhythmic paradigm, temporally congruent multisensory stimuli can be expected to cause a percept of synchrony, incongruent stimuli to cause a percept of asynchrony or a third possible perceptual state, the non-phase locked state, also known as phase wrapping or drift (Kelso, 1995) . This third perceptual state will be referred as drift or neutral percept because it represents failure in multisensory integration and is qualitatively different from the percept of asynchrony. This notion of multisensory integration in a rhythmic paradigm is in contrast with the traditional view, which we wish to elaborate in the subsequent theoretical discussion of weakly interacting oscillators.
Following Kuramoto (1984) , we represent the relative phase dynamics of weakly interacting periodic oscillators by the equation:
where U is the phase difference of the two oscillators, U˙is its derivative in time, and a n , b m and Δω are constant parameters. Here the actual mechanism of how the limit cycle is actually generated is of no relevance, but what matters is that the oscillation has a fixed period and is stable, i.e. it returns to its cycle after perturbations.
The oscillator amplitudes will generally vary as a function of the individual phases. When a coupling is introduced into the twooscillator system, then the oscillator phases will not be independent anymore, but will be captured by Eq. (1). All the dynamic properties, including the limit-cycle properties and nature of the coupling, will be absorbed in the coefficients a n , b m and Δω. The two latter coefficients characterize the symmetry breaking intrinsic to the two-oscillator system. Hence for two identical oscillators with symmetric coupling, b m and Δω are zero (see also Haken et al., 1985) . In most applied cases (Haken, 1996; Kelso, 1995) , b m www.elsevier.com/locate/ynimg NeuroImage 34 (2007) 764 -773 is close to zero and Δω captures the majority of the symmetrybreaking influence (Kelso et al., 1990) . The coefficients a n determine the phase dynamics in Eq. (1) and are limited to the first and/or second term, because the higher order contributions of the terms with coefficients a n for n > 2 generally average out (rotating wave approximation: Haken, 1983) . From this it follows that in-phase (Φ = 0) solutions and anti-phase (Φ = π) solutions always exist, whereas the stability is determined by the coefficients a n . Following this reasoning and a rescaling of the temporal units to eliminate one of the coefficients, we obtain a minimal equation for the dynamics of two interacting periodic oscillators
with only two free parameters, a and Δω. When we solve Eq. (2) numerically for randomly distributed initial conditions, we determine the resulting stable steady solutions as illustrated in Fig. 1 . Four distinct regimes can be identified: monostable antiphase, monostable in-phase, bistable in-and anti-phase, and a drift regime. The drift regime is obtained when the phases of the two oscillators do not lock and their phase difference Φ constantly changes. The bistable regime is defined by the overlapping stability regime of the in-phase solution of the bottom Fig. 1 and the antiphase solution of the top Fig. 1 . The major part of the outline of this region is indicated by the dashed line in Fig. 1 . Here the resulting steady solution depends only on the initial condition. The residual areas of the parameter space in Fig. 1 contain the areas with only one possible steady solution.
The above discussion of the phase dynamics of two weakly coupled periodic oscillators shows nicely that in any periodic experimental paradigm we expect the existence of anti-and in-phase solutions, a bistable regime and a drift regime (Kelso et al., 1990) . The details of the oscillator system under investigation will identify the extent of the stability regimes and symmetry breaking, but the general topology of the stability regimes in Fig. 1 will be conserved, though the actual structure can be distorted, reduced or increased in size. The only two free parameters, a and Δω, must then contain the entire information on the details of the system under investigation. In the context of a rhythmic multisensory paradigm involving two periodically driven sensory modalities, such as auditory and visual, the question arises if the present theory is applicable and multisensory integration actually involves the interaction of weakly coupled dynamic systems. Our theoretical considerations suggest the existence of two distinct perceptual states, a bistable regime and a regime (drift) in which both of these percepts are lost and no other clear percept is formed. Naturally the multisensory context suggests identifying the role of the in-phase state with the traditional notion of multisensory integration and the anti-phase state with segregation (Jirsa and Kelso, 2004) . It is conceptually intriguing to realize that our theoretical discussion implies an equivalence of perceptual integration and segregation in the sense that both represent stable steady states. The loss of a stable steady state results in a neutral percept and corresponds to 'drift'. This is in sharp contrast to traditional interpretations using paradigms following the hypothesis that segregation is loss of integration. This rhythmic paradigm not only affords a comparison of dichotomous conditions corresponding to congruent and incongruent stimuli but also allows us to ask the more subtle question of which brain networks underlie the formation and dissolution of these various multimodal percepts as stimulus timing parameters change.
It is well-known that multisensory processing is mediated by a widely distributed network of brain regions involving multisensory convergence zones in cortical regions such as the superior temporal sulcus, intraparietal sulcus, posterior insula and frontal regions including premotor, prefrontal and anterior cingulate (Jones and Powell, 1970; Seltzer and Pandya, 1989; Mesulam and Mufson, 1982) , as well as subcortical structures including the claustrum, the superior colliculus and the hippocampus (Mesulam and Mufson, 1982; Pearson et al., 1982; Mufson and Mesulam, 1989; Desimone and Cross, 1979; Vaadia et al., 1986; Duhamel et al., 1991; Meredith and Stein, 1996 ) (see for review Calvert et al., 2004) . Several recent studies suggest that multisensory interactions occur in unisensory areas and may not depend on feedback from higher cortical and subcortical areas (see Calvert et al., 2004; Schroeder and Foxe, 2005; Macaluso and Driver, 2005 for reviews). These results together may indicate that multisensory integration involves not only higher-level association cortices but also sensory-specific cortices.
Here we use functional magnetic resonance imaging and confirm the involvement of a distributed brain network for the multisensory processing of periodic auditory-visual stimuli. The relative timings of audio-visual stimuli play a crucial role in the formation and dissolution of stable percepts. By establishing several distinct perceptual states in timing parameter space of stimulus onset asynchrony (SOA) and stimulation rate, we further identify subnetworks responsive to multisensory integration in the perceptions of synchrony and asynchrony, and also to the failure of integration when no fixed percept is formed. The present results also highlight the specific roles of brain areas in different networks correlated with different perceptual states under periodic multisensory stimulation.
Materials and methods

Participants
Eighteen subjects, 25 to 37 years of age, participated in the behavioral experiment. All the subjects were in good health with (1) are plotted as isoclines dependent on parameters a and Δω for initial conditions close to in-phase (top) and antiphase (bottom). Both anti-phase and in-phase solutions exist up to an upper bound of Δω, beyond which there is only a drift regime. Bistable solutions exist in the mutually overlapping regime of anti-phase and in-phase solutions (in the region bounded by the dashed line). no history of psychiatric or neurological diseases. Informed consent was collected from each subject prior to the experiment, and the study was approved by the Florida Atlantic University Institutional Review Board. Sixteen subjects, only with robust percepts, were included in the final behavioral response analysis excluding others who reported the percept of synchrony throughout the entire timing parameter space. Thirteen of those subjects participated in the fMRI experiment.
Experimental tasks and stimuli
Behavioral experiment
The behavioral experiment consisted of two sessions: a training session with 5 conditions, in which the participants became familiarized with the task, and a consecutive session with a total of 59 conditions, each in a 40-s block. Fig. 2(a) shows the presentation of stimuli as a function of two timing parameters: stimulus onset asynchrony (SOA) (Δt) and stimulation rate ( f ). Stimulation rates were 0.5, 1, 1.5, 2, 3, and 3.5 Hz and SOAs were − 200, − 150, − 100, − 50, 0, 50, 100, 150, 200 ms. The participants were presented auditory and visual stimuli (440 Hz-30 ms tone from a speaker placed in front at a distance of 2.5 m and 30-ms flash from a red LED placed at the same location) at different timing parameters and asked to report their perceptions of each stimulus event. At the end of each run, the subjects were required to categorize the percept as 'simultaneous' (S) if they had perceived the tone and the flash as synchronized events throughout the run. If the perception of synchrony was not established, then subjects were instructed to classify their percept according to the following categories: 'AV (auditory stimuli precede visual stimuli)', 'VA (visual stimuli precede auditory stimuli)', or 'Can't tell'. The last category was described by the participants as equivalent to the phenomenon of phase drift ("the stimuli seemed to be together, then drifted and got back together again") or streaming ("the two stimuli were two separate entities, unrelated to each other"). In the remainder of the paper, we refer to this state of no clear percept by 'Drift'.
fMRI experiment
After the analysis of subjects' behavioral performance, we conducted the fMRI experiment using only those conditions that had produced highly consistent effects (stable percept or no fixed percept) among all the subjects (see Fig. 2 (a) shaded boxes). Before each fMRI session, subjects were presented with stimuli used in the training session of behavioral experiment as a reminder of the task. This is how we made certain that significantly consistent perceptual effects would be obtained inside the fMRI scanner.
The fMRI experiments consisted of three functional runs of sensory (auditory, visual and auditory-visual) stimulation, and rest conditions in an on-off block design. In the stimulation conditions, a series of 440 Hz-30 ms auditory tones and/or 30-ms visual red flashes were presented through a pair of goggles and earphones in the scanner. The first and second runs were each 27.3 min long with a 24-s-on and 18-s-off block repeated 3 times per condition. In the first and the second runs, there were 6 unimodal conditions and 7 bimodal conditions for the stimulation rates of 0.5, 1.5 and 3.0 Hz and SOAs (− 200, 0, 200), 0, (− 100, 0, 100) ms between the onsets of a pair of auditory tone and visual flash. Only combinations of SOAs and rates shown by shaded boxes in Fig.  2 (a) were performed. Subjects were instructed to perceive a pair of auditory and visual stimuli as simultaneous events maintaining the same level of attention toward either modality. The third run was 9.0 min long with a 3-s-visual instruction, 24-s-on and 18-s-off block repeated 6 times per condition. In this run, there were 2 bimodal conditions each with SOA of 100 ms presented at 1.0 Hz. In these two additional conditions, subjects were instructed with a visual cue at the beginning to perceive the stimuli either as simultaneous or as occurring in a sequence of auditory-visual (AV) stimuli. All of these conditions were presented in random order. Stimulus presentations were performed with the software, Presentation (Neurobehavioral Systems, Inc., San Francisco, CA).
fMRI image acquisition A 1.5 Tesla GE Signa scanner was used to acquire T1-weighted structural images and functional EPI images for the measurement of the blood oxygenation level-dependent (BOLD) effect (Kwong et al., 1992; Ogawa et al., 1992) . The acquisition scheme and parameters used for the functional scans (546 scans in the first and second sessions and 180 scans in the third session) were as follows: echo-planar imaging, gradient recalled echo, TR = 3000 ms, TE = 40 ms, flip angle = 90°, 64 × 64 matrix, 30 axial slices each 5 mm thick acquired parallel to the anterior-posterior commissural line.
fMRI data analysis
The data were preprocessed and analyzed using Statistical Parametric Mapping (SPM2; Wellcome Department of Cognitive Neurology, London, UK) (Friston et al., 1995 . Motion correction to the first functional scan was performed within subject using a six-parameter rigid-body transformation. All 13 subjects included in this analysis had less than 4 mm of translation in all directions and less than 2.0°of rotation about the three axes. The mean of the motion-corrected images was then coregistered to the individual's 30-slice structural image using a 12-parameter affine transformation. The images were then spatially normalized to the Montreal Neurological Institute (MNI) template (Talairach and Tournoux, 1988) by applying a 12-parameter affine transformation, followed by a nonlinear warping using basis functions (Ashburner and Friston, 1999) . These normalized images were interpolated to 2-mm isotropic voxels and subsequently smoothed with a 4-mm isotropic Gaussian kernel. A random-effects, model-based, statistical analysis was performed with SPM2 (Friston et al., 1995 in a two-level procedure. At the first level, a separate general linear model of the form: Y= Xβ + ε, was specified for each subject, where
T , and ε = N (0, σ 2 ). Each X 1 , X 2 ,…, X i consists of a series of zeros for the offblock and ones for the on-block, and represents different stimulation conditions in each functional run and 6 motion parameters obtained from the realignment. Thus, β = (X* T X*) − 1 X* T KY, where X* = KX, and K is a filter matrix dealing with non-sphericity due to possible serial correlations in the data Y. The individual contrast images were then entered into a secondlevel analysis, using a separate one-sample t-test for each term in the general linear model. Resulting summary statistical maps were then thresholded at p < 0.001 (uncorrected for multiple comparisons). These maps were overlaid on a high-resolution structural image in the Montreal Neurological Institute (MNI) orientation. We performed region of interest (ROI) analyses after anatomically defining the brain regions.
The masks covering ROIs were made by using SPM2 toolboxes: (i) MARINA (Masks for Region of Interest Analysis) (Walter et al., 2003) , (ii) AAL (automated anatomical labeling (Tzourio-Mazoyer et al., 2002) , and these masks were also crosschecked with a human brain atlas. We used (i) WFU-Pickatlas (Maldjian et al., 2003) to perform the ROI analysis, and (ii) Analysis of Functional Neural Images (AFNI) software (Cox, 1996) to extract time series from the ROIs. An interregional correlation analysis was performed to determine the networks of interdependent brain areas underlying different perceptual states.
Results
Behavioral performance
The number of subjects reporting a given percept allowed for a quantification of perceptual strength in the timing parameter space. These subjects' behavioral performance indicated that the perception of auditory-visual stimuli changed qualitatively according to the values of timing parameters. As shown in Fig. 2(a) , four distinct perceptions were observed: perception of (i) synchrony (S), (ii) auditory leading visual stimuli (AV), (iii) visual leading auditory stimuli (VA), and (iv) changing order of stimuli (drift, D), in which subjects could report no clear percept with three perceptual states: asynchrony (A), synchrony (S) and drift (D). Notice in Fig. 2(b) the perceptual region of synchrony is asymmetrical around the SOA, extended more toward auditory leading visual stimuli (p < 0.02, shown in Fig. 2(b) ). Below the stimulation rates of 2.5 Hz, perceptions of synchrony and asynchrony persisted, whereas above 2.0 Hz, there is a region of drift, or no fixed percept. Thus, in the timing parameter space of stimulus onset asynchrony stimulation rate explored here there exist three distinct percepts: asynchrony, synchrony and drift.
Brain activations
The main effect of crossmodal processing was obtained by combining all the bimodal stimulation conditions. Random effects analysis of combined bimodal versus rest conditions showed bilateral activations at p < 0.001 in the inferior frontal gyrus (I), superior temporal gyrus (II), middle occipital gyrus (III) and inferior parietal lobule (IV) (a sagittal slice at x = − 47.75 shown in Fig. 3 ). Interestingly, a negative contrast between bimodal conditions relative to rest was revealed in the posterior midbrain in the region of the superior colliculus (V), as shown in the coronal slice at y = − 30 in Fig. 3 . These results indicate that the network for multisensory processing of auditory-visual events is composed of a collection of cortical (sensory, parietal, and prefrontal) and subcortical (posterior midbrain) areas. Not all of these areas were active in unimodal stimulations alone. Table 1 shows all the activations (significance p < 0.001, uncorrected for multiple comparisons, cluster size > 10 voxels) due to bimodal stimulation.
Individual contrasts for bimodal conditions showed significant activations in the inferior parietal lobule for which the stimuli were perceived as asynchronous (+ 200 ms, 0.5 Hz), (−200 ms, 0.5 Hz) and (+100 ms, 1.0 Hz) (shown in Figs. 4(a-c) ). The associated mean time courses from the left inferior parietal lobule also showed significantly greater signal change (0.3%, p < 0.01) (not shown here). Activation of the inferior parietal lobule at (+ 100 ms, 1.0 Hz) corresponded to the percept of audition preceding vision. However, in the perceptual drift regime at (± 100 ms, 3.0 Hz), there was no significant activation in the inferior parietal cortex. Our results indicate that a network composed of frontal, auditory, visual and inferior parietal areas is crucial for the formation of this percept. On Table displays significantly activated brain areas, the anatomical location in MNI coordinates, cluster size (>10 voxels), T and z-scores at p < 0.001 (uncorrected for multiple comparisons) for all the bimodal conditions. The activations associated with negative contrasts are also listed with a negative sign attached to the names of the conditions. The following abbreviations are used in this table: M1 (modality 1), M2 (modality 2), A (auditory), V (visual), L (left), R (right), G (gyrus), SFG (superior frontal gyrus), STS (superior temporal sulcus), MOG (middle occipital gyrus), MFG (middle frontal gyrus), MeFG (medial frontal gyrus), PHG (parahippocampal gyrus), TTG (transverse temporal gyrus), IPL (inferior parietal lobule), and PM (posterior midbrain).
the other hand, the disengagement of the inferior parietal areas from the activated network was related to perceptual drift. Nine subjects were able to establish the percept of synchrony between auditory and visual stimuli for the timing parameters (+ 100 ms, 1.0 Hz). A negative contrast of task versus rest revealed activations in the posterior midbrain in the region of superior colliculus (shown in Fig.  4(d) ). Once again, a network of areas is seen to support the perception of auditory-visual synchrony. Only this time the network includes the superior colliculus and not the inferior parietal lobule. We combined the following conditions of run 1 and run 2: AV (± 200 ms, 0.5 Hz) for asynchrony, AV (0 ms, 0.5-3 Hz) for synchrony, and AV (± 100 ms, 3 Hz; 0 ms, 3 Hz) for drift, and performed the ROI analysis on the left and right inferior parietal areas and superior colliculus. With the same masks, we performed the ROI analysis on the conditions of asynchrony and synchrony from run 3. Table 2 shows that fMRI activations were significant (Family-wise multiple comparison corrections, P FWE-corr < 0.01) in the inferior parietal cortex during asynchrony and in the superior colliculus during synchrony, but were not significant in both areas during drift. We further grouped all the conditions in all runs according to the observed perceptual states; that is, AV (±200 ms, 0.5 Hz; 100 ms, 1 Hz) for asynchrony, AV (0 ms, 0.5-3 Hz; 100 ms, 1 Hz) for synchrony, and AV (± 100 ms, 3 Hz; 0 ms, 3 Hz) for drift, and performed interregional correlation analysis between frontal (F), auditory (A), visual (V), parietal (P) and superior colliculus (S or Sc). The conditions corresponding to asynchrony considered altogether include FAVP activations, those for synchrony include FAVS and for drift just FAV (Table 1) . Activations due to difference contrasts between conditions were also computed (see Supplementary material). For the interregional correlation analysis, we first made masks consisting of Frontal area (L + R inferior, middle, superior), Auditory area (L + R Heschls gyrus, superior temporal gyri/suci), Visual area (L + R Cuneus, inferior, middle occipital gyri), Parietal area (L + R inferior), and Superior colliculus (L + R)). Using this combined (FAVPS) mask, we extracted time-series from each voxel and then performed statistical tests to detect significant signal changes. The voxels that survived a significance level of p < 0.001 were entered into further correlation analysis. We next computed correlations of all the remaining voxel time series with on-off waveforms corresponding to the conditions for asynchrony, synchrony and drift. We further reduced the number of voxels by choosing a significance level for the correlation values of p < 0.01 and calculated the average time-series representative of the average activity in an area. We finally calculated pairwise cross-correlations between these average time series for asynchrony, synchrony and drift. The cross-correlation reflects the levels of interdependence between activated areas. Fig. 5 shows (i) the positively and negatively correlated brain areas with the on-off waveform for asynchrony, synchrony and drift (first row), (ii) the correlation values (second row), and (iii) the networks of brain areas based on the significant correlations (p < 0.01, except for S, which is p < 0.05; correlation between S with A not significant during synchrony) (third row). These results show how the components of the FAVPS network change and reorganize with perceptual states.
Discussion
To gain a better understanding of the neurophysiological basis of how different perceptual states arise in a multisensory context, we Activations (from the random-effects analysis) that are significant after Family-wise multiple comparison corrections at level P FWE-corr < 0.01 across the regions of interest, namely left and right inferior parietal and superior colliculus during asynchrony, synchrony and drift. The negative contrast is marked with −ve. The dash (-) represents not significant. Inferior parietal areas were active during asynchrony and the superior colliculus during synchrony.
developed a rhythmic multisensory paradigm motivated by ideas from the theory of informationally coupled dynamic systems (see also Lagarde and Kelso, 2006) . We found, at the behavioral level, the existence of three perceptual states (asynchrony, synchrony and drift) as a function of timing parameters: SOA and stimulation rate. The notions of perceptual states adopted here were based on how we describe the dynamical states of coupled and hence interacting oscillations. Behaviorally, either a percept (synchrony or asynchrony) was formed and remained the same (steady state), or no clear percept was formed or the percept changed (non-steady state) throughout the duration of stimulation. We regarded the loss of a stable steady state as equivalent with the onset of a perceptually neutral state and referred to it as 'drift'. The perception of synchrony was identified with multisensory integration and asynchrony with multisensory segregation, both characterized as stable steady states. Our fMRI results showed that prefrontal, auditory, visual, parietal cortices and midbrain regions re-grouped to form sub-networks responsive to these different perceptual states. These findings support the notion of a distributed network of brain areas in multisensory integration and segregation for timing, and further highlight the specific roles of the inferior parietal cortex and superior colliculus in multisensory processing (Bushara et al., 2001; Calvert et al., 2000) . The existing imaging, electrophysiological and anatomical literature points toward the fact that networks of brain areas, rather than any individual site, are involved in crossmodal processing although the components of these networks may be differentially responsive to synthesizing different types of crossmodal information (Calvert, 2001) . Studies of non-rhythmic tasks (Bushara et al., 2001; Assmus et al., 2003) have shown that the inferior parietal cortex is activated in the detection of asynchrony and in integrating spatial and temporal information. Primate studies also suggest that parietal cortex plays a role in time estimation (Leon and Shadlen, 2003) , and functions together with the prefrontal cortex in the monitoring of temporal intervals (Onoe et al., 2001) . Moreover, inferior parietal cortex appears to be involved in the perceptual analysis of gestures and complex actions (Hermsdorfer et al., 2001) . Anatomical studies in primates indicate that the auditory cortex projects to inferior parietal and prefrontal cortices (Poremba et al., 2003 ) the cells of which have been observed to associate with visual and auditory stimuli across time (Fuster et al., 2000) . Consistent with the foregoing research, our results suggest that a network of areas comprising prefrontal, sensory and parietal cortices establishes the perception of asynchrony, whereas just the sense of the presence of timing association (without any specific relations, synchrony or asynchrony) activates only sensory and prefrontal areas. Brain activations associated with a negative contrast showed that the posterior midbrain (in the region of superior colliculus) is involved in the perception of synchrony. The superior colliculus is known to have bimodal neurons that can receive inputs from auditory and visual systems. Such bimodal neurons have been shown to exhibit additively more enhanced firing rates for synchronous than for asynchronous inputs (Stein and Meredith, 1993) . In our findings, the superior colliculus and cuneus activations were revealed by a negative contrast, indicating their involvement by a higher than baseline activity. The time series from fMRI signal change extracted from the posterior midbrain and the cuneus (not shown here) also showed higher signal percent changes for the offconditions than for the on-conditions. Although this reversed activity occurs reliably, interpretations are difficult based on our current understanding of the origin of the BOLD effect. The existing literature indicates three possible mechanisms for a negative BOLD response (NBR): (i) vascular stealing of blood (a hemodynamic effect) from inactivated regions, (ii) neuronal suppression, and (iii) increased neuronal activity and decreased oxygen supply (as in the 'initial dip' (Hu et al., 1997) ). Some reports of NBR in visual cortex (Shmuel et al., 2002; Smith et al., 2004 ) and a recent study (Schmuel et al., 2006) point toward the second mechanism. The contraction of blood vessels following a neuronal response (Cauli et al., 2004 ) is also a possibility for NBR. Hemodynamic signals have been shown to correlate tightly with synchronized gamma oscillations (Niessing et al., 2005) . The superior colliculus NBR observed here could be due to a decrease in underlying gamma-band neuronal synchrony and an increase in low-frequency oscillations in superior colliculi. This type of relationship has been shown heuristically in hemodynamic correlates of EEG (Kilner et al., 2005) . A further possibility that cannot be ruled out is the greater recruitment of attentional resources during baseline conditions than during the task itself. However, this seems unlikely in the present task design in which participants were required to fixate throughout the functional run. Even though the exact mechanism of NBR cannot be resolved by fMRI experiments alone, our results indicate that the superior colliculus has a definite involvement in the perception of synchrony.
The perception of synchrony overall involved a network of prefrontal and sensory areas along with the superior colliculus, consistent with evidence of the presence of bimodal neurons in the superior colliculus. We examined all possible unimodal and bimodal conditions and their comparison contrasts. The differences: AV − (A + V) and (A + V) − AV contrasts did not show any significant activations (p < 0.001, uncorrected). Thus we did not observe superadditivity effects in the present fMRI data. Although superadditivity is usually observed in the recordings of single neurons for multisensory integration (Wallace et al., 1997) , this effect may not necessarily be translatable into the neuronal population response measured by BOLD fMRI. In some other recent fMRI studies (Beauchamp et al., 2004; Van Atteveldt et al., 2004) , for example, superadditivity has not been observed either.
Within the limits of our fMRI experiment, we cannot infer how areas temporally interact to form multisensory percepts. It is not clearly established whether neural activity in these areas synchronizes or signals converge to multimodal from unisensory areas for the observed perceptual states. However, let us recall that our experimental paradigm was motivated by temporally interacting and coupled dynamic systems in the first place. The topological congruence of the parameter spaces in Figs. 1 and 2 is intriguing and does indeed suggest that the three networks summarized in Fig. 5 emerge as a consequence of the interaction of oscillatory units. The rudimentary network present for 'drift' is a subset of the other two networks of 'synchrony' and 'asynchrony'. The latter two networks lose one of their participating nodes (superior colliculus or parietal lobule) as the stimulus frequency increases, a phenomenon, which can be interpreted as a non-equilibrium phase transition (Kelso, 1995; Haken, 1996) , and is most frequently identified with a so-called saddle node bifurcation in periodic scenarios. These considerations are very general but will be true for most situations involving weakly coupled limit cycle oscillators. In the current context of multisensory integration, we showed that the solution space of a hypothetical system of two coupled oscillators (Fig. 1) corresponds well to the perceptual solution space of human multisensory integration (Fig. 2) and to selected activations of brain regions (Fig. 5) . In this line of thought, we are still missing the conceptual link between the hypothetical oscillator system and the temporal dynamics of the brain networks involved which we wish to speculate upon as follows: If the actual regions in Fig. 5 do indeed represent areas with oscillatory activity within a network, then the above-mentioned saddle node bifurcation will result in a reorganization of the network as a function of the timing parameters. In particular, when the initial percept of 'asynchrony' or 'synchrony' is lost via an increase in stimulus frequency, then such will have its correlate in a reduced coherence (as a measure of degree of synchronization) in the temporal domain. We expect to see the reduced coherence in electroencephalography and/ or magnetoencephalography, but only for the initial percept of 'asynchrony', and not for 'synchrony' due to the selective spatial activation as illustrated in Fig. 5 . In particular, we expect parietal areas (present for 'asynchrony') to produce a detectable signal in the brain topographies.
Conclusions
Different distributed networks are activated when perceptually synchronous and asynchronous stimuli are processed. In particular, the superior colliculus is associated with the perception of synchrony and the inferior parietal cortex with the perception of asynchrony of auditory-visual signals. However, when there is no clear percept, these network components are disengaged and only a residual network comprised of sensory and frontal areas remains active. The present results demonstrate that the processes of perceptual integration and segregation engage and disengage different brain sub-networks of a potentially oscillatory nature, but leave only a rudimentary network in place if no clear percept is formed.
