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1 INTRODUCTION 
Modelling manufacturing processes which contain 
human interactions is difficult and can produce un-
realistic views of the process. This is because in 
many companies the actual manufacturing process 
that takes place is not as planned when human inter-
action is involved. Human factors can determine 
what actually happens, the time it takes and what or-
der it happens in. To produce a more reliable repre-
sentation of the process more information on what is 
actually happening is required. This can be found by 
tracking and recording the process using radio-
frequency identification (RFID) tags (Weinstein, 
2005). From the data produced from these tags the 
possible paths which products take in the process 
can be determined and hence the actual manufactur-
ing process can be defined. Furthermore the data can 
be used to form Markov chains which can determine 
what future process routes will look like and the 
probability of each route. Basing future business 
simulations on these Markov chains can give a more 
reliable representation of the business. This reduces 
the risk of modelling inaccuracies and can help to 
predict future outcomes and run optimisation more 
accurately.  
The research performed here studies a company 
which refurbishes IT products. The company has a 
business model of the manufacturing process which 
it expects the products to follow. The company has 
tracked their products through the refurbishment 
process using RFID tags to determine what process-
es each product undertakes and to allow each object 
to be kept track of. The RFID tags communicate the 
process information of each product to a database 
software using RFID tag readers. The information 
from these RFID tags is used in the work presented 
here to form a Markov chain representation of the 
business process routes.  
Companies’ model manufacturing processes for 
many reasons, including predicting cost (Rehman et 
al., 1998), predicting resource and material demand 
and running optimisation studies.  
When modelling the data produced from the 
RFID tags the Markov chain produced gives a large 
variety of process routes. These are not all true re-
flections of the routes products take. The data min-
ing process from the RFID tag data is also investi-
gated to allow the development of more precise 
process models. This process allows thresholds to be 
set for each route. Hence irregular paths are re-
moved.  
The Markov chain is necessary to simulate the 
product flow. The process is simulated using the 
Markov chain produced from the data and the results 
can be compared to the process simulated based on 
previous perceptions of the business process. The re-
sults produced will include the time taken for each 
product to be processed, the cost of the process and 
the final destination of products. The Markov chain 
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ABSTRACT: Optimizing manufacturing processes with inaccurate models of the process will lead to unre-
liable results. This can be true when there is a strong human influence on the manufacturing process and 
many variable aspects. This study investigates modelling a manufacturing process influenced by human inter-
action with very variable products being processed. To develop a more accurate process model for such pro-
cesses radio frequency identification (RFID) tags can be used to track products through the process. The tags 
record information for each product and this data can be used to produce more accurate models of the manu-
facturing process. The data produced has been used to create a Markov chain model. This model is used to 
predict future product paths for use in discrete event simulation. In this case an IT refurbishment company is 
used as a case study. RFID tags have been utilized to track the IT products moving through the refurbishment 
process and this information has been used to produce a Markov chain model. 
 
can then be used to test the effects of disallowing 
transitions, limiting the process paths.  
1.1 Manufacturing  
Manufacturing is the process of using raw materials, 
components or parts to produce a finished product 
which meets customers’ expectations or require-
ments (Business Dictionary, 2017). The manufactur-
ing process can be made up of many different activi-
ties which are dependent on the industry. The order 
in which these activities are carried out can be fixed 
or could be determined by human interaction if it is 
a highly manual process. The manufacturing process 
considered here is concerned with the refurbishment 
of IT products and is a manual process. The compa-
ny has provided a business flow diagram which it 
expects products tin reality o follow. Each product 
enters the process in a different state, hence human 
interaction is required to determine which activities 
are required and in what order. It is difficult to build 
into any model of the process the effects of this hu-
man interaction. 
Modelling manufacturing process where humans 
are a factor can lead to inaccurate results. A study by 
(Baines et al. 2004) looked into improving the inac-
curacies in discrete event simulation when consider-
ing a highly manual process. This study demonstrat-
ed how human performance model could be 
connected to discrete event simulations.  
This research uses the data produced from RFID 
tags to understand how the manufacturing process 
changes from the initial business flow model to 
when implemented on the shop floor. Due to humans 
implementing the procedure and making decisions 
on how to proceed. 
1.2 RFID tags 
Automated identification systems are important to 
allow accurate and timely information on objects on 
a manufacturing line to be communicated. This sup-
ports decision making and ability to control the pro-
cess (McFarlane et al., 2003). Hence RFID tags are 
an important development in automated identifica-
tion systems.   
RFID tags are intelligent bar codes. They contain 
a chip which records data on the product. They are 
read by an electronic reader. This allows objects to 
be tracked. They were originally used for tracking 
cattle but their use has since been expanded. This in-
cludes tracking vehicles (Weinstein, 2005), pets 
(Rieback et al., 2006) and products in the manufac-
turing process (Sharpe et al., 2014). Concepts for fu-
ture applications include replacing the till system in 
grocery shopping with tags and electronic sensors 
which transmit information to stores and banks 
(Bonsor & Felon, 2007), (Långström, 2013). RFID 
tag technology has been around for decades but only 
recently has the manufacturing of them been devel-
oped to a standard such that the price of the tags en-
ables them to be used on a large scale (Weinstein, 
2005).  
Previous uses of RFID tags in production lines 
includes (Sharpe et al., 2014) using RFID tags, along 
with accelerometers and temperature sensors, in the 
detection of defects. The aim of this study was to as-
sist in the ability to ensure right first time manufac-
turing. This produced a leaner manufacturing pro-
cess.  
The research detailed in this paper uses RFID 
technology to track objects on an IT refurbishment 
line. The data recorded from the tags includes the 
product ID, process taking place, start and end time, 
the type of product being processed and the model.  
The data is then utilized to determine the process 
routes and predict future process routes to allow the 
system to be modelled with a higher accuracy.   
1.3 Markov analysis 
Markov chains and Markov processes are used to 
model stochastic processes. Markov chains model 
discrete-time processes and Markov processes mod-
els continuous-time processes. They mathematically 
model a process by showing how the process can 
move between different stages and the probability of 
making these transitions. They can be shown in dia-
grammatic form, figure 1, or through transition ma-
trices, equation 1.  Figure 1 shows a Markov chain 
model of a process with 2 stages A1 and A2 where 
the probability of making a transition from stage i to 
stage j is given by qij.  
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Figure 1. Markov chain diagram.  
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The transition matrix in equation 1 shows the 
probability of transitioning between the row stage to 
the column stage. 
To form a Markov chain model the transition 
probabilities are required. These are calculated using 
equation (2). Equation (2) determines the probability 
of making a transition from stage i to stage j, which 
is represented by Pij. Where m is the total number of 
transitions and ni,j is the number of transitions from i 
to j. 
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2 MANUFACTURING PROCESS 
2.1 Overview of process 
The manufacturing process under consideration re-
lates to the end of life phase and is an IT refurbish-
ment process. This contains activities such as visual 
inspection, functional test and data erasure. The re-
furbishment process is said to have eight possible 
stages. These stages are labeled A1, A2, A3, A4, A5, 
A6, A7 and A8. A1 is assumed by the company to 
be the starting stage of every product in the refur-
bishment process as this is the asset tracking pro-
cess, where each product is logged into the system 
and given an RFID tag. A2, A3, A4, A5, A6 are in-
termediary stages. A2 is the visual inspection, A3 is 
the functional test, A4 is the data erasure, A5 is the 
cleaning and de-labelling and A6 is the repair. A7 
and A8 are the two possible finishing stages of the 
process, where A7 is the stripping and scrapping of 
the product and A8 is the product being sold. The 
process is designed to be carried out with the stages 
in the order shown in Figure 2. 
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Figure 2. Expected process diagram.  
2.2 Limitations of process 
Following a process review it was clear that the pro-
cess had high variability and a significant proportion 
of the time it did not follow the expected process di-
agram. One reason is due to the variety of IT prod-
ucts being processed leading to different process 
routes being required depending on the type and 
state of variability of the products being processed. 
To optimize the refurbishment process, initial steps 
are required to better understand the process and 
elicit the knowledge of the process itself which is 
currently lacking.  To achieve this, the company re-
quired more information on the process each product 
went through to allow more reliable modelling of the 
system. This was achieved by tracking products us-
ing RFID tags. Each IT product was given an RFID 
tag and each station where the stages are carried out 
was given an RFID tag reader. The tags were regis-
tered on a computer tracking software which was 
linked to the RFID tag readers. The RFID tags are 
scanned by the reader as each stage is started and 
finished and the records of this are transmitted to the 
computer tracking software. This data can be used to 
model the process as a Markov chain. 
3 DATA 
3.1 Finding paths from data 
The data recorded contains the product ID, process, 
process start and end time, product model and type. 
There are 99727 data entries in the raw data. An ex-
ample of the data is given in Table 1. 
 
Table 1.  Data extract from RFID software 
______________________________________________ 
 ID   Process        Start           End          Model    Type 
                  Time       Time  _____________________________________________          
118 A1   30/08/16 14:21   30/08/16 14:23 iPhone  phone      
118 A2   30/08/16 14:37  30/08/16 14:42 iPhone  phone 
118 A4   30/08/16 14:56  30/08/16 15:10 iPhone  phone  
118 A8   30/08/16 15:11    30/08/16 15:54  iPhone   phone  ______________________________________________        
 
Using this data initial analysis shows the possible 
stages are n= {A1, A2, A3, A4, A5, A6, A7, A8}. 
These stages do not show the products leaving the 
process. Hence an additional stage AE, which is the 
activity of exiting the process, was added. A product 
is said to enter this state if there are no more process 
entries recorded for that product code in the RFID 
tag data base. The stages are now n= {A1, A2, A3, 
A4, A5, A6, A7, A8, AE}.  From the data the transi-
tions between each stage were then identified. These 
are shown in the matrix shown in equation (3). 
Where each element ni,j shows the number of prod-
ucts which went from stage i to stage j. Where i and 
j range from 1 to 9 corresponding to A1, A2, A3, 
A4, A5, A6, A7, A8 and AE. Zero shows that no 
products transferred between stages. 
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This information can be used to find the possible 
transition paths. This is shown in figure 3.  
 
Figure 3. Diagram demonstrating the transitions which occur in 
the data and the number of times they occur. 
 
This diagram shows the variety of different tran-
sitions which can occur. It also shows that some 
processes are repeated. For example, why are prod-
ucts sold more than once as shown by n8,8. The data 
identified 4832 transitions between A8 and A8. This 
could be due to a problem the first time the process 
was attempted i.e. a sale falls through. The low tran-
sition numbers, such as the transition from A2 to A2 
and A7 to A2, could be due to anomalies in data.  
3.2 Probabilities 
To represent the process as a Markov chain the 
probability of transferring between each stage is re-
quired. The data shown in equation (3) can be used, 
alongside equation (2), to determine the probability 
of making a transition from stage i to stage j, Pij. 
Where m is the total number of transitions, which is 
equal to 9 in this example. 
Calculating the probabilities using equation 3, for 
the data under consideration, results in the transition 
matrix in equation 4. 
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Each element of the array, pij, shows the probabil-
ity of making the transition between stage i and 
stage j to three decimal places. Each row i represents 
the probability of transitioning from stage i to any of 
the other stages and hence the sum of each row, ex-
cept row 9, is unity to the accuracy taken. Row 9 
represents the transitions to the other stages from 
stage AE, which is the stage of exiting the process, 
and hence all probabilities are zero.  This array is 
represented as a Markov chain diagram. This is 
shown in figure 4.   
3.3 Markov chain with thresholds 
The Markov chain shown in figure 4 included all the 
possible transitions and their probabilities. Some of 
these transitions occurred at very low probabilities 
and can be assumed to be anomalies. This could 
have been caused by scanning the RFID tags incor-
rectly. These should be removed from the data. This 
is done by setting a threshold of 0.1% of transitions. 
 
Figure 4. Markov chain using data set showing every transition made in the data. 
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This means for the transition to be included in Mar-
kov chain there must be at 82 IT products making 
the same transition.  Equation (5) shows the matrix 
[nij] when a threshold of 0.1% is applied.  
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This gives the probability matrix in equation 6 
and the Markov chain shown in figure 5.  
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This shows that the process taking place is very 
different from the expected process which is shown 
in figure 1. For example, from figure 1 stage A2 
should definitely follow A1 however figure 5 shows 
that for only 58% of the products did stage A2 fol-
low A1 with 38% going to stage A3 and 4% going to 
stage A4. In general the process is much more varied 
than expected and it is dependent on the product be-
ing refurbished.   
4 RESULTS 
The RFID tags produced data which followed 
what was observed on the shop floor. It allowed the 
process to be tracked through each stage and record-
ed useful data to be used in the mathematical model-
ling of the process. The Markov chain produced in 
figure 5 shows all the paths taken through the pro-
cess, starting at A1 and ending at AE, and their like-
lihood. Overall there are 110 possible paths. The 
shortest consists of three activities and the longest is 
nine activities. The most likely path is s= {A1, A2, 
A8, AE} which involves Asset track, visual inspec-
tion, sold and then exits the system. This path has 
the probability of 0.1417. The second most likely 
path is s= {A1, A2, A4, A8, AE} which involves 
Asset track, visual inspection, data erasure, sold and 
then exits the system. This path has the probability 
of 0.0845 of occurring.  
Given the 110 possible paths there are many more 
product routes than assumed by the company. Using 
this Markov diagram will allow more accurate simu-
lation of the process.  
 
 
Figure 5. Markov chain using threshold. 
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5 CONCLUSION 
Using RFID tags to track the manufacturing process 
and using this information to create a Markov chain 
diagram can lead to a more accurate representation 
of the system process. Using theMakov model to 
simulate the process route each product takes will 
lead to more reliable and accurate results. This in 
turn can lead to better optimization of the process.  
To create the Markov chain diagram from the 
RFID data it is necessary to consider only transitions 
which occur more than a threshold value. Consider-
ing all transition will lead the simulation of paths 
which are not possible with a low probability.  
Future investigation could highlight the differ-
ences in the product paths for different product types 
and for the different products themselves, ensuring 
that the product process is correct.  This will allow 
investigation into the effect of changing product 
lines on the process time. Another line of investiga-
tion includes determining the type of processes 
which RFID tags can track, as some processes may 
damage the tags.  
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