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POSITIVITY OF 2× 2 BLOCK MATRICES OF OPERATORS
MOHAMMAD SAL MOSLEHIAN1, MOHSEN KIAN2 and QINGXIANG XU3
Dedicated to the memory of Ronald. G. Douglas (1938-2018)
Abstract. We review some significant generalizations and applications of the
celebrated Douglas theorem on equivalence of factorization, range inclusion,
and majorization of operators. We then apply it to find a characterization of
the positivity of 2× 2 block matrices of operators on Hilbert spaces and finally
describe the nature of such block matrices and provide several ways for showing
their positivity.
1. Introduction
Let B(H ,K ) denote the space of all bounded linear operators from a complex
Hilbert space (H , 〈·, ·〉) into a Hilbert space K . We stand B(H ) for B(H ,K )
with H = K as a C∗-algebra with the operator norm ‖ · ‖ and the unit I. If
H = Cn, we identify B(Cn) with the matrix algebra Mn(C) of n × n complex
matrices. An operator A is called positive if 〈Ax, x〉 ≥ 0 for all x ∈ H, and
we then write A ≥ 0. If A is invertible and positive, then we write A > 0
and say A is strictly positive. For self-adjoint operators A,B ∈ B(H ), we say
A ≤ B (resp.,A < B) if B − A ≥ 0 (resp.,B − A > 0). The sets of positive and
strictly positive operators are denoted by B+(H ) and B++(H ), respectively. By
a C∗-algebra we mean a closed ∗-subalgebra of B(H ). A von Neumann algebra
is a C∗-algebra that admits an isometric surjective embedding onto the dual of a
Banach space.
Block matrices of operators are significant, since they allow us to represent an
operator by some simpler operators. Sometimes some properties of an operator
T ∈ B(H1,H2) could be illustrated by those of some operators of B(H1 ⊕H2)
in a natural way. In general, if H is a Hilbert space of arbitrary dimension,
we may decompose H as the direct sum H = H1 ⊕ H2 of an appropriate
closed subspace H1, that is the range of a (orthogonal) projection P , and its
orthogonal complement H2 = H
⊥
1 = R(I − P ). Any element A ∈ B(H1 ⊕H2)
can be expresses as a block matrix
(
A11 A12
A21 A22
)
, where A11 = PAP,A12 =
PA(I−P ), A21 = (I −P )AP , and A22 = (I −P )A(I−P ). Evidently, the spaces
H1 and H2 are reducing under A if and only if A12 = 0 = A21. In this case, we
say that A is the direct sum of A11 and A22 and write A = A11 ⊕ A22.
For any operator A between linear spaces, the range and the null space of A
are denoted by R(A) and N (A), respectively.
2010 Mathematics Subject Classification. Primary 47A63; Secondary 46L05.
Key words and phrases. positive operator, block matrix, Hilbert space.
1
2 M. S. MOSLEHIAN, M. KIAN, Q. XU
In 1966, R. G. Douglas established the following celebrated assertion, known
as the Douglas theorem or Douglas majorization theorem.
Douglas Theorem [13, Theorem 1]. If A,B ∈ B(H ), then the following state-
ments are equivalent:
(i) R(A) ⊆ R(B);
(ii) A = BC for some C ∈ B(H );
(iii) AA∗ ≤ k2BB∗ for some k ≥ 0 (or equivalently ‖A∗x‖ ≤ k‖B∗x‖ for all
x ∈ H ).
Moreover, if (i), (ii), and (iii) are valid, then there exists a unique operator C
(known as the Douglas Solution in the literature) so that
(a) ‖C‖2 = inf{µ|AA∗ ≤ µBB∗};
(b) N (A) = N (C);
(c) R(C) ⊆ R(B∗)−.
Let us present a scketch of proof for the equivalences of (i), (ii), and (iii) for
the convenience of the readers.
Proof. (i) ⇒ (ii). For x ∈ H there is z ∈ H such that Ax = Bz. Since
H = N (B)⊕N (B)⊥, so there exist unique elements y′ ∈ N (B) and y ∈ N (B)⊥
such that z = y′ + y. Thus Ax = Bz = By′ + By = By. So we can define
C : H → H by Cx = y. The operator C is linear, bounded by the closed graph
theorem, and A = BC.
(ii) ⇒ (iii). It follows from A = BC that AA∗ = BCC∗B∗ ≤ B‖CC∗‖B∗ =
‖C‖2BB∗.
(iii) ⇒ (i). Let D : R(B)∗ → R(A∗) be defined by D(B∗x) = A∗x. This gives
us a well-defined linear mapping since ‖D(B∗x)‖2 = ‖A∗x‖2 = 〈AA∗x, x〉 ≤
k2〈BB∗x, x〉 = k2‖B∗x‖2. The operator D has a unique extension to R(B∗).
Setting Dx = 0 for all x ∈ R(B∗)⊥ = N (B), we reach to a bounded linear
mapping D such that DB∗ = A∗. Thus A = BD∗, whence R(A) ⊆ R(B). 
The Douglas theorem has been extensively applied in studies of quotients of
operators [29], relationship between majorization and factorization in general
C∗-algebras [19], lifting commuting operators [14], partial operator matrices [27],
similarities and quasi similarities [12], frames [30], and linear relations [46].
An application of the Douglas theorem with A∗ and |A| = (A∗A)1/2 instead of
A and B, respectively, gives the polar decomposition of A = U |A|, where U = C∗
is a partial isometry. In addition,
R(A) = R((AA∗)1/2). (⋄)
In the proof of (i) ⇒ (ii), one can easily observe that C = B−10 A, where B0
is the restriction of B to N (B)⊥. From this one can immediately conclude that
if both A and B are self-adjoint, then C in (ii) is invertible if and only if A
and B have the same range and nullity; cf. [21, P. 259, Corollary 1]. Thus two
positive operators have the same range if and only if one of them is a factor of
the other by an invertible operator. Therefore a positive operator A has closed
range if and only if R(A) = R(A1/2), see [21]. Very recently, this fact is extended
to the adjointable operators on Hilbert C∗-modules (see the last section for this
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terminology) by showing that R(A) is closed if and only if R(A) = R(Aα) for all
(some) 0 < α 6= 1 and this occurs if and only if R(Aα) is closed for all (some)
0 < α 6= 1; see [49].
Fillmore and Williams [21] extended the Douglas theorem to several operators
as follows: They first use (⋄) to show that R(A) + R(B) = R(√AA∗ +BB∗).
To prove their claim, they passed to the direct sum H ⊕ H and considered
T =
(
A B
0 0
)
∈ B(H ⊕H ) and verified that
(R(A) +R(B))⊕ 0 = R(T ) = R((TT ∗)1/2) = R(√AA∗ +BB∗)⊕ 0.
Second, for A,B1, B2 ∈ B(H ), they established the following conditions are
equivalent:
(i’) R(A) ⊆ R(B1) +R(B2);
(ii’) A = B1C1 +B2C2 for some C1, C2 ∈ B(H );
(iii’) AA∗ ≤ k2(B1B∗1 +B2B∗2) for some k ≥ 0.
To prove that conditions (i’) and (iii’) are equivalent, it is enough to consider
the fact R(B1) + R(B2) = R(
√
B1B
∗
1 +B2B
∗
2) and use the Douglas theorem.
Clearly (ii’) implies (i’). Hence it is enough to show that (i’) implies (ii’). To this
end, set S =
(
A 0
0 0
)
and T =
(
B1 B2
0 0
)
. Then R(S) ⊆ R(T ). Utilizing
the Douglas theorem, we conclude that S = TC for some C =
(
C1 C3
C2 C4
)
∈
B(H ⊕H ).
A natural conjecture is that for A1, A2, B1, B2 ∈ B(H ), the following condi-
tions are equivalent:
(i”) R(A1) +R(A2) ⊆ R(B1) +R(B2);
(ii”) Ak = B1C1k +B2C2k for some Cjk ∈ B(H ) for j, k = 1, 2;
(iii”) A1A
∗
1 + A2A
∗
2 ≤ k2(B1B∗1 +B2B∗2) for some k ≥ 0.
Twice applications of the above result of Fillmore and Williams ensures that (i”)
and (iii”) are equivalent and (iii”) implies that (ii”) but it is not clear whether
(ii”) implies (i”).
In the case when we replace B(H ) by a von Neumann algebraM, we can choose
C to be in M. Recall a result due to J. Cuntz stating that if A is a C∗-algebra
and A,B ∈ A with AA∗ ≤ BB∗, then there exists a sequence {Cn} in the unit
ball of A such that limn ‖A− BCn‖ = 0; see [20]. Following the argument given
by Fialkow and Salas [20], assume that A,B ∈M and AA∗ ≤ BB∗. Then there
is a sequence {Cn} in the unit ball of M such that A = limnBCn in the norm
topology. Since the unit ball of M is compact in the weak operator topology, we
may assume that {Cn} converges to some C in the unit ball of M. Thus A = BC.
One can prove this result in another way: It is easy to see that for any unitary
U in the double commutant of M, the operator U∗CU satisfies the conditions of
the Douglas theorem and so, by the uniqueness, U∗CU = C. Hence C belongs to
the double commutant of M, which is indeed itself M; see [35].
Let A ∈ B(H ) be a positive operator. Then H can be endowed with the semi-
inner product 〈ξ, η〉A := 〈Aξ, η〉 and we can investigate the adjoint operation: An
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operator T ∈ B(H ) is called A-adjointable if there is an operator T# ∈ B(H )
such that 〈Tξ, η〉A = 〈ξ, T#η〉A. The Douglas theorem ensures that T admits an
A-adjoint if and only if R(T ∗A) ⊆ R(A). Such adjoint T# has many properties
similar to those of the usual adjoint T ∗; see [4].
In 1971-1972, Leech [32] showed that if A and B are contraction operators on
a Hilbert space H that commute with a shift operator S, then A = BC for some
contraction operator C on H that commutes with S if and only if AA∗ ≤ BB∗.
This result has been applied in indefinite inner product spaces.
Let Mn(A) be the n × n matrices with entries in an algebra A of operators
acting on a Hilbert space H . The algebra A is said to have the Douglas property
if for each n and each A,B ∈ Mn(A), there exists a contraction C ∈ Mn(A)
such that AC = B if and only if AA∗ ≤ BB∗. Thus, the Douglas theorem and
Leech’s Theorem say that B(H ) and the algebra of analytic Toeplitz operators,
respectively, have the Douglas property. The Douglas property for the some sig-
nificant classes of C∗-algebras is studied by Fialkow and Salas [20]; in particular,
they showed that every injective C∗-algebra has the Douglas property: Recall
that a C∗-algebra A of operators on a Hilbert space H is said to be injective if
there exists a unital (contractive) completely positive map Φ : B(H ) → A such
that Φ(A1CA2) = A1Φ(C)A2 for all A1, A2 ∈ A and all C ∈ B(H ). Now, if
A,B ∈ A satisfy AA∗ ≤ BB∗, then by the Douglas theorem, there is a contrac-
tion C ∈ B(H ) such that A = BC. Hence A = Φ(A) = Φ(BC) = BΦ(C) and
‖Φ(C)‖ ≤ ‖C‖ ≤ 1.
Nayak [37] shows that the C∗-algebra C0(X) of all continuous functions on X
vanishing at infinity has the Douglas property if and only if X is sub-Stonean.
He gives a counterexample of a C∗-algebra without the Douglas property:
Let X = { 1
n
: n ∈ N} ∪ {0} be the compact topological subspace of the
Euclidean space R. Let f(x) be defined by x when x = 1
2n
for some n and 0
otherwise, and let g(x) = x for all x ∈ X . Clearly ff ≤ gg, but if f = gh for
some function h defined on X , then h would not be continuous at zero. Thus
C(X) does not have the Douglas property.
In this expository article, we review some significant generalizations and appli-
cations of the celebrated Douglas theorem on equivalence of factorization, range
inclusion, and majorization of operators. We then apply it to find a characteri-
zation of the positivity 2 × 2 block matrices of operators on Hilbert spaces and
finally describe the nature of such matrices and provide several ways for showing
their positivity.
2. Douglas theorem in the setting of Banach spaces
In 1973, Embry [16] proved that if A and B are bounded linear operators on
a Banach space X , then the following statements are equivalent: (i) A = CB
for some bounded linear operator C : R(B) → X ; (ii) ‖Ax‖ ≤ k‖Bx‖ for some
k ≥ 0 and all x ∈ X ; (iii) R(A∗) ⊆ R(B∗).
In 1978, Bouldin [10] showed that if X is the Banach space c0 consisting of com-
plex sequences converging to zero with the usual Schauder basis {en}, and oper-
ators A and B are defined on X by A(ek) = 0 for k 6= 1 and Ae1 = (2−1, 2−2, . . .)
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and B(x1, x2, . . .) = (2
−1x1, 2−2x2, . . .), respectively, then ‖A′f‖ ≤ c‖B′f‖ for all
f ∈ (c0)′, where A′ denotes the dual (Banach adjoint) of A but notR(A) ⊆ R(B).
In 1991, Andrew and Patterson [2] showed that on many of the classical Banach
spaces including Lp (1 ≤ p < ∞, p 6= 2), the sequence spaces c0 and ℓp (1 < p <
∞, p 6= 2), and the function spaces C(Ω) with Ω compact and metric, there exist
operators A and B with R(A) ⊆ R(B) yet A 6= BC for any bounded linear
operator C.
In 2004, Barnes [7] presented a comprehensive picture of relationships among
the concepts of majorization, range inclusion, and factorization in the setting of
bounded linear operators on Banach spaces.
Douglas in [13] also obtained a version of his theorem for unbounded operators
acting on Hilbert spaces. Recently, Forough [22] extended the Douglas theorem
to the context of closed densely defined operators on Banach spaces.
In general, the Douglas theorem does not hold in Krein spaces (not even in the
finite dimensional case). A version of the Douglas theorem for Krein spaces is
given by Rodman [47].
The authors of [50] considered the Douglas theorem in the setting of non-
Archimedean Banach spaces over complete nontrivially non-Archimedean-valued
fields.
3. Douglas theorem and operator equations
There are significant applications of the Douglas theorem in study of solutions
of operator equations like AX = B. Nakamoto [36] used the Douglas theorem
to prove an existence theorem for solutions of the operator equation XAX = B.
Arias, Corach, and Gonzalez [5] introduced the notion of reduced solution which
is a generalization of the concept of Douglas solution.
The notion of generalized inverse plays an essential role in the topic. An op-
erator A ∈ B(K ,H ) is said to be a generalized inverse of an operator A′ ∈
B(H ,K ) if AA′A = A. It is known that A ∈ B(H ,K ) has a generalized in-
verse if and only if R(A) is closed. If so, one can choose A′ in such a way that
A′AA′ = A′, (AA′)∗ = AA′, and (A′A)∗ = A′A. Such a generalized inverse is
unique, denoted by A†, and is called the Moore–Penrose inverse of A.
Let A ∈ B(H ,K ), B ∈ B(G ,L ), C ∈ B(G ,K ). If one of the subspaces R(A),
R(B), or R(C) is closed, then AXB = C is solvable if and only if R(C) ⊆ R(A)
and R(C∗) ⊆ R(B∗) if and only if ATCSB = C for all generalized inverses T, S
of A,B, respectively, see [6] as well as [33].
There are some applications of the Douglas theorem in establishing some
Putnam–Duglede type theorems. Let A,B ∈ B(H ) and δA,B(X) := AX −XB
and ∆A,B(X) := AXB − X for X ∈ B(H ). An operator A ∈ B(H ) satis-
fies the Putnam–Fuglede property δ (the Putnam–Fuglede property ∆, respec-
tively), if for every isometry V ∈ B(H ) for which the equation δA,V ∗(X) = 0
(∆A,V ∗(X) = 0, respectively) has a non-trivial solution X ∈ B(H ), the solution
X fulfills δA∗,V (X) = 0 (∆A∗,V (X) = 0, respectively). Duggal and Kubrusly [15]
used the Douglas theorem to show that A satisfies the Putnam–Fuglede property
δ if and only if it satisfies the Putnam–Fuglede property ∆; see also [40].
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4. Douglas theorem in the framework of Hilbert C∗-modules
Hilbert C∗-modules are generalizations of Hilbert spaces by allowing inner
products to take values in some C∗-algebras instead of the field of complex num-
bers. More precisely, a Hilbert module over a C∗-algebra A is a right A-module
equipped with an A-valued inner product 〈·, ·〉 : H ×H → A such that H is
complete with respect to the induced norm defined by ‖x‖ = ‖〈x, x〉‖ 12 for x ∈ H .
A closed submodule F of a Hilbert A-module H is said to be orthogonally com-
plemented if H = F ⊕F⊥, where F⊥ = {x ∈ H : 〈x, y〉 = 0 for any y ∈ F}.
Let L(H ,K ) be the set of maps A : H → K between Hilbert A-modules
for which there is a map A∗ : K → H , called the adjoint operator of A,
such that 〈Ax, y〉 = 〈x,A∗y〉, for any x ∈ H and y ∈ K . In general, an oper-
ator may be not adjointable. We use L(H ) to denote the C∗-algebra L(H ,H ).
If A ∈ L(H ,K ) does not have closed range, then neither N (A) nor R(A) need
to be orthogonally complemented. In addition, if A ∈ L(H ,K ) and R(A∗) is
not orthogonally complemented, then it may happen that N (A)⊥ 6= R(A∗); see
[31]. The above facts show that the theory Hilbert C∗-modules are much different
and more complicated than that of Hilbert spaces.
A generalization of the Douglas theorem to the framework of Hilbert C∗-
modules in which we do not assume that R(T ∗) is orthogonally complemented
reads as follows.
Theorem 4.1. [17, Theorem 1.1] [18, Corollary 2.5] Let A be a C∗-algebra, E ,H
and K be Hilbert A-modules. Let T ∈ L(E ,K ) and T ′ ∈ L(H ,K ). Then the
following statements are equivalent:
(i) T ′(T ′)∗ ≤ λTT ∗ for some λ > 0;
(ii) There exists µ > 0 such that ‖(T ′)∗z‖ ≤ µ‖T ∗z‖, for any z ∈ K .
It is notable that T ′(T ′)∗ ≤ λTT ∗ for some λ > 0 does not ensure R(T ′) ⊆
R(T ).
Theorem 4.2. [17, Theorem 1.1] [18, Theorem 3.2] Let E ,K be Hilbert A-
modules and T be in L(E ,K ). Then the following statements are equivalent:
(i) R(T ∗) is orthogonally complemented;
(ii) For any Hilbert A-module H and any T ′ ∈ L(H ,K ), the equation T ′ =
TX for X ∈ L(H , E ) is solvable whenever R(T ′) ⊆ R(T );
(iii) The equation S = TX for X ∈ L(G , E ) is solvable, where G = R(T ∗)
and S is the restriction of T on G .
If condition (i) is satisfied and T ′ ∈ L(H ,K ) is such that R(T ′) ⊆ R(T ), then
there exists a unique D ∈ L(H , E ) which satisfies
T ′ = TD and R(D) ⊆ N (T )⊥. (4.1)
In this case,
‖D‖2 = inf {λ : T ′(T ′)∗ ≤ λTT ∗} . (4.2)
If T ∈ L(E ,K ) is such that R(T ∗) is not orthogonally complemented, then
it is immediately follows from Theorem 4.2 that the equation S = TX for X ∈
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L(G , E ) is unsolvable. The general form of the Douglas theorem does not hold in
the setting of Hilbert C∗-modules as shown in [18, Proposition 3.4] that there exist
Hilbert A-modules H ,K , and T ∈ L(H ,K ) and T ′ ∈ L(K ) such that R(T ′)
is contained in R(T ) properly, whereas the equation TX = T ′ for X ∈ L(K ,H )
has no solution.
Another application of the Douglas theorem is in the study of the parallel sum.
Let H be a Hilbert space and A,B ∈ B(H ) be positive. Put
T =
(
0 0
A1/2 B1/2
)
∈ B(H ⊕H ).
A direct application of (⋄) yields
R(A1/2) +R(B1/2) = R((A +B)1/2) (⋄⋄).
It follows from (⋄⋄) and the Douglas theorem that there are uniquely determined
operators C,D ∈ B(H ) such that
A1/2 = (A+B)1/2C and R(C) ⊆ N ((A+B)1/2)⊥,
B1/2 = (A+B)1/2D and R(D) ⊆ N ((A+B)1/2)⊥.
Following [21, P. 277] the parallel sum of two positive operators A and B is defined
by
A : B = A1/2C∗DB1/2.
Note that if A + B is Moore-Penrose invertible (or equivalently, R(A + B) is
closed), then it is easy to verify that
C =
(
(A+B)†
) 1
2 · A 12 and D = ((A +B)†) 12 · B 12 ,
so in this case we have A1/2C∗DB1/2 = A(A + B)†B. Thus, the term of the
parallel sum for positive operators A and B was generalized in [21] without any
restrictions on R(A+B).
5. Positivity of 2× 2 block matrices of operators
The algebra of all 2× 2 matrices with entries in B(H ) is a typical example of
the C∗-algebra M2(A). Clearly, if C∗-algebras A and B are ∗-isomorphic, then
M2(A) and M2(B) are also ∗-isomorpic. But there exist two non-isomorphic
unital C∗-algebra A and B such that A ≃ M2(A) ≃ M2(B). For example,
consider A = {T ⊕ T ;T ∈ B(H )} + K(H ⊕ H ) and B = {T ⊕ T ⊕ 0;T ∈
B(H ), 0 ∈ B(H0)}+K(H ⊕H ⊕H0) where H is a separable infinite dimentional
Hilbert space, H0 is one dimensional, and K(H1) denotes the algebra of compact
linear operators on the Hilbert space H1; see [45].
If A is a C∗-algebra containingM2(C) as a unital C∗-subalgebra, then A ≃M2(B)
for some C∗-algebra B, say B =
(
1 0
0 0
)
A
(
1 0
0 0
)
. Moreover, a unital C∗
algebra A is ∗-isomorphic to M2(C) iff there exists a projection p ∈ A such that
pAp = Cp, (1− p)A(1− p) = C(1− p), (1− p)Ap 6= 0, pA(1− p) 6= 0;
see [39].
The theory of 2× 2 operator matrices is not trivial [26, Problem 56]: If R, S, T ∈
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B(H ) and both R, T are invertible, then U =
(
R S
0 T
)
is invertible and
U−1 =
(
R−1 −R−1ST−1
0 T−1
)
. The converse is not true, in general. For ex-
ample, take H = ℓ2, T (x1, x2, · · · ) = (x2, x3, · · · ), R(x1, x2, · · · )(0, x1, · · · ) and
S(x1, x2, · · · ) = (x1, 0, 0, · · · ). Then
(
R S
0 T
)
is invertible but neither R nor T
is invertible.
There are several techniques utilizing 2 × 2 matrices over a C∗-algebra A,
which helps us to solve some problems which could not be treated easily in the
C∗-algebra A itelf. They are used to reduce a problem to a simple one and to
pass from a concept to other appropriate ones. For instance, we refer the reader
to the Kaplansky density theorem and the Putnam-Fuglede theorem, the study
of derivations and similarity problems; the investigation of completely bounded
maps, counterexamples, and so on; see [38].
We adopt some notation, facts and techniques from some books, say [9, 41, 43].
Following we state the first characterization of the positivity of a 2 × 2 block
matrix M defined as:
M =
(
A X
X∗ B
)
∈ B(H ⊕H ), where A,B ∈ B(H ). (5.1)
Theorem 5.1. Let M be given by (5.1) such that A ∈ B++(H ). Then M is
positive if and only if B ≥ X∗A−1X.
Proof. We provide three proofs with different methods.
The first proof ([9, Theorem 1.3.3]): Put C =
(
I O
−X∗A−1 I
)
. Then C is
invertible such that
A⊕ (B −X∗A−1X) = C ·M · C∗,
hence we may use the fact that “if 0 ≤ D1 ≤ D2, then Z∗D1Z ≤ Z∗D2Z for all
Z ∈ B(H )” to conclude that M ≥ 0⇐⇒ B ≥ X∗A−1X .
The second proof: Suppose that M ≥ 0. Let
M
1
2 =
(
Y11 Y12
Y21 Y22
)
=
(
Y1 Y2
)
, where Y1 =
(
Y11
Y21
)
and Y2 =
(
Y12
Y22
)
.
Then
M =
(
Y ∗1
Y ∗2
)
· (Y1, Y2) =
(
Y ∗1 Y1 Y
∗
1 Y2
Y ∗2 Y1 Y
∗
2 Y2
)
,
hence A = Y ∗1 Y1, X = Y
∗
1 Y2 and B = Y
∗
2 Y2. Let
Z = Y1 · A−1 · Y ∗1 = Y1 · (Y ∗1 Y1)−1 · Y ∗1 .
Then Z is positive since A−1 is, and Z2 = Z, therefore Z is a projection, which
gives I − Z ≥ 0. It follows that B −X∗A−1X = Y ∗2 (I − Z)Y2 ≥ 0.
Conversely, assume that B ≥ X∗A−1X . Let
Y = (Y1, Y2) with Y1 = A
1
2 and Y2 = A
− 1
2X. (5.2)
POSITIVITY OF 2× 2 BLOCK MATRICES OF OPERATORS 9
Then M = Y ∗Y + 0⊕ (B −X∗A−1X) ≥ 0.
The third proof: Assume that M ≥ 0. Then for any x, y ∈ H , we have〈
M(x,−y)T , (x,−y)T〉 ≥ 0.
Hence,
〈Ax, x〉 − 2Re〈Xy, x〉+ 〈By, y〉 ≥ 0.
Replacing x by A−1Xy and noting that A−1 is positive, we get
〈By, y〉 ≥ 2Re〈Xy,A−1Xy〉 − 〈AA−1Xy,A−1Xy〉
= 2Re〈X∗A−1Xy, y〉 − 〈X∗A−1Xy, y〉
= 〈X∗A−1Xy, y〉
since 〈X∗A−1Xy, y〉 ≥ 0. Thus B ≥ X∗A−1X .
Conversely, assume that B ≥ X∗A−1X Let Y be defined by (5.2). Then for
any x, y ∈ H , we have
〈M(x, y)T , (x, y)T 〉 = ‖Y1x+ Y2y‖2 + 〈(B −X∗A−1X)y, y〉 ≥ 0,
hence M ≥ 0. 
Remark 5.2. Let M be given by (5.1) such that M ≥ 0. It is interesting to find
out an explicit formula for M
1
2 under certain restrictions on X and B. In the
matrix case, a generalization of the preceding theorem in term of the generalized
inverse A† can be found in [23, 24].
Corollary 5.3. Let A ∈ B++(H ) and X ∈ B(H ). Then
X∗A−1X = min
{
B ∈ B+(H ) :
(
A X
X∗ B
)
≥ 0
}
,
or equivalently
B −X∗A−1X = sup
{
Y ≥ 0 :
(
0 0
0 Y
)
≤
(
A X
X∗ B
)}
.
Remark 5.4. Let M be given by (5.1) such that B ∈ B++(H ). Then Theorem
5.1 turns to
M ≥ 0 ⇐⇒ A ≥ XB−1X∗. (5.3)
To see this, note that the matrix V =
(
0 I
I 0
)
is unitary. Therefore the block
matrix M is positive if and only if VMV ∗ =
(
B X∗
X A
)
is positive. Theorem 5.1
now gives the equivalent condition A ≥ XB−1X∗.
An application of (5.3) can be found in a recent work of Najafi [42].
Corollary 5.5. Let M be given by (5.1) such that B ∈ B++(H ) and M ≥ 0.
Then there exists a partial isometry U such that |X| ≤ |A1/2UB1/2|. If further-
more R(X) = R(X∗) = H , then U can chosen to be a unitary.
10 M. S. MOSLEHIAN, M. KIAN, Q. XU
Proof. Let T = XB−
1
2 and T = U |T | be the polar decomposition. Then |T | =
U∗T , hence |T |2 = U∗T · T ∗U , so by Remark 5.4 we have
|X|2 =X∗X = B 12 · |T |2 · B 12 = B 12 · U∗TT ∗U · B 12
=B
1
2U∗ ·XB−1X∗ · (B 12U∗)∗
≤B 12U∗ ·A · (B 12U∗)∗ = |A1/2UB1/2|2,
which gives |X| ≤ |A1/2UB1/2| by the operator monotonicity of t 7→ t1/2.
Since R(U) = R(T ) = R(X) and R(U∗) = R(T ∗) = H ⇐⇒ R(X∗) = H ,
we know that U is a unitary if and only if R(X) = R(X∗) = H . 
Remark 5.6. It should be noted that the converse of Corollary 5.5 does not hold:
|X| ≤ |A1/2UB1/2| does not imply the positivity of the block matrix M . For
example, take X = I, A =
(
2 0
0 1
)
and B−1 =
(
1 0
0 2
)
and U =
(
0 1
1 0
)
.
A necessary condition for the positivity ofM can be obtained by using Douglas
theorem as follows:
Lemma 5.7. [25, Lemma 6] Let M be given by (5.1) such that M ≥ 0. Then
R(X) ⊆ R(A 12 ) and R(X∗) ⊆ R(B 12 ).
Proof. Since M ≥ 0, we have A,B ∈ B+(H ). Let M 12 =
(
Y W
W ∗ Z
)
. Then
direct computation yields
M =
(
Y 2 + ZZ∗ YW +WZ
W ∗Y + ZW ∗ W ∗W + Z2
)
,
hence
A = Y 2 +WW ∗ and X = YW +WZ,
which indicate by Douglas theorem that R(A 12 ) contains both R(Y ) and R(W ).
As a result, we have R(X) ⊆ R(A 12 ) since it is clear that R(X) ⊆ R(Y )+R(W ).
Similarly, we have R(X∗) ⊆ R(B 12 ). 
Based on the preceding lemma, another characterization of the positivity of M
can be derived as follows:
Theorem 5.8. [25, Theorem 7] LetM be given by (5.1) such that A,B ∈ B+(H ).
Then M ≥ 0 if and only if there is an operator C ∈ B(H ) such that X = C∗B1/2
and C∗C ≤ A.
Proof. (i)⇒ (ii). Suppose thatM ≥ 0. By Lemma 5.7 and the Douglas theorem,
there exists C ∈ B(H ) such that
X∗ = B
1
2C and R(C) ⊆ R(B 12 ) = R(B),
hence PC = C and C∗P = C∗, where P is the projection from H onto R(B).
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Given any y ∈ R(B) and z ∈ H , we have y = Bu for some u ∈ H . Put
x = B
1
2u. Then y = B
1
2x and thus〈(
A C∗
C P
)(
z
y
)
,
(
z
y
)〉
=〈Az, z〉 + 〈Xx, z〉++〈X∗z, x〉 + 〈Bx, x〉
=
〈
M
(
z
x
)
,
(
z
x
)〉
≥ 0.
It follows that
(
A C∗
C P
)
≥ 0, and so
(
A− C∗C 0
0 P
)
=
(
I −C∗
0 I
)(
A C∗
C P
)(
I 0
−C I
)
≥ 0,
that is, A ≥ C∗C, as required.
(ii) ⇒ (i). It follows from the identity
M =
(
A− C∗C 0
0 0
)
+
(
C B1/2
0 0
)∗(
C B1/2
0 0
)
.

Similarly, we have the following corollary:
Corollary 5.9. Let M be given by (5.1) such that A,B ∈ B+(H ). Then M ≥ 0
if and only if there is an operator C ∈ B(H ) such that X = B1/2C and C∗C ≤ B.
Recall that an operator K ∈ B(H ) is a contraction if ‖K‖ ≤ 1. We can also
provide another characterization of the positivity of M in terms of contractive
operators. To this end, we need firstly a lemma as follows (see [9, Proposition
1.3.1] for another proof for matrices):
Lemma 5.10. An operator K ∈ B(H ) is contractive if and only if
(
I K
K∗ I
)
≥
0.
Proof. The operator K is a contraction if and only if ‖K∗K‖ = ‖K‖2 ≤ 1. The
later is equivalent to 0 ≤ t ≤ 1 for all t ∈ sp(K∗K)). This fact, by the functional
calculus for the self-adjoint operator K∗K, is equivalent to K∗K ≤ I. Eventually,
it follows from Theorem 5.1 thatK∗K ≤ I holds if and only if
(
I K
K∗ I
)
≥ 0. 
The next theorem is due to T. Ando [3]. Based on Corollary 5.9, an alternative
proof of this theorem can be found in [25, Theorem 8]. A proof for matrices is
stated in [28, Theorem 7.7.9]; see also [9, Proposition 1.3.2] by which a proof of
Theorem 5.1 is given.
Theorem 5.11. Let A,B ∈ B+(H ) and X ∈ B(H ). Then the following are
equivalent:
(i) The block matrix M defined by (5.1) is positive;
(ii) There exists a contraction K such that X = A1/2KB1/2.
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Proof. (i) ⇒ (ii). First assume that A > 0 and B > 0. By Theorem 5.1, we have
B ≥ X∗A−1X . Hence
I ≥ B−1/2X∗A−1XB−1/2 = (A−1/2XB−1/2)∗(A−1/2XB−1/2) .
Hence ‖A−1/2XB−1/2‖2 = ‖(A−1/2XB−1/2)∗(A−1/2XB−1/2)‖ ≤ ‖I‖ = 1. There-
fore the operator K = A−1/2XB−1/2 is a contraction and
A1/2KB1/2 = A1/2(A−1/2XB−1/2)B1/2 = X.
Second, assume that A ≥ 0 and B ≥ 0. Considering
(
A+ 1
n
X
X∗ B + 1
n
)
and
employing the first case, we get a sequence of contractions {Kn} such that
(A+
1
n
)1/2Kn(B +
1
n
)1/2 = X, for any n ∈ N.
Since the closed unit ball of B(H ) is weakly compact, we may assume that {Kn}
converges weakly to a contractionK ∈ B(H ). Taking limits as n tends to infinity,
we arrive at A1/2KB1/2 = X .
(ii) ⇒ (i). Since K is a contraction, by Lemma 5.10 we have
(
I K
K∗ I
)
≥ 0.
Hence (
A X
X∗ B
)
=
(
A A1/2K∗B1/2
B1/2K∗A1/2 B
)
=
(
A1/2 0
0 B1/2
)(
I K
K∗ I
)(
A1/2 0
0 B1/2
)
≥ 0 .

Theorem 5.12. Let M be given by (5.1). Then the following are equivalent:
(i) The block matrix M is positive;
(ii) A = Y ∗1 Y1, B = Y
∗
2 Y2, and X = Y
∗
1 Y2 for some Y1, Y2 ∈ B(H ,H ⊕H )
Proof. The first proof: A proof can be carried out by following the line in the
second proof of Theorem 5.1.
The second proof (due to T. Ando): By Theorem 5.11, there is a contraction
K such that X = A1/2KB1/2. It is easy to see that G = (Tij)1≤i,j≤2 is a unitary
(dilation of K), where
T11 = K, T12 = (I −KK∗)1/2, K21 = (I −K∗K)1/2 and K22 = −K∗.
Let Y1, Y2 ∈ B(H ,H ⊕H ) be given by
Y1 = G
∗
(
A1/2
0
)
and Y2 =
(
B1/2
0
)
.
Then direct computation yields A = Y ∗1 Y1, B = Y
∗
2 Y2, and X = Y
∗
1 Y2. 
Remark 5.13. Utilizing the polar decompositions Yk = Uk|Yk|, k = 1, 2 with
partial isometries Uk, we get X = Y
∗
1 Y2 = |Y1|U∗1U2|Y2| = A1/2KB1/2, where
K = U∗1U2 is a contraction. This gives another way to find the contraction in
Theorem 5.11.
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Proposition 5.14 (A generalized Cauchy–Schwarz inequality). Let M be given
by (5.1) such that A,B ∈ B+(H ). Then M is positive if and only if
|〈x,Xy〉|2 ≤ 〈x,Ax〉 〈y, By〉 (5.4)
for all x, y ∈ H .
Proof. Suppose that M is positive. Then it follows from Theorem 5.11 that
X = A1/2KB1/2 for a contraction K. Since K∗K ≤ I, we know that for any
x, y ∈ H ,
|〈x,Xy〉|2 =|〈x,A1/2KB1/2y〉|2 = |〈A1/2x,KB1/2y〉|2
≤|〈A1/2x,A1/2x〉| |〈KB1/2y,KB1/2y〉|
(by the usual Cauchy-Schwartz inequality in Hilbert spaces)
=|〈x,Ax〉| |〈y, B1/2K∗KB1/2y〉|
≤〈x,Ax〉 〈y, By〉.
To prove the converse suppose that (5.4) is satisfied. For any x, y ∈ H ,〈
(x, y)T ,M(x, y)T
〉
=〈x,Ax〉+ 2Re〈x,Xy〉+ 〈y, By〉
≥〈x,Ax〉 − 2|〈x,Xy〉|+ 〈y, By〉
≥〈x,Ax〉 − 2〈x,Ax〉 12 〈y, By〉 12 + 〈y, By〉
=
(
〈x,Ax〉 12 − 〈y, By〉 12
)2
≥ 0 .
Hence M ≥ 0. 
The next result reads as follows.
Proposition 5.15. Let M be given by (5.1) such that A,B,X are all self-adjoint
and A +B ∈ B++(H ). Then
M ≥ 0⇐⇒ ‖(B + A)−1/2(B − A+ 2iX)(B + A)−1/2‖ ≤ 1.
Proof. Using the unitary congruent via the unitary U = 1√
2
( −iI iI
I I
)
, one
can see that M is positive if and only if
U∗MU =
1
2
(
B + A B − A+ 2iX
B −A− 2iX B + A
)
is positive. From Theorem 5.1, the last one is positive if and only if
(B + A) ≥ (B − A+ 2iX)(B + A)−1(B −A− 2iX)
and this is equivalent to ‖(B + A)−1/2(B −A + 2iX)(B + A)−1/2‖ ≤ 1. 
Proposition 5.16. Let M be given by (5.1) such that X is self-adjoint and
M ≥ 0. Then
±X ≤ 1
2
√
t(1− t)
[
tB + (1− t)A], for every t ∈ (0, 1). (5.5)
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Proof. For every t ∈ (0, 1), let
Ut =
(
(1− t)1/2I −t1/2I
t1/2I (1− t)1/2I
)
.
Then Ut is a unitary such that
U∗t MUt =
(
M11(t) M12(t)
M21(t) M22(t)
)
,
where
M11(t) = 2
√
t(1− t)X + (1− t)A + tB,
M12(t) = −tX + (1− t)X +
√
t(1− t)(B − A),
M21(t) = (1− t)X − tX +
√
t(1 − t)(B −A),
M22(t) = −2
√
t(1− t)X + tA + (1− t)B.
Then from M11(t) ≥ 0 and M22(t) ≥ 0 we can get
X ≤ 1
2
√
t(1− t)
[
(1− t)A+ tB], −X ≤ 1
2
√
t(1− t)
[
(tA + (1− t)B],
which leads to
X ≤ 1
2
√
t(1− t)
[
tA+ (1− t)B], −X ≤ 1
2
√
t(1 − t)
[
(1− t)A + tB]
by replacing t with (1− t). This completes the proof of (5.5). 
Remark 5.17. Substituting t = 1
2
into (5.5) yields ±X ≤ A+B
2
, which however
does not mean the positivity of the block matrix M defined by (5.1) satisfying
A = A∗, B = B∗, X = X∗ and A + B ∈ B++(H ). An immediate example is
X = 0, A = 2I and B = −I. However, in the converse direction we have these
equivalent conditions:
±X ≤ A+B
2
⇔ (B + A)−1/2(±2X)(B + A)−1/2 ≤ I
⇔ ‖(2B + 2A)−1/2(4iX)(2B + 2A)−1/2‖ ≤ 1
⇔
(
A X
X B
)
+
(
B X
X A
)
≥ 0. (5.6)
The last equivalence follows from Proposition 5.15. But the last block matrix is
M + UMU∗ with U =
(
0 I
I 0
)
. So
±X ≤ A +B
2
⇔ M + UMU∗ ≥ 0.
In the special case that A = B, we have the following proposition:
Proposition 5.18. Let A,X ∈ B(H ) be such that X is self-adjoint and A is
positive. Then
M =
(
A X
X A
)
≥ 0 ⇐⇒ ±X ≤ A.
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Proof. Clearly, M ≥ 0 ⇐⇒
(
A+ 1
n
I X
X A + 1
n
I
)
≥ 0 for any n ∈ N, and
similarly ±X ≤ A⇐⇒ ±X ≤ A+ 1
n
I for any n ∈ N. So it suffices to prove that
for any n ∈ N, (
A+ 1
n
I X
X A+ 1
n
I
)
≥ 0⇐⇒ ±X ≤ A+ 1
n
I.
This follows immediately from (5.6) since A+ 1
n
I is strictly positive. 
For example, it is evident that if Y is a Hermitian (self-adjoint) matrix, then( |Y | Y
Y |Y |
)
≥ 0. Therefore, if Y, Z are Hermitian, then
( |Y | ◦ |Z| Y ◦ Z
Y ◦ Z |Y | ◦ |Z|
)
≥ 0,
where ◦ denotes the Hadamard product. We then obtain ±Y ◦ Z ≤ |Y | ◦ |Z|.
Note that the inequality |Y ◦ Z| ≤ |Y | ◦ |Z| does not hold in general. To see this
consider Y =
(
2 2
2 1
)
and Z =
(
1 3
3 3
)
.
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