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Resumo 
Neste trabalho 5 conjeturas relacionadas com versões finitas das identidades do tipo 
Rogers-Ramanujan são provadas. Gsando estes resultados, foi possível obter generali-
zações polinomiais para seqüências de Fibonacci e Pell. Diversas novas interpretações 
combinatórias para estas seqüências, em termos de partições e caminhos reticulados são 
obtidas, usando-se técnicas de q-calculo e funções geradoras. 
Abstract 
Ins this work conjectures related with the finite versions of the Rogers-
Ramanujan type identies are proved. Using this results it was possible to 
obtain polynomial generalizations of the Fibonacci and Pell sequences. Vari-
ous new interpretations for these sequences, in terms of partitions and lattice 
paths, were obtained using q-caiculus and generating functions. 
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Capítulo 1 
Introduçao 
Em nosso trabalho apoiamo-nos sobre os ombros de muitos grandes homens e usamos a 
experiência de muitas grandes viagens. O primeiro é Leonardo Pisano, discretus et sapiens 
(serio e educado, veja Grimll4]), viajante que nasceu em Pisa em, aproximadamente, 1170 
e viajava para a Algeria, Egito, Síria, Grécia, Sicília e Province, ficando conhecido por 
Fibonacci devido, provavelmente, ao nome do pai Guilielmo Bonacci, embora ele preferisse 
ser chamado Leonardo Bigollo que significa viajante. 
Depois do retorno para Pisa em, aproximadamente, 1200 escreveu o livro Liber abbaci 
( livro do ábaco) onde, além de outras coisas, introduziu os numerais hindu-arábicos. Este 
não foi nem o primeiro, nem o mais popular livro introduzindo numerais hindu-arábicos na 
Europa (Horadamjl6]) mas a posterior fama de Fibonacci o tornou mais conhecido hoje. 
Dentro desse livro, no capítulo 12, descreveu um problema considerando a reprodução 
de coelhos. O problema foi colocado somente para mostrar facilidade de calculo com 
numerais hindu-arábicos, mas é muito importante para nós, porque consiste na definição 
da seqüencia de Fibonacci: 
Fo = L F1 = l, Fn+l =F;,+ Fn-l para n 2': 2. 
Esses tipos de seqüências foram estudadas sistematicamente por Lucas. 1 
Lucas considerou o polinômio X 2 - P X+ Q onde P e Q são inteiros. O disciminante 
da equação associada é D = P 2 - 4Q e raízes são: 
1 François-Édourad-Anatole Lucas(l842-l891), Depois de servir como oficial de artilharia na gerra 
Franco-Prússia ele foi professor de matemática em Lycée Salnt Lois e em Lycée Charlemagne, os dois em 
Paris. 
4 
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P± ,;75 = {a .. 
2 :3 
U !P O) = 0 n - .:3n para n _> O 
n\ , , o 
a-/-' 
Essa seqüencia é chamada Seqüência de Lucas associada ao par (P, Q). 
A seqüencia 1~;, (P, Q) = on + .!3n é chamada Seqüência companheira da seqüencia de Lu-
cas(Ribenboimjl8]) com parâmetros mencionados, que não aborderemos neste trabalho. 
Para P = L Q = -1 temos a seqüencia Fibonacci. Para P = 2, Q = -1 temos a 
Seqüencia de Pell: 
o 1 2 o 12 29 70 169.' 
Cuja relação de recorrência para essa seqüencia é: 
'\este trabalho vamos apresentar algumas novas interpretações combinatórias para es-
tas duas seqüências. 
* * 
* 
Outro grande matemático, Srinivasa Ramanujan Aiyanrar (1887-1920), cujo traba-
lho ímpresionou e inspirou gerações de matemáticos, também inspirou-nos. 1\fais preci-
samente, nosso trabalho foi, como detalharemos posteriormente, inspirado nas famosas 
identidades de Rogers-Ramanujan: 
oo n2 
1 _L'\:""' q 
" ' L., 11 - q)' (1 - q21 ·. · (l - an) 
n=l \ I , " 
(Ll) 
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(l 
A história sobre estas identidades é longa, interessante e bastante conhecida,e pode 
ser em, por exemplo, Andrews[6] ou l\Iondek[17j, Ramanujan conjeturou estas 
identidades aproximadamente em 1913 sem apresenta uma prova na época, !'\em Hardy, a 
quem ele apresentou suas conjeturas em famosa carta enviada em 1913 foi capaz de prová-
las, ::VIac)i!ahon, a maior autoridade inglesa nesta area, na época publicou as identidades 
(sem provas) em seu tratado Combinatory Analysis, 
A parte mais interessante desta história, na nossa opinião, é o fato de que Rogers, que 
provou e publicou essas identidades no Proceedings o f the London lvfathematical Socíety 
no ano de 1894 não reagiu1 Não sabemos se ele perdeu interesse no assunto a ponto de 
não ler o trabalho de Mac::VIahon ou se pensou que não era importante mencionar o seu 
próprio trabalho, Ramanujan "descobriu" o artigo de Rogers em 1917, o que fez com que 
Rogers ficasse famoso, 
Leonard James Rogers nasceu e foi educado em Oxford. Trabalhou no Yorkshire 
College e na Universidade de Leeds de 1888 ate 1919. Morreu em Oxford 1933. Era 
um homem com muitos e diferentes talentos, Falava várias línguas, era bom músico e 
matemático talentoso, Nos conhecemos ele hoje só por causa das identidades de Rogers-
Ramanujan (Andrews[6]). 
De qualquer maneira, a segunda prova das identidades de Rogers levou Bailey, em 1944, 
à observação que depois ficou conhecida como "Lema de Bailey''. Nós a apresentamos no 
Capítulo 2 (para mais detalhes veja na Paulel25]), Por sugestão de Bailey, LJ. Slater, 
no começo dos anos -50, usando esse lema forneceu uma lista de 130 identidades de tipo 
Rogers-Ramanujan2 (Slater[28] e [29]). 
Ninguém sabe como Ramanujan descobriu essas identidades e outras parecidas que 
ele anotou em "Lost" !'\otebook ( Andrews[2]), Mas nós sabemos que cuidadoso estudo 
do trabalho de Rogers por Bailey e Slater, e depois por Andrews3 levou o terceiro para 
formulação do método para investigar identidades desse tipo através de generalizações 
'Identidades de tipo Rogers-Ramanujan são identidades onde temos de um lado uma soma infinita e 
do outro um produto infinito, 
3 Andrews (Evan Pugh Professor de Matemática na Pennsyl vania State U niversity) mesmo descobriu o 
"Lost Notebook"de Ramanujan em 1976 quando visitava Cambridge, As anotações estavam em uma das 
caixas de papeis pessoais de G,N, Watson que estavam guardadas em Wren Library de Trinity College, 
Mais sobre essa história bastante interessante pode se encontrar em Andrews[6j, 
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polinomiais. 'Jo capitulo 3. descrevemos esse método. J.P.Santos utilizou este método 
para conjeturar identidades com possíveis interpretações combinatórias no sua tese de 
doutorado Santos!20]. Neste trabalho vamos provar 5 destas conjeturas. 
'J o começo dos anos 80 o físico R descobriu que as identidades de Rogers-
Ramanujan estão relacionadas com a solução do modelo "hard bexagon" em mecânica 
estatística. Seus resultados aparecem em Baxteri9]. De fato. no anos 90, Alexander 
Berkovich e Barry fv!cCov Berkovichllü] estudaram várias propriedades das identidades do 
tipo Rogers-Ramanujan usando diversos modelos de mecânica estatística. É interessante 
mencionar que eles conseguiram provar duas conjeturas de Santos (identidades número 
34 e 36) usando propriedades dos modelos por eles propostos. 
:\o capítulo 4 apresentamos â parte originai desta disertação. Provamos duas conjetu-
ras de Santosl20] e. usando das funções geradoras, discutimos certas propriedades 
combinatórias destas relacionadas a números de Fibonaccí e caminhos reticulados. 
capítulo 5 provamos mais uma conjetura e damos duas interpretações combinato-
riais: urna em termos de partições , e outra em termos de partições planas. 
'Jo capítulo 6 provamos mais duas conjeturas e consideramos certas generalizações 
dos números de Pell usando coeficientes trinomiaís, que surgem dessas conjeturas. Estas 
conjeturas serviram de motivação para descobrir outras formulas relacionadas aos números 
de PelL 
Alguns resultados apresentados aqui já foram publicados (os do capítulo 4 em Santos 
& Ivkovic[21 ]), outros submetidos (resultados de capitulo 6 em Santos & Ivkovíc[22]). 
Outros ainda são apresentados pela primeira vez aqui (5.5). 
:\ossos resultados sobre partições e caminhos reticulados estão relacionados com seqüen-
cias de Fibonacci e PelL Também, para nossa grande felicidade, nosso trabalho parece 
interessante para os físicos. Berkovich et al. estão interessados na interpretação com-
binatorial das identidades do tipo Rogers-Ramanujan porque estas propriedades podem 
ajudar na construção de modelos em mecânica estatística. 
apítulo 2 
Notações e resultados básicos 
'\"este capítulo introduzimos notações e definições, além de vários resultados impor-
tantes que serão utilizados. 
?\o que segue, consideramos todas as funções na variável q formalmente, ou mais 
precisamente, como funções geradoras. Esse abordagem será justificado no Capitulo 4.A 
maioria das funções consideradas convergem para q, número complexo tal que /q/ < 1, 
mas isso não será relevante aqui. Para detalhes sobre funções geradoras veja, por exemplo 
Rainvillel27] ou Andrews[l]. 
Sejam a E: <D; k E: z:, n E: SZ+. 
Nestas condições definimos 
( k' {1 n=O} a; q )n := (1- a)(1- aq) · · · (1- aqk(n-ll) n >O 
( k\ l. . k) a;q )'>O:= lm(a:q n 
n-x 
(a)n = (a;q)n no caso em que k = 1. 
Também definimios para )\ E IR 
8 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
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Desta definição destacamos a seguinte conseqüência 
n=L2.3 .. 
2.1 Polinômios de Gauss 
Os q-análogos dos números binomiais ou polinômios de Gauss são definidos por 
,O:Sm:Sn 
, caso contrario 
(2.8) (q"':qi'")=(q :qk)n~= 
o 
e para k = 1 escrevemos 
[:]={ ,0:-Sm:Sn , caso contrario 
Fixadas as notações, listamos a seguir propriedades fundamentais dos polinômios de 
Gauss, cujas demonstrações podem ser encontradas em Andrews[l]. 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
É imediato que polinômios de Gauss são q-análogos de coeficientes binomiais: 
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as 
,, r n l ( n '), 11m 1= ,, \!-
q~t L m J m'(n- mr m _ 
Polinômios de Gauss satisfazem várias identidades_ Citamos as mais usadas: 
1 ""l' '11 " '\' n+J-l , 
-:--c- - L- ~ "'J ( z; q )n - j=O j J ~ 
podem ser encontradas em e 
l . ,Ir 2n + k l lill ' f 
n.....,oc L n -r _: J 
1 
= ~.k.fE :Z 
\q}x 
10 
1 3' 
• J.. ) 
(2. 
I? - -) \:..lo 
(2J6) 
que pode ser obtida diretamente da definição de polinômio de Gauss, Essa identidade vai 
ser crucial no Capitulo 3. 
2.2 q-Analogos de Coeficientes Trinomiais 
Da mesma forma que os coeficientes binomiais, podem-se definir coeficientes trinomi-
ais, ou seja: 
(2,17) 
onde ( ] ) 
2 
são chamados coeficientes trinomiais, 
Csando (1 + x + x 2 )n = (1 + x(1 + x) )n e aplicando teorema binomial duas vezes é 
fácil provar que: 
(; )2 = ~h!(h+j) 1 (~ j-2h) (2,18) 
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Csando +x + + e o teorema binomial novamente temos: 
Também. tem-se: 
(n 
\ J 
( 2n ~ 2h j' n-J-h 
+(n~l 
\ J 
19) 
(2.20) 
ultima relação fornece a possibilidade de apresentar os coeficientes trinomiais na 
forma de um triângulo parecido com o triângulo de Pascal: 
1 
1 2 1 
1 3 4 3 1 
1 4 8 10 8 4 1 
1 o 13 22 26 22 13 5 1 
As seguintes expressões ( Andrews&Baxterl5]) são q-análogos dos coeficientes trino mi-
ais da mesma forma pela qual polinômios de Gauss são q-analogos de coeficientes binomi-
ais, ou seja, o limite de cada uma delas quando q vai para 1 é igual o coeficiente trinomial 
dado por (2.18) e (2.19). 
To(m,A,q) _ ~r- 1vlm] [ 2m-2j·J L.~ ' l J z m-A-J ' )=0 q 
Temos relações parecidas as relações extraídas do o triângulo de Pascal : 
T1 (m,A.,q) = T1(m-1,A,q)+qm+AT0(m-l,A+1,q) 
+qm-ATo(m- 1, A- 1, q) 
(2.22) 
(2.23) 
(2.24) 
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-l.A-1. + 
q)- A+ 1, q) 
-'-qm+A+ly, ( m 4 + 1 q' - O 
' o\ ·: ~ 1 ) -
Seja 
U(m, q) = q)+To .A+Lq) 
seguintes identidades verdadeiras (Andrews[3]) 
= (1 + q2m-l • \ Á ) (m-L,n,q 
12 
(2.25) 
(2.26) 
(2.27) 
+qm-AT1 (m- 1, A- L q) + qm+A+JT1 (m- 1, A+ 2, q) (2.28) 
U(m,Aq) = (1 +q + q2m- 1)U(m- LA,q) 
-qU(m 2, A,q) + q2m-2AT0(m- 2, A- 2, q) 
+lm+2A+2To(m- 2, A+ 3, q) 
De (2.22) e (2.23) podemos ver que 
onde (2.10) foi usado. 
To(m, A q) = To(m, -A, q) 
T1(m,Aq) = T1(m, -A,q), 
(2.29) 
(2.30) 
(2.31) 
Os seguintes resultados assintóticos para To(m,A,q),T1(m,A,q) e U(m,A,q) são da-
dos em Andrews[l]: 
lím 
=-= 
m-A po.r 
lim 
=-= 
m-A tmpar 
(2.32) 
(2 . .33) 
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.34) 
lim U(m, 
'm--oc 
( . 2\ 
,-q,q )X 
(q2: q2) 00 
(2.35) 
2.3 Lema de Bailey 
Prosseguimos apresentando um conceito fundamental: dadas duas seqüências Gn e 
de números complexos. di7-se é um par de Bailey se 
(2.36) 
para todo n 2: O, onde a E <f. 
Obs. Fixado a e dada a seqüência Gn, os !3n dados por (2.36) ficam completamente 
determinados. A inversa também é válida conforme Andrews[3], onde encontramos 
(2.37) 
Acompanhando esta definição apresentamos a seguir um resultado devido a Bailey 
(1949) que tem permitido a obtenção de novas identidades do tipo Rogers-Ramanujan. 
Lema 1.1. (Lema de Bailey) Se Gn e Pn são seqüências que formam um par de Bailey 
então a~ e /3~ dadas por 
c/= r 
(Prlr (pz)r ( aq/ PrPzt 
(aqj pr)r(aqj Pz)r Gr 
(2.38) 
(2.39) 
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também formam um par de Bailey, isto é, 
(p1 e p2 são números complexos para os quais as expressões (2.38) e (2.39) ficam bem 
definidas). 
Para completar as informações dadas pelo Lema (1.1), acrescentamos que a seqüência 
que se obtém por iteradas aplicações deste resultado, pode também ser estendida para a 
esquerda sempre que os valores de p, e P2 assim o permitirem 
. ' . --r- )----? 
pois de (2.39) temos 
f-!) (aq/ Pl)r(aqj P2)r(PIP2/aq)" , 
o· = o 
r (pl)r(P2)r r 
e conforme Andrewsl6J temos que 
(2.40) 
Completamos nossos dados sobre os pares de Bailey com mais duas relações envolvendo 
On e !3n, que possibilitam a obtenção de novas identidades: 
(2.41) 
(2.42) 
cujas demonstrações podem ser vistas em Santos!20]. 
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2 Diversos 
Antes de mais sobre identidades de Rogers-Ramanujan citamos dois resultados 
"técnicos" que vamos usar neste de disertação . 
Triplo de Jacobi: Para números complexos z f O, < 1 vale que: 
00 00 L (-lY'znq(ni') = n(l- qn+l)(l- zqn+l)(l- z-lqn). (2.43) 
n=-oc n=O 
00 
Se lim Dn = L então lim (l - t) L 
n-x t-1-
n=O 
(veja em Andrews[l]) 
2.5 Identidades de tipo Rogers-Ramanujan 
Vamos esclarecer alguns termos, citar as identidades de Rogers-Ramanujan e fazer a 
interpretação combinatória destas identidades. 
Teorema 2.1 (Identidades de Rogers-Ramanujan,L.J. Rogers, 1894) Seja lql < 
1 vale: 
00 an2+n 00 1 
1 + ,8 (1- q)(l • q2) ... (1- qn) = ll (1- q5n+2)(1- q5n+3) 
Nesta dissertação o tema prioritario são as interpretações combinatórias de identidades 
do tipo Roger-Ramanujan ou seja, identidades que de um lado têm produto infinito e do 
outro soma infinita. Na maioria dos casos vamos apresentar interpretações em termos de 
partições cuja definição é a seguinte: 
CAPÍTULO 2. NOTAÇÕES E RESULTADOS BiÍ.SICOS 16 
u<cw:u,o.u 2~1 partição um <inteiro posit-ivo n é uma seqüencia finita,. não decre-
sente de números inteiros positivos o1 . o2 .... , On tal que o,= n. Os o, são chamados 
portes da partição . 
A função geradora para partições irrestritas de n, é dada por 
(2.44) 
onde p(O) = 1 
l\.lac'Vlahon concíuíu em 1918 que as identidades de Rogers-Ramanujan podem se re-
formuladas combinatorialmente ( Andrewsll]): 
Teorema 2.2 (A primeira identidade de Rogers-Ramanujan) O número de parti-
ções de um inteiro n em que a diferença entre partes consecutivas é de pelo menos dois é 
igual ao número de partições de n em que as partes são congruentes a 1 ou 4 módulo 5. 
Teorema 2.3 (A segunda identidade de Rogers-Ramanujan) O número de parti-
ções de um inteiro em que cada parte excede 1 e a diferença entre partes consecutivas é 
de pelo menos 2 é igual ao número de partições de n em que as partes são congruentes a 
2 ou 3 módulo 5 
No começo dos anos 80 o físico R. Ba":ter descobriu que as identidades de Rogers-
Ramanujan são relacionadas à solução do modelo "hard hexagon"em mecânica estatística. 
Seus resultados aparecem em Baxter I9J. Nos anos 90 Alexander Berkovich e Barry 
McCoy (Berkovich[lO]) estudaram várias propriedades das identidades do tipo Rogers-
Ramanujan usando diversos modelos de mecânica estatística. Físicos chamam o lado 
da soma da identidade de Rogers-Ramanujan lado fermiônico e o lado do produto de 
bosônico. Embora que neste trabalho nós não consideramos problemas físicos, vamos usar 
essa notação . 
Capítulo 3 
O 1nétodo de Equaçoes de q-Diferença 
'\inguém sabe como Ramanujan descobriu as identidades da classe que hoje traz o seu 
nome. Mas muitos dos que gastaram boa parte de suas vidas examinando o trabalho de 
Ramanujan (Bailey, Berndt, Andrews ... ) têm algumas idéias. 
Andrews em 1985 tentou formalizar um método o quaL na sua opinião, Ramanujan 
usou intuitivamente. 
Em sua tese do doutorado (Santos [20]) .J.P.Santos usou esse método para fazer diversas 
conjeturas. Aqui, vamos apresentar o método através da identidade numero 94 da lista 
de Slater (Siater[29]), porque essa identidade foi a motivação inicial para o trabalho 
(Santos&Ivkovic[21]). Temos: 
oo n2+n 
=L ª (3.2) 
n=O (1; q)2n+1 
Consideramos uma função de duas variáveis, f(q, t), associada à identidade que se 
quer provar e com as seguintes propriedades: 
00 
(i) f(q, t) =L Pn(q)tn onde Pn(q) são polinômios. 
n=O 
17 
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é igual ao iado produto da identidade. 
n-oc 
f(q, t) satisfa7. uma equação não-homogênea de primeira ordem em q 
Em nosso caso definimos 
(3.3) 
com isso obtemos: 
Portanto a condição (i i i) é satisfeita. 
Podemos escrever 
j94(q, f) =L Pnf" 
n-=0 
onde 
OC· OC· 
(1- f)(l- fq) L Pntn = 1 + tq 2 L Pn(fq2 )n (3.4) 
n=O n=O 
3.1 Forma fermiônica 
Agora podemos seguir Andrews !6]: 
f '\' ·n n'+n '· m m + -11. -r- 1 00 00 I ? , ] 94= 6 rq 6 t 
n=O m=O L m 
(por 2.15) 
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Portanto 
N 
Pv= L 
n=O 
Usando (2.16) temos que 
que é igual lado direito de (3.1). 
n=O 
[ +n+ ll 
·· 1 I T J 
+-n+ 
2n+ 1 
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É importante destacar que todos os PN são polínômios. Por causa disso este método 
é as vezes citado como método de finitização (veja Sílls [24]). Como (3.5) surgiu do lado 
da soma da identidade nós chamamos (3.5) forma fermiónica. 
3.2 Forma bosônica 
Na última sesção apresentamos o método de Andrews (o método de equações de q-
diferença) que Andrews apresentou em Andrews!6J. Entretanto, em nosso trabalho nós 
seguimos Santosl20] na busca da forma bosônica para (3.1). A equação (3.4) implica: 
CX:· X· 00 OC· CC 
LPntn- LPn-rtn- LqPn-rtn + LqPn-2tn = 1 + Lq2nPn-rtn. 
n=O n=l n=l n=2 n=l 
É fácil ver que: 
(3.7) 
Pn(q) = (1 + q + q2n)Pn-l (q)- qPn-z(q). 
Agora, para os famíliarizados com polinômios de Gauss não é tão difícil conjeturar a 
forma explícita (forma bosônica) Cn para família dos polinômios Pn: 
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~ ql5j2 HJ 11. + 1 l ~ n- I j=-cx L -
C<:· r -; 
L ls''-'-J4i+Q 1 2n. + 1 1 q " . .. v L n- 5j- 2 1 • J=-x J 
Vamos provar que essa conjectura é verdadeira: 
Teorema A família Pn(q) dada em (.3.7) é igual Cn(q) dado em (3.8). 
Prova. Como Co(q) = l e C1 (q) = 1 + q + q2 precisamos mostrar a igualdade: 
• • 2n)C • \ C 
..,-q-,-q. n-1\q;-q n-2 ou que: 
x 
19 ''j' x r ?+.1 ] 
'\"' ql5j 2+4J I -D ' ' - ."" 15j 2·,-14j+3 I -D J~oo L n - .5j 1~00 q L n- .Sj - 2 
= (1 + q + q2n) (~ q15J'+4J [ 2n_~ 1 j' _ .~ ql5J'+l4J+3 [ 2n_~ 1 ] ) 
.L..., n-'JJ-1 L..., n-oJ-3 
=-oo J=-oc 
-q (~ ql5)2+4j Ir 2n-~ 3 1- ~ q15J'+14J+3 [ 2n-~ 3 l) 
L..., n- OJ - 2 L..., n- ;:;J - 4 J 
=-oo - ..~ J=-cc 
(3.9) 
Quando (2.11) é aplicada a cada expressão do lado esquerdo de (3.9) temos: 
L
oo l5J'+4J [ 2n ] , Loo J5j2+9J+n+l [ 2n ] q •· T q -· 1 
. n- OJ . n- :OJ -
J=-oo J=-oo 
_ ~ ql5J2+14J+3 [ :n ] _ ~ ql5P+l9J+6+n I :n ] 
L..., n - OJ - 2 L..., L n - oJ - 3 
J=-oo J=-oo 
Aplicando (2.12) a cada soma na expressão acima e substituindo em (3.9), temos (depois 
de alguns cancelamentos): 
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=-x 
=2..:: 
j=-oo 
X 
j=-cc 
ÕJ"-!·9J+n+4 r - 1 l l n- 5j 2 J 
l- 2n-1 l • I -n- -1 J 
oc r ] 
__ 2..:: 15j2+l9j+6+n I - 1 
q l - . 4 n- ·JJ-. 
;=-x 
;=-oc-
í 2n- 1 l 
Ln- -3j 
-l 2n- 3 
1
J· , _2..::·'"' 151 z+l4JH -l 2n- 3 l 
-· o T q •· 4 · n- OJ - "' n- OJ - J 
J=-Ç;Q 
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(3.10) 
Considerando o lado direito da última expressão e aplicando (2.11) nas primeiras duas 
somas ten10s: 
OC [ l X [ l v q15J'+4J+1 2n_-: 2 J + ."' ql5J'-"-9J+l+n 2n_-: 2 J 
L n - ·JJ - 1 L n- OJ - 2 
;=-oo ;=-oo 
_ Lx lSJ'HJ+l [ 2n.- 3 l . Loc 1sJ'H4JH [ 2n- 3 ] q - 2 i- q -· 4 . 
. n- o; - J . n OJ -
;=-oo J=-oo 
Aplicando agora (2.12) na primeira e terceira soma da última expressão e fazendo alguns 
cancelamentos, temos que o lado direito de (3.10) é igual a: 
oo - .] cc r J L l5J'-J+n l 2n 3 -+- '\' 15J'+9J+l+n l 2n- 2 q - 1 . / q -· 2 
. n-~-- .~ n-~-
;=-oc· ;=-x 
Agora consideramos o lado esquerdo de (3.10) e aplicamos (2.11) a todas as somas: 
~ l5j2_J+n [ 2n --2 ] + ~ 15J'HJ+2n-l [ 2n_-: 2 l 
L q n - .)J L q n- o; - 1 J 
;=-oc J=-oo 
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-L 
j=-X 
,.,. ..., X 
I 2n- 2 I J: " n- - 2 j - _L...-1 
J=-oc, 
r 2n- 2 l l n- 5j- 3 J 
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"" r , oo í J 
_ L ql5i'+l4J+n+6 'l 2n_~ 2 . I _ ~ q15J'+24j+2n+9 I 2n_~ 2 _ .(3.1l) 
. n- -JJ - 4 J _L... L n- OJ .J 
y=--x- J=-oc 
Aplicando agora (2.12) na primeira e quinta soma e fazendo cancelamentos com as 
somas do lado direito de (3.11) ficamos com: 
X r _ 1 X - -~ q15J'-5J+2n I 2n -_ 3 1 + .~ ql5J'+4J+2n-l l 2n- 2 I 
L... : n- OJ J L... n- 5j - 1 j j=--x:; L y=-x· 
X r l , L 15J2+l4J+2n+2 2n- 2 J 
..,.. q -. 3 
n- ·JJ-j=-oo L 
- ~ ql5j2+4J+2n-1 r 2n_~ 3 ] 
L... n- -JJ- 2 j=-oo ~,. 
_ Lx J5J'+J4j+2n+2 [ 2n- 2 ] _ Loc 15J'+24J+2n+9 [ 2n- 2 ] q -· 3 q -. -
. n- -~J - . n- ·JJ -o 
J=-oo y=-oo 
Observando que a terceira soma cancela com quinta e trocando j por j + 1 na última 
sorna, temos (após uso de 2.11) 
_ ~ q15J'-J+3n-2 [ 2n-~ 3 ] 
L... n- OJ -l 
J=-oo 
que é identicamente zero por (2.12) portanto completando a prova. O 
Portanto, a versão finita de identidade (.3.1) foi provada: 
P . = LN n'+n [N ~.; n_ + 11 = Loo ql5;2~4j [ 2n + 1 J'- .Lcc 15J'+l4j+3 [ 2n + 1 lJ = c ( \ N q ~ . 1 q - q -. 2 n q;. Ln..,.. J . n- OJ n- OJ -
n=O )=-x )=-x 
(3.12) 
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ao método de Andrews, precrsamos terminar prova da propriedade 
l Ctx "" lim - (q)x T 2:: n-x j=-X 
Csando agora Produto Triplo de .Jacobi (2.43) temos: 
oc (1 + q30n-ll)(l + q30n-l9j(l _ Q30n) 00 (l + q30n-ll\fl + q30n-l9)(1- q3Dn) 
"Ci'-II \ !\ •• 3!1\ )\ . . Jun n,q; - (l "). q (': n) 
n-x - q· - q 
n=l \ n=l \ ~ ~ -
que é o lado esquerdo de 1), o que termina a prova de (ii). 
Podemos observar que, além de prova para versão finita de (3.1), temos possibilidade 
de aplicar valores diferentes para t (o que vai ser feito no capítulo seguinte durante a 
discussão do aspecto combinatório dessa identidade). É bem conhecido que todas as 
provas das identidades do tipo Rogers-Ramanujan são complexas. Aqui, toda dificuldade 
é conjeturar a forma bosónica. As provas dessas conjeturas, além de serem bastante 
trabalhosas (veja Teorema 3.1) e exige muitas manipulações algébricas. 
Portanto, usando este método, ternos duas vantagens: 
a) A demonstração para a versão finita das identidades fica relativamente simples (mas 
trabalhosa) ,o que por sua vez fornece prova da identidade originaL 
b) A possibilidade de explorar a natureza combinatorial das identidades. 
Capítulo 4 
Números de Fibonacci e partições 
!\este capítulo apresentamos algumas propriedades combinatórias de (3 .. 3) e estudamos 
uma outra identidade da lista de Slater (Slater!29]). Esses resultados já foram publicados 
em (Santos&Ivkoviél21]). 
4.1 Uma família de polinômios relacionada 
à seqüência de Fibonacci 
Começamos com algumas observações sobre a natureza combínatoríal de PN(q) dado 
em (3.7). Sabendo que PN(q) é o coeficiente de tt·i em (3.3): 
oo tnqn2+n ~ (1 - t) ( tq2 : q2 )n ( tq; q2 )n+! 
e considerando que n2 + n = 2 + 4 + · · · + 2n podemos ver que o coeficiente de tN em 
é a função geradora para as partições em exatamente N partes, onde todo par menor do 
que ou igual à maior parte aparece pelo menos uma vez. Por causa do fator (1 - t) no 
denominador provamos o seguinte: 
24 
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Pv(q) é a função geradora para os partições em no máximo partes 
onde todo par menor do que ou igual a maior parte aparece pelo menos uma vez. 
Para ver o ligação entre a família dos polinômios PN(q) e os números de 
fazemos q = 1 em (3.7), obtendo 
)=1: P1(1)=3 
Pn(l) = 3Pn-!(1)- Pn-2(1) 
Para a seqüencia de Fibonacci Fn temos F2 = 1; F4 = 3 e 
de onde podemos concluir: 
Dessas considerações provamos: 
Teorema 4.2: O número total de partições em no máximo N partes onde todo par 
menor do que ou igual à maior parte aparece pelo menos uma ve7. é igual F2N+ 2 · 
A família dada por (3.7) tem também uma propriedade interessante em q - -1. 
Temos: 
Po(-l) = 1: P1(-1) 1 
Pn( -1) = Pn-1( -1) + Pn-2( -1) 
o que significa que para q = -1 temos todos os números de Fibonacci i.e. Pn( -1) = Fn+l· 
Para ver o que está ocorrendo no sentido combinatório em q = -1 precisamos observar 
que quando mudamos q por -q em (3.3) o único termo que muda é (tq; q2 )n+l e agora 
o coeficiente de t"'' vai ser o número de partições como explicado no Teorema 4.2 com 
um número par de partes ímpares menos o número de partições onde o número de partes 
ímpares é ímpar. Formalizamos isso no seguinte teorema: 
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O número de partições em no maxrmo partes onde todo par menor 
do que ou igual à maior parte aparece pelo menos uma vez e com número par de '"'mccc 
ímpares, menos o número destas com um número ímpar de partes ímpares, é igual 
'\a tabela 1) apresentamos, para alguns valores de n, os resultados provados nos 
teoremas 4.L 4.2 e 4 .. 3. primeira coluna temos na segunda partições descritas no 
teorema 4.3 com um número par de partes ímpares e na terceira coluna aquelas com um 
número ímpar de partes ímpares. Na quarta coluna F2n+2 -número total de partições nas 
colunas 2 e 3 e na quinta coluna a diferença entre os números de partições na segunda e 
terceira colunas -Fn+l· 
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As partições descritas na teorema 4.2. 
com um número par com um numero ímpar 
n de partes ímpares de partes ímpares F;;,it+z Fn+J 
o <I> 1 l 
I 
1 4> .. .. .. 3 l 
.. I .. .. 
<jJ .. .. .. 
.. .. 
2 8 2 
" " 
.. .. .. .. 
" 
.. 
" 
.. .. 
" 
.. .. .. 
.. 
.. 
" 
.. 
<I> .. .. .. .. 
.. .. .. 
.. .. .. .. 
.. .. 
" " 
.. " .. .. 
" 
.. .. .. 
.. 
.. 
" 
" 
.. .. .. 
" 
.. 
" 
.. 
" " .. .. 
3 2! 3 
" 
.. .. .. .. .. 
.. .. 
.. " " 
.. .. .. " .. 
" 
• ~e e e 
.. .. 
.. .. .. .. 
.. .. 
.. " 
" 
e • e • 
.. .. 
" 
.. 
" 
.... 
.. " .. 
" 
.. .. 
" 
.. .. 
••••••• 
" " 
.. .. .. .. • •••• 
" 
.. .. 
.. .. 
.. 
Tabela -!.1 
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.2 Segunda .u:u .. uu.,,a 
seqüência de 
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consideramos a função de 
identidade 99 de Slater (Slater 129]): 
Yariáveis dada em Santos {20], relacionada á 
oo 'Ti n2+n r q . 
fgg(q, t) = L: <t 2) <t . 2' 
n=O :q n+l q,q )n 
( 4.1) 
Desta equação pode-se obter a seguinte equação funcional: 
- t)(l- tq)fgg(q. t) = 1 - tq + tq2 (q. tq2 ) 
da qual obtemos 
To(q) = 1; Ti(q) = 1 + q2 
(4.2) 
T;.,(q) = (1 + q + q2n)T'n-r(q)- qT;.,_2(q) 
onde T;.,(q) é o coeficiente de t'v em (4.1) i.e. 
(4.3) 
Em (Santosl20]) encontramos a seguinte conjectura para uma fórmula fechada de (4.2): 
A prova dessa conjetura é dada no teorema seguinte. 
Teorema 4.4. A família T;.,(q) dada em (4.2) e igual Bn(q) dado em (4.4). 
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Considerando que B0 = 1 e B 1 (q) = 1 + q2 nós precisamos provar 
B (l 1 : 2n\B B ( ) n = \..~._--rq:q ) n-1 -q n-2\q: 
f al5J'+2j r 2n +_ 1 1- f 
" L n- OJ 
;=-x J j=-.x 
[ 2n + 1 l n- -1 J 
(
x r l X r 1) 
-'- n-'- a2nj '\' ql5j2+2j I 2n- 1 I - '\' ql5J'+8J+l I - 1 
'"''L._, L -' L._, I -? , _ n- OJ - 1 J _ L n- OJ - - J 
--X )--X 
_ ( 2:::00 !SJ'+2j r. 2n- 3 J _ .·2:::·"' .l5J'+8J+l r 2n- 3 1) q q I -? q ' - 31. 
J=-oo L n - OJ - - .i=-x L n- 0J - . " 
Aplicamos 1 às duas primeiras somas~ temos: 
f ql5J'+2J lí 2n_ . 1 + f 
n - DJ 1 j=-x '- ~ ;=-oc [ 
2n 1 
n- 5j- 1 J 
_ L"' l5J'+SJ+l [ 2n ] _ Loo 15j2+!3J+n+2 [ 2n ] q - 1 q -· ? . 
. n- oJ - . n- oJ - _ 
;=-oo J=-oo 
Agora aplicamos (2.12) em cada uma destas somas para obter: 
Loo 15J'+ 2i [ 2n - 1 ] -L Loo 151,_31 [ 2n - 1 ] q r· 1 ' q -· 
. n- oJ - " . n- bJ 
J=-oo J=-e:o 
+ ~ ql5J'+7J+n+l [ 2n_~ 1 ] 
6 n- bJ- 2 
;=-oo 
+ ~ q15J'+2J+2n [ 2n_~ 1 ] 
6 n- oJ- 1 
J=-x 
00 - ] co ] 
_ '\' q15J2+8J+! l 2n_~ 1 . _ '\' ql5J'+3J+n [ 2n_~ 1 
6 n- oJ - 2 6 n- ·:lJ - 1 
y=-oo ;=-oo 
00 
15J'+13J+n+2 [ 2n 1 l _ Loo J5J'+8J+2n [ 2n 1 ] q -3 q -2· 
. n- oJ - J . n- bJ -J=-ç:o J=-oo 
Substituindo isto em ( 4.5), obtemos, após simplicações 
Loo J5J'-3J+n [ 2n- 1 l + Lco 15J'+7J+n+l [ 2n- 1 l q -J. q r oj 
. n- OJ . n- o) - _ 
J=-·x ;=-oo 
(4.5) 
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j=--x 
I 2n- 1 J- f l n- 5j- 1 - j=-oc 
"' r L 1- z , 2 ó , , 2n_- 1 = q'J]T.;T~, 
. l n- 5j -1 
J=-x-
1- f 
j j=-oo 
r l 
'"+n+3 I 2n- 1 
v' I • . i 
1 n- UJ- 3 \ 
c ~ 
r In-
- 1 l 
-2 I 
L L 
- ~ qlsi'+2i+! [ . 2n_~ 3 ] + ~ ql5J'+8J+2 [ 2n_~ 3 l· 
_L... n- ·JJ - 2 L... n- OJ - 3 L 
y=-x J=-oc· 
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Aplicando (2.11) nas primeiras duas somas do lado direito da ultima expressão, temos 
para esse lado: 
r ? ') l x í ? ? , 
l. _n- - I c.. _L l5J'+7J+n+l , . -n -- J -· J' q l -· ~ n- -JJ - l n- ·JJ -" 
J=-00 j=-x 
_ ~ ql5J'+8i [ 2n-~ 2 J1 _ .~ qlSJ'+l3J+n+l [ 2n_~ 2 ] 
L... n- .J] - 2 L... n- aJ - 3 
J=-oo y=-x 
00 
lSJz+2i+ 1 [ 2n- 3 ] , Loo 15J'+BJ+2 [ 2n- 3 ] q - 2 ..,.. q -· 3 . 
. n- ·JJ - . n- .JJ -
;=-\'Xê J=-co 
usando (2.12) às primeira e terceira somas, depois de cancelamento, temos 
L::oo l5jz-3J+n [ 2n- 3 ] ' Loo 15J'+7J+n+! [ 2n_- 2 "-~ q •· • T q •. ~ 
. n- OJ - 1 . n- ·JJ - -" 
;=-oo J=-oo 
_ Loo l5J'+3J+n [ 2n - 3 ] _ Loo !5i'+!3j+2+n [ 2n - 2 Jl 
q -· 2 q 5' 3 . 
. n - aJ - . n - . J -
J=-oo y=-oo 
Aplicando (2.11) a todas as somas a esquerda de ( 4.6) e depois de cancelamentos com 
correspondentes somas do lado direto temos: 
2:::
00 
15j2-3J+n [ 2n- 2 ] .;_ Loc 15i'+2J+2n-l [ 2n- 2 ] q - ' q - 1 
. n-~ . n-~-
J=-oc y=-oo 
~ l5J'+l2J+2n+2 lr 2n - 2 l 
+L._,q - 3 
. n- 'OJ- J 
;=-oo 
.;::.., ql5J'+3j+n [ 2n - 2 _li 
L... n- 5j- l 
J=-oo 
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j=--x r 
- 2 l 
n- 5j- 2 I 
- J 
-2 ] 
-4 
= I 2n- 3 l 
' I l n- 5j- 2 J =I:: 
;=-x 
l:sando (2.12) na primeira e quarta somas a esquerda temos: 
oc [' ] oc í ] L l5j2-8j+2n 2n - 3 + L l5j2+2J+2n-1 l 2n - 2 q - . q - 1 n - ·JJ . n- OJ -
;=-oc J=-·x· 
= I 2 l oc [ 2n- 3 - I:: l ' l -3 I -n- J n- 5j - 1 j=-cx::- J=-x 
L= r·;2_cg . 2 r 2n- 2 l _ . q "" , )T n l n- .5j- 2 J 
y=-oc 
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l 
J 
Trocando j por j- 1 na ultima soma e usando (2.10) esta soma cancela-se com a terceira. 
Trocando j por -j na quarta soma, usando (2.10) e subtraindo essa soma da segunda 
em ( 4.4) temos finalmente: 
I::oc l5J'-8J+2n [ 2n- 3 ] _,_ Loo l5j2-3J+3n-2 [ 2n- 3 l q -· q "'l 
. n- OJ . n- DJ - J 
J=-oc J=-oo 
- ..ç-, ql5J'+8J+2n [ 2n_~ 2 . l = O 
.L.. n-DJ-2J 
)=-CC 
Para ver que este expressão é, de fato, identicamente zero aplicamos (2.11) às primeiras 
duas somas, trocamos j por -j e usamos (2.10) o que completa a prova. 
Considerando que Tv ( q) é o coeficiente de tN em: 
oo +nqn2+n 
~ (1 - t)(t~2 : q2)n(tq; q2)n 
e observando que n2 + n = 2 + 4 + · · · + 2n podemos ver que coeficiente de tN em 
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é a função geradora para as partições em exatamente partes onde a maior parte é par e 
todo par menor do que a maior parte aparece pelo menos uma vez. Considerando o fator 
- t) no denominador nós provamos o seguinte teorema: 
Teorema 4.5. Tn(q) é a função geradora para partições em no máximo partes onde 
a maior parte é par e todo par menor do que a maior parte aparece pelo menos uma vez. 
Fazendo q = 1 em 
Mas para Fn vale: 
de onde podemos concluir: 
temos 
To rn=l'· T,· 1'=2 \~} ) ~ 
Tn(l) = 3T;,_r(l)- T,-z(l) 
Bn(1) = T;,(1) = Fzn+l 
o que nós permite concluir o seguinte resultado: 
Theorem 4.6. O número total de partições em no máximo N partes onde a maior parte 
é par e todo par, menor do que a maior parte aparece pelo menos uma vez é igual a F2n+1· 
2. 
Para a família (4.2) também temos em q = -1 todos os números de Fibonacci Fn, n 2': 
T0 (-1)=1; T1(-1)=2 
Tn(-l) = T;,_r(-1) +Tn-z(-1) 
i.e., Tn(-l) = Fn+2: n 2': O. 
Fazendo a mesma observação feita para a primeira família de polinômios em q = -1 
temos o seguinte resuitado: 
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J.€,or·erna 4.7. O número de partrçoes em no max1mo partes onde a maior parte 
é par e todo par menor do que a maior parte aparece pelo menos uma vez e onde o número 
de partes ímpares é par menos o número dessas com um número ímpar de partes ímpares 
é igual Fiv+2· 
tabela ( 4.2) apresentamos, para alguns valores n todos os resultados provados 
nesta seção . primeira coluna temos n, na segunda as partições descritas no teorema 
4.4 com um número par de partes ímpares e na terceira coluna aquelas com número ímpar 
de partes ímpares. I\ a quarta coluna temos F2n+J, o número total de partições nas colunas 
2 e 3 e na quinta coluna a diferença entre os valores da segunda e da terceira colunas -Fn+2. 
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partições descritas na teorema 4.6. 
com um numero 
n com um número par de partes ímpares F:zn+i Fn+z de partes ímpares 
o <!> 1 l 
1 
<!> .. .. 2 2 
" 
.. .. .. .. 
<!> .. .. 
" 
.. .. 
2 5 3 
.. .. .. • 
.. .. 
I 
.. .. 
.. .. e .. 
<!> 41 41 .. .. 
" 
.. .. 
.. 
.. .. " 
.. .. .. .. .. 41 .. .. .. 
.. .. .. .. 
3 .. .. .. .. .. .. " .. l3 5 .. .. 
.. .. .. .. .. .. 
.. .. 41 .. .. 
" 
.. 
••••••• 
.. .. .. .. .. 
.. ..... 
.. .. 
.. • • .. 
Tabela -1.2 
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.3 
Esse capítulo tem título "Números de Fíbonacci e partições "e estamos até aqui fa-
lando sobre famílias de polinómios conectados com números de Fíbonacci. Vamos 
os resultados e formalízar a conexão. 
Csando o fato de que os polinómios gaussianos dados em (2.8) são q-análogos dos 
coeficientes binomiais, 
limín1=(n)· q~r l m J m · 
podemos calcular limites quando q se aproxima 1 em e 11) para 
e 
lim Cn lim ( ~- [ 2n +_ 1 j' ~ . 00 
4->1 q->1 L.,.; n - D J 0=-oc J=-oc 
~ { ( 2n +_1 ) ~ f 2n_+ 1 ) } =C (li 
L... n - 0) I n - OJ - 2 n 1 
y=-oc \ 
r 2n + 1 l) l n ~ 5j ~ 2 J 
lim ( ~ ql5j2+2j lí 2n +_1 ] _ ~ q15j'+SHl [ 2n_+ 1 ] ) 
q-r L... n- OJ L... n- OJ - 1 
J=-00 J=-00 
= ~ { ( 2n +_1 ) _ ( 2n_+ 1 ) } = Bn(l) 
L... n- OJ n- OJ - l 
;=-oo 
Como já observamos 
and 
de onde: 
e 
p. = Loo { ( 2n + 1 ) _ ( 2n + J ) } 2n+l ,.. . ~ . _ 
. n- OJ n- ·JJ - 1 
]=-X 
(4.7) 
( 4.8) 
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4.4 Fibonacci 
I\ esta seção apresentamos uma forma de relacionar números de Fibonacci a caminhos 
reticulados usando resultados provados em seções anteriores. 
Em 
/L! ·t .,_~r( m+n ) ( m+n )] ,m,n, ,s)- L. l m-k(t+s) - n+k(t+s)+t 
k=-x 
(4.9) 
Para o número total dos caminhos reticulados da origem até ( m, n) sem tocar as retas 
y = x- t e y = x + s, onde o caminho reticulado é uma trajeto ria formada de passos 
cima ou para direita, 
Considerando que podemos escrever ( 4. e ( 4.8) como 
_ ~ [/ n+(n+l)) ( n+(n+l) )] 
F2n+2 - -~ ( n-j(2+3) - n+l+j(2+3)+2 
J--OC 
(4.10) 
-~[(n+(n+1)) ( n+(n+l) )] 
F2n+l- -~ n- j(l + 4) - (n + 1) + j(l + 4) + 1 
J--00 
( 4.11) 
podemos concluir que seguinte teorema é valido: 
Teorema 4.1. F2n+i é o número de caminhos reticulados de origem até (n, n + 1) tais 
que não tocam as retas y = x - i e y = x + .) - i, onde i = 1, 2. 
Capítulo 
Uma identidade relacionada à partições 
planas 
Consideramos a função de duas variáveis associada à identidade número 50 da lista de 
Slater (Slater !29]), 
(5.1) 
temos. então: 
(l t)(l tq)fso(q, t) = 1 + (tq3 + tV)fso(q, tq2 ) (5.2) 
n (1 + , 2n+l \ n ( 2n\ 0 Fn = q..,... q )Fn-1 - q- q )Tn-2 (5.3) 
e também: 
Po = 1; P1 = 1 + q + q3: Pz = 1 + q + q2 + q3 + 2q4 + q5 + q6 + q8 (5.4) 
Em (Santos 120]) J.P.Santos conjeturou uma fórmula explícita para a família dos po-
linômios que satisfazem essa recorrência: 
Cn(q) = f q24P+sJ [ 2n .] _ f qz4J'-lsJ+z r 
J=-oo n- 6 J j=-oo Ln 
2n ] 
1 +6j . (5.5) 
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Provaremos aqui essa conjetura. 
Teorema 5.1 A família Pn dada em (5. e igual Cn(q) dado em (5.5). 
Prova: Temos que provar o seguinte: 
_ f q24J'-rs;+2 [ 2n 
. n-2+ J=-oo ) 
(5.6) 
Usando (2.12) nas duas somas a esquerda temos: 
f q24J'+SJ [ 2n + 1 ] + f q24J'+ 2J+n [2n_ + 1] 
. n- 6] - 1 . n - 6J 
]=-·X ]=-X· 
f q24J'-16J+2lr 2n + 1 .] _ f q24J'-JOJ+J+n [ 2n + 1 ·Jl = 
. n-2+6] . n-1+6J 
;=-~· J=-oo 
(1 + q + q2n+l) ( ~ q24J'+8j r . 2n .] - ~ q24J'-16J+2 [ 2n .] ) 
_L., n-1-6] L., n-2+6J 
]=-CC· L ;=-co 
-(q (5.7) 
Agora usamos (2.11) na primeira e terceira soma na esquerda. Depois do cancelamento, 
temos: 
2n ·l + ~ . q24J'+2J+n [2n + ljl 2-6)~ j~oo n-6) 
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j=-x 
[ 
2n 
n-3-
) 
-(q- q2n) ( t_. l"1'+8j rl 2n- 2 .J· - .t q24}'-!6J+2 r 2n- 2 _l). (5.8) 
j=-x n-2-6] J=-x ln-3+6yj 
Aplicamos (2.11) na segunda e quarta soma na esquerda. Depois dos cancelamentos 
temos: 
~ q24l'+14y+n+2 ri 2n ·J' + ~ q24J'+2j+n r 2n ·Jl -1~00 L n - 2 - 6] J~x L n - 6] 
t q24j2-22J+5+n [ 2n .] _ t q24j'-lOJ+1+n [ 2n .] = 
n- 3- 6y . n- 1 + 6] 
J=-c·o J=-x; 
Depois de aplicação de (2.12) na segunda e quarta soma a esquerda, esse lado fica: 
co r? 1 oo r ; 
'\""' 2'i2 ->-Joy·-'-n-'-2l -n '\""' ,~ 1 2 · 21·-'-n l 2n- 1 J L_..q·~., j..LLq T' ' 
. n- 2- 6j ' . · n- 6j - 1 ' 
;=-oc J=-oo 
~ q24j 2-4j+2n [2n - 1] - ~ q24j 2-22J+5+n r . 2n .] 
L- n-0 L ~-3+0 
J=-oo J=-oo 
t ª24}'-JOj+l+n r 2n- 1 l - t q24J'-4J+2n r 2n- 1 .1. 
J=-oc ln- 2 + 6yj j=-oo ln -1 + 6yJ (5.10) 
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A terceira e a sexta somas se cancelam por (2.10). 
Agora vamos trabalhar no lado direto. Depois da aplicação de 2) na primeira e 
segunda soma e cancelamento de somas idênticas nos dois lados temos a equação inteira: 
r 2n l 
I ~-:n-2-6J. 
L - j::::::.-'X; 
r 2n l ln- 3 + 6jJ -j=-Xi 
f q24J 2+8J+! r 2n- 1 .1- f q24j'-l6j+3 [ 2n 1 .] 
n - 2 - 6] 1 . n - 3 + 6] J=-·x ,_ - J=-oc 
oc o 
-L ) l) -(q- ~ 1 00 ~24:"+S: I - 2 I - ' q24j 2-16j+2 
_n-2-6jj L.. 
\J=-oo J=-x -3+ 
Aplicamos (2.11) nas primeiras duas somas a direita. Depois de cancelar somas idên-
ticas com sinais diferentes tem-se neste lado: 
~ q24J2+14J+n+2 [ 2n .] _ ~ q24j2-22J+5+n [ 2n .] = 
_L.. n-2 ~ L.. n-3+~ 
;=-00 J=-r:;.ç 
f q24J 2+14J+n+2 [ 2n- 2 .] _ ~ q24J'-22j+5+n [ 2n 2 .] + 
. n- 3- 6J L.. n- 4 + 6J 
y=-oo J=-oc 
~ q24J 2+8J+2n [ 2n- 2 l 
_L.. n-2-6°J J=-oo J 
00 [?-2] ' 24j2-16j+2+2n .... n .. 
L.. q n- 3 + 6J 
J=-00 
(5.12) 
Aplicamos novamente (2.11) às duas somas a esquerda. 
~ q24J 2 +14j+n+2 rl 2n - 1 .J- + ~ q24j 2+20j+2n+4 [ 2n- 1 .] -
L.. n- 2 - 6J L.. n- 3- 6] 
y=-oc J=-oo 
~- 24;'-22j-'-5~n I 2n- 1 l ~ 2Li'-28y+8+2n lr 2n- 1 ] L..q '• -L..q·· = 
. ln-3+6jJ. n-4+6j 
;=-oo y=-oo 
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J=-00 
r -2 
ln- 3- j=-oo 
2n- 2 
.1 ' 
-7-r 
~24;'-l6;+H·2n r 2n - 2 
ln- 3+ 
+ 
13) 
A primeira e a terceira soma à direita são iguais à primeira sorna a esquerda por (2.12). 
Também por (2.12) a segunda e a quarta sornas a direita são iguais a segunda sorna da 
esquerda. Então, ficamos com a expressão: 
X 2n- 1 X -1 l L 
-3- L - 4 -'-~6j I 14) j=-t:::c j=-00 ' ' 
Mas. depois da aplicação de (2.10) e a troca j por i+ 1 podemos ver que 1sso é 
identicamente igual a zero. 
5.1 Interpretação Combinatória 
Com a prova do seção anterior ternos o "terreno preparado" para obter urna interpre-
tação combinatória para a expressão (5.1). Vamos achar urna interpretação em termos 
de partições coloridas (duas cores). Partições coloridas não diferem muito das partições 
definidas em (2.1). !\este último caso algumas partes são "coloridas"i.e. marcados de tal 
forma que podemos distinguir alguns subconjuntos do conjunto das partes. 
Vamos juntar os produtos no denominador. Por enquanto vamos deixar ( -tq; q2 )n de 
lado, temos então: 
inqn2+2n 
(t: q)2n+2 (
- 1 -) 0 . .J._,) 
como n2 + 2n pode ser escrita como 3 + 5 + ... + (2n + 1), podemos ver a parte (5.15) 
de (5.1) como a função geradora para partições onde a maior parte é ímpar e todas as 
partes ímpares maiores do que 1 aparecem ao menos uma vez. A estas chamaremos partes 
verdes. 
CAPÍTULO 5. UIVIA IDENTIDADE RELACIONADA iÍ. PARTIÇÕES PLANAS 42 
A expressão ( -tq; resulta em partições com partes ímpares diferentes. 
Vamos denominá-los de partes amarelas. '-iota-se que a maior parte aqui é menor que 
a maior parte verde. 
Lembrando de que dá a re<rOITénc:a dentro da família dos polinômios P:, podemos 
trocar q por 1 e (.5 .. 3) fica fica: 
R (ll = 1: o ; . (5.16) 
No final temos: 
Teorema 5.2 O número total de partições em no máxzmo partes e dnas core.s onde: 
a maior parte verde é ímpar e todos os partes ·verdes ímpares maiores do 1 aparecem 
pelo menos nma vez; partes amarelos são ímpares, diferentes e a maior parte amarela e 
menor do que a maior parte verde é igual 3N. 
Vale mencionar que não existe uma única forma para interpretar (5.1) e funções simi-
lares. Para nós parece ser esta a interpretação mais simples para (5.1). 
Apesar disso é fácil ver que podemos ordenar as partes verdes e as amarelas do Teorema 
5. 2. tal que temos uma interpretação combinatória em termos de partições planas (com 
duas linhas). 
Definição 5.1 (Partições planas) Uma partição planar de n é dada por 
n = L ni 1i 2 onde ni 1i2 2: nhh 
il···i.,.. 
quando i 1 :S J1 e iz :S J2 lexicograficamente (todos n;1;2 inteiros positivos). 
Em nosso caso a primeira linha seria formada de partes verdes e segunda de partes 
amarelas. Como todos os ímpares menores do que a maior parte e maiores do que 1 
aparecem como as partes verdes, as partes amarelas são ímpares e diferentes e a maior 
parte amarela e menor do que o maior parte verde, é claro que condições de definição são 
satisfeitas. 
Partições planas têm aplicações na teoria de funções simétricas, teoria de invariantes, 
e muitos problemas combinatório. No caso em que vale a desigualdade estrita nas colunas 
de partição , partições planais são equivalentes a Yonng tableanx. Para mais detalhes uma 
referência é (Andrews!l ]). 
Capítulo 6 
Generalizações polino1niais da 
seqüência de Pell 
6.1 Introdução 
Neste capítulo consideramos as identidades .36 e 34 de (Slater 128]), respectivamente: 
I . 2' 00 
\ -q, q )co IJ(1 _ 8n-3j í1 
( 2. 2) q J \ q,q' 00 n=l 
(6.1) 
( . 2\ 00 = -q, q )oo IJ(1 _ Sn-l\(1 
( 2. 2) . q } q 'q ' 00 n=l 
(6.2) 
Em (Santos 120]), Santos, usando estas duas identidades, encontrou generalizações 
polinomiais para a seqüencia de Pell, incluindo fórmulas explicitas para as famílias em 
termos de q-análogos de coeficientes trinomiais. 
Aqui vamos introduzir a segunda variável, t, de um modo diferente. 
Começamos com o lado esquerdo de (6.1) e definimos 
43 
(6.3) 
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É fácil ver que 
t) 
l + (1 +tq)tq '( 2• 
1-t. (1-t) J,q;tq) 
o que implica: 
(1- t)f(q, t) = 1 + (1 + tq)tqf(q, tq2 ). (6.4) 
Esta equação funcional será usada na seção 2 para obter uma generalização polinomial 
para a seqüência de Pell e uma interpretação combinatória para esta seqüência. 
Os números de Pell 1, 2, 5, 12, ... definidos por a0 
os denominadores da seqüência dos números racionais: 
1; al = 2: an = 2an-l + an-2 são 
1 3 7 17 41 99 
l' 2' 5' 12' 29' 70' .. (6.5) 
que são os convergentes da fração contínua que representa V2 . 
.:i a seção -3 exibimos uma nova fórmula para os números de Pell em termos de coefi-
cientes trinomiais provada usando-se a fórmula explícita da generalização polinomial dos 
números de Pell dada na seção 2. 
Na seção 4 temos uma outra generalização polinomial com interpretação combinatória 
correspondente e uma nova fórmula para a seqüência de Pell. 
Na seção 5 apresentamos duas fórmulas relacionadas com a seqüência de Pell. 
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6.2 
Podemos ver de , que 
e temos a equação funcional: 
(1- t)f(q t) = 1 + (1 + tq)tqf(q, tq2 ). 
é um polinómio em q, temos: 
J(q. t) =L Pn(q)tn. 
n=O 
podemos substituir isso em (6.4) para obter: 
(1 f) L Pn(q)tn = 1 + (1 + tq)iq LPn(q)Cq2n 
n=O n=O 
de onde temos: 
Agora é fácil ver, comparando os coeficientes com mesma potência de t, que 
Po(q) = 1 
Pr(q)=1+q 
Pn(q) = (1 + ln-l)Pn-1 (q) + q2n-2 Pn-2 
(6.6) 
(6.7) 
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polinômios pode ser interpretada combínatorialmente se nós observar-
mos que (6.2) pode ser escrita na forma seguinte: 
1 Ç() /1 I f \(l +r' 3\ • ( ... l ~.·. tq2n-l\1.tnql+3+5+ ·+2n-l +I - -- '\' :."..,.. .q;, .q } . 
•;- 1- t L.__. - tq2 !(1- tq4 i ... (1- tq2nJ. 
n=O 1 • ; 
de onde temos que nesta soma o coeficiente de qM é o número total de partições de 
em exatamente N partes onde todo ímpar menor do que ou igual a maior parte aparece 
pelo menos uma vez e no máximo duas vezes. 
1 
Considerando o fator -:-11 -• ..,.\ nós acabamos de nr.nw;r seguinte teorema: \.L- f) 
L Pn(q) é a função geradora para partições em no máximo n partes onde 
todo ímpar menor do que ou igual a maior parte aparece pelo menos uma vez e no máximo 
duas vezes. 
Para ver a relação dessa família de polinômios e a seqüência de Pell fazemos q = 1 em 
(6.7). Temos: 
Po(l) = 1 
? 1 (1) = 2 
Pn(l) = 2Pn-J(l) + Pn-2(1) 
a seqüência de Pell dada no começo. 
(6.8) 
Dessas observações nós temos a seguinte interpretação combinatória para a seqüência 
de Pell que nós vamos formular como o teorema. 
Teorema 6.2. O número total de partições em no máximo n partes onde todo ímpar 
menor do que ou igual a maior parte aparece pelo menos uma vez e no máximo duas vezes 
é igual ao número de Pell Pn(l). 
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6 explícita para 
da seqüência 
generalização 
Usando a fórmula de (Santosl20]) foi possível 
fórmula explícita para a famíiia de polinômios dada em 
provar a conjetura: 
uma conjetura para uma 
. Nesta seção nós vamos 
onde U 
j=-t.JO 
"( 4 \ =u n," ,qJ. 
j=-oc 
Para mostrar que esta conjetura é correta nós precisamos mostrar que 
relação de recorrência definida em (6.7). 
satisfaz a 
Teorema 6.3. A fórmula Cn(q) dada em (6.9) satisfaz as condições iniciais e a relação 
de recorrência dadas em (6.7). 
Prova. Considerando que Co(q) = 1 e C1 (q) = 1 + q precisamos mostrar que 
Substituindo a expressão para Cn(q) dada em (6.9) temos: 
"" 
00 
' !6P+2Ju·~ 8 .) L... q \n, J - L ql6J'-14J+3U(n, 3- 8j) 
j=-00 j=-oo 
= (1 +q2n-1) (toe q!6J'+2jU(n -l,8j)- Jtoo q!6J'-I4j+3U(n -1,3 -8j)) 
+q2n-2 Ctoo q!6P+2jU(n- 2, 8j)- jtoo q!6j'-!4j+3U(n- 2, 3- 8j)). 
Aplicando (2.28) ao lado esquerdo e usando (2.27), depois de algumas simplificações 
temos: 
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]=-X ]=-X 
'X 
-12- _ I: ql6j 2-22j+7+ny1 _ l. 5 _ 8j) 
y=-oc j=-oo 
CC 00 
= 2::: qJ6J2 +2J-2+2nTo(n _ 2, Sj) + 2::: q!6J'+2J-2+2nTo(n 1, Sj + 1) 
j=-·X 
00 
_ I: ql6y 2 -l4J+l+2nTo(n _ 3 _ -2.4 ~ 
y=-oc ]=-X· 
Usando, agora, (2.24) em todas as somas do lado esquerdo obtemos a seguinte expres-
são para lado esquerdo: 
00 00 
j=-00 j=-00 
00 00 
+ 2::: l6J'-l4y+2nTo(n- 2, 8j- 2) + 2::: ql6J'+lOJ+l+nTl(n- 2, 8j + 2) 
j=-X! J=-oç. 
00 00 
+ 2::: ql6J2 +1SJ+2n+2To(n _ 2,Sj + 3) + 2::: ql6J 2 +2J+2n-2To(n _ 2, Sj + l) 
j=-oc j=-oc 
CC 00 2::: ql6J'-6J+nTJ(n 2, 2- 8j)- L ql6J'-l4J+2n+1To(n- 2,3- 8j) 
j=-oc· J=-oo 
00 00 
- L ql6J'+2J+2n-3To(n- 2,1 - 8j)- L ql6J'-22J+7+nT1 (n- 2, 5- 8j) 
j=-oo J=-oo 
00 00 
- L ql6J'-30J+2n+l1To(n- 2, 6- 8j)- L ql6J'-l4J+2n+1To(n- 2,4- 8j) 
j=-oo j=-oo 
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Trocando j por j + 1 nas últimas duas somas, depois de cancelamentos com as corres-
pondentes somas no lado direito temos: 
"" 
X L ql6j2-6j+ny1 8j ~ + L ql6J'-l4J+2nTo(n ~ 2, ~ 2) 
j=-x j=-oc 
00 00 
+ L ql6J'+lOJ+l+nyl(n ~ 2,8j + 2) + L ql&j'+l8J+2n+2yo(n ~ 2,8j + 3) 
;=-oo j=-oc 
~2.2- 1~ 
J=-x ;=-ex: 
X OC 
~ L ql&J'+lOj+J+nyl(n- 2.-3 ~ 8j)- L q16J'+2J-3+2nyo ~ 2, 
j=-x J=-oc 
usando (2.26) com m = n- 2, A= 1 ~ 8j temos: 
Ti(n 2,1- 8j)- qn-2-l+81T0(n- 2,1- 8j) ~ T1(n- 2,2 ~ 8j) 
+qn-Z+!-BJ+lTo(n- 2, 2- 8j) = O 
- 8j). 
Considerando que T1 (n- 2, l 8j) = T1 (n- 2, 8j -1) por (2.31) temos que a primeira, 
segunda, quinta e sexta somas acima são identicamente zero. 
A terceira, quarta, sétima e oitava soma juntas são também identicamente zero por 
(2.26) e (2.30). Isto completa a prova. 
Sabendo que Pn(1) é a seqüência de PelL que pode ser visto em (6.8), podemos obter 
uma fórmula C).."j)lícita para essa seqüência usando a formula (6.9). 
00 00 
~~ L ql6Jz+2JU(n,8j)- L ql6J'-14J+3U(n,3 ~ 8j) 
J=-oo j=-oc-
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00 
- L lim(To 
q-+l 
J=-·x 
'''r( 8'-L1 q J , " 0 n, J , ", 
3- -To 4- 8J 
- t !" (sn) + (s n 
J=-oo " \ J 2 J -,-
= t [(n+l) _ (n+l) l 
_ 8j -r l 2 8j + 3 2J J--00 
onde foi usado que é um q"anáíogo dos coeficientes 
n 
6.4 A segunda generalização polinomial para a seqüên-
cia de Pell 
Começamos considerando a função !J4 (q, t) associada à equação 34 de (Slaterl28]) dada 
em (6.2) 
oc ( -tq; q2)ntnqn'+2n 
h4(q,t)=2:: (·2', . 
n=O t, q )no-l 
(6.10) 
Usando os mesmos passos usados para obter (6.4) podemos obter a equação funcional: 
(6.11) 
Trocando /34(q,t) por 
oc 
LDn(q)tn 
n=O 
em (6.10) podemos obter 
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Do(qi =L 
' ) , 2nD 1\q Tq n-2 
Para achar a interpretação combinatória para essa família de polinômios podemos 
escrever (6.10) na seguinte forma: 
70 (1 + tq)(1 + tq3) ... (1 + tq2n+l)t"q(2+1)+(4+1) .. (2n-2+1)+(2n+l) ~ (1- t)(1- tq2)(q- tcf) ... (1- tq2n) 
de onde podemos ver que nessa soma o coeficiente de ti' q"'1 é o número total de partições 
de kl em exatamente N partes onde a maior parte é ímpar, maior do que ou igual a 3, 
aparecendo somente uma vez, e todo ímpar menor do que a maior parte e maior do que 
ou igual a 3 aparece como partes pelo menos uma vez e no máximo duas vezes. 
Considerando o fator 1/(1 t) para q = 1 temos 
Do(l) = l 
(6.13) 
é a seqüência de Pell. Então, provamos o seguinte: 
Teorema 6.4. O número total de partições em no máximo n partes onde a maior parte 
é ímpar, maior do que ou igual a 3, aparecendo somente uma vez, e todo ímpar menor do 
que a maior parte e maior do que ou igual a 3 aparece como parte pelo menos uma vez e 
no máximo duas vezes é igual ao número de Pell Dn(l). 
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Foi também possível 
para a família dos polinômios 
uma forma expiícita em termos de coeficientes q-trinomiais 
12). 
Provamos que é igual a: 
L q16)2-lOJ+l[T(n. -Sj + 
j=-00 j=-t.JO 
Então temos a seguinte fórmula para os números de Pell: 
·YO f' \ L 1 ( 8" ~ 1 J + j=-oo l \ J' "/ 2 + - ( n 2 \-8]-t- 2 
; n (-8j + n 
(6.15) 
Não citamos a prova para Cs4 (n) dada em (6.14) porque essa prova é muito parecida 
com uma dada para o teorema 6 . .3. 
Essa fórmula também foi provada em (Sills[2.3]) usando-se uma identidade de Lebesgue. 
A mesma expressão obtida no teorema 6.2. e no teorema 6.4 para duas classes de 
partições diferentes foi uma motivação para procurarmos uma bijeção entre as duas classes. 
Não foi difícil encontrar essa bijeção : 
Na classe de partições descrita no teorema 6.4 todos os ímpares maiores do que 3 
aparecem pelo menos uma vez (e no máximo duas vezes); podemos subtrair 2 de uma 
cópia de cada destas partes ímpares para obter uma partição de classe descrita no teorema 
6.2. É claro que é possível inverter esse procedimento, observe-se que a maior parte obtida 
é necessariamente ímpar (veja 6.2). 
Ilustramos isso na Tabela 6. L onde a primeira coluna consiste de partições definidas 
no Teorema 6.2, e a segunda coluna consiste de partições definidas no Teorema 6.4. 
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Teorema6.2 Teorema 6.4 
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Tabela 6.1 
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Observamos que para obter as no•·+: 0 r.cc na primeira coluna, tomamos n = 3 em 
chegando a: 
. ?q5 ..L º6 ..L q' ..L q8 ..L qg ]"'""' I ; ' ' 
e as partições em coluna 2 nós obtivemos tomando n = 3 em (6.12): 
6.5 Duas fói'IDUlélS uuDpO•rt~:mt;es 
C Ia 
Sabendo a fórmula (6.15) foi possível encontrar e proYar, por indução , as seguintes 
fórmulas: a primeira para a seqüência ( Sn) das somas parciais dos números de Pell e a 
segunda para os numeradores (Nm) da seqüência dos números racionais dada em (6.1). 
00 [( ) ( ) ] 
~ n n Sn= 0 . - . 
- 8] + 2 2 8] + 4 2 J--00 
( 6.16) 
onde 
(6.17) 
e 
=L n - -~ 00 [( ) ( ) ] 
i=-oo 8] 2 8] -r- 4 2 
(6.18) 
onde 
(6.19) 
Capítulo 7 
Consideraçoes Finais 
Durante a redação deste trabalho mais perguntas surgiram do que respostas foram 
dadas. 
Durante os estudos dos resultados citados aqui, e alguns outros, ainda em rascunho, 
nós pudemos obter algumas ideias sobre a conexão da forma explícita para lado bosônico 
de uma identidade e a recorrência que esta família de polinômios satisfaz. Talvez exista 
uma maneira direita de conjeturar forma explícita usando só relação de recorrência. 
Provas das conjeturas de Santos [20] são longas e bastantes trabalhosas. Recentes tra-
balhos de Wilf, Zeilberger, Petkovsek ( [26], [30]) na automatização de provas de identida-
des combinatórias, mais precisamente, generalizações para somas múltiplas e q-análogos 
destas generalizações, num conte},:to mais geral possível, prometem automatizar estas pro-
vas. Por enquanto nada sobre esta possibilidade foi publicado. Será que existem outros 
problemas alem do computacional? 
Que acontece se nós omitirmos a condição (iii) (J(q, t) satisfaz uma equação não-
homogênea de primeira ordem em q) no Método de Equações de q-Diferença? Se a possi-
bilidade de uma relação de ordem maior é permitida o calculo com a relação de recorrência 
fica muito mais complicado, mas os métodos de Wilf e Zeiberger podem ajudar aqui tam-
bém. Este tipo de identidades é conhecido como Identidades Polinomiais de Bressoud 
(veja Sills[24]). 
Como nos parece existem ainda importantes questões a serem respondidas. 
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