[1] We use a new method to construct an upper mantle model based on self-consistent computation of phase equilibria and physical properties. Computation of the isotropic elastic wave velocities of a pyrolytic bulk composition in thermodynamic equilibrium shows a distinct low-velocity zone with a minimum velocity V S = 4.47 km s À1 along the 100 Ma geotherm. In the vicinity of the low-velocity zone the velocity of this null hypothesis is approximated along oceanic geotherms by V S = 4.77 + 0.0380(P, z/29.80) À 0.000378(T À 300), with pressure P in GPa, depth z in km, temperature T in K, and velocity V S in km s
Introduction
[2] The low-velocity zone was first recognized by Gutenberg [1959] and has been a persistent feature of global seismological models and of local models in oceanic and tectonically active regions [Anderson, 1989] . By virtue of its intermediate position between the upper thermal boundary layer and the nearly adiabatic interior, the low-velocity zone may hold important clues to the relationship of the Earth's internal dynamics to plate tectonics and the origin of the crust. The low-velocity zone nearly coincides in depth with the region of the mantle identified as the asthenosphere, a region of lowered viscosity that may be an essential enabler of plate motions [Richards et al., 2001] . Electrical conductivity measurements also show anomalous values in a depth range that is similar to that of the low velocity zone and the asthenosphere [Shankland and Waff, 1977] .
[3] The low-velocity zone is characterized by negative velocity gradients: velocity decreasing with increasing depth. The sign of the velocity gradient is not remarkable in itself. Negative velocity gradients will appear whenever the thermal gradient exceeds a critical value such that the increase of velocity with compression is overcome by the decrease of velocity on heating. For olivine and other mantle minerals, the critical gradient for shear waves is modest (few kelvins per kilometer), so that one expects negative velocity gradients to be widespread in the shallow upper mantle on the basis of heat flow observations [Anderson et al., 1968; Birch, 1969] . The origin of the low-velocity zone then is a quantitative issue that demands an analysis of the magnitude of the negative velocity gradients and the absolute value of velocity in the low-velocity zone, and is best discovered by comparing the velocity to that of a null hypothesis that nearly characterizes seismic wave propagation throughout the rest of the mantle.
[4] Most previous investigations of the origin of the lowvelocity zone have been based on comparison of the observed velocity to the calculated elastic wave velocity of an isotropic, subsolidus, equilibrium assemblage of constant bulk composition. These previous studies had important limitations, particularly in the definition and quantification of the null hypothesis. Some studies assumed a pure olivine composition [Birch, 1969; Schubert et al., 1976; Karato and Jung, 1998 ], which accounts for no more than 60% of the upper mantle. Phase equilibria in the nonolivine fraction are important because the relative proportions of pyroxene and garnet change significantly over the relevant pressure range and because these two minerals have very different velocities. Previous studies have also been limited by the experimental data available at the time. One was completed before any data on pressure derivatives were available Birch [1969] , while others [Green and Liebermann, 1976; Schubert et al., 1976; Karato and Jung, 1998 ] adopted values of pressure and/or temperature derivatives that violate recent experimental data taken over a range of pressure that encompasses the low-velocity zone. The study of Sato et al. [1989] was also based on data collected at pressures lower than are typical of the low-velocity zone.
[5] The limitations of previous studies lead us to reexamine the widely held notion that properties atypical of the mantle are required to explain the low-velocity zone, such as the presence of partial melt [Lambert and Wyllie, 1968; Anderson and Sammis, 1969; Ringwood, 1969; Birch, 1969; Green and Liebermann, 1976; Sato et al., 1989] or locally enhanced influence of bound water [Karato and Jung, 1998 ]. In particular, we seek to reexamine the null hypothesis and investigate whether the low-velocity zone may have a solid state origin. Desirable properties of the null hypothesis are that it be experimentally and theoretically well defined, and depend on a minimum number of variables. The null hypothesis that we adopt, and which satisfies these criteria is defined by (1) seismic wave propagation in the elastic limit (i.e., no dispersion), (2) isotropy, that is a randomly oriented polycrystalline aggregate, (3) absence of partial melt, (4) homogeneous bulk composition, and (5) thermodynamic equilibrium. This combination of criteria is powerful because the calculated velocity depends, within the uncertainty of experimental measurements and the intrinsic uncertainty of Voigt and Reuss bounds, only on the specification of pressure, temperature, and major element composition. Furthermore, we may explore quantitatively the possible effects of a number of other variables that may be relevant, but which are less well constrained both as to their prevalence in the mantle, and their influence on the velocity. These variables include kinetics, grain size, dislocation density, dislocation motion, dynamic recrystallization, amount and geometry of partial melt, and minor and trace element composition.
[6] Our calculations take full advantage of the vast increase in knowledge of the acoustic velocities of upper mantle minerals by incorporating the most recent experimental data. Unlike some previous analyses, we also consider the phase equilibria of the upper mantle; this means that we are able to account for the nonolivine fraction and phase transformations in this fraction over the pressure range of the low-velocity zone. We present a new and general method that provides a unified description of the elasticity and phase equilibria of multicomponent, multiphase assemblages, and which allows us to construct Earth models that specify the variation of mineralogy and seismic wave velocities with pressure and temperature, and which are directly comparable to seismological observations.
[7] We focus primarily on the oceanic low-velocity zone, although we also show results along a typical continental geotherm for comparison. The following sections outline our method of self-consistent determination of phase equilibria and physical properties (section 2), results (section 3) and comparison with seismological observations (section 4). Comparison of the null hypothesis with seismological models reveals similarities, particularly in the presence of a prominent low-velocity zone, but important differences as well, including the magnitude of the lowest velocities, the Gutenberg discontinuity, and the magnitude of the velocity gradient beneath the low-velocity zone. These differences lead us to consider other factors that may be relevant in section 5, including heterogeneous major element composition, partial melt, and dispersion.
Methods
[8] Quantification of the null hypothesis postulated in the introduction can be reduced to the following problem: given an isolated, homogeneous system of fixed bulk composition, x in thermodynamic equilibrium at pressure P and temperature T, determine the elastic wave velocities. The problem can be divided into three steps: (1) Find the equilibrium phase assemblage: the phases that are stable, their relative proportions and their compositions in equilibrium. (2) Determine the seismic wave velocities of the individual phases at their equilibrium compositions for the x, P, and T of interest in the elastic limit. (3) Determine the seismic wave velocity of the aggregate in the elastic limit, for which we adopt the Voigt-Reuss-Hill theory [Watt et al., 1976] .
[9] To our knowledge, the first two aspects of the problem: an accurate account of geophysically relevant physical properties and phase equilibria, have not been treated selfconsistently before. There have been many previous syntheses of portions of mantle thermodynamics, but many of these models are incomplete, because critical aspects of mantle physics cannot be derived from them. Such studies can be divided into two classes on the basis of their primary motivations: (1) to understand phase equilibria [Berman, 1988; Holland and Powell, 1990; Fei and Saxena, 1990; Ghiorso and Sack, 1995] and (2) to understand physical properties [Weidner, 1985; Duffy and Anderson, 1989] . Those focused on phase equilibria typically do not include an account of elastic constants other than the bulk modulus, while those focused on physical properties, including descriptions of the equation of state, or the elastic moduli, typically do not permit computation of phase equilibria.
[10] More recently there has been increasing interest in the development of models that attempt an accurate description of both phase equilibria and physical properties. In the construction of such models, adherence to thermodynamic self-consistency is important because it allows one to take maximum advantage of the multiple internal redundancy of different types of experimental measurements, thereby optimizing the robustness and scope of the model. Thermodynamic self-consistency is embodied in the Maxwell relations, equalities between apparently unrelated quantities such as thermal expansivity and the pressure dependence of the entropy, that provide important cross checks. In addition to satisfying the Maxwell relations, a thermodynamic model should also treat physical properties and phase equilibria self-consistently, a relationship exemplified by the Classius-Clapeyron equation. Self-consistency insures, for example, that the pressure-temperature slope of phase boundaries are consistent with the density and entropy of the phases involved. What might be termed hybrid models are thus not self-consistent: A model of physical properties is supplemented with an account of phase equilibria from an independent source such as a tabular or graphical summary of experimental data [Ita and Stixrude, 1992; Vacher et al., 1998; Cammarano et al., 2003; Hacker et al., 2003 ]. Other models have supplemented phase equilibrium calculations with higher-order derivatives of physical properties that may violate Maxwell relations by not properly relating, for example, the temperature dependence of the bulk modulus to the pressure dependence of the thermal expansivity [Sobolev and Babeyko, 1994] .
[11] Our approach, which we have emphasized in our previous work [Stixrude and Bukowinski, 1990; Ita and Stixrude, 1992; Stixrude and Bukowinski, 1993] , is based on the concept of fundamental thermodynamic relations, or potentials, the derivatives and Legendre transformations of which yield self-consistently all phase equilibria and physical properties from a single functional form. Extensions of our previous work to an arbitrary number of components and to shear elasticity are outlined in sections 2.1 and 2.2, respectively. In this study, we will focus on the ranges of pressure and temperature that are relevant for the upper mantle and on a simplified five-component model: CaO, FeO, MgO, Al 2 O 3 , SiO 2 (CFMAS) of the bulk composition of this region (Table 1) . Our method is general and can be applied to larger numbers of chemical components as experimental data on more complex chemical compositions (e.g., Na 2 O, H 2 O, etc.) continue to be collected, and to conditions of higher pressure and/or temperature. The new method is discussed in more detail in a forthcoming publication [Stixrude and Lithgow-Bertelloni, 2005] .
Phase Equilibria
[12] In order to determine the equilibrium phase assemblage, we minimize the total Gibbs free energy G of the aggregate with respect to the amounts of all species (endmembers or phase components) of all phases, at constant pressure P, and temperature T, subject to the constraint of constant bulk composition
where n is a vector containing the amounts of the species, m 0i is the Gibbs free energy of the pure species, a i is its activity in solution, and R is the gas constant. The problem is nonlinear (logarithmic term in the activity), multidimensional, and unstable for trace amounts of species (again the logarithmic term). We adopt the method of Harvie et al. [1987] whereby species and phases may be explicitly removed from the minimization (their amounts set explicitly to zero). The stability and speed of solution is dramatically improved by reducing the number of variables to the set of vectors that span the null space of the linear problem
where A ij , the stoichiometric coefficient matrix, has dimensions s Â c where s is the number of species, c is the number of components, and b i is a vector of length c containing the amounts of the components. Physically, the vectors that span the null space (dimensionality s À c) represent the reactions that leave the bulk composition invariant. These reaction directions are efficiently identified via QR decomposition of the nonsquare matrix A ij . With this setup of the problem, the actual multidimensional minimization is performed with comparable efficiency by conjugate gradient, quasi-Newton, or simulated annealing methods [Press et al., 1992] .
Physical Properties
[13] The properties of pure species (end-members) including the m 0i in equation (1) are specified by the fundamental thermodynamic relation, F(e ij , V, T) where F is the Helmholtz free energy, V is volume, and e ij is the strain tensor that specifies infinitesimal deformation about the prestressed state, which is assumed to be hydrostatic. For the isotropic portion F(V, T), we follow our previous work and use the integrated form of the Mie-Grüneisen relation with the Birch-Murnaghan equation of state for the 'cold' part, and the quasi-harmonic Debye-Grüneisen approximation for the thermal part [Stixrude and Bukowinski, 1990] . Phase equilibria, and all isotropic physical properties (bulk modulus, density, heat capacity, etc.) are specified by the following seven parameters: Helmholtz free energy F 0 , volume V 0 , bulk modulus K 0 , pressure derivative of bulk modulus K 0 0 , Debye temperature q 0 , Grüneisen parameter g 0 , and q 0 (logarithmic volume derivative of g) at the reference state (P 0 = 0, T 0 = 300 K). Values of these parameters for the relevant species are updated from Ita and Stixrude [1992] . The activities of species are specified by symmetric regular solution or ideal models [Stixrude and Bukowinski, 1993] . A more detailed discussion of the choice of phases, species, and values of parameters is given in Appendix A.
[14] By forming the appropriate derivatives of the Helmholtz free energy with respect to strain [Davies, 1974] one finds for the adiabatic elastic constants
where subscript 0 refers to the reference state (P = 0, T 0 = 300 K), primes indicate pressure derivatives, f = [(V 0 / V) 2/3 À 1]/2 is the Eulerian finite strain, K is the bulk modulus, E is the internal energy, DE TH is the difference in thermal energy between T and T 0 , g ij is the appropriate tensorial generalization of the Grüneisen parameter [Davies, 1974] , and h ijkl is the tensorial generalization of gq
The first term in (equation (3)) describes the dependence of the elastic constants on compression at the reference temperature and is equivalent to that derived by Davies [1974] . The second term is the thermal contribution and reduces to the appropriate Debye-Grüneisen result in the special case of the bulk modulus [Ita and Stixrude, 1992] .
[15] We are interested here in the shear modulus and bulk modulus. For the shear modulus of an isotropic material (equation (3)) reduces to where we have assumed that the tensor h ijkl is isotropic and have identified its shear-and volume-sensitive parts h S and h V , respectively, as
with h V = qg, where d ij is the Kroenecker delta. The first term in equation (5) is identical to that of Davies and Dziewonski [1975] [see also Sammis et al., 1970] . At this level of theory, specification of the shear modulus as a function of pressure (volume) and temperature requires three parameters in addition to those that define the isotropic portion of the fundamental relation: the shear modulus (G 0 ), its pressure derivative (G 0 0 ), and the value of h S at ambient conditions (h S0 ). We assume that the ratio h S /V is independent of volume, i.e., h S = h S0 (V/V 0 ). Although we focus here on the isotropic average of h ijkl , our formulation is general and capable of describing anisotropic properties.
Results

Phase Diagram
[16] Seven phases are stable in the upper mantle exclusive of the transition zone in the system under consideration: anorthite (plg), spinel (sp), olivine (ol), orthopyroxene (opx), clinopyroxene (cpx), the high-pressure polymorph of Mg-rich orthopyroxene of C2/c symmetry (denoted C2/c), and garnet (gt). Agreement of our calculated phase equilibria with available experimental data is excellent (Figure 1 ). The transitions from plagioclase-to spinel-to garnet-bearing assemblages agree well with experiments on the CaOMgO-Al 2 O 3 -SiO 2 (CMAS) system [Wood and Holloway, 1984] and whole rock compositions [Kinzler, 1997] . We note that addition of Cr 2 O 3 , a component that we have not considered, will increase the pressure of the transition between the spinel-to garnet-bearing assemblages [Nickel, 1986] . We find that addition of iron lowers the opx-C2/c boundary as compared with its experimentally observed position in the MgSiO 3 system [Pacalo and Gasparik, 1990] , in accord with expectations based on the FeSiO 3 system . The pressure-temperature trend of the olivine to wadsleyite coexistence region is slightly different from that found by Katsura and Ito [1989] but in excellent agreement with the Clapeyron slope found by Morishima et al. [1994] for the Mg end-member. Morishima et al. argue that the results of Katsura and Ito [1989] may be biased by inaccurate pressure-temperature calibration. The Mg-rich pyroxene-out boundaries are the most uncertain, in part because experimental constraints are few. The high-temperature stability of orthopyroxene, defined by the dashed curve, is probably overestimated due to our neglect of asymmetric Mg-Ca interactions in clinopyroxene. Our self-consistently computed phase diagram is very similar to the empirical diagrams compiled by Ita and Stixrude [1992] with the following notable exceptions: we have now included plagioclase, spinel, and C2/c Mg-rich pyroxene, which were not considered in the earlier study. The transitions among the olivine polymorphs show the same topology as that assumed by Ita and Stixrude [1992] , but our phase equilibria are in better accord with experimental data: The dP/dT Clapeyron slopes of our selfconsistent computations are greater, and olivine+ringwoodite coexistence is restricted to lower temperature than that assumed by Ita and Stixrude [1992] .
[17] Agreement with available experimental data on phase proportions is good although there are some significant discrepancies ( Figure 2 ). The fraction of cpx is underestimated by our computations in the pressure range 10-13 GPa. This is attributed to our neglect of Na and Al in cpx. The difference between computed and observed olivine fraction is attributed to (1) the slight difference in composition between the pyrolite composition adopted here and that of Irifune and Isshiki [1998] and (2) the slight difference between atomic fraction and volume fraction of olivine in pyrolite (<1%). The plagioclase-spinel-garnet facies reactions are increasingly buffered by aluminous enstatite with Zhang and Herzberg [1994] . In light dashed lines we show our computed fictive supersolidus extension of the spinel phase boundaries to illustrate the proximity of mantle compositions to the spinel-out transition and the high-temperature portion of the opx-out transition, which is not realistic. Subsolidus experimental data are shown in bold dashed lines for plagioclase to spinel-to garnet-facies transitions in the CMAS system [Wood and Holloway, 1984] , orthopyroxene to C2/c transition in MgSiO 3 [Pacalo and Gasparik, 1990] , and olivine to wadsleyite transition in the olivine system for Fe/(Fe + Mg) = 0.1 . Solid circle represents the highest-pressure observation of orthopyroxene, and open circle represents lowest-pressure observation free of orthopyroxene [Irifune and Isshiki, 1998 ]. Abbreviations for all phases are defined in Table A1. increasing temperature, resulting in lesser amounts of plagioclase and spinel, and more gradual variations in the amount of plagioclase, spinel, and garnet with depth [see also Green and Falloon, 1998 ]. These reactions are divariant in the CFMAS system under consideration but occur over a pressure interval of less than 0.1 GPa according to our calculations, in excellent agreement with the experiments of Robinson and Wood [1998] .
Geotherm
[18] We assume an isentropic interior overlain by a lithosphere defined by the half-space conductive cooling solution ( Figure 3 ). The isentropes are computed self-consistently by finding the P À T path along which the total entropy of the assemblage is constant [Ita and Stixrude, 1992] ; phase transformations produce kinks in the isentrope due to the exchange of latent heat [Verhoogen, 1965] . Most of our results are based on a potential temperature of 1600 K, which lies between two estimates of the potential temperature required to produce oceanic crust of average thickness [Klein and Langmuir, 1987; McKenzie and Bickle, 1988] . Over the depth range of interest, our 1600 K isentrope differs by less than 20 K from that of Ita and Stixrude [1992] . For the lithosphere, we also consider a continental geotherm from the Canadian shield (East Abitibi [Jaupart and Mareschal, 1999] ).
Seismic Velocity of Individual Phases
[19] The variation of velocity with depth is typified by olivine: The velocity decreases with increasing depth in the thermal boundary layer, and then increases with depth below the lithosphere, reflecting the influence of pressure on the shear modulus ( Figure 4 ). The velocity rises rapidly with increasing depth at the limit of olivine stability as the iron content of olivine and wadsleyite both decrease with increasing pressure throughout the coexistence interval. The depth at which the velocity is minimum along the 100 Ma geotherm is similar for olivine (150 km), orthopyroxene (150 km), clinopyroxene (140 km), and garnet (150 km). The shear wave velocity of most other phases is also affected by variations in their composition with depth. The initial increase in shear wave speed with depth of orthopyroxene is not a robust feature of our calculations. This feature originates in a calculated enrichment in Fe in opx at the expense of olivine on cooling and is very sensitive at low temperatures (<800 K) to the form of nonideal Mg-Fe interactions in orthopyroxene, assumed to be absent here.
[20] In order to compare with previous work, we have computed the elastic properties of olivine along the 1400°C (1673 K) adiabat. Duffy and Anderson [1989] find a much stronger depth dependence of V S along this adiabat than we find: Their value for V S at 400 km is 2.5% higher than ours, and their value at 0 km depth is 1.5% lower than ours. The greater pressure dependence found in the earlier study can be traced to the assumed value of G 0 0 : While Duffy and Anderson [1989] assumed G 0 0 = 1.8, we and other recent modeling studies [Vacher et al., 1998 ] assume G 0 0 = 1.4 ± Zhang and Herzberg, 1994] and moist (short-dashed) [Hirth and Kohlstedt, 1996] (H/Si = 810 ppm) peridotite solidi are shown for comparison.
0.1 based on measurements that cover a much wider pressure range.
Seismic Velocities of the Aggregate: Null Hypothesis
[21] Our calculations show a distinct low-velocity zone along oceanic geotherms (Figures 5 and 6 ). The presence of an extremum appears to be robust when uncertainties in the computed velocities are considered. Considering uncertainties in thermodynamic parameters as outlined in the Figure 5 caption, we estimate the uncertainties in the aggregate shear wave velocity to be ±1.3% (±0.06 km s À1 ), which is much greater than the difference between Voigt and Reuss extremal bounds (±0.3%) except within the plagioclase stability field where the very low velocity of this mineral leads to wide bounds (±1.3%).
[22] Our results for the shear wave velocity in the vicinity of the low velocity zone may be approximated by
where V S is in km s
À1
, P is in GPa, and T is in K. The expression is valid at depths (pressures) between the garnetin transition (near 50 km depth, 1.4 GPa) and the orthopyroxene to C2/c transition (near 285 km depth, 9.4 GPa). Over this range, the misfit between the approximate expression and our calculations is 0.006 km s À1 RMS for oceanic geotherms from 0 to 200 Ma. For the continental geotherm, the approximate expression systematically overestimates V S by a maximum of 0.016 km s
The temperature and pressure derivatives of the velocity represented by the coefficients in this expression are effective values that are averages over the relevant pressure and temperature range and which include the influence of pressure-and temperature-dependent phase transformations (e.g., pyroxenes to garnet). The velocity evaluated according to (7) at ambient conditions (4.77 km s
) is consistent with the velocity of a suite of natural spinel and garnet peridotites calculated by Lee [2003] for the Mg # of our bulk composition (4.81 km s À1 ).
[23] The effect of decreasing lithospheric age is to shift the low velocity zone to shallower depths and to decrease the value of the minimum velocity (Figure 7) . The local minimum in the velocity may be characterized by the velocity deficit relative to ambient conditions
where V S0 = 4.77 km s À1 is the velocity evaluated from the fit to our results (equation (7)) at ambient conditions and , respectively. The bold dashed line shows the null hypothesis corrected for dispersion according to the attenuation model QR19 for 100 Ma Pacific [Romanowicz, 1995] and a = 0.25. We have approximated the variation of attenuation with depth as 1000/Q(z) % 1000/Q 00 (z) + 0.5, as appropriate for 100 Ma Pacific [Romanowicz, 1998] , where 1000/Q 00 (z) is the spherically averaged value of the attenuation at depth z in QR19. Our calculations are compared with seismological models (light lines) PAC [Graves and Helmberger, 1988] , NF110+ [Nishimura and Forsyth, 1989] , and PA5 [Gaherty et al., 1999a] . For NF110+, we have calculated the Voigt-Reuss-Hill isotropic velocity from the five anisotropic parameters of the seismological model at each depth. For PA5, we have estimated the isotropic velocity as the simple average of SH and SV. PAC is an SH model which is the faster of the two S wave polarizations. The approximate magnitude of SH-SV anisotropy is indicated by the vertical bar.
V Smin is the minimum value of the velocity. The velocity deficit is approximated to within 0.01 km s À1 by
with t in units of Ma and V S in units of km s
. The depth at which the minimum occurs, z min decreases with decreasing lithospheric age: z min = 180 km at 200 Ma and z min = 60 km at 10 Ma.
[24] Below and above the low-velocity zone, the variation of velocity with depth is not smooth. Discontinuities near 10, 50, and 285 km depth are due to phase transformations from plagioclase-to spinel-and from spinel-to garnet-bearing assemblages, and from orthopyroxene to C2/c Mg-rich pyroxene, respectively. The depths of these discontinuities depend on temperature (Figure 1 ). The magnitude of the velocity discontinuities also depend on temperature and are largest along continental geotherms and old oceanic lithosphere.
[25] Our results differ substantially from the elastic wave velocity calculated in some previous studies of the origin of the low velocity zone. Along the same geotherm, the velocity of Birch [1969] and Schubert et al. [1976] are 0.12 km s À1 higher than ours while that of Karato and Jung [1998] fall more than 0.1 km s À1 below at depths of the velocity minimum. These differences fall well outside our estimated uncertainties. The differences arise from our more complete model of mantle elasticity which, unlike these earlier studies, includes the nonolivine fraction and the most recent experimental data. The calculations of Birch [1969] were based on a semiquantitative guess at G 0 while those of Schubert et al. [1976] were based on G 0 from Kumazawa and Anderson [1969] , which subsequent measurements over a wider pressure interval have shown to be overestimated by 25%. Karato and Jung [1998] appear to have adopted anomalous values of the pressure and temperature derivatives of V S that are not supported by experiment.
[26] In order to compare with other studies of the shear wave velocity of multiphase mantle assemblages, we have computed the properties of pyrolite along the 1400°C (1673 K) adiabat. We find that our shear wave velocity differs by less than 0.5% from that estimated by Weidner [1985] from the solidus to 400 km depth. The excellent agreement is partly coincidental since our estimated uncertainty is greater than the difference and since at the time of Weidner's study temperature derivatives of the shear modulus were unknown for most mantle minerals. At 400 km our value of V S is 3% smaller than that of Anderson and Bass [1984] , which we attribute to better estimates of the pressure and temperature derivatives of the shear modulus based on more recent experimental data. Another possible source of discrepancy is that Anderson and Bass assumed that the relative proportions of olivine, garnet, and the pyroxenes were constant from 0 to 400 km depth (0 -14 GPa) while experiments show that these vary considerably (Figure 2 ). Between 185 and 400 km depth, our computed bulk sound speed and density profiles agree to within 1% with those determined by Ita and Stixrude [1992] . Our computed aggregate velocities agree with those of Vacher et al. [1998] to within 1% at 400 km.
Comparison With Seismological Models
[27] The null hypothesis captures many important features of seismological models, including the presence of a Figure 6 . Comparison of the compressional wave velocity of the null hypothesis (bold with shading to indicate uncertainty) along the 100 Ma geotherm with that of seismological models (light lines) ATLP [Zhao and Helmberger, 1993] and PA5 [Gaherty et al., 1999a] . For PA5, we have estimated the isotropic velocity as the simple average of PH and PV. ATLP is a PH model which is the faster of the two P wave propagation directions. The bold dashed line shows the null hypothesis corrected for dispersion according Q P = 9/4Q S appropriate for a Poisson solid and no bulk attenuation, and Q S is the same as that used in the shear wave dispersion calculation ( Figure 5 ). STIXRUDE AND LITHGOW-BERTELLONI: LOW-VELOCITY ZONE low-velocity zone of nearly the observed magnitude. In detail, the comparison reveals a small but apparently significant residual shear wave velocity deficit of 0.1 -0.2 km s À1 ( Figure 5 ). The calculated value of the minimum velocity (4.47 km s
À1
) is greater than that in the following models: 4.43 km s À1 (PAC [Graves and Helmberger, 1988] ), 4.34 (NNA80to135 [Nataf et al., 1986] ), 4.34 (NF110+ [Nishimura and Forsyth, 1989] ), 4.29 (PA5 [Gaherty et al., 1999a] ), and 4.35 (S12-WM13 [Su et al., 1994] ), where the latter value is a path average for 100 Ma Pacific calculated by Gaherty et al. [1999a] . The calculated depth at which the minimum velocity occurs (145 km) is consistent within our computed uncertainties to that found in seismic models PA5 (166 km) and NF110+ (145) but is shallower than that found in PAC (208), NNA80to135 (220), and SM12-WM13 (220).
[28] Our calculated plagioclase-to spinel-facies transition has no plausible counterpart in seismological models. The mantle is likely to be depleted at the depth of this transition, which would tend to reduce the amount of plagioclase and spinel and the magnitude of the velocity discontinuity as compared with the null hypothesis. Moreover, the transition is known to be affected by elements such as Na and Cr, to the extent that the plagioclase facies may be absent along most geotherms [Wood and Yuen, 1983] . However, we caution that direct experimental observations of the transition, as opposed to thermodynamic calculations, are limited, especially at the low temperatures that are encountered along old oceanic, or continental geotherms.
[29] The Hales discontinuity, which occurs regionally near 60 km depth, cannot be explained by the spinel-to garnet-facies transition, as had been proposed [Hales, 1969] , because the impedance contrast (product of density and velocity) is too small. The average value of the impedance contrast found by Revenaugh and Jordan [1991] for the Hales discontinuity is 7%, as compared with our calculated value of 1.5% for the spinel to garnet phase transformation. The small calculated contrast is consistent with previous calculations [Green and Liebermann, 1976] and with a suite of natural samples, which show no systematic difference in seismic velocity between garnetand spinel-peridotites within the variance of bulk composition [Lee, 2003] . We note that other explanations have been offered for the Hales discontinuity under continents [Levin and Park, 2000] .
[30] The null hypothesis has no counterpart to the Gutenberg (G) discontinuity [Revenaugh and Jordan, 1991] . The properties of the discontinuity are geographically variable, with an average impedance contrast of À6.6% and average depth of 66 km for oceanic regions away from island arcs. Relative to our results, the G discontinuity seems to be composed of a velocity deficit at z G + and a velocity excess at z G À, where z G is the depth of the discontinuity.
[31] The opx to C2/c transition occurs at a depth similar to that of the X discontinuity, which Revenaugh and Jordan [1991] find regionally at a depth near 300 km. In our calculations, the position of the phase transition is better constrained than the magnitude of the discontinuity since the shear modulus of the C2/c phase has not yet been measured. In any case, the discontinuity due to this phase transition should be small because the amount of opx at the transition is small, which may explain why the X is often absent or not seen. Our results are thus compatible with previous suggestions that the opx-C2/c transition may cause the X discontinuity [Woodland, 1998 ]. Experimental measurement of the shear modulus of the C2/c phase is needed to further test this proposed link.
[32] We find no features that can be plausibly linked to the Lehmann discontinuity, a feature of many seismological models including PREM in which it is located at 220 km depth [Dziewonski and Anderson, 1981] . There are two possible explanations for this apparent discrepancy. The first possible explanation is that the Lehmann is not a global feature. Recent studies have found that the Lehmann is more prevalent under continents and that it may be absent under all or most of the oceans [Gu et al., 2001; Gung et al., 2003] . Tomographic models that use PREM as a reference inherit the Lehmann discontinuity, and as a result tend to locate the depth at which the velocity is minimum at 220 km [e.g., Su et al., 1994] . The second possible explanation is that the Lehmann is in fact present under oceans, but has a cause that lies beyond the scope of the null hypothesis. Several studies have suggested that the Lehmann is caused by a rapid change in anisotropy [Gaherty and Jordan, 1995; Gung et al., 2003] .
[33] The magnitude of the shear wave velocity gradient below the low velocity zone differs significantly between the null hypothesis and most seismological models. Average shear wave velocity gradients in seismological models over the depth range between the velocity minimum and the 410 discontinuity (150-400 km) are for PA5, 2.19 mHz (i.e., m s À1 km
); for ATLS, 1.80 mHz; for PREM, 1.94 mHz (including a Lehmann of 0.23 km s À1 at 220 km); for TNA, 1.76 mHz; for NNF110+, 2.02; for PAC, 1.94 mHz, as compared with our calculated value for the 100 Ma geotherm, 1.10 mHz. On the other hand, the predicted velocity agrees very well with seismological models at the top of the transition zone. This is because in the seismological models, the effect of the greater velocity gradient is almost exactly balanced by a diminished 410 km discontinuity. As a result, the velocity gradient averaged over a slightly wider depth interval (145-450 km) is very similar between our predictions and seismological models.
[34] Is the high-gradient zone a robust feature of seismological models? The difference between the null hypothesis and seismological shear velocity models appears to be a tradeoff between the magnitude of the velocity gradient and the magnitude of the 410 km discontinuity. Recent calculations show that a 410 with a velocity change similar to ours and substantially larger than that in many seismological models agrees well with seismic reflectivity data [Gaherty et al., 1999b] . It may be useful to explore the effects of trading off gradient and discontinuity magnitudes in the construction of seismological models [Kennett, 1991] , possibly using the null hypothesis we present here as a starting point for hypothesis testing.
[35] Our calculated compressional wave velocity agrees very well with most features of seismological models, including the value of the minimum velocity, the depth at which the minimum occurs, and the velocity gradient below the low-velocity zone ( Figure 6 ). As with the shear wave velocity, there are differences in the discontinuity structure and the comments that we have made regarding the shear wave discontinuities apply equally to those in the compressional velocity.
Discussion
[36] We focus our attention on the differences between the null hypothesis and seismological models that are most directly related to the origin of the low-velocity zone: the residual velocity deficit (Table 2) , the G discontinuity (Table 3) , and the high-gradient zone (Table 4 ). In order to account for these discrepancies, we explore variants of the null hypothesis, including modifications of the assumed major element composition and temperature profile. We also consider factors that go beyond the scope of the null hypothesis including the effects of partial melt, attenuation, and anisotropy.
Chemical Composition
[37] Variations of the bulk composition within a plausible range are unlikely to change the velocity by more than our calculated uncertainties. Addition of less abundant components, such as Na 2 O, TiO 2 , Cr 2 O 3 , and H 2 O is also unlikely to significantly affect the elastic velocity. The most important influence of these components will be on the position of phase transformations, for example the influence of Cr on the pressure of the spinel-to garnet-facies transition, as we have discussed. The possible influence of water on attenuation, which is unquantified, will be discussed further below. To illustrate the effect of variations in major element composition, we have computed the effect of an increase in the iron number X Fe = Fe/Fe + Mg by 0.02. The decrease in the velocity is 0.030 km s
À1
. The compositional derivative dV S /dX Fe = À1.52 km s À1 is consistent with that found by Lee [2003] which, when reexpressed in terms of our compositional variable is À1.43 ± 0.09 km s À1 .
[38] To illustrate the influence of other compositional variables, and of compositional heterogeneity in the mantle, we have computed the velocity of other bulk compositions that may be representative of portions of the mantle (Table 1 and Figure 8 ). Along the 100 Ma geotherm, harzburgite shows a local minimum in the shear wave velocity at a similar depth to that found in pyrolite. The velocity of harzburgite is slightly higher than pyrolite throughout the upper mantle. The depleted composition yields discontinuities associated with spinel phase transformations that are muted in comparison with pyrolite, and accentuated discontinuities associated with the orthopyroxene-C2/c and olivine to wadsleyite transitions.
[39] We consider the effect of depletion on the seismic velocity at the base of our calculated spinel-facies field, in which melting is thought to initiate [Robinson and Wood, 1998 ]. We find that pyrolite is 0.1 km s À1 slower and 0.02 g cm À3 denser than harzburgite along the 100 Ma geotherm. The difference in impedance is 1%, or 1/7 of the average impedance contrast of the G discontinuity. The boundary between pyrolite and harzburgite compositions may be gradual, with the amount of depletion increasing with decreasing depth. The depth range over which depletion occurs will influence the extent to which a change in composition may contribute to seismic reflectivity.
[40] Another type of major element heterogeneity that has been proposed in the upper mantle is the widespread presence of small amounts of pyroxenite [Hirschmann and Stolper, 1996] . Pyroxenite has an unusually high (Table 1 ) along the 100 Ma geotherm. Velocity discontinuities in pyrolite and harzburgite are discussed in the text. In pyroxenite, rapid changes in the velocity gradient occur near 10 km (plg-to sp-facies), 30 km (sp-to gt-facies), 80 km (plg out), 170 km (sp out), and 440 km (cpx out).
velocity at depths greater than 80 km, because of its greater garnet content. If the amount of pyroxenite in the mantle were to increase systematically with depth, the velocity gradient would be greater than what we have found for the null hypothesis. A gradient in pyroxenite content may then help to resolve the large difference in velocity gradient between the null hypothesis and seismological models. To illustrate, we consider an extreme, end-member case: with 100% pyrolite and no pyroxenite at 150 km depth, grading to 100% pyroxenite at 400 km depth, the gradient is increased to 1.9 mHz. Is a systematic variation in pyroxenite content with depth in the upper mantle dynamically plausible? The answer to this question will likely require a better understanding of the origin of pyroxenite and of thermochemical convection.
Temperature Profile
[41] In order to account for uncertainties in mantle potential temperature, and in the lithospheric geotherm, we have considered the influence on the velocity of changing the temperature by 100 K. The approximate relation (equation (7)) shows that the mean change in the elastic shear wave velocity over the oceanic low velocity zone is 0.038 ± 0.003 km s À1 .
[42] We have also considered a nonadiabatic sublithospheric geotherm, since the average temperature profile need not be adiabatic in the presence of spherical geometry [Jeanloz and Richter, 1979] , internal heating [Jeanloz and Morris, 1987; Bunge et al., 2001] , or phase transformations [Christensen, 1995] . To illustrate the effects at one extreme of what might be plausible, we have computed the velocity along the 1600 K isotherm. This has the effect of steepening the velocity gradient below the low-velocity zone as compared with the isentropic case by 13%, to 1.24 mHz, which is still substantially less than that found in seismological models.
Partial Melt
[43] The presence of partial melt has often been invoked to account for the properties of the low-velocity zone [Lambert and Wyllie, 1968; Anderson and Sammis, 1969; Ringwood, 1969; Green and Liebermann, 1976; Sato et al., 1989] . Partial melting in the depth range of the low velocity zone is expected within the moist melting regime (also called incipient, damp, water assisted or vapor present) that lies below the dry solidus (Figure 3) . The amount of partial melt that is produced in this regime is not well quantified experimentally, is probably very small, but nevertheless is potentially significant for explaining certain geochemical anomalies in mid-ocean ridge basalts [Plank and Langmuir, 1992; Hirth and Kohlstedt, 1996] . It is not possible at present to estimate with any certainty how much partial melt remains at depth for geologically long periods of time or what its influence on seismic wave velocities may be.
[44] For the estimate of the moist solidus that we have adopted [Hirth and Kohlstedt, 1996] , partial melt is unstable and will refreeze for lithospheric ages older than approximately 40 Ma. Partial melt could then contribute to the residual velocity deficit throughout most of the oceanic upper mantle only if 1) the water content in the low-velocity zone is greater than has been assumed 2) the moist solidus for a given water content lies at lower temperatures than has been assumed or 3) the mantle temperature is higher than we have assumed. The stability field of melt in the asthenosphere is still highly uncertain. Models of the moist peridotite solidus rely primarily on experimental measurements of the dry and water-saturated end-members. The amount of water that is assumed to exist in the upper mantle is also poorly constrained [Hirth and Kohlstedt, 1996] . Other volatile constituents, such as CO 2 may also influence the solidus [Taylor and Green, 1988] .
[45] Assuming that a small degree of partial melt is thermodynamically stable, and that it can remain at depth for geologically significant periods, two different effects of partial melt on the seismic wave velocity must be distinguished: the direct effect due to the contrast in elastic properties between melt and solid and the indirect effect via the influence of partial melt on attenuation and dispersion. The indirect effect, which is unquantified in the seismic band, will be discussed further below. If we assume a melt fraction of 0.2% in the low-velocity zone [Plank and Langmuir, 1992] , the direct effect reduces the shear wave velocity by 0.02 -0.07 km s À1 [Hammond and Humphreys, 2000] , with the uncertainty due primarily to unknown partial melt geometry. The direct effect of partial melt can then account for 10-70% of the residual velocity deficit. We may also envision that a contrast in the amount of partial melt contributes to the Gutenberg discontinuity. If we neglect the change in density upon partial melting, and assume that the mantle contains 0.2% partial melt below the discontinuity and none above, then the impedance contrast between unmelted and partially molten mantle is 0.4-1.6%, or 1/16 -1/4 of the average impedance contrast of the G discontinuity. Partial melt may also influence the velocity gradient. If we assume 0.2% partial melt at 150 km, decreasing to 0% at 400 km, the average velocity gradient over this depth range would be 10-30% larger than that of the null hypothesis, or 1.1-1.3 mHz, still substantially less than that in most seismological models.
Attenuation and Dispersion
[46] We find that dispersion can account for most to all of the residual velocity deficit. Attenuation of seismic waves is known to be particularly high in a depth range that is similar to that of the low-velocity zone. Attenuation entails dispersion so that the seismic wave velocity at finite frequency is less than in the elastic limit. The magnitude of the attenuation is uncertain. Because of this uncertainty, we maintain dispersion as a distinct contribution to the velocity in our discussions of upper mantle structure in Tables 2 -4. [47] We use seismological models as our sole source of information on the value of the attenuation in the lowvelocity zone. A disadvantage of our approach is the large uncertainty and limited spatial resolution of seismological attenuation models as compared with velocity models [Romanowicz and Durek, 2000] . We believe that these uncertainties are outweighed by our current inability to estimate securely the attenuation of mantle assemblages at the relevant conditions on the basis of laboratory experiments. While the effect of temperature and frequency on the attenuation have been measured experimentally [Jackson et al., 2002] , the effect of pressure, partial melt, and water are unquantified in the seismic band, although speculative models have been proposed for the latter [Karato and Jung, 1998 ]. Our approach therefore does not help to constrain the physical mechanism that produces the high attenuation in the low-velocity zone; indeed, the experimental data needed to identify the mechanism do not yet exist. This is an important point in considerations of the origin of the high-attenuation zone. Dispersion in our analysis does not exclude, and may in fact require, an enhancement of attenuation via partial melt or trace amounts of hydrogen. By the same token, we can not exclude the possibility that partial melt and hydrogen play no significant role and that high attenuation occurs in the solid state as the result of variation of pressure and temperature at the base of a thermal boundary layer. Indeed, Jackson et al. [2002] have argued that attenuation in the low-velocity zone is consistent with that of dry, melt-free samples.
[48] In the low-attenuation limit dispersion is given by [Anderson, 1989] 
The relationship between this expression and more complete rheological models is discussed by Jackson et al. [2002] . An important feature of this equation, which does not hold outside of the small attenuation limit, is that dispersion depends on pressure, temperature, and frequency only through their effect on the attenuation Q
À1
. The factor multiplying the attenuation has a value near unity for typical values of the frequency exponent a (1.21 for a = 0.25).
[49] We find velocity reduction due to dispersion of 0.07 -0.14 km s
, based on a range of 1000/Q = 16-20, and a = 0.2-0.3 that are consistent with seismological attenuation models of the low-velocity zone [Gaherty et al., 1999a; Romanowicz, 1995] , and experimental results [Jackson et al., 2002] , respectively. Within uncertainties, agreement between the null hypothesis with dispersion and a range of seismological velocity models of 100 Ma Pacific is good at depths greater than 65 km for V S and V P (Figures 5  and 6 ). Moreover, the calculated minimum shear wave velocity falls within the range of seismological models at all ages, although the agreement with the model of Nataf et al. [1986] and Su et al. [1994] is much better than that with the models of Nishimura and Forsyth [1989] and Gaherty et al. [1999a] (Figure 9 ). An exception is in the immediate vicinity of the ridge (<5 Ma) where very low velocities, as low as 3.7 km s À1 (SV) [Webb and Forsyth, 1998 ] probably cannot be explained by the null hypothesis with dispersion, and may require the direct effect of partial melt in amounts much larger than we have considered above, i.e., a few percent.
[50] We find that a rapid decrease in attenuation near 65 km depth cannot account for the Gutenberg discontinuity ( Figure 5 ). Considering a range of global and regional models, which show attenuation contrasts near 65 km depth D(1000/Q) = 9-13 [Romanowicz and Durek, 2000] , and a range of a = 0.2-0.3, we find that the resulting change in velocity is 0.04 -0.09 km s
, or 1/7 to 1/3 of the average impedance contrast of the G discontinuity. Our analysis is thus inconsistent with the conclusions of Karato and Jung [1998] , who argued that the Gutenberg discontinuity was caused primarily by a change in attenuation. Indeed, the calculations of Karato and Jung [1998] show a velocity discontinuity that is very small compared with the magnitude of the G discontinuity.
[51] The decrease in attenuation with increasing depth below the high attenuation zone tends to increase the calculated shear wave velocity gradient as compared with the null hypothesis, but not sufficiently to account for the high-gradient zone as seen in seismological models. Seismological attenuation models show a rapid decrease in attenuation at the base of the high-attenuation zone in the range 160 -250 km depth, depending on the attenuation model. The average gradient between 150 and 400 km in the null hypothesis with dispersion from the spherically Figure 9 . Minimum value of the velocity as a function of lithospheric age in the null hypothesis (bold solid) and the null hypothesis (bold dashed) corrected for dispersion according to the attenuation model QR19 [Romanowicz, 1995] . The values shown for Nataf et al. [1986] (light shading) and Nishimura and Forsyth [1989] (dark shading) are the Voigt-Reuss-Hill isotropic velocity computed from the five anisotropic parameters of the seismological models. For PA5 (symbol, Gaherty et al., 1999a] ) we have estimated the isotropic velocity as the simple average of SH and SV. For S12-WM13 (symbol, Su et al. [1994] ) the value is a path average for 100 Ma Pacific computed by Gaherty et al. [1999a] . Following the suggestion of Graves and Helmberger [1988] (PAC), we have indicated (symbols connected by light solid line) a smooth variation between their model of old pacific and model TNA of Grand and Helmberger [1984] . PAC is an SH model, which is the faster of the two S wave polarizations. Also indicated are the minimum velocity along a continental geotherm (E. Abitibi), the velocity of garnet peridotite at ambient conditions, and the systematic variation of minimum SV velocities with lithospheric age determined in a highresolution study of the first 5 Myr west of the East Pacific Rise [Webb and Forsyth, 1998 ]. The variation of attenuation with lithospheric age t (in units of Ma) in the low-velocity zone is approximated as 1000/Q % 16 + 3(1 À t/100) as appropriate for the Pacific [Romanowicz, 1998 ].
averaged part of QR19 is 1.3 mHz, 20% larger than the elastic limit. In some seismic models the attenuation decreases rapidly at a depth similar to that of the Lehmann discontinuity, which may contribute to the velocity contrast associated with this feature.
Anisotropy
[52] A complete exploration of anisotropy lies beyond the scope of this study. However, we note that our method is sufficiently general to encompass anisotropic properties via computation of the full elastic constant tensor (equation (3)). Here, we restrict ourselves to an illustrative calculation of the possible contribution of anisotropy to the G discontinuity as suggested by Gung et al. [2003] . We can estimate the possible contrast in SV by assuming an isotropic mantle shallower than 65 km, and anisotropy of a magnitude typical of seismological models below 65 km. The relevant seismological quantity is x = (V SH /V SV ) 2 which is %1.06 in the model of Nishimura and Forsyth [1989] over a wide depth range for lithospheric age >20 Ma. The contrast in SV is then approximately V S (x À 1)/4 = 0.07 km s À1 or 1.5%, which is 1/4 of the observed average impedance contrast for the G discontinuity.
Conclusions
[53] We have presented a new method with which it is now possible to construct mineralogical models of the upper mantle that account self-consistently for the relevant phase equilibria and physical properties including the seismic wave velocities. Consideration of both phase equilibria and seismic wave velocities is important, particularly in the upper mantle where phase transitions occur throughout and the seismic velocities of phases differ substantially. Thermodynamic self-consistency allows us to specify the problem with a minimum number of parameters and to take maximal advantage of the multiple redundancy of experimental observations.
[54] Our models form the basis of a null hypothesis that is now experimentally and theoretically well defined and provides a basis of comparison with seismological models and for understanding the origin of the low-velocity zone. Remaining uncertainties in the shear and compressional wave velocities of the null hypothesis are about 1%. Further progress in quantification of the null hypothesis is important and is readily accommodated by our method through the incorporation of other chemical components, computations of the full elastic constant tensor for investigations of anisotropic structure, and from further experimental advances, particularly in the measurement of elastic moduli that are currently unknown and better constraints on phase equilibria.
[55] Our results indicate that a solid-state low-velocity zone can account for most seismic observations. A lowvelocity zone of nearly the observed magnitude is the natural consequence of a thermal boundary layer and the effects of pressure and temperature on the elastic wave velocity of subsolidus mantle assemblages. Dispersion has a secondary effect and is important for providing a quantitative explanation of the minimum velocities. Other factors can lead to further reductions in the velocity, but none of these seem to be required to explain seismological models, except in the immediate vicinity of the ridge. This is in contrast to many previous studies that invoked widespread melt but did not have the advantage of experimental data at the relevant pressure, or a self-consistent thermodynamic model of the multiphase mantle. As many other variables that might have been relevant are apparently not required to explain the low-velocity zone, our picture focuses attention on the origin of the enhanced dispersion of this region. Jackson et al. [2002] argue tentatively that the enhanced dispersion is consistent with that of essentially dry, melt-free samples, which would mean that neither partial melt nor water play a significant role for either the velocity or the attenuation. Further elucidation of the origins of the high attenuation in the low velocity zone will come from experimental measurements of the effect of partial melt [Jackson et al., 2004] , pressure, and water content, and other variables on attenuation and dispersion within the seismic band.
[56] If partial melt exists globally in the low-velocity zone, it must be ''hidden'', that is invisible to the seismological models to which we have compared. Partial melt might be hidden if it occurs in amounts that are so small that they do not significantly influence seismic wave velocities. The amount permissible by our analysis is a few tenths to 1% depending on melt geometry, the magnitude of the residual velocity deficit, and the value of Q. For example, if the model of Gaherty et al. [1999a] is more representative of the low-velocity zone than other models, more partial melt would be permissible, though still not required. The distribution of partial melt in the low-velocity zone need not be homogeneous. Partial melt in excess of 1% could be invisible if it were distributed heterogeneously with a characteristic length scale much less than that of a seismic wave. Our analysis suggests that experimental studies of phase equilibria of water-undersaturated assemblages may be able to place tighter constraints on the amount of partial melt. At least one current estimate of the moist solidus indicates that partial melt is not thermodynamically stable throughout most of the oceanic low velocity zone.
[57] Other features of upper mantle structure are more difficult to explain, including the Gutenberg discontinuity. Several factors that are all plausibly linked to the extraction of partial melt and depletion may contribute: a change in major element composition, a change in anisotropy, and a rapid increase in attenuation. However, neither of these factors alone or in combination appear to be sufficient to explain the magnitude of the impedance contrast.
[58] The very large shear wave velocity gradient seen in seismological models below the low-velocity zone is also difficult to explain. A subadiabatic thermal gradient, decreasing attenuation or partial melt with depth, and experimental uncertainties appear to be insufficient explanations. We have suggested that a depth dependent increase in the amount of pyroxenite could produce an enhanced velocity gradient, but this is highly speculative in the absence of a plausible dynamical picture. Moreover, any explanation for the discrepancy in shear wave velocity gradient must account for the essentially perfect agreement in the compressional velocity gradient between null hypothesis and seismological models.
[59] Discovery of the origin of the G discontinuity and the high gradient zone is frustrated to some extent by the fact that comparisons are not to seismological observations, but to seismological models, which are nonunique. One might envision using our models in two ways to overcome this limitation: (1) testing directly against seismological data by computing seismological observables from the mineralogical model (computation of travel times, and surface wave dispersion from, e.g., the null hypothesis augmented by attenuation, crustal structure, sediments, and ocean is in principle straightforward, but beyond the scope of this paper) and (2) using mineralogical models as a starting point for exploring the range of seismological models that match the data equally well, i.e., the null space of the inverse problem. The upper mantle is exceptionally complex with a large number of discontinuities, strong anisotropy, and large lateral variations in seismic wave velocities. Approaches such as these may be essential for unraveling the chemical, thermal, and dynamical state of this region.
Appendix A: Phases, Species, Components, and Parameters
[60] The simplified five-component system studied here (CaO-MgO-FeO-Al 2 O 3 -SiO 2 ) has the advantage that all phases that are expected to exist in the upper mantle are stable, and that the stability field of each of these phases is similar to that observed in natural peridotite compositions. The most abundant components that we have neglected (Na 2 O, Cr 2 O 3 , NiO, MnO, and TiO 2 ) together make up approximately 2 wt % of typical peridotitic compositions [Irifune, 1994] and can be accommodated by our approach as experimental data on their effect on physical properties and phase equilibria continue to be gathered.
[61] We have assumed that the amount of CaO in orthopyroxene and C2/c, Al 2 O 3 in clinopyroxene and C2/c, and the Ca-eskaloite component of clinopyroxene are negligible. We include also two transition zone phases (wadsleyite and ringwoodite) to better place our results in the context of seismic profiles that typically extend to depths greater than 400 km.
[62] Values of most parameters have either been directly measured or are constrained by experimental data (Table A1) . Parameter values that have been estimated primarily on the basis of systematics (see below) are shown in italics. Values of V 0 , K 0 , K 0 0 , and g 0 for most species are taken from our previous compilations [Ita and Stixrude, 1992; Stixrude and Bukowinski, 1993] . Exceptions include those phases and species that were not included in our earlier studies (anorthite, spinel, Mg-tschermakite, Mg-diopside), for which the values were previously unknown (C2/c), or for which better determinations of some parameters are now available (e.g., forsterite and orthopyroxene K 0 0 ; majorite V 0 , K 0 , K 0 0 ; and grossular, K 0 , K 0 0 ). New to this compilation are values of q 0 that we have constrained using measurements of the P À V À T equation of state and/or measurements of the bulk modulus as a function of temperature. In the case of phases for which data on some species are absent or uncertain, we have assumed that K 0 , K 0 0 , g 0 , and q 0 are approximately constant across isostructural series. In a change of strategy from our earlier work, we have chosen to fit effective Debye temperatures to experimentally determined third law entropies at 1000 K where these are available. We have found that this procedure produces fits to heat capacity and enthalpy data at high temperature that are nearly as good as our previous work while providing a much better description of the entropy. For those species for which the entropy is experimentally unconstrained or uncertain, we have followed the procedure of Akaogi et al. [1989] by estimating the entropy on the basis of Clapeyron slopes of phase transformations. Values of F 0 were determined by fitting to a large number of phase equilibrium data in the systems MS, MFS, MAS, CMAS, CFS, and CMS, as well as data on whole rock peridotite compositions.
[63] The entropy and volume of solution are assumed to be ideal. The entropy and enthalpy of mixing are computed via the sublattice model [Hillert and Staffansson, 1970] . We have approximated mixing in garnet-majorite by assuming two distinct octahedral sites and complete Mg-Si order over these sites. In spinel, we have approximated disorder in the endmembers by assuming a fixed normal (inverse) component that approximates the experimentally observed temperaturedependent cation ordering over the temperature range that is most relevant to the low-velocity zone [Redfern et al., 1999] . In orthopyroxene, we have assumed complete Mg-Fe-Al disorder on the octahedral sites and complete order on the tetrahedral sites [Wood and Holloway, 1984] . Excess enthalpy is included at the lowest order approximation (symmetric regular solution) for the following interactions with values of the Margules W parameter in kJ mol À1 in parentheses: Ca-Mg on the larger octahedral site in clinopyroxene (26.3), and Mg-Fe interactions in olivine (7.2), wadsleyite (1.5), ringwoodite (3.9), and spinel (7.2). These values are determined by a combination of phase equilibrium, thermochemical and element partitioning data. The elastic moduli of solid solutions are computed as volume-weighted averages of the inverse moduli of the end-members [Ita and Stixrude, 1992] .
[64] Values of the shear modulus are constrained by experimental measurements at ambient conditions. For those species for which no data exists we have estimated values based on V S À r systematics [Anderson et al., 1968] . Values of G 0 and h S are based on in situ high-pressure and/or high-temperature measurements. Where no data are available, we have either assumed that values are approximately constant across isostructural series or used systematic relations: for G 0 0 we use the G 0 0 versus G 0 /K 0 systematic suggested by Duffy and Anderson [1989] ; for h S0 , we have used a relationship between dG/dT versus G 0 0 . The trends of these systematics are defined by the geophysically relevant species in our compilation.
