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Abstract
This research assesses the performance of various filtering schemes for tracking uncooperative satellites through
space-based measurements, and proposes new methodologies based on Gaussian Mixture Models and the
Skewed Kalman Filter. Traditional filtering schemes,
such as the Extended Kalman Filter (EKF) and Unscented
Kalman Filter (UKF), both diverge while tracking under
reasonable orbital conditions when there is a long duration between measurements. We analyze a simplified
model, based on full position measurement of a MEO orbit, to isolate filter divergence due to nonlinear dynamics,
and corrected the divergence by implementing a hybrid
Monte-Carlo particle filter with Kalman-type updates. We
next consider space-based optical measurements, which
induce a separate source of divergence due to nonlinear
measurement error, and observe that our hybrid particle
filter cannot remedy this problem. We implement a Gaussian Mixture Model (GMM) to overcome this challenge,
which is effective but comes at a high computational
cost. Separately, we have analyzed a Skewed Kalman Filter (SKF) for incorporating skewness into Kalman-based
methods, and outline a strategy for combining the GMM
and SKF methodologies to provide a low-cost option for
tracking uncooperative satellites using sparse space-based
measurements.
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Introduction

Effective tracking and cataloguing of uncooperative orbital objects, such as debris, is critical to the future of
space travel and satellite operations. Ground-based observations, which have inherent limitations (such as weather
restrictions), can be supplemented by space-based optical measurements, but the large amount of debris necessitates the creation and validation of filtering algorithms
that can function efficiently, even with large time intervals between these measurements [3]. This long time increment allows for nonlinear dynamics to significantly deviate an initially Gaussian distribution, describing the location of the orbital object in the state space, far from the
Gaussian class, and can produce a wide discrepancy between the uncertainty representations of the filter and the
truth. This problem is exacerbated by the nonlinearity of
optical measurement, which further deviates the true distribution from the Gaussian class.

(a) Position Measurement
(divergent filter)

(b) Angles Only Measurement
(divergent filter)

Figure 1: Extended Kalman Filter Dispersion Plots
blue curve = filter variance, red curve = true variance
For example, if optical measurements from a space

based observer are taken with long durations between
them, standard Kalman filters such as the Extended
Kalman Filter (EKF) and Unscented Kalman Filter (UKF)
tend to diverge, incorrectly predicting the variance of the
underlying distribution. In order to first identify an approach to ameliorate divergence due to nonlinear dynamics alone, we simulated a Medium Earth Orbit (MEO - the
relatively low altitude amplifies nonlinear effects in the
dynamics), with slightly noisy observations of the full position vector taken at a time of 4 hours. We then added the
challenge of making the measurement at 4 hours a spacebased optical observation, which introduces an additional
source of error due to nonlinear measurement. Figure 1 illustrates that, after the first observation, the EKF predicts
an altitude variance that is too small (i.e. the filter diverges), in the context of both full position measurement
(Figure 1(a)) and space-based angles-only measurement
(Figure 1(b)). We obtained similar divergence results for
the UKF when applied in each of these contexts.
We observe that when the covariance matrix propagated by a particle filter is used to update the EKF when
a full position measurement becomes available, the divergence is removed completely, provided a sufficiently
large number of particles is employed. Indeed, we designed a hybrid filter combining particle-based statistics
with Kalman-type updates which remedies the divergence
caused by nonlinear dynamics. However, this hybrid filter
diverges in the more challenging scenario of update by a
space-based angles only measurement. To resolve the divergence problem with nonlinear angle measurements, we
implemented a Gaussian Mixture Model (GMM), which
approximates the true distribution by a weighted sum of
Gaussian distributions [2]. Each gaussian component is
then independently propagated and updated following the
EKF methodology, and weights are modified after the update based on the post measurement probability distribution. The GMM is capable of resolving divergence due
to nonlinear measurement update, but at a high computational cost.
Next, we analyzed the skewed Kalman filter [5], which
replaces the Gaussian approximation of the Kalman filter
with a Closed Skew Normal (CSN) approximation. The
CSN distribution generalizes the normal distribution to a
larger class which permits the consideration of non-zero
skewness. The skewed Kalman filter can track a distribution with non-zero skewness while maintaining the com-

putational expediency of a Kalman filter, and has suitable
alternative formulations for our purposes, such as an unscented version for incorporating nonlinear dynamics [6].
We implemented the skewed Kalman filters of [5] and [6]
on motivating examples, and future work will consider
a combined skewed mixture model, which approximates
the true distribution by a weighted sum of closed skew
normal distributions, in order to reduce the computational
cost of our working GMM model for sparse angles-only
measurement updates.
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Divergence of the Kalman Filter

The Extended Kalman Filter has traditionally been the default filtering algorithm used in tracking and navigation
for orbital objects, however, if enough time is elapsed between two measurements the nonlinearity of the dynamics
tends to cause filter divergence. The equation for propagation of the covariance matrix {Pi } used in the EKF, called
the discrete Ricatti equation, is given by
Pi+1 = Φi Pi ΦTi ,

(1)

where Φi is the state transition matrix of the dynamical
system. Equation (1) is based on a linear approximation
for the state dynamics. When a measurement is available
to process, the Kalman gain
K = P H T (HP H T + R)−1

(2)

is computed, and used to update the filter mean and covariance,
P + = (I − KH)P −
+

−

x̂ = x̂ + K(z̃ − ẑ),

(3)
(4)

where H is the measurement geometry matrix, R is the
covariance matrix of the measurement noise, and z̃ is the
measurement obtained.
The EKF can be shown to be the optimal filtering algorithm for a Gaussian distribution propagated under linear
dynamics, and updated under linear measurements with
Gaussian noise. However, as illustrated above in Figure 1, in the context of nonlinear dynamics and nonlinear
measurement update, there is a need for refinement. The
UKF was designed to improve the accuracy of the EKF
in the presence of nonlinearity. This algorithm proceeds
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{xi } sampled from initial conditions, referred to as particles. These particles are propagated forward-in-time, and
the filter statistics are the sample statistics computed from
these particles, namely the sample mean

by splitting the filter estimate for the mean into “sigmapoints”, propagating the sigma-points under the nonlinear
dynamics, and determining the new mean and covariance
from weighted statistical averages of the images of the
sigma-point [8]. We found that, in spite of the second
order accuracy of the UKF with respect to nonlinear dynamical propagation, the UKF also diverges, similarly to
the EKF, in the context of updating a reasonable MEO
orbit after 4 hours of propagation, by either full position
measurement, or space-based angles-only measurement.
Indeed, Figure 2 exhibits the modest improvement of the
UKF over the EKF in each context (the filter variance is
closer to the true variance after measurement update), but
the UKF remains divergent.

(a) Position Measurement
(divergent filter)

x̂ =

N
1 X
xi
N i=1

and sample covariance
N

P =

1 X
(xi − x̂)(xi − x̂)T .
N − 1 i=1

(5)

We have developed a hybrid particle/Kalman-type filter, which uses trajectories based on randomly generated
initial conditions to approximate the covariance matrix at
the measurement time more accurately. When the Kalman
update is performed, the sample covariance matrix (5) is
used to calculate the Kalman Gain in (2), which gives the
correct updates for the mean value and covariance matrix
when applied in (3) and (4). Figure 3(a) demonstrates a
functional filter after a full position measurement update
at 4 hours when applying the hybrid particle filter, where
as the EKF and UKF diverged in this context (Figures 1
and 2). However, with the more challenging (and relevant) nonlinear update from space-based optical measurement, we found that the hybrid particle filter still diverges.
This is illustrated in the dispersion plot of Figure 3(b).

(b) Angles Only Measurement
(divergent filter)

Figure 2: Unscented Kalman Filter Dispersion Plots
blue curve = filter variance, red curve = true variance
The problem with the UKF is that it reassigns a Gaussian approximation at each time step, and error in the covariance matrix can still accumulate over long time intervals between measurements. The breakdown of traditional Kalman filtering methods is the motivator to obtain
some alternative means to acquire proper statistics.
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Incorporating Nonlinear Dynamics with
a Particle Filter

(a) Position Measurement
(convergent filter)

Investigation into the source of divergence points to
covariance matrix inaccuracy and corresponding incorrect Kalman gain elements. To properly track the nonGaussian statistics of orbital objects under long durations
of nonlinear dynamics, we need a particle filter that allows for non-Gaussian representation. In general, particle
filters require generating a large number of state vectors

(b) Angles Only Measurement
(divergent filter)

Figure 3: Hybrid EKF-Particle Filter Dispersion Plots
blue curve = filter variance, red curve = true variance
A useful heuristic for divergence after the measurement update is obtained by comparing scatter plots from
Monte-Carlo samples (which represent the true distribution) to scatter plots based on the filter mean. Figure 4
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illustrates this heuristic: scatter plots were generated, first
from Monte Carlo samples (in blue), and then from the
mean of the EKF and hybrid particle filters (in orange)
after a full position measurement at 8 hours. For the divergent EKF filter there is a clear mismatch in the scatter
plots, but this is corrected in the scatter plots for the convergent hybrid filter. Figure 5 depicts a mismatch in these
scatter plots after space-based optical measurements at 8
hours for both the EKF and hybrid filters, and indeed, both
filters proceeded to diverge after the update.

(a) Extended Kalman Filter

(GMM) is a methodology that is capable of tracking
orbital objects under nonlinear dynamics and nonlinear
measurement updates. In the GMM method, the probability distribution of the state vector, as it evolves dynamically, is approximated by a weighted sum of Gaussian distributions. One approach (see [2]) is for this sum of Gaussian distributions to have mean locations xi and weights
wi at the initial time dictated by the nodes and weights
of multi-dimensional Gauss-Hermite quadrature, with covariance matrices Pi proportional to the initial covariance
matrix up to a user defined scale factor (specifying particle diversity). Each individual Gaussian distribution is
then propagated and updated forward-in-time by a standard EKF, that is, according to equations (1)-(4). Each
weight is also updated following measurement based on
the probability density function defined by post measurement statistics. The filter mean and covariance can then
calculated from the collection of distributions by the following,

(b) Hybrid EKF-Particle Filter

Figure 4: Scatter Plots with Full Position Measurement

N
1 X
wi xi
x̂ =
N i=1

P =

N
X

(6)

wi (xi − x̂)(xi − x̂)T + wi Pi .

i=1

(a) Extended Kalman Filter.

(b) Hybrid EKF-Particle Filter

Figure 5: Scatter Plots with Angles-Only Measurement
We have found that a particle filter that can track nonGaussian statistics solved the problems stemming from
nonlinear propagation, but a modified scheme, distinct
from the Kalman filter, is needed to accommodate divergence due to nonlinear measurement updates.

(a) Position Measurement
(convergent filter)

(b) Angles Only Measurement
(divergent with limited nodes)

Figure 6: Scatter Plots for Gaussian Mixture Model
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Gaussian Mixture Models
The GMM algorithm fixes divergence with full position measurements (see Figure 6(a)) with the number of
nodes being 56 . It also improves convergence fidelity
when space-based angles-only measurements are taken,

Our problem requires a particle filter that is capable of handling nonlinear measurements to avoid postmeasurement divergence. The Gaussian Mixture Model
4

however the number of nodes required grows exponentially with the size of the state vector, and a reasonable
number of particles is required to solve our problem. Figure 6(b) illustrates divergence when the number of nodes
is only 26 . Thus, the GMM can solve the issue of divergence, but only at a great computational cost. A means
to reduce the number of nodes and yet still use the GMM
algorithm will be investigated.
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The linear SKF with measurement updates is shown
in equation set (8). This filter algorithm has the advantage of incorporating skewness in the filter statistics while retaining expediency of the linear propagation methodology used in the EKF. The filter algorithm follows a state vector {Xi } with a skew-normal
distribution CSN (Ψi , Ωi , Di , νi , ∆i ) with process noise
η and receives measurements {Yi } having distribution
CSN (µi , Γi , Ei , γi , Θi ) and noise .

Skewed Kalman Filters

Yi = Fi Xi + , Xi = Gi Xi−1 + η
From Section 4 we are motivated to identify a novel
filtering scheme that can avoid divergence from spaceΨi = Gi Ψi−1 + µη , µi = Fi Ψi + µ
based optical measurement while retaining a low comΩi = Gi Ωi−1 GTi + Ση
putational burden. The strategy we will pursue is to replace the role of the EKF in the GMM with a Skewed
Γi = Fi Ωi FiT + Σ
(8)
Kalman Filter (SKF) [5]. The skewed Kalman filter reDi = Di−1 Ωi−1 GTi Ω−1
i
places the Gaussian approximation of the Kalman filter
T −1
Ei = Di Ωi Fi Γi , νi = νi−1 , γi = νi
with a Closed Skew Normal (CSN) approximation. The
T
CSN distribution generalizes the normal distribution to
∆i = ∆i−1 + (Di−1 − Di Gi )Ωi Di−1
a larger class which permits the consideration of nonΘi = ∆i + (Di − Ei Fi )Ωi DiT .
zero skewness. The Probability Density Function (PDF)
f = f (x), for x ∈ Rn , of a CSN distribution with paramAlthough useful for our purposes, as we have identieters (µ, Σ, D, ν, ∆) is given by
fied that the true statistics develop skewness over time (see
Figure 4), a refinement appearing in [6] is useful for our
φ(x; µ, Σ)Φ(D(x − µ); ν, ∆)
,
(7) purposes. In [6], an Unscented SKF (USKF) is developed
f (x) =
Φ(0; ν, ∆ + DΣDT )
in order to track a CSN distribution evolving under nonlinear dynamics, which is the case for our problem.
where
We applied the linear SKF to a standard spring mass
system from an initial CSN distribution (see Figure 7)
1
T −1
exp (− 2 (x − µ) Σ (x − µ))
with dispersion plots (see Figure 8) to illustrate a workq
φ(x; µ, Σ) =
,
2πΣ
ing filter after a linear measurement update. We found
that the USKF [6] produces identical results.
Next, we applied the USKF to our orbital estimais the PDF of a multivariate normal distribution, and
tion problems, but realized a challenge inherent to this
Z D(x−µ)
method: the USKF cannot develop non-zero skewness
Φ(D(x − µ); ν, ∆) =
φ(x; ν, ∆) dx,
starting from an initially gaussian distribution. It is criti−∞
cal for our filtering algorithms to incorporate this capacity for development of non-zero skewness purely from
and
nonlinear dynamics and measurement. Future work will
Z 0
combine our GMM with the Unscented SKF to develop a
T
T
Φ(0; ν, ∆ + DΣD ) =
φ(x; ν, ∆ + DΣD ) dx
Skewed Mixture Model, with the objective of represent−∞
ing the non-gaussian uncertainty of orbital motion by a
are evaluations of the Cumulative Distibution Function collection of CSN distributions. We anticipate that this
(CDF) of a multivariate normal.
will allow us to reduce the computational burden of the
5

cal and therefore involve nonlinear equations.
A methodology of Gaussian Mixtures allows for approximating a probability density function in terms of
a weighted sum of individual Gaussian distributions.
Each of these Gaussian distributions undergo the EKF
algorithm and are re-combined to acquire statistics that
are now no longer limited to first order approximation.
Higher order terms are acquired by the fact that each gaussian distribution or node are spread out in the state space
and also the corresponding weights are updated at each
measurement by a PDF resulting from post-measurement
statistics. This GMM methodology resolves the divergence issue but at a cost of a large computational burden.
Skewed Kalman filters use a distribution that allows
from skewness to be track which more aligns with nonlinear effects. These algorithms use the same formulations
as the EKF, allow tracking a larger quantity of parameters.
An unscented formulation of the skewed Kalman filter [6]
will give additional flexibility in handling orbital dynamics. The combination of this class of filters along with the
GMM approach will allow for handling nonlinear effects
at a reasonable demand of computation efforts.

Probability
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Figure 7: CSN 2D Contour

6.1

Figure 8: SKF Dispersion Plot

The subject of future work will be to develop and implement a combined Gaussian Mixture Model and Unscented
Skewed Kalman filters for our orbital tracking problem. It
is expected to handle both dynamically induced nonlinear
effects as well as measurement nonlinear effects at a modest demand of computational expense.
It is known that changes the state space from cartesian position and velocity vectors to orbital elements
yields uncertainties having higher gaussian class fidelity
when propagated longer in time. This is due to the nature that the mean anomaly (one of the orbital elements)
propagates linearly in time in a Keplerian orbit. The
GMM-USKF algorithm will be modified to handle orbital element space filtering which will allow for filter fidelity where measurements are sparse and nonlinear effects must be handled.

GMM for tracking orbital motion under sparse anglesonly measurement.
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Future Work

Conclusion

When a long time interval has elapsed between measurements, an initially Gaussian distribution for the state develops skewness when propagated through orbital nonlinear dynamics. Secondly, if nonlinear measurements
are taken such as space-based angles-only measurements,
skewness will be induced through inadequate updating
schemes traditionally used such as the Extended Kalman
Filter and the Unscented Kalman Filter. Incorporating
techniques from particle filters into an EKF resolves errors in statistics resulting from first order approximations
of dynamics. However, this combined or hybrid method
does not resolve divergence from first order approximations of measurements. Angles-only measurements involve coordinate transformation from cartesian to spheri-
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