Abstract. Data Envelopment Analysis (DEA) and Multiple Objective Linear Programming (MOLP) are widely used for performance assessment in organizations. Although DEA and MOLP are similar in structure, DEA is used to assess and analyze past performance and MOLP is used to predict future performance. Several equivalence models between output-oriented DEA models and MOLP models have been proposed in the literature. However these models are not applicable to performance evaluation problems with undesirable outputs. We propose an interactive method for solving output-oriented DEA models with undesirable outputs. We show that the output-oriented BCC model of Seiford and Zhu [47] can be equivalently stated as the maximization of the minimum of several objectives over the production possibility set, which in turn is a scalarization of a multi-objective linear program. We then employ the well-known Zionts-Wallenius procedure to solve the multi-objective optimization problem. We present an example to demonstrate the applicability of the proposed method and exhibit the efficacy of the procedures and algorithms.
1.
Introduction. Data envelopment analysis (DEA) is a widely used non parametric method for comparing the inputs and outputs of a set of decision making units (DMUs). DEA, initially introduced by Charnes et al. [9] , utilizes linear programming (LP) to determine the relative efficiencies of these functionally similar DMUs. A score of one is assigned to the frontier (efficient) units. The frontier units are those with maximum output levels for given input levels or with minimum input levels for given output levels. In the "input-orientated" DEA, a DMU is considered efficient when no other DMU can produce the same outputs by consuming fewer inputs. In contrast, in the "output-orientated" DEA, a DMU is considered efficient when no other DMU can produce more outputs by consuming the same inputs. The conventional DEA generally does not consider a decision maker's (DM's) preference structure or value judgments. In recent years, various methods have been proposed to take the DM's preference information into consideration. Allen et al. [1] have defined value judgments as "logical constructs, incorporated within an efficiency assessment study, reflecting the DMs' preferences in the process of assessing efficiency".
Two streams of research known as "target setting" and "weight restriction" are often used to take the DMs' value judgments into consideration in the DEA models. The first interactive target setting model was introduced by Golany [21] . He combined DEA with multiple objective linear programming (MOLP) and used the DM to allocate a set of input levels as resources and selected the most preferred set of output levels from a set of viable points on the efficient frontier. Thanassoulis et al. [50] , Pedraja-Chaparro et al. [41] , Tone [54] , Jess et al. [29] , Korhonen et al. [31] , Aparicio et al. [3] , Yang et al. [58] , Hosseinzadeh Lotfi et al. [23, 24] , Bi et al. [7] , Ebrahimnejad [12] , Ebrahimnejad et al. [13] , Hinojosa and Mrmol [22] , Jain et al. [28] , Mahdiloo et al. [38] , Saati et al. [46] and Amirteimoori and Kordrostami [2] have proposed various target setting DEA models in the performance evaluation literature. The first weight restriction DEA model was proposed by Thompson et al. [53] . Dyson and Thannassoulis [11] , Charnes et al. [10] , Wong and Beasley [56] , Thompson et al. [51, 52] , Podinovski [42] , and Asmild et al. [4] have proposed various weight restriction models for performance measurement in DEA.
Yang et al. [58] established a new link between MOLP and the output-oriented DEA dual model, which is a radial model and projects all DMUs on to the efficient frontier by solving n LP problems. Malekmohammadi et al. [39] suggested a super-ideal model which is identical to a target model that considers both the decrease in total input consumption and the increase in total output production. The proposed model is non-radial; moreover, all of the inputs and outputs are simultaneously projected on to the efficient frontier by solving one LP problem. Yang et al. [59] investigated a hybrid minimax reference point-DEA approach to incorporate the value judgements of both branch managers and head-office directors and to search for the most preferred solution (MPS) along the efficient frontier for each bank branch. Yang et al. [61] explored graphical and analytical methods and procedures for generating and analysing data envelopes and efficient frontiers for multiple input and multiple output DEA models using the DEA-oriented interactive minimax reference point approach. This computational investigation leads to the definition of new efficiency measures as instrumental to help conduct trade-off analysis for setting realistic performance targets. Yang and Xu [60] proved that under certain conditions minimax reference point models are identical to inputoriented dual DEA models for performance assessment. This equivalency link leads to the development of an interactive minimax reference point approach for hybrid efficiency and trade-off Analyses, with the DM's preferences taken into account interactively. Hosseinzadeh Lotfi et al. [23] have also proposed an equivalence model between DEA and MOLP. They showed how a DEA problem can be solved interactively through a MOLP transformation. They used the method proposed by Zionts-Wallenius [64] and considered the DMs preferences in the performance measurement process. However their method could not solve problems with undesirable output. Recently, Ebrahimnejad and Tavana [15] first provided a new link between the output-oriented DEA model in the presence of undesirable outputs through a MOLP model with a weighted minimax reference point. They then used the satisfying trade-off method proposed by Nakayama and Sawaragi [40] to help the DM search a target unit corresponding to each inefficient unit. In this study, we propose a simpler and more efficient model by investigating an equivalence model and proposing an interactive trade-off analysis procedure in the MOLP for integrating the DEA-oriented performance assessment and target setting while taking into consideration the DMs preferences. We simultaneously and interactively consider the increase in the total desirable outputs and the decrease in the total undesirable outputs.
The remainder of this paper is organized as follows: Section 2 provides a brief discussion of the output-oriented BCC model in the presence of undesirable outputs. Section 3 introduces a technique for solving MOLP problems known as "minordering optimization problem". In Section 4, we establish a new link between the output-oriented BCC model in the presence of undesirable outputs and the min-ordering optimization problem. Section 5 introduces an interactive multi objective programming method known as the Zionts-Wallenius method for reflecting the DM's preferences in the efficiency assessment process. In Section 6 we present an example from the literature to demonstrate the applicability of the proposed model and exhibit the efficiency of the procedures and algorithms. Finally, Section 7 draws the conclusive remarks and future research directions.
2.
Output-oriented BCC model in the presence of undesirable outputs. The production process in DEA uses a set of inputs to produce a set of outputs. Each producer uses varying levels of inputs and produces varying levels of outputs. According to the efficiency criterion in DEA, either making more output with the same input or making the same output with less input is more efficient. In performance measurement problems with undesirable outputs, DMUs with more desirable outputs and less undesirable outputs (relative to less input resources) are considered efficient. For example, if there are inefficiencies in the production process, the undesirable outputs of wastes and pollutants should be reduced to improve the efficiency of a DMU (Seiford and Zhu [47] ; Lewis and Sexton [33] ).
Various transformation methods have been proposed to deal with desirable and undesirable outputs in DEA (see Liu and Sumaila [34] ). Lu and Lo [37] have classified the alternatives for dealing with undesirable outputs in DEA into three different categories. The methods in the first category simply ignore the undesirable outputs. The methods in the second category either treat the undesirable outputs in terms of a non-linear DEA model or treat them as outputs and adjust the distance measurement to restrict the expansion of the undesirable outputs (Fare et al. [18] ). The methods in the third category either treat the undesirable outputs as inputs or apply a monotone decreasing transformation (Lovell et al. [35] ). Seiford and Zhu [47] have suggested a simple and interesting method by multiplying the undesirable outputs by (-1) and then using a translation vector to turn the negative undesirable outputs into positive desirable outputs. Fare and Grosskopf [17] have proposed a more superior approach to Seiford and Zhu's [47] method by adopting a directional distance function and estimating the DMUs' efficiencies based on weak disposability of undesirable outputs.
Zhou et al. [65] integrated DEA efficiency measures with environmental DEA technology in an environmental performance measurement system. They studied the environmental DEA technologies that exhibited non-increasing returns to scale and variant returns to scale (VRS) and proposed pure measures for different scenarios and mixed measures under VRS. Yang and Pollitt [57] used different DEA-based efficiency measurement models and examined the impact of uncontrollable variables together with undesirable outputs based on a research sample of Chinese coal-fired power plants. You and Yan [62] proposed a ratio model to evaluate the undesirable as well as the desirable outputs simultaneously. They used their model to investigate the impact of production pollutants while conducting the efficiency evaluation in the textile industry. Huang et al. [27] introduced an undesirable DEA model for providing accurate and reasonable efficiency score that not only dealt with undesirable output efficiently but also considered the relationship between undesirable outputs. In the proposed model, all the undesirable outputs were divided into three categories and then the desirable and undesirable outputs were combined through a transformation mechanism. They also empirically tested their proposed model in 15 Chinese commercial banks.
The recent applications of DEA models with desirable and undesirable outputs can be seen in the agriculture and dairy industry (Reinhard et al. [43] ; Reinhard and Thijssen [44] ; Shaik et al. [48] ), paper mills (Fare et al. [18] ; Hua et al. [26] ; Seiford and Zhu [47] ), electric utilities (Fare et al. [19] ; Korhonen and Luptacik [30] ), cement manufacturing (Kumar Mandal and Madheswaran [32] ; Riccardi et al. [45] ), the oil and gas industry (Sueyoshi and Goto [49] ), airports (Yu [63] ; Lozano and Gutierrez [36] ), health care (Hu et al. [25] ), and commercial banks (Barros et al. [6] , Ebrahimnejad et al. [14] ).
Consider a set of n DMUs, where DM U j has a production plan (x j , y j ) with x j = (x 1j , x 2j , · · · , x mj ) inputs and y j = (y 1j , y 2j , · · · , x sj ) outputs. Suppose that x ij (i = 1, 2, · · · , m) is the ith input consumed by DM U j and y rj (r = 1, 2, · · · , s) is rth output produced by DM U j . The relative efficiency of DM U p can be obtained by using the following LP model, so-called output-oriented BCC dual model [5] :
In this model, an efficiency score, 1 βp , is produced for DM U p by maximizing all the inputs radially (proportionally). The objective value of model (1) 
is the optimal solution of model (2) . The following point on the efficient frontier, regarded as a target unit for the inefficient unit DM U p , is then used to evaluate the performance of this DMU:
However, this target unit has not taken into consideration the DM's preference structure and an interactive MOLP can be used to address this shortcoming.
3. Min-ordering optimization problem. We propose using the MOLP model (4) to optimize a vector of linear functions in the presence of linear constraints:
The goal of this model is to maximize s 1 + s 2 (≥ 2) conflicting objective functions with g r : Λ → R(r = 1, 2, · · · , s 1 ) and
T belong to the non-empty feasible region Λ. The objective vectors in the objective space R n include the objective values f (λ). The image of the feasible region, Z = f (λ), is called a "feasible objective region". Generally, the primary goal in MOLP is to find the Pareto optimal solutions and assist DMs in selecting the most preferred solution because there are no solutions in the MOLP problems that can simultaneously optimize all the objective functions. Consequently, a solution represented by a point in the decision space is a strictly Pareto optimal if it is not possible to move it within the feasible region and improving the objective function value without deteriorating at least one of the other objectives in the model. However, a solution represented by a point in the decision variable space is a weak Pareto optimal solution if it is not possible to move it within the feasible region and improve all the objective functions. Therefore, we have the following definitions: The traditional scalarization methods are used to solve the MOLP problems. This class of methods does not require any assumption or information with regards to the utility functions of the DMs. In this paper, we use a scalarization method known as min-ordering optimization (Ehrgott [16] ) for solving the MOLP problem (4). The min-ordering optimization problem corresponding to the MOLP problem (4) can be defined as follows:
The following Theorem indicates that the weak Pareto optimal solution of the MOLP problem (4) can be determined by solving the min-ordering optimization problem (5). Proof. See Ehrgott [16] .
We now show that the min-ordering optimization problem (5) can be solved as a single objective LP problem. Let us assume ψ = min 1≤r≤s1,1≤t≤s2 {g r (λ), h t (λ)} and rewrite the min-ordering problem (5) as follows:
In the next section we show that the output-oriented BCC model (2) and the min-ordering optimization problem (6) are equivalent under certain conditions. 4 . A generalized equivalence model. In the output-oriented DEA models with undesirable outputs, an efficiency score is generated for a DMU by maximizing the desirable outputs and minimizing undesirable outputs with limited inputs. This concept can be represented with a multiple objective optimization problem. The theoretical considerations for combining the DEA and MOLP models are presented next.
Suppose y (2) as follows:
Therefore, formulation (2) can be written as follows:
where
Suppose the feasible region Λ p in formulation (9) and Λ in formulation (6) are the same. In addition, suppose ψ = β p . The equivalence relationship between the output-oriented BCC model (9) and the min-ordering optimization model (6) can be easily established by the following theorem:
The output-orientated BCC model (9) can be equivalently transformed into the min-ordering optimization model(6) using equations (7) and (8) and equations ψ = β p and Λ p = Λ.
In fact, Theorem 4.1 shows that the output-orientated BCC model in the presence of undesirable outputs is actually constructed to locate a specific efficient solution on the efficient frontier of the following generic MOLP formulation for the observed DM U p :
The generic MOLP problem (10) defines the production possibility set for the observed DM U p in which there may be more preferred efficient solutions than the DEA efficient solution. The main reason for establishing the equivalence condition between the output-oriented BCC model (9) and the min-ordering optimization model (6) is to use the interactive methods in MOLP to locate the most preferred solution on the efficient frontier for the target setting and resource allocation. Several interactive MOLP models have been proposed in the literature to help a DM search for different solutions along the efficient frontier and choose one solution from the set of Pareto optimal solutions as his/her final solution. At each stage of the process, the current solution is adapted to the preference structure of the DM. The interactive MOLP method is designed to drive the DM towards his/her most preferred solution. Zionts and Wallenius [64] have proposed the well-known and widely used interactive MOLP method explored next.
5. Zinots-Wallenius method. The interactive MOLP process involves the DM(s), the analyst and a model. The analyst is the intermediary between the DM(s) and the model. The analyst obtains an initial solution for the model and presents it to the DM(s) and asks them to evaluate this solution based on their preferences. The analyst then injects the preferences of the DM(s) into the model and generates a new solution. This iterative and interactive process is repeated until a satisfactory solution is obtained. In the interactive MOLP method proposed by Zionts and Wallenius [64] the DM is asked to provide answers to yes and no questions regarding certain trade-offs that he/she likes or dislikes. This type of communication is applicable to problem (10) where the objective functions are concave and the feasible space is a convex set. The overall utility function is assumed to be unknown explicitly to the DM, but is implicitly a linear function and more generally a concave function of the objective functions. The method makes use of such an implicit function on an interactive basis.
The first step of the method is to choose an arbitrary set of positive multipliers or weights and generate a composite objective function or utility function using these multipliers. The composite objective function is then optimized to produce a Pareto optimal solution λ * to problem (10) . The continuation of the procedure is essentially the same as the simplex method except that here the DM chooses a nonbasic variable (NBV) to enter the basis at each iteration. From the set of non-basic variables, a subset of Pareto variables is selected (a Pareto variable is one which, when introduced into the basis, cannot increase one objective without decreasing at least one other objective). In the process of finding a set of Pareto variables from the set of non-basic variables, initially, w dj values are computed based on the information implied by the optimal solution at hand. To do this, the following model is solved for each non-basic variable λ j :
Assuming thatλ is the optimal solution of model (11), the values of w dj are estimated as follows:
λ j y g dj y g dp
The w dj values show the decrease in the objective function f d due to some specified increase in λ j . After that, the following model is solved for each non-basic variable λ k :
The variable λ k is Pareto if the optimal solution of model (14) is negative. In contrast, this variable is not Pareto if the optimal solution of model (14) is nonnegative.
Next, for each Pareto variable λ k a set of trade-offs is defined by which some objectives are increased and others are decreased. For example, considering whether a decrease in the objective functions f 1 of w ij , or a decrease in the objective function f 2 of w 2j is desirable or not, are among some of the potential trade-off scenarios. A number trade-offs similar to these two examples are presented to the DM, who is requested to state whether the trade-offs are desirable, undesirable or neither. If the trade-offs are undesirable for all efficient variables, we terminate the procedure and take the δ d 's as the best set of weights. Otherwise, using the DM's preferences, we construct constraints to restrict the choice of the weights δ d to be used in finding a new Pareto solution. Then, for each desirable trade-off we construct an inequality of the form (15), for each undesirable trade-off, construct an inequality of the form (16) and for each indifference trade-off, construct an equality of the form (17) as follows:
A feasible solution is established for all the previously constructed constraints of the form (15)- (17), as well as the following set of constraints:
Thus, a new set of consistent multipliers is constructed and the associated Pareto solution is found. The process is then repeated, a new set of trade-offs for the current solution is presented to the DM, and convergence to an overall optimal solution with respect to the DMs implicit utility function is assured. It is worth noting that there is no such thing as the best interactive method. In this research we apply the method proposed by Zionts and Wallenius [64] to find the most preferred solution. This method guarantees a convergence in a finite number of iterations, since each trade-off is attractive to the DM, and ultimately is less demanding for the DM.
6. Application problem. We used the performance evaluation problem proposed by Fare et al. [18] to demonstrate the applicability of the proposed method and exhibit the efficacy of the procedures and algorithms. In this problem, 30 paper mills use fiber, energy, capital and labor as inputs to produce paper, together with four undesirable outputs (pollutants) including biochemical oxygen demand (BOD), total suspended solids (TSS), particulates (PART) and sulfur oxides (SOX) as outputs. Table 1 shows the input and output values used in this example. We solved model (2) with W = (20000, 10000, 3000, 15000) to find the respective efficiency scores. The inefficient units and their references units are given in Table  2 . As shown in Table 2 , units 1, 4, 5, 8, 11-14, 17, 18, 20, 21, 23 and 25 were inefficient paper mills. We then used formulation (3) for each inefficient unit and found a virtual unit on the efficient frontier that could be regarded as its target unit. The results are presented in Table 3 . As shown in Table 3 , unit 1 has an λ j = 1,
The results for using the approach presented in Section 5 for obtaining the most preferred as a target unit for unit 1 are as follows:
Initially, an arbitrary set of weights δ = (0.2, 0.2, 0.2, 0.2, 0.2) was chosen. The composite objective function was then optimized and the optimal basic variables (λ 28 = 0.462739, λ 29 = 0.537261) were produced. Hence, the set of non-basic variables were λ j , j = 1, 2, · · · , n, j = 28, 29 and model (11) is solved for each of them. As an instance, the following model is solved for the non-basic variable λ 3 : λ j = 1,
Now, with regard to optimal solution of model (20) Similarly, after solving model (11) for each of non-basic variables λ j , j = 1, 2, · · · , n, j = 28, 29 the w dj values introduced in Table 4 were computed based on formula (12) . In this case, model (14) is solved for each λ j , j = 1, 2, · · · , n, j = 28, 29 and variables λ 1 , λ 2 , λ 9 , λ 26 and λ 30 are determined as the efficient variables. As an example the following model is solved corresponding to non-basic variable λ 3 :
The DM was then asked to indicate the acceptability of the trade-offs. Since the DM accepts the trade for efficient variables λ 1 , λ 2 , does not accept the trade for efficient variables λ 9 , λ 26 and is indifferent to variable λ 30 , a feasible solution to the following set of constraints was found: Using the weights δ = (0.264029138, 0.04897689, 0.000000099, 0.276180101, 0.410813772), the composite objective function was optimized and the optimal basic variables were (λ 9 = 0.549283, λ 28 = 0.450717). However, in this iteration the set of non-basic variables were λ j , j = 1, 2, · · · , 30, j = 9, 28 and after solving model (11) for each of them, the w dj values presented in Table 5 were derived by using formula (12) . Model (14) This composite unit has been produced by taking into consideration the DM's preference information as the most preferred solution for unit 1. As reported in (11) for non basic variables and using formula (12) we obtained the values of w dj as presented in Table 6 . By Solving model (14) , new optimal basic variables were 
Iteration 2:
By using above weights, optimizing the composite objective function resulted in λ 7 = 0.167337, λ 26 = 0.17815, λ 28 = 0.654513) as optimal basic variables. By solving model (11) for non basic variables and using formula (12) , the values of w dj are derived as shown in Table 7 . Model (14) was solved for each non basic variables 7. Conclusions and future research directions. The changing economic conditions have challenged many organizations to search for more effective performance measurement methods. DEA is a widely used mathematical programming approach for comparing the inputs and outputs of a set of homogenous DMUs by evaluating their relative efficiency. Performance measurement in the conventional DEA is based on the assumptions that inputs should be minimized and outputs should be maximized. However, there are circumstances in real-world problems where some output variables should be minimized. In this paper we obtained an equivalence relation between an output-oriented DEA model with undesirable outputs and a min-ordering optimization model. We showed how a DEA problem can be solved interactively by transforming it into an MOLP formulation. The approach proposed in this study reduced the number of undesirable outputs and resulted in a permissible increase in the number of desirable outputs. The proposed equivalence model utilized an interactive method in the MOLP model and located the most preferred solution along the efficient frontier for each inefficient DMU. We also used the Zionts-Wallenius method to reflect the DMs preferences in the efficiency assessment process. We plan to conduct further research by comparing the results obtained with those that might be obtained with other interactive MOLP methods such as the STEM method [8] , the G-D-F method [20] , the Wierzbicki method [55] , and the STOM method [40] . Our goal is to understand the applicability of different interactive MOLP methods to specific data sets and DM preferences.
We shall also point out two limitations of the equivalency established in this study between the DEA models and the MOLP models which are thought-provoking topics for futures research. In this study all the equivalent relations established between the DEA models and the MOLP models are radial DEA-based models. Since nonradial DEA models usually have a higher discriminating power in evaluating the efficiencies of DMUs, in practice it may be more practical to establish equivalency link between the non-radial DEA models and the MOLP models. Another potential for future research is to extend the proposed model to a cover problems with constant returns-to-scale (CRS).
