INTRODUCTION
Algorithms for the Tower of Hanoi problem are often used in the introductory texts on computer programming for demonstrating the power of recursion (Hayes, 1977j Dijkstra, 1971 Dromey, 1981) .
Interesting though these recursive algorithms are, beginners are not always convinced that these algorithms will work until they are run. Given such recursive algorithms, it is not obvious how to move discs around until one actually steps through the programs.
Hayes (1977) , Buneman and Levy (1980) present two iterative algorithms for solving the Tower of Hanoi problem, hoping that they are less mysterious than the recursive solutions. It is however not clear why the smallest disc is always moved in the cyclic order. At any rate, they did not argue that their solutions are the optimal ones; namely, to move the tower of discs from one peg to the other peg in the minimum number of steps. An analysis is clearly necessary.
It is a common experience in the Articifical Intelligence research (Korf, 1980 ) that a suitable representation may lead to an efficient and transparent algorithm.
It is the theme of this paper to examine the Tower of Hanoi problem in this light. By encoding the disc moves into a bit-string, we show that a straight forward iteractive algorithm can be constructed. More important, the bit-string lends a hand to an analysis of the behaviour of the algorithm.
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THE PROBLEM
The Tower of Hanoi problem involves three pegs (PI, P2 and P3) and n discs (0 1 , O 2 , 0 3 ... On) such that 0 1 < O 2 < 0 3 < ••• < On' where 0 1 is the smallest disc. Initially, all the n discs are placed on a peg pi as a pyramid with 0 1 on the top. The task is to move these n discs from Pi to Pj such that i~j, subject to the following constraints:
Cl : Only the top disc of a tower may be moved from one.2eg to the other;
C2
No disc may rest upon a smaller disc at any time;
C3
Only one disc may be moved at a time.
3. OTHER ITERATIVE SOLUTIONS Hayes (1977) gives reasons to believe that the smallest-disc moves must alternate with other disc moves. However, he did not explain why the smallest disc must move cyclically. Nor did Buneman and Levy (1980) give reasons to support their algorithm that the smallest disc must always move in the clockwise direction. Clearly, to move n discs from peg 1 (PI) to peg 3 (P3), one needs not have to move n discs from PI to peg 2 (P2), then move them to P3.
Buneman and Levy's algorithm therefore does not provide an optimal solution under certain circumstances.
Consider the general case. Suppose the smallest disc (0 1 ) is on top of PI, and the other two discs O. and O. are on top of P2 and P3 respectively. J next move is to move 0i on top of OJ' After that, we have to move°1 , Now we have two choices; either to move 0 1 on top of 0i or to move 0 1 to P2.
It is under these circumstances that both Hayes (1977) , and Buneman and Levy (1980) fail to satisfy uS that one choice is better than the other. A deeper analysis is clearly called for. In other words, we make explicit the directions of disc moves in the representation.
Suppose we are asked to move n discs from a peg to its neighbouring peg in the clockwise direction, we can assume that the source is Pl, and the destination is P2 without loss of generality. This can be expressed formally as follows:
When n = 1, only disc D I can be moved from PI to P2 in the clockwise direction in one step:
When N = 2, the smallest disc D l should be moved in the anticlockwise direction from PI to P3. Then the larger disc D 2 will be moved from pI to P2 in the clockwise direction. After that, D l will be moved from P3
to PI in the anticlockwise direction thus completing the task. Namely,
The tree representations of disc moving directions are shown in figure 2. 
To move D l and D 2 in the anticlockwise direction, the steps can be detailed as follows:
From the tree representation, it is apparent that the tree for moving two discs anticlockwise is the mirror image of the tree for moving them clockwise as shown in figure 3 .
clockwise mirror anticlockwise 
Let C(bs) be the one's complement of the bit-string bs. One can easily show that the mirror image of a binary tree is precisely the one's complement of its bit-string. Therefore, Finally, we establish a property of the bit-strings so generated.
Property 0 : The bit-string for moving n discs is symmetric with respect to the centre bit.
Proof
This property readily follows from (1) and (2) by induction.
[QED] When n = 1, this is trivially true.
where BS (1 "') is D1'S move.
Likewise for BS (2...£ ) • Property 2
Proof Suppose BS (n~) and Bs(n") preserve this property.
Then, by (2)
We have proved by induction.
Likewise for BS (n+l '" ) .
[QED]
D 's moves always alternate with the moves of other discs. Combine with property 1, the Dl'S moves must occur at the odd positions. Now we can prove tqat this property also holds for (n+l) discs.
By (2) BS (n+l~) = C (BS (n~» 1 C(BS (n " ) ) • Note that one's complement does not change the position of its bits indicating the D1'S moves. By virtue of the fact that BS (n "') has D 1 ' s moves as first and last moves, as well as at odd positions, C(BS (n " » 1 C (BS (n ,ft » therefore preserves property 2. Likewise for BS(n+l "').
[QED] 
FURTHER ANALYSIS
We now further analyze the bit-string for moving n discs to reveal the inherent properties of the Tower of Hanoi problem.
Property 3
The smallest disc always moves in a cyclic order.
Proof
When n = 1, this is trivial.
Suppose this property holds for (n-l) discs.
Namely, all the odd position bits are having the same parity.
By properties 1 and 2 and (2), the odd position bits of the bit-string for moving n discs again have the same parity.
Property 4 The solution offered by the bit-string for moving n discs is optimal. We now show that as (n~) is optimal too.
To move n discs from PI to P2, we need to move the top (n-l) discs from PI to P3, then move D from pI n move the (n-l) discs again from P3 to p2.
[QED] As a bit corresponds to a step, thus the optimal solution n takes 2 -1 steps.
Property 6 All D., i = odd, move in the same direction. Whereas, all D., j = even, move in the opposite direction. 
