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1. Introduction
An extensive literature on functional data analysis techniques emerges in
the last few decades. In particular, in the functional linear regression con-
text, one can refer to the papers [11]; [12]; [13]; [15]; [16]; [21]; [44], among
others. We particularly refer to the flexible approach recently presented in
[30] to approximate the regression function in the case of a functional pre-
dictor and a scalar response, based on the Projection Pursuit Regression
principle. Specifically, an additive decomposition, which exploits the most
interesting projections of the prediction variable to explain the response, is
derived. This approach can be used as an exploratory tool for the analysis of
functional dataset, and the dimensionality problem is overcome. In the func-
tional nonparametric regression framework we refer to [31] and [32], among
others. Asymptotic results, in particular, uniform consistency, in the purely
nonparametric context are derived in [45] for a kNN generalized regression
estimator. For more details we refer to the reader to the nice summary on the
statistics theory with functional data in [20], and the references therein. New
branches of the functional statistical theory in a univariate and multivariate
framework are collected in [7].
Functional Analysis of Variance (FANOVA) extends the classical ANOVA
methods, allowing the analysis of high-dimensional data with a functional
background. Due to the vast existing literature on functional data statistical
analysis techniques, FANOVA models have recently gained popularity and
related literature has been steadily growing. For comprehensive reviews we
refer, for example, to [49] and [57]. In particular, FANOVA model fitting
and its component estimation have been addressed in several papers (see [5];
[35]; [39]; [41]; [42]; [46]; [58], among others).
In the context of hypothesis testing from functional data, [29] discussed
the difficulties of generalizing the ideas of multivariate testing procedures to
the functional data analysis context. A powerful overall test for functional
hypothesis testing, based on the decomposition of the original functional data
into Fourier and wavelet series expansions, is proposed in [27]. In this paper,
the adaptive Neyman and wavelet thresholding procedures of [26] are respec-
tively applied to the resulting empirical Fourier and wavelet coefficients. The
general philosophy of the presented methodology exploits the sparsity of the
signal representation in the Fourier and wavelet domains, allowing a signifi-
cant dimension reduction. Somewhat similar approaches were considered in
[24] and [25]. In [36] a maximum likelihood ratio based test is suggested for
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functional variance components in mixed-effect FANOVA models. The pro-
cedures presented in [27] are applied to the mixed-effect FANOVA model in
[56]. An alternative asymptotic approach, inspired in classical ANOVA tests,
is derived in [19], for studying the equality of the functional means from k
independent samples of functional data. In [1] and [2] the testing problem in
the mixed-effect functional analysis of variance models is addressed, develop-
ing asymptotically optimal (minimax) testing procedures for the significance
of functional global trend, and the functional fixed effects, from the empir-
ical wavelet coefficients of the data (see also [6]). Statistical shape analysis
methods are applied in [48] to developing a neighborhood hypothesis testing
procedure to establish that a mean is in a specified δ-neighborhood. Re-
cently, in the context of functional data defined by curves, considering the
L2-norm, an up-to-date overview of hypothesis testing methods for functional
data analysis is provided in [61], including functional ANOVA, functional lin-
ear models with functional responses, heteroscedastic ANOVA for functional
data, and hypothesis tests for the equality of covariance functions, among
other related topics.
Most of the above-cited papers are based on dimension reduction tech-
niques, applying numerical projection and smoothing methods. Classical
ANOVA results are then considered for projections in an univariate and mul-
tivariate framework. For example, smoothing splines ANOVA (SS-ANOVA)
has the restriction of considering the time as an additional factor which im-
plies independence in time. This restriction was removed in [10] and [35],
using the RKHS theory. This theory is also applied in the present paper
to remove independence assumption on the functional zero-mean Gaussian
error vector term. Since the aim of this paper is to provide explicit results
within the infinite-dimensional probability distribution setting, we restrict
our attention to the Gaussian case. It is well-known that Gaussian measures
on Hilbert spaces can be identified with infinite products of independence
real-valued Gaussian measures (see, for example, [22]). Hence, one can work
with infinite series of independent real-valued random variables. Indeed,
such an identification, jointly with the acute formulation of Crame´r-Wold
theorem derived in [18], can be applied to implement the multiway ANOVA
methodology for functional data proposed in [17], which does not require
the Gaussian assumption although the hypothesis of independence is main-
tained (see [22]). Here, we also apply the results in [22], on characteristic
functions of quadratic functionals constructed from Gaussian measures on
Hilbert spaces, for the derivation of the probability distribution of the func-
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tional components of variance, and of the test statistics formulated for linear
hypothesis testing.
In all above-cited papers, a Hilbert-valued formulation of the traditional
analysis of variance has tended to be missing, since the Functional Analysis
of Variance derived in [64]. Specifically, in [64], the following L2([0, 1])-valued
fixed effect model is considered:
Y(t) = Xβ(t) + σε(t), t ∈ [0, 1], (1)
where X = (xij) is a n × p fixed effect design matrix. The response Y is a
n-dimensional vector of independent Gaussian L2([0, 1])-valued components
with E[Y] = Xβ, and with L2([0, 1]) denoting the space of square integrable
functions on [0, 1]. The unknown functional parameter β(t) takes its values in
the space Lp2([0, 1]) of vectorial functions with square integrable components
on the interval [0, 1]. The error term ε is an n-dimensional L2([0, 1])-valued
zero-mean Gaussian random variable with covariance matrix operator
E
[
[ε1(·), . . . , εn(·)]T [ε1(·), . . . , εn(·)]
]
= diag(R)
=
 E[ε1 ⊗ ε1] , . . . , E[ε1 ⊗ εn]... ... ...
E[εn ⊗ ε1] , . . . , E[εn ⊗ εn]
 , (2)
where [·]T denotes transposition, diag(R) is a diagonal matrix operator with
non-null functional entries, in the diagonal, given by the compact and self-
adjoint operator R, defined on L2([0, 1]), i.e., E[εi ⊗ εj] = δi,jR, with δ
denoting the Kronecker delta function. Here, σ represents a scale parameter.
Note that, in the Gaussian case, E‖ε‖2Hn = n(trace(R)) < ∞, with trace(·)
denoting the trace of an operator, which implies that R is in the trace class
(see, for example, [22], Chapter 1).
This paper extends the results derived in [64] to an arbitrary Hilbert space
H (not necessarily given by L2([0, 1])), and to the case where ε has correlated
H-valued zero-mean Gaussian components. Specifically, a generalized least-
squares estimator of Hp−valued parameter β is obtained. The functional
mean-square error is computed in the RKHS norm. It is proved that, for
an orthogonal fixed effect design matrix, the statistics minimizing the func-
tional quadratic loss function takes its values in the functional parameter
space Hp. The analysis developed here is referred to a common orthonormal
eigenvector system, which is assumed to be known, providing the spectral
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diagonalization of the covariance operators of the error components. This
assumption is satisfied, for example, by the system of stochastic differential
or pseudodifferential equations introduced in Section 2.1, with fixed effect
H-valued parameters. In this case, the common orthonormal basis of eigen-
vectors of H can be determined from the differential or pseudodifferential
operators defining such a system of equations (see Section 2.1 below).
Another important issue addressed in this paper is the construction of
a matrix operator providing a suitable functional linear transformation of
our observed Hn-valued response (see Section 4.1), in order to ensure the
almost surely finiteness of the total sum of squares, the sum of squares due
to regression, and the residual sum of squares. Under this transformation,
the moment generating and characteristic functionals of these three statistics
are derived. Linear hypothesis testing is also addressed, in terms of a suit-
able matrix operator class defining a linear transformation of the H-valued
components of β, to test some contrasts.
The outline of the paper is as follows. Section 2 introduces the analyzed
Hilbert-valued multivariate Gaussian fixed effect model with correlated error
components. In Section 3, the generalized least-squares estimator of the
Hp-valued fixed effect parameter β is derived, providing sufficient conditions
for the almost surely finiteness of its Hp-norm. The transformed functional
data model is constructed in Section 4. The almost surely finiteness of the
functional components of variance is then proved. Their moment generating
and characteristic functionals are derived in Section 5. Linear hypothesis
testing is addressed in Section 6 in a multivariate Hilbert-valued Gaussian
framework. Final comments are provided in Section 7.
2. The model
Let H be a real separable Hilbert space endowed with the inner product
〈·, ·〉H . Consider the following Hilbert-valued multivariate fixed effect model:
Y(·) = Xβ(·) + σε(·), (3)
where Y(·) = [Y1(·), . . . , Yn(·)]T is an Hn-valued Gaussian random variable,
with E[Y] = Xβ. The Hn-valued error term ε(·) = [ε1(·), . . . , εn(·)]T is such
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that E[ε] = 0, and has covariance matrix operator
Rεε = E
[
[ε1(·), . . . , εn(·)]T [ε1(·), . . . , εn(·)]
]
=
 E[ε1 ⊗ ε1] , . . . , E[ε1 ⊗ εn]... ... ...
E[εn ⊗ ε1] , . . . , E[εn ⊗ εn]
 =
 Rε1ε1 , . . . , Rε1εn... ... ...
Rεnε1 , . . . , Rεnεn
 , (4)
where Rεiεi i = 1, . . . , n, are compact and self-adjoint operators on H, in the
trace class. As before, σ represents a scale parameter. In the subsequent
development, we assume that Rεiεi i = 1, . . . , n, are strictly positive. For
i 6= j, with i, j ∈ {1, . . . , n}, Rεiεj denotes the cross-covariance operator
between εi and εj. Here, β(·) = [β1(·), . . . , βp(·)]T ∈ Hp, and X is a real-
valued n× p matrix, the fixed effect design matrix.
Remark 1 Note that the Gaussian error term of model (3) has covariance
matrix operator (4), which in the particular case of Rεiεj ≡ 0, for i 6= j, and
i, j ∈ {1, . . . , n}, and Rεiεi = R, for i = 1, . . . , n, coincides with the covari-
ance operator (2) of the error term in (1), as given in [64]. Thus, equation
(3) provides an extension of model (1), going beyond the space L2([0, 1]), and
the independence and homoscedastic assumptions.
Remark 2 Further research can be developed considering the non-linear and
non-gaussian case, and a more flexible class of design matrices. Fixed design
assumption is very common in the standard multiple (finite-dimensional) re-
gression theory, as well as it can be justified in the functional regression
setting (see, for example, [20]). Partial linear regression is formulated in the
functional setting in [3], displaying a better performance than the functional
linear regression and functional nonparametric regression (see, for example,
[4]; [62]; [63]). Recent advances have extended the linear approach by combin-
ing it with link functions, considering multiple indices. But this approach still
requires to be improved. The authors in [14] introduce a new technique for
estimating the link function in a nonparametric framework. An approach to
multi-index modeling using adaptively defined linear projections of functional
data is proposed, which enables prediction with polynomial convergence rates.
In [34], the framework of functional regression modeling with scalar response
is considered. The unknown regression operator is approximated in a semi-
parametric way through a single index approach. Possible structural changes
are taken into account in the presented approach. In particular, non-smooth
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functional directions and additive link functions are used for managing rup-
tures by applying Single Index Model.
In the subsequent development, the following assumption is made:
Assumption A0. The auto-covariance operators Rεiεi, i = 1, . . . n, admit a
spectral decomposition in terms of a common complete orthogonal eigenvec-
tor system {φk}k≥1 defining in H the resolution of the identity
∑∞
k=1 φk⊗φk.
Let {ηki, k ≥ 1}, i = 1, . . . , n, be the standard Gaussian random variable
sequences such that {〈εi, φk〉H =
√
λkiηki, k ≥ 1}, with Rεiεiφk = λkiφk, for
i = 1, . . . , n. The following orthogonality condition is assumed to be satisfied:
E[ηkiηpj] = δk,p, k, p ∈ N− {0} i, j = 1, . . . , n, (5)
where δ denotes, as before, the Kronecker delta function.
Remark 3 Assumption A0 provides a semiparametric definition of the
elements of the class of covariance matrix operators characterizing the cor-
relation structure of the functional vector error term. Specifically, these
elements admit an infinite series representation in terms of a sequence of
finite-dimensional matrices {Λk, k ≥ 1} (the parametric part), introduced in
equation (16) below, with respect to a resolution of the identity of the Hilbert
space H (the non-parametric part), given by {φk, k ≥ 1}.
Under Assumption A0, the following orthogonal expansions hold for
εi, i = 1, . . . , n, in terms of their common covariance operator eigenvector
system {φk, k ≥ 1} :
εi =
∞∑
k=1
√
λkiηkiφk, i = 1, . . . , n. (6)
In addition, from (6), using the assumed orthogonality condition (5)
Rεiεj = E [εi ⊗ εj] =
∞∑
k=1
√
λkiλkjφk ⊗ φk, i, j = 1, . . . , n. (7)
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Hence, the covariance matrix operator (4) can be rewritten as:
Rεε =

∑∞
k=1 λk1φk ⊗ φk . . . . . .
∑∞
k=1[λk1λkn]
1/2φk ⊗ φk
...
...
...
...
...
...
...
...∑∞
k=1[λknλk1]
1/2φk ⊗ φk . . . . . .
∑∞
k=1 λknφk ⊗ φk
 .
(8)
2.1. Example
An example of zero-mean Gaussian Hn-valued random variable ε satisfy-
ing Assumption A0 is now constructed considering the space H = L2(Rd).
Specifically, define ε as the [L2(Rd)]n-valued zero-mean Gaussian solution, in
the mean-square sense, of the system of stochastic fractional pseudodifferen-
tial equations
fi(L)εi = ǫi, i = 1, . . . , n, (9)
where L is an elliptic fractional pseudodifferential operator on L2(Rd) of
positive order s ∈ R+, whose inverse belongs to the Hilbert-Schmidt operator
class on L2(Rd), and fi, i = 1, . . . , n, are continuous functions. Here, ǫi, i =
1, . . . , n, are zero-mean Gaussian H-valued random variables such that ηki =
〈φk, ǫi〉L2(Rd) , k ≥ 1, i = 1, . . . , n, satisfying the orthogonality condition
(5). From spectral theorems on functional calculus for self-adjoint operators
on a Hilbert space H (see, for example, [23], pp. 112-126), the covariance
operators Rεiεi = [fi(L)]−1[[fi(L)]−1]∗, i = 1, . . . , n, with A∗ denoting the
adjoint of operator A, admit a spectral kernel representation in terms of the
eigenvectors {φk, k ≥ 1} of operator L in the following form: For i = 1, . . . , n,
and for h ∈ H = L2(Rd),
Rεiεi(h)(x) =
∞∑
k=1
|fi(λk(L))|−2 〈φk, h〉L2(Rd) φk(x), x ∈ Rd, (10)
where λk(L), k ≥ 1, are the eigenvalues of operator L. In addition, under the
orthogonality condition (5), for h ∈ H = L2(Rd),
Rεiεj (h)(x) =
∞∑
k=1
|fi(λk(L))fj(λk(L))|−1 〈φk, h〉L2(Rd) φk(x), x ∈ Rd. (11)
Let us now fix some notation and preliminary results for the subsequent
development. By H = Hn we will denote, as before, the Hilbert space
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of vector functions in Hn with the inner product 〈f , g〉H =
∑n
i=1 〈fi, gi〉H ,
for f = [f1, . . . , fn]
T , g = [g1, . . . , gn]
T ∈ H. Given an orthonormal system
{φk, k ≥ 1} of H, we denote by Φ∗ = (Φ∗k)k≥1, with Φ∗k : Hn −→ Rn,
the projection operator into such a system of the components of any vector
function f ∈ Hn as follows:
Φ∗(f) = (Φ∗k(f))k≥1 = (fk)k≥1
=
(
(〈f1, φk〉H , . . . , 〈fn, φk〉H)T
)
k≥1
=
(
(fk1, . . . , fkn)
T
)
k≥1
.(12)
The inverse operator Φ of Φ∗ satisfies ΦΦ∗ = IHn , i.e., Φ : [l
2]n −→ Hn, is
given by
Φ
((
(fk1, . . . , fkn)
T
)
k≥1
)
=
(
∞∑
k=1
fk1φk, . . . ,
∞∑
k=1
fknφk
)T
, (13)
for all
(
(fk1, . . . , fkn)
T
)
k≥1
∈ [l2]n. Let us consider a matrix operator A
with functional entries defined by the operators Ai,j =
∑∞
k=1 γkijφk ⊗ φk,
with
∑∞
k=1 γ
2
kij < ∞, and Ai,j(f)(g) =
∑∞
k=1 γkij 〈f, φk〉H 〈g, φk〉H , i, j =
1, . . . , n, for f, g ∈ H. Then, the following notation will also be used
Φ∗AΦ =
 γk11 . . . γk1n. . . . . . . . .
γkn1 . . . γknn

k≥1
. (14)
Reciprocally, given an infinite sequence of n×nmatrices
 γk11 . . . γk1n. . . . . . . . .
γkn1 . . . γknn

k≥1
,
Φ
 γk11 . . . γk1n. . . . . . . . .
γkn1 . . . γknn

k≥1
Φ∗
=
 ∑∞k=1 γk11φk ⊗ φk . . . ∑∞k=1 γk1nφk ⊗ φk. . . . . . . . .∑∞
k=1 γkn1φk ⊗ φk . . .
∑∞
k=1 γknnφk ⊗ φk
 . (15)
Thus, from (8), considering (14)–(15),
Φ∗RεεΦ =
 λk1 . . . √λk1λkn. . . . . . . . .√
λknλk1 . . . λkn

k≥1
= (Λk)k≥1 , (16)
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and from equations (12) and (13),
Rεε(f)(g) = ΦΦ
∗RεεΦ(Φ
∗f)(g) = Φ∗RεεΦ(Φ
∗f)(Φ∗g)
=
∞∑
k=1
[〈g1, φk〉H , . . . , 〈gn, φk〉H ]Λk[〈f1, φk〉H , . . . , 〈fn, φk〉H ]T
=
∞∑
k=1
gTkΛkfk =
〈
ΦΛ1/2Φ∗(f),ΦΛ1/2Φ∗(g)
〉
Hn
, (17)
for all f , g ∈ H = Hn, with Λ1/2 := (Λ1/2k )k≥1, gk = (gk1, . . . , gkn)T and
fk = (fk1, . . . , fkn)
T , for every k ≥ 1. Thus, Φ∗R1/2
εε
Φ =
(
Λ
1/2
k
)
k≥1
= Λ1/2.
Note that from Cauchy-Schwarz inequality,
∞∑
k=1
[λkiλkj]
1/2 ≤
[
∞∑
k=1
λki
]1/2 [ ∞∑
k=1
λkj
]1/2
<∞, i, j = 1, . . . , n, (18)
since E‖εi‖2H =
∑∞
k=1 λki < ∞, for i = 1, . . . , n, and hence, Rεiεi, i =
1, . . . , n, are positive self-adjoint trace covariance operators, i.e., λki > 0,
k ≥ 1, and ∑∞k=1 λki <∞, for i = 1, . . . , n. Consequently,
trace
(
∞∑
k=1
Λk
)
=
∞∑
k=1
trace (Λk) <∞. (19)
From equation (17), for every f = (f1, . . . , fn)
T ∈ H = Hn,
g(·) = Φ
((
Λ
1/2
k fk
)
k≥1
)
∈ R1/2
εε
(H). (20)
Hence, Φ∗(g) =
(
Λ
1/2
k fk
)
k≥1
, and
Φ∗QΦ =
(
Λ
−1/2
k
)
k≥1
: R1/2
εε
(H) = H(ε) −→ H, Φ∗Qg = (fk)k≥1 . (21)
Lemma 1 The inverse R−1
εε
of the matrix covariance operator satisfies
R−1
εε
(ψ)(ϕ) =
∞∑
k=1
ϕTkΛ
−1
k ψk, (22)
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for all ψ,ϕ ∈ R1/2
εε
(H). Equivalently, R−1
εε
is such that
Φ∗R−1
εε
Φ =
(
Λ−1k
)
k≥1
. (23)
Proof. From equations (17) and (20), R1/2
εε
(H) = ΦΛ1/2(Φ∗(Hn)). In
particular, for every ψ,ϕ ∈ R1/2
εε
(H), there exist f and g ∈ H = Hn such
that
ψ = ΦΛ1/2Φ∗f
ϕ = ΦΛ1/2Φ∗g. (24)
From equations (17), (21) and (24)
Q∗Q(ψ)(ϕ) = 〈Q(ψ),Q(ϕ)〉Hn
=
∞∑
k=1
ψTkΛ
−1
k ϕk =
∞∑
k=1
fTk Λ
1/2
k Λ
−1
k Λ
1/2
k gk
=
∞∑
k=1
fTk gk = 〈f , g〉Hn = IHn(f)(g) = R−1εε (ψ)(ϕ), (25)
where IHn denotes the identity operator onH
n. From (24) and (25), equations
(22) and (23) are obtained.
Remark 4 In the following development we will assume that the eigenvector
system {φk, k ≥ 1} and the matrix sequence {Λk, k ≥ 1} are known. Thus,
we address the problem of least-squares estimation of Hp-valued parameter
β, under suitable conditions on the fixed design matrix X (see Section 3). In
the case where ε is defined by a system of stochastic partial differential or
pseudodifferential equations (see Subsection 2.1), equations (10)–(11) show
that the functional entries of the covariance matrix operator (4) are given
in terms of the eigenvector system of operator L (which is known), and the
eigenvalues of L, transformed by the continuous functions fi, i = 1, . . . , n,
defining the system of stochastic differential or pseudodifferential equations
(9). Covariance operator estimation has been addressed in [8], [38] and [43].
3. Generalized least-squares estimation in the RKHS norm
It is well-known (see, for example, [22], pp. 12-13) that the RKHS H(ε)
of ε is defined as the closure of R
1/2
εε (H) in the norm ‖ · ‖R−1εε induced by R−1εε .
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From Lemma 1,
‖Y −Xβ‖2
R
−1
εε
= R−1
εε
(Y −Xβ)(Y −Xβ)
= Φ∗R−1
εε
Φ(Φ∗(Y −Xβ))(Φ∗(Y −Xβ))
=
∞∑
k=1
[Yk − [Xβ]k]T Λ−1k [Yk − [Xβ]k] =
∞∑
k=1
‖εk(βk)‖2Λ−1
k
, (26)
where, as before ε = Y −Xβ, and εk(βk) = [Yk − [Xβ]k] = Φ∗k(Y −Xβ),
k ≥ 1. Equation (26) is minimized if and only if, for each k ≥ 1, the norm
‖·‖
Λ
−1
k
of εk(βk) is minimized. For each k ≥ 1, the minimizer of ‖εk(βk)‖2Λ−1
k
with respect to βk is given by the generalized least squares estimator
β̂k = (β̂k1, . . . , β̂kp)
T = (XTΛ−1k X)
−1XTΛ−1k Yk, k ≥ 1. (27)
Hence, the corresponding approximation of the functional vector parameter
β is obtained from (27) by considering
β̂ = Φ((β̂k)k≥1) =
(
∞∑
k=1
β̂k1φk, . . . ,
∞∑
k=1
β̂kpφk
)T
. (28)
Under Assumption A0, equations (26)–(28) provide a statistics minimizing
the functional mean-square error, computed in the RKHS norm ofH(ε). This
statistics will define an estimator of parameter β, hence, a generalized least
squares estimator, if the following condition is satisfied:
∞∑
k=1
p∑
i=1
β̂2ki =
∞∑
k=1
[
(XTΛ−1k X)
−1XTΛ−1k Yk
]T [
(XTΛ−1k X)
−1XTΛ−1k Yk
]
<∞,
(29)
i.e., if β̂ ∈ Hp, with Hp being the functional parameter space where β
takes its values. The following proposition provides a sufficient condition
that ensures that the statistics given in (28) is a generalized least-squares
estimator for functional parameter vector β.
Proposition 1 If
∞∑
k=1
trace
(
XTΛ−1k X
)−1
<∞, (30)
then, equation (29) is satisfied a.s. Consequently, β̂ in equation (28) defines
a generalized least-squares estimator for β.
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Proof. Under condition (30), since ‖β‖2Hp =
∑∞
k=1 β
T
kβk <∞, we obtain
E
(
∞∑
k=1
p∑
i=1
β̂2ki
)
=
∞∑
k=1
E
(
YTkΛ
−1
k X(X
TΛ−1k X)
−1(XTΛ−1k X)
−1XTΛ−1k Yk
)
=
∞∑
k=1
trace
(
Λ−1k X(X
TΛ−1k X)
−1(XTΛ−1k X)
−1XTΛ−1k Λk
)
+
∞∑
k=1
βTkX
TΛ−1k X(X
TΛ−1k X)
−1(XTΛ−1k X)
−1XTΛ−1k Xβk
=
∞∑
k=1
trace
(
Λ−1k X(X
TΛ−1k X)
−1(XTΛ−1k X)
−1XT
)
+ βTkβk
=
∞∑
k=1
trace
(
XTΛ−1k X(X
TΛ−1k X)
−1(XTΛ−1k X)
−1
)
+ ‖β‖2Hp
=
∞∑
k=1
trace(XTΛ−1k X)
−1 + ‖β‖2Hp <∞, (31)
where we have used the well-known formula
E[yTQy] = trace(QV) + µTQµ, (32)
for a given symmetric matrix Q, but not necessarily positive definite, with
y being a random vector whose mean is µ, and whose variance-covariance
matrix is V = E[yyT ] − µµT (see, for example, [37], [54]). Therefore,∑∞
k=1
∑p
i=1 β̂
2
ki <∞ a.s., and in particular β̂ ∈ Hp a.s.
Remark 5 The sufficient condition (30) restricts our class of fixed effect
design matrices to those ones preserving the trace property (19) of the infinite
series of matrices {Λk, k ≥ 1}. In particular, in the case where X is the
identity matrix
∑∞
k=1 trace
(
XTΛ−1k X
)−1
=
∑∞
k=1 trace(Λk) <∞.
Also, if X is a unitary matrix such that XXT = I, then, condition (30)
assumed in Proposition 1 is also satisfied, since
∞∑
k=1
trace
(
XTΛ−1k X
)−1
=
∞∑
k=1
trace
(
XXTΛ−1k
)−1
=
∞∑
k=1
trace (Λk) <∞.
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4. Functional analysis of variance for the transformed data model
Let us first compute the residual error sum of squares SSE. From defini-
tion of β̂ in equations (27) and (28), we have
Y −Xβ̂ = Φ
((
Yk −X(XTΛ−1k X)−1XTΛ−1k Yk)
)
k≥1
)
= Φ
(((
In×n −X(XTΛ−1k X)−1XTΛ−1k
)
Yk
)
k≥1
)
= Φ
(
(MkYk)k≥1
)
(33)
=
(
∞∑
k=1
[
n∑
i=1
Mk(1, i)Yki
]
φk, . . . ,
∞∑
k=1
[
n∑
i=1
Mk(n, i)Yki
]
φk
)T
,
where, as before, In×n is the n× n identity matrix.
From Lemma 1 and (33), the residual error sum of squares (SSE) is
computed in the geometry of the RKHS of ε as follows:
SSE =
〈
Y − Ŷ ,Y − Ŷ
〉
R−1εε
=
〈
Y −Xβ̂,Y −Xβ̂
〉
R−1εε
= R−1
εε
(
Y −Xβ̂
)(
Y −Xβ̂
)
=
∞∑
k=1
[MkYk]
TΛ−1k MkYk, (34)
where, for each k ≥ 1,Mk is given in equation (33). Note that 〈Y −Xβ,Y −Xβ〉R−1εε ∼∑∞
k=1Xk, Xk ∼ χ2(n), k ≥ 1. In addition, since, under Assumption A0,
from Lemma 1, the total sum of squares (SST) is given by
SST = 〈Y,Y〉R−1εε = R−1εε (Y) (Y) =
∞∑
k=1
YTkΛ
−1
k Yk, (35)
it follows that the first two moments of SST are not finite, i.e.,
E[SST] =
∞∑
k=1
trace
(
Λ−1k Λk
)
+ βTXTΛ−1k Xβ =∞
Var (SST) =
∞∑
k=1
2trace
(
Λ−1k ΛkΛ
−1
k Λk
)
+ 4βTXTΛ−1k ΛkΛ
−1
k Xβ =∞.
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Hence, we consider a linear transformation of the functional vector Y in
equation (3) to ensure that the corresponding total sum of squares (S˜ST) is
almost surely finite. Denote by W : Hn −→ Hn such a transformation, thus
Y˜ =WY(·) =WXβ(·) +Wε(·). (36)
4.1. Conditions on W for a.s. finiteness of functional variance components
In the construction of the functional entries ofW, we consider the resolu-
tion of the identity in H given by
∑∞
k=1 φk ⊗ φk, with {φk, k ≥ 1} denoting,
as before, the common eigenvector system of the covariance operators Rεiεj ,
i, j = 1, . . . , n. Note that such eigenvectors are assumed to be known (see
Remark 4). Specifically, the weight matrix operator W will be of the form
W =

∑∞
k=1wk11φk ⊗ φk . . . . . .
∑∞
k=1wk1nφk ⊗ φk
...
...
...
...
...
...
...
...∑∞
k=1wkn1φk ⊗ φk . . . . . .
∑∞
k=1wknnφk ⊗ φk
 . (37)
For the almost surely finiteness of the total sum of squares from equation
(36), W must satisfy
∞∑
k=1
trace
(
ΛkW
T
kΛ
−1
k Wk
)
<∞
∞∑
k=1
βTkX
TWTkΛ
−1
k WkXβk <∞, (38)
with Φ∗kWΦk = Wk = (wkij)i,j=1,...,n, for each k ≥ 1. A sufficient condition
for (38) to hold is that
∞∑
k=1
trace
(
WTkΛ
−1
k Wk
)
<∞, (39)
since from equation (19),
∑∞
k=1 trace (Λk) < ∞. In addition, we restrict
out attention to the matrix operators satisfying (37)–(38) and admitting an
inverse matrix operator W−1 : Hn −→ Hn with WW−1 = IHn.
One can easily check that the total sum of squares S˜ST for model (36)
is almost surely finite under (38), i.e.,
E[S˜ST] =
∞∑
k=1
trace
(
WTkΛ
−1
k WkΛk
)
+ βTkX
TWTkΛ
−1
k WkXβk <∞.
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For illustration purposes, we briefly describe a simple way for the construction
of weight matrix operator W satisfying (39).
4.1.1. Construction of W
Let us start assuming as given in Remark 4 that {φk, k ≥ 1} and
{Λk, k ≥ 1} are known. Then, for each k ≥ 1, we consider the spectral
diagonalization of matrix Λk in terms of its eigenvectors {ψki, i = 1, . . . , n}
and eigenvalues {ωp(Λk), p = 1, . . . , n}. That is, for each k ≥ 1,
Λk = ΨkΩk(Λk)Ψ
T
k , (40)
where Ωk(Λk) is a diagonal matrix whose non-null elements are ωp(Λk),
p = 1, . . . , n, and where ΨTkΨk = In×n, with Ψk having as columns the
eigenvectors of Λk. For each k ≥ 1, matrix Wk can then be constructed in
terms of matrix Ψk as follows:
Wk = ΨkΩk(Wk)Ψ
T
k , (41)
where Ωk(Wk) is a diagonal matrix whose non-null elements ωp(Wk), p =
1, . . . , n, satisfy the following condition: As k →∞,
ωp(Wk) = O
(
k−
ρ˜(p)+̺(p)
2
)
, (42)
with ̺(p) > 1, for every p = 1, . . . , n, and ωp(Λk) ≥ C(k, p), with C(k, p) =
O (k−ρ˜(p)) , k → ∞, p = 1, . . . , n. A direct example of matrix Ωk(Wk) is
obtained from condition (42) by considering ωp(Wk) = k
−
ρ˜(p)+̺
2 , with ̺ > 1,
for p = 1, . . . , n, and for each k ≥ 1.
We can also simplify the conditions required in the construction ofW by
the choice of parameter ρ˜(p) independently of p, with ̺ > 1. Since from (19),∑∞
k=1
∑n
p=1 ωp (Λk) < ∞, let, for each k ≥ 1, µk(Λk) = minp=1,...,n ωp (Λk) ,
where µk(Λk) ≥ C˜(k), with C˜(k) = O(k−ρ), for certain ρ > 1, as k →∞,
one can consider
max
p=1,...,n
ωp (Wk) ≤Mk− ρ+̺2 , ρ > 1, ̺ > 1, (43)
for certain M > 0. Note that parameter ρ also characterizes the order of
divergence of the sequence µ˜k(Λ
−1
k ) = maxp=1,...,n ωp
(
Λ−1k
)
, k ≥ 1, since,
for each k ≥ 1, the eigenvalues ωp
(
Λ−1k
)
, p = 1, . . . , n, of Λ−1k are given by
ωp
(
Λ−1k
)
= 1
ωp(Λk)
, p = 1, . . . , n, k ≥ 1.
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4.2. Almost surely finiteness of the functional components of variance
Proposition 2 Under Assumption A0, and conditions (30) and (42) (re-
spectively, (43)), for W satisfying Wk = W
T
k , we have E[S˜ST] < ∞. Con-
sequently, S˜ST is almost surely finite.
The proof of this result is given in Appendix A.
The sum of squares due to regression (S˜SR) for the transformed data
model is given by
S˜SR = S˜ST− S˜SE = R−1
εε
(Y˜)(Y˜)− R−1
εε
(
Y˜ −WXβ̂
)(
Y˜ −WXβ̂
)
=
∞∑
k=1
YTkW
T
kΛ
−1
k WkYk −YTkWTkMTkΛ−1k MkWkYk
=
∞∑
k=1
YTk [W
T
kΛ
−1
k Wk −WTkMTkΛ−1k MkWk]Yk. (44)
For the almost surely finiteness of the expected sum of squares due to regres-
sion it is sufficient to consider
ωp(Wk) = O
(
k−(ρ˜(p)+̺(p))
)
, k →∞, (45)
in equation (42) (respectively to consider maxp=1,...,n ωp (Wk) ≤Mk−ρ+̺, for
ρ > 1 and ̺ > 1, in (43)). In particular an example of matrix operator W
can be constructed from the identity ωp(Wk) = k
−ρ˜(p)+̺(p), for p = 1, . . . , n,
and k ≥ 1, where ρ˜(p) and ̺(p) are given as in Section 4.1.1. This construc-
tion of W ensures that
∑∞
k=1 trace
(
Λ−1k Wk
)
< ∞, leading, under suitable
additional conditions, to E[S˜SR] <∞, as given in the following proposition.
Proposition 3 Under Assumption A0, and conditions (30) and (45), for
W satisfying Wk = W
T
k , we have E[S˜SR] < ∞. Consequently, S˜SR is
almost surely finite.
The proof of this result is given in the Appendix B.
Finally, the almost surely finiteness of S˜SE follows from Propositions 2
and 3, as proven in Appendix C.
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5. Infinite-dimensional distribution of the functional components
of variance
This section provides the moment generating and characteristic functio-
nals of the statistics S˜ST, S˜SR and S˜SE.
5.1. Moment generating functions of the variance components
The following result establishes sufficient conditions for the existence of
the moment generating functionals of the statistics S˜ST, S˜SR and S˜SE, in
the transformed functional data model.
Theorem 1 Let us consider that Assumption A0, and equation (30) are
satisfied. Assume also that W, constructed in (41), is strictly positive def-
inite, and that equation (45) to hold. Furthermore, for each k ≥ 1, the
elements of the eigenvalues systems
{ξi
(
WTkΛ
−1
k WkΛk
)
, i = 1, . . . , n},
{ξi
(
WTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛk
)
, i = 1, . . . , n},
{ξi
((
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λk
)
, i = 1, . . . , n}
of matrices WTkΛ
−1
k WkΛk, W
T
kΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛk, and(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λk, respectively, are con-
sidered to be strictly less than one. Then, the moment generating functions
of S˜ST, S˜SR and S˜SE are given by
M˜SST
(t/2) = E[exp(t/2(S˜ST))]
=
∞∏
k=1
[
det
(
In×n − tWTkΛ−1k WkΛk
)]−1/2
× exp
(
−1
2
βTkX
T
(
In×n − (In×n − tWTkΛ−1k WkΛk)−1
)
Λ−1k Xβk
)
(46)
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M˜SSR
(t/2) = E[exp(t/2(S˜SR))]
=
∞∏
k=1
[
det
(
In×n − tWTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛk
)]−1/2
× exp
(
−1
2
βTkX
T (In×n − (In×n
−tWTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛk)−1
)
Λ−1k Xβk
)
(47)
M˜SSE
(t/2) = E[exp(t/2(S˜SE))]
=
∞∏
k=1
[
det
(
In×n − t
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λk
)]−1/2
× exp
(
−1
2
βTkX
T (In×n − (In×n
−t (WTkΛ−1k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk)Λk)−1)Λ−1k Xβk) .
(48)
Proof. We will apply that for a n × 1 Gaussian vector y ∼ N (µ,Σ), the
moment generating function of yTAy admits the following expression (see,
for example, [37], pp. 600-608):
E[exp(t(yTAy))] = [det (In×n − 2tAΣ)]−1/2
× exp
(
−1
2
µT (In×n − (In×n − 2tAΣ)−1)Σ−1µ
)
. (49)
In addition, under Assumption A0, the elements of the sequences
YTkW
T
kΛ
−1
k WkYk, k ≥ 1, (50)
and
YTkW
T
kM
T
kΛ
−1
k MkWkYk, k ≥ 1 (51)
are mutually independent. Then, for each k ≥ 1, applying (49) to n × 1
Gaussian vector Yk ∼ N ([Xβ]k,Λk), and to matrices
Ak
˜SST
= WTkΛ
−1
k Wk
Ak
˜SSR
= WTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k Wk
Ak
˜SSE
=
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
, (52)
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playing the role of matrix A, for each element of the infinite series defining
S˜ST, S˜SR, and S˜SE, respectively, we obtain equations (46), (47) and (48)
from the independence of the elements of the sequences (50) and (51).
In equation (46), the infinite product
∏∞
k=1
[
det
(
In×n − tWTkΛ−1k WkΛk
)]−1/2
is finite since it provides the negative square root of the Fredholm determi-
nant of operator W∗R−1
εε
WRεε at point t. From condition (45), operator
W∗R−1
εε
WRεε is in the trace class (see also equation (42) and Appendix A).
Hence, its Fredholm determinant is finite for
t <
1
trace
(
W∗R−1
εε
WRεε
) (53)
(see, for example, [55], Chapter 5, pp. 47-48, equation (5.12)).
In a similar way, it can be proved in equation (47) that the infinite prod-
uct
∏∞
k=1
[
det
(
In×n − tWTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛk
)]−1/2
is finite,
since it provides the negative square root of the Fredholm determinant of
operatorW∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
WRεε, at point t. Note that, again,
from (45), under (30), operator
W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
WRεε
is in the trace class (see Appendix B), and hence, its Fredholm determinant
is finite for
t <
1
trace
(
W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
WRεε
) (54)
(see, for example, [55], Chapter 5, pp. 47-48, equation (5.12)).
Finally, in equation (48), the negative square root of the Fredholm deter-
minant at point t of the trace operator(
W∗R−1
εε
W −W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
W
)
Rεε,
is given by
∞∏
k=1
[
det
(
In×n − t
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λk
)]−1/2
,
which is finite for
t <
1
trace
((
W∗R−1
εε
W −W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
W
)
Rεε
) (55)
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(see, for example, [55], Chapter 5, pp. 47-48, equation (5.12)).
We now study the finiteness of the second factor at the right-hand side
of equations (46), (47) and (48), given in terms of negative exponential func-
tions. Specifically, in equation (46), consider
t < K˜SST
=
1
maxk≥1; i=1,...,n ξi
(
WTkΛ
−1
k WkΛk
)
×
[
1− 1
1−maxk≥1; i=1,...,n ξi
(
WTkΛ
−1
k WkΛk
)] . (56)
where, as before, for each k ≥ 1, ξi(Ak) denotes the ith eigenvalue of n × n
matrix Ak, appearing in the series representation of a matrix operator A
defined on H = Hn, such that Φ∗AΦ = (Ak)k≥1 . Since
K˜SST
≤ 1
ξi
(
WTkΛ
−1
k WkΛk
) [1− 1
1− ξi
(
WTkΛ
−1
k WkΛk
)] ,
for every i = 1, . . . , n, and k ≥ 1, for t < K˜SST, we obtain
exp
(
−1
2
∞∑
k=1
βTkX
T
(
In×n − (In×n − tWTkΛ−1k WkΛk)−1
)
Λ−1k Xβk
)
= exp
(
−1
2
∞∑
k=1
n∑
i=1
[ΨTk [Xβ]k]
2
i
[
1− 1
1− tξi
(
WTkΛ
−1
k WkΛk
)] ξi (Λ−1k )
)
≤ exp
(
−1
2
∞∑
k=1
n∑
i=1
[ΨTk [Xβ]k]
2
i [1−
1
1− 1
ξi(WTkΛ
−1
k
WkΛk)
[
1− 1
1−ξi(WTk Λ
−1
k
WkΛk)
]
ξi
(
WTkΛ
−1
k WkΛk
)
 ξi (Λ−1k )

= exp
(
−1
2
∞∑
k=1
βTkX
TWTkΛ
−1
k WkXβk
)
,
(57)
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where, for each k ≥ 1, Ψk is the projection operator into the eigenvectors of
Λk, appearing in equation (40). Also, for each k ≥ 1, and for i = 1, . . . , n,
[ΨTk [Xβ]k]i denotes the ith projection of the n×1 vector [Xβ]k with respect to
the ith eigenvector of Λk. Note that we have applied that, for each k ≥ 1,Wk
has been constructed from the same eigenvector system as Λk (see equations
(40) and (41)). In particular, ξi
(
WTkΛ
−1
k WkΛk
)
= ξi
(
WTkΛ
−1
k Wk
)
ξi (Λk) .
Finally, equation (57) is finite from condition (45), which implies
∞∑
k=1
trace
(
WTkΛ
−1
k Wk
)
<∞.
From equations (53) and (56), denoting
IT˜SST
=
1
trace
(
W∗R−1
εε
WRεε
) , (58)
we have that M˜SST
(t) is finite for every t < min{K˜SST, IT˜SST}. An an-
alytic continuation argument (see [47], Th. 7.1.1) guarantees that M˜SST
(t)
defines the unique limit moment generating function for all real values of t.
Similar arguments to equation (46) can be applied for the proof of the
finiteness of the second negative exponential factors in equations (47) and
(48), as well as for the existence of the moment generating functions given in
such equations. The details can be left to the reader, since they can be ob-
tained straightforward from the above-described steps by replacing, for each
k ≥ 1,matrixWTkΛ−1k WkΛk by matrixWTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛk,
in the case of equation (47), and, in equation (48), replacing it by matrix(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λk.
5.2. Characteristic functions of the variance components
In the derivation of the results in this section, we apply Proposition 1.2.8
of Chapter 1, p.14, in [22], where the characteristic function of quadratic
forms defined in terms of symmetric operators, and Hilbert-valued Gaussian
random variables is provided. This result is formulated in Lemma 2 below,
for the special case where the Hilbert space considered is H = Hn.
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Lemma 2 Let Y be an H-valued zero-mean Gaussian random variable with
trace covariance matrix operatorRYY. LetM be a symmetric matrix operator
on H. Assume that ‖R1/2
YY
MR
1/2
YY
‖L(H) < 1, where ‖ · ‖L(H) denotes the norm
in the space of bounded linear operators on H. Then, for b ∈ H,
E
[
exp
(
1
2
〈MY,Y〉H + 〈b,Y〉H
)]
=
[
det
(
I−R1/2
YY
MR
1/2
YY
)]−1/2
× exp
{
1
2
∥∥∥∥(I−R1/2YYMR1/2YY)−1/2R1/2YYb∥∥∥∥2
H
}
. (59)
The next result establishes sufficient conditions for the explicit definition of
the characteristic functionals of S˜ST, S˜SR and S˜SE.
Theorem 2 Under Assumption A0, and conditions (30) and (45), the
following assertions hold:
(i) The characteristic functional of S˜ST is defined as
F˜SST
(iω) = E
[
exp
(
iωS˜ST
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k WTkΛ−1k WkΛ1/2k
)]−1/2
× exp
(
−4ω2
∞∑
k=1
βTkX
TWTkΛ
−1
k WkΛ
1/2
k (In×n
−2iωΛ1/2k WTkΛ−1k WkΛ1/2k
)−1
Λ
1/2
k W
T
kΛ
−1
k WkXβk
)
× exp
(
iω
∞∑
k=1
βTkX
TWTkΛ
−1
k WkXβk
)
.
(60)
(ii) The characteristic functional of S˜SR is given by
F˜SSR
(iω) = E
[
exp
(
iωS˜SR
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛ1/2k
)]−1/2
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× exp
(
−4ω2
∞∑
k=1
βTkX
TWTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛ
1/2
k
×
(
In×n − 2iωΛ1/2k WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛ1/2k
)−1
×Λ1/2k WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkXβk
)
× exp
(
iω
∞∑
k=1
βTkX
TWTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkXβk
)
.
(61)
(iii) The characteristic functional of S˜SE can be expressed as
F˜SSE
(iω) = E
[
exp
(
iωS˜SE
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k
(
WTkΛ
−1
k Wk
−WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
)]−1/2
× exp
(
−4ω2
∞∑
k=1
βTkX
T
(
WTkΛ
−1
k Wk
−WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
×
(
In×n − 2iωΛ1/2k
(
WTkΛ
−1
k Wk
−WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
)−1
×Λ1/2k
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Xβk
)
× exp
(
iω
∞∑
k=1
βTkX
T
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1
×XTΛ−1k Wk
)
Xβk
)
.
(62)
The proof can be found in Appendix D.
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6. Linear functional hypothesis testing
Consider the null hypothesis
H0 : Kβ = C,
where C ∈ Hm, and K is an matrix operator from Hp into Hm satisfying
K =
 K11 . . . K1p. . . . . . . . .
Km1 . . . Kmp
 , Kij(f)(g) = ∞∑
k=1
λk(Kij) 〈φk, g〉H 〈φk, f〉H (63)
for f, g ∈ H, and for i = 1, . . . , m, and j = 1, . . . , p, in terms of the eigen-
vectors φk, k ≥ 1, of the functional entries of Rεε. Thus, we restrict out
attention to test some contrasts on the functional components of β, in terms
of the class of matrix operators K such that, for each l ≥ 1, Φ∗lKΦl = Kl,
Kl =
 λl(K11) . . . λl(K1p). . . . . . . . .
λl(Km1) . . . λl(Kmp)

m×p
. (64)
Remark 6 Since the developed Functional Analysis of Variance in a multi-
variate context is referred to the orthogonal basis of H, {φk, k ≥ 1}, which
is assumed to be known (see Remark 4 and Section 2.1), a natural way of
defining possible linear transformations K of our functional parameter vector
β ∈ Hp, to test some contrasts, is given by (64), with Φ∗lKΦl = Kl, for l ≥ 1.
Lemma 3 The generalized least squares estimator β̂ defined in equations
(27)–(28) satisfies Φ∗k(β̂) ∼ N (Φ∗k(β), (XTΛ−1k X)−1), for each k ≥ 1. Under
condition (30), this estimator is a Hilbert-valued Gaussian random variable
(Hp-valued random variable), with functional mean β and trace covariance
operator Q such that, for each k ≥ 1, Φ∗kQΦk = (XTΛ−1k X)−1. Equivalently,
Q =

∑∞
k=1 qk1φk ⊗ φk . . . . . .
∑∞
k=1 qk1pφk ⊗ φk
...
...
...
...
...
...
...
...∑∞
k=1 qkp1φk ⊗ φk . . . . . .
∑∞
k=1 qkpφk ⊗ φk
 ,
where, for each k ≥ 1, qki represents the ith diagonal element of matrix
(XTΛ−1k X)
−1, i = 1, . . . , p, and qkij and qkji, with qkij = qkji, denote its (i, j)
and (j, i) entries, i 6= j, and i, j = 1, . . . , p.
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The proof directly follows from classical generalized least-squares theory (see,
for example, [37] and [53]), and from condition (30) (see, for example, [22],
pp.8-17, Chapter 1).
Note that Φ∗l (C) = Cl represents a m × 1 vector for each l ≥ 1. Hence,
for each k ≥ 1, Φ∗k(Kβ) = [Kβ]k = Ck. As a direct consequence of Lemma
3, the following result is considered (see, for example, [37] and [53]).
Lemma 4 Under the null hypothesis H0 : Kβ = C, for each l ≥ 1,
[Φ∗lKΦlΦ
∗
l β̂ − Φ∗lC]T [Φ∗lKΦl(XTΛ−1l X)−1[Φ∗lKΦl]T ]−1Φ∗lKΦlΦ∗l β̂ − Φ∗lC,
follows a chi-squared distribution with m degrees of freedom.
Lemma 4 allows the application of an extended version of the finite-dimensional
hipothesis testing approach for functional data proposed in [17], based on
the formulation of Crame´r-Wold theorem derived in [18]. In our multivari-
ate infinite-dimensional one-way ANOVA, the random vectors should be se-
lected from a Gaussian distribution on the Hilbert space H˜ = Hm with
non-degenerate m-dimensional projections.
The next proposition allows the application of Lemma 2 for the formula-
tion of a functional linear test.
Proposition 4 Assume that condition (30) holds, and that matrix operator
K is such that
‖(XTR−1
εε
X)−1/2KTK(XTR−1
εε
X)−1/2‖L(Hn)=L(H) < 1. (65)
Then, under the null hypothesis H0 : Kβ = C, the test statistic〈
Kβ̂ −C,Kβ̂ −C
〉
H=Hn
=
∞∑
l=1
(β̂l − βl)TKTl Kl(β̂l − βl),
has characteristic functional given by
E
[
exp
(
iω
〈
Kβ̂ −C,Kβ̂ −C
〉
H=Hn
)]
= E
[
exp
(
iω
∞∑
l=1
(β̂l − βl)TKTl Kl(β̂l − βl)
)]
=
∞∏
l=1
[
det
(
Ip×p − 2iω(XTΛ−1l X)−1/2KTl Kl(XTΛ−1l X)−1/2
)]−1/2
.(66)
Here, as before, β̂l = Φ
∗
l (β̂), and Φ
∗
lKΦl = Kl, for each l ≥ 1.
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The proof of Proposition 4 directly follows from Lemmas 2 and 3, under
condition (65), considering M = 2iωK∗K and Y = β̂ − β in Lemma 2.
Theorem 3 Assume that the conditions considered in Proposition 4 hold.
Then, for testing H0 : Kβ = C versus H1 : Kβ 6= C, at level α, there exists
a test ψ given by:
ψ =
{
1 if SH0(Y) > C(H0, α),
0 otherwise.
Here, SH0(Y) =
〈
Kβ̂ −C,Kβ̂ −C
〉
H=Hn
=
∑∞
l=1(β̂l−βl)TKTl Kl(β̂l−βl).
The constant C(H0, α) is such that
P {SH0(Y) > C(H0, α),Kβ = C} = 1− P {SH0(Y) ≤ C(H0, α),Kβ = C}
= 1− Fα = α,
where the probability distribution F on H = Hn has characteristic functional
given in equation (66) of Proposition 4.
7. Final comments
Our approach allows the identification of the functional components of
variance S˜ST, S˜SR and S˜SE with series of independent finite-dimensional
random quadratic forms, respectively constructed from a sequence of inde-
pendent multivariate (n-dimensional) Gaussian random variables (see The-
orem 2). The elements of such a multivariate normal sequence respectively
define the n-dimensional projections of the infinite-dimensional multivariate
Gaussian measure on H = Hn, underlying to our studied Hilbert-valued
fixed-effect Gaussian model with correlated error components. New func-
tional hypothesis tests, in the spirit of classical one way F-ANOVA test, can
be formulated from such identifications, applying an extended version of the
methodology proposed in [17] for independent functional data.
The example given in Section 2.1 can be applied to different practical si-
tuations. Specifically, in the geophysical context, the response can be referred
to time (respectively, to space), i.e., the response takes its values in a sepa-
rable Hilbert space of vector functions with temporal support (respectively,
with spatial support). In such a case, equation (9) represents the physi-
cal law governing the evolution in time of the vectorial random source or
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multivariate innovation process (respectively, describing the spatial diffusion
of the vectorial random source or multivariate spatial innovation), at each
station (for example, heat transfer equation at each meteorological station,
under different climatological conditions, e.g., considering seasonal factors,
location factors, etc.), in the heterocedastic and correlated settings (see, for
instance, [60], for a mixed-effect spatiotemporal process formulation applied
to meteorology). In human tactile perception (see, for example, [56]), for
i = 1, . . . , n, operator fi(L) can define the movement equation describing the
path of the random stimulus applied to the ith subject, under different ex-
perimental conditions, which can affect the perception of the subject. Here,
the applied random stimuli interact or are correlated between different indi-
viduals. Other possible fields of application of the proposed Hilbert-valued
Gaussian fixed effect model with functional correlated noise can be found in
the statistical analysis of functional magnetic resonance imaging data (see,
for example, [40], and the references therein), disease mapping (see, for ex-
ample, [52]), and in spatiotemporal environmental processes (see [59]).
Alternatively, the semi-parametric class of covariance matrix operators
introduced in (8) can be reformulated in a more flexible way, by consider-
ing an extended definition of the matrix sequence {Λk, k ≥ 1}, given in
(16). Specifically, in (16), a separable correlation structure between random
variables {ηki, k ≥ 1} and {ηkj, k ≥ 1}, for i 6= j, and i, j ∈ {1, . . . , n} is
considered, ensuring, from equations (18)–(19), that trace (
∑∞
k=1Λk) < ∞.
In a more general framework, we can consider, for i 6= j,
E[ηkiηpj] = δk,pf(λki, λkj, i, j), (67)
with f being a function such that the matrix Λk is of full rank, for every
k ≥ 1, and condition (19) is satisfied.
Extensions of the formulated results to the framework of Hilbert-valued
fixed effect models with autoregressive correlated error components can be
obtained from the presented methodology and the results derived in [8] and
[9], in the temporal autoregressive case, as well as the results given in [50]
and [51], in the spatial autoregressive case. However, in the H-valued multi-
variate time series framework, the assumption on the existence of a common
resolution of the identity could exclude some interesting cases. Hence, further
research is required to obtain a more flexible setting of assumptions.
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Appendix
In the following, Appendices A–C provide the proof of the almost surely
finiteness of S˜ST, S˜SR and S˜SE. In addition, Appendix D gives the proof of
Theorem 2, and Appendix E shows an example of the Hilbert space structures
that can be considered under Assumption A0.
Appendix A. Almost surely finiteness of S˜ST
Proof of Proposition 2
Let us denote T (Wk,Λk) = trace
(
WTkΛ
−1
k Wk
)
and T (Λk) = trace (Λk) .
Also, the notation ‖Xβ‖2
WR−1εεW
=
∑∞
k=1 β
T
kX
TWTkΛ
−1
k WkXβk will be used.
Applying CauchySchwarz inequality, and Parselval identity, under (42) (re-
spectively, (43)), we obtain
E[S˜ST] =
∞∑
k=1
trace
(
WTkΛ
−1
k WkΛk
)
+ ‖Xβ‖2
WR−1εεW
≤
∞∑
k=1
T (Wk,Λk)T (Λk)
+‖Xβ‖2
WR−1εεW
≤
√√√√ ∞∑
k=1
[T (Λk)]2
√√√√ ∞∑
k=1
[T (Wk,Λk)]2 + ‖Xβ‖2WR−1εεW
≤
√√√√ ∞∑
k=1
[T (Λk)]2
√√√√ ∞∑
k=1
[T (Wk,Λk)]2 +
∞∑
k=1
[T (Wk,Λk)]2βTkXTXβk
≤
√√√√ ∞∑
k=1
[T (Λk)]2
∞∑
k=1
[T (Wk,Λk)]2 +
√√√√ ∞∑
k=1
[T (Wk,Λk)]4
∞∑
k=1
[
βTkX
TXβk
]2
,
which finite, since, under (42) (respectively, (43)),
∑∞
k=1[T (Wk,Λk)]4 ≤
C
∑∞
k=1 T (Wk,Λk) <∞, and sinceXβ ∈ H = Hn, then
∑∞
k=1
[
βTkX
TXβk
]2 ≤
C˜‖Xβ‖2H=Hn = C˜
∑∞
k=1 β
T
kX
TXβk < ∞, for certain positive constants C
and C˜.
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Appendix B. Almost surely finiteness of S˜SR
Proof of Proposition 3
Let us compute
E[S˜SR] =
∞∑
k=1
E
[
YTk [W
T
kΛ
−1
k Wk −WTkMTkΛ−1k MkWk]Yk
]
= E
[
S˜ST
]
−E
[
‖Y‖2
WMR−1εε MW
]
= E
[
S˜ST
]
− T (WMTR−1
εε
MWRεε
)− ‖Xβ‖2
WM
TR−1εε MW
= E
[
S˜ST
]
− T (W,Λ−1,Λ)+ T (W,X,Λ−1,Λ)− ‖Xβ‖2
WMTR−1εε MW
. (68)
where E
[
‖Y‖2
WMR−1εε MW
]
=
∑∞
k=1E
[
YTkW
T
kM
T
kΛ
−1
k MkWkYk
]
,
T (WMTR−1
εε
MWRεε
)
=
∑∞
k=1 trace
(
WTkM
T
kΛ
−1
k MkWkΛk
)
,
‖Xβ‖2
WMTR−1εε MW
=
∑∞
k=1 βkX
TWTkM
T
kΛ
−1
k MkWkXβk, T
(
W,Λ−1,Λ
)
=∑∞
k=1 trace
(
WTkΛ
−1
k WkΛk
)
, and T (W,X,Λ−1,Λ) =∑∞
k=1 trace
(
WTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛk
)
Note that, under condition (45), sinceWk =W
T
k ,
∑∞
k=1 trace
(
W
1/2
k Λ
−1
k W
1/2
k
)
is finite. Moreover, applying again well-known properties of the trace of the
product of real and symmetric positive semi-definite matrices (see, for exam-
ple, [28]), and Cauchy-Schwarz inequality, we obtain
T (W,X,Λ−1,Λ) ≤ T˜ (W,X,Λ−1,Λ)
≤
∞∑
k=1
trace
(
(XTΛ−1k X)
−1
)
trace
(
XTΛ−1k WkW
T
kΛ
−1
k X
)
trace (Λk)
≤
∞∑
k=1
trace
(
(XTΛ−1k X)
−1
)
[trace
(
Λ−1k Wk
)
]2T (XXT) T (Λk)
≤ T (XXT)
√√√√ ∞∑
k=1
[
trace (Λk) trace
(
(XTΛ−1k X)
−1
)]2 ∞∑
k=1
[
trace
(
W
1/2
k Λ
−1
k W
1/2
k
)]4
≤ KT (XXT)
√√√√ ∞∑
k=1
T (Λk) trace
(
(XTΛ−1k X)
−1
) T (W1/2,Λ−1) (69)
≤ KT (XXT) [ ∞∑
k=1
[T (Λk)]2 T
(
X,Λ−1
)]1/4√T (W1/2,Λ−1) <∞,
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under conditions (30) and (45), where T (W,X,Λ−1,Λ)
=
∑∞
k=1 trace
(
WTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛk
)
, T˜ (W,X,Λ−1,Λ) =∑∞
k=1 trace
(
WTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k Wk
)
trace (Λk) ,
T (XXT) = trace (XXT ) , T (X,Λ−1) =∑∞k=1 [trace ((XTΛ−1k X)−1)]2 ,
and T (W1/2,Λ−1) =∑∞k=1 trace(W1/2k Λ−1k W1/2k ) . In addition,
∞∑
k=1
βkX
TWTkM
T
kΛ
−1
k MkWkXβk ≤
∞∑
k=1
βkX
TWTkΛ
−1
k WkXβk
≤
∞∑
k=1
[
trace
(
WTkΛ
−1
k Wk
)]2
βkX
TXβk ≤
√√√√ ∞∑
k=1
[
trace
(
WTkΛ
−1
k Wk
)]4‖Xβ‖H
≤ K˜
√√√√ ∞∑
k=1
trace
(
WTkΛ
−1
k Wk
)‖Xβ‖H <∞, (70)
since Xβ ∈ H = Hn, and ∑∞k=1 trace (WTkΛ−1k Wk) < ∞, under condition
(45). From equations (68)–(70), keeping in mind that, E
[
S˜ST
]
< ∞, as
given in Appendix A, we have E[S˜SR] <∞. Thus, S˜SR is a.s. finite as we
wanted to prove.
Appendix C. Almost surely finiteness of S˜SE
The a.s. finiteness of S˜SE follows straightforward from Appendix B, since
E[S˜SE] =
∞∑
k=1
E
[
YTkW
T
kM
T
kΛ
−1
k MkWkYk
]
<∞, (71)
as given in equations (68)–(70).
Appendix D. Proof of Theorem 2
The proof of Theorem 2 follows from Lemma 2. We now provide the
main steps involved in the derivation of the characteristic functional of the
components of variance for the transformed functional data model.
(i) From Lemma 2, considering as Hn-valued zero-mean Gaussian ran-
dom variable, Y − Xβ, and as matrix operator M = 2iωW∗R−1
εε
W,
keeping in mind that Φ∗k(Y−Xβ) = Yk−Xβk, and Φ∗kW∗R−1εεWΦk =
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WTkΛ
−1
k Wk, for each k ≥ 1, we obtain, for ω < B˜SST, with B˜SST
given in equation (75) below,
E
[
exp
(
iω
∞∑
k=1
(Yk −Xβk)TWTkΛ−1k Wk(Yk −Xβk)
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k WTkΛ−1k WkΛ1/2k
)]−1/2
.
(72)
Hence, for
‖Y−Xβ+Xβ‖2
WTΛ
−1
W
=
∞∑
k=1
(Yk−Xβk+Xβk)TWTkΛ−1k Wk(Yk−Xβk+Xβk),
we have
F˜SST
(iω) = E
[
exp
(
iωS˜ST
)]
= E
[
exp
(
iω‖Y −Xβ +Xβ‖2
WTΛ
−1
W
)]
= E
[
exp
(
iω
〈
W∗R−1
εε
W(Y −Xβ), (Y −Xβ)〉
Hn=H
+2iω
〈
W∗R−1
εε
WXβ, (Y −Xβ)〉
Hn=H
)]
exp
(
iω
∞∑
k=1
βTkX
TWTkΛ
−1
k WkXβk
)
.
(73)
Applying again Lemma 2 with Y−Xβ as Hn-valued zero-mean Gaus-
sian vector, and, as before, M = 2iωW∗R−1
εε
W, and with
b = 2iωW∗R−1
εε
WXβ, keeping in mind that Φ∗kWΦk =Wk, Φ
∗
kR
−1
εε
Φk =
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Λ−1k and Φ
∗
k(β) = βk, for each k ≥ 1, we obtain from (72) and (73),
F˜SST
(iω) = E
[
exp
(
iωS˜ST
)]
=
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k WTkΛ−1k WkΛ1/2k
)]−1/2
× exp
(
−4ω2
∞∑
k=1
βTkX
TWTkΛ
−1
k WkΛ
1/2
k
×
(
In×n − 2iωΛ1/2k WTkΛ−1k WkΛ1/2k
)−1
×Λ1/2k WTkΛ−1k WkXβk
)
× exp
(
iω
∞∑
k=1
βTkX
TWTkΛ
−1
k WkXβk
)
<∞,
(74)
for ω < min{B˜SST, (1/2)IT˜SST}, with IT˜SST being defined as in
(58), and
B˜SST
=
1
2maxk,i ξi
(
Λ
1/2
k W
T
kΛ
−1
k WkΛ
1/2
k
) , (75)
where, as before,
ξi
(
Λ
1/2
k W
T
kΛ
−1
k WkΛ
1/2
k
)
denotes the ith eigenvalue of matrix Λ
1/2
k W
T
kΛ
−1
k WkΛ
1/2
k , for i =
1, . . . , n, and for each k ≥ 1. An analytic continuation argument (see
[47], Th. 7.1.1) guarantees that F˜SST
(iω) defines the unique limit
characteristic functional for all values of ω.
(ii) Similarly, from Lemma 2, for suitable ω (see equation (78) below),
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we have
E
[
exp
(
iω
∞∑
k=1
(Yk −Xβk)TWTkΛ−1k X
×(XTΛ−1k X)−1XTΛ−1k Wk(Yk −Xβk)
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k WTkΛ−1k X
×(XTΛ−1k X)−1XTΛ−1k WkΛ1/2k
)]−1/2
.
(76)
Applying again Lemma 2 with
M = 2iωW∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
W,
and with
b = 2iωW∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
WXβ,
one can get,
F˜SSR
(iω) = E
[
exp
(
iωS˜SR
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛ1/2k
)]−1/2
× exp
(
−4ω2
∞∑
k=1
βTkX
TWTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛ
1/2
k
×
(
In×n − 2iωΛ1/2k WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkΛ1/2k
)−1
×Λ1/2k WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k WkXβk
)
× exp
(
iω
∞∑
k=1
βTkX
TWTkΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkXβk
)
<∞,
(77)
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for ω < min{B˜SSR, IT˜SSR}, with
IT˜SSR
=
1
2trace
(
W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
WRεε
)
B˜SSR
=
1
2maxk,i ξi
(
Λ
1/2
k W
T
kΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛ
1/2
k
) ,
(78)
where, as before, for i = 1, . . . , n,
ξi
(
Λ
1/2
k W
T
kΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛ
1/2
k
)
denotes the ith eigenvalue of matrix
Λ
1/2
k W
T
kΛ
−1
k X(X
TΛ−1k X)
−1XTΛ−1k WkΛ
1/2
k ,
for each k ≥ 1. An analytic continuation argument (see [47], Th. 7.1.1)
guarantees that F˜SSR
(iω) defines the unique limit characteristic func-
tional for all values of ω.
(iii) From Lemma 2, for suitable ω (see equation (81) below), we obtain
E
[
exp
(
iω
∞∑
k=1
(Yk −Xβk)T
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1
×XTΛ−1k Wk
)
(Yk −Xβk)
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1
×XTΛ−1k Wk
)
Λ
1/2
k
)]−1/2
. (79)
As before, considering again Lemma 2 with
M = 2iω
(
W∗R−1
εε
W −W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
W
)
,
and with
b = 2iω
(
W∗R−1
εε
W −W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
W
)
Xβ,
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we obtain,
F˜SSE
(iω) = E
[
exp
(
iωS˜SE
)]
=
∞∏
k=1
[
det
(
In×n − 2iωΛ1/2k
(
WTkΛ
−1
k Wk
−WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
)]−1/2
× exp
(
−4ω2
∞∑
k=1
βTkX
T
(
WTkΛ
−1
k Wk
−WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
×
(
In×n − 2iωΛ1/2k
(
WTkΛ
−1
k Wk
−WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
)−1
×Λ1/2k
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Xβk
)
× exp
(
iω
∞∑
k=1
βTkX
T
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1
×XTΛ−1k Wk
)
Xβk
)
<∞,
(80)
for ω < min{B˜SSE, IT˜SSE}, with
IT˜SSE
=
1
2trace
((
W∗R−1
εε
W −W∗R−1
εε
X(XTR−1
εε
X)−1XTR−1
εε
W
)
Rεε
)
B˜SSE
=
1
2maxk,i ξi
(
Λ
1/2
k
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
) ,
(81)
where, as before, for i = 1, . . . , n,
ξi
(
Λ
1/2
k
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k
)
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denotes the ith eigenvalue of matrix
Λ
1/2
k
(
WTkΛ
−1
k Wk −WTkΛ−1k X(XTΛ−1k X)−1XTΛ−1k Wk
)
Λ
1/2
k ,
for each k ≥ 1. An analytic continuation argument (see [47], Th. 7.1.1)
guarantees that F˜SSE
(iω) defines the unique limit characteristic func-
tional for all values of ω.
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