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Abstract
Wasserstein-GANs have been introduced to address the
deficiencies of generative adversarial networks (GANs) re-
garding the problems of vanishing gradients and mode
collapse during the training, leading to improved conver-
gence behaviour and improved image quality. However,
Wasserstein-GANs require the discriminator to be Lipschitz
continuous. In current state-of-the-art Wasserstein-GANs
this constraint is enforced via gradient norm regulariza-
tion. In this paper, we demonstrate that this regularization
does not encourage a broad distribution of spectral-values
in the discriminator weights, hence resulting in less fidelity
in the learned distribution. We therefore investigate the pos-
sibility of substituting this Lipschitz constraint with an or-
thogonality constraint on the weight matrices. We compare
three different weight orthogonalization techniques with re-
gards to their convergence properties, their ability to en-
sure the Lipschitz condition and the achieved quality of the
learned distribution. In addition, we provide a comparison
to Wasserstein-GANs trained with current state-of-the-art
methods, where we demonstrate the potential of solely using
orthogonality-based regularization. In this context, we pro-
pose an improved training procedure for Wasserstein-GANs
which utilizes orthogonalization to further increase its gen-
eralization capability. Finally, we provide a novel metric to
evaluate the generalization capabilities of the discrimina-
tors of different Wasserstein-GANs.
1. Introduction
Generative modelling has gained attention due to its
improvements for numerous applications including semi-
supervised learning, image and 3D modeling, data comple-
tion or super-resolution. Inspired by game theory, gener-
ative adversarial networks (GANs) are based on the com-
petition of two players – represented in terms of respective
generator and discriminator networks – where the genera-
tor tries to generate samples so that the discriminator can-
not distinguish whether they are real or generated samples.
In the original definition, the objective to be minimized
is given by the Jensen-Shannon divergence [10], which is
a symmetric extension of the Kullback-Leibler divergence
and measures the overlap between two distributions.
However, GANs in their original formulation face sev-
eral problems such as lacking stability during training,
which includes vanishing gradients, mode collapse, as well
as a non-converging loss for both generator and discrimi-
nator. The Kantorovich duality [36] allows the Kullback-
Leibler divergence to be replaced by the Wasserstein dis-
tance, which mitigates the convergence problem due to the
preservation of gradient information, guarantees differen-
tiability of the objective function, and less susceptibility to
mode-collapse, partially by enabling the discriminator to
differentiate between overlapping manifolds [3]. This re-
quires enforcing a Lipschitz constraint (introduced by the
Kantorovich duality) on the discriminator as the uncon-
strained problem would result in exploding gradients. This
can be achieved by clipping the weights to lie within a com-
pact interval [3]. Other methods soften this constraint by a
regularization with the gradient norm to improve the frame-
work’s robustness with regard to different architectures and
the quality of generated samples [30, 26]. In this paper, we
will demonstrate among other things that this regularization
does not encourage a broad distribution of spectral-values
in the discriminator weights. A narrow distribution of sin-
gular values results in a model which is unable to capture
all details of the distribution [24]. Approaches which have
been valuable in the context of standard GANs such as spec-
tral normalization (SN) [24] can only improve a WGAN’s
stability when used in addition to a gradient penalty. We
found in initial experiments that WGANs regularized only
with SN did not converge, which is consistent with Miyato’s
comment [23]. SN forces a network to learn a Lipschitz
continuous function by bounding the 2-norm of the weights.
The discriminator of a WGAN has a gradient norm of 1 al-
most everywhere. Therefore, according to Theorem 1 and 2
by Anil et al. [2] orthogonality is necessary.
However, these improvements were achieved at the cost
of of a higher computational burden due to the additional
regularization term that has to be also considered dur-
ing backpropagation, which dramatically increased train-
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ing time of WGANs when compared to the original GAN
framework. Initially WGAN discriminators were trained
until convergence (or at least multiple steps) before the gen-
erator was updated. While this problem has been addressed
by the two times-scale update rule [13] which allows to re-
duce the number of discriminator updates per generator up-
date and influenced the training of more recent architectural
methods to reduce the computational complexity such as
the progressive insertion of layers [18], the additional costs
of computing the regularization remain. Furthermore we
demonstrate that the two times-scale update rule leads to a
reduced ability in capturing the modes of a distribution.
In this paper, we direct our attention on increasing the
fidelity of learned distribution by investigating the possi-
bility of substituting the Lipschitz constraint required by
Wasserstein-GANs with an orthogonality constraint on the
weight matrices during training. The major contributions of
this work are:
• We investigate the possibility to replace the Lipschitz
constraint with an orthogonality constraint on the
weights, where we compare three weight orthogonal-
ization methods regarding their convergence proper-
ties, their ability to ensure the Lipschitz condition and
the achieved quality of the learned distribution.
• We introduce a new metric to compare Wasserstein-
GAN discriminators based on their approximated
Wasserstein distance in order to compare their fitness,
i.e. the generalization capabilities of discriminators.
• We demonstrate the benefits of using weight orthogo-
nalization during the training of Wasserstein-GANs to
enforce its Lipschitz constraint and increase its gener-
alization capability.
2. Background
As we focus on the use of orthogonality constraints to
enforce the Lipschitz constraint in the WGAN setting, we
first provide a general overview regarding orthogonality
regularization for CNNs. This is followed by a review of
the Wasserstein objective function for GANs [3], a discus-
sion of improvements for Wasserstein GANs and a survey
of standard evaluation measures applied for comparing the
performances of GANs.
2.1. Orthogonality regularization for CNNs
The training of deep convolutional neural networks
(CNNs) is complicated by a multitude of phenomena such
as vanishing/exploding gradients or shifting feature statis-
tics [16]. Besides solutions such as parameter initialization,
residual connections, and normalization of internal activa-
tions [16], much attention has been paid to regularization.
In particular, structural regularization such as the energy-
preserving orthogonality regularization has been explored
to stabilize the optimization and increase its efficiency [29,
9]. Further investigations [17, 12, 25, 39, 14] proposed
the use of specialized orthogonality regularizations or con-
straints for various tasks such as using Stiefel manifold-
based hard orthogonality constraints of weights [12, 25, 14]
during optimization or using a singular value bounding
(SVB) [17], i.e. enforcing the singular values of weight ma-
trices to be close to one based on a pre-specified threshold.
Recent work [39] additionally investigated soft orthonormal
regularization by penalizing deviations of each weight ma-
trix’ Gram matrix to the identity matrix in the Frobenius
sense. The benefits of such soft orthonormal regulariza-
tion are its differentiability and its reduced computational
burden due to not relying on singular value decomposition.
However, Frobenius norm-based orthogonality regulariza-
tion represents only a rough approximation and may be
inaccurate especially for dense matrices. Other work fo-
cused on penalizing the spectral norm of weight matrices
in CNNs [40]. A further generalization of soft orthogonal-
ity regularization to non-square weight matrices and consis-
tent performance gains for different network architectures
has been achieved by Basal et al. [6] that introduced double
soft orthogonality regularization, mutual coherence regular-
ization and spectral restricted isometry property regulariza-
tion. While impressive results have been achieved (espe-
cially with spectral restricted isometry property regulariza-
tion), the extension of enforcing orthogonality in the train-
ing of GANs has been left as future work.
2.2. Wasserstein objective function for GANs
Let (X , d) be a compact metric space with σ-algebra Σ.
We denote the set of probability distributions over X with
prob(X ) and the distribution of real data as Pr ∈ prob(X ).
Furthermore, Z is a random variable over a space Z and we
assume an a-priori probability density pZ for Z.
The distance between two distributions P,Q ∈ prob(X )
can be measured by the 1-Wasserstein distance
W1(P,Q) = inf
pi∈Π(P,Q)
∫
X
d(x, y)dpi(x, y)
where d is the metric on X , Π(P,Q) denotes the set of all
joint distributions over X 2 whose marginals are P and Q.
Its dual presentation given by the Kantorovich duality [36]
is the following optimization problem over the set of real
valued 1-Lipschitz continuous functions:
W1(P,Q) = sup
‖f‖lip≤1
∫
X
fdp−
∫
X
fdq (1)
The Wasserstein-GAN can now be modelled by two
parametrized functions fω : X → R and gθ : Z → X
where fω denotes the critic and gθ the generator. The gen-
erator (with its objective to optimize gθ and produce sam-
ples that cannot be distinguished from real samples) and the
discriminator (with its objective to approximate the dual po-
tential f with a parametrized function fω ) compete in the
minimax game
min
θ
max
ω
Ex∼Pr [fω(x)]− Ez∼p(z)[fω(gθ(z))].
When implemented, this minimax game is relaxed and the
critic is trained until convergence and the Lipschitz con-
straint is enforced either via clipping the weights in a com-
pact space [3] or regularizing the critics objective with an
estimated gradient norm [11].
2.3. Improving Wasserstein GANs
Enforcing the Lipschitz constraint on the Wasserstein-
GAN’s discriminator is crucial to ensure the models con-
vergence. Numerous normalization procedures have been
demonstrated to increase a networks adversarial robustness
by limiting its Lipschitz constant [33]. Most prominent
in the literature on GANs are instance/batch-normalization.
Other techniques such as weight-normalization [31] have
been found to be limiting when compared to spectral nor-
malization [24]. However, we have found that weight and
spectral normalization do not ensure a successful training,
although they limit the discriminator’s Lipschitz constant.
Only additional regularization with the gradient norm lead
a successful training of a Wasserstein-GAN and we discuss
its theoretical problems in Section 3.1.
In its original formulation, the Lipschitz constraint is en-
forced by clipping the weights so that they are contained
in a compact interval [3]. Based on the theoretical insight
that an optimal discriminator has the gradient norm 1 almost
everywhere [11], further improvements have been made by
enforcing this constraint with regularization [11, 26]. These
improvements increase the stability of the model and qual-
ity of the generated images but require additional compu-
tation during training. The application of a two time-scale
update rule for GANs (WGAN-TTUR) allows to reduce the
number of discriminator updates per generator update and
further enhances the convergence properties and the sample
quality [13]. We demonstrate that WGAN-TTUR decreases
the ability to represent all modes of the real distribution, and
introduce a trainings procedure to mitigate this problem by
allowing the network to increase its capacity.
Further relevant investigations, which focus on improve-
ments to the networks architectures, include the progres-
sive insertion of layers [18] and the use of large conditional
GANs [8]. The progressive insertion of layers by fade-
in [18] further increases the computational efficiency and
quality on image datasets by architectural means. In con-
trast, training large-scale conditional GANs [8] has been
approached based on a hinge version of the original GAN
objective and a regularization by conditioning the GAN ac-
cording to the large annotated JFT-300m dataset to mitigate
mode collapse. However, these improvements are specific
to large-scale GANs and not related to improving WGANs
that mitigate mode collapse based on the Wasserstein objec-
tive function. In this paper, we will discuss the suitability
of soft orthogonality enforcing techniques as well as hard
constraint and discuss why constraint on the norm are not
sufficient to enforce the Lipschitz constraint.
2.4. Measures for evaluating GANs
When applied to image datasets the current state-of-the-
art approach in automatically evaluating the image qual-
ity are Inception-Score [30] and the Frechet-Inception-
Distance (FID) [13]. However, the score computed by both
methods becomes better if the network overfits. Methods
to directly evaluate overfitting or mode-collapse in GANs
[35, 4, 32] either require human supervision or knowledge
about the modes or label distribution of a dataset. An esti-
mate of the Wasserstein distance between local image fea-
tures [18] denoted as sliced Wasserstein distance (SWD)
provides a value that indicates the difficulty to distinguish
real from generated images, however, its high computa-
tional complexity makes this approach less feasible. In con-
trast, we propose a novel and easy to compute WGAN eval-
uation metric that scores the models’ generalization capa-
bilities based on the estimated Wasserstein distance.
3. What can we gain from orthogonality regu-
larization?
Wasserstein-GANs [3] have been introduced to mitigate
the major problems of standard GANs [10] regarding their
unstable training, vanishing gradients, strange convergence
behaviour and mode-collapse. However, enforcing the Lip-
schitz constraint introduced by the Kantorovich duality in
Equation 1 is necessary as an unconstrained maximization
problem would diverge and the discriminator would provide
no meaningful gradient to the generator. In this section, we
demonstrate drawbacks of previous methods to enforce the
Lipschitz constraint and elucidate how Wasserstein-GANs
can benefit from an orthogonal weight constraint.
3.1. Problems of regularization based on the gradi-
ent norm
Stochastic gradient descent does not directly allow for
conditional optimization, and therefore additional tech-
niques have been established to enforce the Lipschitz con-
straint for a neural network which approximate the dual po-
tential f . Methods such as clipping the weights to lie within
a compact interval [3] or enforcing L2-constraints do not
achieve state-of-the-art results due to the fact that these con-
straint allow the discriminator to collapse to a linear func-
tion [2]. Recent state-of-the-art methods which aim to min-
imize a Wasserstein loss [18, 1] have adopted regularization
to enforce the Lipschitz constraint. The discriminator is reg-
ularized with its gradient norm
Ex∼Pˆ
[
(‖∇xˆfω(xˆ)‖2 − 1)2
]
(2)
where Pˆ is based on interpolated samples between the
generated and target distributions [11] to mitigate vanish-
ing/exploding gradients.
Such a regularization increases the computational capac-
ity needed during training by 30% and scales (almost) lin-
early with the number of layers as demonstrated in the sup-
plemental. The improved stability offered by this regular-
ization [11] allows to reduce the number of discriminator
updates between each generator update to 1, and instead use
a two time-scale update rule (TTUR) [13] to avoid losses in
image quality. In this TTUR, the generator and discrim-
inator are trained in an alternating scheme with different
learning rates, allowing the use of a higher learning rate for
the discriminator to reduce the trainings time. However,
as demonstrated in Figure 1, a Wasserstein-GAN trained
according to the two time-scale update rule has a reduced
ability to capture the modes of the target distribution. Fur-
(a) Number of miss-
ing modes in CelebA (b) WGAN-GP (c) WGAN-TTUR
Figure 1: (a) Number of approximated modes which are sta-
tistically significantly less preserved in the generated distri-
bution when compared to its test dataset. (b) Visualization
of the discriminator’s ability to capture a synthetic distribu-
tion as introduced in [11]. When trained with ncritic = 5
discriminator updates in between each generator update
and the same learning rates for both networks (as used in
WGAN-gp), the discriminator’s approximation of the dual
potential clearly outlines the target distribution. (c) Reduc-
ing ncritic to 1 and applying the TTUR results in a discrimi-
nator that does not capture the distribution in the same qual-
ity, even though both models have been trained with the
same computational budget.
thermore this problem does not only occur for synthetic
distributions. We utilize the method introduced by [28] to
evaluate the mode collapse of a Wasserstein-GAN regular-
ized with the gradient penalty from Equation 2 (WGAN-
GP) [11] and a Wasserstein-GAN using the same regular-
ization but trained according to the TTUR on the bench-
mark dataset CelebA. The modes are approximated by com-
puting a Voronoi partition. As the true number of modes
is unknown for the distribution that is assumed to under-
lie the datasets, we tested with a range between 1 and 100
Voronoi partitions. A statistical analysis reveals that the
number of modes is significantly less well-represented on
both the CIFAR-10 dataset [19] and the CelebA dataset [21]
for WGAN-TTUR in comparison to WGAN-GP as demon-
strated in Figure 1a. Results for other datasets are included
in the supplemental. A relevant question is therefore how
the representation can be improved without drastically in-
creasing the training time.
3.2. Relation between Lipschitz continuity and or-
thogonality constraints
Orthogonal weight constraints have been proven to stabi-
lize the training of RNNs [38] and increase the generaliza-
tion capabilities [6]. A quadratic matrix W ∈ Rn×n is or-
thogonal if and only if WTW = WWT = I . For simplic-
ity of notation, we call a non-quadratic matrix W ∈ Rn×m
orthogonal if the matrix has dimensions n > m and or-
thogonal columns (WTW = I) or dimension n < m and
orthogonal rows (WWT = I).
It is well-known that a function f between two metric
spaces is Lipschitz continuous if and only if its gradient is
bounded. Let h(x) = Wx be a linear layer with the weight
matrix W and inputs x, then this implies that h is Lipschitz
continuous if ‖W‖ is bounded. If we assume that the dis-
criminator fω is a feedforward network built from m ∈ N
linear layers (hi)i∈[1:m] and 1-Lipschitz continuous activa-
tion functions (ai)i∈[1:m], then
‖∇xfω(x)‖ ≤
m∏
i=1
‖Wi‖‖∇ai(x)‖ ≤
m∏
i=1
‖Wi‖ (3)
which implies that such a discriminator is Lipschitz contin-
uous if the norm of all weight matrices is bounded.
One might assume that limiting the 2-norm of the weight
matrices would be sufficient to guarantee its Lipschitz con-
stant to be at most 1. However, upper-bounding the norm
of the network’s weight matrices to be at most 1 without
any additional constraint only bounds its Lipschitz constant
and does not prevent the network from collapsing to a linear
function (assuming 1-Lipschitz and monotonic activations
(such as ReLU) are used) [2]. This explains the limited per-
formance reported in [11] for hard weight constraints and
the limited performance when using spectral normalization
[24] to enforce the discriminator’s Lipschitz condition.
Theorem 1 ([2]). If a function f : Rn → R with
‖∇f(x)‖ = 1 almost everywhere is represented by a neural
network with weights W that have a 2-norm of at most 1,
thenW can be replaced by an orthogonal matrix Wˆ without
changing the represented function.
The sufficient condition to enforce the Lipschitz con-
straint of a neural network as provided in Theorem 1 is to
constrain the weight matrices to be orthogonal.
4. Orthogonal Wasserstein-GAN
Motivated by the theoretical connection between a net-
work’s Lipschitz constant and an orthogonal weight con-
straint, we discuss three methods to enforce such a con-
straint as well as their run-times, and analyse their suit-
ability in the context of training a Wasserstein-GAN. Based
on these findings, we propose a new procedure to train a
Wasserstein-GAN.
4.1. Enforcing Lipschitz constraint with orthogo-
nalization
An intuitive approach to enforce the orthogonality of the
weight matrices is to add regularization to the discrimina-
tor’s objective according to
λ‖WTW − I‖2F , (4)
where W is a weight matrix, I represents the identity ma-
trix, and λ weights the contribution of the regularization
on the overall objective function. Such or similar regular-
ization methods have gained an increased adoption in deep
neural classifier networks [6] due to the relatively low com-
putational overhead required. For each layer the computa-
tional costs are dominated by computing the matrix multi-
plication, which scales linearly with the number of layers,
but needs additional gradient evaluation.
Orthogonal regularization is only a soft constraint and
there is no guarantee that this additional condition is ful-
filled. The set of all orthogonal matrices is a subspace of
Rn×m called Stiefel manifold. To perform the optimiza-
tion on this manifold, the weights should move along the
geodesic, for which the direction is given by the gradi-
ent ∇f(x). Solving optimization problems on the Stiefel
manifold has been made tractable with Cayley transforma-
tions [37]
Y (τ) =
(
I +
τ
2
A
)−1 (
I − τ
2
A
)
(5)
where A = (∇W f(x))W − (∇W f(x))W is a skew-
symmetric n × n matrix and τ is the remaining variable
to be estimated. This retraction reduces the optimization
problem to the following m-dimensional search problem.
For each weight matrix Wi of the network, we now have
to find a τi ∈ R such that if we set the new weights to be
Wi ← Y (τi)Wi they minimize equation 1. However, solv-
ing this optimization problem after each generator update
does not yield an efficient training for Wasserstein-GANs. It
has been demonstrated that it is sufficient to fix τi to a small
value proportional to the learning rate [38]. Even though
this procedure does not require additional gradient compu-
tations, the matrix inversion results in a significantly higher
computation burden and higher memory requirements than
the regularization according to equation 4.
A more efficient but less accurate orthogonalization al-
gorithm has been introduced by Björck and Bowie [7]. For
a given weight matrix W0 for the step t = 0, the algorithm
iteratively computes the best orthogonal matrix in a least-
squares sense by applying
Wt+1 = Wt
(
I +
p∑
i=1
(−1)p
(− 12
p
)
Qpt
)
(6)
where t is the current iteration and Qt = I−WTt Wt. Since
the algorithm is inherently iterative, it is particularly suit-
able in the context of neural networks. We found that the
orthogonality and Lipschitz conditions are sufficiently ful-
filled by applying one iteration with p = 1 before each dis-
criminator update. The asymptotic time complexity is equal
to that of regularization but does not require additional gra-
dient computation, which makes it the fastest in an empiri-
cal evaluation (see Table 1).
4.2. Suitability and comparison of different orthog-
onality regularizers for WGANs
We now compare the aforementioned procedures with
regard to their suitability in the context of training
Wasserstein-GANs. First, we evaluate the models’ adher-
ence to the Lipschitz and orthogonality condition, because a
model’s convergence behaviour directly depends on its Lip-
schitz constant. The adherence to the orthogonality con-
straint is quantified by ‖I −WTW‖2 for a weight matrix
W . Based on Proposition 1 in [11] we estimate the net-
works Lipschitz constant with equation 2, where the points
are drawn from the convex combination of the supports
from Pr and Pθ. We plot the estimated Lipschitz constant
and norm for models trained on CIFAR-10 with each of the
three methods in Figure 2. We see that all models converge
and the Lipschitz constant is bounded in all cases. How-
ever, orthogonal regularization does not ensure orthogonal
weight matrices, even for high values of λ such as λ = 10,
and we observe a drift with Cayley transformations, which
we believe to be a result of numerical inaccuracy. Itera-
tive orthogonalization enforces both constraints while be-
ing significantly faster in comparison to Cayley transforma-
tions and comparable in speed to orthogonal regularization
as shown in Table 1.
The comparison between the learned synthetic distribu-
tion and the real distribution as illustrated in Figure 3 shows
that a Wasserstein-GAN trained with iterative orthogonal-
ization captures the target distribution best. The regularized
(a) estimated Lip-
schitz constant
(b) Deviation from
orthogonal matrix
Figure 2: Adherence to the Lipschitz and orthogonality con-
straints. The estimated Lipschitz-constant should be close
to or below one. The deviation from the orthogonal matrix
should be close to zero. Note the log scale in both plots.
(a) Orthogonal regu-
larization.
(b) Iterative orthogo-
nalization.
(c) Cayley transfor-
mation
Figure 3: Synthetic distribution generated by Wasserstein-
GANs trained with orthogonalization for an equal amount
of time.
orthogonalization and the Cayley transformation method
both introduce noise, shifts, and distortions in the learned
distribution, whereas the iterative orthogonalization method
is significantly less affected by these phenomena. Similar
results can be observed in Table 1 that quantifies the quality
of sampled images from a learned CIFAR-10 representation
in terms of both Inception Score (IS) and Fréchet Inception
Distance (FID). The Wasserstein-GAN using the iterative
orthogonalization has a significantly higher inception score
and lower Fréchet Inception distance than a Wasserstein-
GAN trained using the two methods.
4.3. Proposed method
In the previous section, we demonstrated that the train-
ing of a Wasserstein-GAN converges when we only apply
iterative orthogonalization in the discriminator. Note that
a solution to equation 1 is only feasible if the discrimina-
tor’s Lipschitz constant is smaller than 1. If we compare
the estimated Lipschitz constant in Figure 2, we observe
that a Wasserstein-GAN trained using iterative orthogonal-
ization in the discriminator reaches a feasible solution with
fewer iterations than WGAN-TTUR. However, the resulting
scores are not better than WGAN-TTUR’s scores as shown
in Table 1.
The strict orthogonalization strongly increases the dis-
criminator’s robustness against adversarial samples, hinders
the discriminator from collapsing to a linear function and
shows a faster convergence of its Lipschitz constant. The
normalization of the row and column vectors resulting from
orthogonalization leads to less fidelity in the learned dis-
tribution [24]. In our proposed method, we use the advan-
tages provided by orthogonalization during the beginning of
the models training. As the changes to the generator’s out-
put are largest during this initial training phase, we leverage
the increased stability provided by iterative orthogonaliza-
tion during this phase. We relax this condition for the later
training phase and ensure the Lipschitz condition using the
one-sided gradient normalization introduced in [26]. A de-
tailed description of our procedure is provided in Algorithm
1. Note that in an efficient implementation we can neglect
Algorithm 1 Training procedure of a Wasserstein GAN
with orthogonal weights in the discriminator.
Require: discriminator learning rate ηd = 3 · 10−4, gen-
erator learning rate ηg = 1 · 10−4, batchsize m = 64,
k = n10 .
for i = 1, ..., n do
σ ← sigmoid(i− k)
Sample mini-batch (xi)i∈[1:m] with xi ∼ Pr.
Sample mini-batch (zi)i∈[1:m] with zi ∼ Z .
Sample mini-batch (xˆi)i∈[1:m] with xˆi ∼ Pˆ.
gω ← ∇ωE [fω(xi)− fω(gθ(zi))] +
λσE[max{0, ‖∇fω(xˆ)‖2 − 1}2]
ω ← w + ηω · Adam(ω, gω)
ω ← ω · (I + (1− σ) 12 (I − ωTω))
Sample mini-batch (zi)i∈[1:m] with zi ∼ Z .
gθ ← ∇θE [fω(gθ(zi))]
θ ← θ − ηg · Adam(θ, gθ)
end for
the regularization for the first k steps. We provide additional
information regarding the algorithms extensions regarding
CNNs and the used initialization in the supplemental.
5. Experimental results
In this section, we first introduce a new metric to com-
pare the generalization capabilities between Wasserstein-
GAN discriminators. Subsequently, we compare our
method to both the Wasserstein-GAN regularized with
gradient penalty (WGAN-GP) [11] and the Wasserstein-
GAN trained according to the two time-scale update rule
(WGAN-TTUR) [13]. As recommended in [22], we trained
all models with an equal computational budget and archi-
tecture.
5.1. New evaluation metric for the generalization
capability of WGANs
While the Inception Score (IS) [30] and Fréchet Incep-
tion Distance (FID) [13] are well-established metrics to
evaluate the perceived image quality of generated samples
and to compare different models with a common architec-
ture, neither of them measures overfitting. Evaluating over-
fitting in GANs is non-trivial, because the discriminator can
overfit with respect to the real data distribution or the gen-
erated samples. A solution to this problem has been pre-
sented in the form of a tournament between different GANs
in which the generator/discriminator pairs are compared
element-wise using an error function [15]. However, the
error function assumes the discriminator to be a classifier
and therefore this method cannot be applied to Wasserstein-
GANs as their discriminator approximates a dual potential.
Instead, we adapted the idea to use the generator of a dif-
ferent model to provide samples for a learned distribution
and use the estimated Wasserstein distance as a metric for
comparison. Let {(g(1), f (1)), (g(2), f (2)), ..., (g(n), f (n))}
be a set of Wasserstein-GANs where the j-th WGAN’s gen-
erator is denoted as gj and its critic is denoted as fj . Then
Wi,j = Ex∼Pr [f (i)(x)]− Ez∼pZ [f (i)(g(j)((z)))] (7)
provides an estimate for the Wasserstein distance between
Pr and P(j) where we use unseen samples from the real
data Pr. The estimate Wi,j allows us to draw the following
conclusions about the relative generalization capabilities of
the Wasserstein-GANs when we compare it to Wˆi, which is
the estimated Wasserstein distance on the training data:
• If Wi,j > Wˆi, the ability of model i to differentiate
between the two distributions increases.
• If Wi,j < Wˆi, the ability of model i to differentiate
between the distributions decreases.
Note that if a Wasserstein-GAN has a Lipschitz constant
of k > 0, it estimates k · W1(Pr,Pθ) [3]. To avoid this
scaling error, we define the generalization score for the i-th
WGAN’s discriminator with the j-th WGAN’s generator as
the relative error W ′i,j = (Wi,j − Wˆi)/|Wˆi|. For a given
generator gj the discriminator fi can better distinguish the
data than fi′ if W ′i,j > W
′
i′,j . An overall generalization
score can be computed with s =
∑n
j=1W
′
i,j .
5.2. Empirical evaluation
To evaluate our approach we compare it to the
Wasserstein-GAN with Gradient Penalty (WGAN-GP) [11]
to establish a baseline and WGAN-GP trained with a two-
time scale update rule as described in [13], which, to the
best of our knowledge, is the state-of-the-art Wasserstein-
GAN approach which minimizes the 1-Wasserstein distance
Table 1: Inception Score (IS) and Fréchet Inception Dis-
tance (FID) on CIFAR-10. A higher IS is better; a lower
FID is better.
Model FID IS Iterationssec
Wgan-GP 40.35± 0.1 6.10± 0.06 8.30
Wgan-TTuR 37.11± 0.05 6.8± 0.05 31.63
Standard reg. 67.75± 0.17 4.80± 0.06 51.49
Cayley reg. 65.175± 0.10 4.69± 0.02 14.70
Iterative reg. 43.18± 0.05 5.85± 0.04 51.23
Ours 35.22± 0.1 6.50± 0.04 37.15
without requiring a special architecture. We consider syn-
thetic distributions as they allow for a more detailed com-
parison of the captured modes as well as the benchmark
dataset CIFAR-10 [19] on which we compute both the mod-
els’ Inception Score and Fréchet Inception Distance.
Datasets, architecture and parameters: To learn the
synthetic distribution, we use a 4-layer MLP with linear
outputs to represent both the generator and the discrimina-
tor. Furthermore, we use Rectified Linear Units (ReLU) as
activations for the hidden layers and do not consider ad-
ditional normalizations or constraints in the network. For
image datasets, we use a convolution architecture based on
the DCGAN [27]. For WGAN-GP and WGAN-TTUR, we
replaced the batch normalization in the discriminator with
layer normalization [5] as recommended in [30]. On the
synthetic dataset we trained all models for 10 minutes with
a batchsize of 128 and on CIFAR-10 all models were trained
for 60 minutes with a batchsize of 64 on a Nvidia GTX
1080. For WGAN-GP and WGAN-TTUR, we used the
hyper-parameters provided in the original publications.
Comparison The visualization of samples drawn
from a synthetic distribution and samples generated by
Wasserstein-GANs trained with different procedures are vi-
sualized in Figure 5. Both WGAN-GP and WGAN-TTUR
do not accurately represent the ends of the spiral arms, while
samples generated by our method completely cover the tar-
get distribution.
In Table 1, we report the Fréchet Inception Distance and
Inception Score of the different procedures for the CIFAR-
10 dataset. In addition, we also show the number of iter-
ations per second during the training process for each of
the methods. Our method outperforms the other methods
with respect to the Fréchet Inception Distance, while also
outperforming WGAN-GP with respect to the model’s In-
ception Score. Note that our method additionally offers the
highest computational efficiency. Comparing the estimated
Wasserstein-distance using our new metric in Figure 4c, we
observe that our proposed method has the highest overall
generalization score of s = 1.17 while the next best model
WGAN-GP only reaches s = 0.83. As the diagonal reflects
the discriminators’ overfitting with respect to the test data
(a) (b) (c)
Figure 4: 4a: Exemplary images generated with our approach. 4b: A discriminator of a WGAN trained with our procedure
provides a stronger gradient∇g(z)f(g(z)) to the generator. Note that the procedures are trained with the same computational
budget which results in different numbers of iterations. 4c: Comparison of the generalization capabilities of Wasserstein-
GAN discriminators based on our new metric. A higher value is better.
(a) WGAN-GP (b) WGAN-TTUR (c) Ours
Figure 5: Learned synthetic data distribution: When trained
with the same computational budget, a WGAN trained with
our procedure captures the target distribution completely,
while the other approaches do not accurately represent the
distribution, especially at the ends of the spiral arms.
it is of special interest and our method achieves the highest
performance in distinguishing generated data from unseen
real data with a score of W ′4,4 = 0.46.
To further compare the different procedures for the train-
ing of Wasserstein-GANs and to gain additional insights re-
garding the benefits of our method, we plot the discrimi-
nators’ gradient norm in Figure 4b. The sudden increase
in the gradient norm is a result from relaxing the orthogo-
nality constraint. As that the generator learns to minimize
E[fω(gθ(z))], the gradient norm of ∇gθ(z)E[fω(gθ(z))] is
crucial during training. In general, our procedure provides
a stronger gradient to the generator for the majority of iter-
ations when compared to WGAN-TTUR. Furthermore the
gradient is more stable than the one of the competing tech-
niques as it shows the lowest amount of noise over the it-
erations, even though all models have been trained with the
same batchsizes. An additional benefit of our method is
a more even distribution of the weights’ spectral-values in
the discriminator as shown in Figure 6. As argued in [24],
a more even distribution of spectral values encourages the
discriminator to capture more features of the real dataset.
(a) WGAN-TTuR (b) Ours
Figure 6: Distribution of specular-values in the discrimina-
tor’s convolution layers after being trained on CIFAR-10.
Note the different scale is a result of the uneven distribution
in WGAN-TTUR.
6. Conclusion
In this work, we outlined a connection between the or-
thogonal weight matrices in neural networks and the Lip-
schitz continuity required by Wasserstein-GANs. We have
empirically investigated the possibility of replacing the gra-
dient norm regularization by different orthogonalization
methods. We found the training with hard constraint or-
thogonalization methods to be stable and that all considered
orthogonalization methods are able to enforce the Lipschitz
constraint. However, the learned distributions did not ex-
hibit the same fidelity as the distributions learned by es-
tablished training methods. Based on the insights gained
from this investigation, we proposed a new trainings method
which utilizes the increased stability but avoids restricting
the model’s capacity. Finally, we were able to demonstrate
that a Wasserstein-GAN discriminator trained with this pro-
cedure has an increased generalization capability and its
weight matrices exhibit more evenly distributed singular-
values, which enables the model to better represent the tar-
get distribution.
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Appendix
A. Demonstration of problems in conjunction
with gradient norm penalties
Influence of gradient norm regularization on the run-
time We demonstrate the increase in computational com-
plexity by training a Wasserstein-GAN with weight clip-
ping and a Wasserstein-GAN with gradient normalization
on a synthetic dataset. The used architecture is a multi-
layer perceptron (MLP) where we vary either the number
of layers while keeping the number of (hidden) units fixed
or vice versa. We vary the number of layers in the range
of n ∈ {4, ..., 10} and the number of units per hidden layer
m ∈ {512, 768, ..., 2048}. Default values when varying the
other parameter are n = 4 layers and m = 512 units.
The results in Figure 7 show that the number of iterations
per second decreases by up to 30% with gradient regulariza-
tion. While an increase in the number of layers with a small
but constant overall number of units in the MLP does not
change the computational efficiency, we observe a decrease
in the number of iterations per second during training when
the number of units is increased. This decrease is signifi-
cantly larger when using regularization and combined with
multiple discriminator updates per generator update solves
down the training of WGAN-GP.
Analysis of mode preservation for different WGAN
approaches One of the main benefits of Wasserstein
GANs over standard GANs is their capability to mitigate
mode collapse. However, applying techniques such as the
TTUR [13] for reducing the training time weaken this ef-
fect. To compare the mode collapse for different established
Wasserstein-GAN approaches, we trained a Wasserstein-
GAN with weight clipping (WGAN), a Wasserstein-GAN
with gradient penalty (WGAN-GP) and a Wasserstein-GAN
with TTUR (WGAN-TTUR) using the architecture de-
(a) Scaling with number units (b) Scaling with layers
Figure 7: Number of iterations per second during training
for a Wasserstein-GAN trained with and without gradient
normalization according to [11].
(a) MNIST (b) CIFAR-10 (c) CelebA
Figure 8: Number of approximated modes which are statis-
tically significantly less preserved in the generated distribu-
tion when compared to its test dataset.
scribed in the accompanying paper on the MNIST [20],
CIFAR-10 [19] and CelebA [21] datasets. Each of the
models was trained for 105 iterations using the the hyper-
parameters provided in the original publications. Finally,
we evaluated the mode-collapse using the procedure pro-
posed by Richardson and Weiss [28]. The results in Figure
8 demonstrate that WGAN-TTUR has a significantly lower
number of represented modes when compared to WGAN-
GP. In turn, WGAN-GP outperforms the standard WGAN.
B. Additional implementation details of the
proposed method
Initialization The initialization of network weights has
been studied extensively and it has been demonstrated that
a careful initialization already improves a network’s perfor-
mance significantly [39]. Inspired by the initialization pro-
posed by Saxe et al. [34], we initialize the weights by com-
puting an SVD M = UΣV T , replacing all singular values
σi by λ and setting the weights toW = Udiag(λ, ..., λ)V T .
We found it to be beneficial to further relax the orthogonal-
ity constraint by setting λ > 1. To motivate this parameter
choice, we consider the derivative of the generator’s objec-
tive function Ez∼Z [fω(gθ(z))]. Note that its gradient can
be written as Ez∼Z [∇θfω(gθ(z))] [3] and that the chain
rule implies that this gradient can be factorized into a prod-
uct between ∇xf(x) with x = gθ(z) and ∇θgθ(z). If we
recall equation 3 from the accompanying paper, we see that
there is a direct connection between the gradient norm of
f and the gradient norm of the generator’s objective, and,
as the 2-norm of a matrix is its largest singular value, we
can increase the generator’s training speed by scaling the
singular values.
Extension to convolutions We assumed that the discrimi-
nator is a feed-forward network build from linear operations
L = Wx and 1-Lipschitz continuous activations. However,
GANs are predominantly used in image-based applications
which heavily rely on network architectures that are based
Figure 9: Reshaping the mode n tensor fibers into a matrix.
(a) WGAN-GP (b) WGAN-TTUR (c) Ours
Figure 10: Samples generated by the model trained on the
MNIST dataset resized to be 32 × 32 pixels. The samples
were chosen at random.
(a) WGAN-GP (b) WGAN-TTUR (c) Ours
Figure 11: Samples generated by the model trained on the
CIFAR-10 dataset. The samples were chosen at random.
on convolution operations. Convolution operations can be
unrolled into a linear operation. While this procedure is
correct from a theoretical perspective, the resulting matrix
would be too large to train a complex network in reasonable
time. In order to avoid this problem, we extend the proce-
dure by constructing a matrix from the modes of a tensor.
Let W ∈ Rn×m×l×k be the 4D-tensor representing a dis-
crete convolution with a filter size of n × m, where l de-
notes the number of filters of the previous layer and the k
the number of output filters. Instead of unrolling the opera-
tion, we reshape the tensor into a matrix by flattening each
kernel into an n ×m × l row vector and concatenating the
resulting row vectors vertically into a matrix with dimen-
sions (n ·m · l)×k. An exemplary illustration of this tensor
reshaping is shown in Figure 9.
(a) WGAN-GP (b) WGAN-TTUR (c) Ours
Figure 12: Samples generated by the model trained on the
CelebA dataset resized to be 32 × 32 pixels. The samples
were chosen at random.
(a) Discriminator loss (b) Generator loss
Figure 13: Wall-clock aligned discriminator and genera-
tor loss curves, which resulted from training the models on
CIFAR-10.
(a) Discriminator loss (b) Generator loss
Figure 14: Wall-clock aligned discriminator and genera-
tor loss curves, which resulted from training the models on
CelebA.
C. Proposed metric to compare generalization
capabilities
In this section, we further elaborate on the design of
the generalization score in our proposed metric. Let Wi,j
be the Wasserstein distance estimated by discriminator of
the i-th Wasserstein-GAN between unseen real samples and
data, which was generated using the generator from the j-
th Wasserstein-GAN. Furthermore, let W ′i be the baseline
estimate for the i-th Wasserstein-GAN, which is computed
using its own generator and the trainings dataset. We de-
fine the difference Wi,j − W ′i as a measure for increase
or decrease in generalization capability. However, to com-
pare the differences between Wi′,j and Wi,j , which re-
sult from different indices i and i′ we have to ensure that
the distances have the same scale. If a discriminator of a
Wasserstein-GAN has a Lipschitz constant of k it estimates
k ·W1(Pr,Pg), which implies that the distance for i and i′
could have different scales as well. To avoid such scaling
problems, we define the generalization score as
k · (Wi,j −W ′i )
|k ·W ′i |
=
k · (Wi,j −W ′i )
k · |W ′i |
=
Wi,j −W ′i
|W ′i |
.
(8)
where the influence of the positive constant k is cancelled
out.
D. Effect of mode preservation on image qual-
ity and loss behaviour
Figures 10, 11 and 12 demonstrate the effect of the bet-
ter mode preservation regarding the resulting image quality
of our approach in comparison to WGAN-GP and WGAN-
TTUR for different datasets. For all data sets, WGAN-GP
generates samples that show significantly more distortions
and artefacts than the other methods. While WGAN-TTUR
is able to create more realistic samples than WGAN-GP, it
still generates more artefacts than our approach. This is es-
pecially prevalent in Figures 10 and 12. In addition, we
provide the loss characteristics in Figures 13 and 14. Note
that both the generator loss and discriminator loss converge
when using the proposed training procedure while the other
algorithms can lead to a diverging generator loss.
