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1 Introduction
The two extremes of the QCD phase diagram in the temperature-density (T − µB)
plane are well understood (see [1] for a review), having the quark-gluon plasma in
the high-temperature/low-density corner and the color-superconductivity CFL phase
on the opposite one. In those extremes, due to the large energy scales, the coupling
constant runs to smaller values giving rise to asymptotic freedom [2]. Hence, it is
natural to expect that in the intermediate temperature and density regions a phase
transition occurs from a confined to a deconfined phase where gluons and quarks
liberate from hadrons.
At present it has been well established that the stable color-superconducting phase
at asymptotically large densities is the CFL phase [3]. In this case, not only all the
quarks are basically massless, but also the electrical and color neutrality of the system
are automatically satisfied. However, the next stable phase down in density remains
unknown to this date. The problem is related to the appearance of chromomagnetic
instabilities at intermediate densities that render the known phases unphysical in this
regime. The origin of the instabilities can be traced back to the separation of the
Fermi surfaces of the quarks participating in the pairing at intermediate densities.
The pairing stress occurs once the strange quark mass cannot be neglected and the
electric and color neutralities constraints are imposed [4].
Finding the stable superconducting ground state at moderate densities is one of
the main questions in the field at present. This is in particular relevant for nuclear
astrophysics, as the core of neutron stars will have realistic, intermediate densities,
probably large enough for the quark and gluon degrees of freedom to be manifested,
but insufficient to be in the stable CFL phase.
One possible scenario where chromomagnetic instabilities can be avoided occurs
if in the region of moderate-low densities the strong coupling constant becomes suf-
ficiently high (GD ≈ GS ≈ 1/Λ2, with GS and GS denoting the diquark and quark-
antiquark coupling constants respectively) [5]. On the other hand, the increase of the
coupling constant strength at low density can modify the properties of the ground
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state as indicated by the significant decrease of the Cooper-pair coherence length,
which can reach values of the order of the inter-quark spacing [6]. As already found
in other physical contexts (see [7] for a review), this fact strongly suggests the pos-
sibility of a crossover from a color-superconducting BCS dynamics to a BEC one,
where although the symmetry breaking order parameter (the diquark condensate) is
the same, the quasiparticle spectra in the two regions are completely different. As we
showed in [8], in the BCS region, where the diquark coupling is relatively weak, the en-
ergy spectrum of the excitations has a fermionic nature, while in the strong-coupling
region, formed by the BEC molecules, the energy spectrum of the quasiparticles is
bosonic.
In must of the studies of the BCS-BEC crossover in quark matter one important
ingredient was left out up to recently [9]: the external magnetic field. However,
magnetic fields are endemic in neutron stars. Pulsars’s magnetic fields range between
1012 to 1013 G [10], and for magnetars they can be as large as 1014 − 1015 G [11]
on the surface and presumably much larger in the core. Upper limit estimates for
neutron star magnetic fields indicate that their magnitude can reach ∼ 1018− 1020 G
[12]-[13]. Heavy ion collisions can also generate very strong magnetic fields produced
in peripheral collisions by the positively charged ions moving at almost the speed
of light. As argued in [14], these strong magnetic fields, produced during the first
instants after a collision, can create the conditions for observable QCD effects. These
effects can be prominent because the reached magnetic fields are of the order of, or
higher than, the QCD scale. There are both theoretical and experimental indications
that the colliding charged ions can indeed generate magnetic fields estimated to be
of order eB ∼ 2m2p (∼ 1018 G) for the top collision of the order of 200 GeV, in
non-central Au-Au collisions at RHIC, or even larger, eB ∼ 15m2p (∼ 1019 G), at
future LHC experiments [15, 16]. Even though these magnetic fields decay quickly,
they only decay to a tenth of the original value for a time scale of order of the inverse
of the saturation scale at RHIC [17], hence they may influence the properties of the
QCD phases probed by the experiment. Strong magnetic fields will likely be also
generated in the future planned experiments at FAIR, NICA and JPARK, which will
make possible to explore the region of higher densities under a magnetic field.
In this talk I will discuss the implications for the equation of state (EoS) of strongly
coupled quark matter of the BCS-BEC crossover, as well as the effect of an applied
strong magnetic field on that crossover. The details of the findings I am discussing
here can be found in Refs. [8, 9].
2 Threshold Coupling for BCS-BEC Crossover
Here, I want to discuss how to establish a clear criterium to fix the critical value of
the diquark interaction strength for the BCS-BEC crossover. For our analysis, we
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consider a simplified pure fermion system with a four-fermion interaction Lagrangian
density [18],
L = ψ¯(iγµ∂µ + γ0µ−m)ψ + g
4
(ψ¯iγ5Cψ¯
T )(ψTCiγ5ψ), (1)
where C = iγ0γ2 is the charge conjugation matrix, m the fermion mass, µ the chemical
potential defining the Fermi energy, and g the attractive coupling constant in the
JP = 0+ channel that parameterizes the strength of the interaction.
After the Hubbard-Stratonovich transformation we have that the system free en-
ergy at finite temperature and in the mean-field approximation with gap parameter
∆ = 〈gψTCiγ5ψ/2〉, is given by
ΩT = − 1
β
∞∑
n=0
∫
d3k
(2π)4
Tr ln [βG−1(iωn,k)] +
∆2
g
, (2)
where G−1(iωn,k) is the inverse propagator in Nambu-Gor’kov space in the field basis
ΨT = (ψ, ψC), with ψC = Cψ
T
being the charge-conjugate spinors,
G−1(iωn,k) = (ωn + µσ3)γ0 − γ · k−m+ iγ5∆σ+ + iγ5∆∗σ− (3)
Here, ωn = (2n + 1)π/β are the fermion Matsubara frequencies, and σ± = σ1 ± iσ2,
with σ1,2 denoting the corresponding Pauli matrices. After taking the trace and the
sum in Matsubara frequencies in (2) it is obtained in the zero-temperature limit
Ω0 = −
∑
e=±1
∫
Λ
d3k
(2π)3
ǫek +
∆2
g
, (4)
where Λ is an appropriate momentum cutoff to regularize the momentum integral
in the ultraviolet, and the quasiparticle energy spectrum, ǫek, which corresponds to
particle (e = +) and antiparticle (e = −) is given by
ǫek =
√
(ǫk − eµ)2 +∆2, ǫk =
√
k2 +m2, e = ±. (5)
A stable phase must minimize the free energy with respect to the variation of the
gap parameter ∂Ω0/∂∆ = 0. Then, from (4) we obtain the gap equation
1 = g
∫
Λ
d3k
(2π)3
[
1
2ǫ+k
+
1
2ǫ−k
]
(6)
As usual in the study of the BCS-BEC crossover we will consider a canonical
ensemble where the particle number density, nF = −∂Ω0/∂µ, is fixed through the
Fermi momentum PF as nF = P
3
F/3π
2. Then, from (4) we get
P 3F
3π2
= −
∫
Λ
d3k
(2π)3
[
ξ+k
ǫ+k
− ξ
−
k
ǫ−k
]
, ξ±k = ǫk ∓ µ (7)
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Figure 1: Chemical potential, µ, vs g˜ = gΛ2/4π2, and mass m.
Now, we solve numerically the system of Eqs. (6) and (7) to find the gap ∆ and
chemical potential µ, as a function of the coupling constant g. As we will show,
varying the strength of g yields the crossover from BCS (for a weak g) to BEC (for
a strong g). We scale the theory parameters so to guarantee a relativistic regime
PF/Λ = 0.3, m/Λ = 0.2. The results for µ as functions of g, in the interval 0.06 >
g˜ > 2, with g˜ = gΛ2/4π2, and for Λ = 602.3 MeV, are shown in Figs. 1.
As known, the condition µ < m is characteristic of a relativistic Bose gas [19].
From Fig. 1 we see that for this simple model there exists a critical value for the
coupling constant g˜cr ∼ 1.1 beyond which the condition µ < m is satisfied. Thus, we
expect to have for g˜ > g˜cr a qualitative change in the properties of the system quasi-
particles’ modes. Specifically, the quasiparticle spectrum corresponding to coupling
constants smaller and larger than g˜cr should correspond to fermion-like and boson-
like behaviors, respectively. In Fig. 2, we have plotted the quasiparticle spectra, ǫ+k ,
corresponding to different values of the coupling constant. The gap, ∆, and chemical
potential, µ, entering in the quasiparticle spectrum (5) are obtained as solutions of
Eqs. (6) and (7) for each value of g˜. From their graphical representations in Fig.
2, we can see that for the spectra corresponding to g˜ = 0.06 and 0.9 the minimum
of their dispersion relations occurs at k =
√
µ2 −m2, with excitation energy given
by the gap ∆, a behavior characteristic of quasiparticles in the BCS regime. On the
other hand, for g˜ = 2, the minimum of the corresponding spectrum occurs at k = 0,
with excitation energy
√
(µ−m)2 +∆2, which is typical of Bosonic-like quasiparti-
cle. Therefore, it is corroborated that g˜cr is the threshold value for the BCS-BEC
crossover in this model.
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Figure 2: ǫ+k vs k plotted for different g˜ = gΛ
2/4π2 values.
3 Equation of State at Strong Coupling
To investigate how the EoS is affected by the BCS-BEC crossover it is needed to
find the system energy density and pressure as a function of the coupling-constant
strength. Therefore, varying the values of g˜ from g˜ < g˜cr to g˜ > g˜cr we will be able
to describe the EoS corresponding to the BCS and BEC regimes respectively.
The energy density and pressure are obtained from the quantum-statistical av-
erage of the energy momentum tensor. For an isotropic system, as the one we are
considering, the covariant structure of the 〈Tµν〉 tensor is given as
T
V
〈Tµν〉 = (Ω0 +B)gµν + (µnF + TS)uµuν (8)
where V is the system volume, T the absolute temperature, S the entropy, and uµ
the medium 4-velocity with value uµ = (1,
−→
0 ) in the rest frame. In (8) we introduced
the bag constant B to account for the energy difference between the perturbative
vacuum and the true one. In that way, we are modeling what occurs in the case
of quark matter, where the asymptotically-free phase of quarks forms a perturbative
regime (inside a bag) which is immersed in the nonperturbative vacuum. Then, in the
energy density, the energy difference between the perturbative vaccum and the true
one should be added. Essentially, that is the bag constant B characterizing a constant
energy per unit volume associated to the region where the quarks live. From the point
of view of the pressure, B can be interpreted as an inward pressure needed to confine
the quarks into the bag. In the numerical calculations we will take B1/4 = 145 MeV,
which is a value compatible with that found in the MIT model [20].
Hence, the system energy density and pressure, in the zero-temperature limit, are
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Figure 3: Energy density, ε, and pressure, p, vs the coupling strength g˜ = gΛ2/4π2
for a free-diquark gas.
respectively calculated from 〈T00〉 and 〈Tii〉, i = 1, 2, 3, respectively as
ε = Ω0 + µnF +B, p = −Ω0 − B (9)
In Fig. 3 it is plotted ε and p versus the coupling-constant strength g˜. Notice
that the system energy density is increasing with the coupling strength, while the
pressure is decreasing up to get negative values at coupling constants corresponding
to the BEC regime. The appearance of a negative pressure for the diquark free gas
in the BEC region will indicate that the free-diquark system is unstable.
The pressure decay in the BEC region can be explained taking into account the
absence of repulsion between the diquarks molecules, once the system is in the BEC
region. Nevertheless, as we will show as follows, once we consider the contribution
of the diquark-diquark repulsion in the EoS of the strongly interacting system we
find that this extra interaction compensates the decreasing tendency due to the Bose-
Einstein condensation and consequently rendering a constant pressure throughout the
strongly interacting region.
The modeling of self-interacting diquarks in the context of a φ4 boson theory was
initially developed in [21]. For our fermion system, it can be achieved by introducing
a λ∆4 term in the free energy (2)
ΩT = − 1
β
∞∑
n=0
∫
d3k
(2π)4
Tr ln [βG−1(iωn,k)] +
∆2
g
+ λ∆4, (10)
Hence, the system energy density and pressure given in (9) become
ε = Ω0 + λ∆
4 + µnF +B, p = −Ω0 − λ∆4 −B (11)
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Figure 4: Energy density, ε, and pressure, p, vs the coupling strength g˜ = gΛ2/4π2
for a self-interacting diquark gas with λ = 27.8.
A possible value for the coupling constant λ was estimated as λ = 27.8 in [21].
It was found taking into account the quark interactions in the context of a modified
P-matrix formalism of Jaffe and Low [22].
The values for ∆ and µ obtained for λ = 27.8 from the modified gap equation
after including the diquark-diquark repulsive interaction term
1 = g
∫
Λ
d3k
(2π)3
[
1
2ǫ+k
+
1
2ǫ−k
]
− 2λg∆2 (12)
and (7), are given in Fig. 4.
The repulsive interaction between diquarks makes a significant contribution to
the energy density and pressure (11) as can be seen comparing Figs. 3 and 4. From
Fig. 4, we see that the matter pressure now remains almost the same in the whole
strongly interacting region. This same effect prevents the gas condensation into a
zero momentum ground state at zero temperature. In this scenario, the repulsion
between diquarks can produce enough outward pressure to elude the star collapse.
On the other hand, as it was shown in [8], once the diquark-diquark repulsion is
large enough to oppose the decay of the pressure, then it is obtained that µ > m for
all g-values. This implies the absence of a BEC region. In conclusion, we find that
there is no way to put together a BEC dynamics with a positive pressure; meaning
that a gravitational-bound compact star cannot be formed by BEC quark molecules.
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4 Magnetic Field Effect on the BCS-BEC Crossover
To explore the effects of the magnetic field in the crossover, we used in Ref. [9] a
model of fermions and scalar bosons interacting via a Yukawa term, to allow for two
oppositely charged fermions ΨT = (ψ1, ψ2) that couple to an external, uniform and
constant magnetic field B. The charged fermions in our model mimic the rotated
charged quarks that pair to form neutral Cooper pairs in the CFL and 2SC phases.
The theory is described by the Lagrangian density
L = Lf + Lb + LI , (13)
with
Lf = Ψ(iγµ∂µ + µγ0 − Q̂γµAµ −m)Ψ, (14a)
Lb = (∂µ + 2iµδµ0)ϕ∗(∂µ − 2iµδµ0)ϕ−m2bϕϕ∗, (14b)
LI = ϕΨC(iγ5Ĝ)Ψ + ϕ∗Ψ(iγ5Ĝ)ΨC . (14c)
Here m and mb denote the fermion and boson masses respectively. The charge
conjugate fermions are described by ΨC = CΨ
T
with C = iγ2γ0 and the electric
charge Q̂ = qσ3 and Yukawa coupling Ĝ = gσ2 operators are given in terms of the
Pauli matrices σi. Aµ is the vector potential associated with the external magnetic
field B, which, without loss of generality, can be chosen along the x3 axis.
The Lagrangian (13) is invariant under the group of transformations U(1)B ⊗
U(1)em, with subscripts ’B’ and ’em’ labeling the groups of baryonic and electromag-
netic transformations respectively. In particular the transformation associated with
the U(1)B symmetry, Ψ → Ψ′ = e−iαΨ, ϕ → ϕ′ = ei2αϕ, implies that the bosons
carry twice the baryon number of the fermions. As a consequence, the chemical equi-
librium with respect to the conversion of two fermions into one boson and vice versa
is ensured by introducing a baryonic chemical potentials µ for fermions and 2µ for
bosons.
The BCS-BEC crossover can be described as a transition from a regime formed
by weakly coupled and neutral Cooper pairs of two fermions with opposite electric
charges to the one formed by molecular difermionic bound states of electrically neutral
boson. In order to describe the BEC of bosons, we have to separate the zero-mode
of the boson field ϕ and replace it by its expectation value φ ≡ 〈ϕ〉, which represents
the electric neutral difermion condensate. The mean-field effective action is then
IB(ψ, ψ) =
1
2
∫
d4x d4yΨ±(x)S−1(±)(x, y)Ψ±(y) + (4µ2 −m2b) | φ |2
+ | (∂t − 2iµ)ϕ |2 − | ∇ϕ |2 −m2b | ϕ |2, (15)
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where the fermion inverse propagators of the Nambu-Gorkov positive and negative
charged fields Ψ+ = (ψ2, ψ1C)
T and Ψ− = (ψ1, ψ2C)
T are given by
S−1(±) =
(
[G+(±)0]
−1 iγ5∆∗
iγ5∆ [G−(±)0]
−1
)
, (16)
with
[G±(±)0]
−1(x, y) = [iγµΠ(±)µ −m± µγ0]δ4(x− y) , (17)
and Π
(±)
µ = i∂µ±qAµ is the covariant derivative. We take the external vector potential
in the Landau gauge A2 = Bx1, A0 = A1 = A3 = 0. The relation between the Bose
condensate φ and the difermion condensate is given through ∆ = 2gφ.
The zero temperature effective potential obtained from (15) becomes [9],
Ω = − qB
2π2
∑
e=±1
∞∑
k=0
g(k)
∫
∞
0
dp3ǫe exp
−(p2
3
+qBk)/Λ2 +Fmb(∆) +
1
4π2
∑
e=±1
∫
∞
0
ωep
2 dp,
(18)
where
ǫe(k) =
√
(ǫk − eµ)2 +∆2, e = ±1, ǫk =
√
p23 + 2|q|Bk +m2, k = 0, 1, 2, ...
(19)
and
ωe =
√
p2 +m2b − 2eµ, e = ±1, Fmb(∆) =
(m2b − 4µ2)∆2
4g2
(20)
The index k denotes the Landau levels, g(k) = [1 − (δk0/2)] is the spin degeneracy
of the Landau levels (LL’s) with k ≥ 1 and e labels quasiparticle/antiquasiparticle
contributions. In order to have only continuous quantities, we introduced in (18) a
smooth ultraviolet cutoff depending on Λ (with Λ = 1 GeV.).
To investigate the crossover in this case we need to solve the gap equation and the
condition of chemical equilibrium at fixed parameters, and then use them to obtain
the density fractions of fermions and bosons as functions of the field. Chemical
equilibrium requires n = nF + n0, where n plays the role of a fixed total baryon
number density, n = −∂Ω/∂µ, and the fermion number density nF and condensate
density n0, are respectively given by
nF = − qB
4π2
∑
e=±1
∞∑
k=0
eg(k)
∫
∞
0
dp3
ǫk − eµ
ǫe
exp−(p
2
3
+qBk)/Λ2 , n0 =
2µ∆2
g2
. (21)
The gap equation is given by ∂Ω/∂∆ = 0, which can be obtained from (18) as
9
m˜2b − 4µ2
2g2
=
qB
2π2
∑
e=±1
∞∑
k=0
g(k)
∫
∞
0
dp3
ǫe(k)
exp−(p
2
3
+qBk)/Λ2 − 2
(2π)3
∫
∞
−∞
d3p√
p2 +m2
.
(22)
As discussed in [23], the crossover parameter in the present case can be defined
by x ≡ − m˜2b−4µ2
2g2
, which is linked to the renormalized boson mass m˜b in vacuum
m˜2b = m
2
b − 4g2
∫
∞
−∞
d3p
(2π)3
1√
p2 +m2
. (23)
The parameter x can then be changed by hand to mimic the effect of a change in the
coupling. Following the derivations of [23], one can see that at zero magnetic field
the parameters of the theory g, n, m, and m˜b can be always chosen to have x = 0
coinciding with the situation where the density fractions of fermions ρF = nF/n, and
bosons ρb0 = n0/n are all equal to 1/2. With such a choice, negative values of x with
large modulus describe a pure BCS state, while large positive values of x describe a
pure BEC phase, and 1/x plays the role of the scattering length. The selection of
the model parameters can be done at any given magnetic field value, to have x = 0
corresponding to the unitarity limit, at which the scattering length becomes infinite.
For our purpose, we are more interested in exploring the situation where we keep
fixed values of the parameters, and instead change the strength of the magnetic field
to see if it can have any effect in the fractions of fermion and boson numbers, and
hence in the BCS-BEC crossing. Henceforth we will use m = 0.2 GeV, and g = 1.
What we found in [9] is that changing the magnetic field the crossover can be
tuned making the system to pass from one region to other. The origin of this effect
is in the change with varying fields of the number of quasiparticles with bosonic and
fermionic degrees of freedom. This can be understood in terms of the behavior of
the quasiparticle dispersion relations (4). Let us introduce the LL-dependent mass
square M2k ≡ 2|q|kB + m2 in terms of which the quasiparticle dispersion becomes
ǫ+(k) =
√
(
√
p23 +M
2
k − µ)2 +∆2. Notice that for all the LLs satisfying the condition
µ > Mk, the minimum of the dispersion ǫ+(k) occurs at p3 =
√
µ2 −M2k , with
excitation energy given by the gap ∆, a behavior characteristic of the BCS regime.
On the other hand, for LLs with µ < Mk, the minimum of ǫe(k) occurs at p3 = 0,
with excitation energy
√
(µ−Mk)2 +∆2, typical of the BEC regime. Therefore, the
BCS-BEC crossover in the presence of the magnetic field is controlled by the relative
numbers of LLs for which the sign of the effective chemical potential µk = µ −Mk
is either positive (BCS-type) or negative (BEC-type). Notice, that although we can
have µ > m, the presence of the magnetic field can make µ < Mk for k ≥ 1. At
fields large enough to put all the fermions in the lowest Landau level (LLL), one has
Mk = m and the dispersion reduces to ǫ+(0) =
√
(
√
p23 +m
2 − µ)2 +∆2, thus the
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system is in the BCS regime, as long as µ > m. We call attention that on a close look,
the essence of the above description of a field-induced relativistic BCS-BEC crossover
is not too different from the essence of the crossover at zero field previously discussed
at zero field.
5 Conclusions
In this talk I have shown in a simplified model the fact that when the system crossovers
from BCS to BEC, the diquark-diquark repulsion is required to make the system
stable (i.e. to have a positive pressure); and that, once the diquark-diquark repulsion
is included the diquark system loses its BEC nature. On the other hand, we pointed
out that a magnetic field could alter the BCS-BEC crossover. Changing the magnetic
field strenth the system can corossover from BCS to BEC and viceversa.
I finish by indicating that the presented results should be studied in more realistic
models of color superconductivity and that the EoS in the strong-coupling regime
should be studied in the presence of a magnetic field. Also the effect of the diquark-
diquark repulsion to the Mass-Radio relationship should be investigated.
I want to acknowledge the CSQCD3 Organizer Committee for their support and
hospitality in Guaruja´, Sao Paulo, Brazil. This work has been supported in part by the
Office of Nuclear Theory of the Department of Energy under contract de-sc0002179.
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