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Abstract. An n × n ray pattern A is called a spectrally arbitrary ray pattern if the
complex matrices in Q(A) give rise to all possible complex polynomials of degree n.
In a paper of Mei, Gao, Shao, and Wang (2014) was proved that the minimum number of
nonzeros in an n×n irreducible spectrally arbitrary ray pattern is 3n−1. In this paper, we
introduce a new family of spectrally arbitrary ray patterns of order n with exactly 3n − 1
nonzeros.
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1. Introduction
An n × n ray pattern A = (aij) is an n × n matrix with entries aij ∈ {eiθ : 0 6
θ < 2π} ∪ {0}. Its ray pattern class is (see [3])
Q(A) = {B = (bij) ∈ Mn(C) : bij = rijaij , rij ∈ R+, 1 6 i, j 6 n}.
A ray pattern A is called potentially nilpotent if there is a complex matrix B ∈
Q(A) and a positive integer k such that Bk = 0.
An n× n ray pattern A is called a spectrally arbitrary ray pattern if the complex
matrices in the class give rise to all possible complex polynomials of degree n. It is
clear that any spectrally arbitrary ray pattern must be potentially nilpotent. If A
is a spectrally arbitrary ray pattern and no proper subpattern of A is spectrally
arbitrary, then A is a minimal spectrally arbitrary ray pattern.
The concept of spectrally arbitrary sign pattern was introduced in [1] and the
nilpotent Jacobi method involving the Implicit Function Theorem was used to prove
The research has been supported by NNSF of China (No. 11071227) and Shanxi Schol-
arship Council of China (No. 2012-070).
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some sign patterns are spectrally arbitrary. In 2008, McDonald and Stuart extended
the nilpotent Jacobi method to ray patterns. They provided a family of spectrally
arbitrary ray patterns that have exactly 3n nonzeros and demonstrated that every
n×n irreducible spectrally arbitrary ray pattern must have at least 3n− 1 nonzeros
(see [3]). Next, Gao and Shao showed that the n×n ray pattern that they calledAn,m
is a spectrally arbitrary ray pattern ([2]). In [4], we find a family of spectrally
arbitrary ray patterns of order n with exactly 3n− 1 nonzeros, and so the minimum
number of nonzeros in an n×n irreducible spectrally arbitrary ray pattern is 3n− 1.
In this paper, we provide a new family of spectrally arbitrary ray patterns of order n
with exactly 3n− 1 nonzeros.


















−1 1 0 . . . . . . . . . . . . 0 0
1 eiθ 1 0 . . . . . . . . . 0 0
1 0 0 1 0 . . . . . . 0 0










1 0 0 0 . . . 0 1 0 0
0 −1 0 0 . . . . . . 0 1 0
0 1 0 0 . . . . . . . . . 0 1


















where θ ∈ (π/4, π/2) and β ∈ (3π/2, 2π). We shall prove that for any θ ∈ (π/4, π/2),
there exist infinitely many choices for β ∈ (3π/2, 2π) such that An is a minimal
spectrally arbitrary ray pattern.
Lemma 1.1 ([3], Extended nilpotent Jacobi method).
(1) Find a nilpotent matrix in the given ray pattern class.
(2) Change 2n of the positive coefficients (denoted r1, r2, . . . , r2n) of the e
iθij in this
nilpotent matrix to variables t1, t2, . . . , t2n.
(3) Express the characteristic polynomial of the resulting matrix as
xn + (f1(t1, t2, . . . , t2n) + ig1(t1, t2, . . . , t2n))x
n−1 + . . .+ (fn−1(t1, t2, . . . , t2n)
+ ign−1(t1, t2, . . . , t2n))x + (fn(t1, t2, . . . , t2n) + ign(t1, t2, . . . , t2n)).
(4) Find the Jacobi matrix
J =
∂(f1, g1, . . . , fn, gn)
∂(t1, t2, . . . , t2n)
.
If the determinant of J evaluated at (t1, t2, . . . , t2n) = (r1, r2, . . . , r2n) is nonzero,
then the given ray pattern and all of its superpatterns are spectrally arbitrary.
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2. Main results
In this section we shall show that the An are minimal spectrally arbitrary ray
patterns based upon the extended nilpotent Jacobi method. Using the method,
finding an appropriate nilpotent matrix is a key step.


















−a1 1 0 . . . . . . . . . . . . 0 0
a2 re
iθ 1 0 . . . . . . . . . 0 0
a3 0 0 1 0 . . . . . . 0 0










an−3 0 0 0 . . . 0 1 0 0
0 −an−2 0 0 . . . . . . 0 1 0
0 an−1 0 0 . . . . . . . . . 0 1
r1e



















iβ = an−ibn with r1 > 0, an > 0, bn > 0, r > 0, ai > 0 for i = 1, 2, . . . , n−1,
and bj > 0 for j = 1, 2, . . . , n− 1. Then Bn ∈ Q(An).
Note that the coefficient of λn−j in the characteristic polynomial for Bn consists
of the sum of signed weighted products of disjoint cycles whose total length is j.
Then we have the following characteristic polynomial of Bn in Table 1.
Let |λI − Bn| = λn + α1λn−1 + α2λn−2 + . . .+ αkλn−k + . . .+ αn−1λ + αn, and
αk = fk + igk, k = 1, 2, . . . , n.
Lemma 2.1. For any θ ∈ (π/4, π/2), there exist infinitely many choices for β ∈
(3π/2, 2π) such that the ray patterns An allow nilpotence.
P r o o f. Let Bn ∈ Q(An) have the form (2.1), and suppose that Bn is nilpotent.







































a1 = r cos θ,
a2 = r(b1 sin θ − a1 cos θ),
a3 = r sin θ(a1b1 + b2),
a4 = r sin θ(a1b2 + b3),
aj = r sin θ(a1bj−2 + bj−1), 5 6 j 6 n− 4,
an−3 = r sin θ(a1bn−5 + bn−4) + an−2,
a1an−2 = an−1 − r sin θ(a1bn−4 + bn−3),
a1an−1 = r sin θ(a1bn−3 + bn−2),
an = a1bn−2r sin θ,
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Term Coefficient
λn−1 a1 − r cos θ + i(b1 − r sin θ)
λn−2 −a2 − a1r cos θ + b1r sin θ + i[b2 + (a1 − r cos θ)b1 − a1r sin θ]
λn−3
−a3 + a1b1r sin θ + b2r sin θ
+i[b3 + (a1 − r cos θ)b2 − a2b1 − a1b1r cos θ]
λn−4
−a4 + a1b2r sin θ + b3r sin θ
+i[b4 + (a1 − r cos θ)b3 − a2b2 − a3b1 − a1b2r cos θ]
λn−j
(5 6 j 6 n− 3)
−aj + a1bj−2r sin θ + bj−1r sin θ
+i
[




akbj−k − a1bj−2r cos θ
]
λ3
−an−3 + a1bn−5r sin θ + bn−4r sin θ + an−2
+i
[




akbn−k−3 − a1bn−5r cos θ
]
λ2
a1an−2 + a1bn−4r sin θ + bn−3r sin θ − an−1
+i
[





akbn−k−2 + an−2b1 − a1bn−4r cos θ
]
λ
−a1an−1 + a1bn−3r sin θ + bn−2r sin θ
+i
[





+an−2b2 − an−1b1 + a1an−2b1 − a1bn−3r cos θ
]
λ0







akbn−k + a1(an−2b2 − an−1b1 + bn−1 − bn−2r cos θ)
]









































b1 = r sin θ,
b2 = r(b1 cos θ + a1 sin θ)− a1b1,
b3 = (r cos θ − a1)b2 + a2b1 + a1b1r cos θ,




akbj−k + a1bj−2r cos θ, 4 6 j 6 n− 3,




akbn−k−2 − an−2b1 + a1bn−4r cos θ,










akbn−k − a1(an−2b2 − an−1b1 + bn−1 − bn−2r cos θ).
1052
For convenience, let r = 1, cos θ = p, sin θ = q =
√
1− p2. Then for θ ∈ (π/4, π/2)
we have 0 < p <
√
2/2.





















































































an−3 = an−2 + q(bn−4 + pbn−5),
pan−2 = an−1 − q(bn−3 + pbn−4),
bn−2 = q





pan−1 = q(bn−2 + pbn−3),
bn−1 = q











akbn−k − p(pqan−2 − qan−1 + bn−1).




Next, we consider the remaining seven equations.
an−3 = an−2 + q(bn−4 + pbn−5),(2.5 a)
bn−2 = q





pan−2 = an−1 − q(bn−3 + pbn−4),(2.5 c)
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pan−1 = q(bn−2 + pbn−3),(2.5 d)
bn−1 = q





an = pqbn−2,(2.5 f)
bn = q












akbn−2−k, and bn−2 > 2q
2bn−4 > p
2bn−4.
Thus by (2.5 d), we can obtain that there is a positive solution an−1. By (2.5 f), we
can obtain that there is a positive solution an.
Secondly, we can eliminate by (2.5 c) and (2.5 d). Then
p2an−2 = q(bn−2 − p2bn−4).
So an−2 > 0, and it is obviously that an−3 > 0 by (2.5 a).
Next, substituting (2.5 e) and (2.5 a) into (2.5 g) and sorting out, we can obtain
that
bn = q









(bk−1 − p2bk−3)bn−k > 0.
Finally, we shall prove that there is a positive solution bn−1.









In summary, we obtain that there are some β ∈ (3π/2, 2π), such that Bn is nilpo-
tent, while r, r1 and a1, a2, . . . , an−1, an, b1, b2, . . . , bn−1, bn are positive. 
Let Bn be nilpotent evaluated at
P = (t1, t2, . . . , t2n) = (r, a1, b1, . . . , ak, bk, . . . , an−1, bn−1, r1).
We can prove the following result.
Lemma 2.2.
|J |P = det
∂(f1, g1, f2, g2, . . . , fk, gk, . . . , fn−2, gn−2, fn−1, gn−1, fn, gn)






















































































−p(bn−5 + pbn−6) bn−5 − pbn−6
an−3 − an−2 qbn−5
−p(bn−4 + pbn−5) bn−4 − pbn−5
an−1 − pan−2 qbn−4 + an−2
−p(bn−3 + pbn−4) bn−3 − pbn−4
pan−1 qbn−3 − an−1
−p(bn−2 + pbn−3) bn−2 − pbn−3 + qan−2
pqbn−2 qbn−2


































































1 0 0 0 0
0 0 0 0 0
p 0 −1 0 0
q 1 0 0 0
0 q −p 0 0
2b2 0 −q 1 0
0 pq 0 0 cosβ











































































pq 0 q −1
−q2 −q 0 0
. . .









0 0 . . . 0 . . . 0 q
. . .







0 0 0 0 . . . 0 0 . . . −1
−an−5 −bn−6 −an−6 −bn−7 . . . −bn−k−4 −an−k−4 . . . 0 1 0
...
0 0 0 0 . . . 0 0 . . . 0 q −1 0
−an−4 −bn−5 −an−5 −bn−6 . . . −bn−k−3 −an−k−3 . . . −q 0 0 1
0 0 0 0 . . . 0 0 . . . 0 pq 0 q
an−2−an−3 −bn−4 −an−4 −bn−5 . . . −bn−k−2 −an−k−2 . . . −b2 −q
2
−q 0
0 0 0 0 . . . 0 0 . . . 0 0 0 pq
pan−2−an−1 −bn−3 an−2−an−3 −bn−4 . . . −bn−k−1 −an−k−1 . . . −b3 −a3 −b2 −q
2
0 0 0 0 . . . 0 0 . . . 0 0 0 0
























































l3 = a2 − pl1 + ql2 = 2a2,
l4 = −2b2 + 0l1 + 0l2 + 0l3 = −2b2,
l5 = 2qb2 + q
2l1 + pql2 + 0l3 + q(−l4) = 3a3,
l6 = − 2pb2 + 0l1 − q2l2 − ql3 + 0(−l4) + 0l5 = −3b3,
...
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l2k−1 = ak + qbk−2l1 + pq(−l2k−4) + b(−l2k−2) = kak,









ak−j l2j = −kbk,
...
l2k−7 = an−3 − an−2 + qbn−5l1 + pq(−l2n−10) + b(−l2n−8) = (n− 3)(an−3 − an−2),









an−3−j l2j = −(n− 3)bn−3,
l2n−5 = an−1 − pan−2 + p(qbn−4 + an−2) + pq(−l2n−8) + q(−l2n−6)
= (n− 2)an−1 − (n− 3)pan−2,









an−2−j l2j = −(n− 2)bn−2,
l2n−2 = −p(bn−2 + pbn−3) + p(bn−2 − pbn−3 + qan−2) + q(pan−2 − an−1) + q2l2n−6








an−1−j l2j = −(n− 1)bn−1.
First, add l1 times the 2nd column and l2 times the 3rd column to the first column.
Secondly, add l2j−1 times the (2j)th column and −l2j times the (2j+1)th column to
the first column, for j = 2, . . . , n− 3. Next, add l2n−5 times the (2n− 2)th column,
(−l2n−4) times the (2n − 3)th column and −l2n−2 times the (2n − 1)th column to
the first column. Finally, expand the determinant along the first row from the top
downwards. Then we have that



















0 −1 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 q p 0 −1 0 0
0 −q 0 q 1 0 0 0
t 0 pq 0 q −p 0 0
0 −pq −q2 2pq 0 −q 1 0
s 0 0 0 pq 0 0 cosβ





















t = pan−1 + p(qbn−3 − an−1) + pq(−l2n−6) + q(−l2n−4)− pl2n−5 = (n− 3)p2an−2,
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s = pqbn−2 + p(qbn−2) + pq(−l2n−4) = npqbn−2,










2l2n−4 − pql2n−5 − pl2n−2 = −nbn.
So
|J |P = (−1)n−3(b3t cosβ − sp2 sinβ − lp2 cosβ)
= (−1)n−3[(n− 3)p2q3an−2 cosβ + 2np2bn cosβ] 6= 0.

By virtue of the extended nilpotent Jacobi method and Lemmas 2.1 and 2.2, the
following theorem is immediate.
Theorem 2.1. For any θ ∈ (π/4, π/2) there exist infinitely many choices for
β ∈ (3π/2, 2π) such that the ray patterns An and all of their superpatterns are
spectrally arbitrary.
Lemma 2.3 ([3]). An n×n irreducible spectrally arbitrary ray pattern must have
at least 3n− 1 nonzero entries.
Note that there are 3n−1 nonzeros in the ray patternAn. So we have the following.
Theorem 2.2. If An is spectrally arbitrary, then An is a minimal spectrally
arbitrary ray pattern.
Acknowledgment. The authors are very grateful to the referee for many valuable
suggestions.
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