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Abst ract - -A  Least-Squares method for solving an optimal shape design problem which appears 
in semiconductor device physics is described. Discretization by finite element methods is used for 
numerical solving. An example and experimental results are presented. 
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1. INTRODUCTION 
Free boundary problems appear in modeling a wide variety of physical phenomena [1-6]. They 
have been studied extensively by means of variational inequalities approximated by finite differ- 
ences or finite element methods [7-9]. The use of least-squares finite element methods for solving 
elliptic problems presents a series of advantages over the Galerkin methods: it gives better order 
approximations under appropriate regularity hypotheses [10], the algebraic system formed by 
approximation is symmetric and positive definite [10], and inhomogeneous boundary conditions 
can be treated as part of the least-squares functional [11]. Here we shall consider least-squares 
formulations for free boundary problems. The major attraction of this approach is that the free 
boundary is a part of the functional that is to be minimized. Numerical results presented in 
this paper show that this gives approximations which quadratically converge to the exact free 
boundary. To illustrate the basic approach, we shall use as a model a bilateral optimal shape 
design problem which appears in semiconductor device physics [12] and has been approached 
numerically in [13] by a Galerkin method. One of the primary reasons for this choice is that 
in applications the accurate approximation of the free boundary is the item of primary physical 
interest, and our numerical results indicate that a least-squares formulation is well suited to the 
type of context. 
2. THE MODEL PROBLEM 
Consider the bilateral free boundary problem: 
Find a ,~ E C1[0, 1] and u E C(~) N HI (~)  such that: 
-Au  = f, in ~, (1) 
u ---- gl, on F1, (2) 
u ----- g2, on F2, (3) 
Typeset by ~-~_~ 
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Figure 1. The domain fl for the model problem. 
Ou 
0-'-~ = 0, on F = Oft, (4) 
c~ < -/7(y) < c2 < c3 < a(y) < c4, ~1 u • {0,1], 
where ft C R 2, C1--C4 are constants, f is bounded on ~ = [C1, C4] x [0, 1] and is such that 
fa f = O, gl and g2 are given functions on F1 and F2, respectively, and 
= ft(~,/7) = {(~,y) • R~: 0 _< u < 1,-/7(u) < z < ~(y) all y • [0,1]}, 
r = r(~,/7) -- a 12, 
r~ = r~(z) = {(~,y) • R2:~ = -Z(y),0 _< y < 1} c r(~,Z), 
r2 = r2(~) = {(~,u) • R~:~ = ~(u),0 <_ u < 1} c r(~,/7). 
The problem has been studied in [13] by means of variational inequalities. 
Notice that  an equivalent formulation is (see [10]): 
Vu - A = 0, in ft, (5) 
div ), + f --- 0, in 12, (6) 
u --- gl, on F1, (7) 
u = g2, on F2, (8) 
A. i, = 0, on F. (9) 
LEAST-SQUARES FORMULAT ION AND APPROXIMATION . 
Like in [13], assume that (cl,/7) e Uad, where 
f 
/ (~'/7) : a,/7 • c 1[0,1], c1 < -/7(y) < c2 < c3 < a(y) < c4 all y • [0,1], ua~ 
I~(y) - ~(Y)l < cs]y - YL all y ,~ • [0,1], (10) 
I/7(y)- n(~)l _< csLy-~l all y,~ • [0,11,~(.,~)i /=0} 
is the set of admissible controls, with C1-C6 are constants, chosen such that [Tag ~ q). Let 
O -- {12(ci,/7) : a • U~d}. For 12 = ft(a,/7) • Uad, we define the following functional: 
¢(v,~,~,/7) = ~o / (v . -  ¢) 2 +~1 f (di. ¢ + g) 2 
fl fl 
+.,(i<.-,,>..+i<.-,,>,)+o,i<+..>, <,,  
r,, p 
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where w0, Wl, W2 and w3 are weights to be specified later. Let ~)(a, 8) = H l (~(a ,  8)), S(a, 8) -- 
H~(12(a, 8)). A Least-Squares formulation of the problem (5-9) is: 
Min (I)(v, ¢, a, 8) (12) 
where the minimum is taken over all v • ])(a, 8), ¢ • S(a, 8) and (a, 8) • Uad. 
In order to obtain a discretization, we introduce finite dimensional spaces l)h and St, where 
h, 6 > 0 are discretization parameters. Then an approximate problem associated with (12) is: 
Min (~h,6 (v h, ¢6, ah,6, 8h,6) (13) 
where the minimum is taken over all v h E )2h, ¢~ e S~ and (ah,~, 8h,6) E uh~ , ¢h,6 iS a dis- 
cretization of ¢, and UUa~ 6 is a discretization of Uad. 
To be more specific for the model problem (5-9), let 0 = Y0 < Yl < ""  < YN(h) ---- 1 be 
a partition of [0, 1], such that maxl<_j<_N(h ) lyj -- Yi-l[ ~ h (see [13]). Assume that h = ~f 
and S~ = Yh × )2h, and let Uhad be the set of admissible approximating controls, defined by: 
Ua~d = / (~h, f~h) : ~h, 8h • C°[0, 1], ah, 8h are piecewise polynomials of degree k, 
k 
C2<C3<_(~h(y)<_C4ally•[0,1], / /=0  C1 < ~ ~h ~ y~ <_ (14) 
4# 
la~ - ~-~[  < Cs[y~ - y~- i l ,  If~ - f~ j - i l  < C6[y~ - yj-ll,J = 1,..., N(h) I 
where C1-C6 are constants chosen such that Uaha ~ 0, and aj = ah(yj), ~3~ = ]~a(Yj), J = 
1,... ,  N(h) (see Figure 2). 
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Figure 2. The discretized domain ~h. 
aN(h) UlV(h) 
ZN÷I 
Let Oh = {~(~h, ~h) : (~h, ~h) E uaha). Let k be chosen such that Oh C (9 (see comments 
on the grid in [13]). Let gx,h and g2,h be approximants of gl and g2 over Fl(8h) and F2(ah), 
respectively (they can be interpolates or appropriate projections of gl and g2 onto Fl(~h) and 
F2(ah))- Now assume Vh C Hl(~2(~h,~h)) is a finite dimensional subspace. Denote ~h = 
 ( h,Zh),rh = = = r2( h). 
Let 
Ch(vh'¢h'ah'~h)=Wo(h) f (Vvh--¢h)2+wl(h)  i (div ch+f )2  
f~ f~h 
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where vh denotes the normal to rh. Now (13) becomes: 
Min ~h (v h, ch, ah, [3h) 
where the minimum is taken over all v h e Wh ,ch • 1)h X ))h and ( ah , ~h ) • Uhad •
This leads to solving the following system of equations for Uh,)kh,O¢ = 
and 19 = [f~l,-.-J3N(h)] T: 
, ,... 
all v h • Vh, 
(16) 
[O~1,... O(N(h)] T 
(17) 
-w°(h) i (VUh-Ah)~)h + Wl(h) i (div Ah + f)div ch + w3(h) i ()th" Vh)(~)h'l/h)'~-O' 
f/h fth Fh 
all che  Vh, (18) 
OCh 
- -  = O, all j = 1 , . . . ,  Y (h ) ,  (19) 
0a¢ 
0@h 
= O, all j = 1 , . . . ,  g (h ) .  (20) 0& 
NOTE. Assuming that the grid is uniform in the y-direction, with N(h) = M and meshspac- 
ing hu = l /M,  the discretization parameter h in the x-direction is actually an M-dimensional 
vector [h l , . . . ,  hM] T, with hj = hj (a j ,~j) , j  = 1,. . . ,  M; i.e., hj represents the discretization 
parameter at the jth level (see Figure 2). For example, if one chooses to associate with •h a 
mesh which is uniform in the x-direction and has the same number of nodes N+ 1 at each level j ,  
then h~ = (a s + 13j)/N,j = 1,. . . ,  M. A particular case will be presented in Section 4. 
4. EXAMPLE 
Assume that gl(x,y) -- el, all (z,y) e r l  (gl is constant), g2(x,y) = c2, all (x,y) E ['2 (92 is 
constant) and S(x, y) = S(x), all y e [0, 1]. Then dr, f~ and u are also expected to depend only 
on x, and the problem can be reduced to a one-dimensional one (also see the example in [13]): 
Find a,/~ e R and u on [-~, cr] such that: 
or; 
d2u f dx 2 = f, on (-/~, a), where S is such that S = O, (21) 
U(--~) = C1, (C1 given) (22) 
U(Ot) = C2, (C2 given) (23) 
(--B) = ~xx (a) = 0, (24) 
dA 
- = f '  on  (25)  
du 
d-x - A = O, on (-/~, cx), (26) 
U(--~) --: C1, (27) 
U(a) = C2, (28) 
A(-f~) = A(a) = 0. (29) 
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The Least-Squares functional is: 
ot ot 
¢(V, ¢ ,  O~,/31 = ?/J0 -- ~) -~- Wl -4- f 
-3 -3 
+ ,~, ( (v( - /3/ -  ~l/~ + (v (~/ -c£)  + ~ (¢(-/31 , + ¢(~1~-), (30) 
and we have to minimize ¢(v, ¢, a,/3) over all v E V, ¢ E S and (a,/3) E Uad, where V = S = 
H i (-/3, a) and 
{ i } Uad = (~,/3) eR2:C l<~- /3~C2<C3<~a,  f=O . 
-3  
(31) 
If we introduce finite dimensional subspaces 1;h C )2 and $6 C S, the approximate problem 
associated with (25-29) is: 
Min ¢ (v h, ¢8, a,/3) 
where the min imum is taken over all v h E Vh, ¢~ E S~ and (a,/3) E [fad. 
This leads to the following algebraic system: 
Find Uh ~ )2h, A6 e 36 and (a,/3) E (.fad such that: 
(32) 
wo k dx - Ae ~ + w2 ((Uh(--/3) -- Cl) vh(--/3) + (Uh(a) -- c21 vh(a)) = O, 
all v h E 12h, (331 
-wo] 
-3 
t~ 
0. 
+ w3 (Ie(-/3)¢6(-/3) + ),e(c~)¢e(~)) = o, a l l¢6e&,  (34) 
OCh 
0a = 0, (35) 
0 ~_.._~h ---- 0. (36) 
0/3 
To fix the ideas, assume that a uniform mesh -/3 = xl < x2 < ""  < XN+l = a is as- 
sociated with [-/3, a], of meshspacing h = h(a,/3) = (a + ~3)IN; also assume that • = ~;h = 
span [¢1,.. . ,  Cn+l], where each Cj is a linear function having the value 1 at the flh node and 0 in 
rest. Then, in (33-36), we look for Uh and Ah of the form: Uh = )-~g+l_ UjCj and Ah = z.,s=lX"N+l AjCj; 
also, the midpoint rule can be used for integration and the system (33-36) is: 
Find u = [u l , . . . ,  un+,] T 6 R N+I, A = [A,,. . . ,  )~N+I] r 6 R N+I and (a,/3) 6 Uad such that: 
W wO (ul  -- U2) "}- ~-Wo ('~1 "l- "~2) "Jr" W2(Ul -- Cl) = O, 
W0 'tOO (--'~j--1 + ~jq-11 = 0, j ~-- 2, N,  T (--UJ-1 Jr- 2Uj -- Uj.bl I + T " ' ' '  
--ffw° (--UN + UN+I) + -~-WO (--AN -- AN+l) + W2(UN+I -- C2) = 0, 
(371 
(38) 
(39) 
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(b) Initial guess for A (°) . 
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(a) Initial guess for u (0) . (b) Initial guess for A (°) . 
Figure 4. 
WO (_~h ~/ )1 ) (6  h Wl) )~2 
-~ {ul - u2) -~- ~-~T )~1 -~- -- h 
~1,(~1~) 2 + w3)~1 = 0, 
wo 2 (Uj--1 Uj+I)"~ ('~o~h 't~l)~,j_l-[-2 ( '~  -'l- -~- )~ j -} - (6  h 
o1 . ~))_-o, -. -(f(XJ--I~XJ) --f(XJ 2 
oo (3~ O l )~(~~)~1 
-~  (UN -- UN+I) + h 
OOh 
00~ ----0, 
O&h = O. 
o# 
) Aj+I 
j =2 , . . . ,N ,  
If the weights wo, wl, w2 and w3 depend on h, then: 
](~ )~ (~)2 ~/(~ )~ 
090 w~ du )~ +wo "~x - A -t--~ ~x + f a& = -K  
_# m=~ _# 
(40) 
(41) 
(42) 
(43) 
(44) 
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+wl (dA.~x+ f ) +-'ffw~ ((u(-/~)-cl)2 +(u(w)-c2)2 ) 
T*~Ot 
+ 2~.2 (~(~1 - c~) u'(a) + ~ (~(-~1 ~ + ~(~12) + 2~A(~)~'(~), 
" 1 ]( ) o°  ). (.. ). °: . 
..[- Wl ~X .q._ y .~t_~ 
- 2~ (u(-~) - ~) ~'(-~) + ~ ()~(-~)~ +A(~)~) - 2w~a(-~)a'(-~). 
We need to obtain u and A so that u'(a / = A(a / and u'(-/~) = A(-/~), and also: A'(~ / = - f (~) ,  
A'(-f~) = - f ( - fO ,  so impose: 
Now the equations (43,44) in the system are: 
--N \ -~-x  - Ah) .i S (d~h )2 Ij2 ((Ul --CI)2+(uN+I-C2)2) +--ff \ dx + y +-N" 
Ot 
"N \ dx - Ah + ~ k--~- x + f + --ff ((ul - Cl)2 + (UN+I -- C2) 2) 
W~ (,~12 -'~ ,~2_t.1) -~- 2W3)~lf(__Z / : O. -- 2W2(Ul -- Cl))~l -~- ~-  
(45) 
(46) 
To solve this nonlinear algebraic system, the Newton's method can be used. 
Possible choices for w0, Wl, w2 and w3 are: 
wo(h)=wl(h/=1, w2(h)=h -1, w3(h /=h (47 /
or 
wo(h)=wl(h )=w2(h)=l ,  w3(h)=h 2. (481 
Like in most applications, we shall use (47) in the calculations described below. 
5. EXPERIMENTAL  RESULTS 
The experimental results we present refer to the example in Section 4, with the given data: 
cl = -2, c~ = 2, f(x) = 6x, which correspond to the exact solution: u(x I = x(3 - x21, all 
x E [-1,1]. The weights used in the Least-Squares functional were: Wo = wl = 1, w2 = h -1, 
ws = h. The Newton's algorithm is used to solve the algebraic system, starting from an initial 
guess u (°), A (°), a (°), /~(0), where u~ °) = U(h°)(xj) and A~ °) = A(°)(xj) for j = 1 , . . . ,N  + 1, 
and u (°), ~(h °) h are the functions shown in Figure 3(a)-(b) or those shown in Figure 4(a)-(b). In 
Figure 3, u(h °) is linear on [--/3, a] with given values cl and c2, respectively, at endpoints, and 
accordingly, A(o) is constant on [-f~,a], A(h °) = (c2 -- cl)/(a + j3). The shapes of the functions 
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Table i. The  number of Newton iterations for e = 10 -3. 
Initial a -- ;3: Number of Newton iterations 
N=8 N- - -16  N- -32  
.6 14 13 11 
.7 14 12 12 
.8 13 12 11 
.9 12 11 10 
1.0 11 10 8 
1.1 10 7 4 
1.2 9 4 8 
1.3 5 9 9 
1.4 8 9 10 
1.5 9 10 10 
1.6 10 10 13 
Table 2. The computed a and ;3; the L2-error and the Hi -error  (a(0) _ ;3(0) = 
1.2, e=10-5) .  
N Computed cx and ;3 u - U(h k) L 2 "o, -- u l  k) H I 
8 1.007036 .6187(-2) .2789(-1) 
16 1.001736 .1524(-2) .6920(-2) 
32 1.000429 .3753(-3) .1731(-2) 
6 1.012626 .1107(-1) .5002(-1) 
12 1.003110 .2736(-2) .1231(-1) 
24 1.000768 .6732(-3) .3074(-2) 
Table 3. Error rate for a and ;3, obtained for e = 10 -7  in (49). 
N Errors for a and ;3 Rate 
4 .2920(-1) 
4.15 
8 .7029(-2) 
4.02 
16 .1741(-2) 
4.00 
32 .4343(-2) 
6 .1261(-1) 
4.06 
12 .3103(-2) 
4.01 
24 .7725(-3) 
in Figure 4 are suggested by condition (24); i.e., for some ~, 6 such that -/3 < -6  < C2 
and C3 < "7 < a, ul °) is continuous, constant with values cl and c2 on [-/3,-6] and [9', a], 
respectively, and linear in rest, and accordingly, A(h °) is zero on [--/3,--61 and [% a] and constant 
(A(h 0) : (C2 -- C1)/(9" J¢- 5)) in rest. 
Newton's iterations are applied until 
a(k) _ a(k-1) I + ~(k) _ ~(k-1) < e, (49) 
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Figure 5. Convergence of c~ and ~ (exact: ~ = ~ = 1); c~ (°) = 2.0, ~(0) = .2, 
e --_10-3, N = 8. 
and then direct solving (by least-squares) is performed on [_/%k), a(k)]. Table I shows the number 
of Newton iterations needed for the stopping criterion to be satisfied, with e = 10 -3. Table 2 
shows the L 2- and HI-errors for u, and the computed a and t3. Figure 5 shows the convergence 
of ~(k) and fl(k), from the initial choices ~(0) = 2.0, fl(0) = .2, for N = 8 (exact: c~ = fl = 1). 
The errors for c~ and/3 listed in Table 3 suggest hat Ic~(k) - c~ I and Ifl (k) - fl] are of O(N -2) 
as k ---* 0o. 
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