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Equilibrium molecular dynamics simulations, in combination with the Green-Kubo (GK) method,
have been extensively used to compute the thermal conductivity of liquids. However, the GK method
relies on an ambiguous definition of the microscopic heat flux, which depends on how one chooses to
distribute energies over atoms. This ambiguity makes it problematic to employ the GK method for
systems with non-pairwise interactions. In this work, we show that the hydrodynamic description of
thermally driven density fluctuations can be used to obtain the thermal conductivity of a bulk fluid
unambiguously, thereby bypassing the need to define the heat flux. We verify that, for a model fluid
with only pairwise interactions, our method yields estimates of thermal conductivity consistent with
the GK approach. We apply our approach to compute the thermal conductivity of a non-pairwise
additive water model at supercritical conditions, and then of a liquid hydrogen system described by
a machine-learning interatomic potential, at 33 GPa and 2000 K.
I. INTRODUCTION
The thermal conductivity λ of a fluid measures how
well it conducts heat. Understanding the heat transport
process is not only fundamentally important, but also
has technological implications in material manufactur-
ing, thermo-electric conversion [1], energy saving, heat
dissipation and many more.
In insulators, heat transport is dominated by nuclear
motion, as the electrons remain in the ground state and
follow the nuclei adiabatically. Ever since the early days
of Molecular Dynamics (MD), thermal conductivity com-
putations for fluids have been of significant interest [2–
5]. Some of these studies used non-equilibrium meth-
ods that impose a temperature gradient or a heat flux
in the simulation box [4, 6, 7]. The equilibrium methods
typically exploit Green-Kubo (GK) relations and rely on
integrating equilibrium time correlation functions [8, 9].
For computing the thermal conductivity,
λ =
1
V kBT 2
∫ ∞
0
dt 〈J(0)J(t)〉 , (1)
where (for pairwise additive interactions) the heat flux
J(t) =
∑N
i eivi +
∑
i<j(Fij · vi)rij is summed over all
N particles in the system, ei and vi are the atomic en-
ergy and velocity of atom i, Fij is the interaction force
between atom i and j and rij is their relative displace-
ment vector. The expression for J is not unique - in
particular for systems with non-pairwise additive inter-
actions. To be more precise, although the integral in
Eqn. (1) at the infinite time limit does not depend on
the specific choice of J [10], the statistical accuracy of
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the calculation does depend on it [11]. For MD sim-
ulations involving many-body interactions [12], such as
density functional theory or machine learning potentials
(MLPs) [13–15], the partitioning of atomic energy and
defining effective pairwise forces is ambiguous [12, 16].
This has consequences for simulations. For instance, a
recent study [16] points out that the virial-stress heat
flux expression used in LAMMPS [17] (a popular MD
code) cannot be extended to many-body potentials: ig-
noring this issue introduces systematic error in thermal
conductivity predictions. Furthermore, the GK formula
in Eqn. (1) calls for integrating to infinite time, but in
practice one has to truncate in t to ensure the numerical
integration is not dominated by statistical noise [18]. If
the GK integral has a slowly decaying contribution, such
truncation may introduce a systematic bias.
Here we explore an alternative method for computing
the thermal conductivity of liquids, which relies exclu-
sively on analyzing fluctuations in the particle density–
an unambiguously quantity. Our approach harks back to
the classical hydrodynamic theory that describes the den-
sity fluctuations responsible for Rayleigh-Brillouin scat-
tering [19]. We benchmark the method on a simple model
system over a wide range of temperature and density con-
ditions. Finally, we demonstrate applications on (i) wa-
ter described by a monoatomic model [20], and (ii) high
pressure hydrogen using a MLP [21].
II. THEORETICAL BACKGROUND
We briefly recap the relevant theory (for more details,
the reader is referred to Ref. [19] and the Supplementary
Materials). The particle-density field in a fluid is defined
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ρ(r, t) =
N∑
i=1
δ[r− ri(t)], (2)
where ri(t) is the position of atom i at time t. For a
system in a periodic cell with size {lx, ly, lz}, one can de-
compose the density field ρ(r, t) in discrete Fourier com-
ponents, i.e.
ρ˜(k, t) =
1
V
∫
V
drρ(r, t)e−ik·r =
1
V
N∑
i=1
e−ik·ri(t), (3)
where k = {2pinx/lx, 2piny/ly, 2pinz/lz} is on the recip-
rocal lattice of the simulation cell.
In the hydrodynamic regime (wavelengths much larger
than typical atomic dimensions), taking k along the z-
axis with k = |k|, one can write coupled hydrodynamic
equations for the Fourier components of the density field
ρ˜(k, t), momentum density field j˜(k, t) and of the local
temperature field T˜ (k, t). The full equations are given in
Ref. [19] and in the Supplementary Materials. Intuitively,
the three quantities are coupled because density fluctu-
ations may be driven by either temperature or pressure
variations.
The hydrodynamic equations can be solved approx-
imately to the second order in k [19]: transverse cur-
rents (j˜x(k, t) and j˜y(k, t)) have auto-correlation func-
tions with an exponential decay time determined by
the fluid shear viscosity. In the longitudinal direction,
the approximate solution to ρ˜(k, t) has two poles at
s0 = −iDT k2 and s± = ±csk− iΓk2. Here DT = λ/cP is
thermal diffusivity, cs is the adiabatic speed of sound, the
sound attenuation constant Γ = (γ−1)DT /2+b/2 where
b is the kinematic longitudinal viscosity, and γ = cP /cV is
the ratio between volume-specific isobaric cP and isother-
mal cV heat capacities. The auto-correlation function of
the ρ˜(k, t) is
C(k, t) =
∫ t
0
dt 〈ρ˜(k, 0)ρ˜(k, t)〉
= ρ2k
[
γ − 1
γ
exp(−DT k2t) + 1
γ
exp(−Γk2t) cos(cskt)
]
,
(4)
and its power spectrum is
S(k, ω) =
Sk
2pi
[
γ − 1
γ
2DT k
2
ω2 + (DT k2)2
+
1
γ
(
Γk2
(ω + csk)2 + (Γk2)2
+
Γk2
(ω − csk)2 + (Γk2)2
)]
.
(5)
The above expressions are valid for small enough
wavevector k such that the sound velocity is determined
by the adiabatic compressibility of the fluid (i.e. kDT 
cs). The power spectrum (Eqn. (5)) has three peaks:
the Rayleigh peak centered at the origin related to the
diffusion of heat, and two Brillouin peaks at ω = ±csk,
due to propagating sound modes [19, 22]. The ratio be-
tween the area under the Rayleigh peak and the Brillouin
peaks is γ − 1 (the Landau-Placzek ratio). The width of
the central peak is equal to DT k
2 and hence proportional
to λ. Systems with a larger γ − 1 have a more promi-
nent central peak, and are thus particularly suited for
the computation of λ with this method.
Eqn. (4) and (5) are our key equations for comput-
ing λ: We first Fourier expand the density field ρ(r, t)
using Eqn. (3), from the MD trajectories generated at
the constant volume and temperature (NVT) condition.
In practice, we fit the auto-correlation function or the
power spectrum of ρ˜(k, t) to Eqn. (4) or (5), to estimate
both λ = cPDT and the kinematic longitudinal viscos-
ity b. We refer to this approach as the WAVE method.
The other quantities in Eqn. (4) and (5) (γ and cs) can
be computed separately and relatively easily (see Supple-
mentary Materials), although one could choose to obtain
cs also from the fit.
III. BENCHMARK ON A PAIRWISE
POTENTIAL
To validate the WAVE method, we performed MD
simulations using a Generalized Lennard-Jones (GLJ) of
Ref. [23] with a cut-off distance rcut = 2.0 in reduced
space units, and exponents ν = µ = 1. This GLJ is very
similar to the LJ 12-6 potential, but avoids the ambigu-
ity in the truncation at a finite cut-off radius. We per-
formed NVT simulations for homogeneous fluid of 32,000
particles in a cubic simulation box, using the LAMMPS
code [17]. The global stochastic velocity rescaling ther-
mostat [24] was employed, as it scales the total kinetic
energy of the system and is thus suitable for computing
transport properties. The time step was 0.0025 reduced
time units, and the simulation length was 2,000,000 steps.
From the MD trajectories, we computed the time series of
ρ˜(k, t) and fitted its auto-correlation function to Eqn. (5)
to estimate λ and b. The power spectra of ρ˜(k, t) were
calculated using a Fast Fourier Transform (see Supple-
mentary Materials), although cepstral analysis [18] may
be statistically more efficient. Because the GLJ [23] is
a two-body potential, one can apply the GK method by
defining ei using the equal splitting of all two-body en-
ergies and taking the readily available pairwise Fij .
As an example, Fig. 1 displays the auto-correlation
functions (upper panel) and the power spectra (lower
panel) of ρ˜(k, t) obtained at T = 1.4, ρ = 0.8. The solid
curves indicate simulation results at different ks along
the z-axis of the simulation box. The auto-correlations
show oscillatory decay, and the power spectra exhibit the
characteristic Rayleigh and Brillouin peaks. With λ and
b as the two fitting parameter at each k, Eqn. (4) and
(5) fit the simulation results well.
3FIG. 1. The auto-correlation functions (upper panel) and the
power spectra (lower panel) of the real component of ρ˜(k, t)
from an equilibrium molecular dynamics simulation using the
GLJ potential [23] at T = 1.4, ρ = 0.8. The solid curves
show simulation results, and the dashed curves are the fits to
Eqn. (4) (upper panel) and Eqn. (5) (lower panel).
We computed thermal conductivities over a wide range
of conditions over a grid of temperature and density con-
ditions (0.2 ≤ ρ ≤ 0.8, 0.8 ≤ T ≤ 2.0 in reduced units).
In Fig. 2 we show the three representative sets of results
on low-density fluid (left panel), sub-critial liquid (mid-
dle panel), and supercritial liquid (right panel). The re-
maining results for 20 other conditions are shown in the
Supplementary Materials. The values of λ(k) at different
ks were obtained, with the largest k corresponding to a
wave length of a few atomic spacing. λ(k) is smooth in k,
and we applied a linear extrapolation to k = 0, to obtain
the macroscopic thermal conductivity coefficients λ. The
statistical error in λ estimated this way is small – on the
order of 10−2, but the systematic error in extrapolation
may be larger. We compared the predictions between the
λs from the GK and the WAVE method, and find good
agreement at all conditions considered.
The WAVE method also estimates the kinematic lon-
gitudinal viscosity b, related to the shear viscosity η and
the bulk viscosity ζ by b = ( 43η+ζ)/ρm [19, 22]. One can
compute η from the transverse particle currents (j˜x(k, t)
and j˜y(k, t)), using a method similar to WAVE [25]. In
the Supplementary Materials, we show good agreement
between such estimates of η and the GK values. However,
we find a discrepancy between the GK and the WAVE
methods for b, presumably coming from the bulk viscos-
ity ζ contribution. This discrepancy may either come
FIG. 2. Thermal conductivities λ from MD simulations of
the GLJ liquids. The solid red lines with error bands indicate
the Green-Kubo values. The blue (orange) dots show the
fitted value of λ(k) using the WAVE method from the real
(imaginary) components of the density waves. The dashed
green lines indicate linear fits using λ(k) = λ+ s× k.
from the GK side: the definition or the computation of
the stress tensor, or a possible slowly decaying tail of its
time correlation function, or the discrepancy may be due
to the difficulty in extrapolating ζ(k) to the zero mode
when using WAVE.
IV. APPLICATION TO MW WATER
As an illustration of an application to a system de-
scribed by a non-pairwise additive potential, we simu-
lated a monoatomic water model (mW) [20]. This model
uses a Stillinger–Weber potential that combines two-
and three-body interactions. It is thus not straightfor-
ward to define the microscopic heat flux for this poten-
tial [12]. We performed a NVT MD simulation at 800 K
and 36 MPa (355 atm), which is in the supercritical re-
gion for water. We used an elongated simulation box
with 6,912 atoms, where the longest side has a length
lz = 50.5 nm. The time step was 5 fs, and the simulation
length was 10,000,000 steps. We computed separately
the volumetric specific heats cV = 0.845(4) J/K/cm
3 and
cP = 1.43(1) J/K/cm
3, but left cs as a fitting parameter
4FIG. 3. Upper: the auto-correlation functions of the real com-
ponent of ρ˜(k, t) from an equilibrium MD simulation for mW
water [20] at 800 K and 355 atm. The solid curves show sim-
ulation results, and the dashed curves are the fits to Eqn. (4).
Lower: the blue and the orange dots show the fitted values of
λ from the real and the imaginary components, respectively.
The dashed green lines show a linear fit of λ(k).
in Eqn. (4). In Fig. 3 we show the auto-correlation func-
tions of the density waves (upper panel) for ks along the
longest axis of the box, and the individual fitted values
of λ(k) (lower panel). After a linear extrapolation to the
zero k, we obtained λ = 0.16 W/mK, Γ = 7× 10−7 m2/s
and cs = 995 m/s. This heat conductivity agrees fairly
well with experimental data on supercritical water [26].
Knowledge of the thermal conductivity of water is rel-
evant for modelling supercritical fluid-flow applications,
e.g. in power engineering [27].
V. APPLICATION TO HIGH PRESSURE
HYDROGEN
To showcase the application of the WAVE method
to systems with truly many-body interactions, we sim-
ulated high-pressure liquid hydrogen using a recently
developed MLP [21]. This MLP uses Behler-Parrinello
symmetry functions [13] to describe each atomic envi-
ronment, which are then used as the inputs for an arti-
ficial neural network with three hidden layers [28]. The
GK expression in Eqn. (1) based on Fij seems irrecon-
cilable with the use of many-body potentials that can-
not be expressed a sum of pairwise additive terms. The
simulation was performed at 2000 K and 33 GPa (0.43
FIG. 4. Upper: the auto-correlation functions of the real
component of ρ˜(k, t) from an equilibrium MD simulation for
dense liquid hydrogen [21] at 2000 K and 33 GPa. The solid
curves show simulation results, and the dashed curves are
the fits to Eqn. (4). Lower: the blue and the orange dots
show the fitted values of λ(k) from the real and the imaginary
components, respectively. The dashed green lines show a fit
of λ(k).
g/mL). We used an elongated box (lz = 63.5 nm) con-
sisting 16,000 atoms. The time step was 0.5 fs, and
the simulation lasted 500 ps. We computed separately
cV = 10.78(4) J/K/cm
3, cP = 10.96(5) J/K/cm
3, and
cs = 1.6(1)× 104 m/s. Fig. 3 shows the auto-correlation
functions of the density waves (upper panel) for ks along
the z-axis, and the individual fitted values of λ(k) (lower
panel). From a linear extrapolation in k, we obtain
λ = 5 W/mK, Γ = 1.5 × 10−6 m2/s. This thermal con-
ductivity is on the same order with the estimate from the
extrapolation of values measured for a pressurized hydro-
gen gas at below 100 MPa [29]. It is, however, worth
noting that nuclear quantum effects should be apprecia-
ble for hydrogen systems[30, 31]. Besides, the electronic
contribution to the hydrogen thermal conductivity un-
der these thermodynamic conditions has been estimated
to be on the order of 10−4 W/mK [32]. The estimates
of λ can have implications for understanding the struc-
tural evolution of giant planets including Jupiter and Sat-
urn [33, 34], as dense hydrogen is the dominant compo-
nent of the interior of these planets. Knowledge of λ is
also relevant for interpreting compression experiments in
diamond anvil cells [35].
5VI. CONCLUSIONS
In this paper, we propose an alternative method
(WAVE) for computing the thermal conductivity of liq-
uids. The method relies on analyzing particle density
fluctuations in space and time. We tested the method
on a model potential, and demonstrated it correctness
by comparing the estimates of λ with the correspond-
ing GK values. While the GK expression depends on
the definition of atomic energies and pairwise forces, the
WAVE method only requires a time series of atomic po-
sitions from MD simulations. This means WAVE is at-
tractive for analyzing fluids with complex interactions,
including the systems described by many-body force
fields, machine-learning potentials [13–15], or first prin-
ciple methods based on quantum mechanics. To show
the versatility of the method, we considered first a non-
pairwise additive water model, and then a model for fluid
hydrogen fluid at high pressures, described by a neural
network machine learning potential.
Data availability Sample input files, all the necessary
PYTHON data analysis scripts and detailed procedures
of computing cV , cP and cs are included in the Supple-
mentary Materials.
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