Abstract. We derive formulas for the minimal positive solution of a particular non-symmetric Riccati equation arising in transport theory. The formulas are based on the eigenvalues of an associated matrix. We use the formulas to explore some new properties of the minimal positive solution and to derive fast and highly accurate numerical methods. Some numerical tests demonstrate the properties of the new methods.
1. Introduction. We consider non-symmetric matrix Riccati equations of the special form and γ n > . . . > γ 1 > 0, δ n > . . . , δ 1 > 0, and p 1 , . . . , p n > 0. Such Riccati equations arise in Markov models [29] and in nuclear physics [8, 18, 22] . In the latter application, to study the transport of particles, one introduces integral equations of the form 1 x + α + 1 y − α T (x, y) = β 1 + 1 2 To solve this integral equation numerically, one approximates the integrals via classical quadrature formulas [30] . For this the function T (x, y) is approximated via a matrix X = [x ij ], where x ij is an approximation of T (µ i , ν j ) with µ i , ν j being the ith and jth nodes of the quadrature formula on [−α, 1] and [α, 1], respectively, e.g. [18] .
In this discretization the matrix X has to satisfy the matrix Riccati equation (1.1) with coefficient matrices In [20] it is shown that the Riccati equation (1.1) has two entry-wise positive solutions X = [x ij ], Y = [y ij ] ∈ R n,n , which satisfy X ≤ Y , where we use the notation that X ≤ Y if x ij ≤ y ij for all i, j = 1, . . . , n.
In the applications from transport theory only X, the smaller one of the two positive solutions is of interest. Therefore, in this paper we only consider the computation of the minimal positive solution X. The computation of this minimal solution has been investigated in several publications. Various direct and iterative methods [1, 2, 12, 13, 14, 15, 16, 17, 19, 18, 26] have been proposed by either directly solving the Riccati equation or by computing specific invariant subspaces of the 2n × 2n matrix
that is formed from the coefficient matrices. In [20] even an explicit solution formula has been derived that is based on the eigenvalues H. Motivated by this result, we derive different explicit formulas, one of which is mathematically equivalent to the one in [20] , but of a much simpler form. We will use these formulas to derive both entry-wise and norm-wise bounds for the solution matrix and show that the entries of the solution have a graded entry property. We will also use the formulas to develop fast and highly accurate numerical algorithms for the minimal positive solution of (1.1).
The paper is organized as follows. In Section 2, we will reformulate the associated eigenvalue problem via an appropriate balancing strategy. We use the associated secular function to derive some properties of the eigenvalues of H. In Section 3 we then derive four formulas for the minimal positive solution based on the eigenvalues. Entry-wise and norm-wise bounds for the minimal positive solution are provided in Section 4. Numerical algorithms and an error analysis are presented in Section 5 and some numerical examples are shown in Section 6. A conclusion is given in Section 7.
Throughout the paper, λ(A) denotes the spectrum of a square matrix A, I n (or simply I) is the n × n identity matrix. The norm used in this paper is the spectral norm.
Spectral properties of the matrix H.
In this section we analyze the spectral properties of the matrix H in (1.5) defined by the coefficient matrices of (1.1).
In order for all the eigenvalues of H to be real, we assume that the condition
holds. The transport problem with the coefficients defined in (1.3) and (1.4) is a special case where this assumption is satisfied. The first step in our analysis is a balancing of the coefficient matrices. Since the entries of the vector p are positive, we may define
Using Φ to scale the Riccati equation (1.1) viã
we obtain the equivalent Riccati equatioñ 2) and obviously, X is a solution to (1.1) if and only ifX = ΦXΦ is a solution to (2.2). For the associated matrix formed from the coefficients we then havẽ
and we see thatH is similar to H and it is a rank one modification of a diagonal matrix, which is analogous to the real symmetric rank-one updating problem discussed in [9] . It follows that the eigenvalues ofH can be obtained cheaply and accurately via the solution of secular equations by using a method similar to the one discussed in [10, Sec. 8.5] . It is furthermore well-known, see e.g. [23] , thatX is a solution to (2.2) if and only ifX satisfies the invariant subspace equatioñ
In [20] it was shown (for the original solution X) thatX is the minimal positive solution if and only if all the eigenvalues ofÃ −BX are nonnegative. In order to analyze the properties of the matrixH and thus also of the similar matrix H, we first derive some properties of the eigenvalues ofH.
Consider the rational function
Then, since 5) it follows that the eigenvalues ofH are just the roots of the secular equation χ(λ) = 0 and thus the computation of the spectrum ofH can be carried out very efficiently by solving the secular equation. Furthermore, we have the following interlacing properties. Lemma 2.1. Consider the matrixH defined via the coefficients of the Riccati equation (2.2) and suppose that (2.1) holds. ThenH has 2n real eigenvalues, −ν n < . . . < −ν 1 ≤ 0, 0 ≤ λ 1 < . . . < λ n that satisfy the inequalities 0 ≤ ν 1 < δ 1 < ν 2 < δ 2 < . . . < ν n−1 < δ n−1 < ν n < δ n , and 0 ≤ λ 1 < γ 1 < λ 2 < γ 2 < . . . < λ n−1 < γ n−1 < λ n < γ n .
Moreover, the following cases can be considered. The second part of case 3. has already been shown in [12] in a more general setting.
Remark 2.2. Suppose the quadrature formula that is used to discretize the integral equation (1.2) is of order greater than or equal to 3, i.e., n j=1 c j w
With (1.3) it is easily verified that
Since χ (0) ≥ 0, we have that Case 1. in Lemma 2.1 happens when β = 1 and α > 0 and Case 3. happens when β = 1 and α = 0. Case 2. will never happen.
3. Formulas for the minimal positive solution. In this section we will derive explicit formulas for the minimal positive solution of (1.1) in terms of the eigenvalues −ν 1 , . . . , −ν n , λ 1 , . . . , λ n of H (orH). For this we need the following lemma.
Lemma 3.1. Suppose in the following thatX ∈ R n,n . The following statements are equivalent.
(a)X is the minimal positive solution of (2.2). (b)X satisfiesH
T is the minimal positive solution to the dual Riccati equatioñ
2)
The equivalence of (a) and (b) is given in [20] . The equivalence between (a) and (c) is obvious by taking the transpose on both sides of (2.2) or (3.1).
The equivalence between (c) and (d) is shown in [12] . With formulas forR 1 ,R 2 as in Lemma 3.1 and the formulas forÃ,D andB, it follows that the minimal positive solutionX of (2.2) satisfies the following relations.
3)
The last equation is a reformulation of (2.2). It thus follows that if the vectorsξ and η can be determined, thenX can be easily formulated based on the simple Sylvester equation (3.5 ).
The following result shows thatξ andη can be determined based on the relations (3.3) and (3.4).
Proposition 3.2 ([27]).
Suppose that matrices A, B are given such that A = diag(a 1 , . . . , a n ) with distinct diagonal entries a 1 , . . . , a n ∈ R, and B ∈ R n,n with
Let q 1 , q 2 , . . . , q n ∈ R \ {0} and define
as well as
Using (3.6), (3.3), (3.4), and (3.5), we obtain the following explicit formulas for X.
Theorem 3.3. Consider the Riccati equation (1.1). Introduce for k = 1, . . . , n the scalar quantities
, the associated vectors and matrices
and the Cauchy matrix
with the p i defined in (1.1). Then we have the following solution formulas for (1.1).
Proof. To prove the formulas, we apply Proposition 3.2 to (3.3) and obtaiñ
where ξ is defined in (3.7). Similarly, from (3.4) we obtaiñ
where η is defined in (3.7). By solving the Sylvester equation (3.4) we obtaiñ
with E, Ξ as in (3.7). Then, (3.8) follows by using X = Φ −1X Φ −1 and P = Φ 2 . In order to get the other formulas we only need to show that Ξ = P K and E = P E.
Since −ν 1 , . . . , −ν n , λ 1 , . . . , λ n are the eigenvalues ofH, it follows from (2.5) that
which implies that
We then have Ξ = P K. Similarly, by inserting λ = −δ k in (3.12) we get
and thus E = P E. Then the other formulas follow. Note that formula (3.9) only needs the eigenvalues −ν 1 , . . . , −ν n , while formula (3.10) only needs the eigenvalues λ 1 , . . . , λ n . Numerically, these two formulas provide very cheap procedures to compute the minimal solution X of (1.1).
Remark 3.4. In [20] already an explicit formula for the minimal solution of (1.1) was given that is equivalent to (3.10). However, there a different expression for k was introduced as
This expression is less compact and its evaluation has a higher complexity than the expression in Theorem 3.3.
In this section we have derived new explicit formulas for the minimal solution X of (1.1) and we will use them in the next section to derive some further properties of X.
4. Properties and bounds for the minimal positive solution. The simple expressions of the quantities ξ k , κ k , η k , k in the explicit formulas (3.8)-(3.11) and the eigenvalue interlacing property for the eigenvalues ofH allow to derive further properties of the minimal positive solution of (1.1). For this we first prove the following Lemma.
Lemma 4.1. The coefficients γ k , δ k in (1.1), the eigenvalues −ν k , λ k ofH in (2.3) and the quantities ξ k , η k , κ k , k , k = 1, . . . , n in (3.7) satisfy the following inequalities.
Proof. To prove the first part, we use the interlacing property in Lemma 2.1, and obtain
Finally, for k = n, we obtain
This proves the inequalities for the η k and clearly we have a k > 0 for k = 1, . . . , n.
The inequalities for the ξ k can be derived in the same way by using the interlacing property for the eigenvalues λ 1 , . . . , λ n . This interlacing property also gives
Similarly, one can prove the inequalities for κ k .
To prove part 2. we consider the function
Since γ j − λ j ≥ 0 for j = 1, . . . , n, it follows that ψ(t) is decreasing as t increases.
Since ψ(δ k ) = k for k = 1, . . . , n, and δ 1 < . . . < δ n , we thus have
Obviously ψ(t) > 1 for any t > 0 and hence n = ψ(δ n ) > 1. The monotonicity κ 1 > . . . > κ n > 1 follows in the same way.
With the help of Lemma 4.1 we can now prove the following entry-wise monotonicity property of the minimal positive solution X of (1.1).
Theorem 4.2. Let X = [x ij ] ∈ R n,n be the minimal positive solution of (1.1). Then for any i ≥ k and j ≥ l with (i, j) = (k, l), the entries of X satisfy
Proof. Since 0 < γ 1 < . . . < γ n , 0 < δ 1 < . . . < δ n , and by Lemma 4.1, 1 < n < . . . < 1 , 1 < κ n < . . . < κ 1 , with (3.11), for 1 ≤ i, j ≤ n, if i < n, it follows that
The quantities in Lemma 4.1 also provide upper and lower bounds for the entries of the minimal positive solution X of (1.1).
n,n be the minimal positive solution of (1.1). Then
where
Proof. The bounds follow from the formulas (3.8) -(3.11) and the inequalities given in the first part of Lemma 4.1.
Corollary 4.4. Let X = [x ij ] ∈ R n,n be the minimal positive solution of (1.1) and let w ij , W ij be as in Theorem 4.3. Then
Proof. The inequalities follow from Theorems 4.2 and 4.3. By taking advantage of the scaled equation (2.2), we also obtain a bound for the spectral norm of the minimal positive solution X of (1.1).
Theorem 4.5. LetX ∈ R n,n be the minimal positive solution of (2.2). Then
and ||X|| = 1 if and only if χ(0) = 0 and χ (0) = 0. Moreover, the minimal positive solution X of (1.1) satisfies
Proof. LetX + ≥X be another positive solution of (2.2) [20] . Since bothX and X + are positive, it is easily verified that
where ρ(Z) is the spectral radius of Z. Lemma 3.1 shows thatX T is the minimal positive solution of the dual equation (3.1). By Lemma 12 of [7] , ρ(X TX + ) = 1. Hence ||X|| ≤ 1, and ||X|| = 1 if and only ifX + =X. The last equality holds if and only if 0 is a double eigenvalue ofH, which is equivalent to the conditions χ(0) = 0 and χ (0) = 0, by Lemma 2.1.
The upper bound for ||X|| follows from the relation X = Φ −1X Φ −1 . Various lower bounds for ||X|| can also be derived by using the inequalities for the entries of X, but we will not pursue this topic here.
In the end of this section we also provide a formula for the inverse of X. Theorem 4.6. The minimal positive solution X = [x ij ] of (1.1) is invertible and with P, Θ as in Theorem 3.3, its inverse is given by
with
Proof. Since γ n > . . . > γ 1 > 0 and δ n > . . . > δ 1 > 0, it follows (see e.g. [6] ) that the Cauchy matrix Θ is invertible and
Since all the diagonal matrices in (3.8) are invertible, it follows that X is also invertible and the formula for X −1 follows from (3.8) using Θ −1 .
Numerical algorithms.
The formulas given in Section 3 can be used to develop the following numerical algorithms for computing the minimal positive solution of (1.1).
Algorithm 5.1. For the Riccati equation (1.1) this algorithm computes the minimal positive solution.
1. Compute the eigenvalues −ν 1 , . . . , −ν n , λ 1 , . . . , λ n ofH in (2.3) by applying a root finding solver to the secular equation χ(λ) = 0 given by (2.4). 2. Use either of the formulas (3.8) or (3.11) to compute the minimal positive solution X of (1.1). We can also use the formula (3.9) or (3.10). Algorithm 5.2. For the Riccati equation (1.1) this algorithm computes the minimal positive solution.
1. Compute the eigenvalues −ν 1 , . . . , −ν n ofH in (2.3) by applying a root finding solver to the secular equation χ(λ) = 0 given by (2.4). 2. Use Formula (3.9) to compute the minimal positive solution X of (1.1). Algorithm 5.3. For the Riccati equation (1.1) this algorithm computes the minimal positive solution.
1. Compute the eigenvalues λ 1 , . . . , λ n ofH in (2.3) by applying a secular equation solver to χ(λ) = 0. 2. Use Formula (3.10) to compute the minimal positive solution X of (1.1).
Note that Algorithms 5.2 and 5.3 only need to compute half of the eigenvalues. The success of these three algorithms depends on how fast and accurately the eigenvalues can be computed and how sensitive the evaluation of the formulas (3.8)-(3.11) is. This requires an efficient and reliable secular equation solver. The osculatory interpolation methods of [3, 25] that were developed in the context of the divide-andconquer eigenvalue methods ([10, Sec. 8.5], [4, 5, 9] ) may not be applicable directly, since the secular function χ(λ) has quite different properties than the secular equation derived in the symmetric divide-and-conquer method. For this reason we propose the following hybrid method for the computation of roots of the secular function. We only consider the case for computing the eigenvalues λ k , the method for computing the eigenvalues −ν k is analogous. Our approach treats λ 1 differently than the other eigenvalues λ 2 , . . . , λ n , because of the different properties that λ 1 has.
5.1. Computation of λ k with k > 1. 1. Initial guess. To compute an initial guess, we basically follow the procedure suggested in [25] . We first evaluate χ(m k ), where m k is the mid-point of the interval (γ k−1 , γ k ). Because χ(λ) has only one root in (γ k−1 , γ k ), and since lim λ→γ
χ(λ) = ∞, and lim λ→γ − k χ(λ) = −∞, based on the sign of χ(m k ), we can easily determine in which half of the interval λ k is located. Simple geometry shows that if χ(m k ) > 0 then λ k is closer to γ k , and if χ(m k ) < 0 then λ k is closer to γ k−1 . We then consider the equation If we observe such a behavior and the function values for χ are also small in absolute value, then we run a step of the bisection method. This procedure has turned out to be very successful during our numerical tests.
3. Stopping criterion. In order to compute the root λ k accurately, we actually use the shift s = λ − γ k−1 or s = λ − γ k initially, depending on whether λ k is closer to γ k−1 or γ k . The iteration step is then applied to the new variable s to generate a sequence of approximate values s 0 , s 1 , . . . , s j , . . .. The iteration can be written as
where ∆s j is the jth correction. We use the stopping criterion
where ε M is the machine epsilon and c is a modest constant (which is set to 48 in our tests). The procedure for the computation of ν k (k = 2, . . . , n) is analogous.. we still need to check the sign of χ (0). If χ (0) > 0 we may use it to find a small positive number such that its corresponding χ is positive. We then replace m 1 with this number. If χ (0) ≤ 0, we simply set λ 1 = 0, and no iteration is required. Note that for transport theory problem χ(0) and χ (0) can be easily determined by the formulas given in Remark 2.2. 2. Iteration step. We first use the same iteration steps as described for the eigenvalues λ k , k ≥ 2 to an approximation of λ 1 . This usually works well for λ 1 > c 1 √ ε M with some positive constant c 1 . If, however, λ 1 is too small, then it is difficult to get accurate function values for χ and χ , which then may cause convergence problems. In order to overcome this difficulty, once we observe that the jth approximate z 
and use these values in the next step of the Newton iteration. If χ (z j 1 ) is also very small in modulus, then we approximate χ (z j 1 ) by
We then use the approximations for χ(z j
.
For a general secular equation, the computation of χ(0), χ (0), χ (0), and χ (0) requires extra cost and it is not clear if the values can be really evaluated accurately. In the secular equation from the transport problem, however, this computation is essentially cost-free since we may use the formulas in Remark 2.2, and because of the simple formulations the values can be computed accurately. 3. Stopping criterion. We use again the stopping criterion (5.1) (with γ 0 := 0). The procedure for the computation of ν 1 is analogous.
Costs.
The main cost in Algorithms 5.1-5.3 is the evaluation of χ and χ during each iteration step. In order to evaluate χ(λ) and χ (λ), we first compute λ − γ j , λ + δ j for j = 1, . . . , n. We then compute p j /(λ − γ j ) and p j /(λ + δ j ). After this χ(λ) can be evaluated. We continue to compute [p j /(λ − γ j )]/(λ − γ j ) and [p j /(λ+δ j )]/(λ+δ j )], which costs one extra flop for each term and then evaluate χ (λ). So if the Newton iteration is used in the iteration step, then the cost per iteration step and per eigenvalue is about 10n flops. If the average number of iterations is M , then the cost for Algorithm 5.1 is about (20M + 9)n 2 flops, and the cost for Algorithms 5.2 and 5.3 is about (10M + 9)n 2 flops. Note that it requires 3n 2 flops to compute each set of the values ξ k , η k , κ k , k , and it requires another 3n 2 flops to compute the components of X. Note also that in these complexity estimates we did not count the cost for the computation of the initial values.
Error analysis.
To analyze the computational errors in the described procedures, we first estimate the errors in the computed eigenvalues. We assume that the iteration for each eigenvalue stops when (5.1) holds, and the computed sequence satisfies the conditions in the following lemma observed by Kahan (see e.g. [25] ).
Lemma 5.4. Let {x j } ∞ j=1 be a sequence of real numbers, produced by some rapidly convergent iteration scheme, such that lim j→∞ x j = x * . If the sequence of ratios |xj+1−xj | |xj −xj−1| is decreasing for j ≥ k, and if
Let λ j , −ν j be the exact eigenvalues of H and letλ j , −ν j be the corresponding computed eigenvalues. With the discussed properties of the eigenvalues, the presented procedures and Lemma 5.4, it is reasonable to assume that the computed eigenvalues satisfy
for j = 1, . . . , n, where γ 0 = δ 0 = 0 and C λj , C νj are some modest constants. We then have the following Lemma.
Lemma 5.5. Suppose that the computed eigenvaluesλ j , −ν j of H as in (1.5) satisfy (5.2) and (5.3). Letξ k ,η k ,ˆ k ,κ k be the computed quantities determined via the formulas given in Theorem 3.3. Then
Proof. For the proof we just consider the first order error. Note thatξ k is actually computed by the formula
i.e., λ j is replaced withλ j . We have
for j = 1, . . . , n, where by (5.2) and the interlacing property of the eigenvalues,
With this relation, it is not difficult to obtain that
where C ξ k is a constant. The corresponding relations for the other terms follow in the same way. Using this Lemma we obtain the following relative errors for the components of the minimal positive solution computed by the formulas given in Section 3.
Theorem 5.6. Consider the problem of computing the minimal positive solution X = [x ij ] of (1.1) using formulas (3.8)-(3.11) and suppose that the computed eigenvalues satisfy the relations (5.2) and (5.3).. Then for the computed solutionX = [x ij ], the relative error estimate
holds, where D ij 's are positive constants. Proof. The relative error estimates follow from Lemma 5.5.
6. Numerical Examples. In this section we present some numerical test results for the problems from transport theory, see [20, 21] . The weights c 1 , . . . , c n and nodes ω 1 , . . . , ω n are generated from the composite four-node Gauß-Legendre quadrature formula on [0, 1] with n/4 equally spaced subintervals, see e.g. [30] . All the numerical examples were tested in MATLAB version 7.1.0 with machine precision ε M ≈ 2.22e − 16. We solved the problem for various numbers of the parameters α and β and the size n. We used all four formulas to compute the minimal positive solution, with a secular equation solver as described in Section 5.
The computed minimal positive solution via formulas (3.8)-(3.11) are denoted by 
-Maximum and minimum entry-wise relative errors:
kl } -Largest entry x 11 (determined by one of the four solutions) -Smallest entry x nn (determined by one of the four solutions) -Norm ||X|| (X is one of the four solutions). Note that we have proved that ||X|| ≤ 1 which translates to ||X|| ≤ 1/ min p j . -Number of iterations for ν 1 : N − -Number of iterations for λ 1 : N + -Average of number of iterations for all 2n eigenvalues: N We also give the eigenvalues −ν 1 , λ 1 in the caption.
We can summarize the numerical results as follows.
1. The values of R in the tables are usually the residual of X (1) . The other residuals are basically the same but some can be one order smaller.. 2. Since we do not know the exact solution, we use RE max and RE min to detect if high relative accuracy can be actually achieved. The values of RE max and RE min do support the high relative accuracy result. (Note that x nn is small in all examples.) 3. The number of iterations for ν 1 and λ 1 increases as α → 0 and β → 1. This shows the numerical difficulty when the eigenvalues −ν 1 and λ 1 are getting close to each other. However, our computed values of ν 1 , λ 1 are much more accurate than those obtained by running the MATLAB code eig onH. 4. Our MATLAB implementation of the root finder based on the secular equation is still not very robust. In general, about .5% of the eigenvalues need 100 iterations, the maximum iteration number used in our experimental code. Some further improvement could improve these convergence properties. Table 6 .6 α = 10 −15 , β = 1, (−ν 1 , λ 1 ) = (0, 3.00e − 15) 7. Conclusion. We have presented four formulas for the minimal positive solution of the non-symmetric Riccati equation (1.1) that depend on the eigenvalues of the associated matrix. With the help of the formulas we have given some properties and entry-wise bounds for the minimal positive solution. We have used the formulas to develop fast numerical algorithms for computing the minimal positive solution. If the eigenvalues can be computed accurately, then the computed minimal positive solution has high relative accuracy.
