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En aquest projecte s’ha estudiat el comportament del software Joint Multiview 
Video Coding (JMVC) de codificació de fluxos de vídeo en 3D. 
 
Aquest software, desenvolupat per la comunitat d’experts del Joint Video Team 
(JVT), permet codificar arxius de vídeo en cru i comprimir-ho en arxius H.264. A 
més, permet aprofitar les similituds entre les diferents vistes d’un vídeo en 3D i 
aconseguir taxes més altes encara de compressió. 
 
Una de les carències del JMVC és que codifica les vistes de forma seqüencial, 
és a dir, primer codifica una vista, i després la resta. Aquesta característica fa 
que sigui impossible utilitzar aquesta eina tant potent per a codificar i 
transmetre vídeo en directe. A més, al ser un codificador no orientat a temps 
real, conté moltes funcions extres que fan més eficient la codificació a costa de 
temps de computació. Això no és cap problema per tal i com està pensat el 
JMVC, però per a una codificació en temps real, hi ha funcions que no són 
vitals que es poden desactivar per aconseguir un procés més ràpid i amb 
menys càrrega per al processador 
 
La feina feta en aquest projecte es basa en una modificació del codi de JMVC 
per a permetre codificar un vídeo amb dues vistes a temps real, transmetre-ho 
per una xarxa IP i descodificar-ho també en temps real. 
 
Els resultats de les proves fetes amb el codi modificat han mostrat una millora 
significativa del temps de codificació i descodificació, mantenint sempre la 
mateixa qualitat en els fitxers de sortida.Per a resolucions baixes (400x250 
píxels) s’ha aconseguit taxes de codificació i transmissió gairebé a temps real 
de tantes vistes com nuclis de CPU tingui la màquina codificadora, mentre que 
per a resolucions més altes, la millora és sensible però sense arribar a poder 
fer transmissions a temps real. 
 
Dues contribucions adicionals del TFC han estat el desenvolupament d’un 
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This project has focused on the study of the behavior of the Joint Multiview 
Video Coding (JMVC) software, able to encode 3D video streams. 
 
This software, developed by the experts’ community Joint Video Team (JVT) 
encodes raw video files and compress them into H.264 files. It is able to take 
advantage of the similarities between different views of a 3D video in order to 
achieve high compression rates. 
 
One of the weaknesses of JMVC is the sequential encoding of the views: the 
base view is encoded completely, then the second view, and so on. This 
feature makes it impossible to use this powerful tool to encode and transfer live 
3D video. Also, not being a real-time oriented code, it contains many extra 
features that makes the coding more efficient but increases the computation 
time. This is not a real problem in the way JMVC is used, but if we are looking 
for real-time encoding, there are secondary functions that can be disabled in 
order to ensure a quicker coding. 
 
The work done in this theses is a modification of the JMVC code to allow it to 
encode a video with two views in real time, transfer it through an IP network 
and decode it also in real time. 
 
The results of the tests performed with the modified code have shown a 
significant improvement of the time spent in the encoding and decoding 
processes, while keeping the same quality for the output files. For low 
resolution codifications (400x250 pixels) the coding transmission rates have 
been close to real time when the amount of views is similar to that of CPU 
cores in the encoding machine. For higher resolutions, the speed improvement 
is still important but not enough to encode and transmit 3D video in real time. 
 
Two additional contributions of the thesis are the development of the MVC/RTP 
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En els darrers tres anys s’ha començat a popularitzar les pel·lícules i 
transmissions en 3D, tot i ser una tecnologia que ja es podia veure en els 
cinemes IMAX, o en alguns parcs d’atraccions de forma molt puntual. Tant la 
poca qualitat, així com les dificultats per a implementar-ho en sistemes 
domèstics feia que la seva presència en l’àmbit multimèdia fos merament 
testimonial. 
 
Amb la irrupció de la televisió digital terrestre (TDT) així com amb els nous 
dispositius Blu-ray augmentava significativament la qualitat dels continguts 
multimèdia que es podien veure a les televisions de casa. Amb aquest bagatge 
tècnic, les produccions de cinema de Hollywood van començar a oferir les 
seves pel·lícules al cinema en versió 3D, i al rebre bona acceptació, tant els 
fabricants de dispositius com les cadenes de TV van començar a oferir la opció 
del 3D. 
 
A dia d’avui, tot i no ser la opció preferent de la majoria de la població, els 
continguts en 3D ja s’ha fet un lloc en els videojocs i les produccions de 
cinema, fins i tot alguns events esportius i documentals ja són transmesos 
també amb aquest format. 
 
Un dels escenaris on encara no ha entrat massa la visualització en tres 
dimensions és en l’àmbit informàtic, ja que les opcions per disposar d’una 
targeta gràfica que permeti aquesta opció és massa cara. A més, tot i que cada 
cop les velocitats de transmissió en xarxes IP són més altes, encara es fa difícil 
la transmissió en 3D de forma massiva. Tot i així, si es manté l’increment de 
prestacions de les màquines, així com els amples de banda que ofereixen les 
companyies d’Internet, pot fer que en un futur sigui normal rebre informació en 
streaming de fluxos en 3D. 
 
L’estàndard de codificació més estès actualment per a transmissions de 
continguts multimèdia digitals és el MPEG-4 part 10 o H.264. Aquest estàndard 
permet altes taxes de compressió mantenint una alta qualitat d’imatge. Per al 
cas concret de vídeo en 3D hi ha l’extensió Multiview Video Coding (MVC) que 
permet codificar les diferents vistes que componen les transmissions en 3D. 
 
Per aquest motiu ja es comença a treballar en eines de codificació amb 
estàndard H.264 MVC com el codificador JMVC per a facilitar les transmissions 
en 3D per xarxes IP, i fins i tot en un futur en els dispositius mòbils i en les 
tablets que cada cop tenen més mercat i demanda de continguts. 
 
 
Aquest TFC té com a objectius l’estudi del software JMVC del Joint Video Team 
i fer els canvis necessaris per a poder codificar i emetre en directe vídeo en 3D. 
Aquests canvis permetran crear un sistema que capti diversos fluxos de vídeo 
en cru, els codifiqui amb format H264 i els enviï per xarxa a un altre terminal 
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que tal i com arribin les imatges, les descodificarà per a deixar-ho preparat per 
a visualitzar-ho. 
 
La versió actual de JMVC està pensada per a suportar molts tipus diferents de 
codificació per a cada vista, així com configuracions de relació entre vistes. Per 
contra, totes les codificacions s’han de fer vista a vista. Aquest fet impedeix 
poder codificar diverses vistes a l’hora, i per tant, no permet la codificació de 
fluxos en paral·lel per a transmissions en temps real. 
 
L’objectiu de la modificació serà adaptar la estructura dels mòduls de 
codificació, ensamblament i descodificació per a poder codificar en paral·lel per 
a configuracions molt concretes de vídeo. 
 
Tant l’estudi com el codi resultant es podrà integrar amb altres TFC 
d’estudiants  que s’han encarregat de la captació amb webcams 3D [10] així 
com de la visualització en monitors 3D. D’aquesta manera, un cop integrats del 
tot s’aconseguirà un sistema complet que abarqui tots els aspectes de la 
transmissió de continguts en 3D en temps real sobre xarxes IP de la mateixa 
manera que ja ho veiem en les xarxes de televisió. 
 
 
La resta de la memòria del TFC s’organitza tal com segueix. Primer de tot es 
descriuran els conceptes bàsics per entendre el funcionament de les 
transmissions de vídeo digital en general, i dels continguts en 3D en particular. 
 
En el segon capítol es fa un estudi del codi JMVC de codificació i descodificació 
de fluxos de vídeo en 3D sobre H.264, tenint en compte les seves virtuts i 
mancances. Seguit d’això, s’explica les modificacions i nous mòduls de codi 
que s’han fet per a adaptar el codi JMVC per treballar en temps real. 
 
Finalment es presenten els resultats de les proves fetes amb el codi JMVC 
modificat i comparats amb els resultats del codi JMVC original, així com les 
conclusions extretes d’aquests resultats. 
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CAPÍTOL 1. CONCEPTES BÀSICS 
 
En aquest capítol es presentaran les bases teòriques per entendre la captació, 
compressió i reproducció de vídeo, i més concretament el vídeo en 3D. També 
s’introduirà la teoria sobre el transport d’arxius de vídeo per xarxes IP. 
 
1.1 Captació d’imatges de l’ull humà 
 
El sistema de visió humà es basa en dos elements principals, els ulls i el 
cervell. Aquest sistema es caracteritza per captar part de la llum que es rep 
pels ulls, enviar-la al cervell, i que aquest la processi. Un cop la llum ha estat 
processada per cervell, aquest crea una imatge per comprendre l’entorn.  
 
1.1.1 Sensibilitat a la llum i colors 
 
Una de les limitacions de l’ull humà és que no processa de la mateixa manera 
els diferents colors o la intensitat de la llum. 
 
Els colors, tal i com els entenem, son un efecte que crea el nostre cervell al 
descomposar i processar les diferents freqüències de la llum blanca. De totes 
les freqüències que hi ha a la llum, l’ull humà tan sols pot captar les que van del 
vermell al violat. I de les freqüències dins d’aquest espectre, no tots els colors 
els captem amb la mateixa nitidesa tal i com es pot apreciar a la figura 1.1. 
 
 
Fig  1.1 Corba de sensibilitat de l’ull en l’espectre de llum visible [36]. 
 
A més, el sistema de visió humà capta molt millor la intensitat de la llum (el que 
anomenem luminància) que els diferents matisos de colors o crominància. Un 
exemple d’això ho trobem en la sensació que tenim en que les imatges en 
blanc i negre es perceben més “nítides” que les de color. Aquesta característica 
ens serà útil més endavant per a estalviar-nos d’utilitzar informació en els 
colors que l’ull humà no percep igual de bé.  
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1.1.2 Sensació de moviment 
 
Una característica notable del cervell humà és el que denominem la “sensació 
de moviment”. Els sistemes de vídeo mostren una seqüència discreta de 
fotogrames, i per tal que el cervell ho processi com a moviment, prediu les 
imatges que hi hauria entre elles, interpreta que és un objecte en moviment, i 
com a tal ens el fa percebre. 
 
Per a què el cervell ens faci percebre aquesta sensació, cal que es compleixin 
els següents fenòmens: 
 
- Fenomen phi. El cervell té la capacitat per, a partir d’una seqüència 
d’imatges, crear sensació de moviment. Per a poder tenir aquesta 
sensació, necessitem rebre imatges a una ràtio superior a 18 imatges per 
segon [8]. 
 
- Fenomen de persistència. Al rebre llum, la retina s’excita i envia un senyal 
al cervell per processar la imatge que ha rebut. Abans de poder rebre una 
altra imatge, la retina s’ha de relaxar per a poder captar de nou la llum i 
enviar una nova imatge. Si no rep una nova imatge, llavors la sensació és 
de parpelleig. Per tal d’evitar aquesta sensació, ens cal una freqüència 
mínima de 40 fotogrames per segon [8]. 
 
Per a satisfer aquestes dues exigències, els estàndards de transmissió de 
vídeo superen aquesta freqüència mínima de 40Hz. Per exemple el cinema 
emet a 24 imatges/s entrellaçades, que impliquen 48 fotogrames/s. La TV 
estàndard emet a 25 imatges per segon a Europa i a 30 imatges per segon a 
EEUU i Japó entrellaçades (freqüències de 50 i 60 Hz a l’electricitat, 
respectivament). Últimament, algunes transmissions de TV HD ja emeten a 50 
o 60 imatges per segon, mentre que les TVs més modernes van a 100/120 Hz 
o més. 
 
1.1.3 Sensació de profunditat 
 
Degut a la posició dels ulls a la nostra cara, separada en uns 5-6 cm cada un 
d’ells rep una imatge lleugerament diferent de l’altre. I és aquesta diferència 
entre el que capta l’ull esquerra i el dret la que processa el cervell per donar-
nos sensació de profunditat. Aquesta capacitat, anomenada estereopsis, és 
molt útil a humans i a animals per a poder situar-se correctament a l’entorn i 
identificar la posició dels objectes que l’envolten.  
 
En aquest sentit també es poden situar els objectes com a referència d’uns i els 
altres. Per a les visualitzacions de vídeo en 3D, aquest marc de referència seria 
la pantalla, de la qual les tècniques permeten enganyar a l’ull per fer creure que 
hi ha objectes més enfonsades a la pantalla, i altres objectes que hi surten cap 
a fora. 
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1.2 Tècniques de visualització 3D 
 
L’objectiu és poder emular un entorn en 3 dimensions en un dispositiu de dues 
dimensions, com és el cas d’una pantalla [30]. Per a aconseguir aquest efecte, 
primer ens cal haver captat dues imatges diferents amb càmeres preparades 
per gravar en 3D. Un cop tenim els fluxos de vídeo preparats, s’ha d’aconseguir 
que cada ull rebi tan sols una de les dues imatges. D’aquesta manera, 
aconseguim enganyar al cervell i que processi les dues imatges com si fos un 
entorn real en 3 dimensions. 
 
 
Fig  1.2 Càmera de vídeo 3D [37]. 
 
Per evitar sensacions estranyes al visualitzar-ho, cal haver captat les imatges 
amb dues lents separades horitzontalment uns 5-7 cm, que és aproximadament 
la distància entre ninetes dels ulls dels humans. A més, cal que les dues lents 
estiguin ben sincronitzades i alineades.  
 
Les tècniques que s’utilitzen, en el moment de la reproducció, per a aconseguir 
aquest efecte, són: 
 
• Anàglif. Consisteix en filtrar el color vermell en una de les imatges, i 
filtrar els colors verd i blau a l’altre. Utilitzant les ulleres d’anàglif, cada ull 
rep una imatge lleugerament diferent en forma i color. Aquest és dels 
primers sistemes de 3D que es van utilitzar. 
 
 
Fig  1.3 Exemple d’imatge codificada per anàglif [30]. 
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• Ulleres polaritzades. En comptes de separar les vistes per colors, en el 
cas de les ulleres polaritzades, cada una de les lents deixa passar o bé 
les freqüències verticals o les horitzontals [18] del senyal que reben. 
 
 
Fig  1.4 Diagrama del sistema de filtre polaritzat [18]. 
 
 
• Frames alternats. La tècnica de 3D més avançada de les que s’utilitzen 
comercialment (al cinema, televisió i videojocs) de 3D amb ulleres 
requereix d’unes ulleres actives que es sincronitzin amb la pantalla o 
projector. El projector mostra les imatges al doble de frames per segon, 
ja que mostra les imatges per a cada ull de manera alternativa. 
D’aquesta manera, les ulleres han de tapar la visió d’un dels ulls 
depenent de la vista que s’estigui mostrant a la pantalla. Aquest és el 
cas del sistema de reproducció utilitzat al laboratori 325 de l'EETAC, on 
hem treballat, composat per un PC equipat amb una targeta gràfica 
NVidia 3D Vision 120 Hz, amb una cadència de 60 imatges per segon a 
cada ull, i sincronitzada amb les ulleres de 3D. 
 
• Autoestereoscopia [20]. També es pot emular la visió en 3D sense 
necessitat d’ulleres, tot i que és un sistema que encara està en una fase 
inicial de la distribució al gran públic. En aquest cas, mitjançant lents de 
refracció o bé barreres físiques, aconseguim enviar una imatge o l’altre a 
l’ull. La part positiva és que no ens cal doblar la frame rate, però ara per 
ara cal millorar les sensacions, ja que el nombre de posicions des del 




Fig  1.5 Diagrama autoestereoscopia [20]. 
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1.3 Transmissió de continguts en 3D 
 
Actualment, les transmissions en 3D sobre TDT estan a la primera fase de 
desenvolupament, la Frame Compatible Mode [44] que es basa en transmetre 
el contingut utilitzant les tècniques side-by-side o top-down. 
 
La tècnica side-by-side és la més utilitzada i es basa en presentar les dues 
vistes de la imatge un sol quadre. D’aquesta manera, a costa de reduir la 
resolució horitzontal a la meitat, el receptor pot mantenir la recepció de les dues 
vistes a la mateixa freqüència. Els televisors 3D poden processar aquest tipus 
d’imatge i separar les dues vistes per a mostrar-ho com un vídeo en 3D. 
 
 
Fig  1.6 Captura side-by-side del programa "Pirineus des de l'aire", del canal TV3HD. [8][41] 
 
La tècnica top-down és similar a la side-by-side, però en comptes de situar les 
imatges al costat, les situa una sobre l’altra. D’aquesta manera la resolució 
sacrificada és la vertical en comptes de l’horitzontal. 
 
La següent fase de desenvolupament és la Service Compatible Mode [44]. En 
aquesta fase es pretén superar la fase de side-by-side per als continguts en 3D 
i adaptar-ho als nous receptors HD-TDT. En aquesta segona fase es mantindrà 
la compatibilitat amb el Frame Compatible Mode, i s’implementarà el sistema 
Multiview Video Coding (MVC) per a transport de múltiples vistes per als 
receptors que ho puguin suportar. Com es veurà en següents punts de la 
memòria, el codificador MVC serà el triat per a desenvolupar el software de 
codificació de vídeo en 3D. 
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1.4 Compressió 
 
Els arxius de vídeo, contenen molta informació, i per tant ocupen molt espai als 
dispositius, així com molt ample de banda per transmissions de TV. 
 
 
1.4.1 Necessitat de comprimir 
 
Bàsicament, la reproducció de vídeo en cru mostra imatges d’una mida definida 
i mostrant-ne a una determinada ràtio. 
 
Cada imatge és una matriu de píxels, on cada píxel incorpora les tres 
components dels colors RGB [31]. Cada color pot estar quantificat per un o més 
bytes segons la qualitat que vulguem per a la imatge. 
 
Tipus de qualitat Bits per color i píxel Quantitat de colors 
Color 8 256 
High-color 16 65.536 
True Color 24 16 milions 
Deep Color 48 218 bilions 
 
 
Per calcular la mida d’una imatge en RGB amb un byte per a cada component 
utilitzaríem la següent fórmula, on H i W són les dimensions horitzontal i vertical 











Per tenir una idea de les mides de les imatges en cru dels diferents tipus 
d’imatges, s’aplica la fórmula per les següents resolucions. 
 
Taula  1.1 Mida de les imatges segons la seva resolució [21]. 
 Resolució  
 
H W Mida imatge 
smartphones 480 320 450 kB 
PAL (analògic) 576 520 877,5 kB 
PAL (TDT) 720 576 1,18 MB 
iPhone 4 960 640 1,75 MB 
HD 1920 1080 5,93 MB 
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En el cas del vídeo, i prenent com a base el sistema europeu PAL, es mostren 














I si ho apliquem a les mateixes resolucions d’abans. 
 
Taula  1.2 Taxa binària segons la seva resolució 
 Resolució  
 
H W Bitrate 
smartphones 480 320 92,16 Mbps 
PAL (analògic) 576 520 179,712 Mbps 
PAL (TDT) 720 576 248,832 Mbps 
iPhone 4 960 640 368,64 Mbps 
HD 1920 1080 1244,16 Mbps 
 
 
Això confirma que, degut al gran volum de dades que s’han d’utilitzar per a 
tractar amb vídeo digital, es fa necessari comprimir els arxius per tal de fer-los 
assequibles tant per emmagatzemar i transportar-ho. 
 
 
1.4.2 Fonaments de la compressió 
 
Els sistemes de compressió han estat ideats per prendre arxius grans, i 
aprofitant més o menys redundància, comprimir-los.  
 
Hi ha dos tipus bàsiques de compressió depenent del tipus d’arxiu d’entrada i 
de com necessitem que sigui el arxiu un cop comprimit. 
 
• Compressió sense pèrdues. En aquest cas un arxiu manté tota la 
informació original un cop comprimit i descomprimit. Tot i que pot 
aconseguir ràtios altes de compressió, es prima la consistència de les 
dades en comptes de la mida un cop comprimit. Un exemple d’aquest 
sistema és el ZIP i altres derivats. 
 
• Compressió amb pèrdues. Hi ha casos, com és el cas del tractament 
de imatge i so, en què hi ha certa tolerància a l’hora de tenir pèrdues 
d’informació que no poden percebre els nostres sentits, o que les 
percebem massa dèbilment com per notar la seva absència o baixa 
qualitat. Això és degut a les limitacions dels sentits de la vista i oïda 
humana. En aquests casos s’arriba a un compromís entre integritat 
d’informació a canvi d’una compressió molt més extrema. 
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1.4.3 Compressió d’imatge 
 
Com s’ha comentat abans, l’ull humà té limitacions que un sistema de càmeres 
i pantalles digitals no té perquè tenir. En el cas de les imatges estàtiques hi ha 
dues característiques que ajuden a la compressió 
 
 
1.4.3.1 Insensibilitat a la crominància. 
 
La vista processa molt millor la intensitat de la llum que no els matisos dels 
colors. I tot i així hi ha colors que els percep millor que d’altres. És per això que 
és un malbaratament de recursos mostrar amb un sistema RGB [31] (3 mostres 
de color per a cada píxel). Per a solucionar això es poden tractar les imatges i 
codificar-ho en format anomenat YUV o YCbCr [30]. Aquest sistema 
aconsegueix separar les components dels colors bàsics en una component de 
luminància Y, una crominància de color blau Cb, i una altra crominància 
vermella Cr. Això ho podem aprofitar per estalviar-nos mostrejar píxels de 




Fig  1.7 Separació de components YUV d'una imatge [30] 
 
 
Hi ha uns estàndards que normalitzen la relació de submostreig de píxels,  YUV 
4:X:Y, que implica que per a cada 4 píxels destinats a luminància, n’hi ha X per 
a crominància blava i Y per a la vermella. 
 
Taula  1.3 Relació entre formats YUV i qualitats 
Format YUV Qualitat 
4:4:4 Cinema digital i televisió HD 
4:2:2 Estudi i televisió 
4:2:01/4:1:1 Broadcast i PAL 
                                            
1
 El format 4:1:1 i 4:2:0 conté la mateixa relació de píxels de crominànica i luminància, però 
difereixen en el mostreig dels píxels de crominància. Mentre que en 4:1:1 es mostreja a un 
quart de la freqüència de luminància horitzontalment, en el 4:2:0 ho està tant horitzontal com 
verticalment.    
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Utilitzant aquestes codificacions, aconseguiríem una reducció de la mida de les 
imatges: 
 
Taula  1.4 Relació de mida de fitxers i velocitat de transmissió segons els format de YUV 
 Resolució 4:2:2 4:2:0 
 
H W Mida Bitrate Mida Bitrate 
Smartphones 480 320 300 kB 61,44 Mbps 225 kB 46,08 Mbps 
PAL (analògic) 576 520 585 kB 119,80 Mbps 438,75 kB 89,86 Mbps 
PAL (TDT) 720 576 810 kB 165,89 Mbps 607,5 kB 124,42 Mbps 
iPhone 4 960 640 1200 kB 245,76 Mbps 900 kB 184,32 Mbps 
HD 1920 1080 3,95 MB 829,44 Mbps 2,96 MB 622,08 Mbps 
 
 
1.4.3.2 Insensibilitat a les altes freqüències. 
 
Una altra limitació de l’ull és la percepció a les altes freqüències. És a dir, als 
canvis de color o luminància en poc espai. A partir de que l’ull ja no distingeix 
bé, podem deixar de mostrar la informació referent a aquests canvis. Un 
algoritme que aprofita molt bé aquesta limitació és el JPEG [14]. Aquest 
algorisme fa quatre feines bàsiques: 
 
• Transformació de RGB a YUV. Pren els píxels de la imatge en cru 
RGB, ho transforma a YUV 4:2:2 o 4:2:0 i elimina la crominància 
sobrant. 
• Dividir en blocs. Divideix la imatge en blocs de 8x8 píxels que 
agafa com a mostra mínima. 
• Aplicar DCT. La transformada DCT (Discrete Cosine Transform) 
[32] elimina les freqüències altes mantenint les baixes. 
• Huffman. Finalment s’aplica la codificació Huffman [33] que 
s’utilitza en la compressió sense pèrdues sobre cada bloc. 
 
Aquest codi té diversos graus de compressió segons la qualitat desitjada. 
 









0.15 53 Reconeixible 
0.25 32 Útil 
0.75 11 Excel·lent 8 
1.5 5 Indistingible 
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1.4.4 Compressió de vídeo  
 
En el cas de les transmissions de vídeo, el volum d’informació a enviar 
augmenta notablement, de tal manera que calen nous mètodes de compressió 
addicionals a més dels utilitzats per a compressió d’imatges estàtiques. 
 
Degut a que normalment les seqüències de vídeo són d’imatges amb molt poca 
diferència entre una i la immediatament següent, es poden codificar les imatges 
com a la diferència entre ella i una imatge de referència. Això s’aconsegueix de 
la següent forma: 
 
• Creació de macroblocs. Igual que en JPEG, s’agrupen els píxels en 
blocs, però en aquest cas s’estudia el seu moviment. 
 
• Compensació de moviment. Per a les següents imatges, es busca pels 
voltants cap a on es pot haver mogut cada macrobloc.  
 
 
Fig  1.8 Representació dels vectors de moviment [38]. 
 
 
• Diferència. Un cop compensat el moviment de cada bloc de píxels, es 
calcula la diferència entre aquesta predicció i la imatge en cru. 
 
• Eliminació de coeficients d’alta freqüència. Per acabar es poden 
eliminar les altes freqüències de la diferència tal i com fa JPEG. 
 
Utilitzant aquestes eines aconseguim compressions molt altres, tot i que varia 
en funció del tipus de seqüència d’entrada. A més moviment i canvis d’escena, 
menys informació podrem guardar com a vector de moviment, i per tant 
augmentarà la mida del fitxer. Utilitzant uns dels codificadors més usuals, com 
són MPEG-2 i H.264 [13] podem aconseguir comprimir fluxos d’entrada en cru 
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1.5 H.264 /MPEG-4 part 10 
 
Dels diferents codificadors de vídeo que existeixen, nosaltres treballarem sobre 
MPEG-4 part10, conegut també com a H.264. Aquest códec de vídeo d’alta 
compressió està desenvolupat per la ITU-T [11] Video Coding Experts Group 
(VCEG) junt amb el ISO/IEC Moving Picture Experts Group (MPEG). 
 
La base de la codificació H.264 és aplicar JPEG a les imatges de referència, i 
en funció d’aquestes aplicar compensació de moviment als macroblocs. 
Aquests macroblocs poden ser configurables en funció de les necessitats de la 
imatge, però el més usual és que siguin de 4x4, 8x8 o 16x16 píxels. Un cop 
predit el moviment, només codificarem la diferència (vectors de moviment i 
diferència) de la imatge en funció de la imatge de referència. Finalment s’aplica 
JPEG sobre la imatge diferència resultant un cop compensat el moviment. 
 
Les imatges de referència sempre han d’aparèixer quan hi ha un canvi sobtat 
en la imatge, ja sigui un canvi de pla, o molt de moviment a l’escena. Però 
també convé anar incloent imatges de referència cada cert temps per evitar la 
propagació dels errors de codificació.  
 
El còdec H.264, com tots els de la família MPEG, reconeix diferents tipus 
d’imatge segons la codificació que ha rebut. De les més importants són. 
 
 
• Imatges Intra (I). Tan sols conté macroblocs I, que implica que tots els 
macroblocs han estat codificats sense tenir cap referència anterior. 
Aquestes imatges són codificacions JPEG de la original i s’utilitzen com 
a referència. 
 
• Imatges Predicted (P). Contenen macroblocs I i P depenent del 
moviment que tingui la escena. En els punts on hi ha molt moviment, hi 
haurà macroblocs I, ja que agust s’haurà mogut lluny de l’abast del 
vector de moviment. La resta, contindrà macroblocs P codificats amb el 
vector de moviment i la diferència. Aquestes imatges agafen de 
referència imatges I o P anteriors. Les imatges P tenen una mida 
aproximadament 30% i 50% menor de les imatges I. 
 
• Imatges Bi-Predicted(B). Contenen macroblocs B i I, tal i com passa a 
les imatges P. En el cas del macrobloc B, es codifica igual que un P, 
però agafa referències d’imatges anteriors i posteriors. Per a poder 
codificar-les, cal esperar a rebre les imatges futures, cosa que allarga el 
procés de compressió a canvi d’una mida típicament un 50% menor que 
una imatge P. 
 
Aquests tipus d’imatges s’agrupen en els anomenats Group of Pictures (GOP). 
Els GOP són les estructures d’imatges que marquen l’ordre en que es 
codifiquen i descodifiquen els diferents tipus d’imatges. Venen determinats per 
dues característiques: 
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• GOP size. Es representa amb la lletra M i marca el nombre d’imatges 
que hi ha entre imatges de referència, és a dir, entre imatges I i P. 
• GOP lenght. Es representa amb la lletra N i defineix el nombre 
d’imatges entre dues imatges senceres, és a dir, entre dues imatges I.  
 
 
Fig  1.9 Estructura d'una codificació H.264 amb M=3 i N=9 i les relacions entre imatges [13]. 
 
L’H.264 té definits diversos perfils de codificació ja establerts per a diferents 
tipus d’aplicacions. Per al cas de Televisió Digital Terrestre amb Alta Definició 
(HD-TDT) s’utilitza el High Profile Level, que permet codificacions 4:2:0 amb 8 
bits per mostra a una resolució de 1920x1080. Per a la televisió en 3D, s’ha 
definit el Stereo High Profile Level, que manté les característiques de la HD-
TDT però afegint una altra vista codificada amb el mateix perfil. 
 
Existeixen diverses extensions de H.264. Pel que fa a codificacions amb més 
d’un tipus de vista tenim l’Scalable Video Coding (SVC) i el Multiview Video 
Coding (MVC). El SVC codifica les imatges amb una qualitat baixa, i afegeix 
separadament les diferències que fan augmentar la qualitat. Això és molt útil 
per a codificar arxius de vídeos que poden ser visualitzats per a diferents 
reproductors amb característiques diverses (mida de pantalla, CPU, etc.). Pel 
que fa al MVC, és utilitzat per a codificar vistes diferents d’un mateix flux de 




El Multiview Video Coding (MVC) [16] és una millora del códec H.264/MPEG-4 
que consisteix en prendre com a referència imatges anteriors i posteriors, sinó 
també imatges captades per una altra càmera.  
 
Tal i com s’ha comentat a les tècniques de visualització 3D, per a tenir una 
sensació de profunditat ens cal dos objectius separats entre ells com si fossin 
dos ulls humans. D’aquesta manera, tindrem dos fluxos de vídeo gairebé 
idèntics on tan sols variarà lleugerament el punt de vista. Per això es pot reduir 
molt la redundància si prenem com a referència la resta de vistes. D’aquesta 
manera, podem prendre una imatge d’una de les vistes i codificar la resta 
d’imatges en funció d’aquesta. 
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Fig  1.10 Relacions temporals i espacials d'una codificació MVC [16]. 
1.7 NAL 
 
Com les dades codificades amb H.264 no es diferencien les vistes entre elles, 
existeix un sistema de capes. Per a poder diferenciar els diferents tipus de 
imatge, així com per facilitar l’emmagatzematge i la transmissió, el còdec H.264 
treballa amb la capçalera Network Abstraction Layer (NAL) [24]. Aquesta capa 
està molt relacionada amb el protocol RTP, i per tant  orientada a streaming. 
 
1.7.1 Nal genèrica 
 
Aquesta capa s’encarrega de separar la capa de xarxa de la capa de 
codificació. La NAL és una capçalera d’un sol byte situada just abans de les 
dades i que conté la informació de tres paràmetres: 
 
 
Fig  1.11 Estructura d'una NAL genèrica. 
 
 
• F (1bit). El forbidden_zero_bit ha de ser sempre 0, ja que un valor de 1 
implica que el codificador ignorarà el contingut associat a aquesta NAL. 
• NRI (2bits). La nal_ref_idc indica si una imatge és de referència  
• TYPE (5bits). La NAL_unit_type especifica de quin tipus d’imatge són les 
dades que transporta. Podem veure una taula amb els valors que pren el 
camp Type de la NAL genèrica als annexos. 
 
1.7.2 NAL fragmentada 
 
En cas de que les dades incorporades a una NAL siguin massa grans com per 
ser enviades per RTP [2], cal editar la NAL per adaptar-ho a la fragmentació del 
paquet. 
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En el cas de fragmentació, el códec edita el camp TYPE de la NAL genèrica i el 
posa a 28, que marca que aquesta NAL està fragmentada. A continuació hi 
afegeix una nova capçalera de fragmentació consistent en un byte amb la 
següent informació.  
 
 
Fig  1.12 Estructura d'una NAL de fragmentació. 
 
• S (1bit). L’start bit indica que és el primer fragment de la unitat de dades. 
• E (1bit). L’end bit indica que és el darrer fragment de la unitat de dades. 
• R (1bit). El reserved bit ha de tenir valor 1. Si el valor és 0, el receptor 
l’ignora. 
• TYPE (5bits). En el camp TYPE de la unitat fragmentada s’hi 
transportarà el TYPE que tenia la unitat NAL genèrica abans d’haver-ne 
editat per posar el TYPE de fragmentació. 
 
 
1.7.3 Extensió de la capa NAL per MVC 
 
Per a la codificació de MVC es necessita informació addicional que ens la 
proporciona la NAL específica per a MVC [3]. Aquesta capa s’afegeix després 
de la NAL genèrica i de la NAL de fragmentació (en el cas que hi hagi), i consta 
de 3 bytes amb la següent informació. 
 
 
Fig  1.13 Estructura d'una extensió de la capa NAL per a MVC. 
 
 
• S (1 bit). El svc_extention_flag defineix si transporta vídeo escalables 
(SVC) o vídeo multivista (MVC). En el nostre cas ha de tenir valor 0. 
• I (1bit). El idr_flag ens indica si el contingut de la NAL és una imatge de 
referència que pot ser descodificat instantàniament. 
• PRID (6bits). El priority_id marca la prioritat del paquet, a menor PRID, 
major prioritat. 
• VID (10 bits). El view_id indica a quina vista fa referència les dades. 
• TID (3 bits). El temporal_id porta informació de la capa temporal. 
• A (1bit). L’anchor_pic_flag indica si la NAL transporta una imatge 
d’àncora. 
• V (1bit). L’inter_view_flag indica si la NAL transporta una imatge que 
s’utilitza per predir en vistes. 
• O(1bit). El reserved_ one_bit està reservat pel codificador. 
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1.8 Transport sobre xarxes IP 
 
Les comunicacions digitals sobre xarxes IP són la base de la majoria de 
comunicacions actuals. En el nostre cas haurem de comunicar dos terminals 
amb un flux continu de vídeo. A continuació es presenten els conceptes bàsics 
per entendre com funcionen les comunicacions digitals, així com els protocols 
més importants que hi intervenen. Per a tenir més detalls sobre comunicacions 




L’Internet Protocol (IP) [6] és protocol no orientat a connexió dissenyat per a 
treballar en un a xarxa de commutació de paquets. Això implica que el protocol 
IP no assegura que les comunicacions siguin òptimes ni en temps de 
transmissió, ni en integritat de les dades enviades. És el que es coneix com a 
Best Effort, ja que ni tan sols assegura que hi hagi paquets que es desordenin 
o es perdin durant la transmissió. Per a aquestes tasques ens caldrà recórrer a 





La majoria de dispositius es comuniquen a l’hora amb diferents receptors, i és 
per això que ens cal un protocol que determini per a quina aplicació és cada un 
dels paquets rebuts en funció del port al que vagin destinats. Existeixen dos 




L'User Datagram Protocol (UDP) [7] no ofereix ni la recepció de tots els paquets 
ni la integritat de les dades que envien. A canvi, ens permet unes taxes 
d’enviament més elevades degut a que no s’espera cap mena de confirmació 




El Transport Control Protocol (TCP) [5] ofereix la seguretat de que tots els 
paquets arriben al seu destinatari sense pèrdues, ja que mentre va enviant 
paquets, espera la confirmació del receptor, i en el cas que s’esgoti el temps 
màxim de resposta d’un paquet, el reenvia de nou. Aquest protocol és 
necessari en cas de que es necessiti que la informació arriba al 100% a un 
destinatari després de passar per una xarxa propensa a errors. El contrapunt 
del protocol és que degut al control de congestió de TCP, aquest pot afectar la 
continuïtat del trànsit en temps real, creant pauses en el receptor que esperaria 
a tenir tots els paquets abans de seguir la descodificació, així com afectar a 
l’eficiència en les transmissions.  
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1.8.3 RTP 
 
La transmissió en temps real de vídeo i àudio requereix unes taxes d’enviament 
molt elevades fins i tot comprimides. Si hi sumem que l’ull humà no necessita 
de tota la informació per a captar el missatge, es pot arribar a un consens entre 
pèrdua de qualitat a canvi de la immediatesa del temps real. És per això que 
per a transmissions sobre IP de vídeo UDP se sol preferir a TCP, tot i que en 
certes condicions TCP pot funcionar correctament.  
 
Al triar aquest protocol, la transmissió no patiria pauses degut al reenviament 
de paquets perduts, però perdrem el control de les dades. Per assegurar-nos 
que les pèrdues i reordenacions de paquets de vídeo no són crítics, cal afegir la 
capçalera RTP [4] que, entre altres millores, incorpora: 
 
• Numero de Seqüència. Per a cada paquet que s’envia, s’incrementa en 
un per a ordenar-los correctament a l’arribada. 
• Timestamp. Indica en quin moment s’ha fet el mostreig de la imatge per 
dur un control entre àudio i vídeo. 
• Payload type. Valor que indica quin tipus de dades transporta. Aquests 
valors venen definits per l’RFC 3551 en una taula inclosa als annexos. 
D’aquests valors definits, hi ha un rang dinàmic entre 96 i 127 que no 
estan assignats a cap tipus de codi. Per tant, es poden prendre per a 
noves implementacions de codi, com H.264 o MVC. 
 
 
1.8.4 H.264 sobre RTP 
 
Per al cas específic d’enviar vídeo codificat com a H.264/MPEG-4 el RFC 3984 
[3] especifica que les unitats NAL s’encapsulin dins del paquet RTP. A més la 
capçalera RTP és completament independent de la NAL, per la qual cosa no 
canviarà en funció del què transporti. 
 
En el cas de MVC sobre RTP [2] i segons el què defineix el draft del RFC 
l’estructura d’un paquet MVC tindria la següent forma. 
 
 
Fig  1.14 Diagrama d'una capçalera d'un paquet amb dades MVC.
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El software JMVC és un codi creat per l’equip de Joint Video Team (JVT) de la 
International Telecommunication Union (ITU). Aquest equip es va crear l’any 
2001 per treballar en la codificació i compressió de vídeo digital. El seu 
principal projecte és el estàndard MPEG-4 part 10 AVC (Advanced Video 
Coding) [1] també conegut com H.264 [10]. Aquesta és una de les codificacions 
utilitzades, entre altres, a la TDT d’alta definició o als reproductors Blu-ray.  
 
A més, aquest equip és el responsable de  desenvolupar els codificadors de 
vídeo escalable (JSVC) [39] l’any 2007 i el codificador multivista (JMVC) [40] a 
principis del 2009. Tots dos softwares estan en continu desenvolupament 
aportant millores.  
 
El codi JMVC (Joint Multiview Video Coding) és una implementació en C++ per 
crear un codificador Multiview Video Coding (MVC) que abasti els diferents 
modes de codificació i descodificació multivista. El codi crea diversos 
executables que permeten codificar vídeo en cru en formats i resolucions 
diverses en sortides H.264, així com per descodificar-ho de nou en vídeo en 
cru. 
 
2.1.1 Baixar repositoris 
 
Per a poder tenir aquests executables és necessari de disposar dels codis 
necessaris, així com d’un compilador de llenguatge C++. Un cop tenim el codi, 
s’ha de compilar a la nostra màquina per a crear els fitxers executables. 
 
El codi està desat en un servidor on ens ho hem de descarregar mitjançant una 
eina CVS (Concurrent Versions System) [15]. Aquesta eina ve per defecte en 
les distribucions UNIX, però hi ha també la versió per a Windows i MacOS. 
 
Per a baixar la darrera versió del codi cal executar aquestes dues comandes: 
 
 
cvs –d :pserver:jvtuser:jvt.Amd.2@garcon.ient.rwth-aachen.de:/cvs/jvt login 
cvs –d :pserver:jvtuser@garcon.ient.rwth-aachen.de:/cvs/jvt checkout jmvc 
 
 
En el cas de voler una versió anterior del codi cal executar aquestes altres 
dues, on JMVC_X_Y seria el codi de la versió : 
 
 
cvs –d :pserver:jvtuser:jvt.Amd.2@garcon.ient.rwth-aachen.de:/cvs/jvt login 
cvs –d :pserver:jvtuser@garcon.ient.rwth-aachen.de:/cvs/jvt co –r JMVC_X_Y jmvc 
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2.1.2 Compilació 
Un cop el codi el tenim i s’ha comprovat que no estigui corrupte, cal compilar-lo. 





En el cas de sistemes Windows, ens caldrà disposar de l’aplicació Visual Studio 
6 o superior. En el nostre cas hem utilitzar Visual Studio 2005 per compilar. Per 
fer-ho cal anar al directori on s’hagi baixat el codi i buscar la carpeta 
JMVC/H264Extension/build/Windows i obrir l’arxiu 
H264AVCVideoEncDec.sln que ens obrirà el Visual Studio on veurem els 
diferents projectes del codi. 
 
Per compilar-ho cal anar a Build→Batch Build , seleccionar tots els projectes i 
polsar el botó Rebuild. En el cas de tenir la versió antiga del Visual Studio 




Per a sistemes Linux ens cal tenir el compilador gcc versió 4. En aquest cas 





Si no hi ha cap error en la compilació del codi, aquest haurà creat la carpeta bin 
per als executables i la carpeta lib per a les llibreries. Les llibreries ens aporten 
les funcions necessàries per al funcionament del codi. En el cas de windows 
tindran el format .lib, i en el cas de UNIX, el .a. 
 
Taula  2.1 Llibreries creades després de compilar el software JMVC [43]. 
Llibreria Descripció 
H264AVCCommonLibStatic common lib 
La llibreria Common inclou les clases que 
s’utilitzen en tot el projecte, ja sigui per 
manejar macroblocs o per accedir a les dades. 
H264AVCEncoderLibStatic encoder lib 
La llibreria Encoder inclou les llibreries 
utilitzades tan sols per codificar, com per 
exemple les classes per fer predicció de 
movement, diferència, etc. 
H264AVCDecoderLibStatic decoder lib 
La lliberia Decoder inclou les llibreries 
utilitzades tan sols per codificar. 
H264AVCVideoIoLibStatic io lib 
Inclou les classes per llegir i escriure tant les 
NAL com video en cru i codificat. 
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Els executables són les aplicacions a les que cridarem directament per a 
codificar, descodificar, etc. En el cas de windows tindran el format .exe, i en el 
cas de UNIX, no tenen terminació, però tenen permisos d’execució. 
 
Taula  2.2 Projectes creats després de compilar el software JMVC [43]. 
Executable Descripció 
DownConvertStatic resampler 
És un executable auxiliar per a remostrejar els 
fitxers d’entrada per a fer-los codificables. En 
aquest projecte no el tindrem en compte. 
H264AVCEncoderLibTestStatic AVC/MVC encoder 
Executable codifica fitxers de video en cru 
YUV en fitxers codificats amb H.264. 
H264AVCDecoderLibTestStatic MVC decoder 
Executable descodifica fitxers de video 
codificats amb H.264 agrupats i crea un fitxer 
en cru YUV per a cada vista. 
MVCBitStreamAssembler MVC assembler 
L’assembler pren totes les vistes que s’han 
codificat amb el codificador i ho ajunta en un 
sol fitxer .264. 
MVCBitStreamExtractor MVC extractor 
Executable auxiliary per a separar els fitxers 
.264 d’un fitxer amb diverses vistes sense 
descodificar-los. En aquest projecte no el 
tindrem en compte. 
PSNRStatic PSNR tool 
Eina que serveix per a comparar els fitxers un 
cop han sigut codificats i descodificats per a 
comparer-los amb l’original i comprovar les 
pèrdues totals del procés. En aquest projecte no 
el tindrem en compte. 
 
 
2.2 Característiques del codificador 
 
El codificador H264AVCEncoderLibTestStatic és el codi més complex del 
projecte, ja que és en la codificació on hi ha involucrada més part de lògica i 
càrrega computacional.  
 
El codificador llegeix d’un arxiu on tenim vídeo en cru (YUV), i en funció d’uns 
paràmetres de configuració, crea una sortida codificada en H.264. 
 
H264AVCEncoderLibTestStatic.exe –vf <arxiu_config> <id_vista> 
 
Això cal repetir-ho per a tantes vistes com vulguem codificar, fins a un màxim 
teòric de 1024. Cal executar-ho en ordre, ja que hi ha configuracions que 
requereixen haver codificat abans una altra vista per agafar-ho de referència. 
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2.2.1 Entrades 
 
Els arxius de vídeo dels quals hem de llegir tan sols tenen la limitació d’haver 
d’estar amb format YUV 4:2:0. La resta de possibilitats, ja sigui en resolució, 
bits per píxel o frames per segon, són acceptades pel JMVC. 
 
Per a fer les proves disposem de diversos arxius de vídeo: 
 
• Pirineus. Aquest vídeo ha estat capturat de les emissions en proves de 
TV3HD en side-by-side i tractat per a tenir les següents característiques: 
2 vistes, 400x240, 25fps [43]. 
• Ballroom. Vídeo de MERL on tenim 8 vistes en línea separades per 20 
cm amb resolució 640x480 a 25fps [42]. 
• Kendo. Vídeo de Nagoya on tenim 7 càmeres en línea separades per 5 
cm amb resolució 1024x768 a 30fps [42]. 
• Poznan. Vídeo d’alta qualitat de la Universitat de Poznan (Polònia) on 
tenim 9 càmeres en línea separades per 13,5 cm amb resolució 
1920x1088 a 25fps [42]. 
 
2.2.2 Arxius de configuració 
 
Els paràmetres de la codificació es passen al software mitjançant arxius de 
configuració. Al descarregar el codi ens venen donats alguns fitxers de mostra, 
els quals editarem per a personalitzar el procés de codificació [43]. Entre els 
diferents paràmetres, destaquem els següents: 
 
Paràmetres de fitxers 
 
• InputFile. Fitxers YUV d’on llegirem les dades a codificar. El paràmetre 
ha de tenir el format \to_path\nomfitxer i els fitxer tenir el nom 
\to_path\nomfitxer_X.yuv, sent X el identificador de vista. 
• OutputFile. Fitxers que es crearà (o sobreescriurà) la sortida codificada 
en H.264 per a cada vista. 
 
Paràmetres de entrada 
 
• SourceWidth. Amplada (en nombre de píxels) que té el vídeo YUV 
d’entrada. 
• SourceHeight. Alçada (en nombre de píxels) que té el vídeo YUV 
d’entrada. 
• FrameRate. Freqüència, en frames per segon, de cada vista del vídeo 
YUV d’entrada. 
• FramesToBeEncoded. Nombre de frames a codificar. 
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Paràmetres de codificació 
 
• GOPSize (Group Of Pictures) [23]. Nombre de frames que van entre 
imatges de referència, ja siguin tipus I o tipus P. Equival al valor que li 
donem a M. 
• IntraPeriod. Nombre de frames que hi ha entre imatges tipus I. Aquest 
paràmetre ha de ser major o igual al GOP. Equival al valor N. 
 
Paràmetres de codificació per vista 
 
• View_ID. Identifica la vista a la qual farà referència els següents 
paràmetres. 
• Fwd_NumAnchorRefs. Nombre de vistes de referència forward que es 
pren una frame al ser codificada. 
• Bwd_NumAnchorRefs. Nombre de vistes de referència backward que 
es pren una frame al ser codificada. 
 
2.2.3 Com funciona internament 
 
El codificador conté diverses classes per a les diferents funcions.  
 
• EncoderCodingParameter. Llegeix del fitxer de configuració i dóna 
valor als paràmetres de codificació. 
• ReadYuvFile. Llegeix dels fitxers YUV d’entrada. 
• WriteYuvToFile. Escriu als diferents fitxers de sortida, tant els codificats 
amb .264 com als fitxers auxiliars. 
• ExtBinDataAccessorList. Desa els frames codificats abans d’ésser 
escrits al fitxer. Manté desades les imatges de referència en el cas que 
siguin necessàries per a futures codificacions. 
• CreaterH264AVCEncoder. Aquesta classe és la que s’encarrega de 
processar les vistes i preparar-les per a que la classe WriteYuvToFile les 
passi a fitxer. 
 
 
El procés bàsic del codificador consisteix en llegir els paràmetres i variables de 
la codificació i crear una capçalera entre 51-53 Bytes segons el tipus de 
codificació, que són independents de la vista que estigui codificant. Llavors 
continua llegint imatge a imatge del fitxer YUV, codificar la imatge i hi afegeix 




Fig  2.1 Funcionament del codificador H264AVCEncoderLibTestStatic. 
Software JMVC     24 
2.2.4 Sortides 
 
Per a cada vegada que s’executi el H264AVCEncoderLibTestStatic, es crea un 
fitxer *.264 per a cada vista. Aquesta sortida codificada té el següent format: 
 
• Dades sobre la codificació – 52 bytes – Aquesta capçalera ens dóna 
informació sobre quin tipus de codificació fem servir. Apareix idèntica en 
tots els arxius sortints ja que depèn només de la configuració general 
• Dades de cada frame 
o Seqüència d’inici – 4 bytes – Per anunciar que comença una 
nova frame, el fitxer mostra la seqüència 00 00 00 01 en 
hexadecimal.  
o NAL – 1 byte -  
o NAL estesa – 3 bytes -  
o Dades – Dades codificades  
 
 
2.3 Característiques de l'Assembler 
 
L’executable MVCBitStreamAssembler s’encarrega d’agafar tots els arxius de 
totes les vistes codificades d’una seqüència de vídeo i ajuntar-ho tot en un sol 
arxiu. 
 
MVCBitStreamAssemblerStatic –vf fitxer_conf.cfg 
 
 
2.3.1 Arxius de configuració 
 
El fitxer de configuració de l’assembler és molt més senzill ja que tan sols li 
passem els següents paràmetres. 
 
• OutputFile. Fitxer de sortida on es crearà un sol fitxer amb totes les 
vistes incloses 
• NumberOfViews. Nombre de vistes (i de fitxers) que ajuntarà en el fitxer 
de sortida. 
• InputFile_N.yuv. On N és el identificador de vista. Aquest paràmetre rep 
la ruta completa de cada arxiu codificat prèviament. 
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2.3.2 Sortides 
 
La sortida és un sol fitxer en format 264 que ajunta totes les vistes. Incorpora 
un sol cop els 52 bytes de dades de codificació que eren idèntics per a cada 
vista. Després d’això hi ha de manera seqüencial, per ordre de frame i de vista, 
totes les imatges codificades amb seqüència inicial, NAL i dades. 
 
 
Fig  2.2 Funcionament de l'ensamblador MVCBitStreamAssembler. 
 
2.4 Característiques del descodificador 
 
El descodificador H264AVCDecoderLibTestStatic s’encarrega de captar un 
arxiu codificat en .264 amb totes les vistes que ens dóna com a sortida el 
Assembler i processar-ho per rebre les sortides en cru per a visualitzar-les. 
 
H264AVCDecoderLibTestStatic <str> <rec> <numViews> 
 
• str. És el nom de l’arxiu de sortida del MVCBitStreamAssembler en 
format .264 (p. ex: \to\path\output_assembler.264) 
• rec. Nom dels fitxers de sortida que es crearan per cada vista (p.ex: 
\to\path\output_decoder.yuv) que crearà tants fitxers com vista afegint-hi 
‘_N.yuv’ a cada arxiu on N serà el nombre de vista. 
• numViews. Nombre de vistes codificades dins del fitxer d’entrada que 
volem descodificar. 
 
Els processos de descodificació sempre són menys costosos (en termes 
computacionals) que els de codificació, i en aquest cas no és cap excepció.  
 
2.4.1 Com funciona internament 
El descodificador també conté diverses classes per a les diferents funcions.  
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• DecoderParameter. Al no tenir fitxer de configuració, el 
DecoderParameter tan sols llegeix els paràmetres de la línea d’execució. 
A més llegeix la capçalera de 52 Bytes del fitxer codificat per definir els 
paràmetres de la descodificació. 
• ReadBitstreamFile. Llegeix el fitxer d’entrada on hi ha totes les vistes 
codificades i les passa a la llista BinDataAccessor a l’espera que es 
descodifiquin. 
• WriteYuvToFile. Aquesta classe s’encarrega d’escriure els fitxers YUV 
de sortida. 
• CreaterH264AVCDecoder. Aquesta classe llegeix les imatges de 
BinDataAccessor, tant les de referència com les que no, i descodifica 
imatge a imatge i intercalant vistes. 
 
 
Pel que fa al funcionament, el descodificador va llegint el fitxer codificat en 
.264. Un cop té una imatge, busca les imatges de referència per aquesta, i la 
descodifica i escriu al fitxer de sortida YUV. La part interessant és que no 
espera a tenir una vista descodificada per a començar amb la següent, sinó 
que primer escriu la primera imatge de la primera vista, i llavors escriu la 
primera imatge de la segona. Això es va mantenint independentment de si hi ha 
referències bidireccionals, cas en què trigarà més a poder escriure una imatge, 
però l’ordre no s’altera. 
 
 
Fig  2.3 Funcionament del descodificador H264AVCDeccoderLibTestStatic. 
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CAPÍTOL 3. CANVIS FETS AL JMVC 
 
 
3.1 Necessitat de canvis 
 
Ja que l’objectiu del projecte era crear un sistema de codificació, transmissió i 
posterior descodificació en temps real, hem hagut de modificar l’actual software 
JMVC, ja que en la versió en què està publicat no ofereix la possibilitat ni la 
capacitat de dur a terme aquesta tasca. 
 
 
3.1.1 Principals obstacles. 
 
Per a tenir sensació d’immediatesa en una transmissió, hi ha un seguit de 
paràmetres que s’ha de complir per a tenir confort. 
 
• Mantenir la cadència d’imatges. La característica bàsica per a una 
transmissió en temps real és que tot el sistema pugui suportar una 
cadència igual o superior a la adaptació d’imatges abans de codificar. Si 
en qualsevol dels punts és inferior, ens trobem amb un coll d’ampolla 
que, o bé ens farà perdre paquets, o bé ralentitzarà la visualització 
d’imatges. 
• Retard extrem a extrem. Degut al temps de codificació, transmissió i 
descodificació, hi ha un retard entre la que l’emissor capta la imatge fins 
que el receptor la veu en pantalla. En el cas que ens ocupa, d’una 
comunicació unidireccional, no té massa importància. Però si volguéssim 
tenir comunicació bidireccional, com en una videoconferència, el retard 
màxim d’anada i tornada no hauria de superar els 300 ms, segons el 
criteri de la ITU-T. Per sobre d’aquest valor, es perd confort de la 
conversa. Un exemple d’això el podem veure molt sovint a les notícies 
de la televisió quan es contacta amb un corresponsal a l’estranger que 
transmet via satèl·lit i totes dues persones parlen a l’hora o resten callats 
a l’espera que l’altre parli. 
 
 
3.1.2 Principals problemes del JMVC 
3.1.2.1 Codificador seqüencial 
 
Una dels principals obstacles a una transmissió en temps real rau en la mateixa 
arquitectura del codificador, que ens obliga a codificar les vistes per separat. 
Degut a això cal esperar a que es codifiqui tota una vista per a començar amb 
l’altra.  
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3.1.2.2 No orientat a connexió 
 
Tant el codificador com el descodificador llegeixen i escriuen les dades de 
fitxers. Les escriptures a disc dur alenteixen molt el procés, i si cal anar enviant 
les dades al mateix temps pot donar errors. 
 
3.1.2.3 Funcions supèrflues 
 
El software JMVC té moltes funcions addicionals que ajuden a dur a terme una 
codificació més completa, i que donen molta informació del procés al complet. 
En contra, aquestes prestacions redueixen la eficiència del codi. Per això 
algunes d’aquestes funcions es deshabilitaran per a prioritzar l’agilitat del codi 
per apropar-nos al temps real. 
 
3.2 Comparació de conceptes 
 
Degut a les limitacions que té l’actual implementació del software JMVC, ens 
cal fer un canvi de model evitant al màxim de modificar el nucli del software. És 
a dir, cal evitar editar les llibreries per aconseguir tenir una solució modular a la 
transmissió en temps real de vídeo en 3D. 
 
De les múltiples opcions que ens dóna el software JMVC farem un model que 
sigui compatible amb la gran majoria de dispositius en 3D actuals. Per això 
limitarem el numero de vistes a dues. 
 
3.2.1 Codificador JMVC original 
 
Per a codificar i transmetre dues vistes amb el codi actual de JMVC ens cal, 
primer de tot, codificar la primera vista per a aconseguir l’arxiu .264. Un cop 
acabada, cal codificar la segona vista, prenent com a referència, si així ho 
requereix la configuració, la vista prèviament codificada. Un cop tenim les dues 
vistes codificades, les ajuntem amb el MVCBitstreamAssembler per a crear el 
fitxer conjunt. És llavors quan es pot enviar per xarxa fins al 
receptor/descodificador. El descodificador llegeix el fitxer rebut i el descodifica 




Fig  3.1 Procés complet del software JMVC. 
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3.2.2 Codificador JMVC modificat 
 
Vista la poca eficiència d’aquest sistema, seria necessari agilitzar el sistema i 
aconseguir que el procés de codificar, transmetre i descodificar es fes a nivell 
de frame en comptes de a nivell d’arxiu. 
 
 
Fig  3.2 Procés complet del codi modificat. 
 
 
3.3 Canvis fets al codificador 
 
Amb l’objectiu d’aconseguir que el model proposat funcioni ens cal crear un nou 
projecte anomenat MVCParallelEncoder que pren com a base el codificador 
que ens dóna el software JMVC.  
 
El MVCParallelEncoder permet llegir simultàniament diversos fitxers de vídeo 
en cru, codificar-los simultàniament i, o bé enviar-ho per xarxa o bé crear un 
fitxer amb totes les vistes conjuntes tal i com treu la sortida el 
MVCBitStreamAssembler. 
 
MVCParallelEncoder –vf <cfg_file> <numViews> 
 
 
3.3.1 Personalitzar el fitxer de configuració 
 
El fitxer de configuració ens permet personalitzar el tipus de codificació que 
volem fer, així com definir les relacions de referència que hi haurà entre frames 
de les mateixa vista, o entre vistes.  
 
Una de les limitacions que imposarem al nostre codificador a través del fitxer de 
configuració és la d’evitar referències entre vistes. Això és degut a què es 
necessiten fitxers auxiliars i cal esperar a que part d’una vista es codifiqui per a 
fer-la servir de referència en una altra.  
 
Entre els múltiples paràmetres a configurar [43], i per a prioritzar la velocitat de 
codificació en comptes d’una de més eficient en quant a mida. 
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• SymbolMode. Ens permet triar el tipus de codificació sense pèrdues per 
a cada imatge. Es pot triar entre CABAC1, que ofereix millor compressió 
però més lenta, o CAVLC2, que no comprimeix tant però és més ràpid. 
Per a la nostra codificació triem CAVLC. 
• FRExt. Indica si codifiquem amb blocs de 8x8 o de 4x4 píxels. Fer-ho 
amb mode 8x8 augmenta l’eficiència de la codificació a canvi d’agilitat. 
Per a estalviar temps de procés, escollim el mode 4x4. 
• SearchMode. Defineix la velocitat dels algoritmes d’anàlisi dels 
macroblocs abans de codificar. Posant el valor a 0, seleccionaríem un 
algoritme més exhaustiu, amb més compressió, però menys velocitat. Al 
tirar la màxima velocitat, 4, l’algoritme utilitzat no serà tant eficaç, però 
serà més àgil. 
• SearchFuncFullPel i SearchFuncSubPel. Permet triar el tipus 
d’algoritme que es fa servir per a predir el moviment dels blocs. En 
ambdós casos triem comparar només les diferències absolutes del 
component de luminància. 
 
A més s’ha afegit nous paràmetres per a controlar algunes funcions noves que 
hem afegit al codificador. 
 
• NumViews. Nombre de vistes a codificar. Tot i que aquesta informació 
la passem com a paràmetre, és útil tenir-la desada a la variable 
EncodingParameter, ja que la utilitzem molt sovint en tota la codificació. 
• RTP. Aquest paràmetre defineix si la sortida serà com a arxiu, o com a 
flux de dades per xarxa. 
• Parallel. Permet triar si les frames de diferents vistes son codificades en 
paral·lel o seqüencialment. 
• Debug. Activa o desactiva la creació de fitxers de sortida i auxiliars. 
• Verbose. Mostra o amaga els logs que no són necessaris en una 
codificació normal, però que poden ser útils en cas de proves. 
 
Per a la codificació en temps real, activarem els paràmetres RTP i Parallel, i 
aconseguirem una codificació en paral·lel de les frames i enviar-les per xarxa. 
Desactivem els paràmetres Debug i Verbose i així evitem que hi hagi recursos 




3.3.2 Codificació simultània i paral·lelització 
 
El principal impediment a la transmissió en temps real és el fet d’haver 
d’esperar a tenir codificada una vista per a començar amb l’altra. És per això 
que el MVCParallelEncoder crea un objecte codificador per a cada vista.  
 
                                            
1
 Context-Adaptative Binary Arithmetic Coding [25] 
2
 Context-Adaptative Variable-Length Coding [26] 
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A aquest objecte, anomenat H264AVCEncoderCreater, se li assigna un fitxer 
per a llegir i uns paràmetres concrets depenent de la vista a la qual estigui 
associat. 
 
A més, en comptes de processar tota una vista per a començar amb l’altra, 
aquests codificadors codifiquen frame a frame les dues vistes simultàniament. 
 
Aquest canvi ja ens permet anar codificant frame a frame, però no resolem el 
problema de la eficiència de la codificació, ja que el programa esperaria que la 
frame de la primera vista estigués codificada per a començar amb la següent. 
 
La majoria de processadors més o menys moderns ja compten amb un sistema 
de múltiples nuclis. Això implica que pot executar a l’hora diferents aplicacions 
sense problema. Per aprofitar aquesta arquitectura, es poden utilitzar fils 
d’execució, o threads, per què parts d’una aplicació s’executin en paral·lel en 
un nucli diferent del que s’executa l’aplicació principal. 
 
És per això que es crea un thread per a cada codificador, fent així que s’aprofiti 
millor la potència del processador. També és crea un sistema de sincronització 
entre threads que evita que una de les vistes processi més ràpid que l’altre, o 
que es desordenin els frames a la sortida del codificador. 
 
El problema apareix a l’hora de gestionar els threads en diferents sistemes 
operatius. Per a fer el codi portable farem servir el conjunt de llibreries boost, 
que al compilar detecten sobre quin sistema ho està fent i adapta el codi a ell. 
 
3.3.3 Ajuntar encoder i assembler 
 
L’assemblador tal i com hem vist abans es basa en llegir els fitxers i anar creant 
un de nou amb les dues seqüències de frames intercalades. 
 
El MVCParallelEncoder emula aquest comportament escrivint només un cop la 
capçalera de 52 bytes que comparteixen totes les vistes, i després d’això anar 




3.3.4 Eliminació de funcions i fitxers 
 
Dins del codificador també hi ha funcions pensades per a donar suport i 
informació del procés de codificació. Tot i que son molt útils per a comprovar la 
qualitat de les sortides, es tornen un impediment per codificar en temps real. 
Entre les funcions que s’ha eliminat, o bé s’ha controlat amb un paràmetre de 
configuració, hi ha: 
 
• Càlcul de SNR. Un cop el codificador ha creat una frame en format .264, 
aquest la descodifica un altre cop. Amb el fitxer YUV descodificat, el 
compara amb el YUV original per a calcular la SNR de la codificació [34]. 
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Fer això per a cada frame consumeix recursos que haurien d’estar 
destinats a codificar. 
• Creació de fitxers auxiliars REC. Aquests fitxers els crea el codificador 
per a utilitzar-lo com a referència, en el cas que estigui això configurat, 
en les codificacions de la resta de vistes. 
• Creació de fitxers codificats per a cada vista. Com el nostre 
codificador està pensat per a treure com a sortida el fitxer ja assemblat, 
no cal crear a més un fitxer per a cada vista. 
 
3.3.5 Encapsulat i enviament 
 
L’absència completa de cap classe orientada a enviar per xarxa la codificació 
ha fet necessari crear-ne i integrar-les al procés de codificació. Aquestes 
classes són: 
• UDPController. Aquesta és una classe s’encarrega de crear un servidor 
o un client UDP clàssic. De la mateixa manera que amb els threads, 
s’utilitza també la llibreria boost. 
• RtpPacker. Pel que fa al procés de codificació, aquesta classe 
s’encarrega d’encapsular cada frame del codificador en un paquet RTP i 
passar-li al UDPController per a què l’enviï. En el cas que sigui 
necessari, sobre tot en cas de frames de referència, fragmenta el paquet 
rebut pel codificador i modifica les NAL en conseqüència. 
 
 
3.4 Canvis fets al descodificador 
 
El descodificador ja estava dissenyat per a treballar frame a frame i anar 
escrivint els fitxers de sortida simultàniament. Això ha fet que els canvis en 
funció de l’original siguin menys profunds. 
 
MVCParallelDecoder.exe <-r/-n> <BitstreamFile/UDPport> <YuvOutputFile> <NumOfViews>  
<-v/--verbose> 
 
• -r/-n si es tria si volem que llegeixi de fitxer amb la comanda –r (read) i li 
passem la ruta del fitxer .264 < BitstreamFile >. O bé si rebrem el flux 
des de xarxa amb –n (net) que escoltarà pel port < UDPport > 
• YuvOutputFile. Ruta dels fitxers que crearà per a desar les sortides .yuv 
de la mateixa manera que ho feia l’antic descodificador. 
• NumOfViews. Nombre de vistes a descodificar. 
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3.4.1 Rebre de fitxer o xarxa 
 
Primer de tot, ens cal adaptar el descodificador per tal que llegeixi del socket, 
per això fem servir les dues classes que havíem creat pel codificador: 
UDPController i RtpPacker per a rebre paquets i desempaquetar-los, 
respectivament. 
 
Pel que fa al RtpPacker, en el cas de que una frame vingui fragmentada, 
espera a que es rebin tots els paquets i llavors els desempaqueta tots per a 
crear de nou la frame i poder-la descodificar normalment 
 
3.4.2 Buffers de rebuda i ordenació 
 
El problema del sistema de recepció, desempaquetar i descodificar és que en 
una xarxa IP es poden desordenar paquets, o fins i tot perdre’n. Ja que el 
protocol RTP ens dóna eines per a controlar el flux UDP, les farem servir per a 
controlar les entrades de vídeo. 
 
Per evitar que un paquet desordenat ens afecti a la descodificació, s’ha creat 
dues classes que incorporen un buffer cada una per a controlar l’entrada 
d’informació al descodificador. Aquestes dues classes estan incloses a la 
classe RtpPacker, que és la que s’encarrega de controlar tot el trànsit de rebut 
de la xarxa. 
 
• RtpBuffer. Dins aquest buffer es van desant els paquets RTP tal i com 
van arribant. Per evitar futurs problemes de reordenacions, tal i com 
arriba un paquet, es processa la capçalera RTP i es llegeix  el seu 
número de seqüència. Llavors se’l compara amb els paquets que ja hi ha 
al buffer i se’l col·loca a la posició que hauria d’ocupar deixant espai als 
paquets anteriors a ell, en el cas de que encara no hagi arribat. 
 
• MvcBuffer. Aquest buffer conté les frames de dades ja llestes per a què 
el descodificador les llegeixi i processi. Aquest buffer pren les dades del 
RtpBuffer, ja sigui d’un sol paquet o bé d’un seguit de fragments de la 
frame. Al ja estar ordenats d’abans, tan sols cal comprovar que tots els 
fragments que formen la imatge estiguin a la cua per a llegir-los tots, 





Degut a què el codificador treballa en paral·lel, és usual que els fluxos de 
transmissió de dades vinguin a ràfegues molt seguides. Cal tenir en compte 
que els processos de codificació i descodificació són sensiblement majors al 
d’enviament i recepció de dades. D’ésser així, ens podríem trobar què mentre 
el descodificador està ocupat processant una vista, arriben més paquets UDP 
que es perdrien ja què el programa no podria estar escoltant pel port. 
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Fig  3.3 Pèrdua de paquet amb un receptor no paral·lel. 
 
 
Aquestes pèrdues tan gran són crítiques per al correcte funcionament del 
descodificador. Si bé uns mínims errors o pèrdues en les dades, sempre i quan 
no siguin la capçalera NAL, són assumibles, la pèrdua de tota una imatge de 
referència fa que perdem moltes imatge que necessiten d’aquesta per a ésser 
descodificades. 
 
Per solucionar aquest problema, les cues RtpBuffer i MvcBuffer treballen 
cadascuna en un fil d’execució separades d’elles i el descodificador. Així 
aconseguim que mentre el nucli de l’aplicació està descodificant, ambdues 
cues segueixen rebent i preparant les dades per quan el descodificador les 
necessiti. A més, millorem molt la eficiència, ja que escoltar pel port UDP 
bloqueja la execució, tenint molts temps desaprofitats. D’aquesta manera tan 
sols es bloqueja el receptor UDP mentre que la cua MVC pot seguir processant 
i el nucli pot descodificar. 
 
 
Fig  3.4 Recepció correcta d'un sistema paral·lel. 
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3.5 Resultat dels canvis 
 
Amb aquests seguit de canvis, i amb els fitxers de configuració adequats el 
sistema de MVCParallelEncoder i MVCParallelDecoder és capaç de codificar 
frame a frame cada una de les vistes i enviar-les per xarxa encapsulat en 
paquets RTP. Mentrestant, el descodificador pot anar rebent els paquets, 
desempaquetar, desfragmentar i descodificar a més velocitat del què li arriben 
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CAPÍTOL 4. RESULTATS 
 
 
4.1 Escenaris de prova 
 
Per fer les proves disposem de diversos vídeos en cru de 10 segons de durada 
preparats per a codificació multivista. Cada vídeo té unes característiques 
diferents per a poder estudiar el sistema per a diferents càrregues de treball. 
 
Taula  4.1 Característiques dels fitxers YUV d'entrada. 
 
Característiques Mida d’una vista (bytes) 
Pirineus 400x240, 25fps, 250 frames 36000000 
Ballroom 640x480, 25fps, 250 frames 115200000 
Kendo 1024x768, 30fps, 300 frames 353984400 
Poznan 1920x1088, 25fps, 250 frames 783360000 
 
 
També provem amb tres fitxers de configuració diferents. Els arxius són gairebé 
idèntics, ja que de tots els paràmetres només varien el camps que defineixen 
les referències de cada imatge. D’aquesta manera tindrem tres fluxos diferents 
en quan a tipus d’imatges. En tots tres casos hem evitat que hi hagi referència 
entre vistes, ja que això comporta molta més lògica i càrrega de la CPU que 
entorpiria la transmissió en temps real. 
 
Cnf_I. Aquest flux té valor IntraPeriod a 1. Això vol dir que l’espai màxim entre 
una imatge de referència Intra i la següent hi ha una sola frame. Per tant 




Fig  4.1 Diagrama del flux creat pel fitxer de configuració cnf_I. 
 
Aquesta és la codificació més ràpida que hi ha, ja que per a codificar no pren 
cap frame de referència que no sigui ella mateixa. A més la codificació es limita 
a fer un JPEG de la imatge en cru. Per contra, la quantitat de dades a 
transmetre augmenta considerablement, i el temps de descodificació també és 
major. 
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Cnf_IP. En aquest cas el paràmetre IntraPeriod té el mateix valor que 
FramesToBeEncoded, la qual cosa vol dir que el nombre màxim de frames que 
hi haurà entre imatges Intra és la totalitat de l’arxiu. Tan sols n’hi hauria en cas 
d’un canvi de pla al vídeo, cosa que no passa amb les nostres mostres. 
D’aquesta manera tindrem que cada vista comença amb una imatge I de 
referència seguida d’imatges P. Aquestes imatges prenen com a referència tan 
sols la imatge immediatament anterior, ja sigui I o P. 
 
 
Fig  4.2 Diagrama del flux creat pel fitxer de configuració cnf_IP. 
 
Aquesta codificació no és de les més que té una compressió major, ja que no hi 
ha imatges tipus B. Aquesta s’ha considerat que és l’equilibri entre qualitat de 
codificació, compressió de les vistes i temps de procés. 
 
Cnf_IBP. Aquesta configuració incorpora un nou tipus de imatge al flux de 
vídeo com son les imatges Bi-Predicted, que són les que prenen com a 
referència tant les imatges ja codificades com les imatges futures. Tot i que 
aquest format és el menys indicat per a transferències en temps real, s’ha 




Fig  4.3 Diagrama del flux creat pel fitxer de configuració cnf_IP. 
 
 
Les proves que les hem fet amb una màquina amb molta potència tant de CPU 
com de tarja gràfica. 
 
Taula  4.2 Característiques de la màquina de proves. 
SO: Win7 Pro 32bits 
Processador: Intel® Core i5 660@3,33GHz (4CPU) 
RAM: 4GB 
Tarja Video: GeForce GTX 465 2566MB 
Tipus de Xarxa: Ethernet 100Mbits/s 
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4.2 Codificador original 
 
El codificació del JMVC original, com hem vist, consta de tres parts 
diferenciades: codificació, assemblat i descodificació. Primer de tot calcularem 
la qualitat de la codificació per separat, incloent la ràtio de potència de senyal a 
soroll (SNR), que es calcula com la relació logarítmica entre les potències de la 
imatge original i la imatge diferència (resultant de restar la imatge original i la 





Taula  4.3 Característiques de la codificació amb cnf_I. 




compressió Y U V 
Pirineus 2.335.232 15,42 34,8 39,3 41,9 
Ballroom 4.667.887 24,68 36,0 38,7 38,7 
Kendo 4.906.085 72,15 41,2 42,6 42,6 
Poznan 28.721.932 27,27 35,4 35,6 35,6 
 
Taula  4.4 Temps del procés de codificació del JMVC original amb configuració cnf_I. 
 temps per vista temps assembler temps decoder Total 
Pirineus 10,9 s 0,1 s 4,1 s 25,9 s 
Ballroom 30,8 s 0,1 s 9,2 s 70,8 s 
Kendo 72,6 s 0,3 s 20,1 s 165,6 s 





Taula  4.5 Característiques de la codificació amb cnf_IP. 




compressió Y U V 
Pirineus 599854 60,01 34,2 39,7 42,3 
Ballroom 1069865 107,68 35,4 39,1 38,9 
Kendo 1381063 256,31 40,2 43,2 41,7 
Poznan 29196288 26,83 35,3 35,5 35,5 
 
Taula  4.6 Temps del procés de codificació del JMVC original amb configuració cnf_IP. 
 temps per vista temps assembler temps decoder Total 
Pirineus 35,9 s 0,1 3,1 s 74,9 s  
Ballroom 107,5 s 0,1 s 6,3 s 221,4 s 
Kendo 323,2 s 0,3 s 15,4 s 661,7 s 
Poznan 553,8 s 0,8 s 41,3 s 1148,1 s 
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4.2.3 Cnf_IBP 
Taula  4.7 Característiques de la codificació amb cnf_IBP. 




compressió Y U V 
Pirineus 476973 75,48 33,7 39,6 42,2 
Ballroom 761367 151,52 34,9 38,7 38,6 
Kendo 1007018 351,52 39,9 42,8 41,7 
Poznan 21495629 36,44 34,7 38,4 35,1 
 
Taula  4.8 Temps del procés de codificació del JMVC original amb configuració cnf_IBP. 
 temps per vista temps assembler temps decoder Total 
Pirineus 85,7 s 0,1 s 7,6 s 179,1 s 
Ballroom 242,4 s 0,1 s 33,2 s 518,1 s 
Kendo 669,8 s 0,2 s 42,4 s 1382,2 s 
Poznan 838,2 s 0,7 s 56,7 s 1733,8 s 
 
 
4.3 Codificador paral·lel 
 
Pel que fa al codificador en paral·lel, primer s’han fet proves per comprovar que 
els fitxers codificats i descodificats són idèntics als que ens ha donat el procés 
original de codificació. Les dades que hem recollit ha estat el temps que triga el 
codificador a fer tot el procés de codificació i enviament per xarxa. I el més 
important, el temps que passa des del començament del codificador en un 
extrem de la xarxa, i el moment en què acaba el descodificador a mostrar la 




Taula  4.9 Temps del procés de codificació del codi en paral·lel amb configuració cnf_I. 
 MVCParallelEncoder Temps Total 
Pirineus 10,6 s 10,8 s 
Ballroom 30,7 s 31,7 s 
Kendo 73,2 s 74,7 s 




Taula  4.10 Temps del procés de codificació del codi en paral·lel amb configuració cnf_IP. 
 MVCParallelEncoder Temps Total 
Pirineus 38,9 s 39,4 s 
Ballroom 115,22 s 116,9 s 
Kendo 344,32 s 346,1 s 
Poznan 559,43 s 601,4 s 
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4.3.3 Cnf_IBP 
 
 MVCParallelEncoder Temps Total 
Pirineus 108,2 s 111,4 s 
Ballroom 273,3 s 274.9 s 
Kendo 996,6 s 998,1 s 
Poznan 948,5 s 949,3 s 
 
Podem veure que la transmissió i la descodificació afegeix pocs segons més en 
relació al cost de la codificació.  
 
4.3.4 Prova llarga  
Per a provar el codificador en casos més reals fem una prova amb l’únic flux 
d’entrada de vídeo amb més de 10 segons de durada. És el cas del vídeo de 
TV3-3D [43] en proves dels Pirineus, del què tenim 1450 imatges per a cada 
vista, que a 25fps tenim un vídeo de duració 58s. 
 
Taula  4.11 Temps del procés d’un minut de vídeo en cru. 
  Tipus de codificació Temps Total 
cnf_I_piri 68,08 s 
cnf_IP_piri 241,7 s Pirineus 58 s 
cnf_IBP_piri 716,5 s 
 
 
4.3.5 3 Vistes 
 
Per a comparar com respon el codificador amb més de dues vistes, fem una 
prova de 10 segons amb estil IP per a 3 vistes i ho comparem amb el mateix 
resultat anterior de la codificació de les dues vistes. Per als arxius d’entrada 
dels Pirineus tan sols teníem dues vistes, per tant hem utilitzat la vista 2 dues 
vegades. Per a la resta, disposàvem de fitxers d’entrada per a fer fins a 8 
vistes. 
 
 MVCParallelEncoder 2 vistes MVCParallelEncoder 3 vistes 
Pirineus 38,9 s 41,3 s 
Ballroom 115,2 s 121,6 s 
Kendo 344,3 s 352,8 s 
Poznan 559,4 s 566,2 s 
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4.4 Wireshark 
 
Fent servir l’analitzador Wireshark [35], podem veure com es comporta el 
nostre codificador respecte els enviaments a través de la xarxa IP. Per a 
aquesta mesura hem pres la referència de la transmissió del vídeo d’un minut 
dels Pirineus per als dos tipus de codificació. 
 
Primer de tot prenem les dades de la mida de cada imatge de cada vista que 
ens donen els logs del codificador. Si sumem el mida de les dues vistes per a 


















Fig  4.4 Mida en bits de les dues vistes per cada imatge al codificar-ho com a tot I. 
 
Comparant-ho amb la gràfica de wireshark, veiem que la forma de les dues és 
prou semblant. També es pot apreciar que hi ha un pics de transmissió que 
arriben gairebé a 1 Mbps, mantenint-se durant tot un minut a una mitjana de 
500 kbps. 
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Fig  4.5 Ample de banda utilitzat al codificar i enviar dues vistes amb tot imatges I. 
 
 
Si veiem el flux de dades on totes les imatges són tipus P, degut a què el 
procés s’allarga durant més temps i que els paquets a enviar són menors, 
trobem pics de 400kbps però amb una mitjana més a prop dels 100kbps, unes 



















Fig  4.6 Mida en bits de les dues vistes per cada imatge al codificar-ho com a IP. 
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Pel que fa a la gràfica de xarxa, els pics de tràfic arriben a 400 kbps però amb 
una mitjana de 100 kbps. Es pot apreciar que en els moments en què hi ha un 
pic de dades coincideix amb els canvis d’escena, ja que llavors, al no poder 
codificar-ho com a una referència, el codificador força crear-ho com a imatge 




Fig  4.7 Ample de banda utilitzat al codificar i enviar dues vistes amb imatges I i P. 
 
En el cas de imatges de tipus I, B i P, podem veure com encara hi ha menys 
flux de dades. També podem observar que els pics de dades també 



















Fig  4.8 Mida en bits de les dues vistes per cada imatge al codificar-ho com a IBP. 
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CAPÍTOL 5. CONCLUSIONS 
 
5.1 Conclusions Generals 
 
L’estudi del codi JMVC a baix nivell ha permès copsar la complexitat del codi. 
Aquesta complexitat és la que li permet ser una eina molt versàtil per a la 
codificació de vídeo en 3D, ja que té moltes funcions pensades per a una 
varietat enorme de configuracions.  
 
En aquests moments la versió estable és la 8.5, cosa que ja dóna una idea de 
com de desenvolupat està. Tal i com es pot apreciar al TFC d’en Sergio 
Gonzalez, “Compresión y transporte de televisión 3D sobre redes IP” [8], les 
combinacions que permet el codi JMVC són molt àmplies. Permet, tant sols 
editant el fitxer de configuració, prioritzar la qualitat de la codificació, el temps 
de computació, o bé la mida dels fitxers de sortida depenent de les necessitats. 
 
Amb la feina que s’ha fet en aquest TFC s’ha aconseguit analitzar quins 
mètodes utilitzats a la codificació no eren crítics i es podien desactivar per a 
guanyar temps de computació. La majoria d’aquests mètodes es controlen des 
dels fitxers de configuració, així que no calia editar el codi pròpiament dit. Els 
mètodes que no es podien controlar mitjançant els fitxers s’han desactivat 
editant el codi, evitant sempre que fos possible, modificar els nuclis de 
codificació i descodificació del JMVC. 
 
Pel que fa a les modificacions per a paral·lelitzar les codificacions de les 
diverses vistes, així com a la transmissió per xarxa, s’han creat diversos 
mòduls per a afegir al projecte actual de JMVC. La importància de fer-ho en 
mòduls separats ens permetrà una millor adaptació a les noves versions que 
apareguin del codi JMVC, així com la reutilització de part del codi en altres 
projectes que necessitin els mètodes de encapsulat en RTP per a MVC, per 
exemple.  
 
Tot i les millores, el codi encara presenta algunes limitacions que impedeixen 
que sigui tant versàtil com el codi original. Les resolucions a les que pot 
treballar en temps real són massa petites, més orientades a dispositius mòbils 
que a resolucions de TDT o d’HD. A més per a poder tenir taxes altes d’imatges 
per segon s’ha sacrificat els modes de codificació que permeten altes taxes de 
compressió. Per últim, una de les grans virtuts del JMVC, que permetia 
aprofitar la gran similitud entre les diferents vistes per a comprimir molt més, no 
s’ha pogut implementar degut a la gran complexitat de codificació així com els 
recursos de la màquina que codificaria. 
 
Pel que fa a l’estructura del codi, la modularitat que s’ha aconseguit és gairebé 
total, ja que es volia evitar al màxim d’editar part del codi original. Al final tan 
sols s’ha modificat dues línies d’una de les classes del JMVC. 
 
Centrant-nos en els mòduls de transport, en tot moment s’ha tingut en compte 
els diferents estàndards involucrats en la transmissió de vídeo, i més 
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concretament en la de vídeo multivista. D’aquesta manera es facilita la 
integració amb altres aplicacions que també segueixin els estàndards, com per 
exemple l’analitzador de protocols de xarxa Wireshark, pel qual s’ha 
desenvolupat un nou filtre (dissector) per a transmissions que segueixin 
l’estàndard de RTP per a vídeo MVC [2]. Pel que sabem, tant el codi de 
transmissió MVC/RTP com el mòdul de Wireshark són implementacions 
innovadores de les quals no hem trobat cap altre exemple a la xarxa, i ens 
plantegem fer-les públiques com a codi lliure open source.   
 
L’objectiu al començar el TFC era d’aconseguir una codificació i transmissió en 
temps real de vídeo en 3D en una xarxa IP. S’ha aconseguir una transmissió 
gairebé en temps real en un escenari molt controlat com és el laboratori de la 
universitat, amb resolucions de vídeo baixes i amb poca taxa de compressió. 
Tot i l’èxit d’aquestes proves, encara queda lluny que es pugui fer una 
transmissió en 3D a través de la xarxa comercial a les resolucions que 




Els projectes de telecomunicacions solen tenir molt poc impacte directe en el 
medi ambient, tant per bo com per dolent. 
 
És per això que els canvis ambientals que pot aportar aquest projecte seran 
deguts a l’estalvi energètic que es pugui guanyar amb una codificació i 
transmissió més òptima. Tot i així, per tal què aquestes millores siguin 
perceptibles, caldria una utilització del codi a escala molt gran, ja que les 
millores en necessitat de recursos són mínimes. 
 
 
5.3 Futures Millores 
 
Tot i que s’ha aconseguit una millora notable en el temps de procés de 
codificació, encara hi ha millores a fer per tal què el codi sigui plenament 
operatiu. 
 
Primer de tot caldria una reestructuració profunda per tal de poder codificar 
vistes que tinguin referència unes amb altres. En la primera versió no es va 
tenir en compte ja que s’hauria de retocar molt el codi bàsic per a sincronitzar 
tots els buffers d’imatges. També caldria refactoritzar,és a dir, reescriure part 
dels mòduls creats per a poder fer-lo plenament compatible amb el JMVC 
original, evitant així modificar el mòdul CreaterH264AVCEncoder. 
 
Aquest projecte s’ha centrar únicament en la part de codificació, transport i 
descodificació. En paral·lel s’ha desenvolupat dos projectes més sobre vídeo 
en 3D: un de captació d’imatges amb webcams especials de 3D [10] i un altre 
de reproducció de fluxos YUV en 3D encara en procés. El següent pas seria el 
d’ajuntar els 3 mòduls en una sola aplicació que prengui el millor de cada 
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projecte i així tenir una eina funcional de transmissió en 3D streaming en temps 
real. 
 
Degut al sistema de threads, el descodificador, no està preparat per a segons 
quins casos de transmissió. Per exemple, si un paquet desordenat arriba més 
tard que el descodificador hagi començat a processar els fragments, es pot 
quedat esperant i bloquejant l’objecte RtpPacker a què arribi el fragment. 
Mentre això passa, la classe encarregada de rebre paquets no pot accedir a 
l’objecte RtpPacker ja que està bloquejat, perdent-se així tota la transmissió per 
un sol error. 
 
També caldria una revisió dels canvis en el codificador, ja que la idea principal 
era la de tocar el mínim del codi JMVC original. Ara per ara s’ha modificar dos 
arxius del codi original per tal de què funcionin amb l’actual 
MVCParallelEncoder, i caldria adaptar aquest últim per tal que aquests canvis 
no fossin necessaris i facilitar la compatibilitat d’aquest codi amb el JMVC 
original. 
 
Per últim, i tenint en compte que el nou codec H.265/HEVC (High-Efficiency 
Video Codec) és a punt d’acabar la seva estandardització [48], i que ja es 
disposa del codi de referència [49], similar al JMVC [50] , es podria modificar 
aquest codi en el mateix sentit que s’ha fet amb el JVMC.  
 





[1] Richardson, Iain E. G; H.264 and MPEG-4 video compression: video coding 





[2] RFC DRAFT RTP Payload Format for MVC Video draft-ietf-payload-rtp-mvc- 
02, Y.-K. Wang, Huawei Technologies, T. Schierl., June 25, 2012 
 
[3] RFC 3984: RTP Payload Format for H.264 Video, S. Wenger, M.M. 
Hannuksela, T. Stockhammer, M. Westerlund; February 2005 
 
[4] RFC 3550: RTP: A Transport Protocol for Real-Time Applications, H. 
Schulzrinne, S. Casner, R. Frederick, V. Jacobson, January 1996 
 
[5] RFC 793: TRANSMISSION CONTROL PROTOCOL, J. Postel (ed.); 
University of Southern California; September 1981 
 
[6] RFC 791: INTERNET PROTOCOL, J. Postel (ed.); University of Southern 
California; September 1981 
 
[7] RFC 768: User Datagram Protocol, J. Postel (ed.); 28 August 1980 
 
 
Altres projectes de final de carrera 
 
[8] González Fernández, Sergio; Compresión y transporte de televisión 3D 
sobre redes IP; Universitat Politècnica de Catalunya. Escola Politècnica 
Superior de Castelldefels. ETT Telemàtica, Octubre, 2010 
 
[9] Pei Qing; Parallel real-time multi-view video decoding; Universitat de 
Tsinghua (清华大学), 2010 
 
[10] Fernández Ardanuy, Oscar; Adquisición y transmisión de vídeo 3D sin 
comprimir sobre redes IP; Universitat Politècnica de Catalunya. Escola 
Politècnica Superior de Castelldefels. ETT Telemàtica, Maig, 2011 
 
 
Bibliografia i Glossari     48 
Pàgines web 
 
[11] ITU – Viquipèdia: http://ca.wikipedia.org/wiki/ITU-T 
[12] Joint Video Team: http://www.itu.int/en/ITU-T/studygroups/com16/video/ 
Pages/jvt.aspx 
[13] MPEG-4 – Wikipedia: http://en.wikipedia.org/wiki/H.264/MPEG-4_AVC 
[14] JPEG – Wikipedia: http://en.wikipedia.org/wiki/JPEG 
[15] CVS – Viquipèdia: http://ca.wikipedia.org/wiki/CVS 
[16] Multiview Video Coding (MVC) - Wikipedia: http://en.wikipedia.org/wiki/ 
Multiview_Video_Coding 
[17] Reproducció en 3D – Wikipedia: 
http://es.wikipedia.org/wiki/Reproducción_3D 
[18] Ulleres polaritzades 3D – Wikipedia: http://en.wikipedia.org/wiki/Polarized 
_3D_glasses 
[19] Autoestenogram – Wikipedia: http://en.wikipedia.org/wiki/Autostereogram 
[20] Autoestenoscopia – Wikipedia: http://en.wikipedia.org/wiki/Autostereoscopy 
[21] Resum de les resolucions més comuns: 
http://vitaminaweb.com/resoluciones-de-pantalla-de-los-dispositivos-moviles-
mas-comunes_649 
[22] Display resolution – Wikipedia: en.wikipedia.org/wiki/Display_resolution 
[23] Group of Pictures (GOP) – Wikipedia: http://es.wikipedia.org/wiki/Group 
_of_pictures 
[24] NAL – Wikipedia: http://en.wikipedia.org/wiki/Network_Abstraction_Layer 
[25] CABAC – Wikipedia: http://en.wikipedia.org/wiki/Context-
adaptive_binary_arithmetic_coding 
[26] CAVLC – Wikipedia: http://en.wikipedia.org/wiki/Context-adaptive_variable-
length_coding 
[27] Subversion – Viquipèdia: http://ca.wikipedia.org/wiki/Subversion 
[28] Documentació boost: http://www.boost.org/doc/libs/1_47_0/ 
[29] WinMerge: http://winmerge.org/docs/ 
[30] YUV – Wikipedia: http://en.wikipedia.org/wiki/YUV 
[31] RGB – Wikipedia: http://en.wikipedia.org/wiki/RGB_color_model 
[32] DCT – Wikipedia: http://en.wikipedia.org/wiki/Discrete_cosine_transform 
[33] Codi de Huffmann - Wikipedia: http://en.wikipedia.org/wiki/Huffman_coding 
Bibliografia i Glossari     49 
[34] SNR – Wikipedia: http://en.wikipedia.org/wiki/Signal-to-noise_ratio 
[35] Wireshark - http://www.wireshark.org/docs/ 
[36] Espectre de llum visible - http://wiki.silverfishlongboarding.com/ 
index.php/File:Visible_light_spectrum.jpg 
[37] Càmera de vídeo 3D - http://www.21stcentury3d.com/press/images/pr-
060117-3dvx3-3qtr_lg.jpg 
[38] Representació dels vectors de moviment - http://people.xiph.org/ 
~xiphmont/demo/theora/demo2.html. 
[39] JSVC - http://en.wikipedia.org/wiki/Scalable_Video_Coding 





[41] Captures de TDT, canal TV3-HD, Pirineus des de l’aire, juny 2010. 
[42] ISO/IEC JTC1/SC29/WG11; Draft Call for Proposals on 3D Video Coding 
Technology; Daegu (Korea); January 2011. 
[43] VCEG (ITU-T) and JVT (MPEG); MVC Software Manual (version 8.5) ; 
March 2011. 
[44] DVB Document A154-3;Digital Video Broadcasting (DVB): HDTV Service 
Compatible Plano-stereoscopic 3DTV.; July 2012. 
[45] Halsall, F., "Data Communications, Computer Networks and Open 
Systems". Ed. Addison-Wesley, 1996 (4ena edició). 
[46] Kurose, J.F; “Computer Networking: A Top-Down Approach”. Ed. Addison-
Wesley, 2012 (6ena edició). 
[47] Stallings, W.; “Data and computer communications”. Ed. Upper Saddle 
River, 2009 (8ena edició.) 
[48] Bross, b; High efficiency video coding (HEVC) text specification draft 8; July 
2012 
[49] HEVC software repository; 
https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/ 
[50] HEVC 3D extension; 
https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/ 
 
Bibliografia i Glossari     50 
GLOSSARI 
 
3D  3 Dimensions 
AVC  Advanced Video Coding 
CABAC Context Adaptative Binary Arithmetic Coding 
CAVLC Context Adaptative Variable Lenght Coding 
CVS  Concurrent Versions System 
DCT  Discrete Cosine Transform 
FPS  Frames Per Second 
GCC  GNU C Compiler 
GOP  Group Of Pictures 
HD  High Definition 
IEC  International Electrotechnical Commission 
IP  Internet Protocol   
ISO  International Organization for Standardization 
ITU  International Telecommunication Union 
JMVC  Joint Multiview Video Coding 
JPEG  Joint Photographic Experts Group 
JVT  Joint Video Team 
MPEG Moving Picture Experts Group 
MVC  Multiview Video Coding 
NAL  Network Abstraction Layer 
PAL  Phase Alternating Line 
RAM  Read Access Memory 
RFC  Request for Comments 
RGB  Red Green Blue 
RTP  Real-Time Protocol 
SNR  Signal-Noise Ratio 
SO  Sistema Operatiu 
TCP  Transport Control Protocol 
TDT  Televisió Digital Terrestre 
UDP  User Datagram Protocol 
VCEG  Video Coding Experts Group 
 
 





Tipus de NAL 
 
Taula  A.1 Valors del camp TYPE de la NAL. 
NAL unit type Packet type Packet type name 
0 Reserved  -- 
1 – 23 NAL unit Single NAL unit packet 
24 STAP – A Single-time aggregation packet 
25 STAP – B Single-time aggregation packet 
26 MTAP16 Multi-time aggregation packet with 16-bit 
timestamp offset 
27 MTAP24 Multi-time aggregation packet with 24-bit 
timestamp offset 
28 FU – A Fragmentation unit 
29 FU – B Fragmentation unit 
30 - 31 Reserved  -- 
 
 
NALs del nostre codi 
 
Taula  A.2 Valors de la NAL genèrica i estesa en les captures del codi modificat. 
 Vista 0 Vista 1 
Tipus frame NAL NAL MVC NAL NAL MVC 
IDR 6E 00 00 05 74 02 00 45 
I 4E 40 00 05 54 42 00 45 
P 4E 40 00 01 54 44 00 01 
Bref 2E 41 00 09 34 41 00 49 
B 0E 42 00 11 14 42 00 51 
 
 
Taula  A.3 Valors de la NAL fragmentada en les captures per a la vista 0. 
 Vista 0 
NAL de fragmentació 
Tipus frame NAL Start Middle End NAL MVC 
IDR 7C AE 2E 6E 00 00 05 
I 5C AE 2E 6E 40 00 05 
P 5C AE 2E 6E 40 00 01 
Bref 3C AE 2E 6E 41 00 09 
B 1C AE 2E 6E 42 00 11 
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Taula  A.4 Valors de la NAL fragmentada en les captures per a la vista 1. 
 Vista 1 
NAL de fragmentació 
Tipus frame NAL Start Middle End NAL MVC 
IDR 7C B4 34 74 02 00 45 
I 5C B5 34 74 42 00 45 
P 5C B6 34 74 44 00 01 
Bref 3C B7 34 74 41 00 49 
B 1C B8 34 74 42 00 51 
 
Valors del Payload de RTP 
 
Taula  A.5 Valors del paràmetre Payload de RTP segons  les dades que trqansporta 






























72-76 Reserved for RTCP conflict avoidance 
77-95 Unassigned 
96-127 dynamic 





El YUV Player és un reproductor de vídeo en cru. Aquesta aplicació ens permet 
veure vídeos de diverses característiques.  
 
 
Fig  A.1 Exemple de visualització de YUV Player. 
 
 
Entre les característiques que es poden personalitzar hi ha el framerate, el tipus 
de YUV, la resolució. 
 
 
 Fig  A.2 Paràmetres de configuració del YUV Player.  
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Wireshark 
 
El Wireshark és un analitzador de protocols de xarxa. Capta tots els paquets 




Fig  A.3 Captura de Wireshark. 
 
 
Entre les utilitats més importants hi ha un conjunt de filtres molt complet que 
permeten filtrar els paquets per protocol, o per valors específics de cada 
protocol. A més també té eines per mostrar gràficament els resultats. 
 
Tot i això, el Wireshark encara no té incorporat el filtre de MVC sobre RTP, 
però permet als usuaris crear els codis de nous filtres ( o dissectors) per tal què 
satisfacin totes les necessitats. Hem implementat el codi del dissector per a 
MVC prenent la base del filtre per a H.264 sobre RTP i afegint-hi els 3 bytes de 
les capçaleres de NAL específiques per a MVC. 
 
/* packet-rtpmvc.c 
 * Routines for H.264 MVC dissection 
 * 
 * [EDITAR]$Id: packet-rtpmvc.c 42569 2012-05-11 08:29:40Z guy $ [EDITAR] 
 * 
 * Wireshark - Network traffic analyzer 
 * By Gerald Combs <gerald@wireshark.org> 
 * Copyright 1998 Gerald Combs 
 * 
 * This program is free software; you can redistribute it and/or 
 * modify it under the terms of the GNU General Public License 
 * as published by the Free Software Foundation; either version 2 
 * of the License, or (at your option) any later version. 
 * 
 * This program is distributed in the hope that it will be useful, 
 * but WITHOUT ANY WARRANTY; without even the implied warranty of 
 * MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the 
 * GNU General Public License for more details. 
 * 
 * You should have received a copy of the GNU General Public License 
ANNEX – Software Utilitzat   55 
 * along with this program; if not, write to the Free Software 
 * Foundation, Inc., 59 Temple Place - Suite 330, Boston, MA 02111-1307, USA. 
 * 
 * References: 
 * http://www.ietf.org/html/draft-ietf-payload-rtp-mvc-02 


















/* Initialize the protocol and registered fields */ 
static int proto_rtpmvc        = -1; 
static int hf_rtpmvc_type        = -1; 
static int hf_rtpmvc_nal_f_bit      = -1; 
static int hf_rtpmvc_nal_nri       = -1; 
static int hf_rtpmvc_start_bit      = -1; 
static int hf_rtpmvc_forbidden_bit     = -1; 
static int hf_rtpmvc_end_bit       = -1; 
static int hf_rtpmvc_profile       = -1; 
static int hf_rtpmvc_profile_idc      = -1; 
static int hf_rtpmvc_rbsp_stop_bit     = -1; 
static int hf_rtpmvc_rbsp_trailing_bits    = -1; 
static int hf_rtpmvc_constraint_set0_flag    = -1; 
static int hf_rtpmvc_constraint_set1_flag    = -1; 
static int hf_rtpmvc_constraint_set2_flag    = -1; 
static int hf_rtpmvc_constraint_set3_flag    = -1; 
static int hf_rtpmvc_reserved_zero_4bits    = -1; 
static int hf_rtpmvc_level_idc      = -1; 
static int hf_rtpmvc_nal_unit       = -1; 
static int hf_rtpmvc_forbidden_zero_bit    = -1; 
static int hf_rtpmvc_nal_ref_idc      = -1; 
static int hf_rtpmvc_nal_unit_type     = -1; 
static int hf_rtpmvc_seq_parameter_set_id    = -1; 
static int hf_rtpmvc_chroma_format_idc    = -1; 
static int hf_rtpmvc_residual_colour_transform_flag = -1; 
static int hf_rtpmvc_bit_depth_luma_minus8   = -1; 
static int hf_rtpmvc_bit_depth_chroma_minus8  = -1; 
static int hf_rtpmvc_qpprime_y_zero_transform_bypass_flag = -1; 
static int hf_rtpmvc_seq_scaling_matrix_present_flag = -1; 
static int hf_rtpmvc_log2_max_frame_num_minus4  = -1; 
static int hf_rtpmvc_pic_order_cnt_type    = -1; 
static int hf_rtpmvc_log2_max_pic_order_cnt_lsb_minus4 = -1; 
static int hf_rtpmvc_delta_pic_order_always_zero_flag = -1; 
static int hf_rtpmvc_offset_for_non_ref_pic   = -1; 
static int hf_rtpmvc_offset_for_top_to_bottom_field = -1; 
static int hf_rtpmvc_num_ref_frames_in_pic_order_cnt_cycle = -1; 
static int hf_rtpmvc_offset_for_ref_frame    = -1; 
static int hf_rtpmvc_num_ref_frames     = -1; 
static int hf_rtpmvc_gaps_in_frame_num_value_allowed_flag = -1; 
static int hf_rtpmvc_pic_width_in_mbs_minus1  = -1; 
static int hf_rtpmvc_pic_height_in_map_units_minus1 = -1; 
static int hf_rtpmvc_frame_mbs_only_flag    = -1; 
static int hf_rtpmvc_mb_adaptive_frame_field_flag  = -1; 
static int hf_rtpmvc_direct_8x8_inference_flag  = -1; 
static int hf_rtpmvc_frame_cropping_flag    = -1; 
static int hf_rtpmvc_frame_crop_left_offset   = -1; 
static int hf_rtpmvc_frame_crop_right_offset  = -1; 
static int hf_rtpmvc_frame_crop_top_offset   = -1; 
static int hf_rtpmvc_frame_crop_bottom_offset   = -1; 
static int hf_rtpmvc_vui_parameters_present_flag  = -1; 
static int hf_rtpmvc_pic_parameter_set_id    = -1; 
static int hf_rtpmvc_entropy_coding_mode_flag   = -1; 
static int hf_rtpmvc_pic_order_present_flag   = -1; 
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static int hf_rtpmvc_num_slice_groups_minus1  = -1; 
static int hf_rtpmvc_slice_group_map_type    = -1; 
static int hf_rtpmvc_num_ref_idx_l0_active_minus1  = -1; 
static int hf_rtpmvc_num_ref_idx_l1_active_minus1  = -1; 
static int hf_rtpmvc_weighted_pred_flag    = -1; 
static int hf_rtpmvc_weighted_bipred_idc    = -1; 
static int hf_rtpmvc_pic_init_qp_minus26    = -1; 
static int hf_rtpmvc_pic_init_qs_minus26    = -1; 
static int hf_rtpmvc_chroma_qp_index_offset   = -1; 
static int hf_rtpmvc_deblocking_filter_control_present_flag = -1; 
static int hf_rtpmvc_constrained_intra_pred_flag  = -1; 
static int hf_rtpmvc_redundant_pic_cnt_present_flag = -1; 
static int hf_rtpmvc_transform_8x8_mode_flag  = -1; 
static int hf_rtpmvc_pic_scaling_matrix_present_flag = -1; 
static int hf_rtpmvc_second_chroma_qp_index_offset = -1; 
static int hf_rtpmvc_par_profile      = -1; 
static int hf_rtpmvc_par_profile_b     = -1; 
static int hf_rtpmvc_par_profile_m     = -1; 
static int hf_rtpmvc_par_profile_e     = -1; 
static int hf_rtpmvc_par_profile_h     = -1; 
static int hf_rtpmvc_par_profile_h10     = -1; 
static int hf_rtpmvc_par_profile_h4_2_2    = -1; 
static int hf_rtpmvc_par_profile_h4_4_4    = -1; 
static int hf_rtpmvc_par_add_mode_sup     = -1; 
static int hf_rtpmvc_par_AdditionalModesSupported  = -1; 
static int hf_rtpmvc_par_add_mode_sup_rcdo   = -1; 
static int hf_rtpmvc_par_ProfileIOP     = -1; 
static int hf_rtpmvc_par_constraint_set0_flag   = -1; 
static int hf_rtpmvc_par_constraint_set1_flag   = -1; 
static int hf_rtpmvc_par_constraint_set2_flag   = -1; 
 
/* VUI parameters */ 
static int hf_rtpmvc_aspect_ratio_info_present_flag = -1; 
static int hf_rtpmvc_aspect_ratio_idc     = -1; 
static int hf_rtpmvc_sar_width      = -1; 
static int hf_rtpmvc_sar_height      = -1; 
static int hf_rtpmvc_overscan_info_present_flag  = -1; 
static int hf_rtpmvc_overscan_appropriate_flag  = -1; 
static int hf_rtpmvc_video_signal_type_present_flag = -1; 
static int hf_rtpmvc_video_format      = -1; 
static int hf_rtpmvc_video_full_range_flag   = -1; 
static int hf_rtpmvc_colour_description_present_flag = -1; 
static int hf_rtpmvc_colour_primaries     = -1; 
static int hf_rtpmvc_transfer_characteristics   = -1; 
static int hf_rtpmvc_matrix_coefficients    = -1; 
static int hf_rtpmvc_chroma_loc_info_present_flag  = -1; 
static int hf_rtpmvc_chroma_sample_loc_type_top_field = -1; 
static int hf_rtpmvc_chroma_sample_loc_type_bottom_field = -1; 
static int hf_rtpmvc_timing_info_present_flag   = -1; 
static int hf_rtpmvc_num_units_in_tick    = -1; 
static int hf_rtpmvc_time_scale      = -1; 
static int hf_rtpmvc_fixed_frame_rate_flag   = -1; 
static int hf_rtpmvc_nal_hrd_parameters_present_flag = -1; 
static int hf_rtpmvc_vcl_hrd_parameters_present_flag = -1; 
static int hf_rtpmvc_low_delay_hrd_flag    = -1; 
static int hf_rtpmvc_pic_struct_present_flag  = -1; 
static int hf_rtpmvc_bitstream_restriction_flag  = -1; 
static int hf_rtpmvc_motion_vectors_over_pic_boundaries_flag = -1; 
static int hf_rtpmvc_max_bytes_per_pic_denom  = -1; 
static int hf_rtpmvc_max_bits_per_mb_denom   = -1; 
static int hf_rtpmvc_log2_max_mv_length_horizontal = -1; 
static int hf_rtpmvc_log2_max_mv_length_vertical  = -1; 
static int hf_rtpmvc_num_reorder_frames    = -1; 
static int hf_rtpmvc_max_dec_frame_buffering  = -1; 
static int hf_rtpmvc_cpb_cnt_minus1     = -1; 
static int hf_rtpmvc_bit_rate_scale     = -1; 
static int hf_rtpmvc_cpb_size_scale     = -1; 
static int hf_rtpmvc_bit_rate_value_minus1   = -1; 
static int hf_rtpmvc_cpb_size_value_minus1   = -1; 
static int hf_rtpmvc_cbr_flag       = -1; 
static int hf_rtpmvc_initial_cpb_removal_delay_length_minus1 = -1; 
static int hf_rtpmvc_cpb_removal_delay_length_minus1 = -1; 
static int hf_rtpmvc_dpb_output_delay_length_minus11 = -1; 
static int hf_rtpmvc_time_offset_length    = -1; 
 
static int hf_rtpmvc_first_mb_in_slice    = -1; 
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static int hf_rtpmvc_slice_type      = -1; 
static int hf_rtpmvc_slice_id       = -1; 
static int hf_rtpmvc_payloadsize      = -1; 
static int hf_rtpmvc_payloadtype      = -1; 
static int hf_rtpmvc_frame_num      = -1; 
 
/* NAL MVC parameters*/ 
 
static int hf_rtpmvc_svc_flag      =-1; 
static int hf_rtpmvc_idr_flag      =-1; 
static int hf_rtpmvc_priority_id     =-1; 
static int hf_rtpmvc_view_id      =-1; 
static int hf_rtpmvc_temporal_id     =-1; 
static int hf_rtpmvc_anchor_pic_flag    =-1; 
static int hf_rtpmvc_inter_view_flag    =-1; 
static int hf_rtpmvc_reserved_one_flag    =-1; 
 
/* Initialize the subtree pointers */ 
static int ett_rtpmvc = -1; 
static int ett_rtpmvc_profile = -1; 
static int ett_rtpmvc_nal = -1; 
static int ett_rtpmvc_nal_ext = -1; 
static int ett_rtpmvc_fua = -1; 
static int ett_rtpmvc_stream = -1; 
static int ett_rtpmvc_nal_unit = -1; 
static int ett_rtpmvc_par_profile = -1; 
static int ett_rtpmvc_par_AdditionalModesSupported = -1; 
static int ett_rtpmvc_par_ProfileIOP     = -1; 
 
/* The dynamic payload type range which will be dissected as H.264 */ 
 
#define RTP_PT_DEFAULT_RANGE "0" 
static range_t *temp_dynamic_payload_type_range = NULL; 
 
static dissector_handle_t rtpmvc_handle; 
 
/* syntax tables in subclause 7.3 is equal to 
 * ue(v), me(v), se(v), or te(v). 
 */ 
typedef enum { 
    H264_UE_V = 0, 
    H264_ME_V = 1, 
    H264_SE_V = 2, 




static const true_false_string rtpmvc_f_bit_vals = { 
  "Bit errors or other syntax violations", 
  "No bit errors or other syntax violations" 
}; 
static const true_false_string rtpmvc_start_bit_vals = { 
  "the first packet of FU-A picture", 
  "Not the first packet of FU-A picture" 
}; 
static const true_false_string rtpmvc_end_bit_vals = { 
  "the last packet of FU-A picture", 
  "Not the last packet of FU-A picture" 
}; 
static const true_false_string rtpmvc_forbidden_bit_vals = { 
  "Forbidden Bit of FU-A", 
  "Not Forbidden Bit of FU-A" 
}; 
 
#define H264_SEQ_PAR_SET  7 
#define H264_PIC_PAR_SET  8 
 
static const value_string rtpmvc_type_values[] = { 
 { 0, "Undefined" }, 
 { 1, "NAL unit - Coded slice of a non-IDR picture" }, /* Single NAL unit 
packet per H.264 */ 
 { 2, "NAL unit - Coded slice data partition A" }, 
 { 3, "NAL unit - Coded slice data partition B" }, 
 { 4, "NAL unit - Coded slice data partition C" }, 
 { 5, "NAL unit - Coded slice of an IDR picture" }, 
 { 6, "NAL unit - Supplemental enhancement information (SEI)" }, 
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 { H264_SEQ_PAR_SET, "NAL unit - Sequence parameter set" },   
 /* 7 */ 
 { H264_PIC_PAR_SET, "NAL unit - Picture parameter set" },   
 /* 8 */ 
 { 9, "NAL unit - Access unit delimiter" }, 
 { 10, "NAL unit - End of sequence" }, 
 { 11, "NAL unit - End of stream" }, 
 { 12, "NAL unit - Filler data" }, 
 { 13, "NAL unit - Sequence parameter set extension" }, 
 { 14, "NAL unit - Reserved" }, 
 { 15, "NAL unit - Reserved" }, 
 { 16, "NAL unit - Reserved" }, 
 { 17, "NAL unit - Reserved" }, 
 { 18, "NAL unit - Reserved" }, 
 { 19, "NAL unit - Coded slice of an auxiliary coded picture without 
partitioning" }, 
 { 20, "NAL unit - Reserved" }, 
 { 21, "NAL unit - Reserved" }, 
 { 22, "NAL unit - Reserved" }, 
 { 23, "NAL unit - Reserved" }, 
 { 24, "STAP-A" },  /* Single-time aggregation packet */ 
 { 25, "STAP-B" },  /* Single-time aggregation packet */ 
 { 26, "MTAP16" },  /* Multi-time aggregation packet */ 
 { 27, "MTAP24" },  /* Multi-time aggregation packet */ 
 { 28, "FU-A" },  /* Fragmentation unit */ 
 { 29, "FU-B" },  /* Fragmentation unit */ 
 { 30, "undefined" }, 
 { 31, "undefined" }, 
 { 0, NULL } 
}; 
 
/* A.2 Profiles */ 
static const value_string rtpmvc_profile_idc_values[] = { 
 { 66, "Baseline profile" }, 
 { 77, "Main profile" }, 
 { 88, "Extended profile" }, 
 { 100, "High profile" }, 
 { 110, "High 10 profile" }, 
 { 122, "High 4:2:2 profile" }, 
 { 144, "High 4:4:4 profile" }, 
 { 0, NULL } 
}; 
 
/* Table A-1 - Level limits */ 
static const value_string rtpmvc_level_bitrate_values[] = { 
 { 10, "64 kb/s" }, 
 { 11, "192 kb/s" }, 
 { 12, "384 kb/s" }, 
 { 13, "768 kb/s" }, 
 { 20, "2 Mb/s" }, 
 { 21, "4 Mb/s" }, 
 { 22, "4 Mb/s" }, 
 { 30, "10 Mb/s" }, 
 { 31, "14 Mb/s" }, 
 { 32, "20 Mb/s" }, 
 { 40, "20 Mb/s" }, 
 { 41, "50 Mb/s" }, 
 { 42, "50 Mb/s" }, 
 { 50, "135 Mb/s" }, 
 { 51, "240 Mb/s" }, 
 { 0, NULL } 
}; 
 
static const value_string rtpmvc_nal_unit_type_vals[] = { 
 { 0, "Unspecified" }, 
 { 1, "Coded slice of a non-IDR picture" }, 
 { 2, "Coded slice data partition A" }, 
 { 3, "Coded slice data partition B" }, 
 { 4, "Coded slice data partition C" }, 
 { 5, "Coded slice of an IDR picture" }, 
 { 6, "Supplemental enhancement information (SEI)" }, 
 { 7, "Sequence parameter set" }, 
 { 8, "Picture parameter set" }, 
 { 9, "Access unit delimiter" }, 
 { 10, "End of sequence" }, 
 { 11, "End of stream" }, 
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 { 12, "Filler data" }, 
 { 13, "Sequence parameter set extension" }, 
 { 14, "Reserved" }, 
 { 15, "Reserved" }, 
 { 16, "Reserved" }, 
 { 17, "Reserved" }, 
 { 18, "Reserved" }, 
 { 19, "Coded slice of an auxiliary coded picture without partitioning" }, 
 { 20, "Reserved" }, 
 { 21, "Reserved" }, 
 { 22, "Reserved" }, 
 { 23, "Reserved" }, 
 { 24, "Unspecified" }, 
 { 25, "Unspecified" }, 
 { 26, "Unspecified" }, 
 { 27, "Unspecified" }, 
 { 28, "FU-A" }, 
 { 29, "Unspecified" }, 
 { 30, "Unspecified" }, 
 { 31, "Unspecified" }, 
 { 0, NULL } 
}; 
 
static const value_string rtpmvc_slice_group_map_type_vals[] = { 
 { 0, "Interleaved slice groups" }, 
 { 1, "Dispersed slice group mapping" }, 
 { 2, "One or more foreground slice groups and a leftover slice group" }, 
 { 3, "Changing slice groups" }, 
 { 4, "Changing slice groups" }, 
 { 5, "Changing slice groups" }, 
 { 6, "Explicit assignment of a slice group to each slice group map unit" }, 
 { 0, NULL } 
}; 
 
/* Table 7-6 Name association to slice_type */ 
static const value_string rtpmvc_slice_type_vals[] = { 
 { 0, "P (P slice)" }, 
 { 1, "B (B slice)" }, 
 { 2, "I (I slice)" }, 
 { 3, "SP (SP slice)" }, 
 { 4, "SI (SI slice)" }, 
 { 5, "P (P slice)" }, 
 { 6, "B (B slice)" }, 
 { 7, "I (I slice)" }, 
 { 8, "SP (SP slice)" }, 
 { 9, "SI (SI slice)" }, 
 { 0, NULL } 
}; 
/* byte_aligned( ) is specified as follows. 
 * - If the current position in the bitstream is on a byte boundary, i.e., 
 *  the next bit in the bitstream is the first bit in a byte, 
 *  the return value of byte_aligned( ) is equal to TRUE. 






  return FALSE; 
 
 return TRUE; 
} 
/* Expect a tvb and a bit offset into the tvb 
 * returns the valu and bit_offset 
 */ 
#define cVALS(x) (const value_string*)(x) 
 
guint32 
dissect_rtpmvc_exp_golomb_code(proto_tree *tree, int hf_index, tvbuff_t *tvb, gint 
*start_bit_offset, rtpmvc_golomb_descriptors descriptor) 
/*(tvbuff_t *tvb, gint *start_bit_offset) */ 
{ 
 gint  leading_zero_bits, bit_offset, start_offset; 
 guint32  codenum, mask, value, tmp; 
 gint32  se_value=0; 
 gint  b; 
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 char *str; 
 int bit; 
 int i; 
 header_field_info *hf_field = NULL; 
 
 start_offset = *start_bit_offset>>3; 
 
 if(hf_index > -1) 
  hf_field = proto_registrar_get_nth(hf_index); 
 
 bit_offset = *start_bit_offset; 
 




  if(bit&&(!(bit%4))){ 
   g_strlcat(str, " ", 256); 
  } 




 leading_zero_bits = -1; 
 for( b = 0; !b; leading_zero_bits++ ){ 
  if(bit&&(!(bit%4))){ 
   g_strlcat(str, " ", 256); 
  } 
  if(bit&&(!(bit%8))){ 
   g_strlcat(str, " ", 256); 
  } 
  b = tvb_get_bits8(tvb, bit_offset, 1); 
  if(b != 0){ 
   g_strlcat(str, "1", 256); 
  } else { 
   g_strlcat(str, "0", 256); 
  } 
  bit++; 




  codenum = 0; 
  *start_bit_offset = bit_offset; 
  for(;bit%8;bit++){ 
   if(bit&&(!(bit%4))){ 
    g_strlcat(str, " ", 256); 
   } 
  g_strlcat(str,".", 256); 
  } 
  if(hf_field){ 
   g_strlcat(str," = ", 256); 
   g_strlcat(str,hf_field->name, 256); 
   switch (descriptor){ 
   case H264_SE_V: 
    /* if the syntax element is coded as se(v), 
     * the value of the syntax element is derived by invoking 
the 
     * mapping process for signed Exp-Golomb codes as specified 
in 
     * subclause 9.1.1 with codeNum as the input. 
     */ 
    if(hf_field->type==FT_INT32){ 
     if (hf_field->strings) { 
      proto_tree_add_int_format(tree, hf_index, 
tvb, start_offset, 1, codenum, 
         "%s: %s (%d)", 
         str, 
         val_to_str(codenum, 
cVALS(hf_field->strings), "Unknown "), 
         codenum); 
     }else{ 
      switch(hf_field->display){ 
       case BASE_DEC: 
       
 proto_tree_add_int_format(tree, hf_index, tvb, start_offset, 1, codenum, 
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                "%s: %d", 
           str, 
           codenum); 
        break; 
       default: 
       
 DISSECTOR_ASSERT_NOT_REACHED(); 
        break; 
      } 
     } 
    } 
    return codenum; 
   default: 
    break; 
   } 
   if(hf_field->type==FT_UINT32){ 
    if (hf_field->strings) { 
     proto_tree_add_uint_format(tree, hf_index, tvb, 
start_offset, 1, codenum, 
        "%s: %s (%u)", 
        str, 
        val_to_str(codenum, cVALS(hf_field-
>strings), "Unknown "), 
        codenum); 
    }else{ 
     switch(hf_field->display){ 
      case BASE_DEC: 
       proto_tree_add_uint_format(tree, 
hf_index, tvb, start_offset, 1, codenum, 
               "%s: %u", 
          str, 
          codenum); 
       break; 
      case BASE_HEX: 
       proto_tree_add_uint_format(tree, 
hf_index, tvb, start_offset, 1, codenum, 
                  "%s: 0x%x", 
          str, 
          codenum); 
       break; 
      default: 
       DISSECTOR_ASSERT_NOT_REACHED(); 
       break; 
     } 
    } 
   }else{ 
    /* Only allow guint32 */ 
    DISSECTOR_ASSERT_NOT_REACHED(); 
   } 
  } 




 Syntax elements coded as ue(v), me(v), or se(v) are Exp-Golomb-coded. Syntax 
elements coded as te(v) are truncated 
 Exp-Golomb-coded. The parsing process for these syntax elements begins with 
reading the bits starting at the current 
 location in the bitstream up to and including the first non-zero bit, and 
counting the number of leading bits that are 
 equal to 0. This process is specified as follows: 
 leadingZeroBits = -1; 
 for( b = 0; !b; leadingZeroBits++ ) 
 b = read_bits( 1 ) 
 The variable codeNum is then assigned as follows: 
 codeNum = 2leadingZeroBits - 1 + read_bits( leadingZeroBits ) 
 where the value returned from read_bits( leadingZeroBits ) is interpreted as a 
binary representation of an unsigned 
 integer with most significant bit written first. 
 */ 
 codenum = 1; 
 codenum = codenum << leading_zero_bits; 
 mask = codenum>>1; 
 if (leading_zero_bits > 32) 
  DISSECTOR_ASSERT_NOT_REACHED(); 
 else if (leading_zero_bits > 16) 
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  value = tvb_get_bits32(tvb, bit_offset,leading_zero_bits, 
ENC_BIG_ENDIAN); 
 else if (leading_zero_bits > 8) 
  value = tvb_get_bits16(tvb, bit_offset,leading_zero_bits, 
ENC_BIG_ENDIAN); 
 else 
  value = tvb_get_bits8(tvb, bit_offset,leading_zero_bits ); 
 codenum = (codenum-1) + value; 
 bit_offset = bit_offset + leading_zero_bits; 
 
 /* read the bits for the int */ 
 for(i=0;i<leading_zero_bits;i++){ 
  if(bit&&(!(bit%4))){ 
   g_strlcat(str, " ", 256); 
  } 
  if(bit&&(!(bit%8))){ 
   g_strlcat(str, " ", 256); 
  } 
  bit++; 
  tmp = value & mask; 
  if(tmp != 0){ 
   g_strlcat(str, "1", 256); 
  } else { 
   g_strlcat(str, "0", 256); 
  } 
  mask = mask>>1; 
 } 
 for(;bit%8;bit++){ 
  if(bit&&(!(bit%4))){ 
   g_strlcat(str, " ", 256); 
  } 
  g_strlcat(str,".", 256); 
 } 
 
 switch (descriptor){ 
 case H264_SE_V: 
  /* if the syntax element is coded as se(v), 
   * the value of the syntax element is derived by invoking the 
   * mapping process for signed Exp-Golomb codes as specified in 
   * subclause 9.1.1 with codeNum as the input. 
   *  k+1 
   * (-1)    Ceil( k/2 ) 
   */ 
  se_value = (codenum + 1) >> 1; 
  if (!(se_value & 1)){ 
   se_value =  - se_value; 
  } 
  break; 
 default: 




  g_strlcat(str," = ", 256); 
  g_strlcat(str,hf_field->name, 256); 
  switch (descriptor){ 
  case H264_SE_V: 
   g_strlcat(str,"(se(v))", 256); 
   /* if the syntax element is coded as se(v), 
    * the value of the syntax element is derived by invoking the 
    * mapping process for signed Exp-Golomb codes as specified in 
    * subclause 9.1.1 with codeNum as the input. 
    */ 
   break; 
  default: 
  break; 
  } 
  if((hf_field->type==FT_UINT32)&&(descriptor==H264_UE_V)){ 
   if (hf_field->strings) { 
    proto_tree_add_uint_format(tree, hf_index, tvb, 
start_offset, 1, codenum, 
        "%s: %s (%u)", 
        str, 
        val_to_str(codenum, cVALS(hf_field-
>strings), "Unknown "), 
        codenum); 
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   }else{ 
    switch(hf_field->display){ 
     case BASE_DEC: 
      proto_tree_add_uint_format(tree, hf_index, 
tvb, start_offset, 1, codenum, 
              "%s: %u", 
         str, 
         codenum); 
      break; 
     case BASE_HEX: 
      proto_tree_add_uint_format(tree, hf_index, 
tvb, start_offset, 1, codenum, 
                 "%s: 0x%x", 
         str, 
         codenum); 
      break; 
     default: 
      DISSECTOR_ASSERT_NOT_REACHED(); 
      break; 
    } 
   } 
  }else if((hf_field->type==FT_INT32)&&(descriptor==H264_SE_V)){ 
   if (hf_field->strings) { 
    proto_tree_add_int_format(tree, hf_index, tvb, 
start_offset, 1, codenum, 
        "%s: %s (%d)", 
        str, 
        val_to_str(codenum, cVALS(hf_field-
>strings), "Unknown "), 
        se_value); 
   }else{ 
    switch(hf_field->display){ 
     case BASE_DEC: 
      proto_tree_add_int_format(tree, hf_index, 
tvb, start_offset, 1, codenum, 
              "%s: %d", 
         str, 
         se_value); 
      break; 
     default: 
      DISSECTOR_ASSERT_NOT_REACHED(); 
      break; 
    } 
   } 
   *start_bit_offset = bit_offset; 
   return se_value; 
 
  }else{ 
   /* Only allow guint32 */ 
   DISSECTOR_ASSERT_NOT_REACHED(); 
  } 
 } 
 
 *start_bit_offset = bit_offset; 




/* This function is adapted to parsing NAL units from SDP data where the 








 int offset; 
 int remaining_length; 
 int last_one_bit; 
 guint8 b = 0; 
 
 /* XXX might not be the best way of doing things but: 
  * Serch from the end of the tvb for the first '1' bit 
  * assuming that its's the RTBSP stop bit 
  */ 
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 /* Set offset to the byte we are treating */ 
 offset = bit_offset>>3; 
 remaining_length = tvb_length_remaining(tvb,offset); 
 /* If there is more then 2 bytes left there *should* be more data */ 
 if(remaining_length>2){ 
  return TRUE; 
 } 
 /* Start from last bit */ 
 last_one_bit = (tvb_length(tvb) << 3); 
 
 for( b = 0; !b; ){ 
  last_one_bit--; 
  b = tvb_get_bits8(tvb, last_one_bit, 1); 
 } 
 
 if( last_one_bit == bit_offset){ 
  return FALSE; 
 } 
 




dissect_rtpmvc_rbsp_trailing_bits(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo 
_U_, gint bit_offset) 
{ 
 gint remaining_bits=0; 
 





  remaining_bits = 8 - (bit_offset&0x7); 
  proto_tree_add_bits_item(tree, hf_rtpmvc_rbsp_trailing_bits, tvb, 
bit_offset, remaining_bits, ENC_BIG_ENDIAN); 
 } 
 




 * 7.3.3 Slice header syntax 
 * slice_header( ) 
 * XXX Just parse a few bytes 
 */ 
static int 
dissect_rtpmvc_slice_header(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, 
gint bit_offset) 
{ 
 /* first_mb_in_slice 2 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_first_mb_in_slice, tvb, 
&bit_offset, H264_UE_V); 
 
 /* slice_type 2 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_slice_type, tvb, &bit_offset, 
H264_UE_V); 
 
 /* pic_parameter_set_id 2 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_pic_parameter_set_id, tvb, 
&bit_offset, H264_UE_V); 
 
 /* frame_num 2 u(v) */ 
 /* 
  * represented by log2_max_frame_num_minus4 + 4 bits in 
  * the bitstream 
  * proto_tree_add_bits_item(tree, hf_rtpmvc_frame_num, tvb, bit_offset, 4, 
ENC_BIG_ENDIAN); 
  */ 
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/* 7.3.2.1.1 Scaling list syntax 
 * 




dissect_rtpmvc_scaling_list(proto_tree *tree, tvbuff_t *tvb, gint bit_offset, int 
hf_index_scalinglist, 




 guint8 lastScale = 8; 
 guint8 nextScale = 8: 
 guint8 delta_scale; 
 
 for( j = 0; j < sizeOfScalingList; j++ ) { 
   if( nextScale != 0 ) { 
    / delta_scale 0 | 1 se(v) / 
    delta_scale = dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_delta_scale, tvb, &bit_offset); 
    nextScale = ( lastScale + delta_scale + 256 ) % 256; 
    useDefaultScalingMatrixFlag = ( j == 0 && nextScale == 0 ); 
 } 
 scalingList[ j ] = ( nextScale == 0 ) ? lastScale : nextScale 




/* E.1.2 HRD parameters syntax */ 
static int 
dissect_rtpmvc_hrd_parameters(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, 
gint bit_offset) 
{ 
 guint8 cpb_cnt_minus1; 
 int SchedSelIdx; 
 
 
 /* cpb_cnt_minus1 0 ue(v) */ 
 cpb_cnt_minus1 = dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_cpb_cnt_minus1, 
tvb, &bit_offset, H264_UE_V); 
 
 /* bit_rate_scale 0 u(4) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_bit_rate_scale, tvb, bit_offset, 4, 
ENC_BIG_ENDIAN); 
 bit_offset = bit_offset + 4; 
 
 /* cpb_size_scale 0 u(4) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_cpb_size_scale, tvb, bit_offset, 4, 
ENC_BIG_ENDIAN); 
 bit_offset = bit_offset + 4; 
 /* for( SchedSelIdx = 0; SchedSelIdx <= cpb_cnt_minus1; SchedSelIdx++ ) { */ 
 for( SchedSelIdx = 0; SchedSelIdx <= cpb_cnt_minus1; SchedSelIdx++ ) { 
 
  /* bit_rate_value_minus1[ SchedSelIdx ] 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_bit_rate_value_minus1, 
tvb, &bit_offset, H264_UE_V); 
 
  /* cpb_size_value_minus1[ SchedSelIdx ] 0 ue(v)*/ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_cpb_size_value_minus1, 
tvb, &bit_offset, H264_UE_V); 
 
  /* cbr_flag[ SchedSelIdx ] 0 u(1) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_cbr_flag, tvb, bit_offset, 1, 
ENC_BIG_ENDIAN); 
  bit_offset++; 
 } 
 /* initial_cpb_removal_delay_length_minus1 0 u(5) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_initial_cpb_removal_delay_length_minus1, 
tvb, bit_offset, 5, ENC_BIG_ENDIAN); 
 bit_offset = bit_offset + 5; 
 
 /* cpb_removal_delay_length_minus1 0 u(5) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_cpb_removal_delay_length_minus1, tvb, 
bit_offset, 5, ENC_BIG_ENDIAN); 
 bit_offset = bit_offset + 5; 
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 /* dpb_output_delay_length_minus1 0 u(5) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_dpb_output_delay_length_minus11, tvb, 
bit_offset, 5, ENC_BIG_ENDIAN); 
 bit_offset = bit_offset + 5; 
 
 /* time_offset_length 0 u(5) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_time_offset_length, tvb, bit_offset, 5, 
ENC_BIG_ENDIAN); 
 bit_offset = bit_offset + 5; 
 
 return bit_offset; 
} 
 
#define EXTENDED_SAR 255 
 
/* E.1.1 VUI parameters syntax */ 
 
/* Table E-2 - Meaning of video_format */ 
static const value_string rtpmvc_video_format_vals[] = { 
 { 22, "reserved_sei_message)" }, 
 { 0, "Component" }, 
 { 1, "PAL" }, 
 { 2, "NTSC" }, 
 { 3, "SECAM" }, 
 { 4, "MAC" }, 
 { 5, "Unspecified video format" }, 
 { 6, "Reserved" }, 
 { 7, "Reserved" }, 
 { 0, NULL } 
}; 
static int 




 guint8 aspect_ratio_info_present_flag, aspect_ratio_idc, 
overscan_info_present_flag; 
 guint8 video_signal_type_present_flag, colour_description_present_flag, 
chroma_loc_info_present_flag; 
 guint8 timing_info_present_flag, nal_hrd_parameters_present_flag, 
vcl_hrd_parameters_present_flag; 
 guint8 bitstream_restriction_flag; 
 
 /* vui_parameters( ) { 
  * aspect_ratio_info_present_flag 0 u(1) 
  */ 
 aspect_ratio_info_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_aspect_ratio_info_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( aspect_ratio_info_present_flag ) { 
  /* aspect_ratio_idc 0 u(8) */ 
  aspect_ratio_idc = tvb_get_bits8(tvb, bit_offset, 8); 
  proto_tree_add_bits_item(tree, hf_rtpmvc_aspect_ratio_idc, tvb, 
bit_offset, 8, ENC_BIG_ENDIAN); 
  bit_offset = bit_offset + 8; 
 
  if( aspect_ratio_idc == EXTENDED_SAR ) { 
   /* sar_width 0 u(16) */ 
   proto_tree_add_bits_item(tree, hf_rtpmvc_sar_width, tvb, 
bit_offset, 16, ENC_BIG_ENDIAN); 
   bit_offset = bit_offset + 16; 
 
   /* sar_height 0 u(16) */ 
   proto_tree_add_bits_item(tree, hf_rtpmvc_sar_height, tvb, 
bit_offset, 16, ENC_BIG_ENDIAN); 
   bit_offset = bit_offset + 16; 
  } 
 } 
 /* overscan_info_present_flag 0 u(1) */ 
 overscan_info_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_overscan_info_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
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 if( overscan_info_present_flag ){ 
  /* overscan_appropriate_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_overscan_appropriate_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 } 
 
 /* video_signal_type_present_flag 0 u(1) */ 
 video_signal_type_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_video_signal_type_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( video_signal_type_present_flag ) { 
  /* video_format 0 u(3) > */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_video_format, tvb, bit_offset, 
3, ENC_BIG_ENDIAN); 
  bit_offset = bit_offset + 3; 
 
  /* video_full_range_flag 0 u(1)*/ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_video_full_range_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  /* colour_description_present_flag 0 u(1) */ 
  colour_description_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
  proto_tree_add_bits_item(tree, hf_rtpmvc_colour_description_present_flag, 
tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  if( colour_description_present_flag ) { 
   /* colour_primaries 0 u(8) */ 
   proto_tree_add_bits_item(tree, hf_rtpmvc_colour_primaries, tvb, 
bit_offset, 8, ENC_BIG_ENDIAN); 
   bit_offset = bit_offset + 8; 
 
   /* transfer_characteristics 0 u(8) */ 
   proto_tree_add_bits_item(tree, hf_rtpmvc_transfer_characteristics, 
tvb, bit_offset, 8, ENC_BIG_ENDIAN); 
   bit_offset = bit_offset + 8; 
 
   /* matrix_coefficients 0 u(8)*/ 
   proto_tree_add_bits_item(tree, hf_rtpmvc_matrix_coefficients, tvb, 
bit_offset, 8, ENC_BIG_ENDIAN); 
   bit_offset = bit_offset + 8; 
  } 
 } 
 
 /* chroma_loc_info_present_flag 0 u(1) */ 
 chroma_loc_info_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_chroma_loc_info_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( chroma_loc_info_present_flag ) { 
  /* chroma_sample_loc_type_top_field 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_chroma_sample_loc_type_top_field, tvb, &bit_offset, H264_UE_V); 
 
  /* chroma_sample_loc_type_bottom_field 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_chroma_sample_loc_type_bottom_field, tvb, &bit_offset, H264_UE_V); 
 } 
 
 /* timing_info_present_flag 0 u(1) */ 
 timing_info_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_timing_info_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( timing_info_present_flag ) { 
  /* num_units_in_tick 0 u(32) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_num_units_in_tick, tvb, 
bit_offset, 32, ENC_BIG_ENDIAN); 
  bit_offset = bit_offset + 32; 
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  /* time_scale 0 u(32) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_time_scale, tvb, bit_offset, 32, 
ENC_BIG_ENDIAN); 
  bit_offset = bit_offset + 32; 
 
  /* fixed_frame_rate_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_fixed_frame_rate_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 } 
 /* nal_hrd_parameters_present_flag 0 u(1) */ 
 nal_hrd_parameters_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_nal_hrd_parameters_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( nal_hrd_parameters_present_flag ){ 
  /* hrd_parameters( ) */ 
  bit_offset = dissect_rtpmvc_hrd_parameters(tree, tvb, pinfo, bit_offset); 
 } 
 
 /* vcl_hrd_parameters_present_flag 0 u(1) */ 
 vcl_hrd_parameters_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_vcl_hrd_parameters_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( vcl_hrd_parameters_present_flag ){ 
  /* hrd_parameters( ) */ 
  bit_offset = dissect_rtpmvc_hrd_parameters(tree, tvb, pinfo, bit_offset); 
 } 
 if( nal_hrd_parameters_present_flag || vcl_hrd_parameters_present_flag ){ 
  /* low_delay_hrd_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_low_delay_hrd_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 } 
 /* pic_struct_present_flag 0 u(1) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_pic_struct_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 /* bitstream_restriction_flag 0 u(1) */ 
 bitstream_restriction_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_bitstream_restriction_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( bitstream_restriction_flag ) { 
  /* motion_vectors_over_pic_boundaries_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, 
hf_rtpmvc_motion_vectors_over_pic_boundaries_flag, tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  /* max_bytes_per_pic_denom 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_max_bytes_per_pic_denom, 
tvb, &bit_offset, H264_UE_V); 
 
  /* max_bits_per_mb_denom 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_max_bits_per_mb_denom, 
tvb, &bit_offset, H264_UE_V); 
 
  /* log2_max_mv_length_horizontal 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_log2_max_mv_length_horizontal, tvb, &bit_offset, H264_UE_V); 
 
  /* log2_max_mv_length_vertical 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_log2_max_mv_length_vertical, tvb, &bit_offset, H264_UE_V); 
 
  /* num_reorder_frames 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_num_reorder_frames, tvb, 
&bit_offset, H264_UE_V); 
 
  /* max_dec_frame_buffering 0 ue(v) */ 
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  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_max_dec_frame_buffering, 
tvb, &bit_offset, H264_UE_V); 
 } 
 




/* Used To dissect SDP parameter (H.264)profile */ 
void 
dissect_rtpmvc_profile(tvbuff_t *tvb, packet_info *pinfo _U_, proto_tree *tree) 
{ 
 proto_item *item, *level_item; 
 proto_tree *rtpmvc_profile_tree; 
 gint offset = 0; 
 guint8 constraint_set3_flag; 
 guint32 level_idc; 
 
 item = proto_tree_add_item(tree, hf_rtpmvc_profile, tvb, offset, -1, ENC_NA); 
 rtpmvc_profile_tree = proto_item_add_subtree(item, ett_rtpmvc_profile); 
 




 constraint_set3_flag = (tvb_get_guint8(tvb,offset)&0x10)>>4; 
 proto_tree_add_item(rtpmvc_profile_tree, hf_rtpmvc_constraint_set0_flag, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
 proto_tree_add_item(rtpmvc_profile_tree, hf_rtpmvc_constraint_set1_flag, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
 proto_tree_add_item(rtpmvc_profile_tree, hf_rtpmvc_constraint_set2_flag, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
 proto_tree_add_item(rtpmvc_profile_tree, hf_rtpmvc_constraint_set3_flag, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
 proto_tree_add_item(rtpmvc_profile_tree, hf_rtpmvc_reserved_zero_4bits, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
 offset++; 
 
 /* A level to which the bitstream conforms shall be indicated by the syntax 
element level_idc as follows. 
  * - If level_idc is equal to 11 and constraint_set3_flag is equal to 1, the 
indicated level is level 1b. 
  * - Otherwise (level_idc is not equal to 11 or constraint_set3_flag is not 
equal to 1), level_idc shall 
  *    be set equal to a value of ten times the level number specified in Table A-
1 and constraint_set3_flag 
  *    shall be set equal to 0. 
  */ 
 
 level_idc = tvb_get_guint8(tvb,offset); 
 level_item = proto_tree_add_item(rtpmvc_profile_tree, hf_rtpmvc_level_idc, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
 if((level_idc==11)&&(constraint_set3_flag==1)){ 
  proto_item_append_text(level_item," [Level 1b (128kb/s)]"); 
 }else{ 
  proto_item_append_text(level_item," [Level %.1f 






 * 7.3.1 NAL unit syntax 
 * Un escape the NAL tvb 
 * 
 * 
 * nal_unit( NumBytesInNALunit ) { C Descriptor 
 *   forbidden_zero_bit All f(1) 
 *   nal_ref_idc All u(2) 
 *   nal_unit_type All u(5) 
 *   NumBytesInRBSP = 0 
 *   for( i = 1; i < NumBytesInNALunit; i++ ) { 
 *     if( i + 2 < NumBytesInNALunit && next_bits( 24 ) = = 0x000003 ) { 
 *       rbsp_byte[ NumBytesInRBSP++ ] All b(8) 
 *       rbsp_byte[ NumBytesInRBSP++ ] All b(8) 
 *       i += 2 
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 *       emulation_prevention_three_byte / * equal to 0x03 * / All f(8) 
 *     } else 
 *       rbsp_byte[ NumBytesInRBSP++ ] All b(8) 
 *     } 
 *   } 
 */  
 
static tvbuff_t * 
dissect_h265_unescap_nal_unit(tvbuff_t *tvb, packet_info *pinfo, int offset) 
{ 
 tvbuff_t *tvb_rbsp; 
 int length = tvb_length_remaining(tvb, offset); 
 int NumBytesInRBSP = 0; 
 int i; 
 gchar *buff; 
 
 buff = g_malloc(length); 
 for( i = 0; i < length; i++ ) { 
  if((i + 2 < length) && (tvb_get_ntoh24(tvb,offset) == 0x000003) ) { 
   buff[NumBytesInRBSP++] = tvb_get_guint8(tvb,offset); 
   buff[NumBytesInRBSP++] = tvb_get_guint8(tvb,offset+1); 
   i += 2; 
   offset+=3; 
  }else{ 
   buff[ NumBytesInRBSP++] = tvb_get_guint8(tvb,offset); 
   offset++; 
  } 
 } 
 
 tvb_rbsp = tvb_new_child_real_data(tvb, buff,NumBytesInRBSP,NumBytesInRBSP); 
 tvb_set_free_cb( tvb_rbsp, g_free ); 
 add_new_data_source(pinfo, tvb_rbsp, "Unescaped RSP Data"); 
 
 return tvb_rbsp; 
} 
/* 
 * 7.3.2.8 Slice layer without partitioning RBSP syntax 




dissect_rtpmvc_slice_layer_without_partitioning_rbsp(proto_tree *tree, tvbuff_t *tvb, 
packet_info *pinfo, gint offset) 
{ 
 gint bit_offset; 
 
 bit_offset = offset <<3; 
 
 /* slice_header( ) 2 */ 
 bit_offset = dissect_rtpmvc_slice_header(tree, tvb, pinfo, bit_offset); 
 proto_tree_add_text(tree, tvb, bit_offset>>3, -1, "[Not decoded yet]"); 
 return; 
 /* slice_data( ) * all categories of slice_data( ) syntax * 2 | 3 | 4 */ 





 * 7.3.2.9.1 Slice data partition A RBSP syntax 
 * slice_data_partition_a_layer_rbsp( ) 
 */ 
static void 
dissect_rtpmvc_slice_data_partition_a_layer_rbsp(proto_tree *tree, tvbuff_t *tvb, 
packet_info *pinfo _U_, gint offset) 
{ 
 gint bit_offset; 
 
 bit_offset = offset <<3; 
 
 /* slice_header( ) 2 */ 
 bit_offset = dissect_rtpmvc_slice_header(tree, tvb, pinfo, bit_offset); 
 
 /* slice_id All ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_slice_id, tvb, &bit_offset, 
H264_UE_V); 
 proto_tree_add_text(tree, tvb, bit_offset>>3, -1, "[Not decoded yet]"); 
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 return; 
 /* slice_data( ) * only category 2 parts of slice_data( ) syntax * 2*/ 





 * 7.3.2.9.2 Slice data partition B RBSP syntax 
 * slice_data_partition_b_layer_rbsp( 
 */ 
static void 
dissect_rtpmvc_slice_data_partition_b_layer_rbsp(proto_tree *tree, tvbuff_t *tvb, 
packet_info *pinfo _U_, gint offset) 
{ 
 gint bit_offset; 
 
 bit_offset = offset <<3; 
 
 /* slice_id All ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_slice_id, tvb, &bit_offset, 
H264_UE_V); 
 /* if( redundant_pic_cnt_present_flag ) */ 
 /* redundant_pic_cnt All ue(v) */ 
 /* slice_data( ) * only category 3 parts of slice_data( ) syntax * 3 */ 
 /* rbsp_slice_trailing_bits( ) 3 */ 





 * 7.3.2.9.3 Slice data partition C RBSP syntax 
 * slice_data_partition_c_layer_rbsp( ) 
 */ 
static void 
dissect_rtpmvc_slice_data_partition_c_layer_rbsp(proto_tree *tree, tvbuff_t *tvb, 
packet_info *pinfo _U_, gint offset) 
{ 
 gint bit_offset; 
 
 bit_offset = offset <<3; 
 
 /* slice_id All ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_slice_id, tvb, &bit_offset, 
H264_UE_V); 
 /* if( redundant_pic_cnt_present_flag ) */ 
 /* redundant_pic_cnt All ue(v) */ 
 /* slice_data( ) * only category 4 parts of slice_data( ) syntax * 4 */ 
 /* rbsp_slice_trailing_bits( ) 4 */ 
 proto_tree_add_text(tree, tvb, bit_offset>>3, -1, "[Not decoded yet]"); 
 
} 
/* D.1.6 User data unregistered SEI message syntax */ 
 
static int 
rtpmvc_user_data_unregistered(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, 
gint bit_offset, guint32 payloadSize) 
{ 
 /* user_data_unregistered( payloadSize ) { C Descriptor */ 
 /* uuid_iso_iec_11578 5 u(128) 
  * uuid_iso_iec_11578 shall have a value specified as a UUID 
  * according to the procedures of ISO/IEC 11578:1996 Annex A. 
  */ 
 proto_tree_add_text(tree, tvb, bit_offset>>3, 16, "uuid_iso_iec_1157"); 
 bit_offset+=128; 
 /*  for( i = 16; i < payloadSize; i++ ) 
  * user_data_payload_byte 5 b(8) 
  */ 




  return bit_offset; 
} 
/* D.1 SEI payload syntax */ 
static const value_string rtpmvc_sei_payload_vals[] = { 
 { 0, "buffering_period" }, 
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 { 1, "pic_timing" }, 
 { 2, "pan_scan_rect" }, 
 { 3, "filler_payload" }, 
 { 4, "user_data_registered_itu_t_t35" }, 
 { 5, "user_data_unregistered" }, 
 { 6, "recovery_point" }, 
 { 7, "dec_ref_pic_marking_repetition" }, 
 { 8, "spare_pic" }, 
 { 9, "scene_inf)" }, 
 { 10, "sub_seq_info)" }, 
 { 11, "sub_seq_layer_characteristics" }, 
 { 12, "sub_seq_characteristics" }, 
 { 13, "full_frame_freeze_release" }, 
 { 14, "full_frame_freeze_release" }, 
 { 15, "full_frame_snapshot" }, 
 { 16, "progressive_refinement_segment_start" }, 
 { 17, "progressive_refinement_segment_end" }, 
 { 18, "motion_constrained_slice_group_set" }, 
 { 19, "film_grain_characteristics)" }, 
 { 20, "deblocking_filter_display_preference)" }, 
 { 21, "stereo_video_info)" }, 
 { 22, "reserved_sei_message)" }, 




rtpmvc_sei_payload(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, gint 
bit_offset, guint32 payloadType, guint32 payloadSize) 
{ 
 /* sei_payload( payloadType, payloadSize ) { C Descriptor */ 
 if( payloadType == 0 ){ 
  /* buffering_period( payloadSize ) 5 */ 
  bit_offset = bit_offset +(payloadSize<<3); 
#if 0 
 }else if( payloadType == 1 ){ 
  /* pic_timing( payloadSize ) 5 */ 
 }else if( payloadType == 2 ){ 
  /* pan_scan_rect( payloadSize ) 5 */ 
 }else if( payloadType == 3 ){ 
  /* filler_payload( payloadSize ) 5 */ 
 }else if( payloadType == 4 ){ 
  /* user_data_registered_itu_t_t35( payloadSize ) 5 */ 
#endif 
 }else if( payloadType == 5 ){ 
  /* user_data_unregistered( payloadSize ) 5 */ 
  bit_offset = rtpmvc_user_data_unregistered( tree, tvb, pinfo, bit_offset, 
payloadSize); 
 }else if( payloadType == 6 ){ 
  /* recovery_point( payloadSize ) 5 */ 
  bit_offset = bit_offset +(payloadSize<<3); 
 }else if( payloadType == 7 ){ 
  /* dec_ref_pic_marking_repetition( payloadSize ) 5 */ 
  bit_offset = bit_offset +(payloadSize<<3); 
 } 
#if 0 
else if( payloadType == 8 ) 
spare_pic( payloadSize ) 5 
else if( payloadType == 9 ) 
scene_info( payloadSize ) 5 
else if( payloadType == 10 ) 
sub_seq_info( payloadSize ) 5 
else if( payloadType == 11 ) 
sub_seq_layer_characteristics( payloadSize ) 5 
else if( payloadType == 12 ) 
sub_seq_characteristics( payloadSize ) 5 
else if( payloadType == 13 ) 
full_frame_freeze( payloadSize ) 5 
else if( payloadType == 14 ) 
full_frame_freeze_release( payloadSize ) 5 
else if( payloadType == 15 ) 
full_frame_snapshot( payloadSize ) 5 
else if( payloadType == 16 ) 
progressive_refinement_segment_start( payloadSize ) 5 
else if( payloadType == 17 ) 
progressive_refinement_segment_end( payloadSize ) 5 
else if( payloadType == 18 ) 
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motion_constrained_slice_group_set( payloadSize ) 5 
else if( payloadType == 19 ) 
film_grain_characteristics( payloadSize ) 5 
else if( payloadType == 20 ) 
deblocking_filter_display_preference( payloadSize ) 5 
else if( payloadType == 21 ) 
stereo_video_info( payloadSize ) 5 
else 
reserved_sei_message( payloadSize ) 5 
 return bit_offset; 
#endif 
 if( !rtpmvc_byte_aligned(bit_offset)){ 
  /* bit_equal_to_one / * equal to 1 * / 5 f(1) */ 
  /* TODO:Display the filler and, error if not 1 ?? */ 
  bit_offset++; 
  while( !rtpmvc_byte_aligned(bit_offset)){ 
   /* bit_equal_to_zero / * equal to 0 * / 5 f(1) */ 
   /* TODO:Display the filler and, error if not 0 ?? */ 
   bit_offset++; 
  } 
 } 




 * 7.3.2.3.1 Supplemental enhancement information message syntax 
 */ 
static gint 
dissect_rtpmvc_sei_message(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo, gint 
bit_offset) 
{ 
 /* sei_message( ) { C Descriptor */ 
 guint32 payloadType = 0, payloadSize; 
 gint start_bit_offset, length; 
 
 start_bit_offset = bit_offset; 
 
 /* while( next_bits( 8 ) == 0xFF ) { */ 
 while( tvb_get_bits8(tvb, bit_offset, 8) == 0xFF ) { 
  /* ff_byte / * equal to 0xFF * / 5 f(8) */ 
  payloadType += 255; 
  bit_offset+=8; 
 } 
 /* last_payload_type_byte 5 u(8) */ 
 payloadType += tvb_get_bits8(tvb, bit_offset, 8); 
 bit_offset+=8; 
 length = (bit_offset - start_bit_offset)>>3; 
 
 proto_tree_add_uint(tree, hf_rtpmvc_payloadtype, tvb, start_bit_offset>>3, 
length, payloadType); 
 
 payloadSize = 0; 
 start_bit_offset = bit_offset; 
 /* while( next_bits( 8 ) == 0xFF ) { */ 
 while( tvb_get_bits8(tvb, bit_offset, 8) == 0xFF ) { 
  /* ff_byte / * equal to 0xFF * / 5 f(8) */ 
  payloadSize += 255; 
  bit_offset+=8; 
 } 
 /* last_payload_size_byte 5 u(8) */ 
 /* payloadSize += last_payload_size_byte */ 
 payloadSize += tvb_get_bits8(tvb, bit_offset, 8); 
 bit_offset+=8; 
 length = (bit_offset - start_bit_offset)>>3; 
 proto_tree_add_uint(tree, hf_rtpmvc_payloadsize, tvb, start_bit_offset>>3, 
length, payloadSize); 
 
 /*sei_payload( payloadType, payloadSize ) 5 */ 
 bit_offset = rtpmvc_sei_payload( tree, tvb, pinfo, bit_offset, payloadType, 
payloadSize); 
 return bit_offset; 
} 
/* 
 * 7.3.2.3 Supplemental enhancement information RBSP syntax 
 * sei_rbsp( ) 
 */ 
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static int 
dissect_rtpmvc_sei_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, gint 
offset) 
{ 
 gint bit_offset; 
 
 bit_offset = offset <<3; 
 /* do */ 
 /* sei_message( ) 5*/ 
 bit_offset = dissect_rtpmvc_sei_message( tree, tvb, pinfo, bit_offset); 
 
 /* while( more_rbsp_data( ) ) 
  * If there is more data in an RBSP before rbsp_trailing_bits( ), 
  * the return value of more_rbsp_data( ) is equal to TRUE. 
  */ 
 /* rbsp_trailing_bits( ) 5 */ 
 bit_offset = dissect_rtpmvc_rbsp_trailing_bits(tree, tvb, pinfo, bit_offset); 
 
 return bit_offset; 
} 
 
/* Ref 7.3.2.1 Sequence parameter set RBSP syntax */ 
static int 
dissect_rtpmvc_seq_parameter_set_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info 
*pinfo, gint offset) 
{ 
 proto_item *level_item; 
 gint bit_offset; 
 guint8 constraint_set3_flag; 
 guint32 level_idc; 
 
 gint i; 
 guint8 profile_idc, chroma_format_idc, frame_mbs_only_flag, frame_cropping_flag; 
 guint8 pic_order_cnt_type, vui_parameters_present_flag, 
num_ref_frames_in_pic_order_cnt_cycle; 
 guint8 seq_scaling_matrix_present_flag; /* seq_scaling_list_present_flag */ 
 
 /* profile_idc 0 u(8) */ 
 profile_idc = tvb_get_guint8(tvb,offset); 
 proto_tree_add_item(tree, hf_rtpmvc_profile_idc, tvb, offset, 1, ENC_BIG_ENDIAN); 
 offset++; 
 
 constraint_set3_flag = (tvb_get_guint8(tvb,offset)&0x10)>>4; 
 /* constraint_set0_flag 0 u(1) */ 
 proto_tree_add_item(tree, hf_rtpmvc_constraint_set0_flag, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
 
 /* constraint_set1_flag 0 u(1) */ 
 proto_tree_add_item(tree, hf_rtpmvc_constraint_set1_flag, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
 
 /* constraint_set2_flag 0 u(1) */ 
 proto_tree_add_item(tree, hf_rtpmvc_constraint_set2_flag, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
 
 /* constraint_set3_flag 0 u(1) */ 
 proto_tree_add_item(tree, hf_rtpmvc_constraint_set3_flag, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
 
 /* reserved_zero_4bits  equal to 0  0 u(4)*/ 




 /* level_idc 0 u(8) */ 
 level_idc = tvb_get_guint8(tvb,offset); 
 level_item = proto_tree_add_item(tree, hf_rtpmvc_level_idc, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
 if((level_idc==11)&&(constraint_set3_flag==1)){ 
  proto_item_append_text(level_item,"[Level 1b]"); 
 }else{ 
  proto_item_append_text(level_item," [Level %.1f 
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 /* seq_parameter_set_id 0 ue(v) 
  * ue(v): unsigned integer Exp-Golomb-coded syntax element with the left bit 
first. 
  * The parsing process for this descriptor is specified in subclause 9.1. 
  */ 
 bit_offset = offset<<3; 




 if( profile_idc == 100 || profile_idc == 110 || 
  profile_idc == 122 || profile_idc == 144 ) { 
 
  /* chroma_format_idc 0 ue(v) */ 
  chroma_format_idc = dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_chroma_format_idc, tvb, &bit_offset, H264_UE_V); 
  if( chroma_format_idc == 3 ){ 
   /* residual_colour_transform_flag 0 u(1) */ 
   proto_tree_add_bits_item(tree, 
hf_rtpmvc_residual_colour_transform_flag, tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
   bit_offset++; 
  } 
 
  /* bit_depth_luma_minus8 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_bit_depth_luma_minus8, 
tvb, &bit_offset, H264_UE_V); 
 
  /* bit_depth_chroma_minus8 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_bit_depth_chroma_minus8, 
tvb, &bit_offset, H264_UE_V); 
 
  /* qpprime_y_zero_transform_bypass_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, 
hf_rtpmvc_qpprime_y_zero_transform_bypass_flag, tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  /* seq_scaling_matrix_present_flag 0 u(1) */ 
  seq_scaling_matrix_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
  proto_tree_add_bits_item(tree, hf_rtpmvc_seq_scaling_matrix_present_flag, 
tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  if( seq_scaling_matrix_present_flag ){ 
   /* 
   for( i = 0; i < 8; i++ ) { 
    / seq_scaling_list_present_flag[ i ] 0 u(1) / 
    seq_scaling_list_present_flag = tvb_get_bits8(tvb, 
bit_offset, 1); 
    bit_offset++; 
    if( seq_scaling_list_present_flag){ 
     if( i < 6 ) 
      scaling_list( ScalingList4x4[ i ], 
16,UseDefaultScalingMatrix4x4Flag[ i ])0 
      dissect_rtpmvc_scaling_list() 
     else 
      scaling_list( ScalingList8x8[ i - 6 ], 
64,UseDefaultScalingMatrix8x8Flag[ i - 6 ] )0 
    } 
   } 
   */ 
   proto_tree_add_text(tree, tvb, offset, -1, "[Not decoded yet]"); 
   return -1; 




 /* log2_max_frame_num_minus4 0 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_log2_max_frame_num_minus4, tvb, 
&bit_offset, H264_UE_V); 
 
 /* pic_order_cnt_type 0 ue(v) */ 
 pic_order_cnt_type = 
dissect_rtpmvc_exp_golomb_code(tree,hf_rtpmvc_pic_order_cnt_type, tvb, &bit_offset, 
H264_UE_V); 
 
 if(pic_order_cnt_type == 0){ 
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  /* log2_max_pic_order_cnt_lsb_minus4 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_log2_max_pic_order_cnt_lsb_minus4, tvb, &bit_offset, H264_UE_V); 
 }else if(pic_order_cnt_type == 1) { 
  /* delta_pic_order_always_zero_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, 
hf_rtpmvc_delta_pic_order_always_zero_flag, tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  /* offset_for_non_ref_pic 0 se(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_offset_for_non_ref_pic, 
tvb, &bit_offset, H264_SE_V); 
 
  /* offset_for_top_to_bottom_field 0 se(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_offset_for_top_to_bottom_field, tvb, &bit_offset, H264_SE_V); 
 
  /* num_ref_frames_in_pic_order_cnt_cycle 0 ue(v) */ 
  num_ref_frames_in_pic_order_cnt_cycle = 
dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_num_ref_frames_in_pic_order_cnt_cycle, 
tvb, &bit_offset, H264_UE_V); 
  for( i = 0; i < num_ref_frames_in_pic_order_cnt_cycle; i++ ){ 
   /*offset_for_ref_frame[ i ] 0 se(v)*/ 
   dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_offset_for_ref_frame, tvb, &bit_offset, H264_SE_V); 
  } 
 } 
 /* num_ref_frames 0 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_num_ref_frames, tvb, &bit_offset, 
H264_UE_V); 
 
 /*  gaps_in_frame_num_value_allowed_flag 0 u(1) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_gaps_in_frame_num_value_allowed_flag, 
tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 /*  pic_width_in_mbs_minus1 0 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_pic_width_in_mbs_minus1, tvb, 
&bit_offset, H264_UE_V); 
 
 /* pic_height_in_map_units_minus1 0 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_pic_height_in_map_units_minus1, 
tvb, &bit_offset, H264_UE_V); 
 
 /* frame_mbs_only_flag 0 u(1) */ 
 frame_mbs_only_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_frame_mbs_only_flag, tvb, bit_offset, 1, 
ENC_BIG_ENDIAN); 
 bit_offset++; 
 if( !frame_mbs_only_flag ){ 
  /* mb_adaptive_frame_field_flag 0 u(1) */ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_mb_adaptive_frame_field_flag, 
tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 } 
 
 /* direct_8x8_inference_flag 0 u(1) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_direct_8x8_inference_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 /* frame_cropping_flag 0 u(1) */ 
 frame_cropping_flag = tvb_get_bits8(tvb, bit_offset, 1); 




 if(frame_cropping_flag) { 
  /* frame_crop_left_offset 0 ue(v) */ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_frame_crop_left_offset, 
tvb, &bit_offset, H264_UE_V); 
  dissect_rtpmvc_exp_golomb_code(tree,hf_rtpmvc_frame_crop_right_offset, 
tvb, &bit_offset, H264_UE_V); 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_frame_crop_top_offset, 
tvb, &bit_offset, H264_UE_V); 
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  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_frame_crop_bottom_offset, 




 /*  vui_parameters_present_flag 0 u(1) */ 
 vui_parameters_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
 proto_tree_add_bits_item(tree, hf_rtpmvc_vui_parameters_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 if(vui_parameters_present_flag){ 
  bit_offset = dissect_rtpmvc_vui_parameters(tree, tvb, pinfo, bit_offset); 
 } 
 
 /*  rbsp_trailing_bits( ) 0 */ 
 bit_offset = dissect_rtpmvc_rbsp_trailing_bits(tree, tvb, pinfo, bit_offset); 
 
 offset = bit_offset>>3; 
 
 return offset; 
} 
 
/* 7.3.2.2 Picture parameter set RBSP syntax */ 
 
static void 
dissect_rtpmvc_pic_parameter_set_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info 
*pinfo, gint offset) 
{ 
 
 gint bit_offset; 
 guint32 num_slice_groups_minus1, pic_scaling_matrix_present_flag; 
 
 bit_offset = offset<<3; 
 
 /* pic_parameter_set_id 1 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_pic_parameter_set_id, tvb, 
&bit_offset, H264_UE_V); 
 
 /* seq_parameter_set_id 1 ue(v) */ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_seq_parameter_set_id, tvb, 
&bit_offset, H264_UE_V); 
 
 /* entropy_coding_mode_flag 1 u(1) */ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_entropy_coding_mode_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 /* pic_order_present_flag 1 u(1)*/ 




 /* num_slice_groups_minus1 1 ue(v)*/ 
 num_slice_groups_minus1 = dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_num_slice_groups_minus1, tvb, &bit_offset, H264_UE_V); 
 if( num_slice_groups_minus1 > 0 ) { 
  /* slice_group_map_type 1 ue(v)*/ 
  dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_slice_group_map_type, tvb, 
&bit_offset, H264_UE_V); 
 /* slice_group_map_type = dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_slice_group_map_type, tvb, &bit_offset, H264_UE_V);*/ 
 /* if( slice_group_map_type == 0 )*/ 
 /* for( iGroup = 0; iGroup <= num_slice_groups_minus1; iGroup++ )*/ 
 /* run_length_minus1[ iGroup ] 1 ue(v)*/ 
 /* else if( slice_group_map_type == 2 )*/ 
 /* for( iGroup = 0; iGroup < num_slice_groups_minus1; iGroup++ ) {*/ 
 /* top_left[ iGroup ] 1 ue(v)*/ 
 /* bottom_right[ iGroup ] 1 ue(v)*/ 
 /* }*/ 
 /* else if( slice_group_map_type == 3 ||*/ 
 /* slice_group_map_type == 4 ||*/ 
 /* slice_group_map_type == 5 ) {*/ 
 /* slice_group_change_direction_flag 1 u(1)*/ 
 /* slice_group_change_rate_minus1 1 ue(v)*/ 
 /* } else if( slice_group_map_type == 6 ) {*/ 
 /* pic_size_in_map_units_minus1 1 ue(v)*/ 
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 /* for( i = 0; i <= pic_size_in_map_units_minus1; i++ )*/ 
 /* slice_group_id[ i ] 1 u(v)*/ 
 /* }*/ 
 /* }*/ 
  proto_tree_add_text(tree, tvb, bit_offset>>3, -1, "[Not decoded yet]"); 
  return; 
 } 
 /* num_ref_idx_l0_active_minus1 1 ue(v)*/ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_num_ref_idx_l0_active_minus1, tvb, 
&bit_offset, H264_UE_V); 
 
 /* num_ref_idx_l1_active_minus1 1 ue(v)*/ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_num_ref_idx_l1_active_minus1, tvb, 
&bit_offset, H264_UE_V); 
 
 /* weighted_pred_flag 1 u(1)*/ 




 /* weighted_bipred_idc 1 u(2)*/ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_weighted_bipred_idc, tvb, bit_offset, 2, 
ENC_BIG_ENDIAN); 
 bit_offset= bit_offset+2; 
 
 /* pic_init_qp_minus26  * relative to 26 * 1 se(v)*/ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_pic_init_qp_minus26, tvb, 
&bit_offset, H264_SE_V); 
 
 /* pic_init_qs_minus26  * relative to 26 *  1 se(v)*/ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_pic_init_qs_minus26, tvb, 
&bit_offset, H264_SE_V); 
 
 /* chroma_qp_index_offset 1 se(v)*/ 
 dissect_rtpmvc_exp_golomb_code(tree, hf_rtpmvc_chroma_qp_index_offset, tvb, 
&bit_offset, H264_SE_V); 
 
 /* deblocking_filter_control_present_flag 1 u(1)*/ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_deblocking_filter_control_present_flag, 
tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 /* constrained_intra_pred_flag 1 u(1)*/ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_constrained_intra_pred_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 /* redundant_pic_cnt_present_flag 1 u(1)*/ 
 proto_tree_add_bits_item(tree, hf_rtpmvc_redundant_pic_cnt_present_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
 bit_offset++; 
 
 if( more_rbsp_data(tree, tvb, pinfo, bit_offset)){ 
  /* transform_8x8_mode_flag 1 u(1)*/ 
  proto_tree_add_bits_item(tree, hf_rtpmvc_transform_8x8_mode_flag, tvb, 
bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  /* pic_scaling_matrix_present_flag 1 u(1)*/ 
  pic_scaling_matrix_present_flag = tvb_get_bits8(tvb, bit_offset, 1); 
  proto_tree_add_bits_item(tree, hf_rtpmvc_pic_scaling_matrix_present_flag, 
tvb, bit_offset, 1, ENC_BIG_ENDIAN); 
  bit_offset++; 
 
  if( pic_scaling_matrix_present_flag ){ 
   proto_tree_add_text(tree, tvb, bit_offset>>3, -1, "[Not decoded 
yet]"); 
   return; 
   /* for( i = 0; i < 6 + 2* transform_8x8_mode_flag; i++ ) {*/ 
    /* pic_scaling_list_present_flag[ i ] 1 u(1)*/ 
    /* if( pic_scaling_list_present_flag[ i ] )*/ 
    /* if( i < 6 )*/ 
     /* scaling_list( ScalingList4x4[ i ], 16, 
UseDefaultScalingMatrix4x4Flag[ i ] )*/ 
    /* else*/ 
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     /* scaling_list( ScalingList8x8[ i - 6 ], 64, 
UseDefaultScalingMatrix8x8Flag[ i - 6 ] )*/ 
   /* }*/ 
   } 
 
  /* second_chroma_qp_index_offset 1 se(v)*/ 
  dissect_rtpmvc_exp_golomb_code(tree, 
hf_rtpmvc_second_chroma_qp_index_offset, tvb, &bit_offset, H264_SE_V); 
 } 





 * 7.3.2.4 Access unit delimiter RBSP syntax 
 * access_unit_delimiter_rbsp( ) 
 */ 
static void 
dissect_rtpmvc_access_unit_delimiter_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info 
*pinfo _U_, gint offset) 
{ 
 /* primary_pic_type 6 u(3) */ 
 /* rbsp_trailing_bits( ) 6 */ 





 * 7.3.2.5 End of sequence RBSP syntax 
 * end_of_seq_rbsp( ) {} 
 */ 
static void 
dissect_rtpmvc_end_of_seq_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, 
gint offset) 
{ 





 * 7.3.2.6 End of stream RBSP syntax 
 * end_of_stream_rbsp( ) {} 
 */ 
static void 
dissect_rtpmvc_end_of_stream_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo 
_U_, gint offset) 
{ 





 * 7.3.2.7 Filler data RBSP syntax 
 * filler_data_rbsp( ) 
 */ 
static void 
dissect_rtpmvc_filler_data_rbsp(proto_tree *tree, tvbuff_t *tvb, packet_info *pinfo _U_, 
gint offset) 
{ 
 /* while( next_bits( 8 ) == 0xFF ) */ 
 /* ff_byte * equal to 0xFF * 9 f(8) */ 
 /* rbsp_trailing_bits( ) 9 */ 





 * 7.3.2.1.2 Sequence parameter set extension RBSP syntax 
 * seq_parameter_set_extension_rbsp( ) 
 */ 
static void 
dissect_rtpmvc_seq_parameter_set_extension_rbsp(proto_tree *tree, tvbuff_t *tvb, 
packet_info *pinfo _U_, gint offset) 
{ 
 /* seq_parameter_set_id 10 ue(v) */ 
 /* aux_format_idc 10 ue(v) */ 
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 /* if( aux_format_idc != 0 ) { */ 
 /* bit_depth_aux_minus8 10 ue(v) */ 
 /* alpha_incr_flag 10 u(1) */ 
 /* alpha_opaque_value 10 u(v) */ 
 /* alpha_transparent_value 10 u(v) */ 
 /* } */ 
 /* additional_extension_flag 10 u(1) */ 
 /* rbsp_trailing_bits() 10 */ 






 * Dissect NAL unit as recived in sprop-parameter-sets of SDP 
 * or "DecoderConfiguration parameter in H.245 
 */ 
void 
dissect_rtpmvc_nal_unit(tvbuff_t *tvb, packet_info *pinfo _U_, proto_tree *tree) 
{ 
 proto_item *item; 
 proto_tree *rtpmvc_nal_tree; 
 gint offset = 0; 
 guint8 nal_unit_type; 
 guint32 dword; 
 item = proto_tree_add_item(tree, hf_rtpmvc_nal_unit, tvb, offset, -1, ENC_NA); 
 rtpmvc_nal_tree = proto_item_add_subtree(item, ett_rtpmvc_nal_unit); 
 
startover: 
 /* In decoder configuration start code may be pressent 
  * B.1.1 Byte stream NAL unit syntax 
  */ 
 dword = tvb_get_bits32(tvb, offset<<3, 32, ENC_BIG_ENDIAN); 
 if(dword==1){ 
  /* zero_byte + start_code_prefix_one_3bytes */ 
  offset+=4; 
 }else if((dword >> 8)== 1){ 
  /* start_code_prefix_one_3bytes */ 
  offset+= 3; 
 } 
 /* Ref: 7.3.1 NAL unit syntax */ 
 nal_unit_type = tvb_get_guint8(tvb,offset) & 0x1f; 
 
 /* forbidden_zero_bit All f(1) */ 
 proto_tree_add_item(rtpmvc_nal_tree, hf_rtpmvc_forbidden_zero_bit, tvb, offset, 
1, ENC_BIG_ENDIAN); 
 /* nal_ref_idc All u(2) */ 
 proto_tree_add_item(rtpmvc_nal_tree, hf_rtpmvc_nal_ref_idc, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
 /* nal_unit_type All u(5) */ 





 case 0: /* Unspecified */ 
  proto_tree_add_text(rtpmvc_nal_tree, tvb, offset, -1, "Unspecified NAL 
unit type"); 
  break; 
 case 1: /* Coded slice of a non-IDR picture */ 
  dissect_rtpmvc_slice_layer_without_partitioning_rbsp(rtpmvc_nal_tree, 
tvb, pinfo, offset); 
  break; 
 case 2: /* Coded slice data partition A */ 
  dissect_rtpmvc_slice_data_partition_a_layer_rbsp(rtpmvc_nal_tree, tvb, 
pinfo, offset); 
  break; 
 case 3: /* Coded slice data partition B */ 
  dissect_rtpmvc_slice_data_partition_b_layer_rbsp(rtpmvc_nal_tree, tvb, 
pinfo, offset); 
  break; 
 case 4: /* Coded slice data partition C */ 
  dissect_rtpmvc_slice_data_partition_c_layer_rbsp(rtpmvc_nal_tree, tvb, 
pinfo, offset); 
  break; 
 case 5: /* Coded slice of an IDR picture */ 
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  dissect_rtpmvc_slice_layer_without_partitioning_rbsp(rtpmvc_nal_tree, 
tvb, pinfo, offset); 
  break; 
 case 6: /* Supplemental enhancement information (SEI) */ 
  dissect_rtpmvc_sei_rbsp(rtpmvc_nal_tree, tvb, pinfo, offset); 
  break; 
 case H264_SEQ_PAR_SET: /* 7 Sequence parameter set*/ 
  offset = dissect_rtpmvc_seq_parameter_set_rbsp(rtpmvc_nal_tree, tvb, 
pinfo, offset); 
  /* A bit ugly */ 
  if(tvb_length_remaining(tvb,offset) > 0){ 
   /* In this case length = offset as we start from zero */ 
   proto_item_set_len(item, offset/*Length */); 
   item = proto_tree_add_item(tree, hf_rtpmvc_nal_unit, tvb, offset, 
-1, ENC_NA); 
   rtpmvc_nal_tree = proto_item_add_subtree(item, 
ett_rtpmvc_nal_unit); 
   goto startover; 
  } 
  break; 
 case H264_PIC_PAR_SET: /* 8 Picture parameter set */ 
  dissect_rtpmvc_pic_parameter_set_rbsp(rtpmvc_nal_tree, tvb, pinfo, 
offset); 
  break; 
 case 9: /* Access unit delimiter */ 
  dissect_rtpmvc_access_unit_delimiter_rbsp(rtpmvc_nal_tree, tvb, pinfo, 
offset); 
  break; 
 case 10: /* End of sequence */ 
  dissect_rtpmvc_end_of_seq_rbsp(rtpmvc_nal_tree, tvb, pinfo, offset); 
  break; 
 case 11: /* End of stream */ 
  dissect_rtpmvc_end_of_stream_rbsp(rtpmvc_nal_tree, tvb, pinfo, offset); 
  break; 
 case 12: /* Filler data */ 
  dissect_rtpmvc_filler_data_rbsp(rtpmvc_nal_tree, tvb, pinfo, offset); 
  break; 
 case 13: /* Sequence parameter set extension */ 
  dissect_rtpmvc_seq_parameter_set_extension_rbsp(rtpmvc_nal_tree, tvb, 
pinfo, offset); 
  break; 
 case 14: /* Reserved */ 
 case 15: /* Reserved */ 
 case 16: /* Reserved */ 
 case 17: /* Reserved */ 
 case 18: /* Reserved */ 
  proto_tree_add_text(rtpmvc_nal_tree, tvb, offset, -1, "Reserved NAL unit 
type"); 
  break; 
 case 19: /* Coded slice of an auxiliary coded picture without partitioning 
*/ 
  dissect_rtpmvc_slice_layer_without_partitioning_rbsp(tree, tvb, pinfo, 
offset); 
  break; 
 case 28: 
  dissect_rtpmvc_slice_layer_without_partitioning_rbsp(tree, tvb, pinfo, 
offset); 
  break; 
 default: 
  /* 24..31 Unspecified */ 
  proto_tree_add_text(rtpmvc_nal_tree, tvb, offset, -1, "Unspecified NAL 
unit type"); 




/* Code to actually dissect the packets */ 
static void 
dissect_rtp_mvc(tvbuff_t *tvb, packet_info *pinfo, proto_tree *tree) 
{ 
 int offset = 0; 
 proto_item *item, *ti, *stream_item, *fua_item, *mvc_item; 
 proto_tree *rtpmvc_tree, *rtpmvc_nal_tree, *rtpmvc_nal_ext_tree, *stream_tree, 
*fua_tree; 
 guint8 type; 
 tvbuff_t *rbsp_tvb; 
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/* Make entries in Protocol column and Info column on summary display */ 
 col_set_str(pinfo->cinfo, COL_PROTOCOL, "MVC"); 
 if (tree) { 
 
  item = proto_tree_add_item(tree, proto_rtpmvc, tvb, 0, -1, ENC_NA); 
  rtpmvc_tree = proto_item_add_subtree(item, ett_rtpmvc); 
 
  type = tvb_get_guint8(tvb,offset)&0x1f; 
/* if the type is 28, it would be draw another title */ 
  if(type == 28) 
   ti = proto_tree_add_text(rtpmvc_tree, tvb, offset, 1, "FU 
identifier"); 
  else 
   ti = proto_tree_add_text(rtpmvc_tree, tvb, offset, 1, "NAL unit 
header or first byte of the payload"); 
  rtpmvc_nal_tree = proto_item_add_subtree(ti, ett_rtpmvc_nal); 
 
  /* +---------------+ 
   * |0|1|2|3|4|5|6|7| 
   * +-+-+-+-+-+-+-+-+ 
   * |F|NRI|  Type   | 
   * +---------------+ 
   */ 
 
  /* F: 1 bit 
   * forbidden_zero_bit.  A value of 0 indicates that the NAL unit type 
   * octet and payload should not contain bit errors or other syntax 
   * violations.  A value of 1 indicates that the NAL unit type octet 
   * and payload may contain bit errors or other syntax violations. 
   */ 
  proto_tree_add_item(rtpmvc_nal_tree, hf_rtpmvc_nal_f_bit, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
  proto_tree_add_item(rtpmvc_nal_tree, hf_rtpmvc_nal_nri, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
  col_append_fstr(pinfo->cinfo, COL_INFO, " %s", 
   val_to_str(type, rtpmvc_type_values, "Unknown Type (%u)")); 
 
  proto_tree_add_item(rtpmvc_nal_tree, hf_rtpmvc_type, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
  offset++; 
  if (type == 28){ 
     /*  Fragmented NAL 
      * +---------------+ 
      * |0|1|2|3|4|5|6|7| 
      * +-+-+-+-+-+-+-+-+ 
      * |S|E|R|  Type   | 
      * +---------------+ 
      */ 
   fua_item = proto_tree_add_text(rtpmvc_tree, tvb, offset, 1, "FU 
Header"); 
   fua_tree = proto_item_add_subtree(fua_item, ett_rtpmvc_fua); 
   proto_tree_add_item(fua_tree, hf_rtpmvc_start_bit, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
   proto_tree_add_item(fua_tree, hf_rtpmvc_end_bit, tvb, offset, 1, 
ENC_BIG_ENDIAN); 
   proto_tree_add_item(fua_tree, hf_rtpmvc_forbidden_bit, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
   proto_tree_add_item(fua_tree, hf_rtpmvc_nal_unit_type, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
   if ( (tvb_get_guint8(tvb,offset)&0x80) == 0x80 ){ 
    type = tvb_get_guint8(tvb,offset)&0x1f; 
    offset++; 
   } 
   else 
    return; 
  } 
   
    /* MVC NAL EXTENSION DISSECT*/1 
   /*  Fragmented NAL 
    * +------------------------------------------------+ 
    * |0|1|2|3|4|5|6|7||0|1|2|3|4|5|6|7|0|1|2|3|4|5|6|7| 
                                            
1
 El codi ressaltat és la part afegida o editada per al nou dissector. 
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    * +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+- 
    * |S|I|   PRID    |         VID        | TID |A|V|O| 
    * +------------------------------------------------+ 
    */ 
   
  mvc_item = proto_tree_add_text(rtpmvc_tree, tvb, offset, 3, "MVC 
Header"); 
  rtpmvc_nal_ext_tree = proto_item_add_subtree(mvc_item, ett_rtpmvc_fua); 
    
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_svc_flag, tvb, offset, 
1, ENC_BIG_ENDIAN); 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_idr_flag, tvb, offset, 
1, ENC_BIG_ENDIAN); 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_priority_id, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
  offset++; 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_view_id, tvb, offset, 
2, ENC_BIG_ENDIAN); 
  offset++; 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_temporal_id, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_anchor_pic_flag, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_inter_view_flag, tvb, 
offset, 1, ENC_BIG_ENDIAN); 
  proto_tree_add_item(rtpmvc_nal_ext_tree, hf_rtpmvc_reserved_one_flag, 
tvb, offset, 1, ENC_BIG_ENDIAN); 
   
 
  /* Unescape NAL unit */ 
  rbsp_tvb = dissect_h265_unescap_nal_unit(tvb, pinfo, offset); 
 
  stream_item =proto_tree_add_text(rtpmvc_tree, tvb, offset, -1, "H264 
bitstream"); 
  stream_tree = proto_item_add_subtree(stream_item, ett_rtpmvc_stream); 
  switch(type){ 
  case 1:    /* 1 Coded slice of a non-IDR picture */ 
   dissect_rtpmvc_slice_layer_without_partitioning_rbsp(stream_tree, 
rbsp_tvb, pinfo, 0); 
   break; 
  case 3: /* Coded slice data partition B */ 
   dissect_rtpmvc_slice_data_partition_b_layer_rbsp(rtpmvc_nal_tree, 
rbsp_tvb, pinfo, 0); 
   break; 
  case 4: /* Coded slice data partition C */ 
   dissect_rtpmvc_slice_data_partition_c_layer_rbsp(rtpmvc_nal_tree, 
rbsp_tvb, pinfo, 0); 
   break; 
  case 5: /* Coded slice of an IDR picture */ 
   dissect_rtpmvc_slice_layer_without_partitioning_rbsp(stream_tree, 
rbsp_tvb, pinfo, 0); 
   break; 
  case 6: /* Supplemental enhancement information (SEI) */ 
   dissect_rtpmvc_sei_rbsp(stream_tree, tvb, pinfo, offset); 
   break; 
  case H264_SEQ_PAR_SET: /* 7 Sequence parameter set*/ 
   dissect_rtpmvc_seq_parameter_set_rbsp(stream_tree, rbsp_tvb, 
pinfo, 0); 
   break; 
  case H264_PIC_PAR_SET: /* 8 Picture parameter set */ 
   dissect_rtpmvc_pic_parameter_set_rbsp(stream_tree, rbsp_tvb, 
pinfo, 0); 
   break; 
  case 19: /* Coded slice of an auxiliary coded picture without 
partitioning */ 
   dissect_rtpmvc_slice_layer_without_partitioning_rbsp(stream_tree, 
rbsp_tvb, pinfo, 0); 
   break; 
  default: 
   break; 
  } 
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/* Capability */ 
 
static const int *profile_fields[] = { 
  &hf_rtpmvc_par_profile_b, 
  &hf_rtpmvc_par_profile_m, 
  &hf_rtpmvc_par_profile_e, 
  &hf_rtpmvc_par_profile_h, 
  &hf_rtpmvc_par_profile_h10, 
  &hf_rtpmvc_par_profile_h4_2_2, 
  &hf_rtpmvc_par_profile_h4_4_4, 




dissect_rtpmvc_par_profile(tvbuff_t *tvb, packet_info *pinfo _U_, proto_tree *tree) 
{ 
  int offset = 0; 
 
  proto_tree_add_bitmask(tree, tvb, offset, 
                         hf_rtpmvc_par_profile, ett_rtpmvc_par_profile, 
                         profile_fields, ENC_BIG_ENDIAN); 
  offset += 1; 
  return offset; 
} 
 
static const int *AdditionalModesSupported_fields[] = { 
  &hf_rtpmvc_par_add_mode_sup_rcdo, 
  NULL 
}; 
static int 
dissect_rtpmvc_par_AdditionalModesSupported(tvbuff_t *tvb, packet_info *pinfo _U_, 
proto_tree *tree) 
{ 
  int offset = 0; 
 
  proto_tree_add_bitmask(tree, tvb, offset, 
                         hf_rtpmvc_par_AdditionalModesSupported, 
ett_rtpmvc_par_AdditionalModesSupported, 
                         AdditionalModesSupported_fields, ENC_BIG_ENDIAN); 
  offset += 1; 




static const int *ProfileIOP_fields[] = { 
  &hf_rtpmvc_par_constraint_set0_flag, 
  &hf_rtpmvc_par_constraint_set1_flag, 
  &hf_rtpmvc_par_constraint_set2_flag, 





dissect_rtpmvc_ProfileIOP(tvbuff_t *tvb, packet_info *pinfo _U_, proto_tree *tree) 
{ 
  int offset = 0; 
 
  proto_tree_add_bitmask(tree, tvb, offset, 
                         hf_rtpmvc_par_ProfileIOP, ett_rtpmvc_par_ProfileIOP, 
                         ProfileIOP_fields, ENC_BIG_ENDIAN); 
  offset += 1; 
  return offset; 
} 
 
static const value_string rtpmvc_par_level_values[] = { 
  { 15,  "1" }, 
  { 19,  "1b" }, 
  { 22,  "1.1" }, 
  { 29,  "1.2" }, 
  { 36,  "1.3" }, 
  { 43,  "2" }, 
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  { 50,  "2.1" }, 
  { 57,  "2.2" }, 
  { 64,  "3" }, 
  { 71,  "3.1" }, 
  { 78,  "3.2" }, 
  { 85,  "4" }, 
  { 92,  "4.1" }, 
  { 99,  "4.2" }, 
  { 106, "5" }, 
  { 113 , "5.1" }, 




dissect_rtpmvc_par_level(tvbuff_t *tvb, packet_info *pinfo, proto_tree *tree _U_) 
{ 
  int offset = 0; 
  guint16 lvl; 
  const gchar *p = NULL; 
  asn1_ctx_t *actx; 
 
  actx = get_asn1_ctx(pinfo->private_data); 
  DISSECTOR_ASSERT(actx); 
 
  lvl = tvb_get_ntohs(tvb, offset); 
  p = match_strval(lvl, VALS(rtpmvc_par_level_values)); 
  if (p) { 
    proto_item_append_text(actx->created_item, " - Level %s", p); 
  } 
  offset += 2; 
  return offset; 
} 
static int 
dissect_rtpmvc_par_DecoderConfigurationInformation(tvbuff_t *tvb, packet_info *pinfo 
_U_, proto_tree *tree _U_) 
{ 
  asn1_ctx_t *actx; 
 
  actx = get_asn1_ctx(pinfo->private_data); 
  DISSECTOR_ASSERT(actx); 
 
  dissect_rtpmvc_nal_unit(tvb, pinfo, tree); 
 
  return tvb_length(tvb); 
} 
 
typedef struct _rtpmvc_capability_t { 
  const gchar *id; 
  const gchar *name; 
  new_dissector_t content_pdu; 
} rtpmvc_capability_t; 
 
static rtpmvc_capability_t rtpmvc_capability_tab[] = { 
  /* ITU-T H.241 (05/2006), 8.3 H.264 capabilities */ 
  { "GenericCapability/0.0.8.241.0.0.1", "ITU-T Rec. H.241 H.264 Video Capabilities", 
NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/41", "Profile", 
dissect_rtpmvc_par_profile }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/42", "Level", dissect_rtpmvc_par_level 
}, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/3" , "CustomMaxMBPS", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/4" , "CustomMaxFS", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/5" , "CustomMaxDPB", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/6" , "CustomMaxBRandCPB", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/7" , "MaxStaticMBPS", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/8" , "max-rcmd-nal-unit-size", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/9" , "max-nal-unit-size", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/10", "SampleAspectRatiosSupported", 
NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/11", "AdditionalModesSupported", 
dissect_rtpmvc_par_AdditionalModesSupported }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/12", "AdditionalDisplayCapabilities", 
NULL }, 
  /* TS 26.111  H.264 */ 
  { "GenericCapability/0.0.8.241.0.0.1/nonCollapsing/43" , 
"DecoderConfigurationInformation", dissect_rtpmvc_par_DecoderConfigurationInformation }, 
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  { "GenericCapability/0.0.8.241.0.0.1/collapsing/44" , "AcceptRedundantSlices", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/45" , "NalAlignedMode", NULL }, 
  { "GenericCapability/0.0.8.241.0.0.1/collapsing/46" , "ProfileIOP", 
dissect_rtpmvc_ProfileIOP }, 
  { NULL, NULL, NULL }, 
}; 
 
static rtpmvc_capability_t *find_cap(const gchar *id) { 
  rtpmvc_capability_t *ftr = NULL; 
  rtpmvc_capability_t *f; 
 
  for (f=rtpmvc_capability_tab; f->id; f++) { 
    if (!strcmp(id, f->id)) { ftr = f; break; } 
  } 




dissect_rtpmvc_name(tvbuff_t *tvb _U_, packet_info *pinfo, proto_tree *tree) 
{ 
  asn1_ctx_t *actx; 
  rtpmvc_capability_t *ftr = NULL; 
 
  actx = get_asn1_ctx(pinfo->private_data); 
  DISSECTOR_ASSERT(actx); 
  if (tree) { 
    ftr = find_cap(pinfo->match_string); 
    if (ftr) { 
      proto_item_append_text(actx->created_item, " - %s", ftr->name); 
      proto_item_append_text(proto_item_get_parent(proto_tree_get_parent(tree)), ": %s", 
ftr->name); 
    } else { 
      proto_item_append_text(actx->created_item, " - unknown(%s)", pinfo->match_string); 
    } 




static void range_delete_rtpmvc_rtp_pt_callback(guint32 rtp_pt) { 
  if (rtp_pt >= 96 && rtp_pt <= 127) 
     dissector_delete_uint("rtp.pt", rtp_pt, rtpmvc_handle); 
} 
 
static void range_add_rtpmvc_rtp_pt_callback(guint32 rtp_pt) { 
  if (rtp_pt >= 96 && rtp_pt <= 127) 





/* Register the protocol with Wireshark */ 
/* If this dissector uses sub-dissector registration add a registration routine. 
   This format is required because a script is used to find these routines and 






 static range_t *dynamic_payload_type_range = NULL; 
 static gboolean rtpmvc_prefs_initialized = FALSE; 
 
 if (!rtpmvc_prefs_initialized) { 
  dissector_handle_t rtpmvc_name_handle; 
  rtpmvc_capability_t *ftr; 
 
  rtpmvc_handle = find_dissector("rtpmvc"); 
  dissector_add_string("rtp_dyn_payload_type","RTPMVC", rtpmvc_handle); 
 
  rtpmvc_name_handle = create_dissector_handle(dissect_rtpmvc_name, 
proto_rtpmvc); 
  for (ftr=rtpmvc_capability_tab; ftr->id; ftr++) { 
      if (ftr->name) 
    dissector_add_string("rtpmvc.gef.name", ftr->id, 
rtpmvc_name_handle); 
   if (ftr->content_pdu) 
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    dissector_add_string("rtpmvc.gef.content", ftr->id, 
new_create_dissector_handle(ftr->content_pdu, proto_rtpmvc)); 
  } 
  rtpmvc_prefs_initialized = TRUE; 
 } else { 
  range_foreach(dynamic_payload_type_range, 
range_delete_rtpmvc_rtp_pt_callback); 
  g_free(dynamic_payload_type_range); 
 } 
 
 dynamic_payload_type_range = range_copy(temp_dynamic_payload_type_range); 
 range_foreach(dynamic_payload_type_range, range_add_rtpmvc_rtp_pt_callback); 
} 
 
/* this format is required because a script is used to build the C function 







 module_t *rtpmvc_module; 
 
/* Setup list of header fields  See Section 1.6.1 for details*/ 
 static hf_register_info hf[] = { 
  { &hf_rtpmvc_nal_f_bit, 
   { "F bit",           "rtpmvc.f", 
   FT_BOOLEAN, 8, TFS(&rtpmvc_f_bit_vals), 0x80, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_nal_nri, 
   { "Nal_ref_idc (NRI)",           "rtpmvc.nal_nri", 
   FT_UINT8, BASE_DEC, NULL, 0x60, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_type, 
   { "Type",           "rtpmvc.nal_unit_hdr", 
   FT_UINT8, BASE_DEC, VALS(rtpmvc_type_values), 0x1f, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_start_bit, 
   { "Start bit", "rtpmvc.start.bit", 
   FT_BOOLEAN, 8, TFS(&rtpmvc_start_bit_vals), 0x80, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_end_bit, 
   { "End bit", "rtpmvc.end.bit", 
   FT_BOOLEAN, 8, TFS(&rtpmvc_end_bit_vals), 0x40, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_forbidden_bit, 
   { "Forbidden bit", "rtpmvc.forbidden.bit", 
   FT_UINT8, BASE_DEC, NULL, 0x20, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_profile, 
   { "Profile",           "rtpmvc.profile", 
   FT_BYTES, BASE_NONE, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_profile_idc, 
   { "Profile_idc",           "rtpmvc.profile_idc", 
   FT_UINT8, BASE_DEC, VALS(rtpmvc_profile_idc_values), 0xff, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_rbsp_stop_bit, 
   { "rbsp_stop_bit",           "rtpmvc.rbsp_stop_bit", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_rbsp_trailing_bits, 
   { "rbsp_trailing_bits",           "rtpmvc.rbsp_trailing_bits", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
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  { &hf_rtpmvc_constraint_set0_flag, 
   { "Constraint_set0_flag",           "rtpmvc.constraint_set0_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x80, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_constraint_set1_flag, 
   { "Constraint_set1_flag",           "rtpmvc.constraint_set1_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x40, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_constraint_set2_flag, 
   { "Constraint_set2_flag",           "rtpmvc.constraint_set2_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x20, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_constraint_set3_flag, 
   { "Constraint_set3_flag",           "rtpmvc.constraint_set3_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x10, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_reserved_zero_4bits, 
   { "Reserved_zero_4bits",           "rtpmvc.reserved_zero_4bits", 
   FT_UINT8, BASE_DEC, NULL, 0x0f, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_level_idc, 
   { "Level_id",           "rtpmvc.level_id", 
   FT_UINT8, BASE_DEC, NULL, 0xff, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_nal_unit, 
   { "NAL unit",           "rtpmvc.nal_unit", 
   FT_BYTES, BASE_NONE, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_forbidden_zero_bit, 
   { "Forbidden_zero_bit",           "rtpmvc.forbidden_zero_bit", 
   FT_UINT8, BASE_DEC, NULL, 0x80, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_nal_ref_idc, 
   { "Nal_ref_idc",           "rtpmvc.nal_ref_idc", 
   FT_UINT8, BASE_DEC, NULL, 0x60, 
   NULL, HFILL } 
  }, 
  {&hf_rtpmvc_nal_unit_type, 
   { "Nal_unit_type",           "rtpmvc.nal_unit_type", 
   FT_UINT8, BASE_DEC, VALS(rtpmvc_nal_unit_type_vals), 0x1f, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_seq_parameter_set_id, 
   { "seq_parameter_set_id",           "rtpmvc.seq_parameter_set_id", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_chroma_format_idc, 
   { "chroma_format_id",           "rtpmvc.chroma_format_id", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_residual_colour_transform_flag, 
   { "residual_colour_transform_flag",           
"rtpmvc.residual_colour_transform_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_bit_depth_luma_minus8, 
   { "bit_depth_luma_minus8",           
"rtpmvc.bit_depth_luma_minus8", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_bit_depth_chroma_minus8, 
   { "bit_depth_chroma_minus8",           
"rtpmvc.bit_depth_chroma_minus8", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
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   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_qpprime_y_zero_transform_bypass_flag, 
   { "qpprime_y_zero_transform_bypass_flag",           
"rtpmvc.qpprime_y_zero_transform_bypass_flag", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_seq_scaling_matrix_present_flag, 
   { "seq_scaling_matrix_present_flag",           
"rtpmvc.seq_scaling_matrix_present_flag", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_log2_max_frame_num_minus4, 
   { "log2_max_frame_num_minus4",           
"rtpmvc.log2_max_frame_num_minus4", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_order_cnt_type, 
   { "pic_order_cnt_type",           "rtpmvc.pic_order_cnt_type", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_log2_max_pic_order_cnt_lsb_minus4, 
   { "log2_max_pic_order_cnt_lsb_minus4",           
"rtpmvc.log2_max_pic_order_cnt_lsb_minus4", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_delta_pic_order_always_zero_flag, 
   { "delta_pic_order_always_zero_flag",           
"rtpmvc.delta_pic_order_always_zero_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_offset_for_non_ref_pic, 
   { "offset_for_non_ref_pic",           
"rtpmvc.offset_for_non_ref_pic", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_offset_for_top_to_bottom_field, 
   { "offset_for_top_to_bottom_field",           
"rtpmvc.offset_for_top_to_bottom_field", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_num_ref_frames_in_pic_order_cnt_cycle, 
   { "num_ref_frames_in_pic_order_cnt_cycle",           
"rtpmvc.num_ref_frames_in_pic_order_cnt_cycle", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_offset_for_ref_frame, 
   { "offset_for_ref_frame",           "rtpmvc.offset_for_ref_frame", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_num_ref_frames, 
   { "num_ref_frames",           "rtpmvc.num_ref_frames", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_gaps_in_frame_num_value_allowed_flag, 
   { "gaps_in_frame_num_value_allowed_flag",           
"rtpmvc.gaps_in_frame_num_value_allowed_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_width_in_mbs_minus1, 
   { "pic_width_in_mbs_minus1",           
"rtpmvc.pic_width_in_mbs_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
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  }, 
  { &hf_rtpmvc_pic_height_in_map_units_minus1, 
   { "pic_height_in_map_units_minus1",           
"rtpmvc.pic_height_in_map_units_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_mbs_only_flag, 
   { "frame_mbs_only_flag",           "rtpmvc.frame_mbs_only_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_mb_adaptive_frame_field_flag, 
   { "mb_adaptive_frame_field_flag",           
"rtpmvc.mb_adaptive_frame_field_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_direct_8x8_inference_flag, 
   { "direct_8x8_inference_flag",           
"rtpmvc.direct_8x8_inference_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_cropping_flag, 
   { "frame_cropping_flag",           "rtpmvc.frame_cropping_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_crop_left_offset, 
   { "frame_crop_left_offset",           
"rtpmvc.frame_crop_left_offset", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_crop_right_offset, 
   { "frame_crop_left_offset",           
"rtpmvc.frame_crop_right_offset", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_crop_top_offset, 
   { "frame_crop_top_offset",           
"rtpmvc.frame_crop_top_offset", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_crop_bottom_offset, 
   { "frame_crop_bottom_offset",           
"rtpmvc.frame_crop_bottom_offset", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_vui_parameters_present_flag, 
   { "vui_parameters_present_flag",           
"rtpmvc.vui_parameters_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_parameter_set_id, 
   { "pic_parameter_set_id",           "rtpmvc.pic_parameter_set_id", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_entropy_coding_mode_flag, 
   { "entropy_coding_mode_flag",           
"rtpmvc.entropy_coding_mode_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_order_present_flag, 
   { "pic_order_present_flag",           
"rtpmvc.pic_order_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
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  { &hf_rtpmvc_num_slice_groups_minus1, 
   { "num_slice_groups_minus1",           
"rtpmvc.num_slice_groups_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_slice_group_map_type, 
   { "slice_group_map_type",           "rtpmvc.slice_group_map_type", 
   FT_UINT32, BASE_DEC, VALS(rtpmvc_slice_group_map_type_vals), 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_num_ref_idx_l0_active_minus1, 
   { "num_ref_idx_l0_active_minus1",           
"rtpmvc.num_ref_idx_l0_active_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_num_ref_idx_l1_active_minus1, 
   { "num_ref_idx_l1_active_minus1",           
"rtpmvc.num_ref_idx_l1_active_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_weighted_pred_flag, 
   { "weighted_pred_flag",           "rtpmvc.weighted_pred_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_weighted_bipred_idc, 
   { "weighted_bipred_idc",           "rtpmvc.weighted_bipred_idc", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_init_qp_minus26, 
   { "pic_init_qp_minus26",           "rtpmvc.pic_init_qp_minus26", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_init_qs_minus26, 
   { "pic_init_qs_minus26",           "rtpmvc.pic_init_qs_minus26", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_chroma_qp_index_offset, 
   { "chroma_qp_index_offset",           
"rtpmvc.chroma_qp_index_offset", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_deblocking_filter_control_present_flag, 
   { "deblocking_filter_control_present_flag",           
"rtpmvc.deblocking_filter_control_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_constrained_intra_pred_flag, 
   { "constrained_intra_pred_flag",           
"rtpmvc.constrained_intra_pred_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_redundant_pic_cnt_present_flag, 
   { "redundant_pic_cnt_present_flag",           
"rtpmvc.redundant_pic_cnt_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_transform_8x8_mode_flag, 
   { "transform_8x8_mode_flag",           
"rtpmvc.transform_8x8_mode_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_scaling_matrix_present_flag, 
   { "pic_scaling_matrix_present_flag",           
"rtpmvc.pic_scaling_matrix_present_flag", 
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   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_second_chroma_qp_index_offset, 
   { "second_chroma_qp_index_offset",           
"rtpmvc.second_chroma_qp_index_offset", 
   FT_INT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
 
  { &hf_rtpmvc_aspect_ratio_info_present_flag, 
   { "aspect_ratio_info_present_flag",           
"rtpmvc.aspect_ratio_info_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_aspect_ratio_idc, 
   { "aspect_ratio_idc",           "rtpmvc.aspect_ratio_idc", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_sar_width, 
   { "sar_width",           "rtpmvc.sar_width", 
   FT_UINT16, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_sar_height, 
   { "sar_height",           "rtpmvc.sar_height", 
   FT_UINT16, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_overscan_info_present_flag, 
   { "overscan_info_present_flag",           
"rtpmvc.overscan_info_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_overscan_appropriate_flag, 
   { "overscan_appropriate_flag",           
"rtpmvc.overscan_appropriate_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_video_signal_type_present_flag, 
   { "video_signal_type_present_flag",           
"rtpmvc.video_signal_type_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_video_format, 
   { "video_format",           "rtpmvc.video_format", 
   FT_UINT8, BASE_DEC, VALS(rtpmvc_video_format_vals), 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_video_full_range_flag, 
   { "video_full_range_flag",           
"rtpmvc.video_full_range_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_colour_description_present_flag, 
   { "colour_description_present_flag",           
"rtpmvc.colour_description_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_colour_primaries, 
   { "colour_primaries",           "rtpmvc.colour_primaries", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_transfer_characteristics, 
   { "transfer_characteristics",           
"rtpmvc.transfer_characteristics", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
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  }, 
  { &hf_rtpmvc_matrix_coefficients, 
   { "matrix_coefficients",           "rtpmvc.matrix_coefficients", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_chroma_loc_info_present_flag, 
   { "chroma_loc_info_present_flag",           
"rtpmvc.chroma_loc_info_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_chroma_sample_loc_type_top_field, 
   { "chroma_sample_loc_type_top_field",           
"rtpmvc.chroma_sample_loc_type_top_field", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_chroma_sample_loc_type_bottom_field, 
   { "chroma_sample_loc_type_bottom_field",           
"rtpmvc.chroma_sample_loc_type_bottom_field", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_timing_info_present_flag, 
   { "timing_info_present_flag",           
"rtpmvc.timing_info_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_num_units_in_tick, 
   { "num_units_in_tick",           "rtpmvc.num_units_in_tick", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_time_scale, 
   { "time_scale",           "rtpmvc.time_scale", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_fixed_frame_rate_flag, 
   { "fixed_frame_rate_flag",           
"rtpmvc.fixed_frame_rate_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_nal_hrd_parameters_present_flag, 
   { "nal_hrd_parameters_present_flag",           
"rtpmvc.nal_hrd_parameters_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_vcl_hrd_parameters_present_flag, 
   { "vcl_hrd_parameters_present_flag",           
"rtpmvc.vcl_hrd_parameters_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_low_delay_hrd_flag, 
   { "low_delay_hrd_flag",           "rtpmvc.low_delay_hrd_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_pic_struct_present_flag, 
   { "pic_struct_present_flag",           
"rtpmvc.pic_struct_present_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_bitstream_restriction_flag, 
   { "bitstream_restriction_flag",           
"rtpmvc.bitstream_restriction_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_motion_vectors_over_pic_boundaries_flag, 
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   { "motion_vectors_over_pic_boundaries_flag",           
"rtpmvc.motion_vectors_over_pic_boundaries_flag", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_max_bytes_per_pic_denom, 
   { "max_bytes_per_pic_denom",           
"rtpmvc.max_bytes_per_pic_denom", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_max_bits_per_mb_denom, 
   { "max_bits_per_mb_denom",           
"rtpmvc.max_bits_per_mb_denom", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_log2_max_mv_length_horizontal, 
   { "max_mv_length_horizontal",           
"rtpmvc.max_mv_length_horizontal", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_log2_max_mv_length_vertical, 
   { "log2_max_mv_length_vertical",           
"rtpmvc.log2_max_mv_length_vertical", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_num_reorder_frames, 
   { "num_reorder_frames",           "rtpmvc.num_reorder_frames", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_max_dec_frame_buffering, 
   { "max_dec_frame_buffering",           
"rtpmvc.max_dec_frame_buffering", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_cpb_cnt_minus1, 
   { "cpb_cnt_minus1",           "rtpmvc.cpb_cnt_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_bit_rate_scale, 
   { "bit_rate_scale",           "rtpmvc.bit_rate_scale", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_cpb_size_scale, 
   { "cpb_size_scale",           "rtpmvc.cpb_size_scale", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_bit_rate_value_minus1, 
   { "bit_rate_value_minus1",           
"rtpmvc.bit_rate_value_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_cpb_size_value_minus1, 
   { "cpb_size_value_minus1",           
"rtpmvc.cpb_size_value_minus1", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_cbr_flag, 
   { "cbr_flag",           "rtpmvc.cbr_flag", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_initial_cpb_removal_delay_length_minus1, 
   { "initial_cpb_removal_delay_length_minus1",           
"rtpmvc.initial_cpb_removal_delay_length_minus1", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
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   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_cpb_removal_delay_length_minus1, 
   { "cpb_removal_delay_length_minus1",           
"rtpmvc.cpb_removal_delay_length_minus1", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_dpb_output_delay_length_minus11, 
   { "dpb_output_delay_length_minus11",           
"rtpmvc.dpb_output_delay_length_minus11", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_time_offset_length, 
   { "time_offset_length",           "rtpmvc.time_offset_length", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_first_mb_in_slice, 
   { "first_mb_in_slice",           "rtpmvc.first_mb_in_slice", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_slice_type, 
   { "slice_type",           "rtpmvc.slice_type", 
   FT_UINT32, BASE_DEC, VALS(rtpmvc_slice_type_vals), 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_slice_id, 
   { "slice_id",           "rtpmvc.slice_id", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_payloadsize, 
   { "PayloadSize",           "rtpmvc.payloadsize", 
   FT_UINT32, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_payloadtype, 
   { "payloadType",           "rtpmvc.payloadtype", 
   FT_UINT32, BASE_DEC, VALS(rtpmvc_sei_payload_vals), 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_frame_num, 
   { "frame_num",           "rtpmvc.frame_num", 
   FT_UINT8, BASE_DEC, NULL, 0x0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_par_profile, 
          { "Profile", "rtpmvc.profile", 
          FT_UINT8, BASE_HEX, NULL, 0x00, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_b, 
          { "Baseline Profile", "rtpmvc.profile.base", 
   FT_BOOLEAN, 8, NULL, 0x40, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_m, 
          { "Main Profile", "rtpmvc.profile.main", 
   FT_BOOLEAN, 8, NULL, 0x20, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_e, 
          { "Extended Profile.", "rtpmvc.profile.ext", 
   FT_BOOLEAN, 8, NULL, 0x10, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_h, 
          { "High Profile", "rtpmvc.profile.high", 
   FT_BOOLEAN, 8, NULL, 0x08, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_h10, 
          { "High 10 Profile", "rtpmvc.profile.high10", 
   FT_BOOLEAN, 8, NULL, 0x04, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_h4_2_2, 
          { "High 4:2:2 Profile", "rtpmvc.profile.high4_2_2", 
   FT_BOOLEAN, 8, NULL, 0x02, 
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   NULL, HFILL}}, 
  { &hf_rtpmvc_par_profile_h4_4_4, 
          { "High 4:4:4 Profile", "rtpmvc.profile.high4_4_4", 
   FT_BOOLEAN, 8, NULL, 0x01, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_AdditionalModesSupported, 
          { "AdditionalModesSupported", "rtpmvc.AdditionalModesSupported", 
   FT_UINT8, BASE_HEX, NULL, 0x00, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_add_mode_sup, 
          { "Additional Modes Supported", "rtpmvc.add_mode_sup", 
   FT_UINT8, BASE_HEX, NULL, 0x00, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_add_mode_sup_rcdo, 
          { "Reduced Complexity Decoding Operation (RCDO) support", 
"rtpmvc.add_mode_sup.rcdo", 
   FT_BOOLEAN, 8, NULL, 0x40, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_ProfileIOP, 
          { "ProfileIOP", "rtpmvc.ProfileIOP", 
   FT_UINT8, BASE_HEX, NULL, 0x00, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_constraint_set0_flag, 
          { "constraint_set0_flag", "rtpmvc.par.constraint_set0_flag", 
   FT_BOOLEAN, 8, NULL, 0x80, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_constraint_set1_flag, 
          { "constraint_set1_flag", "rtpmvc.par.constraint_set1_flag", 
   FT_BOOLEAN, 8, NULL, 0x40, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_par_constraint_set2_flag, 
          { "constraint_set2_flag", "rtpmvc.par.constraint_set2_flag", 
   FT_BOOLEAN, 8, NULL, 0x20, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_svc_flag, 
          { "SVC Extension", "rtpmvc.svc", 
   FT_BOOLEAN, 8, NULL, 0x80, 
   NULL, HFILL}}, 
  { &hf_rtpmvc_idr_flag, 
   { "IDR flag",           "rtpmvc.idr", 
   FT_UINT8, BASE_DEC, NULL, 0x60, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_priority_id, 
   { "Priority ID",           "rtpmvc.prid", 
   FT_UINT8, BASE_DEC, NULL, 0x3f, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_view_id, 
   { "View ID",           "rtpmvc.vid", 
   FT_UINT16, BASE_DEC, NULL, 0xffc0, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_temporal_id, 
   { "Temporal ID",           "rtpmvc.tid", 
   FT_UINT16, BASE_DEC, NULL, 0x0038, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_anchor_pic_flag, 
   { "Anchor Pic flag",           "rtpmvc.anchor", 
   FT_BOOLEAN, BASE_DEC, NULL, 0x04, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_inter_view_flag, 
   { "Inter View flag",           "rtpmvc.inter.view", 
   FT_BOOLEAN, BASE_DEC, NULL, 0x02, 
   NULL, HFILL } 
  }, 
  { &hf_rtpmvc_reserved_one_flag, 
   { "Reserved One flag",           "rtpmvc.reserved.one", 
   FT_BOOLEAN, BASE_DEC, NULL, 0x01, 
   NULL, HFILL } 
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/* Setup protocol subtree array */ 
 static gint *ett[] = { 
  &ett_rtpmvc, 
  &ett_rtpmvc_profile, 
  &ett_rtpmvc_nal, 
  &ett_rtpmvc_nal_ext, 
  &ett_rtpmvc_fua, 
  &ett_rtpmvc_stream, 
  &ett_rtpmvc_nal_unit, 
  &ett_rtpmvc_par_profile, 
  &ett_rtpmvc_par_AdditionalModesSupported, 
  &ett_rtpmvc_par_ProfileIOP, 
 }; 
 
/* Register the protocol name and description */ 
 proto_rtpmvc = proto_register_protocol("RTP.MVC","RTPMVC", "rtpmvc"); 
 
/* Required function calls to register the header fields and subtrees used */ 
 proto_register_field_array(proto_rtpmvc, hf, array_length(hf)); 
 proto_register_subtree_array(ett, array_length(ett)); 
 /* Register a configuration option for port */ 
 
 
 rtpmvc_module = prefs_register_protocol(proto_rtpmvc, proto_reg_handoff_rtpmvc); 
 
 
 prefs_register_range_preference(rtpmvc_module, "dynamic.payload.type", 
          "RTPMVC dynamic payload types", 
          "Dynamic payload types which will be 
interpreted as RTPMVC" 
          "; Values must be in the range 96 - 
127", 
          &temp_dynamic_payload_type_range, 127); 
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WinMerge 
 
Winmerge és un comparador de fitxers per a sistemes Windows. Permet 
comparar qualsevol fitxer i mostrar gràficament quines parts del fitxer són 
diferents o si hi ha dades noves. 
 
 
Fig  A.4 Exemple de gestió d'inconsistències amb Winmerge. 
 
També permet editar els fitxers que s’han obert i desar-ho. Així com triar quines 
diferències específiques cal conservar i quines no de cada fitxer, aconseguint 
així fitxers idèntics i evitar inconsistències. 
 
Aquesta eina es fa servir com a solucionador de conflictes en molts gestors de 






Tot i que el llenguatge C/C++ sigui considerat universal, hi ha llibreries 
concretes que no són portables a diferents sistemes operatius. L’exemple més 
conegut és la llibreria de sockets, que és diferent en sistemes UNIX i sistemes 
Windows. 
 
El conjunt de llibreries Boost [28] ofereix una capa intermitja entre el nostre codi 
i el compilador a fer servir. D’aquesta manera un codi que utilitzi una llibreria 
boost pot ésser compilat per diferents sistemes, ja que serien aquests 
compiladors els que transformarien la llibreria en qüestió en una de compatible 
amb el sistema. 




La eina DIFF es fa servir per a comparar fitxers de text. Les diferències que 
troba entre tots dos les ressalta, normalment de color groc, imitant els 






CreaterH264AVCEncoder::process( ExtBinDataAccessorList& rcExtBinDataAccessorList,  
                                PicBuffer*         apcOriginalPicBuffer   [MAX_LAYERS]1, 
                                PicBuffer*         apcReconstructPicBuffer [MAX_LAYERS], 
                                PicBufferList*           apcPicBufferOutputList, 
                                PicBufferList*           apcPicBufferUnusedList ) 
{ 
 
  apcPicBufferUnusedList->push_back( apcReconstructPicBuffer[0] ); 
  RNOK( m_pcPicEncoder  ->process  ( apcOriginalPicBuffer   [0], 
                                    *apcPicBufferOutputList, 
                                    *apcPicBufferUnusedList, 
                                     rcExtBinDataAccessorList ) ); 





CreaterH264AVCEncoder::process( ExtBinDataAccessorList&  rcExtBinDataAccessorList,  
                                PicBuffer*               apcOriginalPicBuffer, 
                                PicBuffer*               apcReconstructPicBuffer, 
                                PicBufferList*           apcPicBufferOutputList, 
                                PicBufferList*           apcPicBufferUnusedList ) 
{ 
 
  apcPicBufferUnusedList->push_back( apcReconstructPicBuffer); 
  RNOK( m_pcPicEncoder  ->process  ( apcOriginalPicBuffer,  
                                    *apcPicBufferOutputList, 
                                    *apcPicBufferUnusedList, 
                                     rcExtBinDataAccessorList ) ); 








CreaterH264AVCEncoder::init( CodingParameter* pcCodingParameter ) 
{ 
  INIT_ETRACE(1, pcCodingParameter->SpsMVC.getNumViewMinus1()+1); 
  OPEN_ETRACE(pcCodingParameter->getCurentViewId()); 
  ROT( NULL == pcCodingParameter); 
 
  m_pcCodingParameter = pcCodingParameter; 
 






                                            
1
 El codi ressaltat fa referència a les parts afegides o editades. 












main( int argc, char** argv)    
{ 
  printf("JMVC %s Encoder (running on a %d-bit system)\n\n",_JMVC_VERSION_, 
sizeof(void*)*8); 
 
  if(argc==4){ 
 
 printf("\n---------------------\nMVC Parallel Encoder.\n---------------------
\nGoing to encode %s views\n---------------------\n\n",argv[3]); 
 
  H264AVCEncoderTest*               pcH264AVCEncoderTest = NULL; 
  RNOK( H264AVCEncoderTest::create( pcH264AVCEncoderTest ) ); 
  RNOKS( pcH264AVCEncoderTest->init   ( argc, argv ) ); 
  RNOK ( pcH264AVCEncoderTest->go     () ); 
  RNOK ( pcH264AVCEncoderTest->destroy() ); 
  } 
  else{ 
 
   printf("Error de parametres:\n---------\nMVCParallelEncoder -vf [FITXER DE 
CONFIGURACIO] [NOMBRE DE VISTES]\n"); 
   return 0; 
  } 
 
  printf("\n\nMVC Parallel Encoder.\n---------------------\nAleix Paradell 
Navarro. EPSC-UPC. Barcelona 2012\n"); 
 
  return 0; 
} 
 
Canvis a H264AvcEncoderTest 
 
  typedef boost::mutex::scoped_lock lock; 
 
  boost::thread m_Thread[MAX_LAYERS]; 
  boost::thread_group group_threads; 
  boost::mutex io_mutex; 
  boost::mutex monitor; 
  boost::condition free_thread[MAX_LAYERS]; 
  WriteBitstreamToFile*         m_pcWriteBitstreamToOutput; 
 
  RtpPacker* m_apcRtpPacker; 
 




  isVerbose = false; 
  UInt i=0; 
  UInt uiView=0; 
 
  nFreeThread=0; 
 
  xSetProcessingInfo(0,0,0); 
 
  RtpPacker::create(m_apcRtpPacker); 
   
  isVerbose = m_pcEncoderCodingParameter[0]->isVerbose(); 
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go() 
   
  UInt     uiWrittenBytes[MAX_LAYERS]; //Ho convertim a array 
  Uint   uiNumViews             =  /*(m_pcEncoderCodingParameter[0]-
>getMVCmode() ? 1 :*/ m_pcEncoderCodingParameter[0]->getNumberOfViews(); 
  Uint   uiFrame=0; 
  Uint   uiView; 
  UInt   uiLayer; 
  ExtBinDataAccessorList  cOutExtBinDataAccessorList[MAX_LAYERS]; //Ho convertim a array 
   
  string ip_adress = m_pcEncoderCodingParameter[0]->getIPAdress(); //IP a on enviarem 
les dades 






H264AVCEncoderTest::xWrite( ExtBinDataAccessorList& rcList, 
                            UInt&                   ruiBytesInFrame ) 
{ 
  while( rcList.size() ) 
  { 
    ruiBytesInFrame += rcList.front()->size() + 4; 
 
    RNOK( m_pcWriteBitstreamToFile->writePacket( &m_cBinDataStartCode ) ); 
    RNOK( m_pcWriteBitstreamToFile->writePacket( rcList.front() ) ); 
  
    delete[] rcList.front()->data(); 
    delete   rcList.front(); 
    rcList.pop_front(); 
  } 






H264AVCEncoderTest::xWrite( ExtBinDataAccessorList& rcList, 
                            UInt&                   ruiBytesInFrame ) 
{ 
  while( rcList.size() ) 
  { 
    ruiBytesInFrame += rcList.front()->size() + 4; 
 
    RNOK( m_pcWriteBitstreamToOutput->writePacket( &m_cBinDataStartCode ) ); 
    RNOK( m_pcWriteBitstreamToOutput->writePacket( rcList.front() ) ); 
     
    delete[] rcList.front()->data(); 
    delete   rcList.front(); 
    rcList.pop_front(); 
  } 










  printf("\n\nPrimerfragment del paquet\n"); 
 
 if(isVerbose){  
  printf("Dades que enviem al xSend: "); 
 
    for(UInt i=0;i<cExtBinDataAccessor.size();i++) 
     printf("%X ",cExtBinDataAccessor.data()[i]); 
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H264AVCEncoderTest::xSend( ExtBinDataAccessorList& rcList) //xSend per enviar dades MVC 
{  





  printf("Tamany de la llista: %d\n",rcList.size()); 
 
 UChar nal_unit[4]; 
   
  if(rcList.size()) 
  {  
   nal_unit[0]=rcList.front()->data()[0]; 
   nal_unit[1]=rcList.front()->data()[1]; 
   nal_unit[2]=rcList.front()->data()[2]; 
   nal_unit[3]=rcList.front()->data()[3]; 
  } 
  else{ 
   if(isVerbose) 
    printf("Enviem el final de Tansmissio\n"); 
//Si la llista està buida, és que hem arribat al final o hi ha hagut un error i ho 
buidem tot. 
   m_apcRtpPacker->endTransmission(); 
  } 
  
 
   
while( rcList.size() ) 
  { 
  
 if(isVerbose) 




   
// El SSN Augmenta en 1 per cada vista. Independent de l'ordre en que es codifiquin 
// El Timestamp és el mateix per numero de Frame 




 delete[] rcList.front()->data(); 
    delete   rcList.front(); 
 //delete[] rcViewList.front()->data(); 
 //delete rcViewList.front(); 






 return Err::m_nOK; 
 } 
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S’ha mogut a una funció nova per a poder utilitzar-lo com a thread. 
 
void 
H264AVCEncoderTest::processView(processingInfo auiProcessingInfo,UInt auiPicSize, 
UInt uiWrittenBytes, ExtBinDataAccessorList cOutExtBinDataAccessorList, PicBuffer* 
apcOriginalPicBuffer, PicBuffer* apcReconstructPicBuffer, PicBufferList 
acPicBufferOutputList, PicBufferList acPicBufferUnusedList){ 
 
 m_Thread[m_apcProcessingInfo.nView] = 
boost::thread(&H264AVCEncoderTest::xProcessView, 
          this, 
         
 auiProcessingInfo, 
          auiPicSize,  
         
 uiWrittenBytes,  
         
 cOutExtBinDataAccessorList,  
         
 apcOriginalPicBuffer,  
         
 apcReconstructPicBuffer, 
         
 acPicBufferOutputList, 







H264AVCEncoderTest::xProcessView(processingInfo auiProcessingInfo,UInt auiPicSize, 
UInt uiWrittenBytes, ExtBinDataAccessorList cOutExtBinDataAccessorList, PicBuffer* 
apcOriginalPicBuffer, PicBuffer* apcReconstructPicBuffer, PicBufferList 
acPicBufferOutputList, PicBufferList acPicBufferUnusedList){ 
 
 if(isVerbose) 
printf("Frame: %d\nMaxFrames: %d\n,View: %d\n", auiProcessingInfo.nFrame, 
 auiProcessingInfo.nMaxFrames,auiProcessingInfo.nView); 
  
 for( auiProcessingInfo.nFrame = 0; auiProcessingInfo.nFrame <  
auiProcessingInfo.nMaxFrames; auiProcessingInfo.nFrame++ ) 
  { 
 
   if(isVerbose) 
  printf("\nFrame: %d\n",auiProcessingInfo.nFrame); 
    
   
   UInt  uiSkip = ( 1 << m_pcEncoderCodingParameter[auiProcessingInfo.nView]- 
>getLayerParameters( 0 ).getTemporalResolution() ); 
      
 
   if( auiProcessingInfo.nFrame % uiSkip == 0 ) 
     { 
      xGetNewPicBuffer( apcReconstructPicBuffer , 
 auiProcessingInfo.nView, auiPicSize ); 
      xGetNewPicBuffer( apcOriginalPicBuffer   ,  
auiProcessingInfo.nView, auiPicSize ) ; 
     
    //printf("Reading Layer %d of frame %d\n",uiLayer,uiFrame); 
    //m_apcReadYuv[uiLayer]->m_cFile.tell(); 
    m_apcReadYuv[auiProcessingInfo.nView]->readFrame(  
*apcOriginalPicBuffer+ m_auiLumOffset[auiProcessingInfo.nView], 
*apcOriginalPicBuffer + m_auiCbOffset[auiProcessingInfo.nView], 
            
  *apcOriginalPicBuffer + m_auiCrOffset[auiProcessingInfo.nView],  
     m_auiHeight[auiProcessingInfo.nView] ,  
     m_auiWidth[auiProcessingInfo.nView]  ,  
     m_auiStride[auiProcessingInfo.nView] ) ; 
 
     
     } 
     else 
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     { 
    if(isVerbose) 
     printf("Hi ha Hagut un SKIP a la part de  
readFrame()\n"); 
 
    apcReconstructPicBuffer  = 0; 
    apcOriginalPicBuffer   = 0;   
     } 
      
 
     // 
     //PROCESSEM EL FRAME uiFrame PER LA VISTA uiLayer 
     // 
 
     if(isVerbose) 
      printf("View %d\t",auiProcessingInfo.nView); 
 
      m_pcH264AVCEncoder[auiProcessingInfo.nView]->process(  
cOutExtBinDataAccessorList,     apcOriginalPicBuffer,  
    apcReconstructPicBuffer,    




      // 
      //ESCRIVIM EL FRAME uiFrame PER LA VISTA uiLayer A DIFERENTS  
ARXIUS I BUFFERS(OUTPUT, REC, ETC...) 
      // 
       
    UInt  uiBytesUsed = 0; 
    if(m_pcEncoderCodingParameter[0]->isDebug()){ 
     if(isVerbose) 
      printf("Write per debug\n");   
  
     xWrite  ( cOutExtBinDataAccessorList,uiBytesUsed) ; 
    } 
    else{ 
     { 
      boost::mutex::scoped_lock io_lock(io_mutex); 
      if(isVerbose) 
       printf("View %d bloqueja el  
RtpPacker\n",auiProcessingInfo.nView); 
     } 
 
     if(!auiProcessingInfo.nView) //Si és la view 0,  
augmentem el timestamps 
      m_apcRtpPacker->increaseTimeStamp(); 
 
 
    
 xAskForSend(cOutExtBinDataAccessorList,auiProcessingInfo.nView,auiProcessingInfo.
nFrame); 
      
    } 
   
       
    uiWrittenBytes  += uiBytesUsed; 
     
    //S'Omple els fitxers c:/inputs/rec_X.yuv 
    if(!m_pcEncoderCodingParameter[0]->isParallel()){ 
     printf("Write per No Parallel\n"); 
     xWrite  ( acPicBufferOutputList,  
auiProcessingInfo.nView ) ; 
    } 
    else 
    { 
     xRelease( acPicBufferOutputList, 
 auiProcessingInfo.nView ) ; 
    } 
    xRelease( acPicBufferUnusedList, auiProcessingInfo.nView ); 
   














main( int argc, char** argv) 
{ 
  H264AVCDecoderTest* pcH264AVCDecoderTest = NULL; 
  DecoderParallelParameter    cParameter; 
 
  printf("JMVC %s Decoder\n\n\n",_JMVC_VERSION_); 
 
  RNOKRS( cParameter.init( argc, argv ), -2 ); 
//TMM_EC {{ 
 UInt nCount = 1; 
 
  WriteYuvIf*                 pcWriteYuv; 
 
  RNOKS( WriteYuvToFile::createMVC( pcWriteYuv, cParameter.cYuvFile, 
cParameter.uiNumOfViews ) ); 
 
 
  ReadBitstreamFile *pcReadBitstreamFile; 
 
  if(!cParameter.isParallel){ //create the ReadBitstreamFile only if flag is -r  
   RNOKS( ReadBitstreamFile::create( pcReadBitstreamFile ) );  
   RNOKS( pcReadBitstreamFile->init( cParameter.cBitstreamFile ) );   
  } 
//TMM_EC }} 
 for( UInt n = 0; n < nCount; n++ ) 
  { 
    RNOKR( H264AVCDecoderTest::create   ( pcH264AVCDecoderTest ), -3 ); 
    RNOKR( pcH264AVCDecoderTest->init   ( &cParameter, (WriteYuvToFile*)pcWriteYuv,  
pcReadBitstreamFile ),          -4 ); 
    RNOKR( pcH264AVCDecoderTest->go     (),                       -5 ); 
    RNOKR( pcH264AVCDecoderTest->destroy(),                       -6 ); 
  } 
//TMM_EC {{ 
 
if( NULL != pcWriteYuv )               
  { 
    RNOK( pcWriteYuv->destroy() );   
  } 
 
 if(!cParameter.isParallel){ //If there's a File Reader  
   if( NULL != pcReadBitstreamFile )      
   { 
  RNOK( pcReadBitstreamFile->uninit() ); 
  RNOK( pcReadBitstreamFile->destroy() );   
     } 
 } 
 
  printf("\n\nMVC Parallel Decoder.\n---------------------\nAleix Paradell Navarro.  
EPSC-UPC. Barcelona 2012\n"); 
//TMM_EC }} 
  return 0; 
} 
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  typedef boost::mutex::scoped_lock scoped_lock; 
 
  boost::thread RecieveThread; 
  boost::thread UnpackThread; 
 
  boost::thread popMvcThread; 
 
  boost::condition rtpSignal; //Condició que controla el accés al buffer RTP 
  boost::condition mvcSignal; //Condició que controla el accés al buffer MVC 
 
  boost::mutex rtp_mutex; //mutex que controla el accés al buffer RTP 
  boost::mutex mvc_mutex; //mutex que controla el accés al buffer MVC 
 
  boost::mutex io_mutex; //mutex general 
   
  RtpPacker*   m_pcRtpPacker; 
  
  bool Parallel; 




  Parallel = m_pcParameter->isParallel; 
  isVerbose = m_pcParameter->isVerbose; 
  finished = false; 







   
  m_pcRtpPacker->recieveRTP(); 
   
  //Un cop ja no està buit, ho notifiquem 
  rtpSignal.notify_one(); 
 } 
 









  scoped_lock rtpLock(rtp_mutex); 
   
  while(m_pcRtpPacker->isRtpBufferEmpty()){ 
   //printf("\n----\nCUA RTP BUIDA\n----\n\n"); 
   rtpSignal.wait(rtpLock); 
  } 
    
  m_pcRtpPacker->unpack(); 
 
  //boost::mutex::scoped_lock io_lock(io_mutex); 
 
  //Un cop ja no està ple, ho notifiquem 
  //printf("Hem eliminat un paquet de la RTP Buffer\n"); 
   
rtpSignal.notify_one(); 
 
  //També notifquem que hi ha un paquet nou a MVCBuffer 
  //printf("Hem posat un paquet de la MVC Buffer\n"); 
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H264AVCDecoderTest::xRecievePacket  (BinData*& rpcBinData,Bool& rbEOS ){ 
  
 if(isVerbose) 
  printf("Intentem fer un popMVCdata\n"); 
 
 while(m_pcRtpPacker->isMvcBufferEmpty()){ 
   if(isVerbose) 
    printf("\n-------\nCUA MVC BUIDA\n--------\n\n"); 
   
   scoped_lock mvcLock(mvc_mutex); 
   mvcSignal.wait(mvcLock); 
  } 
 
 UInt size = m_pcRtpPacker->packetSize(); 
  
 if(isVerbose) 
  printf("Tamany: %d\n", size); 
 
 ROT( NULL == ( rpcBinData = new BinData ) ); 
 
  rpcBinData->set( new UChar[size], size ); 
 
   ROT( NULL == rpcBinData->data() ); 
     memcpy(rpcBinData->data(),m_pcRtpPacker->popMVCdata(),size); 
 
   if(!size) //Si ens arriba un paquet buit, es final de Stream 
    rbEOS=true; 
 
   return Err::m_nOK; 
} 
 




















#define MAX_VIEWS 8 
 
#define HEADER_SIZE 12 
#define INET_HEADER_SIZE 28 
#define NAL_HEADER_SIZE 4 
#define NAL_FRAG_HEADER_SIZE 5 
#define MTU 1500 
#define DATA_SIZE MTU-44 
//#define DATA_SIZE 1400 
 
#define FRAGMENTED_TYPE 28 
 
#if defined( WIN32 ) 




 char start_bit; //start bit -> indica si porta el primer fragment 
 char end_bit; //end bit -> indica si porta el ultim fragment 
 char reserved_bit; //reserved bit -> si el valor es 0, serà ignorat 
 UChar type; //Ha de dur el valor type de la NAL genèrica i posar valor 28 al  




 char forbidden_bit; //start bit -> Sempre a 0 
 char nri_bits; // 









 virtual ~RtpPacker(); 
 
 UDPController* m_apcUDPController; 
 RtpBuffer* m_apcRtpBuffer; 
 MVCBuffer* m_apcMVCBuffer; 
 
public: 
  static ErrVal create( RtpPacker*& RtpPacker ); 
  ErrVal destroy(); 
 
 
  ErrVal init(char* confAdress, int confPort,bool Encoder); 
  ErrVal uninit(); 
 
  ErrVal packInit(UChar * data, int size);  //Empaqueta paquets que no facin referència  
a MVC. L'utilitzem per a les dades de capçalera 264 
  ErrVal pack(UChar * nal_unit, UChar * data, int size); //Empaqueta dades NAL amb MVC 
  ErrVal unpack(); //Desempaqueta el primer paquet del buffer de RTP 
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  ErrVal endTransmission(); // 
 
  ErrVal increaseTimeStamp(); 
  ErrVal increaseSeqNum(); 
 
  ErrVal setPeriod(int freq); 
 
  ErrVal recieveRTP(); //Rep i processa els paquets RTP que rep 
  DecoderElement popMVCelement(); //Treu un element de la cua de MVC 
  UChar* popMVCdata(); //Treu només les dades del paquet de la cua MVC 
  UInt packetSize(); 
 
  int test(); 
     
  bool isMvcBufferEmpty(); 
  bool isRtpBufferEmpty(); 




  UChar dataRTP[MTU]; 
 
  int fragment_index; 
  bool fragmented; 
 
  bool first_view; 
 
  fragment_NAL_unit pcFragmentNALUnit; 
  NAL_unit pcStandardNALUnit; 
 
  UChar  pcNALFragUnit; 
  UChar  pcNALUnit; 
 
  RtpHeader pcRtpHeader; 
  UChar nal_unit_fragmented[NAL_FRAG_HEADER_SIZE]; 
  UChar rtpData[2*MTU]; 
  int rtpPacketSize; 
 
  int period; 
 
  UChar * xgetRTPHeader(); 
  ErrVal xsetRTPHeader(bool padding, bool markerbit); 
    
 
  int xInsertHeader(UChar * data, int size); 
  int xInsertData(UChar * data, int size); 
  int xInsertData(UChar * nal_unit, UChar * data, int size); 
   
  ErrVal xRTPSingle(UChar * nal_unit,UChar * data, int size); 
  ErrVal xRTPnotMVC(UChar * data, int size); 
 
  ErrVal xFragment(UChar * nal_unit,UChar * data, int FullSize); //En el cas que el  
paquet a enviar sigui superior a la MTU, el fragmenta 
  ErrVal xDefragment(); //Ajunta fragments rebuts i els processa . 
 
  ErrVal xEditFragmentNAL(UChar * nal_unit); 
  ErrVal xSetStandardNAL(UChar nal_unit); 
  ErrVal xSetFragmentNAL(UChar nal_unit); 
 
  UChar xgetNalUnit(); // 
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#if defined( WIN32 ) 
# pragma warning( disable: 4251 ) 
#endif 
 
typedef struct { 
 UChar header1; //header1=0x90; //Valor que pot variar de 0x90 si no hi ha padding  
o 0xB0 si sí que n'hi ha 
  /*char version=2; //versió actual del RTP 
  bool padding = X; //1 si conté padding, 0 si no 
  bool special_header = 1; // si que n'hi ha 
  char CC =0; //hi ha una sola font de sincro / data*/ 
 UChar header2; //8 bits including -> MPPPPPPP where M = markerbit and P=payload 
type 
  //bool Markerbit; (1 si el el ultim paquet del mateix timestamps. 0 si no ho és.) 
  //char payload type; //no payload type is set. From 96(0x60) - 127(0x80) -> dymanic  
RTP type 
 UShort Sequence_num; //hauria de ser aleatori 
 UInt timestamp; //l'agafem de  











 virtual ~RtpHeader(); 
 
  static ErrVal create( RtpHeader*& RtpHeader ); 
  ErrVal destroy(); 
 
  ErrVal init(); 
  ErrVal uninit(); 
 
  UChar * getRTPHeader(); 
  ErrVal setRTPHeader(bool padding, bool markerbit); 
 
  ErrVal increaseTimestamp(int period); 
  ErrVal increaseSequenceNumber(); 
 
  UInt getTimestamp(); 






   //capçalera completa RTP per H264 
  rtp_4175base_header rtpHeader; //12 bytes de tamany 
  UChar header_string[12]; //variable de 12*8=96 bits 
   
 
 ErrVal xJoinRTPHEader(); //Agafa les dades que tnim del tipus rtp_4175base_header  
















#define MAX_ELEMENTS 500 
#define DATA_ELEMENT_SIZE 1500 
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#if defined( WIN32 ) 




 UChar data[DATA_ELEMENT_SIZE]; 
 UInt size; 
 bool MarkerBit; 
 UShort Sequence_num;  




 int start; 
 int end; 
 int elements; 




class H264AVCVIDEOIOLIB_API RtpBuffer 
{ 
private: 
 int lastPoppedSeqNum; 
 Buffer buffer; 
 ErrVal refreshElements(); 
 ErrVal resetElement(Element* element); 
 Bool OutOfRange(int pos); 
  








  static ErrVal create( RtpBuffer*& rpcRtpBuffer ); 
  ErrVal destroy(); 
 
  ErrVal init(); 
  ErrVal uninit(); 
 
  ErrVal PushElement(Element element); 
  Element PopElement(); 
 
  ErrVal printSeqNumList(); 
 
  bool isEmpty(); 
  bool isFull(); 
 
  Element processPacket(UChar* rtpPacket , UInt packetSize); 
 
  ErrVal test(); 
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#define MAX_MVC_ELEMENTS 100 




#if defined( WIN32 ) 
# pragma warning( disable: 4251 ) 
#endif 
 
//Buffer d'elements de MVC 
typedef struct{ 
 UChar data[DATA_MVC_ELEMENT_SIZE]; //Aquesta data conté Nal + (NALfrag) + NALext  
                                    //+ dataMVC 





//Buffer d'elements de MVC 
typedef struct{ 
 int start; 
 int end; 
 int elements; 






class H264AVCVIDEOIOLIB_API MVCBuffer 
{ 
private: 








  ErrVal test(); 
 
  static ErrVal create( MVCBuffer*& rpcMVCBuffer ); 
  ErrVal destroy(); 
 
  ErrVal init(); 
  ErrVal uninit(); 
 
  Bool isEmpty(); 
 
  UInt popBufferSize(); 
  UInt popSize(); 
 
  ErrVal PushElement(DecoderElement element); 
  DecoderElement PopElement(); 
 
  ErrVal printMvcList(); 
 
  UChar* popElementData(); 
 












MVC Parallel Encoder. 
--------------------- 




Initilizating parameters for NAL_UNIT_SPS... 
bAVCSPS=1 NumViews=1 Max_NumRefFrames=6 encDPBsize=-2147483644 decDPBSize=6 LevelIdc=13 
 
Initilizating parameters for NAL_UNIT_SUBSET_SPS... 
bAVCSPS=0 NumViews=2 Max_NumRefFrames=6 encDPBsize=-2147483640 decDPBSize=12 LevelIdc=13 
ViewCodingOrder: 0 1  
uiMaxFramesInDPB=12 
 
Initilizating parameters for NAL_UNIT_SPS... 
bAVCSPS=1 NumViews=1 Max_NumRefFrames=6 encDPBsize=-2147483644 decDPBSize=6 LevelIdc=13 
 
Initilizating parameters for NAL_UNIT_SUBSET_SPS... 
bAVCSPS=0 NumViews=2 Max_NumRefFrames=6 encDPBsize=-2147483640 decDPBSize=12 LevelIdc=13 




Preparation of the Encoder is finsihed. Let's start with the encoding. 
--------------------- 




   0 I IDR      0  QP 31   bits  103048 
   0 I IDR      0  QP 31   bits  104008 
   1 P REF      1  QP 31   bits   66928 
   1 P REF      1  QP 31   bits   67224 
   2 P REF      2  QP 31   bits     464 
   2 P REF      2  QP 31   bits     720 
   3 P REF      3  QP 31   bits     208 
   3 P REF      3  QP 31   bits     152 
   4 P REF      4  QP 31   bits     160 
   4 P REF      4  QP 31   bits     128 
   5 P REF      5  QP 31   bits     160 
   5 P REF      5  QP 31   bits     128 
   6 P REF      6  QP 31   bits     160 
   6 P REF      6  QP 31   bits     128 
   7 P REF      7  QP 31   bits     160 
   7 P REF      7  QP 31   bits     128 
   8 P REF      8  QP 31   bits     160 
   8 P REF      8  QP 31   bits     128 
   9 P REF      9  QP 31   bits   20384 
   9 P REF      9  QP 31   bits   19768 
  10 P REF     10  QP 31   bits     640 
  10 P REF     10  QP 31   bits     536 
  11 P REF     11  QP 31   bits     200 
  11 P REF     11  QP 31   bits     216 
  12 P REF     12  QP 31   bits     160 
  12 P REF     12  QP 31   bits     128 
  ··· 
 245 P REF    245  QP 31   bits   23040 
 245 P REF    245  QP 31   bits   21520 
 246 P REF    246  QP 31   bits   22592 
 246 P REF    246  QP 31   bits   23072 
 247 P REF    247  QP 31   bits   22376 
 247 P REF    247  QP 31   bits   21744 
 248 P REF    248  QP 31   bits   22344 
 248 P REF    248  QP 31   bits   22208 
 249 P REF    249  QP 31   bits    3008 
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 249 P REF    249  QP 31   bits    2872 
 
   250 frames encoded:  
 
     average bit rate:  479.8832 kbit/s  [599854 byte for 10.000 sec] 
 
 
   250 frames encoded:  
 




MVC Parallel Encoder. 
--------------------- 
Logs ParallelDecoder 
JMVC 8.4 Decoder 
 
 
ViewCodingOrder: 0 1 MaxNumRefFrames=6 NumViews=2 dec DPB-size=12 
MaxNumRefFrames=6 NumViews=2 dec DPB-size=12 
 
( 0)  Slice POC    0 ( LId 0, TL X, QL 0, AVC-I, BId-1, AP 0, QP 31, FRAME ) 
( 1)  Slice POC    0 ( LId 0, TL X, QL 0, MVC-I, BId-1, AP 0, QP 31, FRAME ) 
( 0)  Slice POC    1 ( LId 0, TL X, QL 0, AVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 1)  Slice POC    1 ( LId 0, TL X, QL 0, MVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 0)  Slice POC    2 ( LId 0, TL X, QL 0, AVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 1)  Slice POC    2 ( LId 0, TL X, QL 0, MVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 0)  Slice POC    3 ( LId 0, TL X, QL 0, AVC-P, BId-1, AP 0, QP 31, FRAME ) 




( 0)  Slice POC    248 ( LId 0, TL X, QL 0, AVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 1)  Slice POC    248 ( LId 0, TL X, QL 0, MVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 0)  Slice POC    249 ( LId 0, TL X, QL 0, AVC-P, BId-1, AP 0, QP 31, FRAME ) 
( 1)  Slice POC    249 ( LId 0, TL X, QL 0, MVC-P, BId-1, AP 0, QP 31, FRAME ) 
 
 500 frames decoded 
 
 
MVC Parallel Decoder. 
--------------------- 
Aleix Paradell Navarro. EPSC-UPC. Barcelona 2012 
 
 




Aquest fitxer, com podem veure a les línies ressaltades, té un valor M=1 i N=1 
(GOPSize i IntraPeriod, respectivament). Per la qual cosa codifica tot el vídeo 
com a tot I. Ja que l’espai entre una imatge I i la següent és zero. 
 
# JMVC Main Configuration File 
 
#====================== GENERAL ========================================= 
InputFile               c:\inputs\ballroom\ballroom      # input file 
OutputFile              c:\inputs\stream_ball     # bitstream file 
ReconFile               c:\inputs\rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             640        # input  frame width 
SourceHeight            480        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 
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FramesToBeEncoded       250        # number of frames 
 
#====================== TRANSMISSION===================================== 
IpAdress  127.0.0.1  #IP direction of the reciever/decoder 192.168.1.134 
127.0.0.1 
UDPPort   5150  #UDP Port of the reciever/decoder 
 
#====================== CODING ========================================== 
SymbolMode              0          # 0=CAVLC, 1=CABAC 
FRExt                   0          # 8x8 transform (0:off, 1:on) 
BasisQP                 31         # Quantization parameters 
 
#====================== INTERLACED ====================================== 
MbAff                   0          # 0=frameMb, 1=MbAff 
PAff                    0          # 0=frame, 1=field, 2=frame/field 
 
#====================== STRUCTURE ======================================= 
GOPSize                 1      # GOP Size (at maximum frame rate)1  
IntraPeriod             1      # Anchor Period 
NumViews    2   # Number of Views to encode 
RTP      1   # Boolean: 0:won't 
sent by net, 1:send by RTP 
Parallel    1   # Boolean: 0:non-parallel, 
1:parallel 
Debug     0     # Boolean: 0:non-debug, 1:debug 
Verbose     0    # Boolean: 0:not showing extra logs, 
1:show extra logs 
NumberReferenceFrames   2          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P slices 
 
#======================= MOTION SEARCH ================================== 
SearchMode              4          # Search mode (0:BlockSearch, 4:FastSearch) 
SearchFuncFullPel       0          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 3:SAD-YUV)  
SearchFuncSubPel        0          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             16         # Search range (Full Pel) 
BiPredIter              0          # Max iterations for bi-pred search 
IterSearchRange         1          # Search range for iterations (0: normal) 
 
#======================== LOOP FILTER ==================================== 
LoopFilterDisable       1          # Loop filter idc (0: on, 1: off, 2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION ============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message ================== 
PDISEIMessage           0          # PDI SEI message enable (0: disable, 1:enable) 
PDIInitialDelayAnc      0          # PDI initial delay for anchor pictures 
PDIInitialDelayNonAnc   0          # PDI initial delay for non-anchor pictures 
 
 
#============================== NESTING SEI MESSAGE ============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE ======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE ================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: ViewScalSEI on) 
                                            
1
 El text ressaltat mostra les diferències entre uns fitxers de configuració i els altres. 
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#============== Level conformance checking of the DPB size ============== 
DPBConformanceCheck      0      # (0: disable, 1: enable, 1:default)  Això fa que es 
guardin els 3 frames que feien falta entre vire0 i view 1. Correcte?? 
 
#================= MULTIVIEW CODING PARAMETERS =========================== 
NumViewsMinusOne     1          # (Number of view to be coded minus 1) 
ViewOrder               0-1   # (Order in which view_ids are coded) 
 
View_ID      0          # view_id (0..1024): valid range 
Fwd_NumAnchorRefs     0          # (number of list_0 references for anchor)  
Bwd_NumAnchorRefs      0      # (number of list 1 references for anchor) 
Fwd_NumNonAnchorRefs     0      # (number of list 0 references for non-anchor) 
Bwd_NumNonAnchorRefs     0      # (number of list 1 references for non-anchor) 
 
 
View_ID                  1 
Fwd_NumAnchorRefs      0 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     0 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 





Aquest fitxer, com podem veure a les línies ressaltades, té un valor M=1 i 
N=250. D’aquesta manera, no hi ha espai per a imatges B, ja que l’espai entre 
imatges I i P de referència és zero. Pel que fa a les imatges tipus I, tan sols n’hi 
apareixerà una al principi, ja que s’ha definit l’espai entre imatge I (N) a 250, 
que és le mateix que totes les imatges que es codificarà. Amb auqest fitxer d 
econfiguració, s’aconsegueix una seqüència d’una imatge tipus I seguida de tot 
d’imatges tipus P. 
 
 
# JMVC Main Configuration File 
#====================== GENERAL ========================================= 
InputFile               c:\inputs\ballroom\ballroom      # input file 
OutputFile              c:\inputs\stream_ball     # bitstream file 
ReconFile               c:\inputs\rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             640        # input  frame width 
SourceHeight            480        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 
FramesToBeEncoded       250        # number of frames 
 
#====================== TRANSMISSION===================================== 
IpAdress  127.0.0.1  #IP direction of the reciever/decoder 192.168.1.134 
127.0.0.1 
UDPPort   5150  #UDP Port of the reciever/decoder 
 
#====================== CODING ========================================== 
SymbolMode              0          # 0=CAVLC, 1=CABAC 
FRExt                   0          # 8x8 transform (0:off, 1:on) 
BasisQP                 31         # Quantization parameters 
#====================== INTERLACED ====================================== 
MbAff                   0          # 0=frameMb, 1=MbAff 
PAff                    0          # 0=frame, 1=field, 2=frame/field 
 
#====================== STRUCTURE ======================================= 
GOPSize                 1      # GOP Size (at maximum frame rate)  
IntraPeriod             250      # Anchor Period 
NumViews    2   # Number of Views to encode 
RTP      1   # Boolean: 0:won't 
sent by net, 1:send by RTP 
Parallel    1   # Boolean: 0:non-parallel, 
1:parallel 
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Debug     0     # Boolean: 0:non-debug, 1:debug 
Verbose     0    # Boolean: 0:not showing extra logs, 
1:show extra logs 
NumberReferenceFrames   2          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P slices 
 
#======================= MOTION SEARCH ================================== 
SearchMode              4          # Search mode (0:BlockSearch, 4:FastSearch) 
SearchFuncFullPel       0          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 3:SAD-YUV)  
SearchFuncSubPel        0          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             16         # Search range (Full Pel) 
BiPredIter              0          # Max iterations for bi-pred search 
IterSearchRange         1          # Search range for iterations (0: normal) 
 
#======================== LOOP FILTER ==================================== 
LoopFilterDisable       1          # Loop filter idc (0: on, 1: off, 2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION ============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message ================== 
PDISEIMessage           0          # PDI SEI message enable (0: disable, 1:enable) 
PDIInitialDelayAnc      0          # PDI initial delay for anchor pictures 
PDIInitialDelayNonAnc   0          # PDI initial delay for non-anchor pictures 
 
#============================== NESTING SEI MESSAGE ============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE ======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE ================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size ============== 
DPBConformanceCheck      0      # (0: disable, 1: enable, 1:default)  Això fa que es 
guardin els 3 frames que feien falta entre vire0 i view 1. Correcte?? 
 
#================= MULTIVIEW CODING PARAMETERS =========================== 
NumViewsMinusOne     1          # (Number of view to be coded minus 1) 
ViewOrder               0-1   # (Order in which view_ids are coded) 
 
View_ID      0          # view_id (0..1024): valid range 
Fwd_NumAnchorRefs     0          # (number of list_0 references for anchor)  
Bwd_NumAnchorRefs      0      # (number of list 1 references for anchor) 
Fwd_NumNonAnchorRefs     0      # (number of list 0 references for non-anchor) 
Bwd_NumNonAnchorRefs     0      # (number of list 1 references for non-anchor) 
 
View_ID                  1 
Fwd_NumAnchorRefs      0 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     0 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 
Bwd_NonAnchorRefs      0 0 
 
cnf_IBP_ballroom 
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Aquest fitxer, té un valor M=4 i N=250. Per això, al tenir un espai entre imatges 
de referència de 4, es codificaran 3 imatges tipus B entre grups d’imatges P. 
Pel que fa a les imatges tipus I, al tenir valor (N) a 250, tans sols apareixerà 
una al principi. Amb auqest fitxer d econfiguració, s’aconsegueix una seqüència 
d’una imatge tipus I seguida de grups de 3 imatges B alternades amb una de P. 
 
#====================== GENERAL ========================================= 
InputFile               c:\inputs\ballroom\ballroom      # input file 
OutputFile              c:\inputs\stream_ball     # bitstream file 
ReconFile               c:\inputs\rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             640        # input  frame width 
SourceHeight            480        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 
FramesToBeEncoded       250        # number of frames 
 
#====================== TRANSMISSION===================================== 
IpAdress  127.0.0.1  #IP direction of the reciever/decoder 192.168.1.134 
127.0.0.1 
UDPPort   5150  #UDP Port of the reciever/decoder 
 
#====================== CODING ========================================== 
SymbolMode              0          # 0=CAVLC, 1=CABAC 
FRExt                   0          # 8x8 transform (0:off, 1:on) 
BasisQP                 31         # Quantization parameters 
 
#====================== INTERLACED ====================================== 
MbAff                   0          # 0=frameMb, 1=MbAff 
PAff                    0          # 0=frame, 1=field, 2=frame/field 
 
#====================== STRUCTURE ======================================= 
GOPSize                 4          # GOP Size (at maximum frame rate)  
IntraPeriod             250 # Anchor Period 
NumViews    2    # Number of Views to encode 
RTP      1   # Boolean: 0:won't 
sent by net, 1:send by RTP 
Parallel    1    # Boolean: 0:non-parallel, 1:parallel 
Debug     0    # Boolean: 0:non-debug, 1:debug 
Verbose     0    # Boolean: 0:not showing extra logs, 
1:show extra logs 
NumberReferenceFrames   2          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P slices 
 
#======================= MOTION SEARCH ================================== 
SearchMode              4          # Search mode (0:BlockSearch, 4:FastSearch) 
SearchFuncFullPel       0          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 3:SAD-YUV)  
SearchFuncSubPel        0          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             16         # Search range (Full Pel) 
BiPredIter              2          # Max iterations for bi-pred search 
IterSearchRange         1          # Search range for iterations (0: normal) 
 
#======================== LOOP FILTER ==================================== 
LoopFilterDisable       1          # Loop filter idc (0: on, 1: off, 2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION ============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 1:enable) 
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WeightedBiprediction    0          # Weighting B  Slice (0:disable, 1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message ================== 
PDISEIMessage           0          # PDI SEI message enable (0: disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor pictures 
PDIInitialDelayNonAnc   2          # PDI initial delay for non-anchor pictures 
 
 
#============================== NESTING SEI MESSAGE ============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE ======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE ================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size ============== 
DPBConformanceCheck      0      # (0: disable, 1: enable, 1:default)  Això fa que es 
guardin els 3 frames que feien falta entre vire0 i view 1. Correcte?? 
 
#================= MULTIVIEW CODING PARAMETERS =========================== 
NumViewsMinusOne     1          # (Number of view to be coded minus 1) 
ViewOrder               0-1   # (Order in which view_ids are coded) 
 
View_ID      0          # view_id (0..1024): valid range 
Fwd_NumAnchorRefs     0          # (number of list_0 references for anchor)  
Bwd_NumAnchorRefs      0      # (number of list 1 references for anchor) 
Fwd_NumNonAnchorRefs     0      # (number of list 0 references for non-anchor) 
Bwd_NumNonAnchorRefs     0      # (number of list 1 references for non-anchor) 
 
 
View_ID                  1 
Fwd_NumAnchorRefs      0 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     0 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 





Aquest fitxer manté les caracerístiques M=1 i N=250 però afegeix una vista 
més a codificar. 
 
#====================== GENERAL ========================================= 
InputFile               c:\inputs\ballroom\ballroom      # input file 
OutputFile              c:\inputs\stream_ball     # bitstream file 
ReconFile               c:\inputs\rec        # reconstructed file 
MotionFile              motion     # motion information file  
SourceWidth             640        # input  frame width 
SourceHeight            480        # input  frame height 
FrameRate               25.0       # frame rate [Hz] 
FramesToBeEncoded       250        # number of frames 
 
#====================== TRANSMISSION===================================== 
IpAdress  127.0.0.1  #IP direction of the reciever/decoder 192.168.1.134 
127.0.0.1 
UDPPort   5150  #UDP Port of the reciever/decoder 
 
#====================== CODING ========================================== 
SymbolMode              0          # 0=CAVLC, 1=CABAC 
FRExt                   0          # 8x8 transform (0:off, 1:on) 
BasisQP                 31         # Quantization parameters 
 
#====================== INTERLACED ====================================== 
MbAff                   0          # 0=frameMb, 1=MbAff 
PAff                    0          # 0=frame, 1=field, 2=frame/field 
 
#====================== STRUCTURE ======================================= 
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GOPSize                 1          # GOP Size (at maximum frame rate)  
IntraPeriod             250 # Anchor Period 
NumViews    3    # Number of Views to encode 
RTP      1   # Boolean: 0:won't 
sent by net, 1:send by RTP 
Parallel    1    # Boolean: 0:non-parallel, 1:parallel 
Debug     0    # Boolean: 0:non-debug, 1:debug 
Verbose     0    # Boolean: 0:not showing extra logs, 
1:show extra logs 
NumberReferenceFrames   2          # Number of reference pictures 
InterPredPicsFirst      1          # 1 Inter Pics; 0 Inter-view Pics 
Log2MaxFrameNum         11         # specifies max. value for frame_num (4..16) 
Log2MaxPocLsb           7          # specifies coding of POC’s (4..15) 
DeltaLayer0Quant        0          # differential QP for layer 0 
DeltaLayer1Quant        3          # differential QP for layer 1 
DeltaLayer2Quant        4          # differential QP for layer 2 
DeltaLayer3Quant        5          # differential QP for layer 3 
DeltaLayer4Quant        6          # differential QP for layer 4 
DeltaLayer5Quant        7          # differential QP for layer 5 
MaxRefIdxActiveBL0      2          # active entries in ref list 0 for B slices 
MaxRefIdxActiveBL1      2          # active entries in ref list 1 for B slices 
MaxRefIdxActiveP        1          # active entries in ref list for P slices 
 
#======================= MOTION SEARCH ================================== 
SearchMode              4          # Search mode (0:BlockSearch, 4:FastSearch) 
SearchFuncFullPel       0          # Search function full pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD, 3:SAD-YUV)  
SearchFuncSubPel        0          # Search function sub pel 
                                   #   (0:SAD, 1:SSE, 2:HADAMARD)  
SearchRange             16         # Search range (Full Pel) 
BiPredIter              2          # Max iterations for bi-pred search 
IterSearchRange         1          # Search range for iterations (0: normal) 
 
#======================== LOOP FILTER ==================================== 
LoopFilterDisable       1          # Loop filter idc (0: on, 1: off, 2: 
                                   #   on except for slice boundaries) 
LoopFilterAlphaC0Offset 0          # AlphaOffset(-6..+6): valid range 
LoopFilterBetaOffset    0          # BetaOffset (-6..+6): valid range 
 
#========================= WEIGHTED PREDICTION ============================ 
WeightedPrediction      0          # Weighting IP Slice (0:disable, 1:enable) 
WeightedBiprediction    0          # Weighting B  Slice (0:disable, 1:explicit, 
                                                         2:implicit) 
#=================== PARALLEL DECODING INFORMATION SEI Message ================== 
PDISEIMessage           0          # PDI SEI message enable (0: disable, 1:enable) 
PDIInitialDelayAnc      2          # PDI initial delay for anchor pictures 
PDIInitialDelayNonAnc   2          # PDI initial delay for non-anchor pictures 
 
 
#============================== NESTING SEI MESSAGE ============================= 
NestingSEI              0          #(0: NestingSEI off, 1: NestingSEI on) 
SnapShot                0          #(0: SnapShot off, 1: SnapShot on) 
#========================== ACTIVE VIEW INFO SEI MESSAGE ======================== 
ActiveViewSEI           0          #(0: ActiveViewSEI off, 1: ActiveViewSEI on) 
#===================== VIEW SCALABILITY INFOMATION SEI MESSAGE ================== 
ViewScalInfoSEI         0          #(0: ViewScalSEI off, 1: ViewScalSEI on) 
 
#============== Level conformance checking of the DPB size ============== 
DPBConformanceCheck      0      # (0: disable, 1: enable, 1:default)  Això fa que es 
guardin els 3 frames que feien falta entre vire0 i view 1. Correcte?? 
 
#================= MULTIVIEW CODING PARAMETERS =========================== 
NumViewsMinusOne     2          # (Number of view to be coded minus 1) 
ViewOrder               0-1-2   # (Order in which view_ids are coded) 
 
View_ID      0          # view_id (0..1024): valid range 
Fwd_NumAnchorRefs     0          # (number of list_0 references for anchor)  
Bwd_NumAnchorRefs      0      # (number of list 1 references for anchor) 
Fwd_NumNonAnchorRefs     0      # (number of list 0 references for non-anchor) 
Bwd_NumNonAnchorRefs     0      # (number of list 1 references for non-anchor) 
 
 
View_ID                  1 
Fwd_NumAnchorRefs      0 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     0 
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Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 
Bwd_NonAnchorRefs      0 0 
 
View_ID                  2 
Fwd_NumAnchorRefs      0 
Bwd_NumAnchorRefs      0 
Fwd_NumNonAnchorRefs     0 
Bwd_NumNonAnchorRefs     0 
Fwd_AnchorRefs      0 0 
Bwd_AnchorRefs      0 0 
Fwd_NonAnchorRefs      0 0 
Bwd_NonAnchorRefs      0 0 
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Actualitzar el JMVC 
 
El codi creat pel grup d’experts de la ITU està encara en procés de millora, 
actualitzant-ne als cada pocs mesos. Tot i que ara encara és una versió prou 
estable, ens convé adaptar el nostre codi a les noves llibreries creades en el 
JMVC. 
 
El software que s’ha desenvolupat ha intentat ser el  més modular possible. Tot 
i així, hi ha hagut alguns retocs en parts centrals del codi original. És per això 
que abans d’actualitzar el codi JMVC cal seguir un seguit de passos. 
 
 
Adquirir la ultima versió del codi JMVC 
 
De la mateixa manera que s’ha fet per a la primera versió del codi, en una nova 
carpeta que anomenarem jmvc_new amb les següents comandes. 
 
cvs –d :pserver:jvtuser:jvt.Amd.2@garcon.ient.rwth-aachen.de:/cvs/jvt login 
cvs –d :pserver:jvtuser@garcon.ient.rwth-aachen.de:/cvs/jvt checkout jmvc_new 
 
Un cop baixat és convenient obrir el fitxer jmvc_new/jmvc_changes.txt per a 
veure quines millores comporta en relació a antigues versions. 
 
En el moment que es va començar el codi la versió de la que disposàvem era la 
8.3. Al cap de poc de començar es va actualitzar a la 8.4, i actualment la 
darrera versió és la 8.5. 
 
 
Comparar diferències en els fitxers. 
 
Cal mirar sobre tot que no hi hagi canvis en els projectes  
H264ACVEncoderLibTestStatic i H264ACVDecoderLibTestStatic, ja que 
aquests són els projectes que hem agafat com a base per a desenvolupar el 
nostre codi. Si no hi ha canvis, o aquests no afecten a la lògica del programa, 
no hi haurà problema. 
 
En el cas que sí que hi hagi canvis profunds, seria necessari un anàlisi més 
profund del codi. Llavors caldria prendre la decisió de si convé més adaptar el 
nostre codi als canvis de JMVC, que seria el més convenient, o bé fer canvis en 
el codi original per tal que el nostre hi encaixi bé 
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Fer els canvis necessaris al nucli del programa. 
 
A més dels possibles canvis que ens trobem en els projectes 
H264ACVEncoderLibTestStatic i H264ACVDecoderLibTestStatic, haurem 
d’editar l’arxiu CreaterH264AVCEncoder.cpp i la llibreria 
CreaterH264AVCEncoder.h. 
 
Tot i que són canvis mínims, ara per ara són necessaris per a poder codificar 
en paral·lel. En futures millores del nostre codi, una de les prioritats és adaptar-
lo millor per no haver de fer cap canvi al actualitzar el codi JMVC. 
 
Una eina per a Windows molt útil és el WinMerge, que et permet comparar 
fitxers de text d’una manera molt visual i editar-los fàcilment. D’aquesta 
manera, veiem els canvis que s’han d’aplicar en un fitxer i es duen a terme amb 
un sol clic, i triant quins canvis volem i quins no. 
 
Per a comprovar que els canvis han estat bons, obrim el fitxer 
\...\jmvc_new\JMVC\H264Extension\build\windows\H264AVCVideoEncDec
_vc8.sln amb el Visual Studio i provem de compilar-lo i fer algunes proves 
senzilles de codificació, assemblat i descodificació. 
 
 
Copiar arxius del nou projecte 
 
Dels canvis que s’ha fet, cal copiar les següents carpetes amb tota la 
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Afegir projectes des de Visual Studio 
 
Primer de tot cal obrir el Visual Studio i carregar el projecte sencer. Llavors, pel 
que fa als arxius afegits a la llibreria H264AVCVideoIoLib, cal incorporar-los al 
projecte ja creat.  
 
Cal clicar amb el botó dret a sobre del projecte H264AVCVideoIoLib i fer Add → 
Existing Item. Llavors anem a buscar a la carpeta 
\...\jmvc_new\JMVC\H264Extension\include i seleccionem tots els arxius .h 




Fig  A.5 Afegir fitxers a un projecte ja creat de Visual Studio. 
 
 
Un cop afegides les noves classes a la llibreria, podem incloure els projectes 
del codificador i descodificador paral·lel. Per fer això cliquem amb el botó dret a 
sobre la icona de solució i fem un Add → Existing Project. Busquem dins la 
carpeta \...\jmvc_new\JMVC\H264Extension\src\test\MVCParallelEncoder 
l’arxiu MVCParallelEncoder.vproj, que és on hi ha desades totes les 
característiques, propietats i dependències del projecte. 
 
Després cal repetir-ho per al MVCParallelDecoder.vproj 
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Fig  A.6 Afegir projectes nous a Visual Studio. 
 
Per últim cal afegir dependències, ja que aquesta informació no està desada al 
fitxer vproj. Cal clicar amb el botó dret i clicar Project Dependecies i seleccionar 
els següents projectes. 
 
 
Fig  A.7 Dependències dels projectes MVCParallelEncoder i MVCParallelDecoder. 
 
 
Instal·lar llibreries boost 
 
Per a què els nous projectes funcionin en diferents sistemes operatius, primer 
ens cal instal·lar el paquet de llibreries boost. 
 
Es poden baixar els codis de la seva pàgina web i compilar-los en local o bé 
baixar-ne un instal·lador per a windows que simplifica el procés. En aquest cas 
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s’ha utilitzat l’instal·lador tot i que no estava actualitzat a la darrera versió de les 
llibreries. 
 
Per a què els projectes pugui incloure les llibreries boost cal afegir la ruta on 
ens ha instal·lat les llibreries a les propietats dels projectes. Al menú de 
propietats dels projectes MVCParallelEncoder i MVCParallelDecoder afegim la 
ruta \path_to\boost\boost_1_47\ al camp Configuration Properties → C/C++ 
→ General → Additional Include Directories. 
 
 
Fig  A.8 Afegir llibreries addicionals amb Visual Studio. 
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Compilar 
 
Per acabar cal compilar les noves llibreries i els nous projectes. Des del menú 
de projectes, busquem la eina Batch Build, seleccionem tots els projectes i fem 
un Clean i després un Rebuild. Amb això es crea de nou tot el projecte. 
 
 
Fig  A.9 Menú de compilació de Visual Studio. 
 
Si hi apareix algun error al compilar perquè hi ha llibreries que no s’han creat, 
llavors convé compilar els projectes un a un pel següent ordre: 
 
• H264AVCCommonLibStatic 
• H264AVCVideoIoLibStatic 
• H264AVCDecoderLibStatic 
• H264AVCEncoderLibStatic 
• H264AVCDecoderLibTestStatic 
• H264AVCEncoderLibTestStatic 
• MVCBitStreamAssembler 
• MVCBitStreamExtractor 
• MVCParallelDecoder 
• MVCParallelEncoder 
