Swarm Intelligence is the emergent collective intelligence of groups composed of simple and quasi-independent agents. Algorithms following this paradigm show many desirable properties: flexibility, decentralized control, robustness, fault tolerance. This paper presents a new agent coordination model loosely inspired by the way some species of ants collectively transport large preys. The model is used to build a Swarm Intelligence algorithm for the problem of image alignment. The novelty of the approach and its effectiveness are discussed.
Introduction
Within the current clinical setting, image processing is a vital component of a large number of applications [6] . Usually, image processing applications have to manage more than one single image. For example, in contrast-enhanced magnetic resonance (MR) examinations, several series of images, each one containing many images, are acquired. In order to give a correct and reliable diagnosis, the information extracted from corresponding images in different series must be integrated. In order to compare such information, two images must be spatially aligned before starting in detecting differences. In this paper a new approach to the problem of Image Alignment, based on the Swarm Intelligence paradigm, is presented. Swarm Intelligence is the property of a system in which the collective behaviour of simple quasi-independent agents, locally interacting with their environment, cause intelligent global behaviour to emerge. The main problem of Swarm Intelligence algorithms is represented by the difficulty in predicting global consequences of the behaviour of a single element of the system. In fact the global behaviour is reached by means of a feedback mechanism. For such reason , researchers have looked, for inspiration of their algorithms, at natural phenomena, such as ants gathering for food [1] and birds flocking [4] . This paper presents a new agent coordination model loosely inspired by the way ants collectively transport preys to the nest. Some species of ants can successfully transport a heavy item to the nest thanks to they ability in coordinating their forces through the item itself. In our model, the hypothesis that all agents try and move the prey toward the same destination (the nest) is removed. Each agent has instead its own preferred destination for the item. The group, with no centralized control, moves the prey toward the direction chosen by the majority of agents. Based on these hypothesis for the coordination of the agents, an algorithm for the Image Alignment problem has been designed. The paper is organized as follows. Section 2 briefly introduces the Swarm Intelligence paradigm outlining its main features. Section 3 describes the new agent coordination model. Section 4 introduces the problem of image alignment. Section 5 describes an algorithm for image alignment based on the coordination model just introduced. Section 6 presents and discuss results obtained by the algorithm. Section 7 presents some concluding remarks.
Swarm Intelligence
Swarm Intelligence is the property of a system in which the collective behaviour of simple quasi-independent agents, locally interacting with their environment, causes global intelligent behaviour to emerge. Algorithms developed according to this paradigm have no centralized control and are robust, flexible, fault tolerant, scalable, and highly parallelizable. Since intelligent behaviours emerge from collaboration rather than from individual abilities, the characteristics of each agent are chosen with the goal of making it as simple as possible,. The agents have limited knowledge of the environment and are designed according to the reactive paradigm [2] . Moreover, the agents may interact only locally with the environment. A distinguishing feature between Swarm Intelligence and classical multi agent systems is the concept of stigmergy. In the Swarm Intelligence paradigm, the agents communicate through modifications of a shared environment: the environment itself is part of the system dynamic. The alterations of the environment, amplified through a feedback process, leads the system to self-organize reaching a state corresponding to an optimal solution of the problem. A system with such characteristics is non-linear. In order to correctly predict the next state from current one, it is not only necessary to know the state of each agent, but also the whole set of relationships among the agents. Being difficult to predict how the system evolves in the near future, it is extremely difficult for an agent to determine which action will have as a consequence the desired macroscopic behaviour. The lack of assessed methods for the design of swarm intelligence algorithms has induced researchers to look for inspiration at biological phenomena. In literature there are many examples of this process: Ant Colony Optimization and Particle Swarm Optimization are optimization techniques inspired, respectively, by ants gathering for food [1] and "people acting in a social context" [4] . The design of a Swarm Intelligence algorithm may start by modelling a biological phenomenon showing characteristics similar to the examined problem and adapting such model to increase its performance on the actual data.
A New Agent Coordination Model Inspired By Collective Prey Retrieval
Many species of ants have evolved by developing collaborative strategies. The ability to cooperate, in fact, allow the ants to overcome the limits imposed by their small size. The carriage of a large prey into the nest is an example of a situation where the ants can be successful only if they collaborate. Some species have specialized workers able to cut the prey into small pieces that a single ant can carry. Other species are able to collectively transport large preys. Experimental results show that the latter strategy, called collective transport, is the most efficient one [1] . The species Pheidole crassinoda, Myrmica rubra and Myrmica lugubris exhibit the same behavioural patterns in solitary and group transport [5] . An high level description of collective prey retrieval is summarized below [5] :
1. When an ant encounters a prey, it first tries to carry it by itself. 2. If the ant cannot move the prey, it tries to drag it in various directions (realignment behaviour). 3. If the realignment is not sufficient, the ant grasps the prey differently and tries to drag it in various directions again. 4. If the prey still does not move, the ant starts recruiting nest mates. First, it releases a poison gland secretion in the air in order to attract nearby ants (short range recruitment). If the number of recruited ants is not enough to move the prey, the ant goes back to the nest leaving a pheromone trail on the ground. Such trail will lead other ants to the prey (long range recruitment). The recruitment phase stops as soon as the group is able to move the prey.
Resistance to traction represents a feedback mechanism: the longer it lasts, the more ants are recruited (positive feedback). As specified at point 4, recruitment stops when resistance to traction ends and the prey starts moving. While moving toward the nest, coordination among the ants occurs through the prey itself. The change of the force applied by a single ant modifies the stimuli perceived by the other ants. Such coordination strategy is an example of stigmergy.
Our new model deals with the last phase of the collective prey retrieval, namely the coordination of forces during the transportation of the object to the nest. Anyway, the strategy of our model presents a significant difference with the biological one. While each ant tries to carry the prey to the same destination (the nest), each agent in our model has its own destination. At each step, with no centralized control, the agents coordinate in order to move the prey toward the direction chosen by the majority of them.The biological model for collective prey retrieval needs to be modified as follows:
• Each ant constantly applies a force on the prey toward his preferred destination (V p ).
• The applied force is related to the direction chosen by the majority of the ants (V g ). Its intensity depends on the difference beween V p and V g, the smaller the difference the greater the intensity. , The idea is to increase the influence of the V p components with the "right" direction and to penalize those components trying to move the prey in "bad" directions.
• The direction of the majority of the ants (V g ) is estimated by each ant by simply looking at the movements of the prey in the previous time steps.
Image Alignment
Image alignment is defined as the problem of finding an optimal spatial alignment of two images of the same scene/object taken in different conditions. For example, two images of the same object taken at different times, or taken from different points of view, or taken using different modalities [9] . Formally, an image is considered a bidimensional function:
where MaxValue is the maximum grey value of the pixels, n and m, are, respectively, the number of rows and the number of columns of I. Image alignment is the problem of finding an optimal transformation w that minimizes dissimilarities from an input image I input and a target image I target . The level of dissimilarity is measured by a cost function f :
Some differences of the two images should not be corrected since they might contain relevant information. For example, the diagnosis obtained by some image-based medical examinations relies on the differences between two images acquired at different times. Any registration algorithm should correct the only differences caused by misalignment while preserving all the other ones. A detailed description of the image alignment problem and an overview of classical and new approaches can be found in [6, 8] . As eq. 2 suggests, image alignment can be seen as an optimization problem, where Ω is a family of functions differing only for a set of parameters w. Classical optimization techniques, such as, for example, simulated annealing, genetic algorithms, gradient descent algorithms, as well as popular swarm intelligence methods, such as Particle Swarm Optimization [8] and Ant Colony Optimization [7] , have been applied to the alignment problem. Such methods requires a global cost function (or error function) driving the system toward an optimal choice for the parameters of w. For example, in gradient descent algorithms, w is changed toward the direction minimizing the gradient of the cost function. An error function used in many image registration algorithms is the Mutual Information [3] . The drawbacks of using a global cost function are due to the difficulty of defining an appropriate set of parameters. The algorithm we propose, described in section 5, does not use a global cost function: each agent has its local cost function.
Description of the Algorithm
In the following, we describe the new biologically-inspired algorithm. For each step, the analogies with the biological strategy, described in section 3, are pointed out.
1. I input denotes the image to be registered. It is considered the prey to be moved. 2. The pixels of I input and I target are considered as agents moving in a bidimensional space. Each agent (or pixel) p of I input has 8 neighbours corresponding to the neighbourhood of the pixel in I input . The state of each agent p is represented by its position and its colour. 3. When an agent applies a force on the prey, the corresponding pixel in I input moves.
Each agent p, has a set of possible destinations
Dest(p). The destinations correspond to the coordinates of the points in I target that are similar to pixel p according to a given cost function. In the current model, two pixels are considered similar if the difference of their grey values plus the difference of their gradients is less than a fixed threshold d. 5. Each agent p selects a point q in Dest(p), as its target location, with a probability inversely proportional to the distance from q. Every g iterations, p selects another point in Dest(p) according to the same probability distribution. 6. In the model of section 3, the forces applied on the prey are instantaneously propagated to every point of the prey and are immediately perceived by each ant carrying the prey. In order to simulate this effect, each agent is forced to maintain the initial distance from its neighbours. The force preserving the initial structure of the pixels is denoted by F n (p). 7. As described in the model of section 3, the velocity module is computed according to the direction chosen by the majority of the agents. The module is directly proportional to the similarity between the direction of the agent and the direction of the majority of the agents. On the contrary, if the direction of the agent is different from the direction of the majority, the module is decremented. Such constraint is denoted with F p (p,t). The direction chosen by the majority of agents is estimated (by each agent) simply looking at the movement made by the agent itself in the last k iterations (due to F n the movement should correspond to the movement of the entire image).
The resultant dynamic of the algorithm can be briefly described as follows: each agent p of I input tries to move toward its current destination. In the meantime, the agents in its neighbourhood are forced by F n to maintain a constant distance from p. Basically, the local neighbourhood, and thus the entire I input , tends to follow p i . Since many agents try to reach their selected destination simultaneously, the update rule of the velocity guarantees that the resulting movement of the entire I input will be toward the direction chosen by the majority of agents. At the end of the algorithm, I input will reach, with high probability, the position "satisfying" the majority of agent. The moving image stops over I target and the algorithm terminates.
Results and Discussion
The algorithm has been tested on MRI images of the human brain. The image I target has been obtained by the original image acquired by the MR scanner removing the background and keeping only relevant regions. In order to test the effectiveness of the algorithm, we obtained I input by modifying I target . I input has been obtained by translating I target to South-East and by adding noise to the translated image. Each row in figure 2 represents a complete execution of the algorithm on noised test images. In the first row, 45% salt & pepper noise was added to I input only. In the second row, 45% salt & pepper noise was added to I input and 35% salt & pepper noise to I target . In the last row, 16% speckle noise and 35% salt & pepper noise were added to, respectively, I input and I target . In every experiment I input has been translated with respect to I target . The last image in each row represents the final result of the algorithm. It shows that the algorithm corrects only the differences caused by the translation. In figure 1 a quantitative evaluation of the results of the algorithm in the first experimentation (first row of figure 2) is presented. As it is shown, the final differences between the input and the target correspond to the initial differences caused by the image noising. In the other experiments, it is more difficult to obtain similar histograms due to the presence of noise in both I input and I target .The results show that the algorithm is able to correctly align the two images, even when the input image is obtained by translating the target one and corrupting it with high levels of speckle and salt & pepper noise. In our algorithm there is not a global cost function to minimize: each agent uses a local cost function (far simpler than common global cost functions). The alignment problem is solved by a multitude of collaborating simple agents that are able to perform very simple operations.
Conclusions and Future Work
In this paper we presented a new approach to the image alignment problem based on the Swarm Intelligence paradigm. The algorithm is inspired to the natural behaviour of some species of ants. Like the little ants coordinate in order to move large preys to the nest, the simple agents of the algorithm collaborate to move an input image toward a target one. The algorithm is very robust with respect to highly noisy images. The promising results obtained so far induce us to further investigate the capabilities of our approach. The shortterm goal is to extend the algorithm in order to match even rotated images. The long-term goal is to introduce new interactions that should enable the image alignment with elastic-deformations or Gaussian noise. 
