Abstract. In this expository paper, we revisit the results of Atiyah-Singer and de Concini-Procesi-Vergne concerning the structure of the K-theory groups K * G
Introduction
When a compact Lie group G acts on a compact manifold M , the K-theory group K 0 G (T * M ) is the natural receptacle for the principal symbol of any G-invariant elliptic pseudo-differential operators on M . One important point of Atiyah-Singer's Index Theory [4, 3, 5, 6] is that the equivariant index map Index 
which is the inverse of the Bott-Thom isomorphism [15] .
In his Lecture Notes [1] describing joint work with I.M. Singer, Atiyah extends the index theory to the case of transversally elliptic operators. If we denote by T * G M the closed subset of T * M , union of the conormals to the G-orbits, Atiyah explains how the principal symbol of a pseudo-differential transversally elliptic operator on M determines an element of the equivariant K-theory group K 0 G (T * G M ), and how the analytic index induces a map (1) Index
where R −∞ (G) := hom(R(G), Z). Like in the elliptic case the map (1) can be seen as the composition of a pushforward map i ! :
G). Hence the comprehension of the R(G)-module
(2) K * G (T * G V ) is fundamental in this context. For example, in [8, 14] the authors gave a cohomological formula for the index and the knowledge of the generators of K 0 U(1) (T * U(1) C) was used to establish the formula. In [11] , de Concini-Procesi-Vergne proved a formula for the multiplicities of the index by checking it on the generators of (2).
When G is abelian, Atiyah-Singer succeeded to find a set of generators for (2) , and recently de Concini-Procesi-Vergne have shown that the index map identifies (2) with a generalized Dahmen-Michelli space [9, 10] . Let us explain their result.
Let G be the set of characters of the abelian compact Lie group G : for any χ ∈ G we denote C χ the corresponding complex one dimensional representation of G. We associate to any element Φ := χ∈ G m χ C χ ∈ R −∞ (G) its support
For any real G-module V , we denote ∆ G (V ) the set formed by the infinitesimal stabilizer of points in V : we denote h min the minimal stabilizer. For any h ∈ ∆ G (V ), we denote H := exp(h) the corresponding torus and we denote π H : G → H the restriction map.
We denote R −∞ (G/H) ⊂ R −∞ (G) the subgroup formed by the elements Φ ∈ R −∞ (G) such that π H (Supp(Φ)) ⊂ H is reduced to the trivial representation. Let
be the R(G)-submodule generated by R −∞ (G/H). We have Φ ∈ R −∞ (G/H) if and only if π H (Supp(Φ)) ⊂ H is finite.
For any subspace a ⊂ g, we denote V a ⊂ V the subspace formed by the vectors fixed by the infinitesimal action of a. We fix an invariant complex structure on V /V g , hence the vector space V /V h ⊂ V /V g is equipped with a complex structure for any h ∈ ∆ G (V ). Following [11] , we introduce the following submodule of R −∞ (G): the Dahmen-Michelli submodule
and the generalized Dahmen-Michelli submodule
Note that the relation ∧ • V /V h ⊗ Φ ∈ R −∞ (G/H) becomes Φ ∈ R −∞ (G/H min ) when h = h min . Hence DM G (V ) is contained in F G (V ). We have the following remarkable result [10] . The purpose of this note is to give a comprehensive account on the work of Atiyah-Singer and de Concini-Procesi-Vergne concerning the structure of (2) when G is a compact abelian Lie group. We will explain in details the following facts :
• The decomposition of K G V gen ).
• The injectivness of the index map Index
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Preliminary on K-theory
In this section, G denotes a compact Lie group. Let R(G) be the representation ring of G and let R −∞ (G) = hom(R(G), Z).
Equivariant K-theory.
We briefly review the notations for K-theory that we will use, for a systematic treatment see Atiyah [2] and Segal [15] . Let N be a locally compact topological space equipped with a continuous action of G. Let E ± → N be two G-equivariant complex vector bundles. An equivariant morphism σ on N is defined by a vector bundle map σ ∈ Γ(N, hom(E + , E − )), that we denote also σ : E + → E − : at each point n ∈ N , we have a linear map σ(n) : E + n → E − n . The support of the morphism σ is the closed set formed by the point n ∈ N where σ(n) is not an isomorphism. We denote it Support(σ) ⊂ N .
A morphism σ is elliptic when its support is compact, and then it defines a class
[σ] ∈ K 0 G (N ) in the equivariant K-group [15] . The group K Let j : U ֒→ N be an invariant open subset, and let us denote by r : N \ U ֒→ N the inclusion of the closed complement. We have a push-forward morphism j * :
that fit in a six terms exact sequence :
In the next sections we will use the following basic lemma which is a direct consequence of (3).
Lemma 2.1. Suppose that we have a morphism
We finish this section by considering the case of torus T belonging to the center of G. Let i : T ֒→ G be the inclusion map. We still denote i : Lie(T) → g the map of Lie algebra, and i * : g * → Lie(T) * the dual map. Note that the restriction to
The representation ring R(G) contains as a subring R(G/T).
At each character µ of T, we associate the R(G/T)-submodule of R(G) defined by
We have then a grading
If we work now with the R(G)-module R −∞ (G), we have also a decomposition
Let us consider now the case of a G-space N , connected, such that the action of the subgroup T is trivial. Each G-equivariant complex vector bundle E → N decomposes as a finite sum
is the G-sub-bundle where T acts trough the character t → t µ . Note that a G-equivariant morphism σ : E + → E − is equal to the sum of morphisms σ µ : E + µ → E − µ . Hence, at the level of K-theory we have also a decomposition
is independent of the choice of j : U ֒→ M : we denote this map index G U . Note that a relatively compact G-invariant open subset U of a G-manifold admits an open G-embedding j : U ֒→ M into a compact G-manifold. So the index map index G U is defined in this case. Another important example is when U → N is a G-equivariant vector bundle over a compact manifold N : we can imbed U as an open subset of the real projective bundle P(U ⊕ R).
Let K be another compact Lie group. Let P be a compact manifold provided with an action of K ×G. We assume that the action of K is free. Then the manifold M := P/K is provided with an action of G and the quotient map q : P → M is G-equivariant. Note that we have the natural identification of T *
This isomorphism induces an isomorphism
The following theorem was obtained by Atiyah-Singer in [1] . 
Theorem 2.5 (Free action property). For any
See the introduction where the submodule
2.4. Direct images and Bott symbols. Let π : E → N be a G-equivariant complex vector bundle. We define the Bott morphism on E Bott(E) :
Here the Clifford map is defined after the choice of a G-invariant Hermitian product on E.
Let s : N → E be the 0-section map. Since the support of Bott(E) is the zero section, we have a push-forward morphism
which is bijective: it is the Bott-Thom isomorphism [15] .
Consider now an Euclidean vector space V . Then its complexification V C is an Hermitian vector space. The cotangent bundle T * V is identified with V C : we associate to the covector ξ ∈ T * v V the element v + iξ ∈ V C , where ξ ∈ V * →ξ ∈ V is the identification given by the Euclidean structure.
Then Bott(V C ) defines an elliptic symbol on V which is equivariant relative to the action of the orthogonal group O(V ). Its analytic index is computed in [1] . We have the equality (11) index
Let π : V → M be a G-equivariant real vector bundle over a compact manifold. We have the fundamental fact Proposition 2.9. We have a push-forward morphism (12) s
Proof. We fix a G-invariant euclidean structure on V. Let n = rank V. Let P be the associated orthogonal frame bundle. We have M = P/O and V = P × O V where V = R n and O is the orthogonal group of V . For the cotangent bundle we have canonical isomorphisms
which induces isomorphisms between K-groups Q Let us use the multiplicative property (see Section 2.3) with the groups G 2 = G × O, G 1 = {1} and the manifolds M 1 = V, M 2 = P . We have a map
−1 . Thanks to Theorem 2.6, the relation (11) implies that index
We finish this section by considering the case of a G-equivariant embedding i : Z ֒→ M between G-manifolds. Proposition 2.10. We have a push-forward morphism (14) i
Proof. Let N = TM | Z /TZ be the normal bundle. We know that an open Ginvariant tubular neighborhood U of Z is equivariantly diffeomorphic with N : let us denote by ϕ : U → N this equivariant diffeomorphism. Let j : U ֒→ M be the inclusion. We consider the morphism
If S = {v ∈ E | v 2 = 1} is the sphere bundle, we have E \ {0} ≃ S × R and then T *
• E, and we get the second point through the isomorphism K *
Restriction to a sub-manifold. Let M be a G-manifold and let Z be a closed G-invariant sub-manifold of M . Let us consider the open subset T *
We make the following hypothesis : the real vector bundle N * → Z has a G-equivariant complex structure. Then we can define the map
Localization
In this section, β ∈ g denotes a non-zero G-invariant element, and π : E → M is a G-equivariant hermitian vector bundle such that 
2 , where L(β) denotes the linear action on the fibers of E.
The aim of this section is the following Theorem 3.2. There exists a morphism
Remark 3.3. The maps R and S β depend on the choice of the G-invariant complex structure on E.
Theorem 3.2 tells us that (17) breaks in an exact sequence
Let us work now with the complex structure J β on E. We denote S o ±β the corresponding morphism. In Section 3.5.3 we will prove the following Theorem 3.4. There exists a morphism θ β :
3 Relatively to a G-invariant Euclidean metric on E, the linear map −L(β) 2 is positive definite, hence one can take its square root.
3.1. Atiyah-Singer pushed symbols. Let M be a G-manifold with an invariant almost complex structure J. Then the cotangent bundle T * M is canonically equipped with a complex structure, still denoted J. The Bott morphism on T * M associated to the complex vector bundle (T * M, J) → M , is called the Thom symbol of M , and is denoted 4 Thom(M, J). Note that the product by the Thom symbol induces an isomorphism K *
−tX · m the corresponding vector field on M . Thanks to an invariant Riemmannian metric on M , we define the 1-form
From now on, we take X = β a non-zero G-invariant element. Then the corresponding 1-form β M is G-invariant, and we define following Atiyah-Singer the equivariant morphism
We check easily that
where T β = exp(Rβ) is the torus generated by β. In particular, we get a class
3.2. Atiyah-Singer pushed symbols : the linear case. Let us consider the case of a G-Hermitian vector space E such that E β = {0}.
T β E) be the push-forward morphism associated to the inclusion i : S ֒→ E of the sphere of radius one. Let R :
The pushed Thom symbol on E defines a class Thom
Proposition 3.5.
• We have R(Thom β (E)) = 1 in R(G).
• The sequence (21) breaks down: we have a decomposition
where Thom β (E) denotes the free R(G)-module generated by Thom β (E).
, where ξ ∈ E * →ξ ∈ E is the identification given by the Euclidean structure. We see that the restriction of Thom β (E) to T * T β E| 0 = E * is equal to Bott(E * ) and then the first point follows. The second point is a direct consequence of the first one.
Let T β the group of characters of the torus T β . The complex G-module E decomposes into weight spaces E = α∈ T β E α where each E α = {v ∈ E | t·v = t α v} are G-submodules. We define the β-positive and negative part of E,
It is important to note that the complex G-module |E| β is isomorphic to 5 (E, J β ), and so it does no depend on the initial complex structure of E.
Let R(G) be the R(G)-submodule of R −∞ (G) defined by the torus T β (see Definition 2.2). Since all the T β -weights in |E| β satisfy the condition α, β > 0, the symmetric space
Proposition 3.6. We have the following equality in R −∞ (G) :
where
We have Index
Remark 3.8. Let J k , k = 0, 1 be two invariants complex structures on E, and let Thom β (E, J k ) be the corresponding pushed symbols. There exists an invertible element Φ ∈ R(G) such that
Proof. Note that the first relation is a particular case of the second one when
We have an isomorphism of complex G-modules : E C ≃ E × E. We have two classes Bott(E) and Bott(E) in K 0 G (E) and Bott(E C ) = Bott(E) ⊙ Bott(E). At the level of endomorphism on ∧E C ≃ ∧E ⊗ ∧E, one has
where J E is the complex structure on E. We consider the family of maps σ s (x, ξ) :
Since Index G V (Bott(V C )) = 1, the first relation of Proposition 3.9 gives that (24) Index
We come back to the morphism
We are interested by the image of the transversally elliptic symbols Thom
Proof. The class Thom β (V ) are defined by the symbols Cl(ξ−β(x)) :
We consider now the case of a product of pushed symbols. Suppose that we have an invariant decomposition E = E 1 ⊕ E 2 and invariant elements β 1 , β 2 ∈ g such that
We consider then β t = tβ 1 + β 2 with t > 0. We have V
Then if t > 0 is small enough, we have the following equality in
Proof. Both symbols are maps from (∧V 1 ⊗ ∧V 2 )
+ into (∧V 1 ⊗ ∧V 2 ) − . We write a tangent vector (ξ, x) ∈ TV as ξ = ξ 1 ⊕ ξ 2 and x = x 1 ⊕ x 2 . The symbol Thom β t (V, J) is equal to
Note thatβ 2 : V 2 → V 2 is invertible, so there exist c > 0 such that tβ 1 +β 2 is invertible for any t ∈ [0, c]. Hence Thom β t (V, J) is transversally elliptic for 0 < t ≤ c. We consider the deformation
3.4. The map S β . We come back to the situation of a G-equivariant complex vector bundle π : E → M such that E β = M . Since the torus T β acts trivially on M , we have a decomposition E = ⊕ α∈X E α where X is a finite set of character of T β , and E α is the complex sub-bundle of E where T β acts trough the character t → t α . Definition 3.10 can be extended as follows. We denote
Let n α be the complex rank of E α , and let E be the following T β -complex vector space
which is equipped with the standard Hermitian structure. Let U be the unitary group of E, and let U ′ be the subgroup of elements that commute with the action of T β : we have
′ -principal bundle defined as follows: for m ∈ M , the fiber P ′ m is defined as the set of maps f : E → E m preserving the Hermitian structures and which are T β -equivariant. By definition, the bundle P ′ → M is G-equivariant. We consider the following groups action:
• T β and G acts trivially respectively on P ′ and on E.
Let us use the multiplicative property (see Section 2.3) with the groups
We have a product
and the Thom class Thom
After taking the quotient by U ′ , we get a map
Finally, since T *
Now we see that in Theorem 3.2 :
• The relation
Let us prove the last point of Theorem 3.
is equal to the restriction of Index
2). By definition we have the following equalities in
3.5. The map θ β . We keep the same notation than the previous section: π : E → M is a G-equivariant complex vector bundle such that E β = M , but here we work with the complex structure J β on E. Since the map S o ±β are defined through the pushed Thom classes Thom β (E) ∈ K 0 G (T * T β E) (see (27)), we have to study the class Thom −β (E) − Thom β (E) in order to understand how the map
factorizes through the push-forward morphism i ! : K 3.5.1. The tangential Cauchy Riemann operator. Let E be a Euclidean G-module such that E β = {0}. We equipped E with the invariant complex structure J β (see Remark 3.1). Let S ⊂ E be the sphere of radius one. Let us defined the tangential Cauchy Riemann operator on S. For y ∈ S, we have
where H y = (Cy) ⊥ is a complex invariant subspace of (E,
The Thom isomorphism tells us that
Example 3.14. Consider the Cauchy Riemann symbol σ
We come back to the setting of Section 3.1. We have an exact sequence 0
, and we know that R(Thom ±β (E)) = 1. Then Thom β (E) − Thom −β (E) belongs to ker(R) = Im(i ! ).
The following result is due to Atiyah-Singer when G is the circle group (see [1] [Lemma 6.3]). The proof in the general case is given in Appendix B.
Proposition 3.15. Let E be a G-module equipped with the invariant complex structure J β . We have the following equality
We equipped V, W, E by the invariant complex structures defined by β. Let σ {0}) ) be the corresponding Cauchy Riemann classes. We have a natural product
7 Here we use an identification T * S ≃ TS given by the Euclidean structure.
Proof. These are direct consequences of Proposition 3.15. For the first point, we use it together with Proposition 3.9, and for the second one we use it together with Proposition 3.11.
The element σ {0}) ) (see remark 5.5). We can precise the last statement of Proposition 3.16, by saying that the equality R(σ
3.5.3. Definition of the map θ β . We come back to the setting of Section 3.4. The complex vector bundle E → M corresponds to P ′ × U ′ E → P ′ /U ′ , and the sphere bundle is S = P ′ × U ′ S E . Let us use the multiplicative property (see Section 2.3) with the groups
Thanks to the product
we can define
After taking the quotient by U ′ , we get the commutative diagram
which is the content of Theorem 3.4.
3.6. Restriction to a fixed point sub-manifold. Let M be a G-manifold and let β ∈ g be a G-invariant element. Let Z be a connected component of the fixed point set M β . Note that β defines a complex structure J β on the normal bundle of Z in M . Following Section 2.6 we have a restriction morphism R Z that fits in the six term exact sequence
Proposition 3.17.
• There exists a morphism S β,Z :
• We have an isomorphism of R(G)-modules :
Proof. Let N be the normal bundle of Z in M . Let U be an invariant tubular neighborhood of Z, which is small enough so that we have an equivariant diffeomorphism φ : U → N which is the identity on Z. Let S β,N :
be the isomorphism associated to φ. We can consider the composition
and we leave to the reader the verification that R Z • S β,Z = Id. The last point is a direct consequence of the first one.
Decomposition of K
when G is abelian In this section G denotes a compact abelian Lie group, with Lie algebra g. Let M be a (connected) manifold equipped with an action of G. For any m ∈ M , we denote g m ⊂ g its infinitesimal stabilizer.
Let ∆ G (M ) be the set formed by the infinitesimal stabilizer of points in M . During this section, we suppose that ∆ G (M ) is finite: it is the case if M is compact or when M is embedded equivariantly in a G-module. We have a partition
On the other hand, we consider for 0 ≤ k ≤ s = dim G the closed subset
formed by the points m ∈ M such that dim(G · m) = codim(g m ) ≤ k. We have
Let s o be the maximal dimension of the G-orbit in M . We will use the increasing sequence of invariant open subsets
Here M >0 = M \ M g , and M >so−1 = M gen is the dense open subset formed by the G-orbits of maximal dimension. Note also that M gen corresponds to M hmin where h min is the minimal stabilizer.
Let us consider the related sequences of open subspaces
We have the decomposition
where N h is the normal bundle of M h in M . Note that M h is a closed sub-manifold of the open subset M >k−1 , when codimh = k. Proof. Let H be the closed connected subgroup of G with Lie algebra h. Let γ h ∈ h generic so that the closure of {exp(tγ h ), t ∈ R} is equal to H. Then for any m ∈ M ,
Thanks to Lemma 4.1, we can exploit Section 3.6. For any h ∈ ∆ G (M ) of codimension k, we have a restriction morphism
. We have also a long exact sequence
Proof. The last point is a direct consequence of the firsts one. The first point is known, and the second assertion is due to the fact that M a ∩ M b = ∅ when a = b.
The previous lemma shows that the map
is an isomorphism of R(G)-module. In particular the maps (j k ) * are injective. 
Remark 4.3. If we consider the open subset j : M gen ֒→ M formed by the G-orbits of maximal dimension, we know then that
We have an isomorphism
Here N h is the normal bundle of M h in M which is equipped with the complex structure defined by −γ h For any h ∈ ∆ G (M ) we denote H ⊂ G the closed connected subgroup with Lie algebra h. Let us denote H ′ ⊂ G be a Lie subgroup such that G ≃ H × H ′ . Then the R(G)-module K
The linear case
In this section, the group G is a compact abelian Lie group. Let V be a real G-module. Let V
gen be the open subset formed by the G-orbits of maximal dimension. We equip V /V g with an invariant complex structure. For any γ ∈ g such that V γ = V g we associate the class
Let H min ⊂ G be the minimal stabilizer for the G-action on V . Let s :
We can associate to the data ϕ above , the flags
,ϕ = g where
We see that conditions c1 and c2 are equivalent to saying that the generic infinitesimal stabilizer of the G-action on the vector space
Thanks to c2, the Cauchy-Riemann symbol
, is well defined. Conditions c1 and c2 tell us also that (V
is an open subset of (V /V g ) gen , and thanks to Theorem 2.7 we know that the following product σ
. We need the following submodule of R −∞ (G) defined by the relations
The purpose of this section is to give a detailled proof of the following theorem.
Theorem 5.2. Let G a compact abelian Lie group and let V be a real G-module.
We have
Note that, when dim V /V g = 0, we have T * G V = T * G V gen = T * V and all the points are direct consequences of the Bott isomorphism. Point d. is proved in [1] , and points a., e. and f. are due to de Concini-Procesi-Vergne [9, 10] . Point b. is proved in [1] for the circle group, and in [9, 10] for the general case. In [9, 10] , c. is obtained as a consequence of d. together with the decomposition formula (31).
We will give a proof by induction on dim V /V g that is based on the work of [9, 10] . But here our treatment differs from those of [1, 9, 10] , since the proof of all points of Theorem 5.2 follows directly by a careful analysis of the exact sequence
associated to an invariant decomposition V = C χ ⊕ W .
5.1.
Restriction to a subspace. Suppose that V = V g . Then V contains a complex representation C χ attached to a surjective character χ : G → S 1 . Let G χ = ker(χ) with Lie algebra g χ . The differential of χ is iχ withχ ∈ g * . Here
We look at the open subset j :
We have the six term exact sequence (32)
Note that R depends of the choice of the canonical complex structure on C χ .
The open subset C χ \ {0} with the G-action is isomorphic to
The following description of the morphism J will be used in the next sections. Let β ∈ g such that g = g χ ⊕ Rβ. Since the action of G χ is trivial on C χ , the product
Proof. The character χ defines the inclusion i :
. The map θ(x, w) = (x, x −1 · w) is an isomorphism between G × 2 W and G × 1 W . The quotients by G and G χ give us the maps π G : G × 1 W → W , and π Gχ :
Remark 5.5. In the next sections, we will use the exact sequence (33), when V is replaced by an invariant open subset U V . Suppose that there exist invariant open subsets
The index map is injective. Let us prove by induction on n ≥ 0 the following fact
is the inverse of the Bott isomorphism.
Suppose now that (H n ) is true, and consider G V such that dim V /V g = n+ 1. We start with a decomposition V = W ⊕ C χ and the exact sequence (33). The induction map Ind
Proposition 5.6. The following diagram is commutative
is the zero symbol on G. Then the product formula says that Index
and thanks to (34), we see that
. This proved the commutativity of the left part of the diagram, and the commutativity of the right part of the diagram is a particular case of Proposition 2.11.
We need now the following result that will be proved in Appendix A Lemma 5.7. The sequence
is exact.
Lemma 5.7 tells us in particular that Ind G Gχ is one to one. We can now finish the proof of the induction. In the commutative diagram (36), the maps Index We end up this section with the following statement which is the direct consequence of the injectivity of Index G V (see Remark 3.8). Remark 5.8. Let J k , k = 0, 1 be two invariants complex structures on V , and let Thom β (V, J k ) be the corresponding pushed symbols attached to an element β satisfying V β = {0}. There exists an invertible element Φ ∈ R(G) such that
), where γ runs over the element of g satisfying V γ = V g . Remark 5.8 tells us that A G (V ) is independent of the choice of the complex structure on V /V g . In this section we will prove by induction on n ≥ 0 the following fact
If dim V /V g = 0, we have T * G V = T * V and assertion (H 0 ) is a direct consequence of the Bott isomorphism.
Suppose now that (H n ) and is true, and consider G V such that dim V /V g = n + 1. We have a decomposition V = W ⊕ C χ withχ = 0. If we apply 10 (H n ) to G W and G χ W , we get first that K 
. With the help of (38), the equality K 0 G (T * G V ) = A G (V ) will follows from following Lemma.
Lemma 5.9. We have
Proof. We equip V /V g = W/W g ⊕ C χ with the complex structure J := J β where χ, β > 0. We will use the decomposition of complex G-vector spaces W/W g ≃ W/W gχ ⊕ W gχ /W g , and the fact that
It is a Gequivariant symbol, hence Lemma 5.4 applies: its image by J is equal to
. If we use the fact that σ
In [1] , the term γ ± is equal to γ ± tβ with 0 << t << 1 (see Lemma 3.12) . In [2] , we use that
We have proved that J(α) belongs to A G (V ) for any generator α of A Gχ (W ). We get the first point, since the restriction R(G) → R(G χ ) is surjective.
Let
) be a generator of A G (W ). Thanks to Proposition 3.11, we see that
where ϕ runs over the (G, V )-flag. In this section we will prove by induction on n ≥ 0 the following fact
is a direct consequence of the Bott isomorphism. Suppose now that (H n ) is true, and consider G V such that dim V /V g = n + 1. We have an invariant decomposition V = W ⊕ C χ , with χ = 0, and
Note that V gen ∩ W is either equal to W gen (if the G-orbits in V and W have the same maximal dimension) or is empty. Following Remark 5.5, we have the exact sequence
If we apply (H 
will follows from following Lemma.
Lemma 5.10. We have
Proof. Let β ∈ g such that χ, β > 0: we have g = g χ ⊕ Rβ. For any (W, G χ )-flag ϕ, we consider the element
and we want to compute its image by J. We note that the minimal stabilizer H min ⊂ G for the G-action on V is equal to the minimal stabilizer for the G χ -action on W . Let s :
we can define a (V, G)-flag ψ as follows:
We note that the G χ -transversally symbols σ
Finally, thanks to Lemma 5.4 we have
Here we use the identity σ
Suppose now that V gen ∩W = ∅, and let us prove now that 
We use here the relation R(σ
be the generalized Dahmen-Michelli submodule defined in the introduction. We start with the following
Since the vector space V /V h carries an invariant complex structure we have a restriction morphism R h :
be the push-forward morphism associated to the inclusion V h ֒→ V . Thanks to Proposition 2.11 we know that
• V /V h , and then
We will now prove by induction on n ≥ 0 the following fact 
The following Lemma will be the key point of our induction.
we have the equivalences
• The exact sequence (37) specializes in the exact sequence
Proof. Let us consider the first point. For Φ :
Gχ (Supp(Φ)). If π H : G → H and π ′ H : G χ → H denote the projections, we have then the following relation
that induces (42).
For any Φ ∈ R −∞ (G χ ) and any subspace h ∈ ∆ G (V ), we consider the expression
. We have two cases:
It is then immediate that the equivalence (43) follows from (42). Thanks to (43) it is an easy matter to check that the sequence (44) is exact at F G (V ). We leave to the reader the checking that
. So the second point is proved.
′ ֒→ F G (V ) be the inclusion. Finally, we have the following commutative diagram, where all the horizontal sequences are exact :
Except for I F , we know that all the vertical arrows are isomorphism. It is an easy exercise to check that I F must be an isomorphism. 
for any G-module. Let DM G (V ) be the generalized Dahmen-Michelli submodules defined in the introduction. We start with the following
R h •j * is the zero map, and (41) gives in this case that
We will now prove by induction on n ≥ 0 the following fact
If dim V /V g = 0, we have T * G V = T * V , V gen = V and ∆ G (V ) = {g}. In this situation, h min = g and R −∞ (G/H min ) = R(G). We have then DM G (V ) = R(G), and assertion (H ′′′ 0 ) is a direct consequence of the Bott isomorphism. Suppose now that (H ′′′ n ) and is true, and consider G V such that dim V /V g = n + 1. We have a decomposition V = W ⊕ C χ withχ = 0. If we apply (H ′′′ n ) to G W and G χ W , we get DM G (W ) ′ = DM G (W ) and DM Gχ (W ) ′ = DM Gχ (W ). It works like in the previous section, apart for the dichotomy concerning V gen ∩ W . We have the following ∆ G (V ), we see that the subspace V h := {v | h ⊂ g v } is equal to ⊕η ∈h ⊥ V η and V h := {v | h = g v } is the subspace (V h ) gen formed by the vectors v := η∈h ⊥ v η such that vη =0 Rη = h ⊥ .
We have V /V h ≃ η / ∈h ⊥ V η . Following Section 4, we consider a collection γ := {γ h ∈ h, h ∈ ∆ G (V )} such that (V /V h ) γ h = {0}. We look at the H-transversally elliptic symbol Thom γ h (V /V h ) on V /V h . Since the action of H is trivial on V h , the following map
is well defined. We can compose the previous map with the push-forward morphism
let us denote S h γ the resulting map.
We can now state Theorem 4.4 in our linear setting.
Theorem 5.15. The map
is an isomorphism of R(G)-modules. that holds for any G-module such that W γ = {0}. Note that for any a, h ∈ ∆ G (V ) we have the equivalence V h+a = V h ⇐⇒ a ⊂ h. Suppose now that Φ ∈ DM G (V h ) and consider the product Ω : The map S γ :
Since S γ and the index maps Index 6. Appendix 6.1. Appendix A. Let G be a compact abelian Lie group, and let χ : G → U (1) be a surjective morphism. We want to prove that the sequence
is exact. Note that the induction map Ind We haveφ χ = (φ, χ)χ where (φ, χ) = Gφ (g)χ(g) −1 dg ∈ C. It is immediate that (50) gives thatφ χ (h) = (φ, χ)θ(h) for h ∈ H. Hence the restriction of χ to H is equal to θ when (φ, χ) = 0. By a density argument, we know that such χ exists.
Now we want to prove that Image(Ind For the other inclusion, we consider Φ := µ∈ G m(µ)C µ ∈ ker(∧ • C χ ). We have the relation Φ ⊗ C χ = Φ, which means that m(µ + χ) = m(µ) for all µ ∈ G. Let π : G → G χ be the restriction morphism. Thanks to Lemma 6.1, we know that π is surjective, and we see that for θ ∈ G χ , π −1 (θ) is of the form {kχ + θ ′ , k ∈ Z}.
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