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Abstract
The aim of this thesis is defining and developing the concept of an efficient management of
radio and computing resources in an SDR cloud. The SDR cloud breaks with today’s cellular
architecture. A set of distributed antennas are connected by optical fibre to data processing
centres. The radio and computing infrastructure can be shared between different operators
(virtualization), reducing costs and risks, while increasing the capacity and creating new
business models and opportunities.
The data centre centralizes the management of all system resources: antennas, spectrum,
computing, routing, etc. Specially relevant is the computing resource management (CRM),
whose objective is dynamically providing sufficient computing resources for a real-time exe-
cution of signal processing algorithms. Current CRM techniques are not designed for wireless
applications. We demonstrate that this imposes a limit on the wireless traffic a CRM entity
is capable to support. Based on this, a distributed management is proposed, where multiple
CRM entities manage a cluster of processors, whose optimal size is derived from the traffic
density.
Radio resource management techniques (RRM) also need to be adapted to the charac-
teristics of the new SDR cloud architecture. We introduce a linear cost model to measure
the cost associated to the infrastructure resources consumed according to the pay-per-use
model. Based on this model, we formulate the efficiency maximization power allocation
problem (EMPA). The operational costs per transmitted bit achieved by EMPA are 6 times
lower than with traditional power allocation methods. Analytical solutions are obtained for
the single channel case, with and without channel state information at the transmitter. It
is shown that the optimal transmission rate is an increasing function of the product of the
channel gain with the operational costs divided by the power costs.
The EMPA solution for multiple channels has the form of water-filling, present in many
power allocation problems. In order to be able to obtain insights about how the optimal
solution behaves as a function of the problem parameters, a novel technique based on ordered
statistics has been developed. This technique allows solving general water-filling problems
based on the channel statistics rather than their realization. This approach has allowed
designing a low complexity EMPA algorithm (2 to 4 orders of magnitude faster than state-
of-the-art algorithms).
Using the ordered statistics technique, we have shown that the optimal transmission rate
behaviour with respect to the average channel gains and cost parameters is equivalent to the
single channel case and that the efficiency increases with the number of available channels.
The results can be applied to design more efficient SDR clouds. As an example, we have
derived the optimal ratio of number of antennas per user that maximizes the efficiency.
As new users enter and leave the network, this ratio should be kept constant, enabling and
disabling antennas dynamically. This approach exploits the dynamism and elasticity provided
by the SDR cloud.
In summary, this dissertation aims at influencing towards a change in the communications
system management model (typically RRM), considering the introduction of the new infras-
tructure model (SDR cloud), new business models (based on Cloud Computing) and a more
conciliatory view of an efficient resource management, not only focused on the optimization
of the spectrum usage.

Resumen
El objetivo de esta tesis es definir y desarrollar el concepto de gestio´n eficiente de los re-
cursos de radio y computacio´n en un SDR cloud. El SDR cloud rompe con la estructura
del sistema celular actual. Un conjunto de antenas distribuidas se conectan a centros de
procesamiento mediante enlaces de comunicacio´n de fibra o´ptica. La infraestructura de radio
y procesamiento puede ser compartida entre distintos operadores (virtualizacio´n), dismin-
uyendo costes y riesgos, aumentando la capacidad y abriendo nuevos modelos y oportunidades
de negocio.
La centralizacio´n de la gestio´n del sistema viene soportada por el centro de procesamiento,
donde se realiza una gestio´n de todos los recursos del sistema: antenas, espectro, computacio´n,
enrutado, etc. Resulta de especial relevancia la gestio´n de los recursos de computacio´n (CRM)
cuyo objetivo es el de proveer, dina´micamente, de suficientes recursos de computacio´n para
la ejecucio´n en tiempo real de algoritmos de procesado del sen˜al. Las te´cnicas actuales de
CRM no han sido disen˜adas para aplicaciones de comunicaciones. Demostramos que esta
caracter´ıstica impone un l´ımite en el tra´fico que un gestor CRM puede soportar. En base a
ello, proponemos una gestio´n distribuida donde mu´ltiples entidades CRM gestionan grupos
de procesadores, cuyo taman˜o o´ptimo se deriva de la densidad de tra´fico.
Las te´cnicas actuales de gestio´n de recursos radio (RRM) tambie´n deben ser adaptadas
a las caracter´ısticas de la nueva arquitectura SDR cloud. Introducimos un modelo de coste
lineal que caracteriza los costes asociados al consumo de recursos de la infraestructura segu´n
el modelo de pago-por-uso. A partir de este modelo, formulamos el problema de asignacio´n
de potencia de ma´xima eficiencia (EMPA). Mediante una asignacio´n EMPA, los costes de
operacio´n por bit transmitido son del orden de 6 veces menores que con los me´todos tradi-
cionales. Se han obtenido soluciones anal´ıticas para el caso de un solo canal, con y sin in-
formacio´n del canal disponible en el transmisor, y se ha demostrado que la velocidad o´ptima
de transmisio´n es una funcio´n creciente del producto de la ganancia del canal por los costes
operativos dividido entre los costes de potencia.
La solucio´n EMPA para varios canales satisface el modelo “water-filling”, presente en
muchos tipos de optimizacio´n de potencia. Con el objetivo de conocer co´mo e´sta se comporta
en funcio´n de los para´metros del sistema, se ha desarrollado una te´cnica nueva basada en es-
tad´ısticas ordenadas. Esta te´cnica permite solucionar el problema del water-filling basa´ndose
en la estad´ıstica del canal en vez de en su realizacio´n. Este planteamiento, despue´s de pro-
fundos ana´lisis matema´ticos, ha permitido desarrollar un algoritmo de asignacio´n de potencia
de baja complejidad (2 a 4 ordenes de magnitud ma´s ra´pido que el estado del arte).
Mediante esta te´cnica, se ha demostrado que la velocidad o´ptima de transmisio´n se com-
porta de forma equivalente al caso de un solo canal y que la eficiencia incrementa a medida
que aumentan el numero de canales disponibles. Estos resultados pueden aplicarse a disen˜ar
un SDR cloud de forma ma´s eficiente. A modo de ejemplo, hemos obtenido el ratio o´ptimo de
nu´mero de antenas por usuario que maximiza la eficiencia. A medida que los usuarios entran
y salen de la red, este ratio debe mantenerse constante, a fin de mantener una eficiencia lo
ma´s alta posible, activando o desactivando antenas dina´micamente. De esta forma se explota
completamente el dinamismo ofrecido por una arquitectura ela´stica como el SDR cloud.
En definitiva, este trabajo pretende incidir en un cambio del modelo de gestio´n de un
sistema de comunicaciones (t´ıpicamente RRM) habida cuenta de la introduccio´n de una nueva
infraestructura (SDR cloud), nuevos modelos de negocio (basados en Cloud Computing) y
una visio´n ma´s integradora de la gestio´n eficiente de los recursos del sistema, no solo centrada
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1.1 Modern Mobile Communications
During the last fifteen years, cellular networks have evolved from providers of ubiquitous
coverage for voice-communication services to “anywhere-anytime on” serving access ports for
high data rate Internet-based data services. A 3-orders of magnitude increase in the supported
data rates has been achieved, from several kbps in 2G Global Packet Radio System (GPRS)
up to tens of Mbps in the latest 4G Long Term Evolution (LTE) systems. However it is
not enough at all, since the need for mobile data capacity is growing at an unprecedented
extremely fast pace. Recent market studies, conducted by global organizations [1], wireless
fora [2], telecom companies [3], and operators [4], have indicated that mobile data traffic is (at
least) doubled every year. Projecting this rate at a decade, we get the so-called “1000x data
challenge” or “capacity crunch” which should be efficiently dealt by future service providers.
Based on shorter-term forecasts, the study of [3] predicts a 13x grow in mobile data for the
2012-2017 period (Fig. 1.1). This increase is justified by several trends, that is: the increase
in the number of mobile devices, as by 2017 there will be 1.4 devices/holder; the increased
penetration of machine-to-machine (M2M) devices, as billions of low data-rate devices with
cellular connectivity are expected to be deployed and operate in the foreseen future; the
increase in the usage of high-end portable devices like tablets and smartphones, as by 2017
each smartphone is expected to generate more than 2.7 GB per month (contrary to today’s
350 MB/month figure), and the shift to data-hungry mobile video services, as currently half
of the mobile traffic is video and in five years, it will have dominated the total load, possessing
more or less the two thirds of it.
The cost to build, operate and upgrade today’s radio access network (RAN) is becoming
more and more expensive while the revenue is not growing at the same rate. In general,
up to 80% capitalization expenditures (CAPEX) of a mobile operator is spent on the RAN
[5]. The CAPEX is mainly spent at the stage of cell site constructions and consists of pur-
chase and construction expenditures. Purchase expenditures include the purchases of BS
and supplementary equipments, such as power and air conditioning equipments etc. Con-
struction expenditures include network planning, site acquisition, civil works and so on. In
consequence, more than half of CAPEX is not spent on productive wireless functionality.
State-of-the-art radio access solutions, such as the latest LTE releases, and their corre-
sponding evolutionary paths (future LTE-Advanced releases) will not be able to fulfil the
traffic demands while maintaining profits. From the radio point of view, interference is the
major limitation inherent in such wireless networks and, therefore, a lot of research focuses
on efficient interference mitigation techniques. multi-cell processing (MCP) and interference
cancellation (IC) for dense multi-tier heterogeneous deployments, are regarded as key candi-
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Figure 1.1: Expected growth of global mobile data traffic as predicted by Cisco VNI Mobile
Forecast [3].
date technologies for next generation radio access. MCP [6] is based on the key concept of
transforming all the interference into useful signal via cooperation to enhance system capac-
ity, while IC [7] avoids interference among neighboring nodes through orthogonalization in
various domains such as frequency, time, power and code.
The applicability of these technologies is limited by the restraints of the existing cellular-
based architecture. The cellular architecture conceived for stand-alone working units with
limited processing and inter-communication capabilities is intrinsically not suitable for co-
ordinated and cooperative systems. This implies heavy protocols and imposes stringent
constraints to be able to support cooperation, hence the actual benefits of the proposed
technologies prove negligible compared to their theoretically predicted potential. The ex-
isting cellular-based architecture is the actual limiting factor not only for applying existing
technologies, but also for inventing new ones that would potentially further improve system
capacity. The cellular structure is susceptible to interference, inflexible, non-scalable and
expensive.
1.2 Cell-less Network Architecture
We envisage a cell-less and massively-scalable distributed MIMO (MD-MIMO) network ar-
chitecture, where the concept of massive multiple-input multiple-output (MIMO) system is
extended to support cell-free network operation. In such a system, cell boundaries collapse
and a very large number of low-cost infrastructure units, such as access points or radio-heads,
are deployed practically everywhere. These units are connected through a backhaul network
to a super centralized cloud-based infrastructure, where all communications processing is
performed. We envision a radical shift to a user-centric cell-less architecture based on a
cloud-empowered extremely dense network of low complexity infrastructure. Ideally, such a
network will result in system performance levels independent of the number of served termi-
nals. Enhanced by a universal per-user resources reuse, such an approach fulfills the vision of
optimal capacity scaling. This leads to a fully scalable system, since an increase in the num-
ber of access terminals does not lead to a deterioration in the performance of active users and
devices, contrary to conventional multiple-access cellular practices, as long as enough spatial
resources are available. The fundamental ingredients of the envisioned system concept are:
1.2. CELL-LESS NETWORK ARCHITECTURE 17
• Number of infrastructure access nodes (such as access points or radio remote units) at
least of the same order of magnitude as the number of users and connected devices;
• Global and centralized data communications processing;
• User-centric (instead of cellular-centric) system design and optimization thanks to the
largely redundant spatial degrees of freedom, which allow universal resources reuse per
user, independent of the number of access terminals;
• Flat system architecture, assuming no hierarchical levels and entities.
Throughout this thesis, we will assume the concept of cell-less, super-centralized and
computationally powerful system, where all the communications processing as well as the
computing and communications resources management operations reside in the cloud. Such a
concept revolutionizes current thinking and practices of wireless network design and operation
in many ways:
• System planning/retuning phases are no longer needed in their current form, since
antenna units may be deployed everywhere without the necessity of planning;
• Cell boundaries disappear and each terminal is not attached to a single-cell but is rather
served by a dynamically changing set of distributed transmission points;
• Bandwidth is not split among cells, but is fully available to every user at each time
instant, catering for fully scalable network performance;
• Efficient multi-user access to system resources is realized through massively-scalable
virtual MIMO multiplexing and resources optimization techniques. Thus system-wise
instead of cellular/cluster-wise allocation decisions are taken on a small time-scale (ide-
ally every transmission frame), exploiting global system knowledge;
• Communications processing, radio resources management and computing resources
management procedures are co-located in the cloud and are thus jointly designed and
optimized;
• The traditional spectral versus energy efficiency trade-off barrier is broken thanks to the
massive spatial degrees of freedom, allowing both factors to increase simultaneously;
• Radio transceiver and access mechanisms are designed and optimized taking into ac-
count their processing cost, allowing for the introduction and characterization of com-
puting resources-limited system capacity regions (similarly to existing backhaul-limited
capacity approaches)
• The whole pool of available resources, spectrum, energy, antennas, backhaul network,
computation, etc., is fully shared among the different users in the system providing
a wide resource sharing and management scenario and introducing the base for new
business models in the wireless arena.
• Real-time management of a large-scale distributed computing system: centralized con-
trol of distributed management units OR centralized management supported by dis-
tributed low-level managers.
• Efficient framework for dynamic deployment and management of waveforms.
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Figure 1.2: Typical weekday traffic pattern within an antenna sector in a city center.
1.3 The SDR Cloud
A MIMO antenna system increases the radio transmission performance by exploiting the
spatial diversity where fading affects each one of the multiple communication links differently.
Distributed antenna systems, moreover, employ optical fiber or coaxial cable for connecting
the antenna system to the remote processing unit. A cooperative distributed antenna system
based on a radio over fiber technique was introduced in China’s beyond 3G FuTURE project
and tested in field experiments. In those experiments, multiple antennas were distributed
over the cell and connected to a data centre performing all signal processing tasks [8].
A base station (BS) is the wireless access points of cellular communications systems. It
comprises antennas and analog and digital signal processing resources for implementing radio
transmitters and receivers. Today’s BSs feature a set of heterogeneous processing devices,
including application-specific integrated circuits (ASICs), general purpose processors (GPPs),
digital signal processors (DSPs), and field programmable gate arrays (FPGAs). Each device
executes the tasks that were specified at design time. The network operator deploys base
station resources as a function of the expected peak load. The goal is guaranteeing a certain
quality figure, for example, the probability of granting a user service request. Providing
resources for the worst case scenario however leads to long idle times and resource inefficiencies
because of the sporadic use of wireless communications services [9]. Deploying fewer resources
would increase the mean resource utilization while increasing the user rejection probability.
Base stations may be shared between radio operators, but temporarily unused resources can
still hardly be reassigned for other purposes. Radio operators thus purchase, maintain, and
update considerably more resources than needed for most of the time (Fig. 1.2).
The software-defined radio (SDR) concept arose for extending the digital-signal processing
parts of radio transmitters and receivers to run as software (SDR application) on general-
purpose hardware (SDR platform). The ongoing advances in radio engineering and digital
signal processing suggest employing processor arrays and automatic resource allocation tools
that provide computing resources on demand. The approach of considering a data centre as
the computing core of a BS is then a natural evolution of wireless communications.
A SDR cloud comprises a set of distributed antenna sites that connect to one or several
data centers through low-latency and high-bandwidth communication links [10]. The antenna
sites process the radio frequency (RF) signals and convert signals from analog to digital and
vice versa. The digital data is processed entirely in the data centre, employing SDR and cloud
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Figure 1.4: Envisaged evolution of the wireless technology market players, enabled by the
introduction of SDR clouds.
computing technology. The computing infrastructure is based on commodity servers, which
have shown to provide enough computational capacity to support 4G-like standards [11].
The use of SDR technology and commodity infrastructure allows leasing temporary unused
resources for other purposes, not necessary related to wireless services (e.g. web applications).
Consequently, it is economically sustainable to provide computational resources for the worst
case scenario, because unused resources provide income too.
We envisage an infrastructure based on distributed antennas with a limited amount of
local processing resources. These antennas connect to a data centre via low latency and
high-speed communication links (Fig. 1.3). The SDR cloud naturally enables implementing
the MD-MIMO cell-less network architecture.
The SDR cloud will change the role of today’s wireless business players. Figure 1.4
illustrates the envisaged evolution of the current vertically integrated market towards an
horizontal market with three different entities. We have represented the most important
components in the figure:
20 CHAPTER 1. INTRODUCTION
• DSP is the set of signal processing algorithms required for the transmission and recep-
tion of the information;
• Radio resource management (RRM) is set of policies or algorithms adopted for an
efficient management of the radio resources;
• Spectrum is the set of frequencies where a license allows a carrier to operate;
• RF Infrastructure is the set of physical elements or devices required for the transmission
and reception of RF signals, e.g: antennas, power amplifiers, RF filters, construction
sites, real estate, air conditioning, etc.
• Computing Infrastructure is the set of physical elements or devices required for the
processing of RF signals, e.g.: processors, memories, hard disk, data centre security
services, software licenses, air conditioning, etc.
On the other hand, we can identify the following players and their relations:
• Wireless Operator: Is the operator or carrier, owner of the entire system: the DSP and
RRM algorithms, the spectrum, the RF infrastructure and the processing infrastructure.
Here, the term processing is used to emphasize the fact that the signal processing is
performed on dedicated hardware.
• Infrastructure Operator: Is the owner of the RF and computing infrastructure. Here,
the term computing instead of processing is used, because signal processing is executed
on general purpose computing hardware.
• Network Operator: Owns the rights to use the spectrum and is responsible of the
definition of RRM algorithms.
• SDR Provider: Develops SDR applications, that is, waveforms for different radio access
technologies (RAT).
A Cloud is a type of parallel and distributed system consisting of a collection of inter-
connected and virtualized computers that are dynamically provisioned as a function of the
service-level agreements between service providers and consumers. Clouds provide services
to clients without reference to the infrastructure that hosts the services. As cloud clients,
network operators would be able to offer wireless communications services on demand and
anywhere in the world without local installation. Network operators may therefore share
radio-related infrastructure and focus on developing wireless communications standards and
services. An infrastructure operator providing computing resources to network operators fa-
cilitates a more efficient and scalable computing resource deployment and management by
centralizing storage, memory, processing, and bandwidth resources.
The SDR cloud provides essentially the same benefits as a general purpose cloud. It
inherits the resource-as-a-service and pay-per-use business concepts: computing power (In-
frastructure as a Service–IaaS), system software (Platform as a Service–PaaS), and applica-
tions (Software as a Service–SaaS) will be provided on demand and without knowledge of the
physical location and types of CPUs, discs, software repositories, and so forth.
A single data centre is shared between several radio operators and thousands of end users.
(Some 100,000 user sessions may be active at the same time in a city of one million or more
inhabitants.) Virtualization is employed
• for ensuring secure and fair resource sharing, where one radio operator–the SDR cloud
client–is not aware of others using the same physical machines;
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• for consolidating several virtual resources in a single physical resource, reducing energy
consumption;
• for dynamic provisioning of resources without the need of hardware purchase;
• for security, reliability and scalability purposes.
In other words, virtualization transforms physical resources to virtual resources (Fig. 1.5).
Different business models or agreements are possible. A minimum set of resources may be
guaranteed to each radio operator, for instance. The remaining or unused resources can be
shared–fairly or competitively–as a function of the market, environment, or policy, among
others. This requires a flexible, though efficient, computing resource management framework
as a basis for the SDR cloud business. Such framework, in other words, plays an essential
role in the deployment and operation of SDR clouds. It, particularly, needs to ensure real-
time resource allocation and execution in dynamic environments with different resource and
service constraints.
Computing resources virtualization allows the SDR cloud to isolate the physical infras-
tructure from its functionality, enabling each market player to concentrate on an isolated part
of the business, increasing the specialization and reducing business risks. Nevertheless, it is
also possible that a single corporation plays more than one of the roles identified in Fig. 1.4.
For instance, the network operator could also be interested in developing the DSP algorithms,
tailored to their specific radio resource management (RRM) policies; or the infrastructure
operator may provide the DSP algorithms tailored to their specific computing infrastructure
(SaaS). Furthermore, it is also possible that a single operator centralizes the baseband pro-
cessing and applies virtualization techniques without resource sharing functionalities. This is
usually called a private cloud and can be seen as a subclass of the SDR cloud. Private clouds
are already being deployed as part of industry R&D projects or commercial products:
• China Mobile’s Cloud RAN (C-RAN) [5] has already been deployed in a few cities of
China. Their technology uses IBM commodity servers with Intel Core i7 general pur-
pose processors. The project considers virtualization for consolidation and scalability
purposes.
• Alcatel-Lucent’s LightRadio [12] is an all-in-one low cost and low energy solution for
deploying small cells or remote radio head (RRH) units. The project does not include
the baseband processing side on the data centre.
• Nokia-Siemens Networks Liquid Radio [13] centralizes the digital signal processing of
several RRH units associated to cells or pico cells. The use of SDR or GPP is not
specified hence the flexibility is limited.
1.4 Resource Efficiency in Radio Resource Management
RRM is defined as the set of techniques (strategies or algorithms) that a wireless operator
applies to the control plane of the RAN, for controlling system parameters such as transmit
power, channel allocation, data rates, handover criteria, modulation scheme, error coding
scheme, etc. The objective is typically to utilize the limited radio spectrum resources and
radio network infrastructure as efficiently as possible.
Similarly to how virtualization transforms a single physical resource into several virtual
resources, there are signal processing techniques that are able to transform physical radio
resources (space, time and frequency) into a set of orthogonal virtual resources, for instance
orthogonal frequency-division multiplexing access (OFDMA), spatial-division multiplexing














































Figure 1.5: Virtualization of radio and infrastructure resources in the SDR cloud.
access (SDMA), time-division multiplexing access (TDMA) and so forth. In an SDR cloud,
the network operator buys space, frequency and time utilization to the infrastructure oper-
ator. For instance: 10 seconds of signal transmission using 4 antennas and 1 RF channel on
each antenna. The network operator moves CAPEX to OPEX, reducing risk and allowing
easy scalability and resource provisioning. Physical radio resources are transformed to virtual
radio resources (i.e. orthogonal streams) which are then allocated to users (Fig. 1.5).
The fact that RF and computing resources are shared implies that using them has a
cost, determined by the competition between different network operators and the market
laws. This cost is different than the operational costs of using today’s infrastructure, which
is acquired once and then amortized during the resource lifetime. Using resources has a
cost also if they are not shared but can be consolidated through virtualization (e.g. private
clouds), because power consumption is proportional to the utilization.
Today’s RRM policies or decisions do not consider resource utilization costs or pay-per-
use models. Typically, the aim of RRM is to maximize the user experience based on a set of
system constraints. System constraints can be, for instance, maximum transmission power,
maximum channel bandwidth, number of antennas, maximum processing power and so forth.
These constraints may not exist, or be more relaxed in an SDR cloud system, because physical
resources can by dynamically provided.
Based on these premises, we argue that today’s RRM policies or algorithms, designed for
cellular systems, are not valid for tomorrow’s SDR cloud virtualized infrastructure. The aim
of tomorrow’s RRM algorithms should be to maximize how efficiently the virtual resources are
employed. Hence, a network operator that applies resource-efficient RRM policies maximizes
the service delivered to users while minimizing the costs or the price paid to the infrastructure
operator for virtual resources utilization [14, 15].
1.5 Contribution and Outline
This thesis contributes to solve the computing resource management (CRM) and RRM chal-
lenges presented in SDR clouds. We study how wireless restraints influence the CRM and
1.5. CONTRIBUTION AND OUTLINE 23
how the SDR cloud architecture alters the RRM problem.
Chapter 2 introduces the technologies that enable the implementation of a cell-less net-
work architecture where all the baseband processing is done in software, in a centralized
infrastructure and with resource sharing capabilities. These technologies are SDR, Cloud
computing and distributed real-time SDR frameworks. In the topic of real-time SDR frame-
works, we will describe the open-source ALOE framework, developed and maintained by this
thesis author.
Real-time virtualization is enabled by an entity that manages the computing resources
to be assigned to each user. The CRM problem for SDR clouds is introduced in Chapter
3. CRM aims at dynamically allocating a sufficient amount of computing resources required
for the processing of each user’s signals. The fact that computing resources are used for
wireless applications impose two conditions: the processing and allocation time must satisfy
a deadline constraint (real-time processing and allocation). Due to the fact that real-time
scheduling algorithms have polynomial complexity, as a function of the number of processors
they manage, the two conditions impose a limit on the maximum number of processors a
single resource allocator can manage. In turn, this imposes a limit on its capacity, in terms
of maximum number of users. This chapter identifies this fundamental relation and derives
the capacity of a resource allocator, which is then used to introduce a hierarchical CRM
architecture for large SDR clouds, where thousands of users must be served in real-time.
The thesis moves from the computing world to the radio world through Chapters 4 and
5. Chapter 4 describes how physical radio resources can be shared between different users,
creating virtual radio resources. The general parallel channel model is introduced, to cover
many different virtualization techniques (TDMA, OFDMA and SDMA). This unique model
allows us to easily characterize the quantity of used radio resources, as defined in Chapter
5. A simple linear resource cost model is proposed to characterize the OPEX or the cost the
network operator pays the infrastructure operator for using their resources.
Chapters 4 and 5 are the basis for the formulation of RRM algorithms for SDR clouds.
Chapter 6 studies the Efficiency Maximization Power Allocation (EMPA) problem. The
problem considers the parallel channel model and resource cost model introduced in Chapters
4 and 5. The optimal power allocation is derived in closed-form for the single-channel case
with and without retransmissions due to outage or channel errors. For the multi-channel
case, an iterative optimal solution is proposed.
The complexity of this solution scales linearly with the number of channels and hence is
not efficient for application in SDR clouds where a large number of channels may be available.
To overcome this limitation, a novel sub-optimal solution is introduced in Chapter 7, with
complexity independent of the number of channels. This solution uses ordered statistics
to compute a set of look-up tables based on the channel statistics to then solve the power
allocation problem. Furthermore, the new solution allows deriving important insights on the
relation between the system parameters and optimal solution.
Concluding remarks, summary of results and future work are outlined in Chapter 8.
The main contributions of this thesis are:
1. Fundamental analysis and capacity derivation of the traffic a computing resource allo-
cator can manage in an SDR cloud;
2. Derivation of resource-efficient power allocation on single channels with and without
channel state information (CSI) and in parallel channels with CSI;
3. Application of ordered statistics to solve power allocation problems based on channel
statistics, which allow
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• to obtain the power allocation solution with 2-3 orders of magnitude less complex-
ity than state-of-the-art solutions, and





In this chapter three technology enablers for the SDR cloud concept are reviewed. Compu-
tational aspects, instead of information theoretic aspects, are covered, because cooperative
wireless processing techniques (e.g. MCP [6] and IC [7]), while improving the system capacity,
are not strictly required for implementing an SDR cloud. On the other hand, virtualization
technology and Cloud computing (Section 2.2), Software-Defined Radios (Section 2.3) and a
framework for distributed SDR processing (Section 2.4) are the essential components of an
SDR cloud.
2.2 Cloud Computing
There are many definitions of Cloud Computing. It is often suggested as another way to define
what is known as Software as a Service (SaaS), very extended thanks to the Web 2.0. Others
suggest that it is simply a redefinition of old technologies as Virtualization, Grid Computing
or Utility Computing. Indeed, Cloud Computing includes these technologies (and many
others) in a much wider scope. As a first approximation, we could define Cloud Computing
as a solution where resources (hardware, software, storage, network, etc.) are dynamically
provided on-demand [16]. Furthermore, the Cloud must guarantee high availability, security
and quality of service. To this aim, it is important the ability to scale resources such that
the user obtains from the Cloud exactly the amount of required resources, no more no less.
The Cloud aims at solving the following problems, the current IT industry is facing:
• Costs: Hardware and software capitalization and maintenance costs are continuously
increasing;
• Scalability: Businesses need to invest more on hardware as the demand increases;
• Flexibility: Hardware is no more needed after a change on the service, or is outdated;
• Availability: Throughout the globe, resources need to be always available;
• Reliability: Redundancy is required for facing potential disasters;
• Updates: New software or hardware updates are difficult and costly to integrate in the
business.
These elements, commonly defined for Cloud Computing are directly applicable to the SDR
clouds and the wireless industry.
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Figure 2.1: Effect of an underestimation of resources given a time-varying demand: loss of
revenue due to rejected users and loss of users due to bad service.
2.2.1 Economical Factors of the Cloud Client
The Cloud concept is exploited by the client to transform CAPEX to operational expenditures
(OPEX). The client pays for computing time, which can be used at his discretion. For
instance, 100 CPU-hours can be used in 1 hour, running 100 processors in parallel, or during
100 days, running 1 hour each day. This is known as utility computing. This kind of products
are more expensive than buying the material and then amortizing the cost over its lifetime.
On the other hand, utility computing offers to important advantages: Elasticity and Risk
Transfer.
Elasticity is the capability of a system to adapt to different environments, for instance, a
computing system is elastic if it can adapt to time-varying load. The typical average load of
IT servers is 5-20%, because the peak load is 2 to 10 times higher than the average. While
the provisioning of physical resources is limited by the time it takes to buy and receive new
hardware, the provisioning of virtual resources is done by the Cloud almost instantaneously.
Therefore, if resource are allocated for its peak use, resources are wasted and the average
cost of utilization time after amortization increases. This fact may already compensate by
the higher cost of Cloud resources utilization time.
An underestimation of the required resources can have worse consequences for the service
provider. Users that are rejected due to insufficient resources result in loss of revenue and,
most important, loss of clients. The average number of users decreases until almost all of
them can be served, which then results in the overestimated scenario (Fig. 2.1).
High elasticity implies high risk, due to the difficulty of an accurate estimation of the
demand. The Cloud allows the client to transfer the risk to the provider. The Cloud provider
is subject to a much lower elasticity requirement because it owns a very large infrastructure
serving many clients running different applications with different usage profiles. Nevertheless,
it is expected that when resources are acquired in advance for a large period of time the cost
per time unit is lower.
We can find an insightful parallelism with a much more familiar utility: the electricity. For
a large industry, it is often more convenient to buy or build a generator to provide electricity.
The factory does not depend on external sources or companies to keep working and the cost
per Watt will be probably lower. However, deciding the required generator power is risky. If
it is overestimated we get a huge capital which is underused; on the other hand, the factory
has to stop if it has not enough power. The solution is to outsource the production of energy
and buy it to an electrical provider, even if it is more expensive. On the other hand, often
the best solution is a combination of two energy sources, outsourcing and self-generation.
The same hybrid solution is found in the computing market. A private Cloud is a Cloud
with a single client. Virtualization technology allows allocating resources dynamically in the
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Table 2.1: Economy of scale in the Cloud
Resource Cost in Medium DC Cost in Very Large DC Ratio
Network $ 95/Mbps/month $ 13 /Mbps/month 7.1x
Storage $ 2.2/GB/month $ 0.4 /GB/month 5.7x
Administration ≈ 150 servers/admin $ ¿1000 servers/admin 7.1x
private or public Cloud seamlessly. It is feasible to quantify when it is worth to work on the
public Cloud. Inequality (2.2.1) compares the net benefit of allocating a task in the Cloud
with the net benefit of allocating it on the private Cloud:






with T denoting utilization time, in time units, Cost is the cost in currency units per time
unit and 0 ≤ Utilization ≤ 1. If the inequality holds it is more convenient to outsource
the task to the public Cloud. Note that if we assume that Costpublic = Costprivate, then the
inequality hold strictly, except when the utilization is 1, when it holds with equality.
There are two more risks which are worth discussing: software and hardware updates.
Paradoxically, if the software is improved and it performs the same task in less time, the
utilization time is reduced and the cost per time unit of acquired hardware increases. On
the other hand, if the process is executed on the Cloud, it is always beneficial to reduce the
task execution time because less time implies less cost per task. Technology advances, on the
other hand, imply that the hardware lifetime is more difficult to predict. Then, new hardware
technology can not be introduced in the private Cloud as fast as in the public Cloud.
2.2.2 Economical Factors of the Cloud Provider
The Cloud provider enjoys the benefits of the economy of scale. Table 2.1 shows an study
conducted by Hamilton [17] in 2008. The study compares the cost of acquiring hardware
for a medium and a large data centre. The difference is exploited by the Cloud provider to
generate benefits.
The Cloud provider also exploits consolidation technology for reducing the energy con-
sumption and reduce the costs. Virtualized machines with different loads are consolidated in
a single physical machine, so that unused machines can be switched off and the utilization of
active machines is maximized [16].
2.3 Software-Defined Radio
The high revenues of the wireless business have increased the variety of wireless communi-
cations services and RATs. Coexisting RATs serve a growing number of wireless subscribers
with personalized quality of service (QoS) demands. Sophisticated radio standards, such as
Worldwide Interoperability for Microwave Access (WiMAX) and LTE, are emerging around
two main concepts that arose from the wireless evolution: physical layer management and
spectral efficiency. Whereas the former allows for many operational modes providing a higher
degree of waveform flexibility, the latter increases the number of bits per Hertz through MIMO
or spatial coding techniques, among others. The increasing flexibility at the physical layer
requires additional management elements at the radio infrastructure (hardware and soft-
ware), making the system more complex and less efficient in terms of computing resources
per transmitted bit.
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Figure 2.2: Ideal software radio (a) and practical SDR implementation (b).
The term digital receiver was coined in 1970 by researchers at a US DoD laboratory. The
term defined a transceiver where the baseband processing was performed in software. In the
early 90s Mitola envisaged radio transmitters and receivers (transceivers) that implement
the entire signal processing chain in software (Fig. 2.2.a). He coined this vision software
radio [18, 19]. Software radio describes multistandard, multiservice, and multiband radio
systems, which are software-reconfigurable or reprogrammable. It promises to become a
pragmatic solution to the variety of available and incompatible radio standards [20]. The
technological difficulty for digitalizing radio frequency (RF) signals [21, 22, 23] led to the
introduction of SDR [24]. SDR may be considered as a generalization of software radio. It
characterizes a transceiver that implements one or more signal processing blocks in software.
Since digitalization usually takes place at the intermediate frequency (IF) stage (Fig. 2.2.b),
(part of the) digital IF processing, (part of the) baseband processing, and (part of the) higher
protocol layer processing can then be implemented in software [25].
An SDR platform stands for software-programmable computing equipment–a handset
transceiver or a network element–whereas an SDR application refers to a RAT-specific digital
signal processing chain implementing a radio transceiver or part of it. Reconfiguring an SDR
platform for executing another SDR application may then change the radio operational mode
or establish a completely different wireless communications link. This facilitates deploying
the most suitable waveform as a function of environmental stimuli and management policies.
Wireless communications systems were traditionally built around processor arrays: DSPs,
GPPs, and ASICs. The multiprocessing concept is currently explored for future SDR plat-
forms, evaluating the applicability of parallel processing devices, such as FPGAs and Multi-
Processor System On-Chips (MP-SoCs). Using specialized hardware is more energy and cost
efficient than using general-purpose hardware. GPPs, on the other hand, are able to run non-
wireless applications more efficiently. This is specially interesting on SDR clouds, because the
data centre infrastructure should be used for other tasks during hours of low wireless traffic.
Today’s many-core GPP have sufficient capacity to run modern signal processing algorithms
efficiently [11]. Throughout this thesis, we will assume a data centre consisting on networks
of multi-core GPP.
2.4 Distributed Open-Source SDR Frameworks: ALOE
The dynamic deployment of SDR applications on multiprocessor platforms however requires
abstracting hardware resources and offering software services for a controlled use of these
resources. This control and automatic allocation of resources in a distributed environment is
the basis of the virtualization features required for the application of the SDR cloud concept.
An execution environment or SDR framework provides these features.
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Execution environments for general purpose computing platforms and applications in-
clude operating systems (OSs), such as UNIX or POSIX, higher level abstractions or virtual
machines, object oriented architectures, such as the Common Object Request Broker Archi-
tecture (CORBA), and grid computing environments. While conceptually appropriate for
the SDR computing context, these environments do not specifically address digital signal
processing applications and introduce timing, memory, and power consumption overheads
that make it difficult to meet the real-time computing constraints of SDRs. Although any
execution environment or middleware introduces resource overheads, the benefits of isolating
SDR platforms from applications overweight the costs:
1. Portability and reuse of hardware and software components,
2. Compatibility and integration of RATs and networks
3. Individual hardware and software development, service diversification, new business
models, and so forth.
General-purpose computing knowledge and experience has been adapted to the digital
signal processing world and SDR frameworks emerged. The two most popular SDR frame-
works are the Software Communications Architecture (SCA) (http://sca.jpeojtrs.mil/) and
GNU Radio (http://gnuradio.org/trac). The SCA is developed by the U.S. Department of
Defense. It is the most widespread SDR research project that tries to reduce the development
and deployment costs of SDRs by employing common middleware techniques (CORBA). In-
terfaces between waveform components are well specified, enabling compatibility between
different SCA implementations. The SCA is deployed in commercial and open-source frame-
works. GNU Radio, on the other hand, is an open-source SDR project targeting research
and education. It is a low-cost solution for rapidly testing new algorithms and waveforms on
GPPs.
Although the SCA and GNU Radio have both been designed for SDRs, they are general
enough for being applied in other computing contexts. This increases their scope but decreases
the performance of digital signal processing applications and resource-constrained platforms.
The abstraction layer and operating environment (Abstraction Layer and Operating Envi-
ronment (ALOE)) is an alternative SDR framework targeting multiprocessor platforms and
embedded systems with tight resource constraints [26, 27] (http://github.com/flexnets/aloe).
It is a lightweight, open-source SDR framework with cognitive computing resource manage-
ment capabilities [28, 29]. The ALOE is not SCA-compliant; it uses a specific message passing
scheme instead of CORBA.
ALOE is a continuously evolving SDR framework with its roots at the Platform-Hardware
Abstraction Layer (P-HAL) [30]. This section presents the design goals, concepts and func-
tionalities, architecture and services, application modules, and computing resource manage-
ment capabilities of ALOE.
2.4.1 Design Goals
SDR applications are high performance computing applications with strict timing and power
constraints. Power efficiency can be achieved by integrating a large number of heteroge-
neous processing devices, each specialized for a certain set of operations. This increases the
hardware performance, but decreases the system flexibility and may lead to hardware and
software compatibility and maintenance issues.
Developing applications for highly constrained processing tasks is time consuming and
requires a lot of design effort. Large applications that need to execute on several devices are
especially difficult to synchronize and route. Moreover, performance does not scale well with
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Figure 2.3: ALOE is designed for heterogeneous MP-SoC, multi-core processors or distributed
processors in a data centre.
technology, often requiring the redesign of applications. These aspects suggest employing
reconfigurable hardware and introducing abstraction or virtualization layers for creating a
suitable execution environment or middleware. The application development can then be
isolated from the platform design. A careful balance between a flexible solution and a specific
design can provide a flexible environment that exploits the SDR application characteristics
and meets the required performance. That is, the SDR middleware should provide scalable
performance, flexibility, and computing efficiency for digital signal processing applications
executed on heterogeneous processing devices with limited computing resources.
2.4.2 Concepts and Functionalities
ALOE supports heterogeneous multiprocessor platforms, where a single silicon device may
encapsulate several processing elements (PEs) or distributed networks of processors in a data
centre (Fig. 2.3). The aim of ALOE is to seamlessly load different waveforms regardless of
the platform architecture. A PE here abstracts any bounded silicon area—static logic (GPP,
DSP, ASIC) or dynamically reconfigurable area (DRA). PEs with multi-tasking operating
systems access the ALOE services through an application program interface (API). PEs
without operating system (e.g. ASICs) access the middleware services through a static logic
interface [31, 32].
ALOE abstracts the platform’s physical network interfaces. Depending on the network
characteristics (mesh, star, shared bus, or any other) different throughputs and latencies are
achievable. The task of ALOE is to deal with the network particularities while providing
inter-PE communication capabilities as a service. Fig. 2.4 illustrates the ALOE layers. The
hardware layer at the bottom shows a cluster of PEs and their physical interconnection.
The abstract application layer at the top consists of graphs that model the application tasks
and their data flow dependencies. At the real application layer these tasks are treated as
individual modules, which use the ALOE services for assembling the waveform. The platform
layer provides a pseudo-homogeneous and virtual execution environment, where all tasks see
the same abstract platform, the ALOE platform.
The main functionalities of ALOE are:
1. real-time execution,
2. waveform execution control,
3. synchronized distributed computing,
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Figure 2.4: The ALOE layers
4. packet-oriented data flows,
5. cognitive computing resource management, and
6. external configuration and management.
2.4.3 Architecture and Services
The ALOE architecture encompasses several components that enable a hardware-independent
access to the ALOE services. The framework is divided in two parts:
• RTDAL or Real-Time Distributed Abstraction Layer, is a framework for general-
purpose real-time execution of tasks in a distributed environment. Provides platform-
independence through the abstraction of platform-specific services.
• OESR or Operating Environment for Software Radio, provides middleware services
designed for SDR applications. It requires RTDAL to execute;
RTDAL
RTDAL facilitates real-time synchronous execution of tasks in a distributed and heteroge-
neous environment. Tasks are executed periodically on each processor in a pipeline fashion.
Each processor creates one thread per core, which runs each task (dynamically loaded as a
shared library) one after another. The threads period on each core of each processor are con-
tinuously synchronized, offering the user an abstracted virtual platform. It is also possible to
synchronize the task execution with a digital converter (AD/DA) for coherent transmission
and processing of samples.
Besides, the RTDAL API also provides other functions:
• Task management, the following types of tasks can be created:
– High-priority synchronous tasks. These tasks are non-preemptable and run syn-
chronously with the platform time slot (synchronized throughout all the dis-
tributed environment).
– Low priority tasks, which are preemptable can be:
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Figure 2.5: ALOE architecture
∗ Synchronous, running with a periodicity multiple of the time slot or
∗ Asynchronous, running only once.
• Interfaces: Two tasks sharing a common interface can communicate between each other.
Interfaces can be:
– External to communicate tasks running in remote processors, or
– Internal, to communicate tasks running in the same processor (may be different
cores, but sharing a common memory). Internal interfaces, at the same time
support two communication mechanisms:
∗ Flow interface, where the transmitter task supplies a memory address whose
contents are physically transferred to the receiver task, or
∗ Zero-copy interfaces, where only a pointer is transfered between the transmit-
ter and receiver modules, minimizing memory bandwidth consumption. The
current implementation employs a wait-free SPSC bounded queue.
• Others: AD/DA abstraction, time functions, shared memory, file I/O, etc.
The current implementation of RTDAL is based on POSIX interface and uses GCC atomic
extensions. Therefore it targets common Linux distributions. However, the interface is very
lightweihgt, thus possible to be ported to other platforms (e.g. Windows, Texas Instruments
RTOS, etc.) with minimal implementation effort.
OESR
The OESR, on the other hand, is built on top of the RTDAL. This allows future portability
to other platforms. While the distributed communications, synchronization and scheduling is
provided by RTDAL, OESR provides functionalities specifically tailored for SDR applications:
• Automatic mapping of waveforms to a set of processing cores (distributed, in a multi-
core or both).
• Location-transparent inter-module communications.
• Global variables and parameters configuration/visualization
• Logs, counters and others.
2.4. DISTRIBUTED OPEN-SOURCE SDR FRAMEWORKS: ALOE 33
OESR is interfaced through two different APIs:
• OESR API is used by the DSP modules to interact with OESR, e.g. create and use
interfaces, logs, counters, access parameters and/or variables, etc.
• OESR Manager API is used by the platform manager program (a GUI for instance)
to manage the entire platform: load and run waveforms into the distributed platform,
view and modify variables, etc.
2.4.4 Application Modules
As for any execution environment, the applications and application modules need to follow
a middleware-specific interface and execution pattern. In compliance with the directed data
flow of digital signal processing applications, data is processed by a module and propagated
to the next. A module retrieves new data from its input interfaces (first-in first-out (FIFO))
whenever needed and writes the processed data to the output interfaces (FIFOs). Notice
that data types need to be compatible, an issue which remains at the application design
phase. Whereas a module can have several virtual data interfaces, only three control signals–
a status switch indicator (input), a current status indicator (output), and the finished flag
(output)–are required for controlling its execution.
Fig. 2.6 illustrates the module execution flow: After registering to ALOE, the module
falls in an idle state waiting for the initialization order. In the INIT phase, communication
interfaces are initialized and configuration parameters, such as filter coefficients, are obtained
or computed. The timing constraints are relaxed during the INIT phase. Once the module
enters the RUN phase, it performs digital signal processing task in a real-time loop: read new
data from the input FIFOs, process data, and write the results to the output FIFOs. ALOE,
supported by the underlying OS, if available, schedules this execution flow and ensures a syn-
chronized data processing. Since a module typically needs to meet certain timing constraints,
the finished flag is processed by the execution controller for recognizing any timing violation.
The STOP phase finally terminates the module execution and deallocates the corresponding
computing resources.
ALOE, apart from ensuring real-time execution, coordinates the distributed application
processing. The INIT, START and STOP phases are precisely scheduled for not interrupting
the continuous data flow despite the interprocessor propagation delays. During a partial or to-
tal waveform reconfiguration, ALOE can schedule the modules’ load and initialization phases
as part of the execution pipeline (described below) for ensuring the data flow continuity.
2.4.5 Computing Resource Management
The multiprocessor mapping and scheduling of real-time constrained applications is a complex
management problem that has been thoroughly studied in the heterogeneous computing
context. Most approaches target the application speedup. In SDR, however, other objectives
are prevailing: (1) meet all real-time computing requirements, (2) support RRM decisions,
and (3) achieve higher computing efficiencies. ALOE supports these through computing
resource awareness and monitoring (cognition), time management and execution control,
coherent computing system modeling and flexible resource management.
Resource Awareness and Monitoring
Computing resource awareness and monitoring enables the dynamic reconfiguration and man-
agement of SDR platforms and applications. A cognitive system in this context autonomously























Figure 2.6: Module execution flowchart.
Figure 2.7: Time slots and pipelining.
and continuously tracks the computing resource states and requirements of SDR platforms
and applications. The dynamic monitoring of running tasks (application modules) and sys-
tem processes moreover facilitates providing execution time statistics, such as stack, mem-
ory, and silicon area occupation over time [33]. At system boot, each PE runs a common
test that measures its computing capacity. The test consists of computing a large sequence
of multiply-accumulate (MAC) operations for obtaining the processing capacity in million
MAC operations per second. The platform’s internal communication bandwidths, memory
and FIFO capacities, and so forth are also measured on PE basis. The platform’s computing
resource information then contains [33]
• the PE classes: processor or reconfigurable area,
• the instruction-set family of each PE: x86, c64x, ARMx, . . . ,
• the number of PEs and their processing capacities,
• the inter-PE communication bandwidths, and
• additional status information, such as energy consumption and PE clock frequencies.
A periodic process continuously reports the computing resource states of PEs, enabling
the detection of failures or malfunctioning. If a PE stops reporting its status, it is removed
from the platform model. The system, in this case, reallocates the corresponding tasks, if
possible, or stops the application, if not.
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Time Management and Execution Control:
The ALOE framework splits the computing resource time in discrete computing time slots and
executes application modules in a pipelined fashion. This means that a data block produced
in time slot n is not consumed before the beginning of time slot n + 1 (Fig. 2.7). This
facilitates synchronizing the distributed data processing and ensures deterministic computing
delays—data processing and propagation.
The proposed execution pattern eliminates the modules’ precedence constraints within a
time slot. That is, the execution order of modules is irrelevant as long as all data processing
and propagation finishes within the time slot boundaries. The task precedence constraints
are then maintained throughout the pipeline without the need for a hard real-time OS. More-
over, a proper selection of the time slot duration guarantees meeting the end-to-end latency
requirements while preserving the continuous data flow. This is monitored by ALOE at the
beginning of each time slot. Since application modules run at highest priority and cannot
be interrupted, the start and finish times of modules provide a precise and instantaneous
measure of the processor occupation.
The local clocks need to synchronize to a unique and reliable virtual time. SDR ap-
plications are constrained by the sampling rate, which is determined by the radio standard.
Analog-to-digital and digital-to-analog converters are tuned to this frequency and provide the
clock source for the time slot alignment. The entire processing chain needs to synchronize
to this clock, ensuring that buffered samples will always be provided or consumed on time.
The synchronization process is detailed in [30]. It ensures that the clock synchronization
errors will be within a certain fraction of a time slot (Fig. 2.7). Since typical time slots for
SDR applications are in the order of milliseconds, errors of tens of microseconds are easily
achievable for most PEs, even for MP-SoCs and FPGAs, because of the devices’ high oper-
ating frequencies. We can then create real-time applications without the knowledge of the
platform’s real-time capabilities.
Resource Modeling and Management
Because of the differing resource and execution concepts of the different processor types (par-
allel versus sequential processing - FPGAs versus DSPs), we generally consider the available
silicon area and time as the fundamental processing resources. Based on benchmarks or im-
plementations, these resources can be abstracted using appropriate metrics for an efficient
resource management. Since dealing with digital signal processing applications, we suggest
the MAC as the basic computing operation.
Computing resources are measured on time slot basis. Each PE, for example, is capa-
ble of performing a certain number of MACs per time slot. millions of operations per time
slot (MOPTS) and megabits per time slot (MBPTS) abstract the processing powers and
interprocessor data flow capacities. SDR applications are modeled as directed acyclic graphs
(DAG), with nodes representing the application modules and arcs their data flow depen-
dencies. The application’s processing and data flow requirements are coherently specified in
MOPTS and MBPTS. Considering time as an implicit resource facilitates meeting the wave-
forms’ hard real-time processing requirements: Distributing the computing loads among the
available computing resources (mapping) and determining the execution order of software
modules (scheduling) on time slot basis ensures that the real-time computing constraints
(maximum latency and minimum throughput) will be met with the available computing re-
sources.
Since SDR requires a flexible, though efficient computing resource management, ALOE
features a computing resource management API that facilitates implementing any suitable
mapping algorithm. We propose the tw-mapping , a general-purpose mapping algorithm
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based on the dynamic programming principle. The mapping policy and computing constraints
are externally specified by defining a suitable cost function, which guides the tw-mapping
process and dynamically updates the resource models. That is, the algorithm does not
assume any particular SDR platform, application, or system constraint. It is scalable for
different problem sizes, applicable in different scenarios, and adjustable for trading mapping
performance against computing complexity.
2.5 Summary
The MD-MIMO cell-less network architecture promises to break the capacity and economical
bottlenecks of today’s cellular networks. SDR cloud is a technology that will enable to
implement this architecture in a cost-efficient and economical sustainable manner. We have
argued in this chapter that both network and infrastructure operators can benefit of the
SDR cloud ecosystem. The application of the economy of scale and consolidation principles
allows the infrastructure operator to amortize the investment. This investment is amortized
between several network operators, which will find in the SDR cloud a place to scale smoothly
according to their number of subscribers, as well as to adapt to new standards or wireless
technologies.
To allow economically-sustainable large cell-less networks based on Cloud technology,
radio signals must be processed in general-purpose hardware. This is essential in order to
maximize the utilization of the deployed resources (computing) during hours of low wireless
traffic. SDR is today a mature technology. Commodity servers can be used for processing
modern RAT signals in real-time [11].
An SDR framework is the element that connects SDR with virtualization. We have
reviewed the features and architecture of ALOE. The design and development of ALOE
provided important insights on the needs and constraints found in distributed environments
and signal processing applications as found in the SDR cloud. ALOE provides automatic
resource allocation and resource control, essential for supporting processor time virtualization.
It is capable to work in a distributed environment, as the one found in the SDR cloud.
Resource modeling allows characterizing the available resources in the data centre, enabling




Whereas current systems provide data rates of a few mega-bits per second (Mbps), 4G systems
will offer up to 100 Mbps per user. A few seconds may be necessary today before a connection
is established between the user equipment and the network. Long term evolution (LTE) and
LTE-Advanced (LTE-A) promise connection establishment times of less than 50 and 10 ms,
respectively [34, 35].
The real-time processing and data flow demands of SDR applications are a function of the
service, QoS, and channel conditions. Digital signal processing algorithms are continuously
evolving. Many processing operations are applied in the same or similar form in various radio
standards. This permits reusing software modules for assembling different radio transceivers.
An SDR system is, hence, a dynamic system, where radio and computing resources are
continuously reassigned.
Managing the SDR cloud computing infrastructure within the tight timing constraints of
wireless communications services is a complex task. We therefore suggest dividing the data
centre into clusters of a few processors each. A high-level resource manager assigns users
to clusters or cluster groups as a function of radio communications and cloud computing
conditions. Distributed low-level resource managers then allocate and deallocate cluster
computing resources in real-time. That is, whenever a user wishes to initiate or terminate
a wireless communications session, the corresponding low-level resource manager allocates
or deallocates computing resources. Computing resources should therefore be assigned on a
first-come first-serve basis. We can then formulate the resource management requirements
for SDR clouds as:
1. Respond, that is, allocate the necessary amount of computing resources, in real-time,
2. Provide real-time control over the processing throughput and latency,
3. Manage different QoS targets,
4. Identify and track the system resource states and handle multiple computing con-
straints,
5. Provide computing resources as a single abstract resource, shared between different
users, and
6. Adapt the resource management strategy to internal (SDR cloud) and external (envi-
ronmental) influences or conditions.
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The rest of the chapter is organized as follows: After providing some background on com-
puting resource management methods and algorithms (Section 3.2), we identify the problem
(Section 3.3.1) and elaborate a RA complexity model (Section 3.3.2). In the central part of
the chapter we define and solve an optimization problem for assigning computing resources to
an RA as a function of the environmental parameters (Section 3.3.3). We finally apply our so-
lution for managing the resources associated to a single radio cell (Section 3.3.4) and multiple
cells (Sections 3.4 and 3.5) under different wireless communications traffic characteristic.
3.2 Related Work
Massively parallel computing architectures will dominate the high-performance computing
landscape. A platform with a large number of parallel processors is more suitable for exe-
cuting many applications than a single powerful processor [36]. The high and heterogeneous
computing demands of SDR applications, in particular, are executed more efficiently on a
multiprocessing execution environment [37, 38]. Empirical studies have shown that scheduling
hard real-time tasks on many-core processors is challenging [39, 40]. Sophisticated resource
allocation algorithms are consequently necessary for managing the real-time computing de-
mands and the limited computing resources.
Distributed computing has a long research record. The multiprocessor mapping and
scheduling problem, in particular, has been vastly investigated in the heterogeneous comput-
ing context [41, 42, 43]. Heterogeneous computing refers to a coordinated use of distributed
and heterogeneous computing resources [44]. It is similar to grid computing [45] or metacom-
puting [46].
It is well known that the computing resource allocation problem is NP-complete, in gen-
eral [47]. Heuristic approaches were therefore proposed, presenting a polynomial relation
between the problem size and the computing complexity. Grid or cloud computing RAs dis-
patch computing jobs or independent task for their distributed execution. Grid computing
workloads exhibit little intra-job parallelism, the average job completion time is several hours,
and typical job inter-arrival times are in the order of seconds or minutes [48]. Many grid or
cloud workloads are data-intensive [49].
Grids and clouds are accessed via the internet, which is relatively slow and has unpre-
dictable delays. They were originally built for providing very high computing power for
scientific or popular applications with no stringent real-time constraints. Rather than ensur-
ing real-time allocation and execution, grid or cloud RAs therefore follow other objectives.
Doulamis et al. [50], for example, discuss the fair sharing of CPU rates and allocate resources
to users as a function of resource availabilities, user demands, and socio-economic values. Lui
et al. [51] focus on the joint resource allocation of computing and network resources in feder-
ated computing and network systems. They present various resource allocation schemes that
can provide performance and reliability guarantees for modern distributed computing appli-
cations. Entezari-Maleki and Movaghar [52] develop a probabilistic task scheduling method
for minimizing the mean response time of grid jobs.
The SDR cloud concept has been recently introduced [10] and merges three fundamental
technologies: centralized baseband processing, automatic computing resource allocation and
virtualization. Related work addresses centralized baseband processing [12, 13] and oﬄine,
that is, design-time resource allocation [53]. We focus on automatic computing resource
allocation, enabling runtime resource management and seamless real-time execution. Each
wireless communications service request needs to be served in real time, providing sufficient
computing resources for the continuous real-time data processing. Two general approaches
exist for scheduling real-time tasks on multiprocessor platforms. Tasks can be statically as-
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signed prior to execution or migrate between processors during execution. The former can be
achieved through partitioned scheduling, where an application is partitioned among the pro-
cessing elements (mapping) before being locally scheduled. The latter approach is typically
associated with global or dynamic scheduling. The contention for the global scheduling queue
and non-negligible migration overheads among processing elements can result in significant
scheduling overheads in practice [39]. The migration cost limits the number of cores that a
global scheduler can manage [39, 40]. Non-preemptive static partitioned scheduling, on the
other hand, is pertinent to high performance many-core and multiprocessor platforms. It
facilitates implementation and introduces low run-time resource overheads [54].
A constant execution period and practically deterministic and regular execution patterns
characterize SDR applications. The real-time constraints of the DSP processing chains can
then be given as minimum throughput and maximum latency constraints and static schedulers
can be employed [37]. The mapping and scheduling can thus be calculated only once for each
waveform as part of the session establishment process. The SDR cloud resource management
performance is then limited by the RA’s execution time per invocation (user session request)
and the session arrival rate.
3.3 Fundamental Limits of the SDR Cloud
This section elaborates a relation between the wireless communications system requirements
or constraints and the SDR cloud computing resource management before deriving optimal
solutions for the high-level resource provisioning [55].
Each service request requires loading the corresponding transceiver waveform. Real-time
resource provisioning and hard real-time execution needs to be ensured for seamless service
provisioning. The SDR cloud resource allocator (RA) will therefore determine the mapping
of waveforms to the available computing resources on demand and under stringent timing and
resource constraints. We show that the maximum traffic load that a single RA can handle is
limited. It is a function of the complexity of the resource allocation algorithm, the call setup
delay, and the user rejection or blocking probability. The radio access technology specifies
the maximum call setup delay, whereas the radio operator determines a blocking probability
target. We introduce a general execution time model for characterizing the complexity of
different resource allocation algorithms and derive expressions for the average call setup
delay and maximum traffic load. The results show that SDR cloud data centers can be
efficiently managed in a distributed way. They provide guidelines for designing data centers
and distributed resource management methods for SDR clouds.
3.3.1 Problem Formulation
Wireless subscribers access communications services anywhere, anytime, and under different
circumstances. Measurements have shown that the average user establishes seven or eight
voice sessions per day of 90 seconds in the mean [56]. Data users realize a larger number of
shorter sessions. The number of concurrent sessions in a large city may range between 10,000
and 120,000 as a function of place and time.
The SDR cloud RA needs to be able to handle the spatial and temporal variety in the
traffic load. A single data centre ideally executes all waveforms and centrally manages all
session requests. The corresponding RA then needs to be able to dispatch thousands of
requests per second.
Modern wireless communications standards, however, impose restrictions on the maxi-
mum session establishment time tmaxs . The call setup delay ts is the transition time from
a dormant (camping or idle [34]) state to the transmission or reception state. Each session
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establishment here consists of allocating sufficient computing resources to the corresponding
transceiver waveform. The shorter the call setup time the better the always connected illu-
sion. LTE-A therefore establishes 10 ms as the target call setup delay. Wireless operators
moreover define a maximum blocking probability target pmaxb , which should be satisfied in
the mean. The blocking probability pb denotes the probability of a user session request being
rejected due to insufficient computing resources. Wireless communications systems need to
be accordingly dimensioned.
The session establishment time and blocking constraints determine the RA capacity in
terms of manageable users. The number of users that can be concurrently served is directly
proportional to the available processing resources. More processors ensure a lower pb, whereas
fewer processors a shorter ts. The objective of this chapter is analyzing the relation between
the RA capacity and the call setup time and blocking probability. We identify fundamen-
tal SDR cloud management limits and indicate possible SDR cloud data centre design and
management solutions.
Table 3.1: Description of parameters
Parameter Description
n Number of nodes or processors
m Number of waveform modules or tasks
ts Call setup delay
tmaxs Call setup delay constraint
pb Blocking probability
pmaxb Blocking probability constraint
tRA Resource allocator’s (RA’s) execution time model
F Scaling factor of RA model
α Nodes’ exponent (nα) of RA model
β Modules’ exponent (mβ) of RA model
θ Cost function’s weight
ρ Traffic load in Erlangs
ρmax Maximum traffic load a single RA can manage
λ Average session initiation requests per second
1/µ Average session duration in seconds
Φ(n)
Number of users that can be served with n processors
for a given waveform model
3.3.2 Resource Allocator Complexity Model
The algorithmic complexity of any RA is a function of the number of tasks m and the
number of processing cores or nodes n. A polynomial expression can be used for modeling
the complexity of practical RAs, such as
tRA(n,m) = Fn
αmβ. (3.3.1)
Parameters α and β specify the complexity order of a RA. The same expression also serves
as a general execution time model of a RA implementation. Parameters F , α, and β can be
found by measuring the RA execution time for different n and m and then performing model
fitting. Although other models may be more accurate for certain RA algorithms, (3.3.1) is
simple and general.






















Figure 3.1: Measured and modeled execution times of the g-mapping RA.
Without loss of generality, we suggest a simple and well-known algorithm for providing
numerical examples for the analysis performed in this chapter. The g- or greedy-mapping [37]
is a baseline mapping algorithm. It maps one process after another, choosing the processor
that leads to the minimum mapping cost. Cost metrics are therefore computed based on
a suitable cost function. The cost function we suggest manages the limited processing and
interprocessor bandwidth resources and, accordingly, distributing the processing load while
minimizing the data flows between processors [37].
The algorithm is implemented in C and available as open source code [57]. Measuring the
execution time of our implementation as a function of n and m and performing non-linear
least-squares model fitting leads to A = 3.98 · 10−9, β = 1.04 and α = 2.94. We can thus
approximate the execution time model of the g-mapping algorithms as
tRA(n,m) ≈ 4mn3[ns]. (3.3.2)
The g-mapping execution time thus increases linearly with the number of waveform mod-
ules m and with the number of processors n cubed. Figure 3.1 plots the execution time
measurements together with the least-squares model.
3.3.3 Resource Provisioning
Throughout this section we will use the previously derived execution time model (3.3.2). The
analysis is also valid for other RA complexity models provided that the complexity increases
with the number of processors.
Optimization Problem
We analyze the relation between the call setup delay, the blocking probability, and the RA
capacity. To this aim, we derive the optimal number of resources for processing user signals
as a function of the environmental conditions and constraints. The wireless communications
traffic model is a stochastic birth-death process. The time between consecutive session es-
tablishments follows a Poisson distribution with a mean of 1/λ. That is, λ corresponds to
the average number of new user session requests per second. The session duration follows an
exponential distribution, where 1/µ corresponds to the average session duration in seconds.
The traffic load is then ρ = λ/µ Erlangs.
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We assume that a single RA needs to handle ρ Erlangs of traffic. The objective is then
determining the optimal number of processors n that satisfies the system constraints tmaxs
and pmaxb . This value is obtained as the solution to an optimization problem maximizing the
following objective function:
f(n) = (1− θ)U(n)− θn
ρ
, ρ > 0, (3.3.3)
U(n) is the average number of users that can be served with n processors. Function f(n)
weights off the benefit (average number of served users) and the cost (allocated resource per
Erlang). Parameter θ weights the importance of one term with respect to the other. Equation
(3.3.3) allows minimizing the number of allocated resources n (θ = 1) or maximizing the
average number of served users U(n) (θ = 0). Applying Little’s law, we can express U(n) as
U(n) = (1− pb(n)) ρ. (3.3.4)








Before solving this problem, we first need to model the call setup delay ts(n) and blocking
probability pb(n) constraints.
Constraints
The session establishment process can be modeled as a double-queuing process: New users
enter an infinite queue whose service time is the execution time of the RA, that is, tRA(n,m).
They leave this allocation queue and enter a second multi-server queue of size c. The service
time of the active sessions queue is exponentially distributed with an average of 1/µ, which
corresponds to the average session duration.
This model can be represented by a two-dimensional state transition diagram, where state
probability pi,j indicates the probability that there are i users waiting for the allocation queue
while j users have active sessions. The model can be simplified if we consider that the mapping
time is much shorter than the average session duration, that is, tRA(n,m) 1/µ. This allows
separating the two queues. Following Kendall’s representation, we model the allocation queue
as an infinite length M/D/1 queue and the active sessions queue as a blocking and finite-size
M/M/c/c queue with no wait sates. For simplifying the mathematical analysis, here we
consider waveforms of m = 10 tasks and analyze tRA as a function of n.
User session requests are random and independent from one another. The random session
requests lead to random session establishment times. The call setup delay constraint (3.3.5)
will thus be satisfied on average despite the deterministic mapping time tRA(n). Applying
the PASTA (Poisson Arrivals See Time Averages [58]) property, we know that ts(n) follows





2(1−λtRA(n))/tRA(n) if λtRA(n) ≤ 1
∞ if λtRA(n) > 1.
(3.3.6)
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Figure 3.2: Average waiting time ts(n) as a function of n and λ for tRA(n,m = 10).
This function is monotonically increasing with n (Fig. 3.2) for λtRA(n) ≤ 1. The system
becomes unstable and the average waiting time infinite beyond that point. Figure 3.2 shows
that the call setup delay limits the maximum number of processors that can be managed.
For ts(n) = 100 ms and λ = 10 user arrivals per second, for example, up to 150 processors
can be managed with the g-mapping RA, but less than 100 processors for λ = 100. Figure
3.2, moreover, shows that a low ts(n) significantly limits the RA capacity.
The blocking probability of the active sessions queue (M/M/c/c queue) is the probability
that c users are occupying all available resources. When this happens, a new user is rejected
due to insufficient computing capacity. Parameter c therefore represents the maximum num-
ber of waveforms that can be loaded to n processors. This number is difficult to characterize
since depending on many factors, including the computig capacity of each processor, the
interprocessor communication network, the waveforms’ computing characteristics, and the
performance of the RA algorithm.
For an analytical treatment the capacity of the queue needs to be abstracted. We propose
defining c = Φ(n), which defines the maximum number of users that n processors can accept.
Without loss of generality, we assume the linear model Φ(n) = n/k. Parameter k is a real
positive value and indicates the percentage of a single processor that is needed for executing
a waveform. For k > 1, more than one processor is required for processing a single-user
digital transceiver. For k = 1.8, for instance, one waveform requires 180% of the processing
resources of a single processor for real-time execution. Note that U(n), which provides the
average number of users that can be loaded to n processors, depends on the traffic load and
blocking probability, whereas Φ(n) essentially depends on the processor capacity, waveform
characteristics, and RA algorithm efficiency. The blocking probability of the M/M/c/c queue
with c = Φ(n) is then
pb(ρ,Φ(n)) = B(ρ,Φ(n)), (3.3.7)
where B(ρ, c) is the Erlang-B function [58] for ρ Erlangs and c servers. Figure 3.3 indicates
the evolution of the blocking probability as a function of n for different k.
Solution
The objective function (3.3.3) is strictly concave because the blocking probability (3.3.7) is
strictly convex [59]. This ensures that the optimization problem has a unique solution. Figure
3.4 plots the objective function f(n) for different weights θ.
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Figure 3.3: Blocking probability pb(ρ, n/k) as a function of n for different k.




















Figure 3.4: Objective function f(n) for ρ = 50 for different θ.
The solution is trivial for θ = 0 or θ = 1, because the objective functions and the
constraints are monotonic with n over the entire range of processors. More precisely, pb(n)
decreases and ts(n) increases with n. We therefore define nmin as the minimum number of
processors that satisfies the blocking probability constraint pmaxb and nmax as the maximum
number of processors that meets the call setup delay limit tmaxs . That is, nmin and nmax limit
the number of processors to a range that provides the desired quality. They satisfy
pb(nmin) ≤ pmaxb , pb(nmin − 1) > pmaxb (3.3.8)
and
ts(nmax) ≤ tmaxs , ts(nmax + 1) > tmaxs . (3.3.9)
We can say that n = nmin processors minimize the number of resources, whereas n = nmax
processors minimize the blocking probability, or maximize the average number of concurrently
served users, while still satisfying the call setup delay constraint. If, however, nmin exceeds
nmax, the two constraints cannot both be satisfied and the problem becomes unsolvable. The
solutions that minimize the blocking probability (θ = 0) and the allocated processors (θ = 1)
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then become
n∗θ=0 = {nmax | nmin ≤ nmax} (3.3.10)
n∗θ=1 = {nmin | nmin ≤ nmax} (3.3.11)
We need to solve the problem numerically for arbitrary θ. The first option is using
numerical optimization. Integer optimization problems are very complex to solve, though.
We therefore relax the integer nature of the optimization variable n and use a convex solver
for finding a non-integer solution. We then evaluate the objective function for the two closest
integers, choosing the maximum that satisfies the constraints.
The Erlang’s B(ρ, c) function is defined for natural c. The Erlang’s extended B-formula
is a continuous representation of the Erlang-B function based on the incomplete Gamma
function. Computing this function numerically however requires numerical integration. We
rather propose using the recursive method
B(ρ, i) =
ρB(ρ, i− 1)
ρB(ρ, i− 1)− 1 , (3.3.12)
where i is a real positive number. If we are able to obtain B(ρ, z) for a real number z < 1, then
we can compute B(ρ, i) for any i. Various approximations for B(ρ, z) have been published
based on parabolic interpolations. We used the expression of [60] for the numerical examples
that follow.
Examples
More than one processor is typically needed for executing a modern waveform consisting of
10 or more tasks [37]. The numerical examples therefore consider Φ(n) = n/2 allocatable
users, m = 10 waveform tasks, and 1/µ = 40 s average data session duration. We use the
interior-point numerical algorithm for solving problem (3.3.5) and obtaining a non-integer
solution (Fig. 3.5).
Assigning n∗ processors to the RA maximizes the system efficiency f(n). The optimal
number of processors n∗ is a function of θ. The curves corresponding to θ = 0 represent
the solutions that minimizes the blocking probability (n∗ = nmax) while meeting the call
setup delay constraint. The curves corresponding to θ = 1, at the other extreme, indicate
the solutions that minimize the use of processing resources (n∗ = nmin) while satisfying the
blocking probability constraint. The intersection of these two curves provides the maximum
system capacity ρmax. Parameter nmin becomes larger than nmax beyond that point and the
problem has no solution.
The system capacity is almost 50 Erlangs for a call setup delay constraint of 50 ms, which
corresponds to the LTE standard specification (Fig. 3.5.a and 3.5.b). LTE-A indicates call
setup times of 10 ms, reducing the RA capacity to some 25 Erlangs in this case (Fig. 3.5.c
and 3.5.d). The capacity can be improved by using more powerful processors. Assuming
Φ(n) = n/1.5, for example, leads to ρmax = 35 Erlangs for the LTE-A case (Fig. 3.5.e and
3.5.f).
3.3.4 Resource Allocator Capacity
The previous section has indicated that the RA capacity ρmax is finite. Here we analyti-
cally derive this limit. The manageable number of processors is obtained from the tolerable
execution time. The blocking probability then determines the RA capacity.
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Figure 3.5: Optimal number of processors (a, c, e) and corresponding blocking probability
(b, d, f) for different tmaxs and k.
RA execution time limit
The tolerable RA execution time tmaxRA is a function of the call setup delay constraint and the
user arrival rate. It is obtained assuming that the average call setup delay (3.3.6) is equal to
the call setup delay constraint tmaxs :
tmaxRA = λ
−1 + tmaxs −
√
λ−2 + (tmaxs )2 (3.3.13)
Equation (3.3.13) can be simplified when tmaxs is either considerably smaller or consider-
ably larger than the user inter-arrival time:
tmaxRA ≈
{





When tmaxs  λ−1, the capacity is limited by the stability of the M/D/1 mapping queue
(see (3.3.6)). The call setup delay is then dominated by the time the user needs to wait
before being be served rather than the RA execution time itself. On the other hand, when
tmaxs  λ−1 the capacity is limited by the call setup delay constraint. This is the case with
modern communications standards, such as LTE and LTE-A, where the call setup delay is
dominated by the RA execution time.
The general expression of tmaxRA is a function of λ (3.3.13). Therefore, nmax is also a
function of λ.
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Figure 3.6: Capacity of the g-mapping RA as a function of tmaxs and k.
Processor limit
The maximum number of processors that a RA can manage is a function of tmaxRA and follows









The expression b·c indicates rounding off to the closest lower integer value.
Traffic limit
Considering the blocking probability constraint, the maximum traffic load ρmax that the RA
can manage is then the solution to
B (ρmax, c) = p
max
b
Φ [nmax(ρmaxµ)] = c.
(3.3.16)
The capacity in Erlangs is thus a function of the average user session duration µ. The
expression can be simplified when tmaxs  λ−1. The maximum number of processors nmax
then depends only on the maximum call setup delay constraint and the capacity becomes
independent of µ. The maximum traffic load ρmax that the RA can manage is then the
solution to
B (ρmax,Φ (nmax)) = p
max
b , when t
max
s  λ−1. (3.3.17)
Figure 3.6 plots the capacity of the g-mapping RA, assuming that k = 1.5 and k = 2
processors, are needed for digitally processing the signals of a single user. The figure assumes
the approximation tmaxs  λ−1 and, thus, is the solution to (3.3.17). It shows that a single
RA can handle up to 200 Erlangs, assuming legacy cellular communications standards, which
are characterized by loose call setup delay constraints. However, the capacity drops way
below 80 Erlangs for the emerging LTE and LTE-A standards, which establish maximum
session establishment delays of 50 and 10 ms.
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3.4 Distributed Resource Management
SDR clouds will provide wireless communications services to very wide service areas and
will, consequently, need to manage huge traffic loads. Incoming user session requests will
then need to be assigned to different RAs. Each RA will absorb only a portion of the total
traffic demand, managing part of the data centre resources [61, 62, 63]. The assignment of
processors to RAs should adapt to the traffic load distribution while satisfying the constraints
of (3.3.5).
Here we assume a reduced SDR cloud model, where a data centre of N=100 processors
serves two radio cells with a total traffic load of 40 Erlangs. The maximum call setup delay is
10 ms and the target blocking probability 5%. The capacity limit of a single RA is 35 Erlangs
for Φ(n) = n/1.5. We thus need at least two RAs, one per radio cell. The problem then
consists of splitting the N processors between the two RAs in such a way that all constraints




s.t pb(ni) ≤ pmaxb , i = 1, 2
ts(ni) ≤ tmaxs , i = 1, 2
n1 + n2 ≤ N
n1, n2 ∈ N
(3.4.1)
Parameters n1 and n2 represent the number of proce ssors allocated to RA1 and RA2.
Figure 3.7 shows the optimal solution for RA1. The plot of n∗2 is symmetrical to  = 0.5.
The traffic of each cell is ρ1 = ρ and ρ2 = (1− ) ρ, where ρ = 40 Erlangs and 0 ≤  ≤ 1.
For θ = 0 all processors will be employed for maximizing the sum of U(n) (see (3.3.3)).
The processors are distributed between the RAs depending on the slope of the Erlang-B
function. For 0.1 ≤  ≤ 0.3 and 0.7 ≤  ≤ 0.9 more processors are assigned to the cell with
higher traffic load. This is different for 0.3 ≤  ≤ 0.7, because assigning more processors to
the cell with lower service demand decreases the overall blocking probability. For  ≤ 0.1 or
 ≥ 0.9, the traffic of one or the other cell exceeds the corresponding RA capacity and the
problem becomes unfeasible. The deployment of additional RA are necessary for such traffic
distributions.
When θ = 1, the number of processors is directly proportional to the traffic load, because
the slope of the objective function is constant with n. For 0 < θ < 1, the resources are
allocated as a function of the performance increment in relation to the amount of allocated
resources. The number of allocated processors linearly increases with  and (1 − ), respec-
tively, until reaching the maximum number of processors nmax that still meets the session
establishment delay constraint.
3.5 Simulation Results
We simulate a non-homogeneous traffic demand, where the user session initiation and termi-
nation are modeled as a Poisson arrival and departure process. The user arrival rate is 4 times
the departure rate, simulating an unstable situation for better analyzing the performance of
the different strategies. The adaptive strategy solves equation (3.4.1) with 16 RAs instead of
2. The static strategy does not track the traffic load distribution, but rather assigns 16 of the
256 processors to each RA. The second variant of the static strategy randomly distributes
the 256 processes among the RAs.
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Figure 3.7: Optimal distribution of processors to two g-mapping RAs as a function of  for
different θ (tmaxs = 10 ms p
max
b = 5%, and Φ(n) = n/1.5).
























Figure 3.8: Accepted user sessions over simulation time for 256 processors, 16 RAs and a
heterogeneous traffic distribution.
Each processor has a capacity of 12 giga-operations per second (GOPS). The waveforms
offer 64, 128, 384, and 1024 kbps data rate services, which are solicited with a probability of
0.5, 0.2, 0.2, and 0.1, respectively. The four waveform models are those from [10], requiring
between 50 % and 75 % of a processor’s capacity (k < 1). The users follow a two-dimensional
Gaussian distribution, centered and with a variance of 0.25 relative to the service area.
The blocking probability constraint is dropped in order to enable a fair evaluation between
the three strategies. The optimal strategy then maximizes the number of served users (θ = 0).
The session initialization constraint is set to 50 ms and the average session duration 40 s.
Figure 3.8 shows the accumulated number of accepted user session requests over time. The
adaptive strategy assigns processors to RAs according to the traffic demand and optimization
parameters, resulting in 2-33 processors assigned to each RA. It accepts considerably more
users than both variants of the static strategy. This indicates the performance improvement
of adapting the processor assignment to the actual user distribution [61, 62, 63].
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3.6 Summary
This chapter has addressed the SDR cloud CRM problem. Defining the concept of a RA
that manages a subset of computing resources facilitates separating the signal processing
algorithms design from the infrastructure and enables using resources on a pay-per-use basis.
Based on the call setup delay and the blocking probability constraints, we have defined
the RA processor allocation problem as a constrained convex optimization problem. The
feasibility region provides the maximum traffic capacity that a single RA can manage. The
results have shown that modern cellular communications standards, such as LTE and LTE-
Advanced, considerably limit the RA capacity. Assuming that two processors or more are
required to process a transceiver processing chain in real time, less than 50 Erlangs of traffic
can be handled by a single RA employing a greedy mapping algorithm. A distributed resource
management is therefore necessary.
The data centre processors need to be distributed among several RAs subject to the call
setup delay and blocking probability constraints. The simulation results moreover indicate
that the number of accepted users is severely degraded if the processors distribution is not
adapted to the traffic distribution. Our solution is optimal, but does not scale well with the





SDR cloud computing resources can be virtualized, as discussed in Chapter 3. Processing
time, for instance, is divided in slices. Time slices are allocated to users by the CRM.
Processors are shared between different clients, creating the illusion of exclusive access. We
say that users’ access to the resources is orthogonal, because there is no interference.
A similar virtualization is applicable to radio resources. Time, frequency and space di-
mensions can be divided so that different users share a single physical resource, creating the
illusion of exclusive access (i.e. orthogonal access). The network operator buys transmis-
sion/reception time in a physical location (antennas) and frequency band (RF channels). By
employing multiplexation techniques, e.g. TDMA, FDMA, SDMA, physical radio resources
become virtual radio resources. Time, frequency and space dimensions are divided in time
slots, sub-carriers and spatial streams and assigned to users. The virtualization of radio
resources facilitates the radio resource management problem, in particular the channel and
power allocation problems.
Radio resources show different (often random) performance depending on the location of
the user with respect to the base station (shadowing, propagation loss) and the statistical
nature of the wireless channel (multipath). The performance of a radio resource unit (time
slot, sub-carrier or spatial stream) is characterized by a real-valued non-negative coefficient
named channel gain.
The aim of this chapter is identifying, reviewing and providing coherent formulation for
the different transmission and processing techniques capable of virtualizing wireless resources.
The remaining of the chapter is organized as follows. Section 4.2 review common multiplex-
ation methods for the time, frequency and space dimensions. Section 4.3 introduces the
general parallel channel model. Section 4.4 studies the statistical properties of the channel
gains.
Throughout this chapter, we will use the following notations. Lowercase letters, boldface
lowercase letters and boldface uppercase letters are used for scalars, vectors and matrices,
respectively. ()H , ()T respresent the conjugate transpose and the transpose operations, re-
spectively. Pr(A) denotes the probability of occurrence of the event A, E{} denotes the
expectation operator, IN×M is the identity matrix of size N ×M , diag(a) is an n×n matrix
whose diagonal contains the vector a and the rest of elements are zero, CN (., .) denotes a
circular symmetric complex Gaussian vector and [A]i,j is the (i, j)th element of the matrix
A.
Throughout this chapter and for mathematical clarity, it is assumed that the additive
white Gaussian noise (AWGN) has unit power.
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4.2 Resource Multiplexing
In this section, the downlink channel is addressed. One or more BS try to send information
to different users. In some cases, however, the same discussion is valid for the uplink or
peer-to-peer systems as well. The transmitter decomposes the channel in n parallel and
independent channels. Each channel is characterized by the channel gain γi, a real non-
negative coefficient. Based on the channel gains γi, i = 1 . . . n, the transmitter decides a
power and rate allocation. This allocation optimizes a given policy or metric, e.g.: total
throughput, power, fairness or efficiency. To be able to carry out this decision, it is essential
that the transmitter knows the channel gain γi. These coefficients are a function of the
channel statistics. In time-division duplexing (TDD) mode, if the channel can be assumed
stationary and reciprocal, the channel coefficients can be estimated during a training phase.
In frequency-division duplexing (FDD) mode, a feedback channel is needed to transmit a
quantified version of the channel measurements.
4.2.1 Time
Time-division multiplexing is a simple virtualization scheme for transmitting independent
signals over a common signal path. It consists on dividing the time dimension in slices, of
equal length or not. If the slices are assigned to different users, we use the term TDMA.
Consider the discrete baseband representation of a frequency-flat channel:
y[m] = x[m]h[m] + z[m], m ≥ 0 (4.2.1)
where x[m] and y[m] are the transmitted and received signals, h[m] is the time-varying
complex channel and z[m] is AWGN. Assume we divide the time dimension in slots of equal
size M symbols. The received signal at the kth slot is
y[m] = x[m]h[m] + z[m], m = (k − 1)M . . . kM − 1, k = 1, 2, . . . (4.2.2)
If we consider a finite number of slots K, we can reformulate (4.2.2) in vector notation:
y[m] = H[m]x[m] + z[m], m = 0 . . .M (4.2.3)
where the kth row of the transmitted and received vectors is the symbol transmitted and
received at time m of the slot. That is:
x[m] = [x[m], x[m+M ], x[m+ 2M ], . . . , x[m+ (K − 1)M ]]T . (4.2.4)
y[m] and z[m] are defined analogously. H is the channel matrix and is a matrix whose
elements are zero except in its diagonal, i.e.:
H[m] =

h[m] 0 0 0
0 h[m+M ] 0 0
0 0
. . . 0
0 0 0 h[m+ (K − 1)M ]
 . (4.2.5)
For mathematical clarity, we will drop the time index [m] in the remaining of the chapter.
Therefore, the matrix formulation of the time-sliced channel becomes
y = Hx + z. (4.2.6)
If each time slice is allocated to a different user, the kth row of y is the signal received
by the kth user. The fact that the channel matrix is diagonal, H = diag (h1, h2, . . . , hK)
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indicates that each user accesses the channel orthogonally. We can say that the resource time
is virtualized because time is shared between different users without inter-user interference.
This communications scheme is called TDMA.
There are K virtual or parallel channels, with channel-to-noise ratio (CNR)
γk = |hk|2. (4.2.7)
It is often more convenient to assume that the transmitted signal has unit power, E{|x[m]|2} =
1 and introduce a new parameter,
√
pk or the power transmitted in the kth slot. Since the
AWGN has unit power, the signal-to-noise ratio (SNR) is equal to
SNR = pkγk. (4.2.8)
Define the diagonal matrix P = diag (p1, p2, . . . , pK), then the input-output model of a
TDMA system becomes
y = HP1/2x + z. (4.2.9)
4.2.2 Frequency
Frequency-division multiplexing is a technique by which the total bandwidth is divided in
a series of non-overlapping frequency sub-bands, each of which is used to carry a separate
signal. We denote frequency-division multiplexing access (FDMA) to a system where multiple
users access a BS using different frequency bands.
Consider a wideband frequency selective channel which can be modeled as an L-tap finite




hl[m]x[m− l] + z[m], (4.2.10)
where hl[m] is the l-th tap gain at time m. Let H(f), f ∈ (−B/2, B/2) be the channel
frequency response. The wideband channel can be decomposed in Nc frequency sub-bands,
with constant channel gain.
A practical and more illustrative application of frequency multiplexing is orthogonal
frequency-division multiplexing (OFDM). Let a vector ofNc symbols s = [s[0], s[1], ..., s[Nc − 1]]T
with unit power be scaled by the transmission power matrix P,
d = P1/2s, (4.2.11)
and prefixed with the last L symbols:
x = [d[Nc − L− 1], . . . , d[0], . . . , d[Nc − 1]]T . (4.2.12)
The inter-symbol interference (ISI) extends over the first L − 1 symbols and the receiver
ignores it by considering only the output over the time interval m ∈ [L,Nc + L − 1]. For
simplicity, we will assume that for each l, the l-th tap is time-invariant. The channel output




[hld[m− L− l] mod Nc] + z[m], (4.2.13)
where mod indicates modulo operation. Denoting
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h = [h0, h1, . . . , hL−1, . . . , 0, . . . , 0]T
y = [y[L], y[L+ 1], . . . , y[Nc + L− 1]]T ,
(4.2.14)
then (4.2.13) can be written as:
y = h⊗ d + z (4.2.15)
where the vector y has length Nc and ⊗ is the circular convolution. Alternatively, we can
represent (4.2.15) in matrix notation:




h0 0 · 0 hL−1 hL−2 · h1
h1 h0 0 · 0 hL−1 · h2
· · · · · · · ·
0 · 0 hL−1 hL−2 · h1 h2
 (4.2.17)
a circulant matrix.
The basic idea of OFDM is to turn the channel matrix into a circulant matrix via the
addition of a cyclic prefix to the transmitted sequence. A circulant matrix has the property
that its left and right singular vector matrices are respectively discrete Fourier transform
(DFT) and inverse discrete Fourier transform (IDFT) matrices. Then, after singular-value
decomposition (SVD) of H:
H = U−1ΛU (4.2.18)
with Λ a diagonal matrix with entries the DFT coefficients of the channel impulse response







The multiplication of the transmitted symbols by an IDFT matrix at the transmitter and
by a DFT matrix at the receiver transforms the channel circulant matrix H into a diagonal
matrix Λ, whose elements are the singular values of the circulant matrix, that is:






U is unitary, thus the distribution and energy of zˆ are preserved.
The original frequency-selective channel becomes a set of parallel flat-fading channels.
A diagonal channel matrix Λ = diag (λ1, . . . , λNc) indicates that transmission can be done




pkλkxk + zk, k = 1 . . . Nc (4.2.22)
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with λk the kth coefficient of the DFT of the channel impulse response, or the kth singular
value of the circulant matrix H.
Each channel (sub-carrier) can be assigned to a different user and we can say that the
resource bandwidth is virtualized. This communications scheme is called OFDMA.
4.2.3 Space
Spatial multiplexing is a technique to transmit independent and separately encoded data
signals, called streams, from each of the multiple transmit antennas in a MIMO wireless
system. We say that a system uses SDMA if streams are used by different users. In order to
facilitate the multi-user discussion, we briefly introduce the single-user MIMO operation.
Single-User MIMO
A MIMO channel models the channel a receiver with multiple antennas observes from a trans-
mitter with multiple antennas. Spatial multiplexing requires accurate CSI at the receiver.
Transmitter CSI facilitates the receiver implementation, though.
Assume a frequency-flat time-invariant channel with nt transmit and nr receive anten-
nas, described by a deterministic channel matrix H ∈ Cnr×nt , which is known to both the
transmitter and receiver. The channel model is
y = HP1/2x + z, (4.2.24)
where x ∈ Cnt , E{xxH} = 1, P = diag (p1, . . . , pnt), y ∈ Cnr and z ∼ CN (0, Inr×1) denote
the transmitted signal, received signal and white Gaussian noise, respectively. The (i, j)th
position of the channel matrix H is the channel gain from transmit antenna i to receive
antenna j. In general, the channel matrix H is not diagonal. Thus, the signal received at
the j receive antenna is a linear combination of the signals transmitted by the nt transmit
antennas.
Let
H = UΛVH (4.2.25)
denote the SVD of the matrix H. U ∈ Cnr×nr and V ∈ Cnt×nt are unitary matrices.
Λ ∈ Rnr×nt is a diagonal matrix whose elements λi are non-negative real numbers. λ1 ≥
λ2 ≥ · · · ≥ λnmin are the ordered singular values of H and nmin , min (nt, nr) is the rank of





we can rewrite (4.2.24) as
yˆ = ΛP1/2xˆ + zˆ, (4.2.27)
where it must be noted that the unitary transformations preserve the energy of x and the
distribution of z. Thus, after SVD decomposition, the original MIMO channel can be de-
composed in nmin parallel channels, defined by the diagonal matrix Λ, which contains the
singular values of the original channel matrix H. The channel model is now equivalent to the
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models discussed in the preceding sections. The unitary transformation at the transmitter
and receiver virtualizes the radio resource space into a set of nmin parallel (virtual) channels.




If the power matrix P is chosen appropriately [64] (i.e. water-filling), the SVD-MIMO









The SVD technique is difficult to implement in practice, because it requires the transmitter
and receiver to know the matrix H. The square of the singular values of H or the eigenvalues
of HHH determine the capacity of an SDMA system.
Multi-User MIMO
Let a single base station with nt = M antennas send information to K users, each equipped
with a single antenna. This is also known as the broadcast MISO channel. If K ≤ M ,
it is possible to exploit the total number of degrees of freedom and transmit independent
information to all users [65]. We assume that the base station has perfect CSI of all users,
that is, the BS knows the matrix
H =
[
hT1 · · ·hTK
]T
(4.2.30)
of size K×M . hk is a 1×M vector of channel gain coefficients between M BS antennas and
the user’s antenna.
The broadcast channel can be seen as an nt = M , nr = K MIMO system with the
difference that the receivers are not able to cooperate. SVD-MIMO scheme can not be
employed, because the kth user knows hk but not H.
The signal to each user can be separated at the BS by multiplying the transmitted vector
by a precoding vector. Precoding is a generalization of beamforming to support multi-stream
transmission in multi-antenna wireless communications. Precoding algorithms can be sub-
divided into linear and nonlinear precoding types. Nonlinear precoding is designed based on
the concept of dirty paper coding and include Costa precoding [66], Tomlinson-Harashima
precoding [67, 68] and the vector perturbation technique [69].
Linear precoding approaches usually achieve reasonable performance with much lower
complexity. Linear precoding strategies include maximum-ratio transmission (MRT) [70],
zero-forcing (ZF) precoding [71] and transmit Wiener precoding [71]. The optimal linear
precoding does not have any closed-form expression, but it takes the form of a weighted
minimum mean square error (MMSE) precoding for single-antenna receivers. MRT only
maximizes the signal gain at the intended user and is close to optimal in noise-limited systems,
where the inter-user interference is negligible compared to the noise. ZF precoding aims at
nulling the inter-user interference, at the expense of losing some signal gain and achieves a
performance close to capacity when the number of users is large or the system is interference-
limited (i.e. the noise is weak compared to the interference) [72, 73]. A balance between
MRT and ZF is obtained by the so-called regularized zero-forcing [74] (also known as transmit
Wiener filtering [71].
Let sk, pk and wk define the data symbol, the transmitted power and a M × 1 precoding
vector for user k, respectively. W = [w1 · · ·wK ] is the M × K precoding matrix, s =
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[s1 · · · sK ]T is the 1×K data vector and P = diag (p1, . . . , pK) is the K ×K diagonal power








pjsj + zk (4.2.31)
and in matrix notation
y = HWP1/2s + z. (4.2.32)






|hkwj |2pj . (4.2.33)
The SINR at the kth user after MRT or regularized ZF precoding is a function of the power
pj allocated to users j 6= k. Hence, the resulting parallel channel model is not equivalent
to other parallel channels reviewed throughout this chapter. The power allocation solution
is iterative in nature, because the power allocated to one user determines the interference
caused to the rest of the users. This fact makes the implementation more costly, specially in
systems with many users as the SDR cloud.
ZF precoding makes sure that hkwj = 0 for j 6= k and thus the interference can be
removed from the SINR expression. The precoding matrix W is obtained using the Moore-







W = H+Γ1/2 (4.2.35)
where the column-normalizing diagonal matrix Γ1/2 contains the reciprocal of the squared







The received signal is y = HWP1/2s + z. Noticing that HW = Γ1/2, we arrive to the
parallel channel model
y = Γ1/2P1/2s + z, (4.2.37)
where the equivalent channel matrix Γ1/2P1/2 is a K ×K diagonal matrix. Again, we can
say that we have converted the resource space into a set of K virtual resources, each assigned
to a different user.
In a multiuser MIMO system–each user is equipped with nr antennas–ZF precoding trans-
forms the MIMO broadcast channel into nrK parallel streams. A generalization of the ZF
precoding for users equipped with multiple antennas is the block diagonalization precoding
[76, 77]. With this precoding scheme, we can obtain K MIMO channels with nr receive anten-
nas and M transmit antennas, and obtain multiplexing as well as power gain. The equivalent
channel is decomposed in K channels of nr streams. The gain of the streams follow from the
eigenvalues of the equivalent MIMO nr ×M matrix [78].
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MD-MIMO
Consider a MIMO BS with B antennas. Let each antenna be connected to the processing
unit by an optical fiber. We can separate the antennas to cover a large area and we obtain
the model of the cell-less concept or the SDR cloud (i.e. MD-MIMO). The area covered by
these BSs is denoted a supercell in [79, 80].
If each BS is equipped with a single antenna and there are K single-antenna users, the
model is the same as the multi-user MISO model with M = B transmitter antennas. In this
case, however, we have that
H = Hw Σ, (4.2.38)
where  is the Hadamard product (i.e. element-wise product). Hw ∈ CN (0, IK×B) is the
multipath fading and Σ accounts for the signal path loss and shadowing. [Σ]ij is the path
loss and shadowing between user i and BS j. The matrix Σ is not diagonal because the
antenna array can not be assumed to be compact with respect to the distance to the user.
Efficient precoding techniques for MIMO networks is an active area of research. ZF
precoding is close to the optimum if B,K →∞ and B  K, although it requires the inversion
of a very large matrix if B and K are large. Nevertheless, we can study the performance of
any SDMA scheme using the capacity equation (4.2.29). The maximum rate the kth channel
can support is given by
Ik = log (1 + pkλk) (4.2.39)
where λk the kth eigenvalue of HH
H and pk is the corresponding allocated power.
4.3 The General Parallel Channel Model
In the last section, we observed that different communication systems can be modeled by the
input-output relation
y = Hx + z, (4.3.1)
where x, y and z are the transmitted, received and AWGN vectors and H is the matrix
of channel gain coefficients. Different transmission techniques can be combined and still be
represented by similar models. For instance, a MIMO-OFDM system with Nc sub-carriers
can be modeled as
yj = Hjxj + zj , j = 1 . . . Nc (4.3.2)
where Hj is the channel gain in the jth sub-carrier.
We address the time, frequency and spatial multiplexing transmission schemes, which
allows virtualizing the radio resources and facilitates the RRM problem. Under some as-
sumptions, (4.3.1) is equivalent to a bank of n parallel and independent channels which are
represented in matrix form as:
y = DP1/2s + z, (4.3.3)
with D a diagonal matrix of complex elements and P = diag (p1, . . . , pn) a diagonal matrix
of real elements. The kth user sees then the scalar channel
yk =
√
pkdkxk + zk, k = 1 . . . n. (4.3.4)
The coefficient dk is the complex coefficient of the equivalent kth channel. The equivalent
channel gain is
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γk = |dk|2. (4.3.5)
Equation (4.3.4) is also valid for combinations of different communications systems, with
the difference that γk has a different physical interpretation. For instance, a MIMO-OFDM
system can be represented as n = Nc min(nt, nr) parallel channels after SVD decomposition
on each sub-carrier.
4.4 Statistics of γk
The ith channel coefficient has a different physical interpretation depending on the commu-
nications system it represents:
1. In a time-division multiplexing (TDM) system, γk is a combination of the signal path
loss, shadowing and multipath fading;
2. In an OFDM system, γk is the kth coefficient of the Nc-point DFT of the channel
impulse response;
3. In a MIMO system...
(a) γk is the kth eigenvalue of HH
H in several models, e.g.: in a SVD-MIMO, in
multiuser MIMO systems with block diagonalization precoding and, in general,







if ZF precoding is applied at the transmitter;
4.4.1 TDMA
The statistics of γk in TDMA depend on the channel propagation characteristics. The equiv-
alent channel gain (Section 4.2.1) is
γk = |hk|2 (4.4.1)
with hk the channel coefficient between the kth user and the BS, which is assumed to be
constant in a given time slot. The statistical behaviour of γk can be divided in three terms
γk = L(d) · S ·M (4.4.2)
1. the path loss L(d), due to the power loss the signal experiences while travelling a
distance d,
2. the shadowing S or slow fading, caused by obstacles affecting the signal propagation
and
3. the multipath fading M or fast fading, due to the different paths of the signal being
combined at the receiver.
There are many models to characterize the path loss L(d), specialized for different envi-
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and α is the path loss exponent, typically between 2 and 4. c0 is the gain at the reference
distance d0 (typically 1 m) and depends on the carrier frequency.









2σ2 , x ≥ 0. (4.4.4)
The multipath fading M depends on whether there is line of sight (LOS) between the
transmitter and receiver or not. If there is no LOS, the real and imaginary parts of the com-
plex channel are modelled as zero-mean Gaussian random variables. The fading amplitude or
envelope of the received signal follows a Rayleigh distribution and the received signal power






µ , x ≥ 0. (4.4.5)
If one of the signal paths is much stronger than the others the channel is characterized by
a Rician distribution. It is described by two parameters: K and µ. K is the ratio between the
power in the direct path and the power in the scattered paths. µ is the total average power


















, x ≥ 0, (4.4.6)
where I0(·) is the 0th order modified Bessel function of the first kind.
The Rice distribution is mathematically hard to manipulate, due to the modified Bessel
function. A simpler model of a LOS channel is the Nakagami-m distribution, which is based













, x ≥ 0 (4.4.7)
where m is a parameter indicating the ratio of the LOS component to the total power and µ
is the total average power.





fM,ray(x|µ = y)fS(v;σ)dv, u ≥ 0. (4.4.8)
It is also possible to combine a Rice or Nakagami-m distribution with log-normal shadowing.
The exact form of the p.d.f. can not be obtained for these combinations of log-normal and
Rayleigh or Rice models, though. A more convenient distribution is the K distribution, ex-
tensively used for modelling diverse scattering phenomena such as troopospheric propagation
of radio waves or radar clutter, among others [82]. It assumes a Gamma distribution with
mean σ and shape parameter L, with σ being a random variable having another Gamma
distribution, this time with mean µ and shape parameter v. The result is that the product
of the shadowing and multipath fading SM˙ has the following density function:
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, x ≥ 0, (4.4.9)
where K is the a modified Bessel function of the second kind. The average signal amplitude
is E{X} = µ.
In summary, the exponential, log-normal and Gamma distributions characterize the ran-
dom variations of the channel gain a user experiences in TDMA. The exponential distribution
models NLOS fading, the log-normal distribution models shadowing and the Gamma distri-
bution (or equivalent) models Rician fading and the combination of fading and shadowing.
4.4.2 OFDMA
The sub-carrier gain is the DFT response of the frequency-selective channel H(f) which in
general can have an arbitrary shape. Shadowing fading, however is time-selective rather than
frequency-selective. Thus, the set of channels belonging to the same user have equal mean
but are affected differently by multipath fading, which is frequency-selective.
If each channel belongs to a different user, each users sees an independent flat-fading
channel to the BS and the statistics of γk are exactly the same as in TDMA case: each user
is affected by independent path loss, shadowing and multipath fading.
Suppose all sub-carriers belong to the same user and let the channel impulse response
of the multipath fading channel be modelled as a FIR filter with L taps g[l], l = 0..L − 1.
Assume that the envelope of the signal of the lth tap can be modelled as a Rayleigh random
variable with power σ2n[l] = E{|g[l]|2}. Then, the channel frequency response is the DFT of







g[l]e−j2pil(i−1)/Nc , i = 1 . . . Nc. (4.4.10)
Assuming that the cyclic prefix is larger than L and perfect timing and frequency synchro-
nization are achieved at the receiver, it is shown in [83] that the distribution of envelope of











n[l]. Equation (4.4.11) is the p.d.f. of a Rayleigh distribu-





It must be noted that not all the channel frequency coefficients are independent. This
observation is of special interest for the derivations that follow in Chapter 7. The correlation
depends on the coherence bandwidth of the channel. The coherence bandwidth is inversely








with B the signal bandwidth, L the channel impulse response length and Td the channel delay







adjacent sub-carriers whose channel coefficients are heavily correlated.
62 CHAPTER 4. RADIO VIRTUALIZATION MODEL
In OFDM, thus, we can expect the channel gain of the sub-carriers to be exponentially
distributed in the NLOS fading case. In the general case with LOS fading and shadowing the
distribution is unknown.
4.4.3 SDMA
In SDMA, the channel gains γk depend on the channel matrix H and processing technique. In
this section we study the statistics of the eigenvalues of the matrix HHH and the equivalent
channel gains after ZF precoding.
The matrix H ∈ Cnr×nt models a downlink system with nr receive antennas and nt
transmitter antennas. For simplicity, we will assume that there is no LOS between the kth
user and the corresponding BS, so that multipath fading is modeled by a zero-mean complex
Gaussian process. Furthermore, we will neglect any transmit or receive antenna correlation
effects.
Define the matrix Hw ∼ CN (0, Inr×nt), the diagonal matrix T ∈ Rnr×nr and the matrix
Σ ∈ Rnr×nr . The channel matrix H can be represented by one of the following models
(among others):
• H = d ·Hw, with d a scalar models a single-user MIMO system where d accounts for
path loss and shadowing;
• H = HwT models a multi-user MISO downlink. If each user is equipped with a single
antenna, the kth row of H is the channel vector it sees from the nt BS transmit antennas.
The kth element of the diagonal of T is the path loss and shadowing coefficient of the
kth user, which affects the entire kth row of Hw.
• H = Hw  Σ models a multi-user multi-cell distributed MIMO network (e.g. MD-
MIMO or SDR cloud). Assuming each user and each BS has a single antenna, the ij
element of the matrix Σ denotes the path loss and shadowing coefficient from the jth
user to the ith BS in the downlink. The product  is the element-wise matrix product,
then, each coefficient of the matrix is affected differently.
Eigenvalues of HHH
The eigenvalues of the complex hermitian matrix HHH are the most important character-
ization of the channel gains, because they determine the MIMO capacity and hence the
maximum performance of a RRM algorithm.
They have been extensively studied in the literature for simple channel models [64, 84, 85,
86, 87, 88, 89, 90]. The joint p.d.f. of the ordered eigenvalues is derived in [64]. From the joint
p.d.f. it is possible to extract the marginal cumulative density function (c.d.f.) and p.d.f. of
the ordered or unordered eigenvalues, although the resulting expressions are mathematically
hard to manipulate.
When the dimensions of the channel matrix are very large, Random Matrix Theory tools
can be applied [91]. If the entries of H, of size nr × nt, are zero-mean independent and
identically-distributed (i.i.d.) complex random variables with variance 1/nt, as nr, nt → ∞
and nr/nt = β, the p.d.f. of the eigenvalues of HH
H converges almost surely to a distribution














β)2, b = (1 +
√
β)2. (4.4.15)
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Figure 4.1: Marcˇenko and Pastur (MP) and empirical distributions of one realization of the
eigenvalues of HHH when the entries of H are CN (0, 1/nt).












R(x) = −x2 + 2 (1 + β)x− (1− β)2
S(x) = arcsin
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T (x) = arcsin
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The p.d.f. of γk is (4.4.14) if the variance of the channel matrix entries is 1/nt. If
E{|hi,j |2} = ν for all i and j, then
E{γk} = nt · ν. (4.4.18)
Figure 4.1 plots the empirical distribution of the eigenvalues of HHH when the entries
of the random 250× 500 matrix H are zero-mean complex Gaussian random variables. The
figure shows that the Marcˇenko and Pastur distribution is a very good approximation of the
true distribution.
The case H = HwT with T a random or deterministic matrix is equivalent to the right-
sided correlation model or the variance profile model [91]. The entries of the matrix H are
independent but non-identically distributed random variables (e.g. they have different mean
or variance). The distribution of the eigenvalues is unknown, albeit the mutual information
was obtained in [94].
In the case H = HwΣ (MD-MIMO), the entries are also non-identically distributed and
the distribution of the eigenvalues is unknown either. The mutual information is obtained in
[95] and if the BSs follow a linear structure, the distribution of eigenvalues is given in [96].
Figure 4.2 plots the c.d.f. of the eigenvalues of HHH for an MD-MIMO network of
nt = 500 BS and nr = 250 users uniformly distributed in the interval (50, 1000) meters.
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Figure 4.2: Exponential, Marcˇenko and Pastur (MP) and empirical distributions of one
realization of the eigenvalues of HHH for H = Hw Σ the channel of a MD-MIMO system.
Users are uniformly distributed in the interval (50, 1000) meters and the log-normal shadowing
deviation is σ = 6 dB.
The figure shows that the Marcˇenko and Pastur distribution does not approximate the true
distribution, because the entries of H are not i.i.d..
We rather propose to use the exponential distribution with average µ = nt ·ν to model the
empirical distribution of eigenvalues. This distribution has the advantage of being mathe-
matically simpler, which is important for the derivations in Chapter 7. Figure 4.2 shows that
the exponential distribution provides a reasonably good approximation when H = Hw Σ
and β = nr/nt < 0.9.
Equivalent Channel Gain with ZF Precoding
When the precoding matrix is designed to cancel the interference (i.e. ZF), the equivalent







If H ∼ CN (0, Inr×nt) and nt ≥ nr, the equivalent gain γk is Chi-squared with 2(nt−nr+1)





nt−nre−x, x ≥ 0. (4.4.20)
Figure 4.4 plots the c.d.f. of a Chi-squared distribution with 2(nt − nr + 1) degrees
of freedom and the empirical distribution of γk according to (4.4.19) for a realization of a
Rayleigh channel. The theoretical distribution well-represents the statistics of the channel
gain. It is worth noting that the difference between the strongest and weakest channel is less
than 2 dB. This difference increases as nt, nr, increase, though.
The p.d.f. of γk when ZF precoding is employed and H has arbitrary distributed entries
is a topic of current research. If nt is sufficiently large, some approximations can be obtained,
though. Equation (4.4.19) can also be expressed as
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Figure 4.3: Plot of the error ∆ = 1n
∑n
k=1 ∆k (in dB), where ∆k is the ratio of the theoretical
kth eigenvalue to the true kth eigenvalue of H. The theoretical eigenvalues follow from the
exponential and the Marcˇenko and Pastur distributions. The MD-MIMO scenario is the same
as in Fig. 4.2.





















Figure 4.4: Chi-square and empirical distributions of one realization of the equivalent channel
gain of the kth user, γk, after ZF precoding. The entries of the channel matrix H are CN (0, 1),
K = 250 and B = 500.
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Figure 4.5: Gaussian and empirical distributions of one realization of the equivalent channel
gain of the kth user, γk, after ZF precoding. The channel matrix is H = Hw Σ with Hw
the Rayleigh fading matrix and Σ the path loss and shadowing coefficient matrix. There are
nr = 250 users and nt = 500 BS. The distance between a user and all BS is a uniform random







where sk is the projection of hk in the orthogonal complement of the left-singular vectors of
H [98]. If nt is sufficiently large, (4.4.21) can be approximated as the sum of nt − nr + 1
i.i.d. random variables, which, by the Central Limit Theorem, converges almost surely to
a normal distribution if the random variables have a well-defined mean and variance. The
condition may not hold when the coefficients of the channel matrix are due to signal path loss,
which follows a heavy-tailed distribution. This is observed in Fig. 4.5 were non-negligible
differences between the Gaussian c.d.f. and the empirical distribution can be appreciated.
If E{|hi,j |2} = ν, for all i and j, the average channel gain after ZF precoding is
E{γk} = (nt − nr + 1) · ν. (4.4.22)
Our simulations show that an exponential distribution with average (nt − nr + 1) ·ν more
accurately represents the distribution of γk if the entries of the channel matrix are heavy-
tailed distributed. Figure 4.6 shows that the average difference between the true channel gains
and those predicted by the theoretical distribution is lower for the exponential distribution
than for the Gaussian distribution, specially for K/B → 1.
Statistics of γk in a MD-MIMO system
Assume a MD-MIMO system with B base stations and K users, each equipped with one
antenna. Let H = Hw  Σ model the channel matrix of an MD-MIMO system. If the
distance between the mth BS and the kth user is an i.i.d. random variable and all users are
affected by i.i.d. shadowing and multipath fading, we can assume that the entries of Σ are
i.i.d., hence the entries of the matrix H are i.i.d. too.
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Figure 4.6: Plot of the error ∆ = 1n
∑n
k=1 ∆k (in dB), where ∆k is the ratio of the theoretical
γk to the true γk after ZF precoding. The theoretical channel gains follow from the exponential
and the Gaussian distributions. The MD-MIMO scenario is the same as in Fig. 4.2.
Let E{[HHH ]i,j} = ν for any i, j, the average of the equivalent channel gains after SVD
decomposition of H is:
E{γSVDk } = Bν. (4.4.23)
If the transmitter performs ZF precoding, the channel gains have expectation:
E{γZFk } = (B −K + 1) ν. (4.4.24)
The assumption E{[HHH ]i,j} = ν is valid as long as the multipath, shadowing and
path loss random processes are i.i.d. for all user-BS pairs. If hw ∼ CN (0, 1) and √g ∈ R
describe the amplitude gain due to the Rayleigh multipath and shadowing/path loss effects,
respectively:
ν = E{|hw|2} · E{g} = E{g}. (4.4.25)
The random variable g depends on the random variable d, which is the distance between






where α is the path loss exponent coefficient, c0 is the reference gain at a distance of 1 m and
Y is a zero-mean Gaussian random variable with variance σ2 (log-normal shadowing). The
path loss and shadowing effects are independent, thus
E{g(d)} = E{L(d)} · E{S} (4.4.27)
According to (4.4.26):
E{S} = E{10Y/10} = 10log(10)·(σ/10)2/2. (4.4.28)
E{L(d)} can be found integrating the path loss over the p.d.f. of the random distance d.
Considering d uniformly distributed in (d0, d1),
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Figure 4.7: Plot of γ = E{γk} for ZF and SVD transmission schemes averaged over 20
realizations of H and from equations (4.4.24) and (4.4.23). Users are uniformly distributed


















is the expected value of the path loss. The approximation assumes d1  d0.
It is reasonable to consider d0, α and σ as environment parameters and d1 (the diameter
of the super cell) a design parameter. Then, ν is a decreasing function of d1:









We have simulated a MD-MIMO system with B = 500 antennas. Users are uniformly
distributed. The path loss exponent is α = 3. and the log-normal shadowing variance is
σ2 = 6 dB. Figure 4.7 plots the average channel gain as a function of the system load in terms
of number of users K. The figure shows that while SVD scheme achieves full multiplexing
and power gain, the ZF precoding loses the power gain as K/B → 1. The results prove that
the approximation assumed in (4.4.29) is accurate.
4.5 Summary
Throughout this chapter, we have reviewed different radio resource virtualization techniques.
Time, frequency and space dimensions are divided in so-called time slots, sub-carriers and
spatial streams that can be used by different users. The access is orthogonal, which implies
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that no interference is caused between users. This facilitates the radio resource management
problem, in particular the channel and power allocation problems.
Each independent channel is characterized by a non-negative real scalar value or channel
gain. The channel gain is modeled statistically in terms of its p.d.f.. The p.d.f. of the channel
gain depends on the multiplexing technique and channel model. Among others, some of the
typical distributions are:
• The K-distribution or a combination of log-normal with exponential, Rice or Nakagami-
m distributions models TDMA and OFDMA systems.
• The exponential distribution models Rayleigh fading, the OFDM sub-carrier gains when
channel taps are Rayleigh distributed, and is a good approximation for the eigenvalues
of HHH or the equivalent channel gains after ZF precoding if H = Hw  Σ is the
channel matrix of a MD-MIMO system.
• The Marcˇenko and Pastur distribution characterizes the distribution of the eigenvalues
of a large random matrix HHH under some conditions. The eigenvalues are used to
determine the MIMO capacity.
• The Chi-squared or Gaussian distribution model the equivalent channel gains when ZF
precoding is employed in a MISO network.
The parallel channel model characterizes a multi-channel system after frequency, time or
space virtualization. We have studied the different statistics of the equivalent channel gains
and concluded that the exponential distribution would be the most relevant distribution to





Centralizing the baseband processing increases the spectral, economical and energy efficiency
of communication systems. The SDR Cloud goes one step further and adopts the concept of
resource sharing and consolidation. A virtually unlimited amount of computational resources
are offered to the client (network operator). During non-peak hours, processing workload is
consolidated saving energy and costs. Furthermore, unused resources can be leased for other
purposes (e.g. web services). Both techniques, resource sharing and consolidation, maximize
the resource utilization and hence the benefits of the SDR cloud operator. Radio resources,
on the other hand, are a scarce resource. Radio resources, by definition are meaningful in
wireless communications only and can not be leased for other purposes.
The natural consequence of this market of virtualized resources is that there is a cost
associated to their operation. The computing resources are unlimited, but the utilization
cost is influenced by several factors, for instance:
• amortization costs,
• maintenance costs,
• auxiliary infrastructure costs: cooling, security, software licensing, etc. and
• market demand of 1 hour of computing time (e.g. for non-wireless purposes).
The spectrum usage rights are licensed to the network operator, who pays the infrastruc-
ture operator for using everything required to operate the spectrum. For example, let the
cost of 1 second/antenna/channel be 1 currency unit (cu). The network operator would pay
100 cu/s for the operation of 10 RF channels at 10 different antennas or 100 cu/s for the
operation of 1 RF channel in 100 antennas.
From the point of view of a network operator, it is clear that these costs must be considered
during the resource and power allocation process. As will be shown in Chapter 6, maximizing
the number of served users, or the total capacity is not the best strategy.
In this chapter, we introduce the concept of resource efficiency (Section 5.2) as the ratio
of the delivered service to the consumed resources. In Section 5.3 we introduce a simple linear
model for characterizing the operational and power costs involved in the SDR cloud. Section
5.4 describes the operational costs of the cost model.
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5.2 Resource Efficiency
The efficiency of a system can be generally defined as the ratio between what the system
provides and what it consumes. The business of a wireless carrier is delivering information
to users. Therefore, a wireless system provides b bits and consumes u resource units. The





in units bits per resource unit.
By changing the physical magnitude that u represents, different metrics can be optimized
with a single model:
• Computing Efficiency: if u = Texec is the execution time of a baseband algorithm
processing, the efficiency is given in transmitted bits per processor second time;
• Energy Efficiency: if u = t ·(pc+pt) the processing and transmitted power consumption
multiplied by the bit transmission time t, then η is the energy efficiency in bits/Joule,
among others.
Efficiency, in general, describes the extend to which the consumed resources u are well
used for the intended task of delivering a service to the user. In other words, it measures the
capability of the system to produce the desired outcome with the minimum amount of waste
or unnecessary effort. The objective of the wireless carrier is to maximize this efficiency.
That is, to maximize the delivered service while minimizing the consumed resources.
Consumed resources need to be described by a unique physical unit. This is hard to
quantify in practice. Typically consumed resource units describe different things: number of
man-months, kilo-watts-hour, amortization time, etc. On the other hand, all classes of con-
sumed resources can be measured in the equivalent economical cost they represent, according
to the market price. This cost is measured in currency units (cu). In the SDR cloud scenario
and from the perspective of the network operator, this conversion is provided by the SDR
cloud.
If the communications system is modeled as a bank of parallel channels, the global or









where bi is the number of bits delivered to the ith channel and ui are the resources consumed
by the ith channel.






be the cost in cu/s of using u resource units for 1 second. The bit rate of a communications
system is the number of transmitted information bits per second, or r = b/t. Hence, the













if the communications system is modeled as a bank of parallel channels and ri is the rate of
the ith channel.
The objective of the network operator becomes determining the optimal bit rate (for each
channel) that achieves the maximum efficiency or, in other words, delivers the maximum
amount of bits consuming the minimum amount of resource units.
5.3 Costs Model
We propose dividing the costs in operational and power costs. Operational costs follow from
the utilization of the SDR cloud infrastructure resources. The power cost is the cost of
transmitting signals over the space. Then,











is the cost model, where:
• c0o is the constant cost : it measures all costs of operation which are independent of the
transmitted rate, power or number of allocated channels. It has units currency units
per second of operation, cu/s.
• cro is the rate-dependent cost : measures the cost of transmitting more or less bits per
second. It has units cu/bit.
• cno is the n-dependent cost : measures the cost of allocating degrees of freedom, or inde-
pendent channels, e.g. bandwidth, time, space. The multi-channel baseband represen-
tation allows modelling the degrees of freedom as the number of independent channels
n, regardless of the physical nature of the degree of freedom. The units of cno are
cu/channel.
• cp is the cost of transmission power. It is measured in currency units per Joule, or cu/J.
The product cppt has then units cu/s. It is assumed that cp is equal for all channels. It
includes any kind of power amplifier (PA) inefficiencies, which for simplicity are assumed
to be independent of the transmit power. The function pt(ri) is the power required to
transmit the information to the receiver with arbitrary small error probability. This
function is, in general, non-linear and, by definition, a non-decreasing function of the
rate ri.
More accurate models could also be defined. In [99, 100, 101], a model of a receiver’s
iterative decoder computational complexity is introduced. The model estimates the average
number of iterations required to achieve certain bit error probability. The problem becomes
mathematically intractable and algorithmic solutions become too complex to be of practical
use. On the other hand, simple models offer interesting insights on how the optimal working
points behave as a function of the problem parameters.
5.4 Operational Costs




o in equation 5.3.1.
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Figure 5.1: Operational costs (OPEX) per utilization time as a function of the transmission
rate, for c0o = 1, c
r
o = 0 c
n
o = 0 and cp = 1.
5.4.1 Constant Cost c0o
Despite a small part of the processing costs are rate-dependent, the largest part are indepen-
dent (e.g. data conversion, up and downsampling, etc.). This hypothesis is widely accepted
in the literature [102, 103, 104] and has been proven experimentally for 802.11 baseband
chips [105]. The results show that, in terms of power consumption, increasing the link speed
does not imply extra circuit power consumption. For instance, receiving the fastest rate (405
Mbps) uses 1.6 W, while the slowest rate (40.5 Mbps) consumes 1.48 W.
Reference [106] reports a processing power consumption of 36-54 W for Global System
for Mobile Communications (GSM) and 73-127 W for Universal Mobile Telecommunications
System (UMTS) signals. This is a small fraction of the total base station power consumption,
around 1500-4000 W. Most of the power consumption reported by this and other studies is
due to cooling or power supply inefficiencies, among others [107]. Many other operational
costs are independent of the rate, for instance: server cooling, security, software licensing,
real estate, etc.
Figure 5.1 plots the operational costs per utilization time. For increasing transmission
rate, the power costs is an increasing function. Since the costs of operation are independent
of r, the cost per second is a decreasing function. The total costs have a minimum, where
the maximum number of bits per currency unit is achieved (maximum efficiency).
5.4.2 Rate-dependent Cost cro
The rate-dependent cost models those parts of the infrastructure which are dynamic enough
to adapt to the bit rate so that the cost is proportional to the rate. For instance, GPP or
DSP share a single processing unit by scheduling users sequentially, as discussed in Chapter
3. The cost is then proportional to the execution time of the processing task. FPGAs also
have the capability to dynamically load multiple functionalities, each using a part of the total
area.
If the resource can not be shared the operational costs may also be a function of their
use. For instance, it is well known that the power dissipation in a chip can be modelled as
the sum of a static and a dynamic terms [108],
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Figure 5.2: OPEX per utilization time as a function of the transmission rate, for c0o = 0,
cro = 1, c
n
o = 0 and cp = 1.
PC = Vdd · Ileak + a · f · C · V 2dd, (5.4.1)
where a is the effective fraction of gates switching, f is the clock frequency and C is the circuit
capacitance. Assuming that the frequency is dynamically scaled with the transmission rate,
the power consumption can be modelled as a linear function of the transmission rate.
The rate costs increase with the transmitter bit rate. If we neglect the power costs, the
operational costs in currency units per second is constant. On the other hand, if both rate-
dependent and power costs are considered, the optimal strategy is always transmitting at the
lowest rate possible as shown in Fig. 5.2.
5.4.3 n-dependent Cost cno
The term cno in the cost model describes the cost of using degrees of freedom or number of
channels n. According to the channel model introduced in Chapter 4, the network operator
divides the space, time and frequency resources in n independent channels, which are assigned
to users. This model allows quantifying the cost of operating more or less radio resources
while facilitates the resource allocation problem.
Consider, for instance, a network operator that rents 1 RF channel in 1 antenna. Operat-
ing these resources has a cost of 1 cu/s. The operator divides the spectrum in n = 1000 chan-
nels (e.g. using OFDM) and allocates channels to users. The cost per channel is cno = 10
−3.
According to (5.3.1), if we allocate to one or more users n = 20 channels, the total cost
becomes cnon = 0.02 cu/s.
Given a fixed total cost and number of partitions, this model enables assessing whether
assigning more channels to a user (or a set of users) is beneficial or not. If n is increased,
there are more frequency, time or space degrees of freedom. More degrees of freedom offer
power gain and diversity, but also higher costs because the utilization of more RF channels,
antennas or transmission time has to be paid to the SDR cloud.
If the network operator applies SDMA for serving K users using B ≥ K base stations,
the number of independent channels is n = K. However, there are B signal flows being
transmitted by B antennas, the cost per channel should be proportional to B instead of n.






o is the cost of using one antenna,
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in cu/s. Then, it is possible to study how increasing the number of transmitting antennas
affects the operational costs.
5.5 Summary
In this chapter we introduced the concept of resource efficiency as the ratio of the delivered
bits to the consumed resource units, expressed in equivalent currency units as a unified
measure of resource operation costs. The consumed currency units are a function of the
transmitted rate, power and number of channels, plus a constant term.
The scenario in which radio resource allocation is performed by the network operator was
considered. Infrastructure resources (e.g. computing, antenna sites, RF frontends, etc.) are
managed by the SDR cloud infrastructure operator, while the network operator chooses the
best allocation of radio resource to users, according to a preferred policy. Different policies
or strategies from different network operators create a competitive market in radio resource
allocation algorithms and the relations between the infrastructure and radio resources in the
SDR cloud.
Another conceivable scenario is a single entity managing the radio and infrastructure
resources. Despite the infrastructure is not rented, there is always a cost associated to it, due
to amortization and maintenance costs. Consequently, the cost model is valid as well.
The cost model (5.3.1) and the parallel channel model deals with virtual channels rather
than physical ones, this allows us to seamlessly address frequency, space and time degrees of
freedom. The benefits and costs of using these degrees of freedom can be easily measured





Throughout the preceding chapters, we discussed the benefits and costs of SDR clouds. The
network operator acquires space, time and frequency resources for serving wireless users.
Signals are processed in the SDR cloud computing infrastructure. The network operator
pays the SDR cloud operator for the use of radio and computing resources, as discussed in
Chapter 5. The infrastructure is not acquired once and then amortized. On the contrary,
all CAPEX are converted to OPEX from the point of view of the network operator. The
network operator objective becomes minimizing the OPEX per delivered bit.
The fact that radio and computing resources have an associated cost has important con-
sequences in the adopted RRM algorithms and policies. Current RRM algorithms either
maximize the user experience subject to radio operational constraints (e.g. power, spectrum,
etc.) or minimize the radio operational costs subject to a minimum user experience con-
straints. New algorithms have to be designed that optimize the delivered bits (income) per
infrastructure cost unit. This chapter introduces the efficiency maximization power allocation
(EMPA) problem.
We assume the general parallel channel model with null inter-channel interference and n
channels. The problem formulation is similar to the energy efficiency maximization problem,
which has recently gained attention both in academia and industry. Section 6.2 reviews the
literature in this topic. The problem is formulated as a constrained quasi-convex optimization
problem in Section 6.3. In Section 6.4 a closed form solution for the case n = 1 is derived.
A novel sub-optimal power adaptation for n = 1 with receiver CSI is derived in Section 6.5.
The optimal solution for the general case n ≥ 1 is derived in Section 6.6.
6.2 Related Work
The EMPA problem for application in SDR clouds, has never been tackled in the literature.
The problem formulation is, however, equivalent to the energy efficiency maximization (EEM)
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and Pc and  are the rate-independent circuit power consumption and the power amplifier
efficiency, the EMPA and EEM problem are equivalent. Therefore, the analysis carried out
throughout this chapter can be applied to EEM problems as well.
As observed in [109], with the explosive growth of high-data-rate applications in wire-
less networks, energy efficiency in wireless communications has recently drawn increasing
attention from the research community. Several international research projects dedicated to
energy-efficient wireless communications are being carried out: Green Radio [110], EARTH
[111], OPERA-Net [112] and eWIN [113], among others. Reference [114] provides a good
survey on the last advances of these and other projects related to the EEM problem.
Early work on energy-efficient communications focused on optimizing the transmitted en-
ergy per bit [115, 116] while neglecting the processing power consumption. When transceivers
became more complex, the significance of the processing power consumption increased. This
was firstly addressed in [117] for uncoded and coded transmission over a single flat-fading
channel. The authors consider a single channel and CSI available at the transmitter. The
power and modulation level was then adapted according to the channel conditions for max-
imizing the energy efficiency. The problem solution is based on an numerical algorithm for
obtaining the root of an equation, which yields to the final solution.
The authors of [118] introduced a closed form solution based on the Lambert-W function
for the single channel case. This solution is adapted in Section 6.4 to the SDR cloud case.
In [119], the optimal amplifier to processing power ratio for maximum energy efficiency was
derived. The case with receiver CSI and no channel retransmissions was introduced in [120]
for the Rayleigh channel. In [121] we extended the results to the Nakagami-m distribution
with and without channel retransmissions.
The parallel channel model was considered in [102, 103, 104] for frequency-selective chan-
nels. Reference [102] proves the convexity of the optimization problem, providing the nec-
essary and sufficient conditions for a unique and globally optimal solution. It proposes an
iterative ascent algorithm for obtaining the optimal rate for each channel. The complexity
of this solution prevents its applicability in adaptive systems with a large number of paral-
lel channels. Reference [103] shows the feasibility of EEM link adaptation under rate and
power constraints. The solution however lacks computing-efficient algorithms for practical
implementation. Isheden et. al [104] propose an iterative algorithm based on the bisection
method for finding the optimal waterlevel before solving the water-filling problem. The paper
provides a thorough analysis of the optimality conditions. The parallel channel model and
its iterative solution is discussed in Section 6.6.
6.3 Problem Formulation
The problem addressed in this chapter is determining the optimal power allocation on a bank







with ri the transmitted rate in bits or nats per second of the ith channel and c are the total
consumed resources in currency units per second.
Without loss of generality, the downlink is considered: the network operator acquires the
rights of operation on a set of RF channels in a set of geographically distributed antennas
during certain time. The operation applies one (or more) of the multiplexing techniques
described in Chapter 4, dividing the radio resources time, space and frequency in a bank of
n parallel channels.
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The n channels are allocated to users following an arbitrary policy, the details of which are
out of the scope of this thesis. It is worth mentioning that, assuming the cell-less architecture
enabled by the SDR cloud, all users can employ the same frequency at the same time, provided
that the number of users is lower than the number of antennas. Hence, the channel allocation
problem is less important, in the cell-less architecture, than the power allocation problem.
The parallel channel model is described by the input-output matrix equation
y = DP1/2x + z, (6.3.2)
where x and y are n×1 vectors containing the transmitted and received vectors, respectively,
D and P are n × n diagonal matrices containing the complex channel coefficients and the
transmitted powers, respectively. The n× 1 vector z is AWGN complex noise.
The maximum achievable rate of the ith channel, according to model (6.3.2) is
ri = log (1 + piγi) , [nats/s/Hz] (6.3.3)
The logarithm is in natural base and pi is the transmitted power and the ith element of the





where di is the ith element of the diagonal of D and σ
2 is the noise power. The function Γ(Pb)
is often denoted gap to capacity and is a measure of loss of a modulation/coding technique
with respect to the theoretically optimum performance (i.e. channel capacity), for a given
bit error rate Pb.
A multi-user multi-cellular power allocation problem should consider the following con-
straints:
• Per user minimum rate constraints, which are applied to the sum of the rates supported
by the channels belonging to a user;
• per BS maximum power constraint, applied to the sum of the power allocated to each
BS antenna; and
• per antenna maximum power constraint, applied to the power allocated to each BS
antenna.
These constraints are introduced in the problem for two reasons. The first reason is a
practical one: a power amplifier can not transmit infinite power, certain user applications have
latency constraints, which imply a minimum rate constraint, and so forth. The second reason
is for comparison purposes: traditional sum-rate maximization and sum-power minimization
algorithms distribute a finite amount of power among a bank of parallel channels. In order
to compare different algorithms, we need to distribute the same amount of power.
The aim of the EMPA problem is not distributing a finite power, but rather determining
the optimal power allocation maximizing the efficiency. Thus, the constraints are not neces-
sary for comparison purposes. They are interesting from a practical point of view, though.
Mathematically speaking, the cost function of the EM problem is not monotonic, while the
rate maximization (RM) and margin maximization (MM) problems cost functions are mono-
tonic and thus they require the constraints. Nevertheless, throughout this chapter we will
consider some basic constraints for the sake of illustration:
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• Maximum total transmission power:
n∑
i=1
pi ≤ Pmax and
• Maximum power per channel: pi ≤ Ppeak, i = 1 . . . n.
The total costs c are modeled as a sum of an offset cost c0o, a rate-dependent cost c
r
o, a
cost dependent on the number of channels cno and a power-dependent cost cp (see Chapter 5):











The EMPA problem, thus, maximizes (6.3.1), given (6.3.5), the rate per channel (6.3.3)






















0 ≤ pi ≤ Ppeak, i = 1..n.
(6.3.6)
A ratio of functions h1(x)/h2(x) is semistrictly quasi-concave if h1(x) is concave and
non-negative and h2(x) is convex and positive. If h1(x) and h2(x) are differentiable, then
h1(x)/h2(x) is pseudoconcave. Quasi-convexity is a generalization of convexity. A quasi-
convex function might have local minima, which are not global, or critical points, which
are not local minimizers (e.g. points of inflection). In a semistrictly quasi-convex function,
though, any local minima is global.
Problem (6.3.6) has 2n+ 2 inequality constraints, which are concave. Hence, the problem





s.t. fk(x) ≤ 0, k = 1 . . . 2n+ 2
(6.3.7)














f1(x) = Rmin −
n∑
i=1





fj(x) = xj−2 − Ppeak, j = 3 . . . n+ 2
fj(x) = −xj−2−n, j = n+ 3 . . . 2n+ 2
(6.3.8)
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6.4 Case n = 1
Let us begin with the simple case of a single channel, or n = 1. For mathematical clarity, we




o . The problem has one variable only: x denotes the transmission
power pi, x
∗ the optimal transmission power and γ is the CNR. It is clear that the constraint
x ≥ 0 can be removed because Rmin ≥ 0 by definition, thus the minimum rate already imposes
a minimum power constraint. Also, we will assume for simplicity that Ppeak ≥ Pmax and will
remove the peak power constraint.
The problem becomes a convex problem with one variable and 2 constraints:
f0(x) = − log (1 + xγ)
co + cro log (1 + xγi) + cpx
f1(x) = Rmin − log (1 + xγ)
f2(x) = x− Pmax
(6.4.1)
Slater’s condition [122] holds for any x > 0, the objective and constraint functions are
differentiable and the problem is quasi-convex. Then, strong duality holds and Karush-Kuhn-
Tucker (KKT) conditions provide necessary and sufficient conditions for optimality. Let λk,
k = 1, 2 be the Lagrange multipliers, then if x∗, λ∗k, k = 1, 2 exists and satisfy:
fk(x
∗) ≤ 0, k = 1, 2
λ∗k ≥ 0, k = 1, 2
λ∗kfk(x
∗) = 0, k = 1, 2
∇f0(x∗) + λ∗1∇f1(x∗) + λ∗2∇f2(x∗) = 0,
(6.4.2)
then point x∗ is a global optimum.






Then, according to strong duality, λ∗1 = 0 and λ∗2 = 0. This allows simplifying the stationary
KKT condition to
∇f0(x′) = 0. (6.4.4)
If the assumption (6.4.3) holds, x∗ = x′, otherwise λ∗1, λ∗2 > 0. From inspection of the
problem, we see that the minimum rate constraint can be formulated as a minimum power
constraint. Then, the constraints are box constraints and the feasible set is
xmin ≤ x ≤ xmax, (6.4.5)
where xmin = (e
Rmin − 1)/γ and xmax = Pmax. Since f0(x) is quasi-convex and x′ is a global
minimizer, then x1 ≤ x′ ⇔ f0(x1) ≥ f0(x′) and x2 ≥ x′ ⇔ f0(x2) ≥ f0(x′). Therefore,
if x′ ≤ xmin ⇒ x∗ = xmin
if x′ ≥ xmax ⇒ x∗ = xmax.
(6.4.6)
In summary, the procedure solving the problem is first assuming the constraints are
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where the operator [x]ba , min(max(x, a), b).




− log (1 + x
′γ)




−γ (co + cpx′)+ cp log (1 + x′γ) (1 + x′γ) = 0. (6.4.8)
Setting r′ = log (1 + x′γ) and rearranging terms yields:
er
′ (










This equation can be solved analytically using the principal branch of the Lambert-W
function, which satisfies W (x)eW (x) = x. Applying W (·) at both sides we obtain:










which is the optimal transmission rate.
The asymptotic behaviour of the resource-efficient rate is obtained using the first term of
the series expansion of the Lambert-W function (Appendix A)
W (x) ≈ log(x), x→∞, (6.4.11)









Moreover, in Appendix A it is shown that W (x) < log x for x > e. Then, in fact r′ <
log(γ cocp e
−1). For large CNR the capacity behaves like C ∼ log(γp) with p the transmission
power. Hence, we conclude that the optimal rate is lower than the capacity of a channel
where the transmission power is equivalent to p = cocp e
−1, albeit the asymptotic behaviour
with respect to the CNR is equivalent.
W (z) is strictly increasing and defined for z ∈ (−e−1,∞), and takes values W (z) ∈
(−1,∞). The solution r′ = 0 only occurs if γ cocp = 0. Paradoxically, if the operational costs
co = 0, the most efficient strategy is switching off the transmitter (or r
′ = Rmin after applying
the constraints).
Equation (6.4.10) also reveals that the optimal rate
• increases with the channel gain γ,
• increases with the constant cost co and
• decreases with the transmission power cost cp.
Figure 6.1 plots the optimal rate as a function of the ratio γ cocp . When the receiver is close
to the transmitter, γ is high and the required transmission power is small. The best efficiency
is achieved by transmitting with a high rate. When the distance increases, γ decreases and
the power required to overcome the channel attenuation becomes too high and therefore it is
more efficient to reduce the transmitted rate and power.
The costs are measured in currency units per second. If the time required for processing
1 bit of information is reduced (increasing the rate), the total currency units per transmitted
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Figure 6.1: Optimal spectral efficiency as a function of the ratio γ cocp .
bit is lower. If the operation cost co is high, we increase the rate so that the infrastructure is
operated for less time. If the power is expensive (cp is high), we decrease the rate, reducing
the transmission power. Note that low channel gain are counterbalanced by low power costs,
that is, if the channel attenuation is very high but the power is cheap, the optimal solution
is transmit at high rate.
The solution to the original problem, or optimal transmission power is:
x∗ =

 cocp − 1γ
W
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with xmin = (e
Rmin − 1)/γ and xmax = Pmax. The singularity at γ cocp = 1 is solved using the
fact that limx→0W (x) = x.
According to (6.4.13), the optimal power allocation is independent of the cost associated
to the transmission rate, cro. The c
r
o cost decreases the optimal efficiency but the slope (or
partial derivative) of the resource efficiency as a function of x is independent of cro.
The optimal resource efficiency η∗, follows from inserting (6.4.13) in the η function:
η∗ =
cro + cp cocp − 1γ
W
((





cro is an offset that increases or decreases the efficiency, without affecting the optimal
power. Using the first derivative of the W (·) function (Appendix A), it is straightforward
to see that η∗ is strictly decreasing with co, cro and cp and increasing with γ. Fig. 6.2
plots the optimal resource efficiency as a function of the distance between the transmitter
and receiver. γ is obtained assuming the free-space path loss model (4.4.3) with a path loss
exponent α = 3 and a carrier frequency of 2 GHz and a receiver with a noise factor of 7 dB
and 10 MHz channel bandwidth.
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Figure 6.2: Optimal resource efficiency η∗ as a function of the distance, for different ratios of
offset to power costs c = cocp .
As γ →∞, η∗ →∞ and behaves asymptotically as η∗ ∼ W (γ) ∼ log(γ). Thus, the rate
as well as the efficiency increase with the CNR as the capacity of an AWGN channel.
Figure 6.3 plots the gains in resource efficiency when power is adapted for maximizing the
resource efficiency compared to the channel inversion power adaptation –power is adapted to
maintain a constant rate. The optimal solution is up to 6 times more efficient, depending
on the distance between the transmitter and receiver and the cost ratio c = cocp . We have
assumed the same propagation parameters than in Fig. 6.2. When the optimal rate coincides
with the fixed rate, at 200 m, 500 m and 1000 m for c = 0.1, c = 1 and c = 10 respectively,
the constant rate solution is optimal.
6.5 Case n = 1 with Outage and Retransmissions
If the transmitter has no CSI, the problem is still mathematically tractable if n = 1 [121].
Let the CNR γ be a random variable with p.d.f. f(x). Given a transmitted power x, the
maximum rate (in nats/s/Hz) for reliable communications is C = log(1 + xγ), which is a
random variable too. The instantaneous γ is unknown to the transmitter. The encoding
rate is then fixed and independent of the channel characteristics: r = log(1 + xγ0). The
information is recovered by the receiver if r ≤ C. This occurs when γ0 ≤ γ. If γ0 > γ, then
r > C and the system operates above capacity. Decoding is not possible and the system is
said to be in outage. The outage probability is Pout = P(γ < γ0) = Fγ(γ0), where Fγ(x) is
the c.d.f. of γ.
The transmitter sends the information in packets of L bits. If an outage occurs during
the transmission of a packet, the receiver requests a packet retransmission. Retransmissions
are repeated until the packet is correctly decoded. We can neglect the resources consumed
for requesting retransmissions if the information packet is larger than the retransmission
request packet. We also assume that the probability of outage is independent for each bit,
corresponding to a perfectly interleaved and memoryless channel. The average number of
retransmissions Nr was derived in [123]:
E{Nr(x)} = (1− Φ(x))−L , (6.5.1)
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Figure 6.3: Resource efficiency difference between constant rate link adaptation (ηconstant)
and optimal power allocation (η∗) strategies. The rate is fixed to 2 nats/s/Hz.
where Φ(x) is the bit error probability. In our analysis, Φ(x) = Fγ(γ0) and the bit error
probability corresponds to the outage probability.
The resource efficiency is divided by the average number of retransmissions to become the




− log (1 + xγ0)
co + cpx
(1− Fγ(γ0))L
s.t. log (1 + xγ0) ≥ Rmin
0 ≤ x ≤ Pmax
γ0 ≥ 0
(6.5.2)
where we have removed the rate-dependent cost since we have shown that is irrelevant to the
optimal power allocation.
The special case L = 1 models the effective resource efficiency when retransmissions are
disabled. Note that log (1 + xγ0) (1− Fγ(γ0)) is the effective bit rate of a fading channel with
receiver CSI.
6.5.1 Convexity Analysis
In Section 6.4 we showed that, since the objective function was quasi-convex, the existence
of a unique solution was guaranteed. Unfortunately, the function (6.5.2) is not jointly quasi-
convex with respect to the two variables x and γ0. The Hessian matrix of (6.5.2) is not
positive-semidefinite for x, γ0 ≥ 0 and any Fγ(x). On the other hand, a ratio of functions
h1(z)/h2(z) is semistrictly quasi-concave if h1(z) is concave and non-negative and h2(z) is
convex and positive. With the negative sign of f0(x) the quasi-concave fractional function
becomes a quasi-convex one. Let define
h1(x) = log (1 + xγ0) (6.5.3)
h2(x) = (c0 + cpx) (1− Fγ(γ0))−L . (6.5.4)
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h1(x) is bi-concave, i.e. concave with respect to each variable and non-negative. Thus, it is
only possible to prove quasi-convexity of f0(x, γ0) with respect to each variable. As opposed
to convex optimization problems, biconvex optimization problems are global optimization
problems, which may have a large number of local minima. The biconvex nature of the
problem can be exploited for finding a solution more efficiently [124], though.
A product of two positive convex functions is convex [122]. To show that h2(x) is convex,
we need to show that the average number of retransmissions is convex with respect to γ0.
In continuation we show that (6.5.1) is strictly convex if bit error function Φ(y) is due to
channel noise or outage. In particular, (6.5.1) is convex if the BER function is convex and
retransmissions are due to channel noise. When retransmissions are due to channel fading,
(6.5.1) is convex if the channel model p.d.f. is log-concave. As a consequence, our results
are applicable to system models where retransmissions are due to channel noise or channel
outage errors.
Lemma 6.1. Let Y be a random variable with distribution function F (y) and density function
f(y). If f(y) is log-concave, then F¯ (y) = 1− F (y) is log-concave, too.
Proof. See [125, Theorem 2].
Theorem 6.1. Let g(y) be a log-concave function, then g(y)−L is strictly convex for L ≥ 1.
Proof. g(y)−L is strictly convex if its second derivative is positive. The first derivative is
d
dy
g(y)−L = −Lg(y)−(L+1)g′(y) (6.5.5)
and the second derivative is
d2
dy2
g(y)−L = g′(y)2 (L+ 1)− g′′(y)g(y). (6.5.6)
g(y) is log-concave if log(g(y))′′ ≤ 0, or




g(y)−L > 0 if
g′′(y)g(y) < g′(y)2 (L+ 1) (6.5.8)
which holds if g(y) is log-concave and L ≥ 1.
If Φ(y) is a convex function, 1 − Φ(y) is concave and the conditions of Theorem 6.1 are
satisfied (concavity implies log-concavity). The convexity of bit and symbol error probabil-
ities have been recently proven in the high SNR regime for arbitrary constellations and bit
mappings with coding and maximum-likelihood decoding [126]. Convexity in the low SNR
regime exists for many common modulations.
If errors are due to channel outages, Φ(y) is the channel c.d.f. and y is the cutoff rate
γ0. According to Lemma 6.1, the channel model p.d.f. needs to be log-concave for Theorem
6.1 to be applicable. Most probability density functions are log-concave [125]. The log-
normal shadowing model, for instance, has a log-normal p.d.f.. Hence, the average number
of retransmissions is convex [127]. The CNR under the Rayleigh fading channel follows an
exponential p.d.f., which is log-concave [120]. The Nakagami distribution is a popular channel
model where the direct signal path is received with higher power. This model can also account
for Rician fading and maximum ratio combining with N -branches of i.i.d. Rayleigh fading
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where σ is the average reception power, Γ the gamma function and m the shaping parameter.





Hence, the gamma distribution is log-concave for m ≥ 1 and Theorem 1 can be applied. The
p.d.f. is log-convex for m < 1 and the c.d.f. Fγ(y) is log-concave. The complementary c.d.f.
F¯γ(y) = 1 − Fγ(y) is log-convex and Theorem 1 cannot be applied. The average number
of retransmissions (1− Fγ(y))−L is concave for small y and convex thereafter. Non-convex
solvers should be employed for this channel model with m < 1.
Log-concavity is preserved after multiplication [122, pp. 105] and, in several cases, after
integration [122, pp. 106]. Thus, combining shadowing and fading may result in log-concave
density functions. This conjecture, though, needs to be formally proved for all shadowing-
fading combinations.
6.5.2 Optimal and Sub-Optimal Solutions
In the last section we have shown that the optimization problem is semistrictly quasi-convex
with respect to each variable for x, γ0 > 0. A biconvex problem is solved dividing it into a set
of convex problems, which are solved iteratively for each variable while all other variables are
kept constant. A semistrictly quasi-biconvex problem can be divided into a set of semistrictly
quasi-convex problems. This means that we first need to verify that each stationary point is
a local minimizer (with respect to each variable).
We will proceed equivalently as in Section 6.4: we first solve the unconstrained optimiza-
tion problem and then apply the rate and power constraints as lower and upper bounds to
the final solution. The stationary points satisfy ∇f0(x∗, b) = 0 and ∇f0(a, γ∗0) = 0, where a
and b are arbitrary positive real numbers.
The curve of stationary points with respect to x is analogous to (6.4.13):
x∗(b) =

 cocp − 1b
W
((





















which is non-negative for b > 0. The upper and lower bounds xmax and xmin are defined
in Section 6.4. The optimal power allocation is zero when b cocp = 0. It can be shown that
d2
dx2
f0(x, b)|x=x∗(b) > 0 for any b cocp > 0. The solution given by (6.5.11) is, therefore, a local
minimizer with respect to x.
The curve of stationary points w.r.t γ0 satisfies
F ′(γ∗0)
1− Fγ(γ∗0)






It is difficult to verify that the solution to (6.5.12) corresponds to a local minimum for
any channel distribution. For the Rayleigh channel model with average CNR γ¯, the function
c.d.f. becomes
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Fray(γ0) = 1− e−
γ0
γ¯ (6.5.13)
Inserting (6.5.13) in (6.5.12), we get the optimal cutoff value for the Rayleigh fading case
γ∗0,ray(a) =
γ¯




It can be shown that d
2
dy2
fo(a, y)|y=γ∗0,ray(a) > 0 for a > 0, which indicates that (6.5.14)
corresponds to a local minimizer. Given the curves of stationary points an iterative solver
(e.g. Alternate Convex Search [124]) can be used to find the optimal point (x∗, γ∗0). Iterative
methods can be avoided if we assume that the system works in the low SNR regime. The







which is independent of a. The iterative procedure is then unnecessary because the optimal







for the Rayleigh channel model.
For more complex channel models, the c.d.f. is usually hard to manipulate and further
simplifications are necessary. If we assume that the outage probability approaches zero,
Fγ(x) ≈ 0 and the c.d.f. is eliminated from the expression. The optimal cutoff rate for the












Note that γ∗0,nak is never zero. The domain of the principal branch of the Lambert-W function
is (−e−1,+∞). Our approximation is thus valid for L ≥ Γ(m)/(me−1)m. If m < 6.5, the
packet length has to be L > 1 which means that for m < 6.5 our approximation is valid
only when retransmissions are enabled. This restriction is explained because the outage
probability approaches zero if either m or L are very large.
6.5.3 Numerical Results
The closed form expressions (6.5.16) and (6.5.17) allow deriving some interesting conclusions.
First, the outage probability is determined only by the ratio γ∗0/γ¯ and parameter m for
the Nakagami channel. In other words, the optimal cut-off rate γ∗0 is independent of the
operational or power costs. This ratio decreases very fast with increasing packet length L.
The probability that a packet experiences outage grows exponentially with L. Therefore, a
EM strategy reduces the outage probability, preventing retransmissions.
Comparing the power allocation with and without CSI (in section 6.4 the case with CSI
was derived) we note that when CSI is not available to the transmitter, the information is
encoded assuming a lower CNR. For the Rayleigh case, the optimal encoding rate assumes a
L times lower channel gain (equation (6.5.16). Therefore, channel outages are combated by
increasing the encoding robustness.
Figures 6.4 and 6.5 plot the outage probability and resource efficiency of the optimal
and approximated solutions. γ¯ is obtained assuming the free-space path loss model (4.4.3)
with a path loss exponent α = 3 and a carrier frequency of 2 GHz and a receiver with
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Figure 6.4: Outage probability for the optimal and approximated solutions with (L = 100)
and without (L = 1) retransmissions. Ray and Nak indicate Rayleigh and Nakagami fading,
respectively.
a noise factor of 7 dB and 10 MHz channel bandwidth. Our solutions are compared with
the resource efficiency when the instantaneous channel gain is perfectly known (AWGN in
the figure). The loss of resource efficiency due to the lack of CSI at the transmitter is
considerable, specially when retransmissions are required. This indicates that despite CSI
feedback have a considerable overhead costs, the SDR cloud resources are used much more
efficiently. Whether this increased efficiency pays back the extra costs due to CSI feedback
is a topic of future research.
6.6 Case n ≥ 1
In the general case with CSI available at the transmitter, the problem functions fk(x), k =














f1(x) = Rmin −
n∑
i=1





fj(x) = xj−2, − Ppeak = 3 . . . n+ 2
fj(x) = −xj−2−n, j = n+ 3 . . . 2n+ 2
(6.6.1)
The constraint functions are convex and the objective function is quasi-convex. Problem
(6.6.1) satisfies the Slater conditions so that the KKT conditions provide necessary and
sufficient conditions for optimality:
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Figure 6.5: Average resource efficiency per bit for the optimal and approximated solutions
with (L = 100) and without (L = 1) retransmissions. Ray and Nak indicate Rayleigh and
Nakagami fading, respectively.
fk(x
∗) ≤ 0, k = 1..n+ 2
λ∗k ≥ 0, k = 1..n+ 2
λ∗kfk(x






6.6.1 Equivalent Parametric Problem
In this case, it is not possible to solve the problem as in the n = 1 case, because constraint
functions f1(x) and f2(x) depend on all xi variables. Let us assume that the optimal powers
x∗i ≥ 0, so that λj = 0, j = n + 3 . . . 2n + 2. The non-negativity constraint will be imposed
to the final solution.
Solving the last equation of the KKT conditions is still cumbersome. Inspired by [103, 104]
we convert the fractional problem into a parametric one (see Appendix B). The idea is to
define a convex optimization problem with a parameter q using the objective function:

















log (1 + xiγi) . (6.6.3)
Since F (x, q) is a sum of convex functions of x, it is possible to solve the parametric
problem for a given q (q is a parameter, not a variable). Dinkelbach proofs [128] that the
solution to the original problem (x∗, q∗) satisfies
F (x∗, q∗) = min {F (x, q∗)|x ∈ X} = 0. (6.6.4)
For clarity, we will change the notation of the Lagrange multipliers λj+2 = νj for j =
2 . . . n+ 2. Thus, the last equation of the KKT conditions becomes:
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∇F (x∗, q) + λ∗1∇f1(x∗) + λ∗2∇f2(x∗) +
n∑
j=1
ν∗j∇fj+2(x∗) = 0, (6.6.5)
which is possible to solve analytically. The advantage of this solution methodology is that












































and rearranging terms yields:
(qcro − 1− λ∗1)∇
n∑
i=1







x∗i = 0. (6.6.7)




1 + λ∗1 − qcro
























1 + λ∗1 − qcro
. (6.6.10)
Water-filling power allocations are present in many power allocation problems. The water-
filling principle states that more power is allocated to the best channels and a channel is
allocated zero power if γi ≤ µi. When a channel is allocated zero power it is said to be
inactive.
6.6.2 Constrains
The waterlevel equation (6.6.10) still depends on the optimal dual variables λ∗1, λ∗2, ν∗i cor-
responding to the sum-rate, sum-power and peak power constraints, respectively. The peak
power constraint adds a significant degree of complexity to the problem. It can be seen,
however, that a positive ν∗i corresponds to a rise of the waterlevel. In section 7.5 we propose
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a sub-optimal solution when ν∗i > 0 for some i = 1 . . . n. In the remaining of this section, we
assume x∗i < Ppeak and ν
∗
i = 0 and redefine:




1 + λ∗1 − qcro
, for i = 1 . . . n. (6.6.11)
The sum-power and sum-rate constraints are mathematically simpler. The following
solution methodology will be applied [103]:
1. Assume λ∗1 = λ∗2 = 0 and find the unconstrained solution (x∗, q∗).
2. Apply minimum rate constraint: If f1(x
∗) ≤ 0, then by complementary slackness,
λ∗1 = 0. Otherwise, it is observed in (6.6.8) that λ∗1 > 0 corresponds to a rise of
the waterlevel, until the rate constraint is fulfilled. The solution is then equivalent to
minimize the transmission power subject to a minimum rate constraint.
3. Apply maximum power constraint: If f2(x
∗) ≤ 0, then by complementary slackness,
λ∗2 = 0. Otherwise λ∗2 > 0 is equivalent to lower the waterlevel until the maximum
power constraint is satisfied; in other words, the problem becomes to maximize the
sum-rate subject to a maximum power constraint.
The mathematical proof of this solution method is sketched for the maximum power
constraint case:
Proof. The objective function f0(x) is quasi-convex and unimodal. Consequently, any local
minima is global. Let x∗ be a local minimizer of f0(x) and x¯ =
∑
x∗i . Then, f0(x) is
decreasing until x¯ = x∗ and then increases. If Pmax < x∗, the minimum is at x¯ = Pmax,
because the function is decreasing. The optimal value of the denominator chooses
∑
x∗i =
Pmax to be constant and the function is minimized by minimizing the numerator, that is, by
maximizing the rate subject to a maximum power constraint.
Note that both constraints can not be active, otherwise the problem is infeasible.
Let us now focus on the unconstrained case, λ∗1 = λ∗2 = 0. To find the optimal parameter





























Equation (6.6.13) is called the waterlevel equation. Its solution finally solves the power
allocation problem. The left-hand side is an piecewise-linear increasing function of q′ with
breakpoints at γ−1i , so equation (6.6.13) has a unique solution. It is straightforward to obtain
both iterative and exact algorithms to solve this equation. Iterative algorithms are obtained
by fixing the waterlevel to some value and then adjusting the waterlevel iteratively until the
constraint is satisfied. This can be done by modifying the waterlevel with small decreasing
steps or by bisection.
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6.6.3 Iterative Solution
Exact algorithms are based on hypothesis testing. The idea is to form a hypothesis of the
active (xi > 0) and inactive (xi = 0) channels and check whether a consistent solution is
found conditioned to the hypothesis. With an exact method, it is possible to obtain worst-

































where hˆ is the inverse of the harmonic mean and log(gˆ) is the geometric mean. c¯ is the
normalized cost. Rearranging terms
q′
(
log q′ + g − 1) = c¯− h, (6.6.19)
and applying the change of variable s = log q′ and multiplying both sides by egˆ−1 yields:





Equation (6.6.20) is a transcendental equation whose solution can be given by the Lambert-
W function (Appendix A). Applying W (x) to both sides of the equality and using the identity









W () is the principal branch of the Lambert-W function, which is defined for x ≥ −1/e
and takes values in the range (−1,+∞). A careful look at (6.6.21) reveals that q′ never takes
negative values. W (x) ∈ [−1, 0) if −1/e ≤ x < 0, which happens only when c¯ < hˆ in which
case the numerator is also negative.
If F (q∗,x∗) = 0, we see from (6.6.13) that the optimal resource efficiency η∗ is
η∗ = q∗. (6.6.22)
Therefore, if the hypothesis that all channels are active is true and q′ is the optimal waterlevel,
the optimal resource efficiency is:
η∗ =



















c¯− hˆ , (6.6.24)
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Figure 6.6: Plot of the function y(x) = x
W (xae−1) . It represents equation (6.6.21) with a = e
gˆ
and x = c¯− hˆ.
The Lambert-W function is defined in the real domain if and only if
c¯ ≥ hˆ− e−gˆ , κ. (6.6.25)
Otherwise, (6.6.19) has no solution for real q′. Fig. 6.6 plots (6.6.21), showing the points
where the original transcendental equation has a real solution. The main branch of the
function W (xae−1) is undefined for real values if x < −10, x < −1 and x < 0 when a = 0.1,
a = 1 and a = 10, respectively.
On the other hand, hˆ−1 and log(gˆ) are the harmonic and geometric mean of the channel
gains, respectively. According to the inequality of arithmetic and geometric means, we know
that κ is a non-negative number for any sequence of channel gains. In fact, κ = 0 if and only
if all channel gains are equal. Therefore, depending on the distribution of channels, equation
(6.6.19) has no solution. This occurs because the assumption that all channels are active is
not valid. We can intuit that the fraction of active channels in the final solution depends on
the relation between the geometric and harmonic means.







with q′ the solution to (6.6.13). It is clear that the optimal EMPA is independent of the
sum-rate cost cro for n ≥ 1. q′ is a function of c¯ and the channel gains γi. As it was shown in
the case n = 1, the sum-rate cost cro is an offset to the cost function and modifies the final
cost, but the optimal power allocation is independent of cro. Therefore, it is safe to ignore the
cost cro from the optimization problem.
6.7 Summary
In this chapter, we have introduced the EMPA problem for n ≥ 1 parallel channels. The
network operator pays for using these channels as modeled by the costs model defined in
Chapter 5 (pay-per-use). The EMPA problem aims at delivering the maximum amount of
bits per consumed resources, in equivalent currency units.
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Closed form solutions of this problem were obtained for the case n = 1. The results show
that the optimal transmission rate is an increasing function of γ cocp . Thus, high rates should
be employed if either the channel is very good or the operational costs are very high, so that
the infrastructure is used less time per transmitted bit. If co  cp or even co = 0, the most
efficient strategy is transmitting the minimum rate required by the service, i.e. r′ = Rmin.
On the other hand, if co  cp or cp = 0 the optimal strategy is transmitting the maximum
power possible.
If n = 1 and the transmitter has no CSI, channel outages occur and the optimization
problem becomes more complex. We showed that the problem is bi-concave for certain
channel statistics and introduced closed-form and approximated solutions for the Rayleigh
and Nakagami-m fading cases, respectively. The results show that information should be
encoded more robustly in order to prevent retransmissions.
The general case n ≥ 1 with complete CSI is a constrained convex optimization problem.
The problem is solved by converting the fractional program into an equivalent parametric
one. The solution has the form of water-filling power allocation. It is shown that if the
unconstrained solution violates the power constraint, the resource efficient solution is the rate
maximizing power allocation. On the other hand, if the solution violates the rate constraint,
the resource efficient solution is the margin maximizing power allocation.






is the ratio of operational to
power costs. An iterative solution has been introduced, and is a function of c¯ and the harmonic
and geometric mean of the channel gains, suggesting that the distribution of channel gains
influences the optimal solution. The complexity of the iterative solution scales linearly with
the number of channels. The optimal waterlevel is obtained solving an equation at each
iteration, thus preventing its practical implementation in time-varying environments with a
large number of channels, as is the case of the SDR cloud.

Chapter 7
Ordered Statistics Based EMPA
7.1 Introduction
In Chapter 6 a solution for the EMPA problem was derived. The solution is iterative, though,
hiding important insights about how the optimal resource efficiency behaves as a function of
the problem parameters. For instance, determining the average number of active channels
or optimizing certain parameter requires time-consuming simulations with different channel
realizations.
The main contribution of this chapter is a novel methodology for solving multi-channel
power allocation problems based on ordered statistics. The methodology covers the efficiency
maximization (EM) (and energy-efficient) cases but also the RM and MM problems. The
methodology presented in this chapter has two main advantages:
• the computational complexity is 1-2 orders of magnitude faster than the related work,
and
• it improves the understanding of the relationship between the optimal solution and the
problem parameters.
Order statistics is a mathematical tool that studies the properties of ordered sequences
of random variables. It is recently gaining interest in the wireless communications domain
[129]. Despite being deployed in many different areas of wireless communications, this tool
has never been applied for solving the water-filling problem.
The theory is briefly introduced in Appendix C. The general idea is that if a sequence of
random variables α1, α2, ..., αn is ordered according to their magnitude:
α1:n ≤ α2:n ≤ αn:n, (7.1.1)
then αi:n is called the ith order statistic [130]. Regardless of the characteristics of αi, the
ordered variables αi:n are dependent, because of the inequality relations among them. The
p.d.f. of the ith order statistic can be derived based on the distribution of the unordered
sequence. If the number of random variables n is sufficiently large and they are i.i.d. with f
and F the p.d.f. and c.d.f., it is possible to show [130, Ch. 9] that almost all values αi:n have







where p = i/n.
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Figure 7.1: Plot of the p.d.f. of the three distributions that will be used throughout this
section.
The random variables in the EMPA problem are the channel gains γi, for i = 1 . . . n.
Thus, choosing the appropriate p.d.f. and c.d.f. of the channel gains is crucial in order to
obtain an accurate solution. Throughout this chapter, we use the following distributions:
• exp is the exponential distribution with mean 1.
• lognorm is the log-normal distribution with mean 1 and variance 8.
• gamma is the Gamma distribution with mean 1 and variance 1/15.
The p.d.f. of these distributions is shown in Fig. 7.1. We have chosen these distributions
and their parameters based on the following reasons:
1. Shape: the three distributions have different types of p.d.f. shapes. The exponential
has decreasing p.d.f., the log-normal has a large peak close to the origin and heavy tails
and the Gamma has a smooth bell-shape curve.
2. Utility : the three distributions are found in different channel models. For instance, the
exponential distribution approaches the channel gains of a MD-MIMO system and the
Gamma distribution models a family of distributions related to the Chi-squared, the
Nakagami, Rician or Rayleigh-Rician distributions.
3. Validation: Since they have different characteristics but equal mean, they allow vali-
dating the theory developed throughout this section.
7.2 Related Work
It is well-known that optimal water-filling solutions are complex. This explains why they
are rarely used in practical systems. Many computationally efficient algorithms have been
introduced in the literature. They tackle the RM or MM problems, rather than the EM
problem. [131] introduces an optimal integer-bit power allocation algorithm for discrete
multi-tone modulation. The authors use a bisection method for obtaining the waterlevel. The
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main contribution is using a look-up table (LUT) for obtaining the optimal rate based on the
channel gain. Sub-optimal algorithms achieve greater computational complexity reduction
[132, 133]. [132], for instance, achieves a complexity of O(kn), with k the number of iterations
(around 10) and n the number of channels. Other low-complexity algorithms are presented
in [134, 135, 136].
Ordered statistics is a mathematical theory that studies the properties of sequences of
ordered random variables [130]. The main advantage is that a problem of n random variables
can be formulated as a function of their statistical properties, instead of their realization.
[129] applies the theory to resource management in MIMO and OFDM systems. [137] uses
ordered statistics to derive bounds on the capacity of delay-limited OFDM fading channels.
In [138], the authors derive the marginal p.d.f. of the ordered eigenvalues of a MIMO system
to derive the capacity a nx2 MIMO. The solution for larger systems, found numerically, is
left as a function of the waterlevel. Ordered statistics is also used to group channels of similar
gains before applying WF, reducing the problem space [139]. Other applications are found
in OFDMA, simplifying the problem by assuming certain order between the channel gains
different users experience [140, 141]. Dardari [142] analyses the bit error probability of using
k out of the n available channels, for discrete uncoded modulation. The authors propose an
empirical relation between k and the channel average SNR, which is then used to transmit a
constant power on the best k channels.
All state-of-the-art algorithms have higher complexity than the solution introduced in this
chapter. Our solution, based on ordered statistics, only requires a LUT access for obtaining
the waterlevel. The optimal waterlevel is computed oﬄine based on the channel statistics,
rather than in their realization.
7.3 Assumptions
The parallel channel model
yi =
√
γixi + zi, i = 1 . . . n (7.3.1)
is assumed, with xi and yi the transmitted and received symbols and zi the complex noise.
γi is the channel-to-noise ratio (CNR) of the ith channel. It is assumed that γi is known to
the transmitter and that the channel is sufficiently slow faded so that the transmitter is able
to adapt to the channel variations.
Assumption 7.1. Assume all channels γi are i.i.d. and E{γi} = γ¯ for i = 1 . . . n. Let




xdF = 1. (7.3.2)
That is, the random variables described by the c.d.f. F (x) have unit mean and γ¯ is the
mean of γi. The ordered sequence of channel gains
γ1:n ≥ γ2:n ≥ · · · ≥ γn:n (7.3.3)
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Figure 7.2: Plot of the γ(z) function for the three distributions for n = 100 random variables.
Definition 7.1. z ∈ (0, 1) is the fraction of active channels so that k = bznc is the number
of active channels.
Then the function
γ(z) , F−1(1− z) (7.3.5)
is the value of the bznc-th strongest channel, i.e. γ(i/n) = γ¯γi:n.
Assumption 7.2. The function γ(z) = F−1(1− z) is continuous in the interval z ∈ (0, 1).
Assumption 7.3. γ(z) > 0 for 0 < z < 1.
Figure 7.2 plots the γ(z) function for the three distributions for n = 100. The three
distributions have unit mean but different variances. The slope of the γ(z) function indicates
the difference between the largest and smallest random variables. We observe that the log-
normal distribution has the highest slope while the Gamma distribution is the smoothest of
the three. The exponential is somewhere in between. If n random variables are drawn from
these distributions, the log-normal will show the greatest variation between the highest and
lowest value. As shown by the p.d.f. (Fig. 7.1) it is very probable that most of the values are
small, but there is a non-zero probability that some of them are very large (the distribution
is said to be heavy tailed). The Gamma distribution, on the other hand, has a bell-shape
p.d.f., which implies that, with high probability, all values fall around the mean.
Assumption 7.4. The waterlevel q′ satisfies γn:n ≤ 1q′ ≤ γ1:n.






The waterlevel equation (6.6.13) becomes





















) = γ¯c. (7.4.1)
Note that the operator (·)+ has been removed, because all channels are active by definition.
So far, the only approximation we have considered is the deterministic assumption of the
ordered channel gains. The second approximation we take is to express the summation of















which is independent of n due to the change of variable z = i/n. Similarly, we define the














Both integrals (7.4.2)-(7.4.3) exists for z < 1 because γ(z) is continuous and γ(z) > 0.
Using h(z) and g(z), equation (7.4.1) becomes
1
γ(z)
(g(z)− z log γ(z))− z
γ(z)
+ h(z) = γ¯c¯. (7.4.4)
We note that the left hand side of (7.4.4) is a function of z and γ(z) only. Since we have
not imposed any restriction on the p.d.f. of the channel model, we conclude that, for all
channel distributions, the term γ¯c¯ can be separated from the functions involving the variable
z in equation (7.4.4).
The solution to (7.4.4) solves the water-filling problem provided that the number of active
channels k satisfies 1 < k < n.
The variable z indicates the fraction of active channels in a water-filling power allocation
and the waterlevel constant through the transformation (7.3.6). It also allows compact and
simple representations of different magnitudes. In the remaining of this chapter, we will use
the following functions, which we denote the z-functions:
• pi(z) is the average transmitted power per channel normalized to γ¯ = 1, so that nγ¯pi(z)
is the total transmission power;
• ρ(z) is the average rate per channel and nρ(z) is the total rate;
• ω(z) is the left hand side of the waterlevel equation (7.4.4) and
• η(z) is the resource efficiency.





































If we define pi(z) , γ¯nPt, then
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Figure 7.3: pi(z) function (line) and the average power per channel (circles) as a function of





Figure 7.3 plots the function pi(z) for the three distributions. The figure compares the function
pi(z) with the sum-power resulting of a water-filling power allocation as a function of the
waterlevel. pi(z) only assumes a water-filling power allocation with waterlevel q′ satisfying
Assumption 7.4. Therefore, the predicted average sum-power also can be applied to other
kind of power allocations with different objectives. The accuracy shown in the figure is
reasonable and suggest that the function pi(z) can be used for fast LUT-based evaluations of
water-filling power allocations.
The slope of the pi(z) function explains how the sum-power is increased by using more
ordered channels. For instance, the slope of the Gamma distribution is very smooth, which
indicates that using more or less channels has little effect in the total transmitted power. In
the log-normal distribution, however, using more channels implies more power, because there
is a high probability that the lowest channels have very low gain (see Fig. 7.1).




log(1 + γi:nxi) = n






= n [g(z)− z log γ(z)] .
(7.4.7)
If we define ρ(z) , 1nRt, then
ρ(z) = g(z)− z log γ(z). (7.4.8)
Remark 7.1. Let n channels be i.i.d. with c.d.f. satisfying Assumptions 7.2 and 7.3, then the
sum-rate Rt =
∑n
i=1 ri is independent of the average channel gain for all waterlevel satisfying
Assumption 7.4.
This observation contrasts with the transmitted power, which scales linearly with the
inverse of the average channel gain. Figure 7.4 plots the ρ(z) function or average rate per
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Figure 7.4: ρ(z) function (line) and the average rate per channel as a function of the active
channels before any approximation with n = 100.
channel of a water-filling power allocation before any approximation. Again, the accuracy of
our approximation, and the fact that it only relies on the channels statistics, makes it useful
for fast LUT-based sum-rate computation of water-filling power allocations.
The slope of ρ(z) now indicates how the sum-rate increases when the waterlevel increases
and more ordered channels are used. In the log-normal distribution, we observe that when z
approaches 1, the rate shows very small increments, while the power (pi(z) function) in that
region showed a large increment. Since γi:n is very small if i is close to n, a lot of power is
required to obtain a small rate increment.
Equation (7.4.4) can now be expressed in terms of the pi(z) and ρ(z):
ρ(z)
γ(z)





so that the solution to the waterlevel equation, that is, the optimal fraction of active channels
that maximizes the resource efficiency, z∗, is:
z∗ = ω−1(γ¯c¯). (7.4.11)
The intersection of the ω(z) function with the product γ¯c¯ gives the optimal z∗ maximizing
the resource efficiency. The ω(z) function is plotted in Fig. 7.5.










Similarly to the rest of the z-functions, the η(z) function is valid for LUT-based analysis of
power allocation algorithms using channel statistics knowledge only. Figure 7.6 shows the ac-
curacy of the ordered statistics approximation compared to a random channel realization. For
instance, we may consider a capacity-achieving power allocation for a given channel statistics.
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Figure 7.5: ω(z) function for different distributions. Circles are the average power as a
function of the active channels before any approximation with n = 100.
This power allocation is determined by a waterlevel constant. From this constant, we obtain
z from (7.3.6) and then evaluate the resource efficiency. We could evaluate, for instance, how
the resource efficiency would vary if we add or remove channels, without simulating channel
realizations.
In Fig. 7.6 we observe that each distribution, albeit having equal mean, have different
optimal operating points for maximizing the resource efficiency, indicated by the maximum of
the η(z) function. The log-normal distribution operates with the smallest waterlevel or lowest
number of active channels. The tail of the p.d.f. curve of the log-normal distribution indicates
that there is a small probability that some channels are very high. Thus, the most efficient
solution is transmitting on a small set of the best channels. The Gamma distribution, on the
other hand, transmits on almost all channels. The γ(z) function of this distribution (Fig.
7.2) showed that almost all channels have equal value. Thus, a power allocation assuming
channels are Gamma distributed will transmit on either almost all channels (z → 1) or only
a few of them (z → 0). The η(z) function for the exponential distribution shows a smooth
shape, with the maximum located in between the log-normal and Gamma distributions.
7.4.1 Properties of the z-functions
Throughout this section and unless stated the contrary, we use the term increasing to denote
a strictly increasing function and decreasing to denote a strictly decreasing function.
Let us recall the properties of γ(z) , F−1(1− z), given any c.d.f. F (x)
• γ(z) is increasing with z in its domain z ∈ (0, 1),




F−1 (1− z))]−1 and exists if f(x) > 0 for
x > 0, and
• limz→1 γ(z) = +∞ and limz→0 γ(z) = 0.
Now we can derive the properties of the z-functions. The first derivatives of pi(z), ρ(z),
ω(z) and η(z) are:
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Figure 7.6: η(z) function for different distributions. Circles are the average power as a
function of the active channels before any approximation with n = 100.
pi′(z) = −z γ
′(z)
γ2(z)
ρ′(z) = −z γ
′(z)
γ(z)

























ρ′(z) [ω(z)− γ¯c¯] .
(7.4.13)
All the first derivatives are proportional to −γ′(z). This explains the fact that the slope
of the c.d.f. directly influences the slope of the z-functions.
The pi(z), ρ(z) and ω(z) satisfy the following common properties:
1. They are increasing and continuous for z ∈ (0, 1),
2. the limit for z → 0 is 0,
3. the limit for z → 1 is +∞.








and the fact that ω−1(y) ∈ (0, 1) and ω′(z) > 0 for z ∈ (0, 1), it is straightforward to show
that








The properties of the ω−1(γ¯c¯) function indicate the behaviour of the optimal solution with
respect to the problem parameters: the optimal fraction of active channels z∗ is increasing
with the factor γ¯c¯ (c¯ = c/n and c = (c0o+c
n
on)/cp). The ρ(z) and pi(z) functions are increasing
with z, implying that the sum-rate and sum-power of the resource-efficient power allocation
is an increasing function of the factor γ¯c¯. This is consistent with the case n = 1 derived in
Section 6.4. In the case n = 1, the optimal rate is an increasing function of γ cocp .
The constant c relates the operating costs to the power costs. If the power costs are very
high, the solution reduces z∗, which means less rate. The infrastructure (e.g. computing)
will be acquired for a longer period for transmitting the same amount of bits, (higher costs
in total), albeit this extra cost will be compensated by a low transmission power. Small
z∗ also means transmitting on the best channels only. Due to the fact that the channels
are ordered, if the power costs are high compared to the operation costs or there are many
channels (large n), the power required to transmit on the worse channels does not compensate
for the additional rate they can provide. Hence, the most efficient solution is transmitting
on the best ones only.
On the other hand, if the average channel gain γ¯ is very high, an efficient solution is z∗ →
1, which means high rates. The infrastructure is acquired for shorter time for transmitting
the same amount of bits. Because the average channel gain is high, high rates do not imply
high transmission power. What determines the rate, power or efficiency, is the ratio γ¯c¯. Thus,
high power costs can be counterbalanced by high channel gain, and vice versa.
If the operational costs are null or negligible, co + c
n
on→ 0, the efficient solution is mini-
mizing the power subject to the minimum rate constraint, that is the MM power allocation.
Conversely, if the power costs are null or negligible, cp → 0, the efficient solution is maxi-
mizing the sum-rate subject to the maximum power constraint, or RM power allocation (see
Section 6.6).
The η(z) function, on the other hand
1. is continuous for z ∈ (0, 1),
2. increasing for z < ω−1 (γ¯c¯) and decreasing for z > ω−1 (γ¯c¯),
3. lim
z→0




The second property indicates the maximum resource efficiency or the main problem solution.
7.4.2 Optimal Resource Efficiency
In Section 6.6.3, we observed that when the optimal waterlevel is chosen, the resulting resource
efficiency is




Using z∗, it is possible to express the optimal resource efficiency as a function of γ¯ and c¯:







where the term z∗ (γ¯c¯) = ω−1 (γ¯c¯).
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The function η∗ (γ¯, c¯) is continuous for z∗ > 0, which implies γ¯c¯ > 0. The range of the
function η∗ (γ¯, c¯) is (0, 1/cro). In the remaining of this subsection, we study the behaviour of
the optimal resource efficiency as a function of the different problem parameters, showing that
it is analogous to the case n = 1 studied in Section 6.4. More precisely, we will demonstrate
that the optimal resource efficiency is:
• increasing with the average CNR γ¯,
• decreasing with the power costs cp and
• decreasing with the normalized operational to power costs ratio c¯ = c0o+cnonncp .
Proposition 7.1. Given any constant a > 0, η∗ (γ¯, a) is monotonically non-decreasing and
bounded in the interval (0, 1/cro).
Proof. We will show that, given any constant a > 0, the constant 1/q′ is a monotonically
non-decreasing function of γ¯, taking values in the interval (0,∞). The proof follows straight-
forward.












Now 1/q′(z∗) is a composite function of the form t(s(x)) where s(x) = ω−1(x) and t(y) =








because any c.d.f. F (x) is monotone non-decreasing then ddyγ(y) ≤ 0. By the composition
rule, 1/q′ is a monotonically non-decreasing function of γ¯.





increasing and bounded in the interval (0, 1/cro).
Proof. We will show that the function s(cp) =
aγ(ω−1(ab/cp))
cp
is non-increasing and lim
cp→∞
s(cp) =




= [cro + 1/s(cp)]
−1 is non-increasing in the interval
(0, 1/cro).











∗(cp) ≤ 0 (see section 7.4.1) and








it follows that the composite function satisfies ddcp s(z
∗(cp)) ≤ 0 which completes the proof.
Proposition 7.3. Given any constant a > 0, η∗ (a, c¯) is strictly decreasing and bounded in
the interval (0, 1/cro).
Proof. ω−1 (x) is strictly increasing with x and γ(z) is strictly decreasing with z (see section
7.4.1). It follows from the composition rule that, for any constant a > 0, η∗(a, c¯) is strictly









∗ (a, c¯) = 0.




decreases and the resource ef-










If the cost per extra independent channel is negligible, the optimal strategy is transmitting
only on a subset of the best channels (z∗ = ω−1(0) = 0). When the cost of using more channels
is non-zero, z∗ = ω−1 (cno/cp) > 0.
Using the optimal resource efficiency function (7.4.16), we have that for n→∞:
lim
n→∞ η












with z∗ = ω−1 (cno/cp).
That is, the resource efficiency of a multi-channel system increases to the maximum
(1/cro) with n, if the cost associated to an extra channel is zero or negligible. Otherwise, the
asymptotic resource efficiency converges to a lower value, as shown in Fig. 7.7. In the figure,
we have assumed cro = 0 and the case c
n
o = 0 diverges to infinity.
This conclusion is consistent with the capacity-achieving power allocation at low SNR per
dimension [65, Section 5.4]. If n increases and the average SNR remains constant, the best
strategy is using only the best channels. For independent channel gains, it is very likely that
the maximum is very high as the sample size increases. Order statistics theory indicates that
the expected value of the strongest channel increases as F−1(1− 1/n), which is an increasing
function of n.
In the EM power allocation, the number of degrees of freedom are exploited according to
the ratio of factors c0o, c
n
o to cp. The practical consequences are that if a system is employing
a large number of degrees of freedom (e.g. an SDR Cloud), the most determining factor that
influences the power allocation is the ratio of the cost per degree of freedom to the power cost,
or cno/cp. These are the parameters to be considered for maximizing the resource efficiency.
The rest of the costs as defined in our linear model have little influence when n 1, because
the constant costs are amortized by transmitting over more channels (which implies higher
sum-rates).
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Figure 7.7: Resource efficiency as a function of the number of independent channels n con-
sidering that cro = 0 and cp = 1. The curves with circles are for c
n
o = 0. The curves with
crosses are for cno = 0.1.
7.4.3 Extreme Cases
The solution z∗ = ω−1(γ¯c¯) assumes that the number of active channels satisfies 1 < k < n.
In this section, we discuss the solutions for the cases k = 1 and k = n.
Case k = 1.
The properties of the ω−1(γ¯c¯) function indicate that if γ¯c¯→ 0, then z∗ → 0. The case k = 1







determines when the optimal solution for maximizing the resource efficiency is transmitting
on the best channel only. Fig. 7.8 plots the ω(1/n) function. The figure is interpreted as
follows: given n, the set of γ¯c¯ values below the curve correspond to the solution k = 1. For
instance, if n = 100, the Gamma, log-normal and exponential distributions will use k = 1
channels if γ¯c¯ < 2 · 10−6, γ¯c¯ < 5 · 10−5 and γ¯c¯ < 2 · 10−4, respectively.
Figure 7.8 shows that for the Gamma distribution, ω(1/n) decays very quickly, which
indicates that for large n, the solution k = 1 will rarely be the optimal. Indeed, for n > 150,
k > 1 for any γ¯c¯. For the log-normal and exponential distribution, on the contrary, the
solution k = 1 is optimal if γ¯c¯ is relatively small, even if n is large.
Let γ1:n be the largest channel gain (i.e. the first ordered statistic), the power allocation
can be formulated as the power adaptation problem described in Section 6.4, with n = 1 and
γ = γ1:n. Since n channels are being reserved despite only one is being used, the cost c
n
o is
multiplied by the total number of channels n. For clarity, we will assume that cro = 0. The









s.t. R0 ≥ Rmin
R0 ≤ log (1 + Pmaxγ1:n) .
(7.4.27)
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for the three distributions.














. In this case, the solution is in closed form
without using ordered statistics theory. The first order statistic does not follow the Gaussian
approximation of the quantiles and its variance is large (see Appendix C). Thus, using the
measured channel gain γ1:n instead of the expected value γ(1/n) gives more accurate results.
On the other hand, ordered statistics allow computing the average transmission rate:












(yc− 1) e−1) dF (p)(y)dy (7.4.29)
where p = 1, 2, 3 is one of the limiting distributions of the extreme value as described in
Appendix C. The expected value of the strongest channel is E{γ1:n} = γ¯γ(1/n). The main
branch of the W (x) function is concave, hence we can apply the Jensen’s inequality to get
an upper bound on the expected rate:
E {R∗0} ≤ 1 +W
(
(γ(1/n)γ¯c− 1) e−1) , (7.4.30)










Case k = n.
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for the three distributions
the power allocation solution assigns non-zero power to all channels. Contrary to the case
k = 1, the case k = n occurs frequently if the SNR is high, for instance, when the mobile
terminal is close to the base station.
The threshold γ¯c¯ decreases with the number of channels. Intuitively, the larger the number
of channels, the more likely some of them have poor quality. Then, it is efficient to use all
channels only if, either the average gain or the costs, are very high. On the other hand,
distributions with a smooth p.d.f. require lower average gain, because the shorter difference
between the largest and smallest channel gains. Figure 7.9 plots the ω(1−1/n) function. The
figure is interpreted as follows. Given n, the set of γ¯c¯ values above the curve imply that the
optimal solution is k = n. Thus, it is observed that for the Gamma distribution, which has
most of the values concentrated around the mean, the threshold that determines when k = n
is optimal is very low for all range of n values. The log-normal distribution has the highest
threshold, because the difference between the highest and lowest channel gain is larger.
In Section 6.6.3, we already derived the optimal waterlevel when all channels where as-
sumed to be active. Let hˆ denote the inverse of the harmonic mean of the channels and log(gˆ)









Using ordered statistics, we can obtain the waterlevel without knowledge of the channel





(c¯γ¯ − h(1)) eg(1)−1] . (7.4.34)






(c¯γ¯ − h(1)) eg(1)−1]
c¯γ¯ − h(1) . (7.4.35)
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7.5 Constrained Solution
In Section 6.6 we showed that if the unconstrained solution violates the maximum power or
minimum rate constraints, the EM power allocation equals the RM and MM power alloca-
tions, respectively. In this section, we show that these solutions can also be obtained without
knowledge of the channel realization, using ordered statistics. We also propose a sub-optimal
solution for the case when the peak power constraint is violated.
7.5.1 Maximum Power
Given z′ = ω−1 (γ¯c¯) a maximizer of the resource efficiency, if
n
γ¯
pi(z′) > Pmax, (7.5.1)
the maximum power constraint is violated and the optimal z∗ that maximizes the resource








Remark 7.2. z∗MR is the solution to the rate maximization water-filling problem under the




The function pi(z) has the same properties than the ω(z) function. Hence z∗MR satisfies
the same properties than the unconstrained solution. For γ¯nPmax → 0, z∗MR → 0 and for
γ¯

































































+ log(γ¯) + g(1)
]
. (7.5.9)




[log (Pmax/n+ h(1)/γ¯) + log(γ¯) + g(1)]
c¯+ Pmax
. (7.5.10)
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7.5.2 Minimum Rate




a maximizer of the resource efficiency, if
nρ(z′) < Rmin, (7.5.11)
the minimum rate constraint is violated and the optimal z∗ that maximizes the resource








Remark 7.3. z∗MM is the solution to the margin maximization water-filling problem under





The function ρ(z) has the same properties of function ω(z). Hence z∗MM satisfies the same
properties than the unconstrained solution. For Rminn → 0, z∗MM → 0 and for Rminn → ∞,










only the channel with the maximum gain is used and the transmission rate is:
R∗0 = Rmin, (7.5.15)
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Figure 7.10: Comparison of the power allocation of the unconstrained and constrained solu-
tions for n = 100 i.i.d. exponential channels with γ¯ = 1 and Ppeak = 1 W. The channels are
ordered and xi is the power allocated to the ith largest channel.
7.5.3 Maximum Peak Power
When the peak power constraint is violated, the optimal waterlevel raises and the optimal
solution transmits on more channels. Figure 7.10 compares the solution of a constrained and
unconstrained power allocation. Because the power allocated to some channels is limited, the
constrained solution uses more channels to compensate for the loss of power. That is, if z∗co
is the optimal fraction of channels of the constrained solution and z∗un is the optimal fraction
of channels of the unconstrained solution, it holds that
z∗un ≤ z∗co, (7.5.20)
which follows from the stationary condition of the constrained optimization problem, equation
(6.6.8).
A simple but effective approximation consists on assuming z∗co = z∗un and applying the




Ppeak . This solution has a loss of efficiency less than 10% for Ppeak > 250 mW, as
shown in Fig. 7.11. The figure fixes γ¯ = 1 and plots the gap to the optimal efficiency as a
function of c¯ = c/n. Note that since z∗ is a function of the ratio γ¯c¯, fixing c¯ and varying γ¯
shows identical performance.
The gap to the optimal efficiency is computed as the ratio between the ordered statistics
solution assuming z∗co = z∗un and the exact iterative solution as described in Section 6.6,
applying the constraint is applied to the vector of powers at each iteration.
The highest loss occurs for small c¯, where only a few channels are active. In these cases,
the iterative constrained solution allocates power to more channels than the unconstrained
one. The relative difference is higher when only a few channels are active, than where many
channels are. When the factor γ¯c¯ increases, even a small peak power constraint has negligible
effect to the final resource efficiency.
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x′i the solution to the unconstrained optimization problem, for the exponential distribution.
The gap ∆η∗ is computed as the ratio of the constrained to the unconstrained efficiency.
7.6 Numerical Evaluation
We have presented a sub-optimal solution to the water-filling power allocation problem based
on channel statistics rather than the channel realization. In this section, we asses the perfor-
mance of the proposed solution numerically, with respect to the optimal water-filling power
allocation and related work.
From now over, ∆η∗ in the y-axis of the figures represents the gap to the optimal solution,
computed iteratively without using ordered statistics, as described in Section 6.6. The gap
is given in % and is computed as follows





For instance, if ∆η∗ = 90% means that the efficiency is 90% the efficiency obtained with the
iterative solution.
7.6.1 Gap to the Optimal water-filling
Figures 7.12-7.14 plot the difference between the sub-optimal ordered statistics solution, i.e.
z∗ = ω−1(γ¯c¯) with respect to the optimal (iterative) solution for n = 100 channels. The
results have been computed by fixing γ¯ = 1 and varying c¯. Note that varying γ¯ and fixing c¯
gives identical results. The three figures also plot the solutions k = 1 and k = n.
The results show that the range of γ¯c¯ values where the ordered statistics solution is
accurate enough is wider for the exponential and log-normal distributions than for the Gamma
distribution. The explanation is that when channels are Gamma distributed, the optimal
solution either chooses k = 1 or k = n with high probability, violating the ordered statistics
assumptions. The combination of the three solutions, however, covers all range of values
with an efficiency higher than 91%, 82% and 96% of the optimal, for the exponential, log-
normal and Gamma distributions, respectively. Furthermore, equations (7.4.26) and (7.4.32)
indicate, analytically, which of the three solutions need to be selected.
From Fig. 7.8 we observe that if we let γ¯ = 1, n = 100, the solution k = 1 is optimal for the
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Figure 7.12: Gap to the optimal water-filling solution of the ordered statistics solution as a
function of c¯ = c/n for n = 100 and exponentially distributed channels.























Figure 7.13: Gap to the optimal water-filling solution of the ordered statistics solution as a
function of c¯ = c/n for n = 100 and log-normal distributed channels.
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Figure 7.14: Gap to the optimal water-filling solution of the ordered statistics solution as a
function of c¯ = c/n for n = 100 and Gamma distributed channels.
Gamma, log-normal and exponential distributions if c¯ < 2 ·10−4, c¯ < 5 ·10−3 and c¯ < 2 ·10−2,
respectively. The results of Figs. 7.12-7.14 show, however, that even if c¯ is higher than these
thresholds, the accuracy of the ordered statistics solution is not as good as desired. In fact,
the accuracy is worse for the log-normal and exponential distributions than for the Gamma
distribution. This inaccuracy is due to the fact that the ordered statistics approximation has
large variance for the strongest channels. This variance is more significant in the log-normal
distribution, because of the heavy tail of its p.d.f.. The ordered statistics waterlevel assumes
values of channel gains which are far from the true values and the efficiency decreases.
So far we have assumed simple channel models where all sub-channels are independent
and identically distributed. In an OFDM system, for instance, the equivalent channel gains
(of each sub-carrier) have some degree of dependence, as a function of the delay spread,
and may be differently distributed. Figure 7.15 shows the empirical c.d.f. of the gap to the
optimal solution for four standard channel models:
• ITU Veh-A: ITU-R Vehicular A channel model of 6 taps with maximum multipath
spread of 2.51 µs,
• TU-6: 3GPP COST 207 Typical Urban models of 6 taps with a maximum multipath
spread of 5 µs,
• TU-12: 3GPP COST 207 Typical Urban models of 12 taps with a maximum multi-path
spread of 5 µs, and
• BU-12: 3GPP COST 207 Bad Urban 12-taps model with a delay spread of 10 µs.
The figure considers an OFDM system with n = 512 sub-carriers. The channel multipath
coefficients follow a Rayleigh distribution, the bandwidth is 10 MHz, the noise figure is 7
dB and the path loss is 80 dB. The number of sub-carriers experiencing independent fading
depends on the coherence bandwidth or multipath spread. Despite assuming independent
channel gains, Fig. 7.15 demonstrates that the efficiency is more than 95% the optimal
efficiency for most of the cases. For the ITU Veh-A channel model, which has the shortest
delay spread, less than 10% of the times the loss is between 5% and 2%. It is possible to
reduce the gap to the optimal if n is reduced and channels of similar gains are grouped.
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Figure 7.15: Empirical c.d.f. of the difference between the ordered statistics efficiency and
the optimal (iterative) water-filling solution for 100 standard channel realizations.
7.6.2 Computational Complexity
The gains in terms of complexity reduction are worth the losses in terms of efficiency when
compared to the GABS [102] and Dinkelbach [104] algorithms (Fig. 7.16). These algorithms
solve the energy efficiency problem, which has identical formulation to the resource efficiency
problem except that cno = c
r
o = 0. The Dinkelbach and ordered statistics algorithms compute











for each i = 1 . . . n to obtain the power and rate for each channel. The GABS algorithm is
a gradient descend algorithm. It directly computes the optimal rate vector. The Ordered
algorithm obtains the solution ∼ 30x faster than the Dinkelbach algorithm and ∼ 400x faster
than the GABS algorithm.
The GABS and Dinkelbach algorithms obtain the optimal solution, while the ordered
statistics algorithm is sub-optimal. However, we have showed in the preceding sections that
the loss of efficiency of our sub-optimal solution is negligible. On the other hand, when the
number of channels is very large, as in the case of the SDR Cloud, the complexity of optimal
methods makes the application of water-filling solution impractical. The complexity of water-
filling algorithms explains that these kind of solutions are rarely employed. Our solution, on
the other hand, allows these solutions to be implemented in large-scale systems at reasonable
cost.
7.7 Practical Considerations
The water-filling solution, despite its good performance has some important drawbacks that
difficult its implementation in practical systems. We discuss them in this section.
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Figure 7.16: Execution time of the ordered statistics based water-filling proposal compared
to the GABS and Dinkelbach methods, as a function of the number of channels. The channel
gains are independent and exponentially distributed.
7.7.1 Look-up Table Size
We have shown in the preceding sections that the function ω−1(γ¯c¯) can be used for obtaining
the optimal waterlevel from the channel statistics, rather than the channel realizations. For
most channel distributions, however, ω−1(γ¯c¯) is complex to compute. On the other hand,
ω−1(γ¯c¯) can be computed oﬄine for different channel distributions and stored in a LUT.
The size of the LUT determines the precision of z∗. Figure 7.17 plots the gap to the
optimal resource efficiency due to the LUT finite size. The loss is less than 2% for a table size
of M = 500 samples. For smaller table sizes, the loss is appreciable when γ¯c¯ is large, because
z∗ is very close to 1. As it has been shown in the preceding section, a better solution can
be obtained in this range of values assuming that all channels are active (i.e. k = n extreme
case solution).
As γ¯ or c¯ change with time, the optimal z∗ is obtained form the table in O(1) time. The









for each channel i = 1 . . . n. Computing the transmission power requires at most n arith-
metic operations. Once the transmitter knows the power xi it only remains to compute the
maximum achievable rate from the Shannon capacity formula.
7.7.2 Fractional Rates
The water-filling solution produces rates ri for each channel that have fractional parts or
that are very small. Such small or fractional ri can complicate the encoder and decoder
implementation.
In Fig. 7.18 we evaluate the effect of finite encoding granularity [143]. This scheme
rounds the optimal rates to the closest supported rate. If r∗i is the ith channel optimal
rate, an encoder supporting a granularity of β rounds the rate to the closest value satisfying
mβ, with m an integer. Figure 7.18 shows that for granularities lower than 1/4, the loss
of efficiency is less than 5%. On the other hand, if we impose discrete rates (β = 1 in the
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Figure 7.17: Gap to the optimal resource efficiency for the exponential distribution due to
finite size M of the ω−1(x) LUT.
figure), the resource efficiency decreases by 20 − 30% with respect to the optimal. It is also
observed that the loss with respect to the optimal increases with n. Granularities of the order
of 0.1-0.3 are feasible to achieve with rate matching, as in the case of the 3GPP UMTS or
LTE standard [144].
7.7.3 Constant Rate Power Allocation
Another option for simplifying the transmitter design is to allocate the same number of bits
to each channel. We call this problem the constant rate (CR) problem, in contrast to the
water-filling problem. If equal power and rate is allocated to all channels, the problem is
denoted constant rate and power (CRP).
The CR problem can be also defined by means of ordered channel gains. Given the ordered
sequence of channels, the problem consist on finding the k-th largest channel γk:n such that
all channels γi:n, i ≤ k are assigned the same rate. The rest of the channels are switched
off. The CRP problem is similarly addressed, with the only difference that the same power
is allocated to all active channels as well. The power is chosen so that the capacity of the
poorest active channel equals the transmission rate.
Both problems (CR and CRP) can be formulated in terms of the transmission rate, which
we denote r, and the number of active channels k. The formulation is equivalent for both











= (er − 1) znγ¯γ(z) for CRP.
(7.7.2)
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Figure 7.18: Gap to the optimal resource efficiency due finite granularity rate with granularity




























The functions er and 1/Ψ(z) are monotonically non-decreasing and convex functions of
r and z. Hence, the problem is a convex fractional program and the objective function is




























is also positive semi-definite, because Ψ(z) is a positive, decreasing and convex function.
Therefore, the term e
r−1
Ψ(z) is convex and the problem is jointly quasi-convex w.r.t z and r.
Consequently, efficient convex solvers can be applied because any local minima is a global
minima.
Contrary to the water-filling optimization problem, now the constraints depend on the
two variables and the problem can not be solved analytically. The solution (r∗, z∗) can be
computed oﬄine and stored in two LUTs for different channel statistics and the factor γ¯c¯,
similarly to the water-filling case.
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Figure 7.19: Loss of resource efficiency due to constant rate (CR), constant rate with water-
filling z∗ (CRz) and constant rate and power (CRP) allocations for the exponential distribu-
tion.
The implementation can be simplified at the expense of reducing the efficiency by using
z∗ = ω−1(γ¯c¯) the solution of the water-filling power allocation. Then, the problem reduces
to find the rate r∗ that maximizes the resource efficiency, considering the equal rate or equal
power allocation, which is:
r∗ = 1 +W
[
(γ¯Ψ(z∗)c¯− 1) e−1] . (7.7.8)
Figure 7.19 plots the loss of resource efficiency due to the CR and CRP allocation. The
CR with z∗ the solution of the water-filling problem is denoted CRz in the figure. The CRPz
case is omitted for clarity, but as in the CR case it entails an extra loss of efficiency. Figure
7.20, on the other hand, plots the resulting z∗ of the water-filling, CR and CRP allocations.
It is observed that the CR and CRP allocations concentrate the power in less channels than
the water-filling solution. The loss of efficiency is lower when a few channels are used, because
the sum of the difference between the CR, CRz or CRP allocations and the optimal allocation
sums among less channels.
7.7.4 Transmitting With Partial CSI
The most important drawback of water-filling power allocations is that the channel gains
measured at the receiver have to be send back to the transmitter. Ordered statistics allow
reducing the feedback to some extend. Transmitting the channel order and γ¯ suffices for
estimating the values of each channel. The counterpart is that, since the ith order channel is
a random variable, the mutual information becomes a random variable too, and then there is
no guarantee that a certain rate can be achieved, resulting in channel outages. Nevertheless,
channel outages can be made arbitrary small because the variance of the ith channel gain is
given by the normal approximation (equation (7.1.3)). On the other hand, given a rate and
modulation scheme, the transmitted power can be adjusted in order to satisfy the desired
BER.
To implement this scheme, the order of the channel gains needs to be computed by the
receiver and sent back to the transmitter. This requires log2 n bits to index each channel and
k log2 n to send the k strongest channel indexes (those that are active). The channel model
7.7. PRACTICAL CONSIDERATIONS 123



















Figure 7.20: Optimal z∗ of the water-filling (WF), constant rate (CR) and constant rate and
power (CRP) allocations for the exponential distribution.
parameters (e.g. average) need to be transmitted too. In a typical complete CSI scheme, nM
bits are required if each channel gain is quantified with M bits. Therefore, ordered statistics
do not offer considerable feedback reduction in practice, unless k  n. The reduction can be
significant in scenarios where only a few channels are active and n is very large.
For further reduction of the feedback, some performance needs to be sacrificed. One option
is assuming certain non-zero BER. Most of the related work on CSI reduction constraints the
average bit error rate to some target. The Ordered Subcarrier Selection Algorithm (OSSA) is
a simple scheme for reducing feedback in OFDM [142]. The receiver sends the transmitter a
mask of n bits, with the ith bit indicating whether channel i is active or not. The transmitter
allocates the same rate and power to all active channels.
The OSSA strategy is equivalent to the CRP strategy defined in the previous subsection.
The receiver solves the CRP problem and feedbacks the transmitter a mask indicating the
active channels plus the power and rate to transmit. The work in [142], however, only
considers the maximum throughput objective. Figure 7.19 shows the resource efficiency loss
due to CRP allocation (i.e. partial CSI). Note that, while OSSA is close to the optimal in
terms of throughput, the CRP scheme has an efficiency around 65− 70% of the optimal (see
Fig. 7.19). Since perfect CSI is unknown, the system can not operate at capacity and need
to assume the worst channel. Power is consequently wasted on the best channels, increasing
the power costs and reducing the efficiency.
7.7.5 Solution Algorithm
We have shown throughout this section that ordered statistics allows computing the power
allocation in constant time independently of the channel realization. The same procedure is
valid for three different objectives
• EM or efficiency maximization, maximizes the resource efficiency η,
• RM or rate maximization, maximizes the sum-rate Rt,
• MM or margin maximization, minimizes the transmission power Pt.
For each objective, the procedure also admits three different transmission modes:
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• WF or water-filling. Is the optimal solution, adapts power and rate according to each
channel gain,
• CR or constant rate. Assigns equal rate to all active channels and adapts power only,
and
• CRP or constant rate and power. Assigns equal rate and power to all active channels.
The procedure is divided in two steps, an oﬄine and an online part [145]:
1. Oﬄine: For each channel model, compute ω−1(x), pi−1(x) or ρ−1 for objectives EM,
RM and MM of the WF transmission mode or compute z∗ from (7.7.5) for the CR
and CRP modes (only the EM objective is described, but the RM and MM follow
equivalently).
2. Online:
(a) Obtain γi for i = 1 . . . n, compute γ¯ = E{γi} and estimate the channel model.
(b) Check if γ¯c¯ satisfies one of the extreme cases k = 1 or k = n, otherwise obtain z∗
from the tables, according to the problem objective and obtain the power allocation
vector x∗i , i = 1 . . . n, while applying the peak power constraint Pmax.
(c) If the power constraints are violated, set the problem objective to RM and repeat
the step (b), otherwise continue
(d) If the rate constraints are violated, set the problem objective to MM and repeat
the step (b), otherwise finish.
(e) If both the rate and power constraints are violated, the problem is infeasible.
7.8 Example: Exponential Distribution
In Chapter 4 we found that the exponential distribution appears in many different scenarios,
e.g. OFDM, time-varying channel with NLOS and is also a good approximation of the
eigenvalues of a MD-MIMO channel matrix. In this section, we derive the z-functions for the
exponential distribution.
Consider a multi-channel system with n 1 i.i.d. exponentially-distributed channel gains
with average 1. The γ(z) function is
γexp(z) = − log z. (7.8.1)
Figure 7.21 plots the ordered sequence of 100 realizations of 50 exponential random vari-
ables as well as the expression (7.8.1). Note that the variance is very small for i > 30. The
deterministic assumption, however, completely fails for the largest channel gain. The limiting
distribution of the maximum order statistic is Gumbell distributed (see Appendix C). We
however neglect the randomness of the largest channel and assume that it is deterministic
and has a value of γexp(1/n) = logn.




log (− log y) dy
= z log (− log z)− li (z) ,
(7.8.2)
and the hexp(z) function is
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Figure 7.21: Ordered values of 100 realizations of 50 i.i.d. exponential random variables with
γ¯ = 1. The central box represents the central 50% of the data. Its lower and upper boundary
lines are at the 25% and 75% quantile of the data. The whiskers extend to the most extreme
data points not considered outliers and red crosses represent outliers. The solid line is the







= −li (z) .
(7.8.3)
li(z) is the logarithmic integral and has a singularity at z = 1. However, the case z = 1
is the case k = n, which does not satisfy the assumption 7.4.












The average rate per channel ρ(z), as defined in (7.4.8) becomes







− li (z)− z log (− log(z))
= −li(z).
(7.8.5)
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The optimal resource efficiency η∗ is








where we have assumed cro = 0 for mathematical clarity.
7.8.1 Parametric Approximation
The exponential distribution has a single parameter, the mean. By Assumption 7.1, the
mean of F (x), the distribution used to compute the z-functions, is 1. Thus, it is possible to
parametrize the z-functions, including ω−1(x) and reduce the expressions complexity.
The function z = ω−1(x) has a sigmoid or logistic shape when the argument is in the




1 + a · e−bx . (7.8.8)






This simple expression also leads to a simple expression of the optimal resource efficiency.
















Figure 7.22 plots the ω−1(x) function and the logistic approximation. The performance
of the logistic approximation is good enough for computing the water-filling solution without
need of using or storing a LUT. The approximation is accurate except for γ¯c¯ → ∞, where
z∗ → 1. In this case, however, the solution k = n can also be computed in closed form. Thus,
the combination of the k = 1 and k = n cases with the logistic approximation eliminates the
need of using iterative algorithms or LUTs, provided that the channel gains are exponentially
distributed. This results are shown in Fig. 7.23, where we have repeated those shown on
Fig. 7.12. Note that when the logistic curve starts to decay, approximately at c/n > 104,
it crosses with the k = n solution. For small c/n values, the logistic approximation is very
close to the efficiency obtained by the original ω−1 function.
Besides being able to compute the water-filling in closed form, these kind of expressions
allow to analyse or optimize the resource efficiency as a function of the system parameters.
The same exercise can be done with other distributions, fixing the other parameters.
7.9 Power Allocation in the SDR Cloud
In Chapter 4 we discussed the statistical properties of the equivalent channel gain a user
observes in the cell-less network architecture enabled by the SDR cloud, when an SDMA
7.9. POWER ALLOCATION IN THE SDR CLOUD 127


















Figure 7.22: Plot of the z = ω−1(log x) and the logistic approximation























Figure 7.23: Gap to the optimal resource efficiency of the logistic approximation (see Fig.
7.12 for simulation parameters).
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technique is employed to multiplex users. The best resource efficiency is achieved when the
transmission rate approaches capacity. The maximum mutual information with SDMA is de-
termined by the eigenvalues of HHH with H the equivalent MIMO matrix. The eigenvalues
of HHH are approximately exponentially distributed when the entries of H are a combination
of path loss, shadowing and multipath Rayleigh fading. If the BSs employs ZF precoding
(in the downlink) or equalization (in the uplink), the equivalent channel gains are also ap-
proximately exponential. Let B and K denote the number of BS and users, respectively, the





γ¯ZF = (B −K + 1) ν(d)
N0
= (B −K + 1) Γ(d), (7.9.2)
for the SVD and ZF cases, respectively. N0 is the noise power and ν is the variance of the
entries of H, which is a function of the supercell diameter d. The function Γ(d) is the average
CNR a user sees with all BS.
A supercell is the set of BS whose signals are processed jointly. If the distance between a







Υ = c0 · 10log(10)·(σ/10)2/2 d
1−α
0
α− 1 . (7.9.4)
α is the signal path loss exponent, c0 is the loss at the reference distance of 1 m and σ is the
log-normal shadowing variance.
SDMA transmission allows choosing the power allocation that optimizes the resource
efficiency in the SDR cloud. The number of independent channels is n = K. B > K channels
have to be reserved from the SDR cloud, though. Since there are B signal flows being
processed at B antennas, the cost per channel should be proportional to B instead of n. We






o is the cost per antenna to obtain the desired model.
It is clear that for large number of users, algorithmic solutions are inefficient if the channel
varies frequently. Furthermore, if SDMA is combined with OFDM, we have a different and
independent channel matrix Hj for each sub-carrier j = 1 . . . Nc. The number of independent
channels is then n = NcK˙. In this scenario, the ordered statistics solution offers significant
advantages.
Let us consider the case Nc = 1 and n = K. It was shown in section 7.4.2 that the optimal
resource efficiency increases with n, because more channels increase the likelihood of having
very good ones. The average channel gain γ¯, when the channel gains are the eigenvalues of
HHH , is independent of K (equation (7.9.1)). Therefore, the theoretical maximum resource
efficiency, the one that employs a capacity-achieving SDMA technique, increases with the
number of users K. On the other hand, the average channel gain for ZF beamforming
decreases with K, as shown by equation (7.9.2). Figure 7.24 shows the resource efficiency
computed iteratively (i.e. the optimal solution). When the number of users is less than B/2,
the ZF scheme achieves an efficiency almost equal to the maximum efficiency (SVD in the
figure). For large K, however, γ¯ is too small and the efficiency decreases. We can observe
that the ZF beamforming scheme achieves a maximum resource efficiency for certain ratio
K/B.
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Figure 7.24: Optimal resource efficiency η∗ of a capacity-achieving SDMA (SVD in the figure)
compared to the ZF beamforming efficiency (ZF in the figure). The cost constants are c0o = 1,
cno = 0, c
r
o = 0 and B = 200.
One of the main advantages of the MD-MIMO architecture is that the transmission power
can be made arbitrary small increasing the number of BS per user. Intuitively, it is very
likely that a randomly located user finds an antenna geometrically close. Moreover, different
signals from different antennas are combined, producing a power gain. Mathematically, Γ(d)
is decreasing with d and γSVD or γZF increasing with B.
In terms of the resource efficient solution, the consequence of this high average CNR
scenario is that, unless the power costs are much larger than the rest of the costs (c¯ 1), all








the optimal solution is transmitting on all channels. For instance, assuming capacity-achieving







3.6 · 105 = 0.167. (7.9.6)
Thus, unless the power costs are 10 times greater than the operational costs, all users will be
selected. This is a reasonable assumption in an SDR cloud. Operational costs can be made
arbitrary small by applying economy of scale principles, or improving the infrastructure com-
putational power, for instance. The power costs, on the other hand, are directly proportional
to the energy market cost.
Figures 7.25 and 7.26 plot the gap to the optimal resource efficiency for the SVD and ZF
multiplexing schemes, assuming that c = 10−3. Users’ distance with the antennas is uniformly
distributed in the interval (20, 2000) meters. The log-normal shadowing has variance 6 dB,
the path loss exponent is 3, the noise bandwidth is 10 MHz and the noise figure is 7 dB. The
carrier frequency is 2 GHz. The results show that a combination of the logistic approximation
and the k = n solution is accurate in the entire range of operation (i.e. K ∈ (1, B)). In the
ZF case (Fig. 7.26), the assumption that the channels are exponentially distributed does not
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Figure 7.25: Gap to the optimal efficiency of a power allocation given by z∗ = ω−1(γ¯c¯), by
the logistic approximation and by the assumption that all channels are active (k = n), when
the channel gains are the eigenvalues of HHH . c = 10−3 and B = 200.
hold in the case K = B, as it is shown in Fig. 4.6. Thus, the ordered statistics or the logistic
solutions entail a loss of performance of 10% with respect to the iterative solution.
7.9.1 SDR Cloud Parameter Optimization
The simplicity of the logistic approximation allows studying the resource efficiency as a func-






























More BS per user increase the average CNR with both techniques, reducing the power
required to achieve a given rate. More BSs also imply more cost though, because the network
operator pays the infrastructure operator for using the BS resources. Under some circum-
stances, a maximum exists for B ≥ K, so that one can find the optimal number of BS per user
that maximises the resource efficiency. Figure 7.27 plots the resource efficiency as a function
of the ratio B/K. If the cost per BS is cbo = 1/200, the maximum efficiency is achieved when
there are approximately 3 and 5 times more BS than users for the capacity-achieving (SVD)
and ZF schemes, respectively.
These results are interpreted as follows. Consider a supercell with B = 500 BS and ZF
precoding. The optimal working point is having K = 100 users. If there are less users
requesting service, some BS should be turned off and returned to the cloud because they
add a cost that is not paid off. On the other hand, if more users request service, more BS
should be dynamically acquired, while maintaining the ratio B/K constant. This ratio, is
independent of the realization, it is also a function of the statistical properties of the channel
matrix H.
Note that the elasticity of the SDR cloud architecture enables the network to operate at
the maximum levels of efficiency. On the other hand, if for some reason, the network operator
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Figure 7.26: Gap to the optimal efficiency of a power allocation given by z∗ = ω−1(γ¯c¯), by
the logistic approximation and by the assumption that all channels are active (k = n), when
the channel gains follow from ZF precoding. c = 10−3 and B = 200.
can not acquire more BS, new users should be denied, because there is no power allocation
possible that achieves a higher efficiency. In other words, serving a new user provides no
benefit to the operator, only increases the costs.
The optimal ratio B/K can not be derived analytically, given the functions (7.9.7). The
derivative is easy to obtain, though, and can be used to plot the optimal B against the desired
parameter, using a numerical solver. The main advantage of the ordered statistics solution,
more precisely the logistic approximation, is that the finding the root of the derivative is
simpler than optimizing the efficiency by simulations.

















Then η∗SVD(B) is convex. If (7.9.8) holds for any B ≥ K, we know the optimal number of
BS is greater than the number of users. If (7.9.8) does not hold, η∗(B) is concave and the








the optimal number of BS is B = K. The cost of operating a BS is very high or the power
cost is low, there is no benefit in using more spatial degrees of freedom. It is more efficient to
increase the transmission power. The number of BS are reduced to the minimum required to
give service to the K users. On the other hand, if the power costs are high and the BS costs
are low, the efficient strategy is the converse: turn down the transmission power and increase
the number of active BS, exploiting the power gain that the extra degrees of freedom offer.
We plot in Fig. 7.28 the optimal ratio B/K as a function of the cost per BS cbo. When
cbo is very small, the optimal strategy is B  K. The SVD and ZF schemes need the same
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Figure 7.27: Resource efficiency as a function of the ratio B/K for different costs cbo. The
scenario is the same as in Figs. 7.25-7.26.
number of BS per user. The resource efficiency of ZF precoding is almost optimal, as shown
in Figs. 7.24 and 7.29. As cbo approaches 1, the ZF scheme requires approx 25−50% more BSs
than the SVD to achieve the optimum efficiency. The optimum efficiency of the ZF scheme
is 35% lower than the SVD, however (Fig. 7.29). The SVD scheme achieves a power gain
independently of K. Hence, as the cost per BS becomes non-negligible, the optimal solution
is B = K. The ZF scheme never operates in this region, because the power gain becomes
zero. Thus, the efficient solution uses more BS, which increases the gap to the efficiency
shown by the capacity-achieving multiplexing scheme (Fig. 7.29).
7.10 Summary
A novel technique based on ordered statistics was proposed for solving water-filling power
allocation problems. The solution is obtained in constant time, that is, independently of the
number of channels n. This ensures a highly scalable solution for large systems. The gap to
the optimal solution is negligible under typical conditions, while the computational complex-
ity is reduced by 2-4 orders of magnitude when compared to state-of-the-art techniques for
energy-efficiency maximization. The same methodology has been applied to three different
objectives: efficiency, rate or margin maximization.






is the ratio of
operational to power costs. The rate maximizing waterlevel, on the other hand, is determined
by γ¯Pmax/n. The cost-channel-gain per channel, thus, play a role similar than the SNR per
channel in RM problems. While in RM, the aim is finding the optimal distribution of the
available power, in the EMA problem, the aim is finding the optimal amortization of the
consumed costs c.
The optimal solution is characterized by a single function, ω(z), which depends on the
channel statistics and is independent of n, the average gain γ¯ and the costs c¯. When efficiency
is maximized, the number of active channels is increasing with the factor γ¯c¯. The presented
solution allows evaluating the behaviour of the optimal solution with respect to the problem
parameters. We have demonstrated that this behaviour is consistent with the single channel



























Figure 7.28: Optimal ratio B/K as a function of the cost per BS, cbo, when cp = 10
5 and c0o
takes different values. The blue lines correspond to the capacity-achieving SVD multiplexing

































Figure 7.29: Comparison (ratio) of the ZF precoding multiplexing with respect to the
capacity-achieving SVD multiplexing, when the system operates in the optimal ratio B/K
as a function of cbo (cp = 10
5).
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implies that:
• if the operational costs are zero or negligible, the efficient strategy is a MM power
allocation or
• if the power costs are zero or negligible, the efficient strategy is a RM power allocation.
The performance of the optimal efficiency is also consistent with the case n = 1, in
particular:
• decreases with all cost constants cro, cno , c0o and cp,
• increases with the average CNR γ¯ with limit 1/cro,
• if cro = 0, increases with n without limit if cno = 0 or converges to a constant if cno > 0.
The last conclusion is of important interest because explains the behaviour of the best
achievable efficiency as a function of the available degrees of freedom. For instance, it explains
why the efficiency of SDMA is increasing with the number of users or multi-user diversity.
The gains obtained by this diversity can be quantified using the tools introduced in this
chapter.
The water-filling solution produces rates which are difficult to implement in practice.
Simple rounding solutions, easy to achieve with a combination of a mother code and rate
matching, have negligible effect to the resource efficiency. We have described and analysed
other practical solutions. In particular, transmitting a constant rate in all channels or reduc-
ing the required CSI. These techniques are described in the patent application [145].
We simulated the power allocation problem in an SDR cloud, considering SDMA capacity
and ZF precoding. We conclude that the assumption that the eigenvalues and ZF precoding
channel gains are exponentially distributed is accurate enough and practical. The exponen-
tial distribution is characterized by its mean only. The z-functions can be expressed in closed
form, as it was done in [146] for energy efficiency maximization. The exponential distribution
also admits a parametric approximation of the ω−1(x) function, obtaining the power allo-
cation without any LUT or iterative method. The simple form of the approximation offers
extra insights on the optimal solution and facilitates the optimization of system parameters.
As an example of the latter, we investigated the optimal number of BS per user, ratio
B/K, as a function of the cost per BS. The results show that, under certain conditions, an
optimal point B > K exists that maximizes the resource efficiency. In order to be efficient, a
network operator should keep this ratio constant, acquiring or leasing BS from the cloud as
users arrive or leave. This dynamic scenario shows the benefits of the elasticity provided by
the SDR cloud.
Our results also showed that ZF precoding is almost optimal if the cost per BS is small.
As this cost increases, the loss of power gain of ZF precoding reduces the efficiency, when
compared to the capacity-achieving SDMA scheme, because more BS per user have to be used,
which implies more cost. Therefore, we conclude that, when designing a linear precoding
technique, the power gain is very important if the cost per BS is non-negligible.
Chapter 8
Concluding Remarks
The SDR cloud is a promising solution for the ”1000x data challenge” expected for the next
decade. The platform offers the possibility to implement an MD-MIMO cell-less architecture,
boosting the network capacity. At the same time, radio and computing virtualization allows
a cost efficient deployment and operation of the infrastructure, creating new business models
and opportunities. SDR clouds are a topic of current research. Some of the main challenges
have been identified and solutions have been proposed. The main focus of this thesis have
been the interactions between the virtualized radio and computing infrastructure.
Computing resource management for large distributed systems has a long research record.
The problem of serving wireless users has never been tackled before, though. The probability
that a user can be accepted by the cloud and the maximum session establishment time imposes
a limit to the capacity a computing resource manager can deal with. We have identified this
tradeoff and derived the capacity. Based on this analysis, a distributed computing resource
management architecture was proposed for a large data center serving wireless users.
From the wireless point of view, the fact that the infrastructure is not owned, but con-
sumed in a pay-per-use fashion, alters the objective of traditional radio resource management
algorithms or techniques. Based on a simple pay-per-use cost model, we formulated the
resource efficiency maximization power allocation (EMPA) problem. The solution to this
problem indicates how power and rate should be allocated to users, in order to deliver the
maximum amount of bits per consumed resource unit. The solution indicates that higher
rates should be allocated to users with the best channels. The solution is algorithmically
complex, though, and a novel technique based on ordered statistics has been proposed. This
technique can be applied to any kind of water-filling power allocation problem. It consists on
computing the water-level based on the channel statistics rather than the channel realization.
The water-level is obtained in constant time, independently of the number of channels. This
low complexity is of special interest in SDR clouds, where the number of channels is very
large.
On the other hand, the presented solution allows analysing how the optimal solution
behaves as a function of the problem parameters. For instance, it has been shown that
the cost of using the infrastructure plays a role similar to the maximum power constraint
or the minimum rate constraint in the rate or margin maximization problems. The rate
maximization problem, is determined by the product of the power constraint and the average
channel gain per channel, or equivalently the average signal-to-noise ratio per channel. The
resource efficiency maximization problem is a function of the product of the infrastructure
costs and the average gain. Therefore, while the rate maximization distributes power among
channels, the efficiency maximization amortizes the cost transmitting more or less rate in
certain channels.
The solution based on ordered statistics also indicates that the optimal resource efficiency
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increases with the number of channels without bound if the cost of using one channel is
negligible. If this cost is non-zero, the efficiency is also increasing but converges to a known
constant and adding more channels does not improve the efficiency. In an SDR cloud system,
this conclusion indicates that increasing the number of channels of the system, i.e. number
of BS and users, increases the efficiency. The intuition suggests that more users increase the
likelihood that some of them observe a good channel with a BS (multi-user diversity). On the
other hand, more BS means more costs. Under some circumstances, an optimal number of BS
per user exists, such that the efficiency is maximized. Thus, in a dynamic system where users
enter and leave the system dynamically, the optimal strategy is acquire and lease antennas
dynamically, while keeping the optimal ratio constant. This kind of dynamism is impossible
to achieve with today’s static infrastructure, requiring a scalable and elastic architecture as
offered by the SDR cloud.
8.1 Future Work
We have identified some challenges related to the radio and computing resource management
for SDR clouds. Furthermore, the tools developed throughout the thesis laid the foundations
for further research on these topics. Among others, we identify the following open problems:
• The distributed computing resource management approach presented in Chapter 3 is
optimal but very complex. Sub-optimal but less complex methods should be studied
and evaluated.
• The predicted limitations of the computing resource allocator in an SDR cloud and the
introduced solutions, should be evaluated in a small/medium-scale testbed.
• Linear precoding methods should be defined and evaluated for MD-MIMO systems. In
this sense, the statistics of the channel gains resulting from these techniques should be
characterized. The tools presented in this dissertation enable assessing the performance
of a linear precoder with respect to capacity. In particular, it is of special interest in
an SDR cloud to maintain the power gain as the number of users approach the number
of BS.
• The optimal ratio of antennas per user in the SDR cloud was derived as an example.
Future work should address other design parameters in the SDR cloud.
• We have considered interference-free independent channels. The resource efficiency in
channels with interference should be investigated.
• User fairness or per-user constraints introduction in the power allocation formulation
need to be considered.
• Finally, it should be investigated whether other class of problems, e.g. channel alloca-





The Lambert function W (x) was originally defined in the L. Euler’s paper [147]. It is defined
as the multivalued inverse of the function f(x) = xew. That is, any function that is a solution
to the transcendental equation
x = W (xex), (A.0.1)
or
x = W (x)eW (x) (A.0.2)
is a Lambert W (x) function. For some values of x, equation (A.0.2) has more than one root.
Each different solution is called a branch of W . If x is real, the relation W is defined only
for x ≥ −e−1. For −e−1 ≤ x ≤ 0 is double-valued and for x ≥ 0 is single-valued. This is
represented by two different branches (Fig. A.1). The main branch is denotedW0(x) or simply
W (x). It is defined for x ∈ [−e−1,+∞) and takes values W (x) ∈ [−1,+∞). The lower-branch
is denoted W−1(x) and is defined for x ∈ [−e−1, 0) and takes values W−1 ∈ (−∞,−1].
The function is implemented in many mathematical software: as LambertW in Maple and
lambertw in MATLAB, for instance. It is also provided by the GNU Scientific Library GSL.







The Lambert-W function allows formulating solutions in explicit form to equations of the
type:
exx = a, (A.0.4)
by applying W () to both sides of the equality:
W (exx) = W (a) (A.0.5)
x = W (a). (A.0.6)
Then, the procedure for solving the equation is to manipulate it such that it can be
expressed in the form ef(x)f(x) = a.
The Taylor series of W (x) around x = 0 has been known since Euler’s paper [147]. The










x4 + · · · (A.0.7)
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Figure A.1: Plot of the upper and lower branches of the Lambert-W function.
Figure A.2 plots the series approximation for the first terms. The approximation W (x) =
x is more or less accurate in the interval (−e−1, e−1).
The series expansion for x =∞ is given in [149]:















Figure A.3 plots the W (x) and the series expansion for large x. The approximation
W (x) ≈ log(x) is not accurate for numerical computations but sufficient for limit or asymp-
totic analysis.
In [150], it is shown that
log x− log log x < W (x) < log x, (A.0.9)
where the left hand side holds true for x > 41.9 and the right hand side holds true for x > e.
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Figure A.2: Taylor approximation of the Lambert-W function around x = 0, with n = 2 and
n = 3 terms.















Figure A.3: Series expansion approximation of the Lambert-W function for x → ∞, with 2




Fractional programs are nonlinear programs where the objective function is a ratio of two
real-valued functions. For simplicity, only differentiable fractional programs, i.e. where both
the numerator and the denominator are differentiable, are considered in this thesis. A general






where S ∈ R, f1, f2 : S → R and f2(x) > 0. Problem (B.0.1) is called a concave-convex
fractional program if f1 is concave, f2 is convex, and S is a convex set; additionally f1(x) ≥ 0
is required, unless f2 is affine. When f1 and f2 are differentiable, the objective function is
pseudoconcave [151], implying that any stationary point is a global maximum and that the
KKT conditions are sufficient if a constraint qualification is fulfilled. Because of this, (B.0.1)
can be solved direclty by various convex programming algorithms [151]. However, when f1
is concave and f2 is convex, the fractional program can be transformed to an equivalent
parametric convex program, which may be solved more efficiently in certain cases [122]:
F (ν) , max
x∈S,ν∈R
f1(x)− νf2(x). (B.0.2)
It is possible to show that F (ν) is convex, continuous and strictly decreasing in ν [128].
Furthermore, let q∗ be the optimum value of the objective function of the original problem
(B.0.1), then the following statements are equivalent [151]:
F (ν) > 0⇔ ν < q∗
F (ν) = 0⇔ ν = q∗
F (ν) > 0⇔ ν > q∗.
(B.0.3)




Order statistics theory covers many different cases: independent or dependent variables,
identically or non-identically distributed, and so forth. This section briefly introduces how
the theory applies to solve the water level equation. Most of the contents of this appendix
are found in the book [130].
Definition C.1. The order statistics of a random samples X1, . . . , Xn are the sample val-
ues placed in ascending order of magnitude. They are denoted by X(1), . . . , X(n) or by
X1:n, . . . , Xn:n. Then, order statistics are random variables that satisfy X(1) ≤ X(2) ≤ X(n).
C.1 Distribution of Order Statistics
Theorem C.1. Let X1, . . . , Xn be a random sample from a discrete distribution with p.d.f.
fX(xi) = pi,where x1 < x2 < · · · are the possible values of X in ascending order. Define
P0 = 0
P1 = p1
P2 = p1 + p2
...Pi = p1 + p2 + · · ·+ pi
...
(C.1.1)












P ki (1− Pi)n−k (C.1.2)
Proof. Fix i, and let Y be a random variable that counts the number of X1, . . . , Xn that
are less than or equal to xi. For each X1, . . . , Xn, call the event {Xj ≤ xi} a success and
{Xj > xi} a failure. Then, Y is the number of success in n trials. Thus, Y ∼ binomial (n, Pi).
The event {Xj > xi} is equivalent to {Y ≥ j}; that is, at least j of the sample values are less
than or equal to xi.
Theorem C.2. Let X(1), . . . , X(n) denote the order statistics of a random sample, X1, . . . , Xn,
from a continuous population with c.d.f. FX(x) and p.d.f. fX(x). Then the p.d.f. of X(j) is
fX(j)(x) =
n!
(j − 1)! (n− j)!fX(x) (FX(x))
j−1 (1− FX(x))n−j . (C.1.3)
Proof. See [130].
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Figure C.1: Comparison of the empirical density function (dashed line) and the p.d.f. (line)
given by (C.1.3) of X(j) for n = 4 exponentially distributed random variables.
Remark C.1. The nth order statistic, or the sample maximum X(n) has the p.d.f.
fX(n)(x) = n (FX(x))
n−1 fX(x) (C.1.4)
Figure (C.1) plots the p.d.f. of X(j) given by (C.1.3) for a sequence of n = 4 exponentially
distributed random variables. The distribution is compared with the empirical density func-
tion computed from 10,000 realizations. The expected p.d.f. correctly matches the empirical
distribution, although the accuracy is better for small j. On the other hand, we can observe
that the variance of the jth order statistic is higher for the largest order statistic.
C.1.1 Example: uniform order statistic
Let X1, . . . , Xn be i.i.d. uniform(0, 1), so fX(x) = 1 for x ∈ (0, 1) and FX(x) = x for
x ∈ (0, 1). Thus, the p.d.f. of the jth order statistic is
fX(j)(x) =
n!
(j − 1)! (n− j)!x
j−1 (1− x)n−j , (C.1.5)






E{(X(j) − E{X(j))2} = j(n− j + 1)(n+ 1)2(n+ 2) . (C.1.7)
C.2 Asymptotic Normality
For the uniform distribution, as n→∞, the pth sample quantile is asymptotically normally
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Figure C.2: Comparison of the empirical density function (dashed line) and the p.d.f. (line)
given by (C.2.2) of X(j) for n = 50 exponentially distributed random variables.
For a general distribution, if the sample size n is sufficiently large and the random vari-














Figure C.2 plots the empirical density function and the p.d.f. given by (C.2.2) of the jth
order statistic for n = 50 exponential random variables. We can observe that the jth order
statistic is more deterministic (less variance) for small j. Figure C.3 plot the same distribu-
tions for a sample size of n = 10. The asymptotic normality approximation is inaccurate for
small sample sizes in terms of p.d.f., specially for large j.
C.3 Extreme Value Theory
The nth order statistic is a special case called the extreme value. The asymptotic behaviour of
the extreme value does not possess a limiting distribution, in general. It has been established
that the limiting distribution of X(n), i.e. limn→∞ FX(n)(x), if it exists, must be one of the
following three types [130]
• Fre´chet distribution with c.d.f.
F (1)(x) = exp
(−x−α) , x > 0, α > 0; (C.3.1)
• Weibull distribution with c.d.f.
F (2)(x) =
{
exp (−(−x)α) , x ≤ 0, α > 0
1, x > 0
; (C.3.2)
• Gumbel distribution with c.d.f.
F (3)(x) = exp
(−e−x) . (C.3.3)
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Figure C.3: Comparison of the empirical density function (dashed line) and the p.d.f. (line)
given by (C.2.2) of X(j) for n = 10 exponentially distributed random variables.
The type of the limiting distribution depends on the properties of the distribution functions





1− FX(x) = α, (C.3.4)
for fX(x) the p.d.f. of the random variables X and some constant α > 0, then the limiting
distribution of X(n) will be of Fre´chet type. If, instead, the following condition is satisfied by






where the constant α > 0, then the limiting distribution of X(n) will be of Gumbel type.
For example, if X follow i.i.d. exponential distribution with p.d.f. fX(x) = e
−x, condition
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