Autoregressive models with exogenous inputs are useful tools for analyzing systems with unknown dynamics, but are limited by the assumption that the relations between inputs and output(s) are linear. For complex systems with nonlinear or abruptly changing dynamics it is possible to modify the technique by allowing for multiple local models and designing a strategy for switching between them. A method by which this can be realized is developed in the paper. The technique is applied on a complex problem in the metallurgical industry, i.e., the prediction of hot metal silicon content in the blast furnace. A set of local models is developed for different parts of a training set, using a statistical criterion for model selection. The resulting local models are then applied to predict future values of the silicon content. It is demonstrated that the method is capable to develop models, among which a proper choice can be made for prediction. The potential of multi-step predictions is also studied. Finally, some conclusions concerning the method and the results are drawn.
Introduction
AutoRegressive models with eXogenous inputs (ARX) are well-established tools in black box modeling for analysis and control, and are particularly useful for analyzing systems, where the development of first-principles models is not possible or feasible.
1) The models provide a convenient way to describe systems that contain multiple inputs and outputs if a sufficient amount of data is available. However, the technique cannot be successfully applied if the dynamics of the system is nonlinear or if it is complex, e.g., undergoing abrupt changes with time. Several approaches have been proposed for switching models, including methods based on probabilistic arguments (e.g., Markov chains), heuristics, etc. 2, 3) Therefore, as an alternative, it would be possible to develop several instead of one linear ARX model, and formulate a criterion for when to switch between the models. In this paper such an approach is taken.
The present study focuses on the prediction of the hot metal silicon content in the ironmaking blast furnace. The reason why this industrial problem has been studied extensively is twofold: First, the silicon content is of central importance, both as a quality factor and as an indicator of the thermal level of the blast furnace. Second, due to the complexity of the task, the prediction of the silicon content has been used as a benchmark problem for an array of numerical algorithms. Initially, linear time series analysis, [4] [5] [6] [7] [8] and later also nonlinear techniques, including neural networks, support vector machines and Wiener models [9] [10] [11] [12] have been used. Chaos-based techniques have also indicated the complex dynamics of the system at hand. [13] [14] [15] Even though most of the reported modeling efforts have met with some success, fundamental problems still remain: One is that for a novel application (i.e., a new furnace or a novel state of operation) it is necessary first to determine the relevant input variables for the model among an extensive set of available measurements and calculated quantities. Another problem is that the blast furnace dynamics may change, gradually or abruptly, and a model developed and validated on earlier data may not perform well on future data: This is likely due to the fact that there may be multiple steady states around which the process can settle, and these states may not be uniquely determined by the control variables. The input variable selection problem has traditionally been tackled by using process knowledge, but the choice should also include the pertinent time lags of the variables to facilitate the modeling task. 4, 5, 7, 10, 11, 16) Some authors have applied exhaustive search among linear models 8) or the partial least squares method to find the most relevant ones. 17) Techniques based on evolving or pruning neural networks have also been proposed. [18] [19] [20] However, the problem of fundamentally changing dynamics has not been adequately tackled: To the best of the authors' knowledge, except for some preliminary trials 21) switching between multiple models has not been elaborated for the hot metal silicon prediction problem. This is somewhat surprising as the complexity of the system and the possibility of multiple stable states mentioned above would speak for such an approach. In the present paper, a simple multiple-model strategy is devel-© 2012 ISIJ oped, partly using findings from earlier studies of a data set 20) and partly on the basis of the characteristics of the data set. For the data periods of the "training set", a set of linear ARX models is developed, and for the future data a selection among these models for prediction is proposed based on their performance on the recent past. This is demonstrated to give rise to reasonable short-term predictions of the silicon content. Furthermore, a brief analysis is undertaken on the quality and usefulness of multi-step predictions by the developed models.
The paper is organized as follows: In section 2 the ARX modeling, its application to multiple models development and prediction are described. Section 3 presents the application and the data set, followed by the results of the multiple modeling, and, finally, the prediction of the silicon content. The final section summarizes some conclusions and proposes lines of further development.
Construction and Application of ARX Models

ARX Models
The linear time-discrete ARX models can be written as In this study the output is one-dimensional (dim(y) = 1) while the input is multi-dimensional (dim(u) = n) and also a constant term (a0) is considered. The model's one-step ahead prediction of the output is therefore given by (11) which is used as a measure of the fit of the model.
Depending on the application, it may be useful to predict the dependent variable farther into the future. Therefore, Eq. (12) where s is the number of steps ahead the output is being predicted. (Naturally, if s ≠ 1 the model parameters will take on different values than those in Eq. (3)). In the present work a set of models will be entertained, so parameters of several ARX models have to be estimated. Furthermore, the training set will be divided into a number of periods, on which the local models are trained. Thus, the resulting local ARX models will have individual A ij and B ij polynomials where i denotes the model and j the period number, and the independent variables of each model may also differ.
Multiple Model Development
Before the ARX models can be estimated, the independent variables together with their orders have to be selected. This will be done on the first part of the available data set, but separately for each data period. In order to select a parsimonious model, a backward elimination strategy is applied, where initially all potential independent variables with all possible time lags are considered. Variables are one by one removed if not found to contribute sufficiently to the model, using an F-test as the tool for model selection: Con- ( ) sider a case with N -m -s observations of the dependent variable that for a model with p parameters has an error square sum of H (from Eq. (10)), and after eliminating the l th input variable, an error square sum of H l . Under the null hypothesis that the original model does not fit the data significantly better (which is analogous to saying that the l th input can be rejected without significantly deteriorated model performance) one can calculate the F statistic 22) ................... (13) and compare it with the critical value of the F distribution at a significance level of α with 1 and
, the change in performance is insignificant, so the l th variable can be eliminated. This is used in the following algorithm:
1 Zk-1 and set Zk = Zk-1. 5. If k < p0 -2, go to step 2. Otherwise, stop. At successful termination, the algorithm gives a final model (for the selected significance level) with the inputs of Zfinal and the model parameters . When the local models are determined on the different training data periods using the backward elimination procedure, different significance levels, α, are used in order to yield models of different complexities.
Prediction Strategy
Part of the process data that was not used for developing the models with the procedure outlined in subsection 2.2 was utilized to evaluate the prediction performance of the ARX models. For every time instant in the prediction set, a selection between the models was made in order to apply the most appropriate one for predicting the future silicon content of the hot metal. As the model, we select the one that shows best performance on data from the recent past, but in order to stress the importance of the most recent observations the residuals were exponentially weighted according to the criterion ........ (14) Here, J is the length of the past period considered in evaluating the models, is the output of the system at time t estimated by model i with parameters estimated on data from period j of the training data. By the factor 0 < λ < 1 the rate at which the criterion "forgets" old residuals can be adjusted: Small values of λ will give preference to local models that show good estimations recently, while high values will provide a longer memory and a preference for more general models. Thus, a good value for λ is a compromise between the targets of showing quick response to changes in the system dynamics and avoiding fitting noise of the process data.
Application to Blast Furnace Data
Blast Furnace Data and Model Inputs
The present study is based on process data for a fivemonth period from a primary steelmaking plant with a blast furnace with an inner volume of about 1 300 m 3 . The data is in the form of hourly mean values of the frequently measured variables, while for hot metal silicon, which is the variable to be predicted, analyses taken in the torpedos were interpolated to yield hourly values that matched the time stamp of the other variables. The period contained a number of stoppages, and after removing some samples before and after every longer stoppage 3 490 remained for analysis: Figure 1 illustrates the evolution of the silicon content, normalized to the interval (0,1). Among the set of potential inputs, a large number was eliminated due to erratic behavior. The remaining data set contained sixteen central input variables, where several are specific quantities (i.e., expressed per ton of hot metal, thm), cf. Table 1 : These variables include information about the combustion (blast volume and oxygen content, specific coke and coal consumption), heat level (tuyere energy and heat losses), gas permeability (blast pressure and gas resistance) and gas utilization (top gas CO utilization and CO+CO2 content), which are all known to either affect or reflect the hot metal silicon content. A more detailed analysis of the variables is presented in Nurkkala et al. 20) In addition, the autoregressive part of the model includes old observations of the silicon content, Si. 
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Data Sets for Construction of Local Model Candidates
The inputs presented in the preceding section are next used to develop local ARX models for periods of the data set. In order to be able to evaluate the performance of the arising models, the available data was divided into two main data sets, each containing data from 1 745 hours (separated by the thick vertical line in Fig. 1 ), where the former was used for developing the models and the latter was used for applying them to predict the silicon content. The first set was further divided into four subsets, or data periods, presented in Table 2 . The border between these (also depicted by thin vertical lines in Fig. 1 ) consisted of longer stoppages of the blast furnace: Some stoppages were planned production breaks while others were forced by major disturbances in the operation. The motivation for using this segmentation strategy is that it was considered likely that the blast furnace would experience a state transition in conjunction with the stoppages, as an interruption of the blowing can lead to new gas distribution states as the furnace is put on blast or due to the transient state caused by the temporary increase in the coke rate.
Modeling Results
In order to make the results useful in practice, the silicon content should be predicted at least two hours ahead to give the operator time to consider possible control actions to be taken, keeping the long time delays of the process in mind. The backward elimination procedure was applied using s = 2 with ten significance levels, , to yield a set of models of different complexities for each time period. Variables with time lags up to m = 8 hours were included in the models, justified by the fact that the residence time of the burden in the blast furnace is about eight hours. Thus, there are initially 153 (= 17×9) independent variables and, thus, 154 parameters. In cases where the results for different α's yielded identical sets of independent variables, the superfluous ones were simply removed. The elimination procedure resulted in 22 models, as reported on the third row of Table 3 . Of these, the ten models that were mainly used in the prediction of silicon content are reported in Table 4 , which are seen to be from the periods 1, 3 and 4. The order in which the models appear from left to right correspond to the occurrence of them as the "winning model" according to criterion (14) . With growing significance level (α), the model complexity increases: the models are seen to hold between 19 and 81 inputs, some of which are from the autoregressive part (i.e., old y values). For instance, model 1 (α = 0.03) of period 3 can be written as Interestingly, the autoregressive elements often appear with a period of 2 (i.e., 0, 2, 4, …). While short and long lags are mixed for most other inputs, and very short lags seem to be useful (even for variables, such as burden materials, which should be delayed), the specific coal injection rate and blast pressure have considerable lags, which may reflect the true dynamics of the process. Also, the coke rate with lags 4, 6 and 8 is often included. Considering, for instance, period 4, the difference between models #1 and #2, is a single autoregressive term, Si(t-4), while model #3 has considerably more terms. Likewise, the difference between models #1 and #2 of period 3 is a single additional variable (m coal (t-8)).
As an example of the results of the elimination procedure, Fig. 2 illustrates the value of the F statistics (solid line) and the threshold value F 0.01 (horizontal dashed line) for Period 4, with initially deg- rees of freedom, using the previous notation. When the execution of the procedure is stopped, 39 independent variables remained and there were 719 degrees of freedom left in the model.
Prediction Results
Two-steps Ahead Predictions
The local models developed by the above procedure were applied to two-hours ahead predictions (s = 2 in Eq. (12)) on prediction data set using J = 200. Some results are presented in Fig. 3 . The levels of the predictions are occasionally seen to differ from that of the observed silicon content, which gives rise to a rather high average error (ε ≈ 0.1005). This may reflect the fact that the model parameters are fixed, and that adaptive behavior would be required since the silicon content exhibits short-term non-stationary behavior. (However, being controlled it is stationary in the longterm sense as the aim value is kept constant.) Still, and importantly, the predictions are not delayed but the changes in the directions of the two variables appear simultaneously. This is an important feature since the primary aim of the models is to tell the operator in advance about upcoming Figure 4 reports the local models that have been selected for making the predictions in the upper subpanel and the data periods in the lower panel. During the first 600 steps, the predictions are based on models trained on the fourth period. This is quite natural, as the fourth training period is a long one and thus could be expected to provide richer information about the system dynamics. Furthermore, the present period of predictions follows immediate after it. As for the model complexity, some variation can be noted in that the models of lowest complexity (among the available ones), i.e., models 1-5, are used (cf. Table 4 ). At t ≈ 2 330, a period follows where models from training periods 3 and 4 alternate, to settle at the former during a long period after t > 2 620. Three different models (#1, 2 and 5) are mainly used here, where model #1 is used for a long time. Finally, at the end of the prediction data set, models based on training period 1 are used, again utilizing four different models (excluding single points). Table 5 reports the number of times a specific model has been applied in the predictions, i.e., how often it has "won the competition" (cf. Eq. (14)). In addition, the significance levels that have been used in an F-test when determining the models are reported. A notable fact is that the same model is sometimes found using several significance levels. In these cases, only the greatest value of α is reported in the table. The dominance of training period 3 and 4 is obvious. In summary, the third and the fourth data periods of the training set seem most useful in building the predictive models, while period 2 is (almost) never used. As for the model selection, it is interesting to note that models of rather low complexity often proved to be superior. Worse performance of the local models of higher complexity could be due to the fact that they fit noise of their training data. An explanation for the good performance of Model 4 in the fourth training period is that is has rich information about the two input variables that have been found most significant in earlier studies, 20) namely the tuyere heat loss (Qtuy) and the bosh permeability (κ). (14) evolves for four of the best models (periods): 1 (3), 2 (3), 4 (4) and 1 (4) . The quality of the four models is seen to vary considerably but the min- (14)) for four of the best models (periods). The minimum value (i.e., the error of the "winning" one among all models) is depicted by a thick solid line. , depicted by the thick solid line, is seen to be on a rather stable level (except at the large excursion at t ≈ 2 600) even though different models "win the game".
Multiple-steps Ahead Predictions
In order to study the performance of the method in predicting the silicon content a few steps ahead, the same strategy as above was also applied to develop models with a prediction horizon of 1, 3, and 4 hours. These models were determined using different values of s in Eq. (14) according to the desired time horizon, then solving the least squares data problem of Eq. (2) to obtain separate parameters for each of the predictive models. Thus, for each case, a set of (maximally) ten models was estimated on each of the four periods of the training data, but about half of the resulting models were redundant so about 20 different models per prediction horizon were found (cf. Table 3 ). Using the same data period as that illustrated in the top panel of Fig. 3 , the estimated silicon content predicted at every fifth hour has been depicted in Fig. 6 , for the sake of clarity splitting the figure into two subpanels. The predicted signal has been depicted by dashed lines between small solid circles, while the solid line goes through the observed values of the silicon content. Thus, the first circle indicates the starting point of each prediction. Despite some larger problems encountered for some of the points, the short-term predictions are generally acceptable and the directions of forthcoming changes have been detected appropriately in many cases. Even though it is not evident from this brief period, the accuracy decays with the prediction horizon: This is seen from the average prediction errors, ε, calculated over the whole prediction period for s = 1…4, reported in the last column of Table 3 . A reason for this decrease in accuracy is that the strongest correlations between the central inputs and the silicon content occur with a time lag of 0-3 hours. 19, 20) Figure  7 illustrates this difference in performance on a 100-h data period, supporting the earlier observations: When predicting the output one or two hours ahead, the level of the signal and its direction are quite accurate. If s = 3 the level of the signal cannot always be predicted and some fluctuations are also seen. Finally, the 4-hours ahead predictions show frequent problems with both the level and directions, so it may be concluded that a prediction horizon of s ≤ 3 is to be preferred using the present models.
Conclusions
The paper has presented an approach to modeling complex systems by multiple autoregressive vector (ARX) models. Based on a segmentation of the training set, where models of different complexity are developed based on an elimination procedure of parameters using an F-test, the relevant independent variables in the models are retained. The resulting models are used as candidates for predictions when new observations are encountered, selecting the model which shows the best performance on data from the recent history. The methodology was applied to the problem of predicting the silicon content in the hot metal of a blast furnace. Using a set of potential input variables, considering time lags up to eight hours, a set of models was evolved and used for 1-4 hours ahead predictions. It was found that the approach could successfully predict the silicon content 2-3 hours in advance, but that a longer prediction horizon yielded inaccurate results. Practically all potential input variables were used in the model, but time lags were selectively chosen by the method. Typically, the time lags constituted a mix of short and long delays. The resulting models still held a large number of terms (typically 20-50) which implies that the training data period for developing the models cannot be short.
The fact that the switching strategy did not fully eliminate offset in the predictions should be addressed in the future. The segments of the training set were selected a priori on the basis of stoppages in the process, and this may not be the best strategy, so future work should be focused on how an optimal segmentation can be determined. Another future issue to be studied is whether nonlinearities in the models can improve the quality of the predictions. (12)) predictions (dashed lines), for a data interval of 100 hours.
