In 2008, a class of binary sequences of period N = 4(2 k − 1)(2 k + 1) with optimal autocorrelation magnitude has been presented by Yu and Gong based on an m-sequence, the perfect sequence (0, 1, 1, 1) of period 4 and interleaving technique. In this paper, we study the 2-adic complexities of these sequences. Our results show that they are larger than N − 2⌈log 2 N ⌉ (which is far larger than N/2) and could attain the maximum value N if suitable parameters are chosen, i.e., the 2-adic complexity of this class of interleaved sequences is large enough to resist the Rational Approximation Algorithm.
Introduction
Since the interleaved structure of sequences was introduced by Gong in [3] , several classes of binary sequences with this form have been constructed and were proved to be with so many good pseudo-random properties, such as low autocorrelation, large linear complexity. For example, in 2010, Tang and Gong constructed three classes of sequences with optimal autocorrelation value/magnitude using Legendre sequences, twin-prime sequences and a generalized GMW sequence, respectively [13] , which were showed by Li and Tang to be with large linear complexity [7] . In quick succession, Tang and Ding presented two more general constructions which include constructions in [13] as special cases and gave more sequences with optimal autocorrelation and large linear complexity [12] . Later, Yan et al. also gave a generalized version for the constructions in [13] and put forward a sufficient and necessary condition for an interleaved sequence to be with optimal autocorrelation [16] . What's more exciting is that these sequences have also been proved to be with large 2-adic complexity by Xiong et al. [14, 15] and Hu [5] using different methods respectively. Moreover, Su et al. constructed another class of sequences with optimal autocorrelation magnitude combining interleaved structure and Ding-Helleseth-Lam sequences [9] and these sequences have also been shown to have large linear complexity by Fan [2] and large 2-adic complexity by Sun et al. [10] and Yang et al. [17] .
It should be noted that all of the above mentioned sequences can be described as the interleaved form s = I(s 1 , s 2 , s 3 , s 4 ), i.e., the sequence s is obtained by concatenating the successive rows of the matrix I(s 1 , s 2 , s 3 , s 4 ), in which each column is a periodic sequence s i , 1 ≤ i ≤ 4. In fact, Yu and Gong also presented another description method of an interleaved structure by an indicator sequence (see Construction 1) [18] . Using this description, Yu and Gong represented the ADS (almost difference set) sequence of period 4v in [1] as a v × 4 interleaved structure and the Product sequence of period 4v in [8] as a 4 × v interleaved structure respectively, which provides us a new understanding for the two sequence structures. Not only that, they also discovered another new sequence with optimal autocorrelation magnitude and large linear complexity using a binary m-sequence as the indictor sequence, which we call Yu-Gong sequence. But, the 2-adic complexity of this sequence has still not been studied as far as we know.
In this paper, using the method of Hu [5] , we investigate the 2-adic complexity of Yu-Gong sequence with an m-sequence as its indicator sequence, which is proved to be lower bounded by N − 2⌈log 2 N ⌉ (≫ N 2 ) and could attain the maximum value N if suitable parameters are chosen, where N is the period of the sequence.
The rest of the paper is organized as follows. We introduce the generalized construction and the definition of Yu-Gong sequence in Section 2. In Section 3, we point out a very interesting and useful law of the autocorrelation values of the Yu-Gong sequence. Using the method of Hu and the law of the autocorrelation distribution of Yu-Gong sequence, we derive a lower bound on the 2-adic complexity of this sequence in Section 4.
Preliminaries
The following symbols will be used throughout the whole paper.
(1) Z N is a ring of integers modulo N and Z + N = {t ∈ Z N |t = 0}. (2) F q is a finite field with q elements.
(3) For positive integers n and m satisfying m | n, the trace function T r n m (x) from F 2 n to F 2 m is defined by
Let s = (s 0 , s 1 , · · · , s N −1 ) be a binary sequence of period N . Then the autocorrelation of s is given by
where τ is called a phase shift of the sequence s and t + τ is computed modulo N . The sequence s is called to have optimal autocorrelation if AC s (τ ) satisfies the following:
for all τ 's. Specially, the case (3) is called to have ideal two-level autocorrelation. Additionally, for N ≡ 0 (mod 4) and all τ 's, it is called to have perfect autocorrelation if AC s (τ ) ∈ {N, 0} and optimal autocorrelation magnitude if AC s (τ ) ∈ {N, 0, 4, −4}. So far, the sequence (0, 1, 1, 1) of period 4 is a uniquely known binary sequence with perfect autocorrelation in the sense of cyclic equivalence. Hence, it is often used to construct new sequences with good correlation and Yu-Gong sequence discussed in this paper is one of the applications.
Denote
Then the integer ⌊log 2 (f + 1)⌋ is called the 2-adic complexity of the sequence s and is denoted as Φ 2 (s), i.e.,
where ⌊z⌋ is the largest integer that is less than or equal to z.
It is well known that the 2-adic complexity of a binary sequence s with period N should be larger than N 2 to resist the Rational Approximation Algorithm by Klapper et al. [6] .
3 The interleaved structures of a binary m-sequence and Yu-Gong sequence
If each sequence c j is either a cyclic shift of a binary sequence a = (a 0 , a 1 , · · · , a v−1 ) of period v or a zero sequence and the sequence u = {u t } is obtained by concatenating the successive rows of the above matrix C, then u is called a (v, w) interleaved sequence. By the definition,
of period w to the sequence u, a new sequence s will be produced, which is denoted s := I(a, e) + b, where u := I(a, e) and e = (e 0 , e 1 , · · · , e w−1 ), and it still preserves the (v, w) interleaved structure. We call a, e and b the base, the shift and the indicator sequences of s, respectively.
is a primitive element of F 2 k , and the shift sequence e ′ = (e ′ 0 , e ′ 1 , · · · , e ′ 2 k ) is given by e ′ 0 = ∞ and β e ′ j = T r 2k k (α j ) for 1 ≤ j ≤ 2 k . Yu-Gong sequence s = I(a, e) + b of period N = 4(2 2k − 1), is given by a 4 × (2 2k − 1) interleaved structure, where:
(1) a = (0, 1, 1, 1) is the perfect binary sequence;
(2) b the binary m-sequence defined as above;
(3) e is a sequence over Z 4 represented as a (2 k − 1) × (2 k + 1) interleaved structure by a matrix E = (e i,j ), where
for 0 ≤ i ≤ 2 k − 2 and δ = 1 or −1.
An interesting and useful law of the autocorrelation distribution of the Yu-Gong sequence
In order to analyze the 2-adic complexity of Yu-Gong sequence s, we need the exact order according to the value τ of the autocorrelation value AC s (τ ) of s, which can be given by the following two results.
Then, it has the four-valued optimal autocorrelation of AC s (τ ) ∈ {N, 0, ±4 for any τ . Precisely, its complete autocorrelation is given by
Now, the order of the autocorrelation value of s can be described as follows.
Corollary 1 Let the symbols be the same as those in Theorem 1. Then the following results hold: 1) ). Then the autocorrelation function of the sequence s satisfies AC s (τ 1 ) = AC s (τ 2 ). Particularly, AC s (4(2 k + 1)i) = −4, i = 1, 2, · · · , 2 k − 2;
(2) For 1 ≤ τ ≤ 4(2 k + 1), if we divide the set of the autocorrelation values
of s into 2 k + 1 subsets S j 's, j = 1, 2, · · · , 2 k + 1, according to the order of τ and each subset contains four elements, i.e., S j = {AC s (4(j − 1) + 1), AC s (4(j − 1) + 2), AC s (4(j − 1) + 3), AC s (4(j − 1) + 4)}, Then
Proof Note that τ 1 ≡ τ 2 (mod 4(2 k + 1)) implies τ 1 ≡ τ 2 (mod 2 k + 1) and τ 1 ≡ τ 2 (mod 4). Then, from Theorem 1, we find that τ 1 and τ 2 induce the same pair (y, v), which leads to AC u (τ 1 ) = AC u (τ 2 ). Other results can also be directly verified by Theorem 1.
The 2-adic complexity of Yu-Gong sequence
In order to derive a lower bound on the 2-adic complexity of Yu-Gong sequence, we need employ the method of Hu [5] . It can be described as the following Lemma 1, which have also been used in several other references [15, 4, 10, 11] .
Lemma 1 [5] Let s = s 0 , s 1 , · · · , s N −1 be a binary sequence of period N ,
The following Lemmas 2-3 are also important number theory conclusions which are used to prove our main result.
Lemma 2 Let p, d be odd primes satisfying d | (2 p − 1). Then 2p | (d − 1).
Lemma 3
Let k be a positive integer. Then the following results hold:
if k = 2 t for some integer t such that (2 k + 1) is a prime, or both k and 2 k +1 3 are odd primes, or (2 2k + 2 k − 1) is a prime, ≤ 2 2k + 2 k − 1, otherwise.
Proof (1) Note that
Furthermore, since 2 k − 1 is odd, we have gcd 2 k − 1, 4(2 k + 1) = gcd 2 k − 1, 2 k + 1 = 1.
The result follows.
(2) By similar proof to that in (1), we know
If k is odd or k ≡ 2 mod 4, we have gcd k, 4(2 k + 1) = gcd k, 2(2 k + 1) ,
But gcd 2 2(2 k +1) − 1, 2 2(2 k +1) + 1 = 1, then we get
If k = 2 t k 1 , t ≥ 2, k 1 = 1 or k 1 is an odd prime, then we have gcd k, 4(2 k + 1) = 4gcd k 1 , 2 k + 1 .
For k 1 = 1, it is obvious that gcd k, 4(2 k + 1) = 4. For an odd prime k 1 , by Fermat Little Theorem, we can derive 2 2 t (k1−1) ≡ 1 mod k 1 , which implies that 2 k + 1 = 2 2 t k1 + 1 = 2 2 t (k1−1)+2 t + 1 ≡ 2 2 t + 1 (mod k 1 ).
If k 1 ∤ (2 2 t + 1), i.e., gcd k 1 , 2 k + 1 = gcd k 1 , 2 2 t + 1 = 1, then, equally, we get gcd k, 4(2 k + 1) = 4. So, by Eqs. (13) (14) we get
It is easy to verify 3 ∤ 2 2(2 k +1) +1
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. On the other hand, since 2 10 ≡ −1 (mod 25) and 2(2 k + 1) = 2(2 2 t + 1) ≡ 4 (mod 10) for t ≥ 2, then 5 ∤ 2 2(2 k +1) +1
.
Thus, we have shown that gcd 2 k − 1, 2 2(2 k +1) +1 5 = 1 if k = 2 t k 1 , t ≥ 2, k 1 = 1 or k 1 is an odd prime satisfying k 1 ∤ (2 2 t + 1).
(3) Notice that
If k is even, then 3 ∤ (2 k + 1) and gcd 3k, 2 k + 1 = gcd k, 2 k + 1 .
Suppose gcd(k, 2 k + 1) = d, i.e.,
It is easy to see that
By Euclid Algorithm, we can show
Since d | k and (2 2d − 1) | (2 2k − 1), then combining Eqs. (18) (19) (20) , we get
which tells us gcd(2 2k − 2 k + 1, 2 2 k +1 + 1) = 1 if k is even.
For k = 1, 3, straightforward calculation gives gcd(2 2k − 2 k + 1, 2 2 k +1 + 1) = 3.
For a prime k > 3, by Fermat Little Theorem, we have 2 k + 1 = 2 × 2 k−1 + 1 ≡ 3 mod k, i.e., gcd(3k, 2 k + 1) = 3. Then by Eq. (16), we have gcd(2 6k − 1, 2 2(2 k +1) − 1) = 2 6 − 1 = 7 × 9. But 7 | (2 3k − 1) and gcd(2 3k − 1, 2 2k − 2 k + 1) = 1, which implies 7 ∤ (2 2k − 2 k + 1). Obviously, It is obvious that t 2 < 2 k−1 . On the other hand, we have 2 2k + 2 k − 1 = (2 k−1 − 1)(2 k+1 + 2) + (2 k+1 + 1).
Hence we get (2 k−1 − 1)(2 k+1 + 2) + (2 k+1 + 1) = t 1 t 2 (2 k+1 + 2) + t 2 , i.e., t 2 ≡ 2 k+1 + 1 (mod 2 k+1 + 2), which contradicts to t 2 < 2 k−1 . If both k and 2 k +1 3 are odd primes, without loss of generality, denote p = 2 k +1 3 . Let d be a common prime factor of gcd(2 2k + 2 k − 1, 2 2 k +1 − 1) = gcd(2 2k + 2 k − 1, 2 3p − 1) and let Ord d (2) be the multiplicative order of 2 modular d. Then we have Ord d (2) = 3, p, or 3p. It is easy to see d = 7 if Ord d (2) = 3. But 7 ∤ 2 2k + 2 k − 1, i.e., Ord d (2) = 3. Next, we will show that Ord d (2) = p. Again by Fermat Little Theorem, d | (2 d−1 − 1) for a prime d. If Ord d (2) = p, we have p | (d − 1), i.e., d = 2lp + 1 for some positive integer l. Hence, there exists another positive integer h such that
Notice 2 2k + 2 k − 1 = 2 k−1 (2 k+1 + 2)− 1 = (2 k−1 − 1)(2 k+1 + 2)+ (2 k+1 + 1). On one hand, we get h ≤ 3(2 k−1 − 1) < 2 k+1 − 3 from the quotient of (2 2k + 2 k − 1) divided by (2 k+1 + 2); On the other hand, we get h ≥ 2 k+1 + 1 from the remainder of (2 2k + 2 k − 1) divided by (2 k+1 + 2). It is a contradiction. So we have Ord q (2) = p. Similarly, we can prove Ord q (2) = 3p. If (2 2k + 2 k − 1) is a prime, we have (2 2k + 2 k − 1) | (2 2 2k +2 k −2 − 1) by Fermat Little Theorem again. Since 2 2k + 2 k − 2 ≡ −2 mod 2 k + 1, we know that gcd(2 2k + 2 k − 2, 2 k + 1) = 1, then gcd(2 2 2k +2 k −2 − 1, 2 2 k +1 − 1) = 1. Thus, (2 2k + 2 k − 1) ∤ (2 2 k +1 − 1), i.e., gcd(2 2k + 2 k − 1, 2 2 k +1 − 1) = 1.
Now, we present our main result. 
is a prime for k ≡ 2 mod 4 or k = 2 t or k = 2 t k 1 with k 1 ∤ 2 2 t + 1, where t ≥ 2 and k 1 is an odd prime, ≥ N − 2, if k = 1 or k is an odd prime such that
if neither (2 k + 1) nor (2 2k + 2 k − 1) is a prime for k ≡ 2 mod 4 or k = 2 t or k = 2 t k 1 with k 1 ∤ 2 2 t + 1, where t ≥ 2 and k 1 is an odd prime,
is not a prime,
i.e., the 2-adic complexity of u far outweight one half of the period.
Proof Above all, by Lemma 1, we know that . Therefore, we have
Furthermore, from Lemma 1 (2), we have = 4 6(2 4(2 k +1) − 1)
Bringing (23) into (22) and simplifying it result in S(2)T (2 −1 ) ≡ −2 2 4(2 2k −1) − 1 2 4(2 k +1) − 1 2 × 2 4(2 k +1) − 1 5 + 2 × 2 2(2 k +1) + 2 2 k +1 − 2 +2 2k mod 2 4(2 2k −1) − 1 .
Hence, we get S(2)T (2 −1 ) ≡ −2 m+1 mod 2 4(2 2k −1) − 1 2 4(2 k +1) − 1 ,
S(2)T (2 −1 ) ≡ −2 (2 k − 1) 2 × 2 4(2 k +1) − 1 5 + 2 × 2 2(2 k +1) + 2 2 k +1 − 2 +2 m mod 2 4(2 k +1) − 1 ,
where (26) comes from the following result 2 4(2 2k −1) − 1 2 4(2 k +1) − 1 = 2 4(2 k +1)(2 k −1) − 1 2 4(2 k +1) − 1 ≡ 2 k − 1 mod 2 4(2 k +1) − 1 .
Note that 2 4(2 k +1) − 1 = 5 × 2 2(2 k +1) +1 5 × (2 2 k +1 + 1)(2 2 k +1 − 1). Then we have S(2)T (2 −1 ) ≡ 1, 3, or 4 (mod 5),
S(2)T (2 −1 ) ≡ −8(2 k − 1)(2 2 k −1 − 1) mod 2 2(2 k +1) + 1 5 , (28) S(2)T (2 −1 ) ≡ −2(2 2k − 2 k + 1) mod 2 2 k +1 + 1 ,
Combining the results in Lemma 3, the proof is finished.
Example 1 For k = 1, 2, 3, by a Mathematica program, we get the value of the function Φ(s) of Yu-Gong sequence takes N − 2, N and N − 2, respectively.
