Supporting Information Section 1.
Spin density of TTTA, PDTA, 4-NCBDTA and TDPDTA.
The spin density is mainly localized in the dithiazolyl (DTA) ring that is formally hosting the unpaired electron (see Figure S1 .1). It has been calculated at UB3LYP/6-31+G(d) level. Note that in the case of TDPDTA, the degree of delocalization of the spin density on the fused rings to the DTA−moiety is larger than in the other three compounds. We will show that this delocalization can be related to the peculiar behavior that this compound reflects in its crystal packing and magnetic properties, as reported in the analysis presented in the Results and Discussion Section of main text. Supporting Information Section 3.
Selection of magnetic model of PDTA and TDPDTA.
The calculation of the magnetic susceptibility χ curves, both for the LT/HT phases of PDTA and TDPDTA, follows the selection process accurately described by Clarke et al. [S3.1] Here, we report the corresponding curves of χT(T) for the best models for PDTA and TDPDTA compounds.
Based upon the value of the calculated J AB magnetic couplings, we investigated several arrangements of the spin-carrying radicals, i.e. 1D, 2D and 3D magnetic models have been explored. This study has been performed both for the LT and HT phases of the PDTA and TDPDTA. The magnetic models selected propagate along a, b and c axes, and reproduce the magnetic topology of the crystal accordingly.
1D magnetic models consist of n radicals magnetically connected along the DTA π-stacking direction, i.e. chains of n spins containing radicals (n =4, 8, 12 or 16). 2D magnetic models contain a given m number of 1D chains that are connected by J AB magnetic couplings. Finally, 3D magnetic models involve J AB magnetic interactions along all three crystallographic axes.
Here we report the magnetic susceptibility calculated using some examples of 1D, 2D and 3D magnetic models (see Figure S3 .1, S3.2 and S3.3). Note that in the schematic representation of the magnetic models each radical has been replaced by a point-spin-center.
The χT(T) data computed using all magnetic models for LT-PDTA and LT-TDPDTA converge to the same calculated χT data irrespective of the dimensionality (1D, 2D or 3D) because the antiferromagnetic J AB π-stack coupling is orders of magnitude larger than any other J AB interaction between pairs of radicals within the crystal (see Figures S3.1, S3 .2 and S3.3). Specifically, the exceedingly large AFM J AB interaction (LT-PDTA -1656.8 cm -1 ; LT-TDPDTA -781.3 cm -1 ) along the DTA π-stacking direction of the crystal results in the crystal being magnetically silent. In general, for both HT-PDTA and HT-TDPDTA, increasing the magnetic model size implies an improvement of the model performance to reproduce the experimental data. Figures S3.1-S3.3 show that, for a number of models the best convergence is always achieved using the largest magnetic model. For instance, for 1D magnetic models, in both HT cases, the calculated χT(T) data converge to the experimental data as n enlarges (see Figure S3 .1).
As for 2D and 3D magnetic models, it is possible to see that the calculated χT(T) data for HT-PDTA not only converges as the model increases (see Figures S3.2a-b and S3.3a) but also overlap with the χT(T) data obtained using the 1D model with chain-length alike (J π-stack = -110.5 cm -1 and J inter-π-stack ≤ |10.1| cm -1 ) (see Figure S3 .4a for 3D and 1D overlap). Therefore, for simulation purposes a 1D magnetic model is adequate for HT-PDTA. On the contrary, for HT-TDPDTA, comparison between χT(T) data calculated using 2D and 3D models against 1D with chain-length alike shows that increasing the dimensionality matters in this case (see Figure S3 .4b for 3D and 1D overlap). This is due to the fact that J AB π-stack (-69.1 cm -1 ) and inter-π-stack (≤ |-23.8| cm -1 ) couplings have more similar magnitude than for HT-PDTA. Furthermore, it can also be clearly observed that, although calculated and experimental χT(T) values show the correct trend, neither LT-TDPDTA nor HT-TDPDTA χT(T) data show numerical agreement with the experimental curve (see Figures S3.1b, S3 .2c-d, and S3.3b). In first approximation, we believe that this is related to the presence of thermal fluctuations that affect the magnetic response of both phases. Further investigation will be carried out in the future. Nevertheless, the improvement is to some extend small enough to enable us to simulate χT(T) using 1D magnetic models.
To sum up, simulated χT(T) data using simple 1D models shows good agreement with experiment for both PDTA and TDPDTA. Therefore, analyses of the 3D magnetic topology of PDTA and TDPDTA crystals enable us to conclude that 1D magnetic models are adequate for simulation of magnetic properties. 
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Benchmarking the J AB magnetic coupling interactions computed at DFT/UB3LYP level with Difference Dedicated Configuration Interaction (DDCI-3) method.
The objective of the benchmarking process described here is to corroborate the sign and value predicted by DFT/UB3LYP [S4.1] using the standard 6-31+G(d) [S4.2] basis set for J AB interactions. We will thus evaluate four FM TTTA dimers from the corresponding magneto-structural correlation map (see A-D models in Figure  S3 .1) at Difference Dedicated Configuration Interaction [S4.3, S4 .4] (DDCI-3) level. Moreover, the HT-TTTA experimental dimer is also evaluated and compared to the corresponding DFT results.
First of all, the single TTTA monomer is analyzed within the Hückel [S4.5] theory framework, using the HuLiS [S4.5, S4.6] program. All possible π-orbital combinations are identified in a simplistic way, as reported in Figure S4 .2.
According to the Hückel model for TTTA, we have eight π-orbitals, which are occupied by eleven π-electrons. The singly occupied molecular orbital (SOMO) hosts the unpaired electron mainly on the nitrogen of the DTA-ring ( Figure S4 .2f). This is in qualitative agreement with a ROHF calculation with minimal STO-3G [S4.7] basis set. Subsequently, the ROHF/STO-3G wave functions were taken as initial guess orbitals for a CASSCF(11,8)/STO-3G calculation. This calculation was done in order to generate a good initial set of orbitals, and to directly select the π-orbitals to include in the active space for subsequent CASSCF calculations with the larger def2-TZVP [S4.8] basis set. These calculations were performed with the Orca (a) Figure S4 .2: Hückel model of the TTTA prototype compound, which highlights the relevant π-orbitals and corresponding energy levels (a)-(h). The SOMO representation is orbital (f). We evaluated three possible active spaces: CASSCF(5,4), CASSCF(5,5) and CASSCF(7,6) ( Figure S4 .3).
A comparison between total energies, occupation number and orbital character for the three active spaces is reported in Table S4 .1. Whereas the addition of a formally unoccupied orbital to the complete active space CAS leads to significant energy lowering and important changes in the natural occupation numbers, including an extra doubly occupied orbital does not affect the multiconfigurational wave function. Hence, the CASSCF (5,5) appears to be the most appropriate active space to take as reference. Table S4 .1: Three Complete Active Spaces (CAS) are evaluated for the TTTA monomer, namely, (a) CASSCF (5,4), (b) CASSCF(5,5) and (c) CASSCF(7,6). In each corresponding block, the total energy (E T ), the occupancy (Occ.) and the orbitals included in the respective active spaces (highlighted in yellow) are reported. Notice that only π-orbitals are used. Moving from the TTTA monomer to the TTTA dimer, the CAS space is doubled accordingly, preserving the orbital set as found in the TTTA monomer. CASSCF(10,10) calculations are thus the new starting point to perform DDCI-3 higher level wave function calculations. In particular, our analysis was extended to four dimers from the TTTA ferromagnetic FM area and the experimental dimer configuration taken from the high temperature crystal structure (see Figure S4 .1). Here we highlight the general idea behind DDCI-3 [S4.10] .
Using the CASSCF wave function as reference, DDCI generates eight different types of excited Slater determinants. As illustrated in Figure S4 .4, these determinants can be classified according to the number of holes and electrons in the occupied and virtual orbitals, respectively. The DDCI-3 variant considers all determinants except those with 2 holes and 2 particles (2h-2p). Although this class is the most numerous and contributes typically more than 90% to the total correlation energy, its contribution to the vertical energy difference between electronic states is negligible and can be left out when aiming at magnetic coupling parameters.
Using the CASSCF(10,10) wave functions as reference would lead to an unmanageably large CI wave function. Moreover, it has been shown that accurate DDCI estimates can be obtained with a reference that includes just the minimal active space.
[S4.11] Therefore, we reduce the active space to two orbitals and two electrons, and express the Slater determinants with the molecular orbitals optimized in the CASSCF(10,10) calculation. Table S4 .2: Value of J AB interactions for A, B, C and D models and HT-TTTA experimental dimer at DFT and DDCI-3 levels. Note that J AB at DDCI(2,2) level is defined as J AB = ∆E/2, where The calculations were performed in two steps:
1) State-average CASSCF(10,10) for the singlet and triplet states starting from the same set of orbitals (state-average), using def2-TZVP as basis set;
2) DDCI calculation using the previously generated CASSCF(10,10) orbitals, without further orbital optimization, including all single and double vertical excitations (the reference wave function was the CASCI(2,2) wave function). Figure S5 .1). Configuration 1 was then evaluated under longitudinal translation between monomers. It thus follows that a displacement d LG = 0.1 Å was applied to this model, moving one monomer with respect to the other (see Figure S5 .1 for d LG configurations ranging from 0 (Conf. 1) to 1 Å (Conf. 10)).
The configuration that better matches the experimentally resolved one in terms of magnetic coupling is configuration number 4 (see Figure S5 .1 and Table S5 .1). The geometrical parameters are slightly different with respect to the experimental structure, but still of the same order of magnitude. The ultimate goal of this analysis has been thus achieved since we have provided evidence of the complexity undergone by TDPDTA in terms of structural arrangement. Further analysis will be reported in the future.
Supporting Information Section 6.
Interaction Energy Maps of TTTA, PDTA, 4-NCBDTA, and TDPDTA.
The interaction energy maps (IEMs) give the possibility to assess which is the energetic cost needed to reach the FM region highlighted in pale yellow in the middle of Figures S6.1a (TTTA) and S6.1c (4-NCBDTA). These two regions range from 0 kcal mol -1 to ~ -6 kcal mol -1 , namely an interval of stability in which the FM dimers can form. On the other hand, in the case of PDTA, it can be seen that the FM area (as predicted from the corresponding magneto-structural correlation map) only encompasses regions where the binding energy is highly positive. Hence, in turn, every possible FM dimer is definitively prevented. On top of the interaction energy maps IEMs, the evaluation of the Binding Energy (BE) for the TTTA periodic structure has been performed in order to asses if dimers, with small d IP values, were (i) meaningful or not, and (ii) how good the gas models used in the IEM maps performed compared to periodic structure calculations. To check it, the unit cell was doubled along the b-axis, in agreement with the propagation direction of the molecular columns in the real crystal. Then, the corresponding total energy was computed by means of the Quantum Espresso [S6.1, S6.2] code, with the D3 semi-empirical dispersion functions [S6.3] , with kinetic energy cutoff of 30 Ry and ultrasoft pseudopotentials [S6.4] , at PBE [S6.5] level.
To obtain BE, the total energy of an isolated TTTA molecule was computed, using exactly the same setting as described above (E T sm = -143.619928 Ry). This value was used to compute all set of BEs reported in Table S6 .1.
After checking the BE for the real double unit cell (see Figure S6. 2), the upper layer of molecules was compressed by 0.05, 0.10 and 0.15 Ångstroms. For each new cell, the total energy was computed and the corresponding BE derived (see Table S6 .1). In all three A, B and C models, the BE turns out to be negative. This, along with the previous results from the IEM maps, confirms that the models chosen, albeit ideal, are representative for the real systems investigated. 
