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Resumo
A determinac¸a˜o de um conjunto de caminhos disjuntos nos SRLG e´ um problema
NP-Completo, de grande interesse no desenvolvimento de me´todos de encaminha-
mento resiliente. Existem poucas heur´ısticas para a determinac¸a˜o dek de caminhos
disjuntos nos SRLG, e tanto quanto nos foi poss´ıvel averiguar, na˜o existe nenhuma
heur´ıstica que tente minimizar o custo total do conjunto de caminhos a determinar.
Sa˜o aqui propostas duas heur´ısticas que procuram determinar um conjunto de k
caminhos disjuntos nos no´s e nos SRLG, de custo aditivo mı´nimo.
1 Introduc¸a˜o
Atualmente, devido a` elevada largura de banda que as rede o´ticas apresentam, o volume
de dados transportado por estas redes e´ muito grande. Como tal, uma avaria durante
um per´ıodo de tempo reduzido pode deixar um nu´mero muito grande de utilizadores
sem servic¸o. Esta situac¸a˜o pode ter custos muito elevados, pelo que se tem investido no
desenvolvimento de tecnologias que permitem prevenir e recuperar falhas, de forma a que
estas na˜o se manifestem como avarias.
Um conceito usual em protec¸a˜o de redes e´ o conceito de “Shared Risk Link Group”
(SRLG). Um SRLG e´ um grupo de ligac¸o˜es que partilham o mesmo recurso f´ısico (cabo,
conduta, no´, etc) cuja falha resulta na falha de todas as ligac¸o˜es desse grupo [13]. Consi-
dere-se por exemplo, uma conduta onde passa um conjunto de cabos de transmissa˜o e que
cada cabo representa uma ligac¸a˜o. Se essa conduta for acidentalmente cortada, todos os
cabos nessa conduta sa˜o cortados e consequentemente todas as ligac¸o˜es associadas a esses
cabos falham. Assim, o risco dessas ligac¸o˜es falharem e´ comum ao risco da conduta ser
cortada. Logo, todos as ligac¸o˜es que utilizem os cabos dessa conduta esta˜o associados ao
mesmo SRLG. Os protocolos de encaminhamento em redes “Generalized MultiProtocol
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Label Switching” (GMPLS) permitem distribuir informac¸a˜o acerca dos SRLG pelos no´s
da rede [13]. A determinac¸a˜o de um par de caminhos disjuntos nos SRLG e´ um problema
NP-completo [7]. Em [7] encontra-se uma formalizac¸a˜o para este problema.
O ca´lculo de caminhos em redes de grandes dimenso˜es, com mu´ltiplos domı´nios ou
mu´ltiplas camadas, e´ complexo e exige uma grande capacidade de computac¸a˜o1. Uma
forma de resolver este problema e´ distribuir a capacidade de computac¸a˜o pelos no´s da
rede. Assim, a arquitetura base usada pelo GMPLS consiste em usar “Path Computation
Elements” (PCE) em va´rios pontos da rede [3].
Um PCE e´ uma unidade computacional que calcula um caminho a pedido de um “Path
Computation Client” (PCC), que e´ um elemento da rede que pretende determinar um ou
va´rios caminhos no domı´nio da rede a que pertence. Para determinar um caminho, um
PCE tem que recorrer a uma base de dados com a informac¸a˜o relativa ao estado da rede.
Essa base de dados e´ denominada por “Traffic Engeneering Database”.
Neste contexto o ca´lculo de rotas pode ser realizado recorrendo a um PCE, de forma
centralizada ou distribu´ıda. Um PCE centralizado possui, em geral, grande capacidade
de processamento, mas trabalha em processos em que o tempo de resposta podera´ ser da
ordem dos segundos, pois responde a pedidos do sistema de gesta˜o de rede. Contudo,
se o PCE em causa estiver localizado num router – como pode acontecer num modelo
distribu´ıdo – em geral o seu poder de ca´lculo e os seus recursos de memo´ria sa˜o limitados,
devendo contudo ter uma resposta ra´pida aos pedidos que lhe sa˜o feitos.
A determinac¸a˜o de um par de caminhos disjuntos nos arcos (nos no´s), de custo adi-
tivo mı´nimo visa, em geral, minimizar o custo dos recursos utilizados em protec¸a˜o global
dedicada. Este problema, designado por min-sum, resolve-se em tempo polinomial utili-
zando os algoritmos de Suurballe ou de Bhandari [1]. Quando se deseja partilhar largura
de banda de protec¸a˜o pode utilizar-se uma aproximac¸a˜o do tipo min-min, ou seja, pro-
cura determinar-se para caminho activo (Active Path – AP ) o caminho mais curto que
e´ poss´ıvel proteger, e para caminho de protecc¸a˜o (Backup Path – BP ) o caminho mais
curto na rede em que foram removidos os arcos (ou no´s) do caminho a proteger. Este
problema e´ NP-completo [14]. No contexto de partilha de largura de banda, a utilizac¸a˜o
de recursos da rede pelo AP , pode ser considerada mais importante do que a do BP . Isto
pode conduzir ao problema min-sum com pesos assime´tricos, em que o custo do AP e´
considerado ω vezes mais relevante do que o custo do BP [8]. Este problema e´ tambe´m
NP-completo [14].
Os problemas min-sum e min-min podem ser formulados, considerando tambe´m a
necessidade dos caminhos serem disjuntos nos SRLG. Neste caso, o problema min-sum
passa a ser NP-completo [7]. Assim, teˆm sido propostas va´rias heur´ısticas para a sua
1Por capacidade de computac¸a˜o entende-se a capacidade de processamento juntamente com a memo´ria
RAM dispon´ıvel.
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resoluc¸a˜o. As heur´ısticas “Trap Avoidance” (TA) [15] e CoSE [11] resolvem de forma
bastante eficiente o problema min-min, considerando SRLG. Por outro lado, as heur´ısticas
“Iterative Two Step Approach” (ITSA) [6], IMSH [12] e CoSE-MS [4] procuram resolver o
problema min-sum de ca´lculo de um par de caminhos disjuntos nos no´s e nos SRLG com
custo aditivo mı´nimo.
A determinac¸a˜o de um conjunto de caminhos disjuntos nos SRLG foi abordada por [10].
Nesse trabalho sa˜o atribu´ıdos pesos aos arcos, como base nos SRLG a que pertencem,
de forma a tentar maximizar a possibilidade de encontrar o maior nu´mero poss´ıvel de
caminhos disjuntos, entre um par de no´s origem-destino.
Neste trabalho propo˜em-se duas heur´ısticas para a determinac¸a˜o de k de caminhos
disjuntos nos no´s e nos SRLG, de custo aditivo mı´nimo.
2 Notac¸a˜o
E´ apresentada aqui a notac¸a˜o utilizada neste texto.
• Grafo dirigido: O grafo G = (V,A) e´ definido por um conjunto de no´s V , V =
{v1, . . . , vn} e por um conjunto de arcos A, A = {a1, . . . , am}.
Um arco liga dois ve´rtice por uma dada ordem, sendo um par ordenado de elementos
pertencentes a V . Se a, b ∈ V , com a 6= b e (a, b) ∈ A, diz-se que a e´ a cauda (ou
origem) do arco e b a sua cabec¸a (ou destino).
• Grafo na˜o dirigido: O grafo G = (V,E), e´ definido por um conjunto de no´s V ,
V = {v1, . . . , vn} e por um conjunto de arestas E, E = {e1, . . . , em}, em que uma
aresta e´ um par de no´s (por qualquer ordem).
Se a, b ∈ V , a 6= b, a aresta que liga esse dois no´s pode ser representada por (a, b) ∈ E
ou (b, a) ∈ E, em que a e b sa˜o os extremos da aresta.
• Arco sime´trico: Considere-se o arco (i, j). O sime´trico do arco (i, j) e´ o arco (j, i).
• Custo de um arco: Indica o custo de utilizac¸a˜o desse arco num caminho. E´
representado por l(a, b), onde a e´ o no´ origem e b e´ o no´ destino do arco (a, b).
• Rede dirigida: Uma rede dirigida e´ representada por um grafo dirigido a cujos
arcos foram associados atributos, como por exemplo o custo de utilizar um dado
arco.
• Rede na˜o dirigida: Uma rede na˜o dirigida e´ representada por um grafo na˜o
dirigido a cujas arestas foram associados atributos, como por exemplo o custo de
utilizar uma dada aresta.
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Uma rede na˜o dirigida pode ser computacionalmente representada por uma rede
dirigida, em que cada aresta e´ substitu´ıda por dois arcos, de sentidos opostos, entre
o mesmo par de no´s (com os mesmos atributos).
• Caminho: Sequeˆncia cont´ınua de no´s (todos diferentes) desde um no´ de origem,
i, ate´ um no´ de destino, j (i, j ∈ V ). Um caminho e´ representado por p = 〈i ≡
v1, v2, . . . , j ≡ vu〉, onde (vk, vk+1) ∈ A, ∀k ∈ {1, . . . , u − 1}, sendo u o nu´mero de
no´s do caminho.
Seja Ap o conjunto de arcos que formam o caminho p = 〈i ≡ v1, v2, . . . , j ≡ vu〉:
Ap = ∪∀k∈{1,...,u−1}(vk, vk+1). Seja Vp o conjunto dos no´s do caminho p.
• Custo (aditivo) de um caminho: Somato´rio do custo dos arcos que constituem
o caminho p, Cp =
∑
(i,j)∈Ap l(i, j). Se um caminho entre um dado par de no´s na˜o
existe, e´ representado pelo conjunto vazio (∅), e o seu custo e´ infinito.
• Par de caminhos: Conjunto de dois caminhos com o mesmo no´ de origem e o
mesmo no´ de destino. Um par de caminhos e´ representado por (p, q), sendo p e q
os caminhos constituintes do par.
• Par de caminhos disjuntos nos no´s: Seja (p, q) um par de caminhos de um no´
origem s para um no´ destino t. (p, q) e´ um par de caminhos disjuntos nos no´s, se e
so´ se Vp ∩ Vq = {s, t}.
• Conjunto de k caminhos: Conjunto de k caminhos com o mesmo no´ de origem
e o mesmo no´ de destino. Um conjunto de k caminhos e´ representado por S, onde
k = |S|.
Os caminhos no conjunto S, do no´ s para o no´ t sa˜o todos disjuntos entre si, se e
so´ se: ∩p∈SVp = {s, t}.
• Segmento: Sequeˆncia cont´ınua de arcos que constituem parte de um caminho.
• C(p,q): Custo (aditivo) de um par de caminhos (p, q), dado pela soma do custo dos
caminhos que constituem o par, C(p,q) = Cp + Cq.
Se (p, q) = (∅, ∅), o custo do par de caminhos e´ infinito (C(∅,∅) =∞).
• CS: Custo de um conjunto de caminhos S, dado pelo somato´rio do custo dos cami-
nhos nesse conjunto, CS =
∑
p∈S Cp.
• d(i): Distaˆncia do no´ i ao no´ origem, ou seja, a soma do custo de todos os arcos
que formam o caminho mais curto desde o no´ origem ate´ ao no´ i (o qual pode
ser determinado usando o algoritmo de Dijkstra, desde que os custos sejam na˜o
negativos e na˜o haja custos fixos associados a` passagem em no´s).
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• P (i): No´ predecessor do no´ i num dado caminho.
• No´ adjacente: Um no´, i, diz-se adjacente de um outro no´, j, quando o no´ i se
encontra ligado atrave´s de um arco ao no´ j. Desta definic¸a˜o resulta que no´ i e´
adjacente ao no´ j se existir o arco (i, j) ou o arco (j, i) (ou ambos).
• No´ vizinho: Um no´, j, diz-se vizinho de um outro no´, i, se e so´ se o no´ j estiver
ligado ao no´ i atrave´s do arco (i, j).
• Γi: Conjunto de no´s vizinhos do no´ i.
• Y : Conjunto dos riscos de falha que podem afetar os arcos da rede. Y = {y1, y2, . . . , yr}
em que r e´ o nu´mero de riscos na rede.
• gi, i = 1, . . . , r: gi e´ o conjunto de arcos da rede que ficam indispon´ıveis quando
ocorre a falha associada ao risco yi (yi ∈ Y ). Ou seja gi e´ um SRLG.
• R′: Conjunto de todos os SRLG existentes na rede. R′ = {g1, g2, . . . gr} em que r e´
o nu´mero de SRLG diferentes que existem numa rede.
• R(i, j) ou R(a) = {gk : ak ∈ gk}, com a = (i, j): Conjunto dos SRLG a que o arco
a = (i, j) pertence.
Das definic¸o˜es anteriores resulta que R′ = ∪(i,j)∈AR(i, j), e r = |R′|.
• R: Conjunto dos conjuntos de SRLG de todos os arcos da rede: R = {R(i, j) :
(i, j) ∈ A}, sendo G = (V,A) o grafo associado a essa rede (|R| = |A|).
• Rp: Conjunto dos SRLG que afetam um caminho p, ou seja, Rp = ∪(i,j)∈pR(i, j).
• Pst: Conjunto de todos os caminhos de s para t na rede.
• (p∗, q∗): Par de caminhos disjuntos nos no´s, ou nos no´s e nos SRLG, dependendo
do problema a resolver, de menor custo aditivo, ou seja, uma soluc¸a˜o o´tima para o
problema em causa.
Neste trabalho os termos grafo e rede sera˜o usados indistintamente, sendo o termo
grafo utilizado preferencialmente quando se pretende fazer refereˆncia a` topologia de uma
rede.
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3 Heur´ısticas para determinac¸a˜o de k caminhos dis-
juntos nos no´s e nos SRLG
Nesta secc¸a˜o iremos descrever duas heur´ısticas propostas para a determinac¸a˜o de de k
caminhos disjuntos nos no´s e nos SRLG, de custo aditivo mı´nimo. Estas heur´ısticas
denotadas por kIMSHd e kCoSE-MScd envolvem essencialmente treˆs passos:
1. determinac¸a˜o de um conjunto de pares de caminhos disjuntos nos no´s e nos SRLG,
que funciona como conjunto semente;
2. para cada elemento do conjunto semente (de pares de caminhos disjuntos nos no´s
e nos SRLG) determinado no ponto anterior, determina-se o conjunto de caminhos
disjuntos nos no´s e nos SRLG de dimensa˜o k, ou se essa dimensa˜o na˜o tiver sido
atingida, guarda-se o conjunto (ou conjuntos) de maior dimensa˜o entre os calculados;
3. selecionar o melhor conjunto (o de menor custo total) entre todos os conjuntos de
dimensa˜o k (de caminhos disjuntos nos no´s e nos SRLG), ou entre os conjuntos de
maior dimensa˜o encontrados (caso a dimensa˜o ma´xima seja inferior a k).
As heur´ısticas kIMSHd e kCoSE-MScd diferem entre si no passo 1,a a primeira utiliza
uma variante da heur´ıstica IMSH e segunda uma variante da heur´ıstica CoSE-MS.
O passo 2 e´ conseguido utilizando uma generalizac¸a˜o da MSH definida pelo Algoritmo
kMSH, descrito de seguida. A heur´ıstica kMSH corresponde a aplicac¸a˜o da MSH a um
conjunto de caminhos (de forma semelhante ao algoritmo de Bhandari [1] para a obtenc¸a˜o
de k caminhos disjuntos nos no´s).
A func¸a˜o K-Remove Interlacing (Sc,p
′) na linha 10 do Algoritmo kMSH tem dois
passos:
1. Remove todos os arcos comuns a p′ e Sc, ou seja cria um grafo formado pelos arcos
de p′ e Sc e em seguida remove desse grafo os pares de arcos sime´tricos que surjam,
ou seja os arcos de p′ com sime´trico em Sc (e os de Sc com sime´trico em p′);
2. Determina nesse grafo |Sc| + 1 caminhos disjuntos nos no´s. Isto pode ser feito de
duas formas:
(a) Em cada iterac¸a˜o i (i = 1, 2, |Sc| + 1) calcula sucessivamente o caminho mais
curto pi (usando o algoritmo de Dijsktra [2]); em seguida remove os arcos de
pi do grafo antes de passar a` iterac¸a˜o seguinte (onde sera´ calculado o caminho
mais curto no grafo remanescente);
(b) Seleciona sequencialmente cada um dos |Sc|+ 1 arcos de cauda s, e dada a sua
cabec¸a obter o arco emergente desse no´, e assim sucessivamente ate´ seleccionar
um dos |Sc|+ 1 arcos de cabec¸a t, definindo assim cada um dos caminhos.
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Algoritmo kMSH: Heur´ıstica kMSH que dado um conjunto semente de caminhos
disjuntos nos no´s e nos SRLG de dimensa˜o k devolve um conjunto de k+1 caminhos
disjuntos, ou um conjunto vazio se isso na˜o foi poss´ıvel.
Dados: Grafo da rede dirigida G = (V,A); no´ origem s; no´ destino t; o custo
l(i, j), e os SRLG, R(i, j), associados a cada arco (i, j) ∈ A; Conjunto
semente de caminhos disjuntos nos no´s e nos SRLG Sc
Resultado: Conjunto de caminhos disjuntos nos no´s e nos SRLG S, obtido
usando o conjunto semente Sc, com |S| = |Sc|+ 1 ou S = ∅ se na˜o foi
poss´ıvel estender Sc.
1 ∀p ∈ Sc Remove temporariamente os arcos (i, j) da rede G,∀(i, j) ∈ p
2 M ←∑(i,j)∈A l(i, j)
3 RSc ← ∪p∈ScRp // Conjunto de SRLG que afectam os caminhos em Sc
4 Para cada arco (i, j) da rede, tal que R(i, j) ∩RS 6= ∅ faz
// O arco (i, j) pertence a pelo menos um dos SRLG que afetam p ∈ S
5 l(i, j)← l(i, j) +M
6 fim
7 Finaliza a transformac¸a˜o da rede: divide os no´s interme´dios e inverte os arcos dos
caminhos p ∈ Sc e atribui-lhes o custo nulo.
// Dado que a rede n~ao tem arcos com custo negativo, pode ser usado o
algoritmo de Dijkstra [2]
8 p′ ←Dijkstra (s,t)
9 Se existe p′ enta˜o
10 S ← K-Remove Interlacing (Sc,p′)
11 Se ∩p∈SRp 6= ∅ // Avalia se os p ∈ S s~ao disjuntos nos SRLG
12 enta˜o




17 S ← ∅ // N~ao ha´ soluc¸~ao
18 fim
19 Repo˜e a rede no estado inicial
Na nossa implementac¸a˜o opta´mos pela segunda opc¸a˜o, por ser mais eficiente.
3.1 Heur´ıstica kIMSHd
Na heur´ıstica kIMSHd o conjunto semente e´ obtido recolhendo todos os pares de caminhos
disjuntos nos SRLG gerados usando a heur´ıstica IMSHd, que corresponde a` heur´ıstica
IMSH [12], na qual heur´ıstica auxiliar MSH foi substitu´ıda pela nova versa˜o proposta
em [5]2.
2Neste relato´rio a heur´ıstica MSHd devolve sempre um par disjunto nos SRLG ou (∅, ∅). A heur´ıstica
MSHcd difere de MSHd pelo facto de, caso exista um par de caminhos disjuntos nos no´s, com base no
caminho semente fornecido, devolver sempre esse par, assim como o conjunto X de SRLG comum ao par.
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Esta heur´ıstica, dado um limite de iterac¸o˜es, imax, guarda todos os pares de caminhos
disjuntos nos SRLG obtidos nas iterac¸o˜es i = 1, . . . , imax, numa pilha. Seguidamente e´
usado cada um dos pares guardados na pilha como par semente na heur´ıstica kMSH,
e usando esta heur´ıstica k − 2 vezes, ate´ obter o conjunto de dimensa˜o k desejado, ou
verificar que isso ja´ na˜o e´ poss´ıvel. Por fim, devolve o maior conjunto que for conseguido
(de dimensa˜o menor ou igual a k), e entre esses o conjunto de menor custo total aditivo.
O pseudo-co´digo da heur´ıstica kIMSHd encontra-se no Algoritmo kIMSHd,formalizado
em seguida, onde MPS representa o algoritmo de enumerac¸a˜o de caminhos mais curtos
por ordem crescente do seu custo proposto em [9].
3.2 Heur´ıstica kCoSE-MScd
Na heur´ıstica kCoSE-MScd o conjunto semente e´ obtido recolhendo todos os pares de
caminhos disjuntos nos SRLG gerados usando a heur´ıstica CoSE-MScd, a variante da
heur´ıstica CoSE-MS proposta em [5].
Esta heur´ıstica e´ em tudo semelhante a` kIMSHd, com a diferenc¸a de que a recolha
dos pares de caminhos e´ feita com base na heur´ıstica auxiliar AllPairs, cujo pseudo-co´digo
se encontra no Algoritmo AllPairs em anexo. Este algoritmo corresponde a utilizar, a
nova variante do algoritmo CoSE-MS proposta em [5], mas recolhendo todos os pares de
caminhos disjuntos nos no´s e nos SRLG encontrados.
Todos os pares de caminhos disjuntos nos no´s e nos SRLG calculados ficam em P
(ver linha 1). O ciclo “Enquanto” na linha 13 do Algoritmo kIMSHd e na linha 2 do
Algoritmo kCoSE-MScd e´ comum a ambas as heur´ısticas.
4 Ana´lise de resultados
Sa˜o aqui apresentados os resultados obtidos, no que toca a` qualidade das soluc¸o˜es obtidas
e aos tempos de execuc¸a˜o das heur´ısticas cujo pseudo-co´digo se encontra no Algoritmo
kIMSHd e no Algoritmo kCoSE-MScd.
Comec¸a-se por se enunciar as condic¸o˜es de experimentac¸a˜o usadas para analisar a
qualidade das soluc¸o˜es e para determinar os tempos de execuc¸a˜o. Depois sa˜o apresentados
os resultados que permitem avaliar a qualidade das soluc¸o˜es obtidas, seguidas dos tempos
de execuc¸a˜o das heur´ısticas desenvolvidas.
4.1 Condic¸o˜es de experimentac¸a˜o
Esta secc¸a˜o visa introduzir o modo como foram efectuados os testes, quer ao n´ıvel da
qualidade das soluc¸o˜es o´ptimas quer ao n´ıvel dos tempos de execuc¸a˜o de cada uma das
heur´ısticas.
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Algoritmo kIMSHd: Heur´ıstica kIMSHd que permite obter um conjunto de cami-
nhos disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo.
Dados: Grafo da rede dirigida G = (V,A); no´ origem s; no´ destino t; o custo
l(i, j), e os SRLG, R(i, j), associados a cada arco (i, j) ∈ A, dimensa˜o do
conjunto a obter, k (k > 2), nu´mero ma´ximo de iterac¸o˜es imax.
Resultado: Conjunto de k caminhos disjuntos nos no´s e nos SRLG de custo
aditivo mı´nimo, ou entre os maiores conjuntos de caminhos disjuntos
nos no´s e nos SRLG o de menor custo aditivo.
1 i← 0
2 ∆ = (min(i,j)∈A l(i, j))/(2|V |) // Assume que min(i,j)∈A l(i, j) > 0
3 P ← ∅ // Pilha de pares
4 S ← ∅ // Melhor conjunto de caminhos CS =∞
5 Enquanto i ≤ imax faz
6 i← i+ 1
// Obte´m um caminho semente a cada iterac¸~ao usando o algoritmo de
MPS




9 Se (p′i, p
′′
i ) 6= (∅, ∅) enta˜o
10 push(P, (p′i, p
′′
i )) // Guarda o par disjunto
11 fim
12 fim
13 Enquanto ¬ empty(P) faz
14 i = 2
15 Si ← top(P )
16 pop (P )
17 Enquanto i < k ∧ Si 6= ∅ faz
18 Si+1 =kMSH(G, s, t, l, R, Si) // Tenta juntar mais um caminho
19 i← i+ 1
20 fim
21 Se Si = ∅ enta˜o
22 i← i− 1 // Si e´ o maior conjunto n~ao vazio na iterac¸~ao corrente
23 fim
// Verifica se precisa de actualizar o melhor conjunto
24 Se {i = k ∧ [|S| < k] ∨ (|S| = k ∧ CSi < CS)]} ∨ {i < k ∧ [(|S| = |Si| ∧ CSi <
CS)) ∨ |S| < |Si|]} enta˜o
25 S ← Si // Actualiza o melhor conjunto encontrado
26 fim
27 fim
Para se poder estudar a qualidade das soluc¸o˜es obtidas por cada uma das heur´ısticas
(Algoritmo kIMSHd e Algoritmo kCoSE-MScd), foram associadas 10 distribuic¸o˜es
distintas de SRLG a` mesma rede. A rede utilizada corresponde ao maior componente
bi-conectado de uma rede SDH com 231 no´s e 471 arestas (representadas por 942 arcos
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Algoritmo kCoSE-MScd: Heur´ıstica kCoSE-MScd que permite obter um conjunto
de caminhos disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo.
Dados: Grafo da rede dirigida G = (V,A); no´ origem s; no´ destino t; o custo
l(i, j), e os SRLG, R(i, j), associados a cada arco (i, j) ∈ A, dimensa˜o do
conjunto a obter, k (k > 2), custo residual ∆ (∆ > 0), e usa ∆ (verdade
se usa ∆), , nu´mero ma´ximo de iterac¸o˜es imax.
Resultado: Conjunto de k caminhos disjuntos nos no´s e nos SRLG de custo
aditivo mı´nimo, ou entre os maiores conjuntos de caminhos disjuntos
nos no´s e nos SRLG o de menor custo aditivo.
1 P ← AllPairs(G, s, t, l, R,Delta, usa ∆, imax) // Pares de caminhos semente
2 Enquanto ¬ empty(P) faz
3 i = 2
4 Si ← top(P )
5 pop (P )
6 Enquanto i < k ∧ Si 6= ∅ faz
7 Si+1 =kMSH(G, s, t, l, R, Si) // Tenta junta mais um caminho
8 i← i+ 1
9 fim
10 Se Si = ∅ enta˜o
11 i← i− 1 // Si e´ o maior conjunto n~ao vazio na iterac¸~ao corrente
12 fim
// Verifica se precisa de actualizar o melhor conjunto
13 Se {i = k ∧ [|S| < k] ∨ (|S| = k ∧ CSi < CS)]} ∨ {i < k ∧ [(|S| = |Si| ∧ CSi <
CS)) ∨ |S| < |Si|]} enta˜o
14 S ← Si // Actualiza o melhor conjunto encontrado
15 fim
16 fim
dirigidos), fornecida pela PT Inovac¸a˜o. Posteriormente foi adicionada a cada aresta a
informac¸a˜o relativa aos SRLG a que pertencem. Cada aresta foi associada de forma
aleato´ria a um nu´mero de SRLG, que varia entre zero e quatro. Conve´m tambe´m referir
que a cada SRLG foram associados no ma´ximo a quatro arestas. Deste modo, foi poss´ıvel
obter 10 variantes da rede que permitiram obter os resultados pretendidos.
Nos resultados apresentados, o nu´mero ma´ximo de iterac¸o˜es consideradas (Algoritmo
kIMSHd) ou nu´mero ma´ximo de problemas resolvidos (Algoritmo kCoSE-MScd)
foram imax = 5, 10, 20, 50, 100, 200, 500, 1000. Ja´ o nu´mero de caminhos determinado foi
k = 3, 4, pois para k > 4 as soluc¸o˜es o´timas que era poss´ıvel obter nas variantes da rede
criadas eram muito reduzidas e os tempos de execuc¸a˜o eram demasiado elevados.
4.1.1 Qualidade das soluc¸o˜es
Para se poder estudar a qualidade das soluc¸o˜es obtidas por cada uma das heur´ısticas
(Algoritmo kIMSHd e Algoritmo kCoSE-MScd), utilizando cada uma das 10 va-
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riantes da rede, procurou-se obter uma soluc¸a˜o (conjunto de k caminhos disjuntos nos
no´s e nos SRLG, de custo aditivo mı´nimo) para todos os pares origem destino de cada
imagem, considerando o nu´mero ma´ximo de problemas/iterac¸o˜es permitidos(as) enunci-
ado na sub-secc¸a˜o 4.1. O passo seguinte foi comparar as soluc¸o˜es obtidas por cada uma
das heur´ısticas desenvolvidas com as soluc¸o˜es o´timas obtidas atrave´s de um “software” de
“Programac¸a˜o Linear Inteira” (PLI) – CPLEX (versa˜o 12.3). A formulac¸a˜o do problema
de PLI para o problema de ca´lculo de um par de caminhos disjuntos nos no´s e nos SRLG,
adaptada de [7], encontra-se no apeˆndice A.
4.1.2 Tempos
Os tempos foram obtidos em duas plataformas distintas: um “Path Computation Ele-
ment” (PCE)3 e um “Desktop”4, pois havia o interesse em avaliar o impacto das limitac¸o˜es
computacionais de um PCE (que sa˜o significativas) no desempenho dos algoritmos. A ob-
tenc¸a˜o das soluc¸o˜es pelo CPLEX e a recolhas dos tempos de execuc¸a˜o num Desktop
permite avaliar o compromisso entre a eficieˆncia computacional e a precisa˜o das soluc¸o˜es,
poss´ıvel com a heur´ıstica.
Para obter os tempos no PCE foram escolhidos de forma aleato´ria 1000 pares origem
destino distintos, com sementes diferentes para cada uma das variantes da rede utiliza-
das. Os tempos de execuc¸a˜o, para cada imagem, foram medidos para 1000 execuc¸o˜es
de cada uma das heur´ısticas desenvolvidas, considerando o nu´mero ma´ximo de proble-
mas/iterac¸o˜es permitidos(as) enunciado na sub-secc¸a˜o 4.1. Foram tambe´m obtidos os
tempos no “Desktop” anteriormente referido, para se poder comparar o desempenho no
PCE relativamente ao desempenho no “Desktop”. Nestes testes foi sempre utilizada a
biblioteca partilhada.
Para se poder ter uma percepc¸a˜o dos tempos de execuc¸a˜o de cada uma das heur´ısticas,
face ao tempo que demora a resolver o mesmo problema utilizando o CPLEX, foram
medidos os tempos de execuc¸a˜o em cada uma das variantes da rede, para 5000 pares origem
destino (∼ 10% dos pares origem destino da rede), utilizando uma semente diferente (do
gerador de nu´meros aleato´rios) para cada uma das variantes – neste caso sem utilizar a
biblioteca partilhada em qualquer das heur´ısticas.
4.2 Qualidade das soluc¸o˜es
Nesta sub-secc¸a˜o sa˜o apresentados os resultados que permitem avaliar os desempenho, no
que toca a` qualidade das soluc¸o˜es obtidas, para cada heur´ıstica.
3O PCE utilizado foi uma UNICOM-V5 fornecida pela PT Inovac¸a˜o com as seguintes caracter´ısticas:
CPU G2 LE core clock 330MHz com 128 MB de memo´ria RAM.
4O “Desktop” utilizado tem as seguintes caracter´ısticas: Intel(R) Core(TM) i7 CPU 870 core clock
2.93GHz com 4 GB de memo´ria RAM.
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Figura 1: Percentagem me´dia de soluc¸o˜es encontradas pelas heur´ısticas kIMSHd e kCoSE-
MScd, com um nu´mero ma´ximo de iterac¸o˜es (kIMSHcd) ou problemas resolvidos (kCoSE-MScd)
imax = 5, 10, 20, 50, 100, 200, 500, 1000 e um nu´mero de caminhos determinado igual a 3 (k = 3),
usando o nu´mero de soluc¸o˜es obtidas pelo CPLEX como refereˆncia.
Relativamente a` percentagem de soluc¸o˜es encontradas (figuras 1 e 2) e a` percentagem
de soluc¸o˜es o´timas encontradas (figuras 3 e 4), e´ poss´ıvel identificar treˆs tendeˆncias:
• quando o nu´mero de caminhos k, a gerar, aumenta, a percentagem de soluc¸o˜es
encontradas e a percentagem de soluc¸o˜es o´timas encontradas diminui, porque as
soluc¸o˜es para k = i+ 1 sa˜o obtidas a partir das encontradas para k = i.
• quando o nu´mero de problemas/iterac¸o˜es permitidos(as) aumenta, a percentagem
de soluc¸o˜es encontradas e a percentagem de soluc¸o˜es o´timas encontradas tambe´m
aumenta, em particular para heur´ıstica kIMSHd.
• em todos os casos a heur´ıstica kIMSHd encontra mais soluc¸o˜es e mais soluc¸o˜es
o´timas que a heur´ıstica kCoSE-MScd, o que adve´m da forma mais exaustiva como
kIMSHd gera os caminhos semente.
No que toca a` percentagem de soluc¸o˜es encontradas pela heur´ıstica kCoSE-MScd e´
poss´ıvel verificar que esse valor estabiliza para imax = 50 problemas permitidos (cerca de
91% para k = 3 e 83% para k = 4). Ja´ usando a heur´ıstica kIMSHd a percentagem de
soluc¸o˜es encontradas aumenta sempre com o nu´mero de iterac¸o˜es permitidas, sendo que e´
cerca de 96% (k = 3) e 93% (k = 4) para imax = 50 iterac¸o˜es permitidas. Conve´m referir
que as semi-amplitudes dos Intervalos de Confianc¸a (IC) a 95% para ambas as heur´ısticas,
tanto para k = 3 como para k = 4, sa˜o inferiores em 10% a`s me´dias correspondentes5.
5Para a kCoSE-MScd o IC ma´ximo para k = 3 e´ aproximadamente 6,8% e para k = 4 e´ aproxima-
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Figura 2: Percentagem me´dia de soluc¸o˜es encontradas pelas heur´ısticas kIMSHd e kCoSE-
MScd, com um nu´mero ma´ximo de iterac¸o˜es (kIMSHcd) ou problemas resolvidos (kCoSE-MScd)
imax = 5, 10, 20, 50, 100, 200, 500, 1000 e um nu´mero de caminhos determinado igual a 4 (k = 4),
usando o nu´mero de soluc¸o˜es obtidas pelo CPLEX como refereˆncia.
































Figura 3: Percentagem me´dia de soluc¸o˜es o´timas encontradas pelas heur´ısticas kIMSHd
e kCoSE-MScd, com um nu´mero ma´ximo de iterac¸o˜es (kIMSHcd) ou problemas resolvidos
(kCoSE-MScd) imax = 5, 10, 20, 50, 100, 200, 500, 1000 e um nu´mero de caminhos determinado
igual a 3 (k = 3), usando o custo das soluc¸o˜es o´timas obtidas pelo CPLEX como refereˆncia.
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Figura 4: Percentagem me´dia de soluc¸o˜es o´timas encontradas pelas heur´ısticas kIMSHd
e kCoSE-MScd, com um nu´mero ma´ximo de iterac¸o˜es (kIMSHcd) ou problemas resolvidos
(kCoSE-MScd) imax = 5, 10, 20, 50, 100, 200, 500, 1000 e um nu´mero de caminhos determinado
igual a 4 (k = 4), usando o custo das soluc¸o˜es o´timas obtidas pelo CPLEX como refereˆncia.
Relativamente a` percentagem de soluc¸o˜es o´timas encontradas, pode-se verificar o
mesmo que sucedeu com a percentagem de soluc¸o˜es encontradas. No entanto, para
imax = 50 problemas/iterac¸o˜es permitidos(as) a heur´ıstica kCoSE-MScd encontrou em
me´dia 57% (k = 3) e 47% (k = 4) e, a heur´ıstica kIMSHd encontrou em me´dia 59%
(k = 3) e 50% (k = 4) das soluc¸o˜es o´timas que existem. Um outro aspeto importante e´ o
facto da semi-amplitude dos IC a 95% para ambas as heur´ısticas, tanto para k = 3 como
para k = 4, ser cerca de 15% da percentagem me´dia de soluc¸o˜es o´timas encontradas6. De
notar que a heur´ıstica kCoSE-MScd apresenta um erro relativo me´dio inferior a` heur´ıstica
kIMSHd, embora possua uma maior nu´mero de soluc¸o˜es sub-o´timas que esta u´ltima.
No que toca ao erro relativo me´dio (figuras 5 e 6) e´ poss´ıvel verificar que este varia
muito pouco com o nu´mero de problemas/iterac¸o˜es permitidos(as) e com a heur´ıstica
usada.
Ao analisar atentamente o erro relativo me´dio, e´ poss´ıvel verificar que para k = 3, o
erro relativo me´dio esta´ compreendido entre 7,0% e 7,4% para a heur´ıstica kCoSE-MScd
e, 7,2% e 7,9% para a heur´ıstica kIMSHd. Ja´ para k = 4 o erro relativo me´dio passa a
estar compreendido entre 12,7% e 13,2% para a heur´ıstica kCoSE-MScd, e entre 13,4%
e 15,0% para a heur´ıstica kIMSHd. E´ importante referir que os IC esta˜o contidos nos
damente 8,0%. Ja´ no caso da kIMSHd o IC ma´ximo para k = 3 e´ 6,3% e para k = 4 o IC ma´ximo e´
7,9%.
6Para a heur´ıstica kCoSE-MScd o IC ma´ximo para k = 3 e´ aproximadamente 9,6% e para k = 4 e´
aproximadamente 9,0%. Ja´ no caso da heur´ıstica kIMSHd o IC ma´ximo para k = 3 e´ 8,7% e para k = 4
o IC ma´ximo e´ 9,0%.
14























Figura 5: Erro relativo me´dio (tendo como refereˆncia as soluc¸o˜es o´timas obtidas pelo CPLEX)
para as heur´ısticas kIMSHd e kCoSE-MScd, com um nu´mero ma´ximo de iterac¸o˜es (kIMSHd)
ou problemas resolvidos (kCoSE-MScd) imax = 5, 10, 20, 50, 100, 200, 500, 1000 e um nu´mero de
caminhos determinado igual a 3 (k = 3).


























Figura 6: Erro relativo me´dio (tendo como refereˆncia as soluc¸o˜es o´timas obtidas pelo CPLEX)
para as heur´ısticas kIMSHd e kCoSE-MScd, com um nu´mero ma´ximo de iterac¸o˜es (kIMSHd)
ou problemas resolvidos (kCoSE-MScd) imax = 5, 10, 20, 50, 100, 200, 500, 1000 e um nu´mero de
caminhos determinado igual a 4 (k = 4).
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intervalos de 30,0% a 30,6% (kCoSE-MScd para k = 3), de 42,3% a 49,1% (kCoSE-MScd
para k = 4), de 31,0% a 33,0% (kIMSHd para k = 3) e de 47,9% a 49,7% (kIMSHd para
k = 4). Facilmente se pode verificar a grande variabilidade do erro relativo, pois os IC
sa˜o aproximadamente quatro vezes superiores aos valores me´dios.
4.3 Tempos
Esta sub-secc¸a˜o visa fornecer a informac¸a˜o relativa ao desempenho computacional das
heur´ısticas implementadas. Assim sa˜o fornecidos os tempos relativos a cada heur´ıstica
para o ca´lculo de 2 (k = 2) e 3 (k = 3) caminhos. Os tempos apresentados dividem-se em
quatro tabelas:
• tabela 1 que conte´m os tempos para 1000 execuc¸o˜es das heur´ısticas implementa-
das (todos os pares origem destino sa˜o diferentes), na UNICOM-V5, usando uma
biblioteca dinaˆmica;
• tabela 2 que conte´m os tempos para 1000 execuc¸o˜es das heur´ısticas implementadas
(todos os pares origem destino sa˜o diferentes), no “Desktop”, usando uma biblioteca
dinaˆmica;
• tabela 3 que conte´m os tempos para 5000 execuc¸o˜es das heur´ısticas implementa-
das (todos os pares origem destino sa˜o diferentes), no “Desktop”, na˜o usando uma
biblioteca dinaˆmica;
• tabela 4 que conte´m os tempos para 5000 execuc¸o˜es do CPLEX (todos os pares
origem destino sa˜o diferentes), no “Desktop”, na˜o usando uma biblioteca dinaˆmica.
Estas tabelas permitem que se compare:
• o desempenho das heur´ısticas num PCE face ao desempenho que e´ conseguido num
“Desktop” (tabelas 1 e 2);
• o desempenho das heur´ısticas face ao desempenho que se obte´m usando o CPLEX
para resolver o mesmo problema (tabelas 3 e 4).
Comparando os tempos da tabela 1 com os tempos da tabela 2 para imax = 50, e´
poss´ıvel verificar que a heur´ıstica kCoSE-MScd e´ sempre mais ra´pida. No entanto os
tempos obtidos no PCE para imax = 50 sa˜o sempre superiores a 400 ms, o que torna
as heur´ısticas pouco aconselhadas para serem usadas no plano de controlo de uma rede
GMPLS.
Atrave´s dos resultados apresentados nas tabelas 3 e 4 e´ poss´ıvel ver que os tempos
obtidos no “Desktop” para as heur´ısticas, para imax = 50, sa˜o cerca de 5% do tempo que
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o CPLEX levou a resolver o problema na mesma plataforma. Ale´m disso, com qualquer
uma das heur´ısticas com imax = 50, e´ poss´ıvel obter resultados em menos de 23ms.
Embora estas heur´ısticas na˜o sejam adequadas ao plano de controlo utilizando um
valor de k = 50, com o qual ja´ se consegue obter soluc¸o˜es para um nu´mero elevado de
pares origem destino (superior a 95% e a 90% para k = 3 e a k = 4, respectivamente) sa˜o,
mesmo assim, uma ordem de grandeza mais ra´pidas do que o CPLEX a` custa de menor
qualidade nas soluc¸o˜es obtidas.
5 Conclusa˜o
Foram propostas duas heur´ısticas para o problema de determinar k caminhos disjuntos
nos no´s e nos SRLG. Os resultados apresentados na secc¸a˜o 4 mostram que a heur´ıstica
kIMSHd encontra um nu´mero elevado de soluc¸o˜es. Ambas as heur´ısticas apresentam um
nu´mero de soluc¸o˜es o´timas entre 55% e 60%, mas o erro relativo das soluc¸o˜es sub-o´timas
e´ inferior a 10%, para k = 3. Ja´ para k = 4 o nu´mero de soluc¸o˜es o´timas encontradas
esta´ entre 45% e 50% e o erro relativo das soluc¸o˜es sub-o´timas passa a ser inferior a 15%.
No que concerne ao tempo de execuc¸a˜o a heur´ıstica kCoSE-MScd foi a que apresentou
melhor desempenho, na˜o sendo contudo adequada para utilizac¸a˜o no plano de controlo
do GMPLS, num PCE com as caracter´ısticas da placa UNICOM-v5.
O nu´mero de soluc¸o˜es obtidas pela heur´ıstica kIMSH indica que poderia ser utilizada
no plano de gesta˜o de uma rede GMPLS.
kIMSHd (k = 3) kCoSE-MScd (k = 3) kIMSHd (k = 4) kCoSE-MScd (k = 4)
imax (segundos) (segundos) (segundos) (segundos)
5 119.366± 3.672 55.964± 0.704 138.136± 3.868 76.404± 0.765
10 168.790± 3.091 104.772± 1.215 207.493± 2.364 145.167± 1.498
20 256.983± 3.684 193.321± 2.217 337.474± 4.198 269.854± 2.716
50 532.430± 7.202 411.002± 5.781 736.473± 10.461 577.644± 7.635
100 1004.407± 13.116 682.339±16.001 1416.268± 20.440 960.767± 21.589
200 1975.215± 28.008 1006.493±37.746 2802.737± 42.465 1416.237± 50.531
500 4977.985± 63.961 1314.054±76.332 7088.324±111.981 1841.568±103.020
1000 10118.374±138.904 1384.289±84.286 14248.716±275.524 1935.250±112.548
Tabela 1: Tabela com os tempos de execuc¸a˜o para as heur´ısticas de ca´lculo de um conjunto de
K caminhos disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo (kIMSHcd e kCoSE-MScd),
com imax = {5, 10, 20, 50, 100, 200, 500, 1000} e um nu´mero de caminhos determinados igual a
3 (k = 3) e a 4 (k = 4), medidos na UNICOM-V5 usando a biblioteca partilhada (1000 pares
origem destino).
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kIMSHd (k = 3) kCoSE-MScd (k = 3) kIMSHd (k = 4) kCoSE-MScd (k = 4)
imax (segundos) (segundos) (segundos) (segundos)
5 4.893±0.736 2.744±0.427 7.339±0.305 3.375±0.481
10 8.758±0.292 5.294±0.752 11.296±0.106 6.168±0.851
20 14.217±0.192 9.953±1.241 18.717±0.226 11.474±1.536
50 30.097±0.406 18.838±2.518 41.483±0.476 27.063±2.921
100 57.439±0.784 30.000±3.125 80.096±0.866 42.703±3.797
200 113.086±1.880 48.727±4.592 158.431±1.671 63.911±4.356
500 283.319±3.748 58.410±5.464 397.142±4.027 82.336±5.120
1000 575.950±7.271 65.086±6.176 801.683±8.891 85.007±6.175
Tabela 2: Tabela com os tempos de execuc¸a˜o para as heur´ısticas de ca´lculo de um conjunto de
K caminhos disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo (kIMSHcd e kCoSE-MScd),
com imax = {5, 10, 20, 50, 100, 200, 500, 1000} e um nu´mero de caminhos determinados igual a 3
(k = 3) e a 4 (k = 4), medidos no “Desktop” usando a biblioteca partilhada (1000 pares origem
destino).
kIMSHd (k = 3) kCoSE-MScd (k = 3) kIMSHd (k = 4) kCoSE-MScd (k = 4)
imax (segundos) (segundos) (segundos) (segundos)
5 15.913± 0.284 9.483± 0.163 18.894± 0.215 12.554± 0.164
10 23.258± 0.298 17.865± 0.285 29.356± 0.262 23.931± 0.283
20 37.859± 0.392 33.069± 0.559 50.202± 0.442 44.612± 0.589
50 82.883± 0.731 70.719± 1.266 113.937± 0.964 96.020± 1.429
100 159.635± 1.274 118.607± 2.905 221.808± 1.917 161.210± 3.583
200 316.639± 2.641 176.701± 6.913 440.727± 3.705 239.923± 8.907
500 798.393± 5.958 231.615±14.794 1109.120± 9.643 313.115±19.268
1000 1619.466±12.307 244.393±17.566 2243.048±20.911 329.601±22.681
Tabela 3: Tabela com os tempos de execuc¸a˜o para as heur´ısticas de ca´lculo de um conjunto
de K caminhos disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo (kIMSHcd e kCoSE-
MScd), com um nu´mero de caminhos determinados igual a 3 (k = 3) e a 4 (k = 4), medidos no
“Desktop” na˜o usando a biblioteca partilhada (5000 pares origem destino).
CPLEX (versa˜o 12.3)
(segundos)
k = 3 1705.853±77.120
k = 4 2122.749±183.772
Tabela 4: Tabela com os tempos de execuc¸a˜o para o ca´lculo de um conjunto de K caminhos
disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo, usando o CPLEX (versa˜o 12.3), com
imax = {5, 10, 20, 50, 100, 200, 500, 1000} e um nu´mero de caminhos determinados igual a 3
(k = 3) e a 4 (k = 4), medidos no “Desktop” na˜o usando a biblioteca partilhada (5000 pares
origem destino).
A Formulac¸a˜o de PLI para o poblema
A formulac¸a˜o do problema de PLI para o problema de ca´lculo de um par de caminhos
disjuntos nos no´s e nos SRLG adaptada de [7], e´ apresentada de seguida, sendo primeiro
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e´ introduzida a notac¸a˜o adicional necessa´ria:
• δ(i)+ : conjunto dos arcos emergentes do no´ i ∈ V .
• δ(i)− : conjunto dos arcos incidente do no´ i ∈ V .
• hg,(i,j), com g ∈ R′ e (i, j) ∈ A, indica se o SRLG g conte´m o arco (i, j)
hg,(i,j) =
{
1 se g ∈ R(i, j),
0 caso contra´rio;
(1)
• x(i,j),k e´ a varia´vel bina´ria de decisa˜o do arco (i, j) ∈ A associado ao caminho pk
(k = 1, 2), onde,
x(i,j),k =
{
1 se o arco (i, j) pertence ao caminho pk,
0 caso contra´rio;
(2)




1 se g esta´ associado ao caminho pk, ou seja se g ∈ Rpk ,
0 caso contra´rio;
(3)
E´ agora introduzida a formulac¸a˜o do problema de ca´lculo de um par de caminhos













1 : i = s,
−1 : i = t,
0 : i ∈ V \{s, t}
, (5)
i ∈ V, k = 1, 2∑
(i,j)∈A
hg,(i,j)x(i,j),k ≤ |A|zg,k g ∈ R′, k = 1, 2 (6)








x(j,i),k ≤ 1, i ∈ V \{t}, (9)
x e z sa˜o varia´veis bina´rias de decisa˜o (10)
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• A restric¸a˜o 5 garante que os arcos (i, j) selecionadas com base em x(i,j),k, constituem
o caminho pk (k = 1, 2) de s para t.
• A restric¸a˜o 6 implica que se g esta´ contido no caminho pk, enta˜o algum arco do
conjunto desse SRLG tem que ser usado. Se um arco esta´ associada a va´rios SRLG,
enta˜o so´ pode ser escolhido para o caminho pk, se e so´ se os elementos contidos em
R′ estiverem contidos em pk. O coeficiente |A| e´ usado, pois pk pode conter va´rios
arcos que estejam associados a um SRLG.
• A restric¸a˜o 7 garante que nenhum dos elementos do conjunto R′ esta´ contido em
ambos os caminhos. Assumindo que cada arco pertence a pelo menos um SRLG
(∀(i, j) ∈ A : R(i, j) 6= ∅), a disjunc¸a˜o nos SRLG garante a disjunc¸a˜o nos arcos.
• As restric¸o˜es 8 e 9 garantem que os caminhos sa˜o disjuntos nos no´s.
B Recolha de pares de caminhos usando CoSE-MS
A heur´ıstica kCoSE-MScd precisa de uma versa˜o da heur´ıstica CoSE-MS que recolha
todos os pares de caminhos disjuntos nos SRLG que esta possa encontrar. Essa tarefa e´
feita pela heur´ıstica AllPairs, cujo pseudo-co´digo se encontra no Algoritmo AllPairs.
Em [4] foi proposta a heur´ıstica MBH que dado o caminho mais curto na rede procura
determinar um par de caminhos disjuntos nos no´s e nos SRLG de custo aditivo mı´nimo,
devolvendo (∅, ∅) se na˜o foi poss´ıvel obter um par de caminhos ou se o par resultante na˜o
e´ disjunto nos SRLG. A heur´ıstica MBHc e´ semelhante a` heur´ıstica MBH, mas caso exista
um par de caminhos disjuntos nos no´s, com base no caminho semente fornecido, devolve
sempre esse par, assim como o conjunto de SRLG comum ao par, X (que sera´ vazio se os
caminhos forem disjuntos nos SRLG ou se o par de caminhos na˜o existir).
A heur´ıstica “Confliting SRLG Exclusion” (CoSE), apresentada em Rostami et al
(2007), procura resolver o problema min-min, considerando SRLG. A heur´ıstica CoSE-
MS, proposta em [4] procura resolver a formulac¸a˜o min-sum para esse mesmo problema. A
heur´ıstica CoSE-MS (tal como a CoSE), vai dividindo os SRLG na rede em dois conjuntos:
o conjunto de inclusa˜o I e o conjunto de exclusa˜o E. O primeiro indica os SRLG que
na˜o devem ser exclu´ıdos e o segundo os que devem ser exclu´ıdos no ca´lculo do caminho
semente (o caminho que vai dar origem a dois caminhos possivelmente disjuntos nos
SRLG). Sempre que um caminho semente na˜o pode ser protegido ou na˜o pode dar origem a
um par de caminhos disjuntos nos SRLG, e´ identificado o conjunto dos SRLG conflituosos
(aqueles que se usados por um caminho semente impedem que seja obtido um par disjunto
nos SRLG). O caminho semente e´ o caminho mais curto no problema auxiliar corrente.
Um problema e´ representado por P (I, E,H), onde I e E sa˜o os conjuntos de inclusa˜o,
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Algoritmo AllPairs: Heur´ıstica AllPairs (auxiliar de kCoSE-MScd) que procura
obter uma pilha de pares de caminhos disjuntos nos no´s e nos SRLG de custo aditivo
mı´nimo.
Dados: Grafo da rede dirigida G = (V,A); no´ origem s; no´ destino t; o custo l(i, j), e os
SRLG, R(i, j), associados a cada arco (i, j) ∈ A, custo residual ∆ (∆ > 0),
nu´mero ma´ximo de iterac¸o˜es imax.
Resultado: Pilha de pares de caminhos disjuntos nos no´s e nos SRLG, Sp
1 Considere-se uma pilha de problemas vazia, S, e uma pilha de pares de caminhos vazia,
Sp
// (p, q) e´ o melhor par corrente de custo C(p,q)
2 (p, q)← (∅, ∅) // Recorde-se que C(∅,∅) =∞
3 P0 ← (∅, ∅, ∅), push (P0)
4 i← 0 // Para limitar o nu´mero de problemas resolvidos
5 Enquanto ¬empty(S) ∧ i < imax faz
6 Pc(Ic, Ec, Hc)← top (S) // problema corrente
7 pop (S) // remove S do topo da pilha de problemas
8 i← i + 1 // Actualiza nu´mero de problemas resolvidos
9 pc ← caminho mais curto para o problema corrente
// Caso exista um caminho para o problema corrente
10 Se Cpc 6=∞ enta˜o
11 Se Pc = P0 enta˜o
12 (p′, q′, X)←MBHc(G, s, t, l, R, pc) else
13 (p′, q′, X)←MSHcd(G, s, t, l, R, pc, Delta, V erdade)
14 fim
15 fim
16 Se X = ∅ ∧ (p′, q′) 6= (∅, ∅) // q′ e p′ s~ao disjuntos nos SRLG
17 enta˜o
18 push(Sp, (p
′, q′)) // Guarda par disjunto
19 fim
20 else
21 Se Pc = P0 ∨ (X = ∅ ∧ (p′, q′) = (∅, ∅) enta˜o
// Se e´ P0 ou n~ao existe par de caminhos disjuntos nos no´s
22 T ←SRLG Exclusion (Ic, pc)
23 fim
24 else
// Existe par de caminhos disjuntos nos no´s mas n~ao nos SRLG
25 T ← X ∩Rpc\Ic
26 fim
// Seja T o conjunto {A1, A2, . . . , A|T |}
27 H ← Ec ∪Hc
28 P1(I1, E1, H1)← P (∅, {A1}, H)
29 push (S, P1)
30 i← 2
31 Enquanto i ≤ |T | faz
32 Pi(Ii, Ei, Hi)← P (Ii−1 ∪ Ei−1, {Ai}, H)
33 push (S, Pi)






exclusa˜o, e H e´ a memo´ria dos problemas anteriores, respectivamente. O conjunto H
conte´m todos os SRLG que foram removidos nos problemas que antecederam o problema
em causa. O problema inicial e´ um problema “vazio”, pois I = H = E = ∅. O problema
inicial e´ representado por P∅. Dado um problema corrente, P (Ic, Ec, Hc), o caminho
semente, pc, e´ calculado na rede onde foram removidos todos os SRLG contidos em Hc∪Ec.
Seguidamente, e dado o caminho semente, pc, e´ utilizada a heur´ıstica Modified Bhandari’s
Heuristic (MBH) em [4] ou a Modified Suurballe’s Heuristic (MSH) em [12] conforme o
problema seja o problema vazio ou na˜o, respectivamente.
Dado um caminho semente, pc, as heur´ısticas MBH e MSH procuram determinar um
par de caminhos na rede de custo aditivo mı´nimo. Sempre que a MBH ou a MSH na˜o
conseguem obter um par de caminhos disjuntos nos SRLG, a heur´ıstica CoSE-MS uti-
liza a func¸a˜o Conflicting SRLG Exclusion, descrita em [11], para obter o conjunto T dos
SRLG conflituosos, ou seja aqueles que se pertencerem ao caminho semente, impedem a
obtenc¸a˜o de uma soluc¸a˜o. Seja o problema corrente P (Ic, Ec, Hc) e pc o caminho semente
a partir do qual na˜o foi poss´ıvel obter uma soluc¸a˜o. Com base nesse conjunto T sa˜o
obtidos novos problemas como se descreve de seguida. Se o conjunto de SRLG conflitu-
osos for T = g1, g2, . . . , g|T |, os novos sub-problemas gerados sa˜o P = (∅, {g1}, Hc ∪ Ec),
P = ({g1}, {g2}, Hc ∪ Ec),. . .,P = ({g1, g2, . . . , g|T |−1},{g|T |}, Hc ∪ Ec). Cada um destes
problemas e´ resolvido de forma semelhante ao explicado anteriormente, sendo selecionada
a melhor soluc¸a˜o entre todas as encontradas. Um problema para o qual na˜o e´ poss´ıvel
determinar um AP e´ um problema sem soluc¸a˜o (que na˜o da´ origem a novos problemas).
A heur´ıstica CoSE-MS pode facilmente ser adaptada para encontrar pares de caminhos
disjuntos nos no´s e nos SRLG, que se pretende que sejam de custo aditivo mı´nimo. Para
tal basta modificar as heur´ısticas MBH e MSH, de forma a dividir os no´s interme´dios do
caminho semente.
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