Abstract. Many important equations in science and engineering contain rapidly varying operators that cannot be practically sufficiently resolved for accurate solutions. In some cases it is possible to obtain approximate solutions by replacing the rapidly varying operator with an appropriately averaged operator. In this paper we use formal asymptotic techniques to recover a formula for the averaged form of a second order, non-divergence structure, linear elliptic operator. For several special cases the averaged operator is obtained analytically. For genuinely multi-dimensional cases, the averaged operator is also obtained numerically using a finite difference method, which also has a probabilistic interpretation.
Introduction
Second order elliptic equations -in both divergence and non-divergence form -frequently arise in science and engineering [6] . When the operators involved vary rapidly on a small spatial scale these problems carry an additional challenge since it is generally not practical to resolve the computational domain finely enough to capture the behaviour of the operator. A resolution to this challenge is to replace (homogenize) the original operator with a different, slowly varying operator with solutions that are close to the solutions of the original problem.
In the divergence structure case, the homogenized operator is obtained by solving a cell problem. In the non-divergence stucture case studied herein, the homogenized operator is obtained by averaging the coefficients against the invariant measure, which is the solution of an adjoint problem. As a result, in this case, the procedure is called averaging. (There is some inconsistency in the literature concerning terminology; we follow [8] .)
Contents.
The first section of this paper is introductory. Section two gives the theoretical basis for the averaging formula. Section three provides explicit analytical solutions. Section four gives a comparison with known analytical results in the divergence structure case, when these are available. Section five is numerical; it begins with a discussion of the discretization and follows with numerical computations. The final section gives the conclusions. Here we assume that the coefficients A = (a) ij , b = (b) i , and c are periodic of period one in all their arguments and belong to C 1 (R n ). We study the problem L u = f (x), for x ∈ U u = g(x), for x ∈ ∂U (PDE) in a bounded domain U ⊂ R n with smooth boundary ∂U . Here for simplicity, f (x), g(x) are continuous functions on U , ∂U , respectively.
Our goal is approximation of (PDE) for small using a homogeneous operator on a coarsely resolved finite difference grid. This goal is accomplished by recovering, using both analytical and numerical techniques, the averaged operator which is the limit of the operators L as → 0.
In the first part of this paper we use formal asymptotic calculations to recover an analytic formula for the averaged operator (first obtained by Freidlin [3] using probabilistic methods). The averaged operator is given in terms of the invariant distribution for the dynamics, which is the solution of a PDE involving the adjoint operator. In several special cases we obtain explicit representations of the invariant distribution so that the averaged operator can be expressed in closed form. These special cases require additional structure on the coefficients.
In the general, genuinely multidimensional case, there is no analytical formula for the invariant distribution available. However, the PDE for the invariant distribution can be solved numerically on a relatively coarse grid. Numerical examples are computed, the method is validated by recovering the known solutions, and new examples are computed.
1.3. Related work. Homogenization (and averaging to a lesser extent) have received much attention in recent years; see the books [4, 8, 1] and the survey [2] . We are grateful to the authors of [8] , which influenced our approach.
Early work by Freidlin [3] used probabilistic methods to average the inhomogeneous, non divergence-structure equation (PDE) . The non-divergence equation has a probabilistic interpretation. Freidlin averaged the operator by considering the limiting distribution of the underlying stochastic differential equation. The operator is the generator for the diffusion and arises as the backward Kolmogorov equation. The evolution of densities satisfies the Fokker-Planck equation, which involves the adjoint operator; see also [8, Chapter 6] .
There is considerably more work on divergence structure equations, either in the variational form
or expanded into the singular form (see notation in the next section)
While the problems (PDE) and (1.3) are equivalent for fixed , provided the coefficients are smooth enough, we note that the non-divergence structure equation (PDE) and the expanded divergence structure equation (1.3) are different in the limit → 0. This difference is due to the coefficient −1 of the drift term b in the divergence structure problem. References to works in the divergence structure setting can be found in the textbooks mentioned above. We draw the attention of the reader to the recent work [7] .
In very simple cases, both the divergence structure and non-divergence structure operators average (homogenize) to the harmonic mean. However, in general the results are different. For example, in the simple case of separable operators, where analytical results are available, the results are different; see section 3.3.
The averaging formula
In this section we use formal asymptotic calculations and PDE methods to average the operator (1.1). This section uses an argument similar to Part II of [8] and [2] , which gave the homogenization formula for divergence structure elliptic equations. The formal calculations can be made rigorous, following the method of Part III of [8] .
We use the notation
for the Hessian operator and the gradient operator, respectively. We use
for the inner product between matrices and
and we use angle brackets to denote the average over one periodic domain
2.1. The Fredholm Alternative and the invariant distribution. For completeness, we recall the Fredholm Alternative. Consider the operator
where the coefficient matrix, A(x), is periodic, C 1 , and uniformly positive definite. The adjoint operator, which is also periodic, acts on a function v(x) ∈ C 2 (Ω) by 
which satisfies the normalisation condition
This leads to the following solvability condition.
, where the coefficient matrix is periodic, C 1 , and uniformly positive definite. The equation
u is periodic has a solution if and only if f is orthogonal to the nullspace of the adjoint operator, which can be verified by
where ρ ∞ is the invariant distribution.
2.2. The averaged coefficients. Theorem 2.3. Let the operator L be as in (1.1). Let ρ ∞ be the invariant distribution, given by the unique solution of (2.1), (2.2). Formally, in the limit → 0, solutions of equation (PDE) converge to solutions of the averaged equation
has coefficients given by averaging the original coefficients against the invariant distributionĀ
In addition, formally,
Proof. We begin the analysis by introducing a new variable
where is the size of the small cells on which the coefficients vary. We assume the two scales x and y are independent and write the coefficients as
Since we are treating the two spatial scales as independent, rewrite the partial derivative ∂ xi as
Now we look for a solution of the form
A term of O( ) is not needed, as the asymptotics verify. Substituting this solution form into the PDE (2.5) we obtain
Here we have defined the operators
To ensure that u satisfies the required boundary conditions we also enforce the appropriate boundary conditions on the terms in the asymptotic expansion (2.6). For the leading order term we require
For k > 0 we enforce
We first look at the leading order, O(
, terms in (2.7) to obtain the equation
Because of the periodic boundary conditions (in y), the solution of this equation will be independent of the y variable:
Next we consider the O( 1 ) terms in (2.7) to obtain
This is automatically satisfied since u 0 is independent of y. Finally, we consider the O(1) terms in (2.7) to obtain the equation
We can now use Theorem 2.2 to obtain a solvability condition for (2.8):
Because u 0 and f are independent of the y variable and the solution of the adjoint problem is normalized we can integrate the last equation to obtain
where the averaged coefficients are given by (2.3)
Returning now to the asymptotic expansion for u (2.6), we see that (2.4) holds, where u 0 satisfies the averaged Equ. (2.9).
Explicit solutions
In this section we consider a number of special cases for which we can solve the adjoint problem (2.1) exactly. In these cases we can generate explicit formulas for the averaged operators.
We provide a visual representation of several of these operators by plotting the ellipses given by the equation y T Ay = 1. The shading of these pictures is such that lighter colouring corresponds to larger entries in the coefficient matrix.
Remark 3.1. Since the lower order terms average in the same way as the coefficient matrix, but do not affect the formula for the invariant distribution, we omit them to shorten the exposition.
3.1. Multiples of a constant coefficient matrix. One of the simplest cases involves a coefficient matrix that is a (variable) scalar multiple of a constant matrix
which yields the harmonic meanĀ
A typical example is illustrated in figure 3 .1, which is the piecewise constant periodic checkerboard.
As a special case we recover the well-known one-dimensional result which follows. The operator −a(x/ )u xx = f homogenizes to the harmonic mean
Proof.
[Calculation] The adjoint problem (2.1) becomes
with solution ρ ∞ (y) = a(y) −1 a(y) −1 −1 yielding (3.1). In particular (since B is constant) we see that each element in the coefficient matrix homogenizes to its harmonic mean:ā 
A special case: layered material.
Next we consider the special case of a layered material, where the coefficient matrix is a function of only one variable:
See figure 3.2 for a visualization of the operator.
The adjoint equation is now
which has the solution
Thus the averaged coefficient matrix from (2.3) is 3.3. A special case: separable, diagonal coefficient matrix. We also consider the case where the coefficient matrix is diagonal and has separable entries. That is, the matrix can be expressed as a product of diagonal matrices of the form
and each entry on the diagonal of the resulting matrix can be written as
See figure 3.3 for a visualisation of such an operator. The averaged coefficients arē
as can be verified by the calculation which follows.
[Calculation] In this case, the adjoint equation (2.1) takes the form
Since the coefficients are separable, the invariant distribution will also be separable: and the result follows by averaging using (2.3).
Comparison with divergence structure results
A given coefficient matrix, A, can be used to generate either the non-divergence structure operator (1.1)
or the divergence structure operator (1.2)
Only in very simple cases will the coefficient matrix A homogenize to the same operator for both the divergence and non-divergence case. The main example where the results are the same is the one-dimensional case, where the coefficient matrix homogenizes to the harmonic mean for both problems [8] , (3.2). However, in general the two operators will result in different homogenized coefficients. For the convenience of the reader we compare the explicit solutions of 3 to known results for the divergence structure problem.
A layered material.
First we consider a two-dimensional layered material. The divergence structure result is given in [8] . Although most elements of the coefficient matrix average in the same way for both problems, one element is different. In the non-divergence structure case we obtain from (3.4)
The divergence case, on the other hand, yields
a 12 a 11 a −1 11
A separable material.
We can also consider a two-dimensional separable operator that is a scalar multiple of the identity.
This is a special case of both the constant operator of 3.1 and the separable case of 3.3. In either case, the coefficients for the non-divergence structure problem homogenizes to the constant multiple of the identity, given by a generalized harmonic mean,
where I denotes the identity matrix. In the divergence problem, which is considered in [4] , the homogenized coefficients are not all equal and are obtained from a combination of the harmonic and arithmetic means of the coefficients.
Numerical results
Although there are a number of situations in which we can write down an explicit representation of the averaged coefficients, this is not always possible. However, the homogenization result can be implemented numerically. To accomplish this we need only solve one linear equation (2.1), along with the normalization constraint (2.2). The computational effort is comparable (arguably less) to the effort for the divergence structure problem, where n equations must be solved for the cell problem.
The finite difference schemes we use have a natural interpretation as a discrete space Markov chain approximation of the underlying diffusion process. Consequently, one approach to interpreting the numerical method would be to use Markov chain approximations along the lines of [5, 10, 9] . Here we will focus on the PDE aspects in order to discretize the problem. To present the ideas in the simplest setting, we perform the discretization in two dimensions; the generalisation to higher dimensions is accomplished by standard techniques.
In this section we numerically average several test problems and solve the averaged equations. We demonstrate that the approach presented in this paper does correctly average the non-divergence structure elliptic operator and compute the operators in some cases where the exact formula is not known. We begin by validating the approach: we demonstrate numerically that the solutions of the original equation
converge pointwise to the solutions of the averaged equation
in the limit as → 0. A further goal of this section is to investigate the relationship between cell resolution and accuracy of both the computed averaged operators and the solutions of the averaged equations.
Notation for this section. Below, the diagonal matrix whose j th diagonal element is given by the j th element of the vector a is denoted by diag(a). We use 0,1 for vectors whose elements are identically zero or one respectively. The identity matrix is represented by I.
Discretization and numerical solution.
We will be solving the nondivergence form equation (PDE) . This is discretized using centred differences and the linear system was solved directly (in this case using the default Matlab backslash solver). In all cases, the computational domain is the unit square [0,1] × [0,1].
We also want to solve equation (2.1) for the invariant distribution. Let ρ = (ρ ij ) be a grid vector indexed by the grid coefficients. The fact that the grid vector ρ approximates the solution ρ ∞ at the corresponding grid points,
will follow from the standard linear finite difference analysis. After discretizing the two-dimensional adjoint equation (2.1) by standard centered finite differences, with spatial resolution, h, we obtain a finite dimensional linear equation:
where M is a linear operator defined below, along with the discretization of the constraint (2.2)
The matrix M is obtained by combining the finite difference operators, for each term as follows. To shorten the formulas, write the grid matrix A = A ij as a collection of scalar functions for each component
Then define the linear operators
which correspond to scalar multiplication. Next define D y1y1 ,D y1y2 ,D y2y2 to be the linear operators corresponding to the finite difference operators for the second derivatives. Equation (5.1) then takes the form
Writing out the operator more explicitly, term by term, results in
(5.4) Equation (5.3) can be solved by a direct method, enforcing the single constraint (5.2). For simplicity, we solved the equation iteratively by a Gauss-Seidel method. Since the operator preserves mass, even at the discrete level, the constraint (5.2) was satisfied by choosing initial data which satisfied the constraint.
Multiples of a constant coefficient matrix.
We begin with a simple example, where the coefficient matrix is a (variable) scalar multiple of a constant matrix. That is,
where K is a constant matrix.
We have already showed that the solution (3.1) of the adjoint equation is simply
It is easy to see that this will also be a steady state solution of the discretized equation no matter what cell resolution we use. To demonstrate this, we make the following replacements in the discretized Equ. (5.4):
Here P = diag(p) is a diagonal matrix and k 11 ,k 22 ,k 12 are constant. The proposed steady state solution in discrete form is
Substituting these expressions into the discrete Equ. (5.4) we find that
where the last step holds since the rows of D y1y1 sum to one. The other terms vanish similarily, showing that (3.1) is in fact the steady state solution of the discrete iterative scheme (5.4) regardless of how well or poorly the cell is resolved. We now choose a specific example where the coefficient matrix is piecewise constant in a checkerboard pattern. The coefficient matrix will vary between
See figure 5.1(a) for a surface plot of the resulting solution. Using the formula (3.3), we expect that the coefficient matrix should average tō
We set a forcing f = 50, enforce zero Dirichlet boundary conditions, and run through different values of to investigate the convergence of solutions of the original equation to solutions of the averaged equation as → 0.
Convergence results are presented in Table 5 .1 and figure 5.1(b) . These computations are consistent with the assertion that the solutions of the original equation (PDE) do, in fact, converge to the solutions of the averaged equation (2.3) as → 0. Furthermore, the convergence appears to be second order in . That is, the exact solution of (PDE) is given by
consistent with (2.4). 5.3. A layered material. Next we consider a layered material, where the coefficient matrix varies in vertical stripes. That is, A(y 1 ,y 2 ) = A(y 1 ). For this example we allow the coefficients to vary between the following two matrices:
Again we set the forcing to f = 50 and enforce zero Dirichlet boundary conditions. The resulting solution is plotted in figure 5 .2. According to (3.4) the homogenized coefficient matrix should bē A = 40/11 10/11 10/11 41/11 .
The difference between the solutions of the original Equ. (PDE) and the homogenized 
A separable, diagonal coefficient matrix.
Next we consider a separable, diagonal coefficient. We again choose a piecewise constant coefficient matrix. In this case, each cell is divided into quarters with the following coefficients: 5.5. A more general linear operator. In all the examples we have considered so far we have assumed that the coefficients of the drift and source terms (b,c in (1.1)) are equal to zero. Here we consider a more general operator where these terms are present in the equation. We choose the same coefficient matrix used in section 5.2, which is a scalar multiple of a constant matrix. The remaining coefficients do not need to have this property (i.e., b need not be a multiple of a constant vector) in order for the analysis in section 3.1 to apply. In particular we consider the coefficients:
As before we let f = 50 and enforce zero Dirichlet boundary conditions. The solution is plotted in figure 5.4(a) . The analysis in section 3.1 is easily extended to this situation, and predicts the following averaged coefficients:
Convergence results are contained in Table 5 .4 and figure 5.4. As before, we observe quadratic convergence as → 0. 
Non-zero boundary conditions.
In all the examples we have studied so far we have enforced zero Dirichlet boundary conditions. Now we demonstrate numerically that the approach presented in this paper also works for non-constant Dirichlet boundary conditions.
In this example we use the y-periodic coefficient matrix with entries We fix = 1/499 and look at the relationship between cell resolution and solution accuracy. This solution is plotted in figure 5.5(a) .
The convergence results are presented in Table 5 .5 and figure 5.5(b). It is evident from the log-log plot of error that for fixed (small) , the error is linearly dependent on the spatial step size used to solve the cell problem (2.1).
Random coefficients.
So far we have considered operators that vary periodically. However, the averaging method discussed in this article can also be applied to average random operators. While we avoid the analysis, we can compute the invariant distribution in this case.
Next we consider the case where the coefficient matrix at each point is randomly chosen (with equal probability) to be one of two constant operators. Since the operator no longer varies periodically, it is now neccessary to solve for the invariant distribution in the entire domain. As before, we enforce periodic boundary conditions. In order to compute the averaged coefficients, we solve for the invariant distribution with K different randomly chosen coefficients A i and compute the averaged coefficients The results of these trials are averaged to compute the averaged coefficient matrix for the general random problem.Ā
In the following computations, we average the coefficients over K = 10 trials. To demonstrate that this approach correctly averages the random operator we will solve for twenty different random coefficient matrices and compute the mean difference between the solutions of the random and averaged problems.
In particular, we randomly vary between the following two coefficient matrices:
A 2 = 20 0 0 1 . 
Conclusions
We recovered a simple formula for the averaged operator of the non-divergence structure elliptic operator with rapidly varying, periodic coefficients. This formula was available in the literature using probabilistic techniques; we gave a formal derivation using partial differential equation techniques. The derivation can be made rigorous. We also presented several special cases where the adjoint problem could be solved in closed form, leading to a closed form result for the averaged operator. This could be accomplished for a wider set of examples than in the divergence structure case. We also showed that the homogenized operators are generally different between the two cases.
The second part was numerical computations. The adjoint equation was discretized using finite differences, and solved using a Gauss-Seidel method. The effort involved in solving this problem is comparable (or less) to the corresponding problem in the divergence structure case. The numerics were validated for finite against resolved numerical solutions. The formal asymptotic convergence rate O(
2 ) was also validated.
