We give a new simple proof of the exactness of the complex of injective words and use it to prove Nakaoka's stability for homology groups of symmetric groups. The methods are then generalized to show acyclicity in low degrees for the complex of words which are in "general position".
An elementary proof of Nakaoka stability
We will be concerned with the complex C * (m), where C n (m) is the free abelian group generated by elements (x 1 , . . . , x n ), where the x i are pairwise different natural numbers from 1 to m. C 0 (m) = Z. The differential is given by d(x 1 , . . . , x n ) = n j=1 (−1) j+1 (x 1 , . . . , x j , . . . , x n ) .
Theorem 1 (F.D. Farmer [1] ) The homology of C * (m) vanishes except in degree m.
Proof. The exactness in degree 0 is clear. For the rest we use induction on m. The case m = 2 is easy (see below). Some remarks: If I make statements about the appearance of numbers in a chain, it is with respect to the canonical basis, as are the sum decompositions. A chain c is called elementary if there exists an N ∈ Z and x 1 , . . . , x n ∈ {1, . . . , m} with c = N (x 1 , . . . , x n ). The product of two chains is well defined if the numbers appearing in both are mutually distinct. There is an obvious Leibnizregel. We use an easy lemma:
Lemma 1 If we have a number x ∈ {1, . . . , m} which does not appear in a cycle c ∈ C n (m), it is a boundary.
Proof. According to the Leibnizregel c = d((x) c). Given an arbitrary cycle c of degree n < m we have to show that in order to apply the lemma we can eliminate a number from c by adding boundaries. Therefore we will push a number x ∈ {1, . . . , m} to the right until it vanishes. If x appears somewhere in the cycle at the first index write
Where the c j are elementary and c ′ does not have x at the first index. To each c j choose a number x j ∈ {1, . . . , m}, x j = x which does not appear in c j . Then Where the c j are elementary and different, the s j have length i, x does not appear in s j and x does not appear at the first i + 1 indices of c ′ . One calculates:
Obviously, d s j = 0 for all j. According to the induction hypothesis there are s ′ j with d s ′ j = s j and such that the following products make sense.
Using the corresponding hyperhomology spectral sequence for the symmetric group one can now easily obtain a stability result due to Nakaoka [2] .
Proof. We use induction on n . For n = 3 it is well known and could be deduced form our spectral sequence below. For n ≥ 4 define C ′ l (n) := C l+1 (n) for l ≥ 0. Then H m (Σ n , Z) = H m (Σ n , C ′ * (n)) when m < n − 1 because of theorem 1. The other spectral sequence of the bi-complex gives for E 1 * , * :
The horizontal arrows can be computed as 0, 1, 0, 1, · · · , since they are the sums of the signs in d ′ 1 , d ′ 2 , · · · . We obviously have E 2 i,0 = H i (Σ n−1 ) for i ≥ 0 and by induction E 2 i,j = 0 for i < n−j−1 2 , 0 < j < n − 1.
Finally E ∞ i,0 = H i (Σ n−1 ) for n−i > 2 such that H i (Σ n ) = H i (Σ n−1 ) for n/2 > i.
Words in general position
Let n := {i|1 ≤ i ≤ n}. There is a functor which associates to every set X a (shifted and augmented) pre-simplicial group F (X), the so-called complex of words, as follows :
. It is immediate that the homology of F (X) vanishes. For given X certain subgroups of F (X) can be used in hyperhomology spectral sequences if their homology vanishes to some extent. These subgroups are determined by conditions which one could call "general position conditions". It could be asked how to explain the fact that the vanishing of homology is not affected by these conditions and why the extent of this vanishing is determined by the geometric extension left free by them.
Examples
(i) The complex of injective words. (F inj (X)) n := {f ∈ F (X) n |f injective}.
According to theorem 1 the homology of this subcomplex is the free abelian group of rank equal to the number of fixed point free permutations of {1, 2, . . . , |X|} in degree card(X) and zero elsewhere.
(ii) The complex of vectors of a finite dimensional F -vector space V which are in general position. When F is infinite the complex is exact. A general vanishing result is contained in our main theorem.
We introduce axioms for elements of a given set X to be in general position.
Definition 1 (General position) Given the following data: a set X, for every n, m ∈ N 0 a map Gen n,m : X n × X m → {0, 1}. We will sometimes omit the index of Gen. Let the following properties be satisfied for arbitrary finite sequences x, y, z of elements of X:
(i) Gen n,m is symmetric in the first n and last m arguments.
(ii) If Gen(x, y; z) = 1 then Gen(x; y, z) = 1. If Gen(x; y, z) = 1 then Gen(x; z) = 1.
(iii) If Gen(x; y, z) = 1 and Gen(y; z) = 1 then Gen(x, y; z) = 1.
If Gen(x; y) = 1 we say x is in general position relative to y.
We extend Gen n,m : X n × X m → {0, 1} to Gen n,m : F (X) n × F (X) m → {0, 1} by multilinearity with respect to the canonical basis elements. Before we come to the main theorem we have to give an explicit definition of "extension".
Definition 3 Given a general position condition Gen we define Ext(Gen) to be the smallest natural number n ≥ 0 such that there is a sequence x of elements of X with length n such that there is no element y ∈ X with Gen(y; x) = 1. Proofs are left to the reader.
Theorem 3 For a set X with general position condition Gen and a finite sequence a 1 , . . . , a l of elements of X the corresponding homology groups H m (F Gen (X; a)) are zero for m ≤ (Ext(Gen) − l − 1)/2.
Proof. Denote the degree by m. The exactness at m = 0 is trivial. We proceed by induction on m. Let c be a cycle in F m (X; a 1 , . . . , a l ). If m = 1 we can suppose c = (x) − (x ′ ). Because l + 2 < Ext(Gen) there exists y ∈ X satisfying Gen(y; x, x ′ , a 1 , . . . , a l ) = 1. According to axiom (iii) Gen(y, x, x ′ ; a 1 , . . . , a l ) = 1 and d((y) c) = c. Induction step: Choose x ∈ X with Gen(x; a 1 , . . . , a l ) = 1. We will reduce to Gen(c, x; a 1 , . . . , a l ) = 1; in this case c = d((x) c).
In order to accomplish the reduction we use finite descending induction on the number I(c) ∈ {0, . . . , m} which is the greatest number i ≤ m such that Gen(π i (v); x, π ′ i (v), a 1 , . . . , a l ) = 1 for any elementary summand v of c. (π i denotes the projection to the first i entries and π ′ i the projection to the last m − i entries).
