Optimization models based on coherent and averse risk measures are of essential importance in financial management and business operations. This paper begins with a study on the dual representations of risk and regret measures and their impact on modeling multistage decision making under uncertainty. The relationship between risk envelopes and regret envelopes is established by using the Lagrangian duality theory. It is then pointed out that such a relationship opens a door to a decomposition scheme, called progressive hedging, for solving multistage risk minimization and regret minimization problems. In particular, the classical progressive hedging algorithm is modified in order to handle a new class of constraints that arises from a reformulation of risk and regret minimization problems. Numerical results are provided to show the efficiency of the progressive hedging algorithms.
Introduction
At the core of stochastic optimization is the problem of minimizing E P [f (x, ξ)], where x ∈ X ⊂ R n is a decision vector, ξ ∈ R m is a random vector, f is a multistage cost function of decision x, f : R n ×R m → (−∞, +∞], E stands for expectation, and P is the joint probability distribution of ξ. We assume that the support of ξ is Ξ. For simplification of notations, here and below, we use E instead E P .
In many applications of stochastic optimization such as financial management, the value of f (x, ξ) stands for a random monetary loss caused by the decision x. Its expectation then provides a risk-neutral measure for this loss. However, it is often desirable to use other measures of risk, often more risk-averse than expectation, as the objective function in the above model. As explained in detail in Rockafellar (2007) , it is reasonable to think of f (x, ξ) as a single random variable ξ 0 in the space of L 2 and consider a risk measure R of ξ 0 as a functional in the space of L 2 , R : L 2 → (−∞, +∞]. The functional R(ξ 0 ) is a surrogate of the random cost ξ 0 = f (x, ξ). Instead of minimizing E[f (x, ξ)], we turn to the problem min x∈X R(f (x, ξ)),
where X is a certain deterministic feasible set of decisions. For convenience of discussion, we henceforth call (1) the risk minimization problem. This idea can be extended to include "risk measure constraints" R i (f i (x, ξ)) ≤ 0, i = 1, ..., m, in the definition of the feasible set X.
For both theoretical and practical purposes, we prefer R to be "coherent and averse". Let us begin with the definitions of coherent and averse risk measures, respectively.
Let ξ 0 ∈ L 2 be an arbitrary random variable. A risk measure R is coherent if it satisfies the following axioms (Artzner et al 1999 , Rockafellar 2007 ). Furthermore, we say that the risk measure R is averse, if it satisfies axioms (A1), (A2), (A4), (A5) and (A6) R(ξ 0 ) > E(ξ 0 ) for all non-constant ξ 0 .
Following Rockafellar and Royset (2015) , we say a risk measure is regular if it satisfies (A1), (A2), (A4) and (A6). In addition, a risk measure is finite if R(ξ 0 ) < +∞ for any ξ 0 ∈ L 2 . Risk minimization has an intrinsic connection with what we called regret minimization. Paired with the notion of risk measure, there is a notion of regret measure, denoted by V(ξ 0 ). In its general sense, the word "regret" refers to how individuals feel after having made a decision and having experienced displeasure about their choice. In operations research, however, the notion of regret is associated to the notion of utility, namely, the regret is simply regarded as the negative utility. That is V(ξ 0 ) = −U(−ξ 0 ), where U is the utility functional of −ξ 0 , noting that −ξ 0 is the "gain" if ξ 0 stands for the "loss" (which is adopted throughout this paper). Therefore, all our subsequent results could have corresponding interpretations in utility models.
In the theory of risk quadrangle of Rockafellar and Uryasev (2013), a risk measure could be understood as the "certainty-uncertainty trade-off" of a regret measure, namely, a risk measure could be defined through a regret measure as
where y is a single variable. This formula generalizes the formula for conditional value-at-risk (CVaR for short), popularized by Rockafellar and Uryasev (2000) . Similarly to coherent risk measures, we define coherent regret measures V as follows. A functional V : L 2 → (−∞, +∞] is called a coherent regret measure if it satisfies the following.
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Furthermore, we say that the regret measure V is averse, if it satisfies axioms (B1), (B2), (B4), (B5) and
In addition, we say a regret measure is we say a risk measure is regular if it satisfies (B1), (B2), (B4) and (B6). It is finite, if V(ξ 0 ) < +∞ for any ξ 0 ∈ L 2 . Rockafellar and Royset (2015, Theorem 2.2) showed that for regular risk and regret measures, the "inf" in (2) can be replaced by "min" because the infimum is attainable. Formula (2) opens a door for converting a risk minimization problem to a regret minimization problem min
which would allow to minimize a coherent and averse risk measure by a progressive hedging approach if V can be expressed as an expectation of a certain random function of x, y and ξ. In Section 2, we shall study the dual representation of risk measures and regret measures. Our analysis leads to a theorem on the relationship of risk envelopes and regret envelopes. As a result, a list of correspondences between popular risk measures and regret measures will be established. The second part of this paper is concerned with a computational method for risk minimization (1) and the corresponding regret minimization (3) . Starting from Section 3 we introduce the progressive hedging algorithm, originally developed by Rockafellar and Wets (1991) for problems of minimizing a multistage convex stochastic cost function and later extended by Rockafellar and Sun (2018) for monotone stochastic variational inequality problems. We explain how this algorithm could be used in principle to solve (1) and (3). Since in certain circumstances the original progressive hedging algorithm cannot be used due to a new "cross constraint", a modified progressive hedging algorithm is proposed. Compared with other algorithms for multistage stochastic optimization, say for example, the distributionally robust approach of Wiesemann et al. (2014) , progressive hedging in less restrictive in the sense that it requires no linear decision rule, can handle more general nonlinear objective functions, and is easily expendable to more than two stages. Numerical results will be presented in Section 4, where we show that the algorithm is fairly efficient for solving medium-sized (hundred of variables and scenarios) coherent and averse risk minimization problems.
The first paper to work on the format of problem (3) in the context of progressive hedging algorithm is Rockafellar (2018) that concentrated on the CVaR measure and only briefly mentioned the general case in the last section without numerical results. This paper could be thought of a further development of Rockafellar's work with the following contributions.
• We develop a dual theory for the relationship between risk measures and regret measures and use it as a stepping stone in developing new models of minimizing regret measures, which may expand the applicability of stochastic optimization approaches.
• As certain expectation-functional constraints may arise in the regret minimization problem that does not fit into the required format of the progressive hedging algorithm, we modify the progressive hedging algorithm for handling this case. The modified progressive hedging algorithm keeps the advantage of the decomposability of the original algorithm and keeps the computational effort at the original level.
• We provide numerical evidence to show the power of the (modified) progressive hedging algorithm. The tested examples are originated from real applications and most of them are larger than the examples in the literature of progressive hedging algorithms.
The dual representation of risk and regret measures
It is well known (Rockafellar, 2007 ) that any coherent risk measure R has a dual representation; that is, there is a nonempty, convex and closed set Q ⊂ L 2 , which can be shown to be unique, called "the risk envelope" of R, such that for any ξ 0 ∈ L 2 ,
Moreover, Q is a subset of
More detailed analysis can be seen in Ang et al. (2018) . It is obvious that R(·) is finite if and only if Q is bounded. The dual representation for V(·) can be similarly established. By convex analysis (Clarke 2013, Theorem 4.25, the finite-dimensional version of it appeared in Rockafellar 1970, Theorem 13.2), any functional that satisfies (B1)-(B5) can be represented as a specific support function. That is, there is a unique, nonempty, convex, and closedQ ⊂ L 2 , such that for
whereQ is a subset ofP :
Furthermore, V(·) is finite if and only ifQ is bounded. In the next, starting with the basic equation (2), we investigate the relationship between Q andQ. We then present several explicit descriptions of Q andQ for certain popular risk and regret measures.
Relationship between risk and regret envelopes
The next proposition formalizes the statement (2) on coherent risk and regret measures.
Proposition 1 For any coherent risk measure R, there exists at least one coherent regret measure V, such that (2) is valid.
Proof. Just note that R(·) itself can be a candidate for V(·) to satisfy (2) . Remarks.
(i) It should be noted that the opposite of Proposition 1 is not true; namely, even if V(·)
is a finite coherent regret measure, the functional R(·) defined via (2) may not be a coherent risk measure. For example, if
is a finite coherent regret measure by direct verification of (B1)-(B5), but the R(·) obtained via (2) ≡ −∞. Therefore, this R(·) is not a coherent risk measure. Hence it is important to find the conditions for V(·) to guarantee R(·) defined via (2) to be an eligible risk measure.
(ii) For a given coherent risk measure R(·), there may be more than one candidate V(·) satisfying relationship (2) . For instance, let
The next theorem establishes the relationship among R(·), V(·), Q andQ.
is a coherent risk measure with the dual representation (4) and V(·) is a coherent regret measure with the dual representation (5), whereQ is compact. Then R(·) and V(·) have relationship (2) if and only if Q =Q ∩ P.
for y ∈ R and η 0 ∈P. From compactness ofQ and Sion's theorem [17] , we then have
we have sup
Notice that, by (5), we have
Thus, by (6), we get sup
On one hand, if Q =Q ∩ P, then by (7), we have
In view of (4), it follows that the relationship (2) holds for R(·) and V(·).
On the other hand, if R(·) and V(·) have relationship (2), then by (2) and (7), we get
It is easy to see thatQ ∩ P is a nonempty, convex and closed subset of L 2 , and therefore, it is the risk envelope of R(·). By the uniqueness of risk envelope, we get Q =Q ∩ P.
Theorem 1 has some overlapping with Theorem 2.2 in Rockafellar and Royset (2015), as well as the Envelope Theorem in Rockafellar and Uryasev (2013) . However, the relationship on the two envelopes is new. Besides, the result is derived by a different and elementary approach without involving the conjugate function theory in paired space (Rockafellar, 1974) . Theorem 1 provides a way to determine a coherent regret measure V(·) corresponding to a given coherent risk measure R(·) as follows. Given a coherent risk measure R(·), find its risk envelope Q, relax the condition "E(η 0 ) = 1" to getQ, then (5) determines the corresponding V(·). Note that since there may be more than one way to relax the condition "E(η 0 ) = 1", there may be more than one V(·) corresponding to one R(·) as well. Furthermore, given finite R(·), if we want to find a finite V(·) then we should select a boundedQ in L 2 . Let us see some examples next.
Examples of popular Q andQ
This subsection and the following Subsection 2.3 provides examples of popular risk and regret measures. Some of the conclusions have appeared in Rockafellar and Uryasev (2013) and Ang et.al. (2018) , but none of the regret envelopes are discussed there. We display both risk and regret functions for the purpose of algorithm development in the following sections.
Optimized certainty equivalence (OCE) and CVaR
Given 0 ≤ γ 2 < 1 ≤ γ 1 , let S(·) be the OCE-measure introduced by Ben-Tal and Teboulle (2007) .
where r(ξ 0 ) = γ 1 ξ 0+ − γ 2 ξ 0− with ξ 0− := min(ξ 0 , 0) and ξ 0+ := max(ξ 0 , 0). It is shown in Ang et al. (2018) that the OCE-measure is a coherent risk measure with risk envelope
Removing the condition "E(η 0 ) = 1", we get
Therefore, the corresponding regret measure is
In particular, if we take γ 1 = 1 1 − α and γ 2 = 0, where 0 ≤ α < 1, then the OCEmeasure becomes the measure of conditional value-at-risk, CVaR α (·). The corresponding regret measure is
Then formula (2) is in fact the "minimization formula" of CVaR, i.e.,
which is a consequence of Theorem 1. It was shown in Ang et al. (2018) that CVaR α is averse for α ∈ (0, 1).
It is interesting to observe that OCE-measure can be representable by CVaR, namely
Thus OCE-measure and CVaR are in a sense equivalent.
Expectation as risk measure
This is a special case of CVaR when α = 0 and Q = {1}. That is,
By the result of Section 2.2.1, a candidate for the corresponding regret measure is
On the other hand, since Q = {η 0 : 1 ≤ η 0 ≤ 2} also satisfies Q ∩ P = {1}, and it is bounded in L 2 , we find that
is another candidate for the corresponding regret measure.
Worst case as risk measure
This risk measure is defined as
where esup is the essential-sup function (einf is similarly defined). Note that the worst case risk measure is not finite and the corresponding risk envelope Q = P is not bounded. However we can directly verify that Theorem 1 is still true withQ =P, and,
otherwise.
Mean-deviation-penalty risk measure
for ξ 0 ∈ L 2 . From Ang et al. (2018), we know that R(·) is a coherent and averse risk measure with risk envelope
We next find the corresponding coherent regret measure V(·) for it. Note that by simply getting rid of the restriction "E(η 0 ) = 1", we will get an unbounded subset of L 2 and therefore may get a non-finite V(·). To avoid it, note that η 0 ≥ 0 and E(η 0 ) = 1 together imply 0 ≤ einf η 0 ≤ 1. Therefore,
is bounded and satisfiesQ ∩ P = Q. Thus, we prefer to useQ for calculating V(·).
For any ξ 0 ∈ L 2 and η 0 ∈Q, we have
Furthermore, the equation holds when
is a candidate for the regret measure corresponding to the mean-deviation-penalty risk measure. We may check Theorem 1 for this case directly. For y ∈ R, we have
Therefore, y+V(ξ 0 −y) is decreasing in y when y < E(ξ 0 ) and increasing in y when y ≥ E(ξ 0 ), and so it reaches its minimum when y = E(ξ 0 ). Then (2) holds for mean-deviation-penalty risk measure withQ and V being specified by (9) and (10), respectively.
Remark. We can generalize the definition of mean-deviation-penalty risk measure in the following way. Fix p ≥ 1 and 0 ≤ λ ≤ 1. Define
We say that R(·) is the mean-deviation-penalty risk measure with parameter p, which is a coherent risk measure in L p . Its risk envelope is a subset of L q , where q is the "conjugate number" of p, that is, 1 p + 1 q = 1 (Let the conjugate of 1 be +∞). By Theorem 1, one can find a corresponding regret measure. We omit the details. Aversity of risk measures is important in many applications of risk minimization. It was proven in Ang et al (2018) that a sufficient condition for aversity is that {1} is a relative interior point ofQ with respect to the plane {η 0 : E(η 0 ) = 1} and this condition is also necessary if the probability space is finite. As is shown in Ang et al. (2018) , all of the risk measures discussed above except the expectation are coherent and averse. By Theorem 1, the OCE, CVaR and mean-deviation-penalty regret measures are also averse.
About max and convex combination of risk and regret measures
In Section 2.2.2, we proved that regret measures E(ξ 0+ ) and E(ξ 0 ) + E(ξ 0+ ) correspond to the same risk measure E(ξ 0 ). Note that the maximum of the two regret measures is
which correspond to the generalized mean-deviation-penalty risk measure of λ = 1 mentioned in Section 2.2.4. This example demonstrates that the maximum of several regret measures may not generate the maximum of the respective risk measures. Simply speaking, the maximum relationship does not pass from regret measures to risk measures.
We further notice that the relationship of convex combination is not preserved, either. The following example demonstrates this point.
Let V 1 (ξ 0 ) := E(ξ 0 + ) and V 2 (ξ 0 ) := E(ξ 0 ) + E(ξ 0 + ) be two regret measures. Fix 0 < λ < 1 and let
It is known that V 1 (ξ 0 ) and V 2 (ξ 0 ) correspond to the same risk measure E(ξ 0 ). Next, we calculate the risk measure corresponding to V(ξ 0 ). It is easy to see that
Hence we have
Thus, the risk measure generated by
. This example shows that the convex combination relationship of convex combination does not pass from regret measures to the corresponding risk measures.
3 The progressive hedging algorithm for risk/regret minimization
A multistage perspective of risk/regret minimization
The next focal point of this paper is the progressive hedging algorithm (PHA) for the multistage version of problem (3). We consider a practical situation, where the objective function of (3) is a total risk or regret measure of N decision periods and we aim at determining optimal responses x 1 , x 2 , ..., x N to information vector ξ as it becomes available gradually in the form ξ = (ξ 1 , ξ 2 , ..., ξ N ) where ξ i ∈ R m i is only realized at the end of period i, but before period i + 1. Assume that m = m 1 + · · · + m N , so we have ξ ∈ Ξ ⊂ R m . To avoid distractions of infinite dimensionality in the algorithmic development, here and below, we restrict our attention to finite discrete probability spaces. Suppose that the support set Ξ consists of a finite number of scenarios. Each scenario ξ has a known probability p(ξ) > 0, and these probabilities add to one. Let us consider the response function to scenarios in Ξ in the form of
Let H 2 n be the space of all such functions x(·) endowed with the expectation inner product
which makes H 2 n into a finite-dimensional Hilbert space. An important constraint to problem (3) is that the mappings x(·) must be nonanticipative in the sense that the response x k (ξ) at stage k depends only on the portion (ξ 1 , . . . , ξ k−1 ) of the scenario ξ realized in earlier stages:
This format of x(·) imposes a special linear constraint for x(·). It requires x(·) to belong to the so-called nonanticipativity subspace N of H 2 n ,
The complementary subspace of N with respect to the inner product (11) is denoted by M = N ⊥ , which will contain the dual sequence generated by the progressive hedging algorithm. According to Rockafellar and Wets (1976) , the subspace M is given by
where E ξ | ξ 1 ,...,ξ k−1 is the conditional expectation over the remaining possibilities for the scenario ξ given that the portion (ξ 1 , . . . , ξ k−1 ) is already known. In addition to nonanticipativity, the response function x(·) has to satisfy certain other constraints to satisfy feasibility in a practical model, which can be represented by x(·) ∈ C. It means that for each realization ξ ∈ Ξ, the realization of x(ξ) has to be in the realization of the random set C(ξ). Thus, by writing x(·) ∈ C, we actually mean that x(ξ) ∈ C(ξ) ∀ξ, hence the set C is defined as
It is clear that if all C(ξ) are nonempty, closed and convex in R n , then C is nonempty, closed and convex in H 2 n . We are now ready to clarify the exact meaning of the regret minimization (3) in the multistage setting. Let X = N ∩ C be the feasible set of (3), consisting of all response functions x(·) ∈ H 2 n that are both nonanticipative and satisfying constraint x(·) ∈ C. Let
and G(z(·)) :L →L be the mapping specified by
The regret minimization (3) can be then written as
Since y is independent of ξ and under nonanticipativity, x 1 is also independent of ξ, we may regard (x 1 , y) asx 1 . LetN be the nonanticipativity subspace ofL andC = R × C. Then Problem (14) becomes min
which is the target of the next algorithm. The progressive hedging algorithm developed in Rockafellar and Wets (1991) aims at the expectation form of G(z(·)), namely
where g(z(ξ), ξ) is convex in z(ξ) onC(ξ) for each ξ ∈ Ξ. Some of the concrete form of g(z(ξ), ξ) for various regret measures are listed in the last section. Algorithm 1 . The PHA for problem (15) 
Step 1 (Scenario Decomposition). Given a primal-dual pair z k (·) ∈N and v k (·) ∈M, solving an augmented Lagrange problem for each ξ ∈ Ξ as follows to determineẑ k (·).
Note that the vectorẑ k (ξ) in (16) exists and is uniquely determined because the proximal term forces the function being minimized to be strongly convex.
Step 2 (Primal and Dual Update).
where PN and PM are the projection operators to the subspacesN andM, respectively, and r > 0 is a suitably chosen parameter. The primal update involves computation of a conditional expectation and the dual update is a simple subtraction of I − PN . See details in Rockafellar and Wets (1991) .
A key advantage of PHA is the decomposability in terms of ξ in Step 1. Note that in Step 1 the solution ofẑ k (ξ) can be performed in parallel on ξ. Namely, given ξ, one solves (16) for
Step 2. In a nutshell, finding a solution z(·) of (15) is a very difficult task due to the huge dimension of z(·), which is an O(n|Ξ|)-vector (|Ξ| is the cardinality of Ξ, which grows exponentially in terms of m). On the other hand, to find a solution to (16) is much easier, which amounts to solving a strongly convex program of dimension O(n). In case of g(z(ξ), ξ) is convex quadratic in z(ξ), problem (16) is a convex quadratic program and can be solved by a state-of-art package fast.
A few words on the convergence properties of PHA are in order. It is shown in Rockafellar and Wets (1991) that Algorithm 1 generates a convergent sequence to a solution to problem (3), as long as (3) is a convex problem with constraint qualification and has a solution. If in addition the sets C(ξ) are polyhedra, and the mapping ∂G is monotone and piecewise polyhedral, the rate of convergence is linear with respect to the norm
According to Proposition 2.2.4 of Sun (1986) , in a finite dimensional Hilbert space, ∂G is piecewise polyhedral if and only if G is closed and convex piecewise quadratic, that is, the function g(z(ξ), ξ) is a closed convex piecewise quadratic (including convex piecewise linear as a special case) function of z(ξ) for every ξ. 1 In fact, Algorithm 1 converges for general convex G(z(·)) = E(g(z(ξ), ξ)) under assumptions on constraint qualification and existence of solution.
The choice of applying PHA to risk or regret model, i.e.,to solve Problem (1) or (2), provide flexibility in practice as long as either objective function is expressible as an expectation of a convex function. However, it often happens that the regret model has a simpler form. For instance, the so-called rate-based measure (Rockafellar and Uryasev, 2013) has
and
where r(ξ 0 ) is the unique C ≥ esup ξ 0 − 1 such that E( 1 1−ξ 0 +C ) = 1. In this case, although the regret measure is not coherent, it meets the requirement for objective function of PHA. Hence if other requirements for convergence are satified, the problem might be solvable by PHA.
It should be noted that Algorithm 1 requires the objective function to be the expectation of a convex function and the constraints should be of the form z(ξ) ∈ C(ξ). This will exclude the constraint, say for example,
since this constraint involves all scenarios rather than a single scenario ξ. Therefore it can not be written as z(ξ) ∈ C(ξ). Let us call this from of constraint expectation-functional (ExFunl for short) constraint. Since Ex-Funl constraints arise frequently in regret minimization, we need to remove this obstacle by certain modification of Algorithm 1, as we shall discuss below.
3.2
Where the Ex-Funl constraint arises?
Some regret measures such as the mean-deviation-penalty may contain a single term such as (E(h(x(ξ), ξ))) + , either in the objective function or on the left-hand side of a constraint. In this case we may introduce a non-random variable t and an Ex-Funl constraint
to replace this term in the formulation for the purpose of simplifying the computation becuause a "nonsmooth" term may require "nonsmooth" optimization methods in Step 1.
Since E(h(x(ξ), ξ)) is a finite weighted average of h(x(ξ), ξ) of all ξ ∈ Ξ, the new constraint does not have the ξ-decomposability required by Step 1 of PHA since it involves all ξ ∈ Ξ rather than an individual ξ. In addition, practical application often involve constraints on the moments of a random cost, for example, Var [f (x(ξ), ξ)] ≤ t for some t, which of couse will end up with an Ex-Funl constraint.
A modified PHA that can handle Ex-Funl constraints
Consider a slightly more general case than a single Ex-Funl constraint (19) , where our problem is min
where
By appropriate re-definition of the variables and the functions, without loss of generality, we can simply assume that the EX-Funl constraint is of the form E(h(z(ξ), ξ)) ≤ 0. Note that by introducing an auxiliary vector u(ξ), the following equivalence holds:
Thus, enlarge the dimension by setting η(·) = (z(·), u(·)), problem (20) is equivalent to
where C ′ is the constraint with the decomposable structure with respect to ξ, and N ′ is a linear subspace in the enlarged Hilbert space with its complementary subspace being
Therefore, viewing N ′ as the new nonanticipativity space and applying Algorithm 1 to solve problem (21), from
Numerical results
Our computational test is designed for the following two-stage linear risk minimization min
where f (x 1 , ξ) is the optimal value function f (x 1 , ξ) := min
The corresponding regret minimization problem is min
After reformulation of (23) into an expectation minimization by the techniques introduced in Section 3, PHA can be employed to solve the reformulated problems.
In summary, from the point of view of PHA, it is often more convenient to handle regret minimization than handle risk minimization directly. Therefore, our numerical test is devoted to problem (23).
OCE-measure
The corresponding regret measure of OCE-measure is
By introducing two positive random variables s(·), problem (23) with OCE-measure can be reformulated as
which is exactly a two-stage linear expectation minimization, solvable by PHA. In particular, the CVaR minimization can be equivalently reformulated as the following:
where z(·) = (y(·), x 1 (·), x 2 (·), s(·)).
Mean-deviation-penalty risk measure
Problem (23) with mean-deviation-penalty risk measure can be reformulated as
Note that this is a two-stage linear conic optimization with a Ex-Funl constraint, which can be solved by the modified PHA (Algorithm 2).
An airline seat allocation problem
We tested the CVaR regret minimization problem (24) that arises in an airline seat allocation problem, which is a classical example of real-world application of two-stage stochastic optimization problem. It first appeared in a technical report of London Business School (DeMiguel and Mishra, 2006) and subsequently used as a subproblem in papers on airline revenue management such as Chen and Homem-de-Mello (2010). For simplicity, consider a single flight with a capacity of 5 units of seats (say, 1 unit = 100) and demand for three fare classes (business, premier, and economy) with associated revenues r B = 130; r P = 100; r E = 50 (e.g., 1 unit = $10). Assume demand arrives in two different stages. In the first stage, there is a deterministic demand of maximal 4 units for economy class seats, and no demand for business or premier class seats. In the second stage, demands of business and premier classes come in random. The manager is required to allocate the number of seats for each class in each stage to maximize the expected total revenue. Apparently, the dimension of the decision variable is fixed as [1, 2] , which means the dimensions of the decision variables in the first and second stage are 1 and 2, respectively, and in this group of experiments, to increase the number of scenarios, we generate the demands for business and premier class seats in the second stage as two random numbers from the normal distribution with mean parameter and standard deviation parameter being µ B = 0.9, σ B = 0.1 and µ P = 2.3, σ P = 0.2, respectively.
The corresponding probability for each scenario is 1/K, where K is the number of scenarios. For each setting, 10 independent problems are generated. Then, PHA is applied to solve them with α = 0.5. All numerical experiments are run in Matlab R2015b on a PC with an Intel(R) Core(TM) i7-7500U 2.70 GHz 2.90 GHz CPU and 16 GB of RAM.
For comparison purpose, we also solved the risk-neutral case, which was the original formulation of expectation measure in DeMiguel and Mishra (2006) . Specifically, the expectation minimization results in the following two-stage stochastic optimization problem:
T , whereas the corresponding CVaR minimization is Table 1 shows the performance of PHA for expectation minimization and CVaR minimization with α = 0.5, when the number of scenarios increases. In Table 1 , "sn" represents the number of scenarios, "iter" means the average iteration number to convergence for the 10 test problems, "time(s)" means the average convergence time in seconds for the 10 problems, and "fval" means their average optimal value. It can be seen from Figure 1 that the number of iterations and time to convergence grows at linear rate for CVaR minimization (α = 0, 0.5) when the number of scenarios increases. Besides, it takes more iterations and time to convergence for risk measure minimization than those for expectation minimization. There is a trade-off between the cost and risk, which is Table 1 . The average cost of expectation minimization is smaller than that of risk measure minimization. In order to test the efficiency of PHA for regret minimization, we go beyond the seat allocation problem and test a series of randomly generated problems of form (24) for different sizes of A(ξ), B(ξ), c(ξ) and d(ξ). The number of scenarios is fixed at 20 and the dimension of the decision variable x rises from [10, 10] to [50, 50] in the two stages. We randomly generated 10 problems for each setting and use PHA to solve expectation minimization and CVaR minimization with α = 0.5, respectively. Figure 2 and Table 2 shows the performance of PHA for expectation minimization and CVaR minimization. From Figure 2 , it is easy to see that the number of iterations to convergence grows steadily when the dimension of problems increases, while convergent time grows at faster rate for both expectation minimization and CVaR minimization (α = 0.5). In addition, it seems that it takes more iterations and time for CVaR minimization to converge than the expectation minimization, especially when problem dimension gets large. 
Conclusion
A dual relationship between risk measures and regret measures is established. It helps to build a list of correspondences between useful coherent and averse risk and regret measures. Based on such dual representation of risk measures, the multistage risk minimization problem can be converted to a multistage regret minimization problem. A progressive hedging algorithm is designed for solving the corresponding regret minimization problem. In case that Ex-Funl constraints arise in the risk and regret minimization problem, the progressive hedging algorithm can be modified to take advantage of the hidden decomposability structure of the problems. Numerical results are reported to demonstrate the efficiency of the progressive hedging algorithms.
