Abstract-This paper presents a novel Fourier analysis-based approach to combine, transmit, and visualize decision trees in a mobile environment. Fourier representation of a decision tree has several interesting properties that are particularly useful for mining data streams from small mobile computing devices connected through limited-bandwidth wireless networks. This paper presents algorithms to compute the Fourier spectrum of a decision tree and outlines a technique to construct a decision tree from its Fourier spectrum. It offers a framework to aggregate decision trees in their Fourier representations. It also describes the MobiMine, a mobile data stream mining system, that uses the developed techniques for mining stock-market data from handheld devices.
1. online techniques to evolve, aggregate, and understand the model(s), 2. managing communication over limited-bandwidth network, 3. visualization in a mobile environment with restricted resources such as display, memory, and CPU horsepower, and 4. battery power consumption. This paper considers the first three issues.
Mining time-critical data streams usually requires online learning that often produces a series of models [19] , [30] , [28] like decision trees. From a data mining perspective, it is important that these models are compared with each other and aggregated if necessary. This is because different data blocks observed at different time frames may generate different models that may actually belong to a single (or a reduced number of) simpler model which can be generated when all the data blocks are combined and mined together. Even for decision trees [8] , [31] that are capable of incrementally modifying themselves based on new data, in many applications (e.g., multiple data streams observed at different distributed locations) [23] , we end up with an ensemble of trees. Apart from a better understanding of the model, communication of a large number of trees over a wireless network also poses a major problem. We need online data mining algorithms that can easily aggregate and evolve models in an efficient representation.
Visualization of decision trees [1] in a small display is also a challenging task. Presenting a decision tree with even a moderate number of features in a small display screen is not easy. Since the number of nodes in a decision tree may grow exponentially with respect to the number of features defining the domain, drawing even a small tree in the display area of a palmtop device or a cell phone is a difficult thing to do. Reading an e-mail on a cell phone is sometimes annoying, so, imagine browsing over a large number of tree-diagrams on a small screen. It simply does not work. We need an alternate approach. We need to represent trees in such a way that they can be easily and intuitively presented to the user using a small mobile device.
This paper takes a small step toward that possibility. It considers manipulation and visualization of decision trees for mining data streams from small computing devices connected over low-bandwidth wireless networks. It points out that the Fourier basis offers an interesting representation of decision trees that is appropriate for such applications. Although we present the material in the context of mobile devices, the approach is also useful for desktopbased stream mining applications.
Section 2 explains the relation between Fourier representation and decision trees. It also presents algorithms to compute the Fourier spectrum of a decision tree and the decision tree from its Fourier spectrum. Section 3 considers aggregation of multiple trees in Fourier representation. Section 4 describes the MobiMine, a mobile data mining system for monitoring the stock market data; it describes the modules that make use of the Fourier representation for aggregation, transmission, and visualization of decision trees. Section 5 documents the performance of the proposed technique in a controlled environment using financial data streams. Finally, Section 6 concludes this paper.
DECISION TREES AS NUMERIC FUNCTIONS
This paper adopts an algebraic perspective of decision trees. Note that a decision tree is a function that maps the domain members to a range of class labels. Sometimes, it is a symbolic function where the features take symbolic (non numeric) values. However, a symbolic function can be easily converted to a numeric function by simply replacing the symbols with numeric values in a consistent manner. See Fig. 1 for an example. A numeric function-representation of a decision tree may be quite useful. For example, we may be able to aggregate a collection of trees (often produced by ensemble learning techniques) by simply performing basic arithmetic operations (e.g., adding two decision trees, weighted average) in their numeric representations. Later in this paper we will see that a numeric representation is also suitable for visualization and efficient transmission of decision trees in a mobile environment. Once the tree is converted to a numeric discrete function, we can also apply any appropriate analytical transformation that we want. Fourier transformation is one such possibility and it is an interesting one, which will be clear soon. The following section presents a brief review of Fourier representation.
A Brief Review of the Fourier Basis
Fourier basis is defined by a set of orthogonal functions that can be used to represent any discrete function. Consider the set of all '-dimensional feature vectors where the ith feature can take i different categorical values, f0; 1; Á Á Á i À 1g. The Fourier basis set that spans this space is comprised of Q ' i¼0 i basis functions. Each Fourier basis function is defined as
m xmjm , where j and x are strings of length '; x m and j m are mth attribute-value in x and j, respectively; x m ; j m 2 f0; 1; Á Á Á m À 1g and represents the feature-cardinality vector, 0 ; Á Á Á ' . We often call j ðxÞ a jth basis function. The string j is called a partition and the order of a partition j is the number of nonzero feature values in j. A Fourier basis function depends on some x i only when j i 6 ¼ 0. If a partition j has exactly number of nonzeros values, then we say the partition is of order since the corresponding Fourier function depends only on those number of variables that take nonzero values in the partition j.
A function f : X ' ! < that maps an '-dimensional discrete domain to a real-valued range can be represented using the Fourier basis functions: fðxÞ ¼ P j w j j ðxÞ, where w j is the Fourier Coefficient (FC) corresponding to the partition j and j ðxÞ is the complex conjugate of
. The Fourier coefficient w j can be viewed as the relative contribution of the partition j to the function value of fðxÞ. Therefore, the absolute value of w j can be used as the "significance" of the corresponding partition j. If the magnitude of some w j is very small compared to other coefficients, we may consider the jth partition to be insignificant and neglect its contribution. The order of a Fourier coefficient is nothing but the order of the corresponding partition. We shall often use terms like high order or low order coefficients to refer to a set of Fourier coefficients whose orders are relatively large or small, respectively.
The Fourier representation of functions defined over Boolean domain is sometimes easier to follow because of its relatively simpler form. Therefore, let us specialize the Fourier basis for Boolean feature space. 
where ðj Á xÞ is the inner product of j and x. A partition in the Boolean domain can be viewed as a representation of a subset of features (x i -s). Every unique partition corresponds to a unique subset of features. In an '-dimensional Boolean feature space there are 2 ' different subsets of features and, therefore, the Fourier representation also has 2 ' different Fourier coefficients. Although the techniques presented in this paper are not restricted to the Boolean domain, we will use the above expressions throughout this paper for illustrating the ideas.
Computing the Fourier Spectrum of a Tree
A decision tree computes the class label of a domain member by traversing through the paths in the tree from the root to a leaf node. Although the Fourier representation can handle real-valued range, in this paper we shall consider functions with discrete range defined by the class labels of the classification problem. In order to keep the formulation simple, we shall consider only Boolean classification problems. So, the decision tree can be treated as a function f that maps the discrete '-dimensional domain to f0; 1g. Now, recall that any node in a decision tree is associated with some feature x i . A downward link from the node x i is labeled with an attribute value of this ith feature. As a result, a path from the root node to a successor node represents the subset of domain that satisfies the different feature values labeled along the path. These subsets are essentially similarity-based equivalence classes. In this paper, we shall call them schemata (schema in singular form). If h is a schema in a Boolean domain, then we can represent it as h 2 f0; 1; Ãg ' , where Ã denotes a wild-card character that matches any value of the corresponding feature. For example, consider a three-bit function defined by features x 1 ; x 2 , and x 3 , f : f0; 1g 3 ! f0; 1g. Let the tree shown in Fig. 1b be a representation of that function. The path Fig. 1b represents the schema 0 Ã 1 since all members of the data subset at the final node of this path take feature values 0 and 1 for x 1 and x 3 , respectively. The order of schema h is the number of nonwild-card values in h. For example, the order of schema 0 Ã 1 is two. A schema in a non-Boolean domain can be defined in a similar manner where the fixed values can be nonbinary. The Fourier spectrum of a decision tree can be easily computed by traversing the leaf nodes in a systematic fashion. Let Ã be the complete instance space of cardinality jÃj. In case of Boolean feature space, it is the set of all '-bit binary strings. If the features are non-Boolean, Ã is the corresponding set of all '-dimensional non-Boolean strings. Let us also assume that there are n leaf nodes in the decision tree and the ith leaf node covers a subset of Ã, denoted by the schema h ðiÞ . Therefore, [ n i¼1 h ðiÞ ¼ Ã. The jth coefficient of the spectrum can be computed as follows: where fðh ðiÞ Þ is the class label of the leaf node i. For every path from the root to a leaf node (schema h), all nonzero Fourier coefficients are detected by enumerating all possible values for each attribute in h. The running time to compute an FC is OðnÞ, where n is the number of leaf nodes. We can therefore compute every coefficient in the spectrum by simply visiting the leaf nodes. However, as we will see in the coming sections, we do not need to compute all the coefficients; only the low order coefficients are sufficient for most applications. Moreover, in practice, the algorithm can benefit a lot from some preprocessing of the tree. Note that the computation of an FC (from (3)) requires the value of jh ðiÞ j and the corresponding class label. However, if the order of the coefficient is less than the depth of a leaf node, then we can compute it without visiting all the leaf nodes, provided we maintain some statistics in the internal nodes. In order to illustrate the idea, let us define the following quantity in a recursive manner:
ðvÞ ¼ jh ðvÞ j j ðh ðvÞ Þ if v is a leaf node ¼ ðLeftChildðvÞÞ þ ðRightChildðvÞÞ Otherwise:
We can compute ðvÞ for every internal node and store that information in the corresponding node. This statistics allows computation of low order FCs without visiting the leaf nodes every time. The proposed algorithm is fast and the overhead of computing these coefficients is minimal compared to the time needed for learning the tree. Let us now illustrate the computation of Fourier coefficients from a tree and demonstrate that it is indeed the correct coefficient corresponding to the underlying function. Let us consider the decision tree in Fig. 1 defined over 3-bit Boolean feature vectors. First, we use (1) and (3), to illustrate the computation of the Fourier coefficients from the truth-table presented in Table 1a . Then, we show how the coefficients can be computed from the decision tree.
Using (1), we can write,
Now using (3),
Let us now consider a partition j that includes a nonwild-card value for attribute x 2 . One such partition is 111. Note that x 2 does not appear in any of the paths in the tree. Then, let us see the computation of w 111 using (2),
Note that w 111 ¼ 0 since no path in the tree contains x 2 . So far, our discussion pointed out the following things:
1. A decision tree can be viewed as a discrete function.
If it is a symbolic function then we can maintain a small code-book and convert the symbolic tree to a numeric one. 2. We can efficiently compute a Fourier coefficient; therefore, the entire spectrum can be efficiently computed as long as there are not too many coefficients in the spectrum. However, we still have not discussed why we should compute the Fourier spectrum of a decision tree. It turns out that the Fourier representation of a decision tree with bounded depth has some very interesting properties [17] , [18] , [23] . These observations are discussed in the following section.
Fourier Spectrum of a Decision Tree:
Why Bother?
For almost all practical applications, decision trees have bounded depths. The Fourier spectrum of a bounded depth decision tree has some interesting properties that are listed below.
The Fourier representation of a bounded depth (say k)
decision tree has only a polynomial number (polynomial in the number of features defining the domain) of nonzero coefficients; all coefficients corresponding to partitions involving more than k feature variables are zero. As we saw in the previous section, if partition j contains a nonzero value for x i that is not defined in path h, P x2h fðxÞ j ðxÞ ¼ 0. Since k is the maximum order of all possible schema h in a decision tree, for any partition j whose order is greater than k, w j is zero.
If the order of a partition is its number of defining
features, then the magnitude of the Fourier coefficients decay exponentially with the order of the corresponding partition; in other words, low order coefficients are exponentially more significant than the higher order coefficients. This was proven in [18] for Boolean decision trees. Its counterpart for trees with non-Boolean features can be found elsewhere [23] , [22] . These observations suggest that the spectrum of the decision tree can often be approximated by computing only a small number of low-order coefficients. In short, Fourier basis offers an efficient numeric representation of a decision tree in the form of an algebraic function that can be easily stored, transmitted, and manipulated.
Fourier spectrum of a decision tree tells us more than the interactions among the features. These coefficients can also tell us about the distribution of class labels at any node of the decision tree. This property can in fact be exploited for constructing a tree from the spectrum. The following section explores this.
From Fourier Spectrum to Decision Trees
The distribution of class labels in a schema is an important aspect since that identifies the utility of the schema as a decision rule. For example, if all the members of some schema h have a class label value of 1, then h can be used as an effective decision rule. On the other hand, if the proportion of label values 1 and 0 is almost equal, then h may not be used as an effective decision rule. In decision tree learning algorithms like ID3 and C4.5, this "skewness" in the distribution for a given schema is measured by computing the information-gain measure defined in the following. The information gain resulted from assigning a value to the feature x i in schema h is,
where h hxi¼vi represents the schema obtained by replacing the wild-card character at the ith position of h with v. For Boolean classification (two-class problem), entropy of some schema h is defined in terms of the schema average function ðhÞ:
fðxÞ EntropyðhÞ ¼ ÀðhÞ log ðhÞ À ð1 À ðhÞÞ logð1 À ðhÞÞ;
where fðxÞ is the classification value of x. The computation of ðhÞ using (4) is not practically feasible since we need to evaluate all x 2 h. Instead, following [11] , [14] , we can compute ðhÞ directly from the given Fourier spectrum: 
where h has m non-wild-card values with the value corresponding to the position of j i (in the partition) set to b i . Equation (5) can be directly used to design a C4.5-style algorithm to construct a decision tree from the spectrum. However, such a naive approach is computationally inefficient. The computation of ðhÞ requires an exponential number of FCs with respect to the order of h. Thus, the cost involved in computing ðhÞ increases exponentially as the tree becomes deeper. Moreover, since the Fourier spectrum of a decision tree is very compact in size, most FCs involved in computing ðhÞ are zero. Therefore, the evaluation of ðhÞ using (5) is not only inefficient but also involves unnecessary computations.
An efficient algorithm that computes ðhÞ can be constructed by taking advantage of sparseness of the Fourier spectrum and decomposable property of (5). When computing the average of order l schema h, we can reduce some computational steps if any of the order l-1 schemata which subsumes h is already evaluated. For a simple example in a 6-bit Boolean domain, let us consider the evaluation of schema ðÃ1 Ã 0 Ã ÃÞ. Let us also assume that ðÃ1 Ã Ã Ã ÃÞ is precalculated. Then, ðÃ1 Ã 0 Ã ÃÞ can be computed by simply adding w 000100 and Àw 010100 to ðÃ1 Ã Ã Ã ÃÞ. Recall that a path (from the root node) to any node is represented as a schema. Then, given a path h of order k, choosing an attribute for the next node is essentially the same as selecting the best schema among those candidate schemata of order k þ 1 which are subsumed by h. Therefore, computing the averages of all candidate schemata by scanning over the Fourier spectrum makes the entire decision tree induction process very efficient. The Tree Construction from Fourier Spectrum (TCFS) algorithm based on these observations is detailed elsewhere [22] .
This section described that a Fourier spectrum can be effectively used to construct a decision tree. The following section considers the problem of aggregating multiple decision trees in a ensemble classifier using their Fourier spectrum.
AGGREGATING MULTIPLE TREES
The Fourier spectrum of a decision tree-ensemble classifier can also be computed using the algorithm described in the previous section. We first have to compute the Fourier spectrum of every tree and then aggregate them using the chosen scheme for constructing the ensemble. Let f e ðxÞ be an ensemble of m different decision trees where the output is a weighted linear combination of the outputs of these trees. We consider weighted linear combination since most of the existing schemes for ensemble learning takes that approach: where f i ðxÞ and c i are the ith decision tree and its weight in the ensemble, respectively. Z i is the set of all partitions with nonzero Fourier coefficients in the spectrum of the ith decision tree and w ðiÞ j is a Fourier coefficient in that spectrum. Now, we can write, Z i . Therefore, the Fourier spectrum of f e ðxÞ (an ensemble classifier) is simply the weighted sum of the spectra of the member trees.
The spectrum of an ensemble of trees can be directly useful for data mining in different application domains. Mining data streams, distributed data mining, and building accurate classifiers using ensembles are some examples. In the rest of this paper, we focus on mining financial data streams in a mobile environment where the Fourier spectrum offers the following immediate benefits:
1. aggregation of trees generated from different blocks of data observed at different time from data streams, 2. visualization of the ensemble through its Fourier spectrum, and 3. minimizing the communication overhead. The following section briefly describes a mobile data mining system that deploys the Fourier representationbased approach described in this paper. Although all the modules of the MobiMine are not directly relevant to the techniques presented so far in this paper, we believe that this description of the application is useful for appreciating the motivation and the contribution of the current work in real-life problem solving.
MOBIMINE: A MOBILE DATA MINING SYSTEM
This section presents a brief description of the MobiMine, a mobile application that exploits the Fourier representation of decision trees reported in this paper. The overview presented in this section covers the different modules of the MobiMine; not all of them make use of the techniques discussed so far in this paper. However, a general description is necessary to cast the current contribution in the context of a real application environment.
An Overview of the System
MobiMine is a client-server application. The clients (Fig. 3) , running on mobile devices like PDAs and cell-phones, monitor a stream of financial data coming through the MobiMine server (Fig. 2a) . The system is designed for currently available low-bandwidth wireless connections between the client and the server. In addition to different standard portfolio management operations, the MobiMine server and client apply several data mining techniques in order to offer the user a variety of different tools for monitoring the stock market in a ubiquitous manner. Fig. 2b shows the main user interface of the MobiMine.
The main functionalities of the MobiMine are listed in the following:
1. Portfolio Management and Stock Tickers: Standard bookkeeping operations on stock portfolios including stock tickers to keep an eye on the performance of the stocks in the portfolio.
2.
FocusArea: Stock market data is often overwhelming. It is very difficult to keep track of all the developments in the market. Even for a full-time professional, following the developments all the time is challenging. It is more difficult for a mobile user who is likely to be busy with other things. MobiMine offers a unique way to monitor changes in the market data by selecting a subset of the events that is more "interesting" to the user. This is called the FocusArea of the user. It is a time varying feature and it is currently designed to support the following functionalities:
a. WatchList: The system applies different measures to assign a score to every stock under observation. The score is an indication of the "interestingness" of the stock. A relatively higher score corresponds to a more interesting stock. A selected bunch of "interesting" stocks goes through a personalization module in the client device before it is presented to the user in the form of a WatchList. . StockConnection Module: This module allows the user to graphically visualize the "influence" of the currently "active" stocks on the user's portfolio. This module detects the highly active stocks in the market and presents the causal relationship between these and the stocks in a user's portfolio, if any. The objective is to give the user a highlevel qualitative idea about the possible influence on the portfolio stocks by the emerging market dynamics. . StockNuggets Module: The MobiMine Server continuously processes a data stream defined by a large number of stock features (fundamentals, technical features, evaluation of many well-known portfolio managers). This module applies online clustering algorithms on the active stocks and the stocks that are usually influenced by them (excluding the stocks in the user's portfolio) in order to identify similarly behaving stocks in a specific sector. c. Reporting Module: This module supports a multimedia-based reporting system. It can be invoked from all the interfaces of the system. It allows the user to watch different visualization modules and record audio clips. The interface can also invoke the e-mail system for enclosing the audio clips and reports. A detailed description of this system can be found elsewhere [15] . The following section discusses the unique philosophical differences between the MobiMine and traditional systems for mining stock data.
MobiMine: What It Is Not
A large body of work addresses different aspects of the stock forecasting [2] , [3] , [33] and selection [7] , [13] problem. MobiMine is fundamentally different from most of these systems. First of all, it is different on the basis of philosophical point of view. In a traditional stock selection or portfolio management system, the user initiates the session. User outlines some preferences and then the system looks for a set of stocks that satisfy the constraints and maximizes some objective function (e.g., maximizing return, minimizing risk). MobiMine does not do that. Instead, it initiates an action, triggered by some activities in the market. The goal is to draw user's attention to possibly time-critical information. For example, if the Intel stock is underpriced but its long-time outlook looks very good, then a good stock selection system is likely to detect Intel as a good buy. However, the MobiMine is unlikely to pick Intel in the WatchList unless Intel stock happens to be highly active in the market and it fits with the user's personal style of investment. The context detection module is also unlikely to show Intel in its radar screen unless Intel happens to be highly influenced by some of the highly active stocks in the market. This difference in the design objective is mainly based on our belief that mobile data mining systems are likely to be appropriate only for timecritical data. If the data is not changing right now, probably you can wait and you do not need to keep an eye on the stock price while you are having a lunch with your colleagues.
Most of the stock selection systems are based on predictive models. There exists a large body of work that approaches this problem using statistical techniques, neural networks, genetic algorithms, and other techniques. MobiMine in its current design does not perform any kind of prediction of future behavior. MobiMine is designed based on a minimalist principle-anything that can wait should wait and, therefore, MobiMine does not need to support it. It should only support functionalities required for timecritical events. The following section identifies the role of decision tree ensembles in monitoring stock market activities using the MobiMine.
Portfolio and Market Activities
Understanding the interaction between a portfolio and the market is a nontrivial problem. It often requires extensive data analysis, in-depth understanding of the driving factors in the market, and years of experience in the stock market. In fact, PDA may not be the right kind of platform to perform extensive user mediated market and portfolio analysis. MobiMine does not make any attempt to do that. Its StockConnection module offers short-term dependency among a pair of stocks based on the data from the recent past. This does not tell the user about what will happen to the dependent stock in the near future. It simply suggests the user to keep an eye on a stock since it is statistically correlated or influenced by a currently active stock. MobiMine employs statistical, Bayesian, and decision treebased online techniques to detect the dependencies.
Detecting dependencies among different stocks and the corresponding technical features in an online fashion requires algorithms that can either update the models incrementally or work by adding new models to an ensemble. Although MobiMine makes use of a collection of different online techniques, this section will focus only on the decision tree ensembles.
There exist several known techniques to construct incremental decision tree-based models. Some of the earlier efforts include ID4 [29] , ID5R [31] , and ITI [32] . All these systems work using the ID3 style "information gain" measure to select attributes (or, equivalently, decision nodes). They are all designed to incrementally build a decision tree using one training instance at a time by keeping necessary statistics (measure for information gain) at each decision node. Some of the recent techniques designed for large-scale applications include the Bootstrapping-based BOAT [10] and the Hoeffding (additive Chernoff bound) [12] tree-based VFDT [8] .
An ensemble-based approach is proposed in [9] . It works using a Boosting-based approach to create an ensemble of models. Different trees are generated from different blocks of data observed at different time-intervals. The ensemble classifier for the stream is defined by a weighted average of the outputs of these trees. Breiman proposed an Arcing method for learning models from large data sets and stream data [5] . It is also based on adaptive resampling. However, it uses unweighted average to build the ensemble classifier. Recently, Street and Kim [30] proposed the Streaming Ensemble Algorithm (SEA) that learns an ensemble of decision trees for large-scale classification. SEA maintains a fixed number of classifiers. Once the ensemble becomes full, the kth classifier C k is added only if it outperforms any previously classifier C i in the ensemble. In that case, C i is removed from the ensemble. Performance is measured using the most current data block.
Both the ensemble-based and incremental techniques in practice generate a collection of decision trees. In order to provide the user with the explanatory market models, we need to send the trees to the client devices over the wireless network and present them in a user-friendly format. MobiMine makes use of the Fourier representation for aggregating the ensemble of decision trees in a compressed representation that offers a compact but meaningful way to visualize in a PDA. The Fourier representation also offers an efficient way to transmit the trees over the wireless network.
The accuracy of the aggregation of trees and their transmission from the server to the client will be studied in detail later in this paper. First, let us briefly discuss its simple but effective Fourier spectrum-based visualization module for detecting dependencies among stocks and their different characteristic features.
The Context module of the MobiMine offers an interface to visualize decision trees through their Fourier spectrum. The interface is interactive and it does not require any prior knowledge of Fourier analysis. Fig. 4 shows a typical session of this interface. It shows the Fourier coefficients of an ensemble of decision trees. Each rectangular cell on the interface corresponds to a unique coefficient. Each cell is color-coded according to the magnitude (or significance) of the corresponding Fourier coefficient. When the user clicks on a significant (or brighter) cell, all the features associated with the corresponding Fourier coefficient are displayed; these features represent the dominant ones that significantly influence the class label. This module can help user identifying the stocks and features that are strongly influencing the observed class label values (fluctuations in the portfolio stocks in the current application). The following section presents the experimental results regarding aggregation and transmission of decision trees.
MINING FINANCIAL DATA STREAMS
This section presents the results of several experiments that documents the empirical characteristics of the Fourier representation of decision trees. It reports the accuracy of the Fourier representation of decision trees using different degrees of approximation. It also reports the accuracy of the proposed aggregation approach for combining multiple decision trees using Bagging and Arcing. Finally, it presents experimental results documenting the cost of transmitting the Fourier spectrum of decision trees over a wireless network.
In order to study the properties of the proposed technique in a systematic manner, we obtained controlled experiments using a semisynthetic data stream with 174 Boolean attributes. The objective is to continuously evolve a decision tree-based model for a Boolean attribute. The data-stream generator is essentially a C4.5 decision tree learned from three years of S&P100 and Nasdaq 100 stock quote data. The original data is preprocessed and transformed to discrete data by assigning discrete values for "increase" and "decrease" in stock quote between consecutive days (i.e., local gradient). Decision trees classify the ups-and-downs of the Yahoo stock based on the attribute values of the 174 stocks.
We assume a nonstationary sampling strategy in order to generate the data. Every leaf in the decision tree-based data generator is associated with a certain probability value. Data samples are generated by choosing the leaves according to the assigned probability distribution. This distribution is changed several times during a single experiment. We also added white noise to the generator.
The test data set is comprised of 10,000 instances. The following sections report the experimental results.
Accuracy of Fourier Aggregated Ensembles
This section considers several popular ensemble learning techniques and demonstrates that the Fourier spectrumbased approach can be used for accurately aggregating multiple decision trees. As noted earlier, the ensemble learning literature offers different ways to construct classifiers. Most of these techniques compute the outputs of the member classifiers of the ensemble and produces an overall output by taking their weighted average.
Averaging the outputs of the individual models with uniform weight is probably the simplest possibility. This technique [24] , [21] is called the Basic Ensemble Method (BEM) or naive Bagging. Breiman proposed an Arcing method Arc-fx [4] , [5] for creating ensembles. It is based on the idea of Arcing-adaptive resampling by giving higher weights to those instances that are usually misclassified. We consider both of these ensemble learning techniques to create an ensemble of decision trees from the data stream. These trees are, however, combined using the proposed Fourier spectrum-based approach, which the regular ensemble learning techniques do not offer. We also performed experiments using an AdaBoost-based approach suggested elsewhere [9] . However, we choose not to report that since its performance appears to be considerably inferior to those of Bagging and Arcing for the data set we used.
Not all the models generated from different data blocks should always be aggregated together. Sometimes, we may want to use a pruning algorithm [20] , [25] for selecting the right subset of models. Sometimes a "windowing scheme" [9] , [5] can be used where only W most recent classifiers are used for learning and classification. Our experiments consider some of these possibilities too.
We implemented the naive Bagging and Arcing techniques and performed various tests over the validation data set as described below. Decision tree models are generated from every data block collected from the stream and their spectra are combined using the BEM and Arcing. We studied the accuracy of each model with various sizes (N) of data block at each update. We use N ¼ 100; 200; 300; 400; 500. We also studied the accuracy of each model generated using the "windowing" technique with various window sizes, W ¼ 50; 80; 100. All the results are measured over 300 iterations where every iteration corresponds to a unique discrete time step. Fig. 5 (top) plots the classification accuracies of Bagging and Arcing with various data block sizes. Bagging converges rapidly with all different block sizes before or around 50 iterations, while Arcing shows gradual increase in accuracy. Fig. 5 (bottom) plots the classification accuracies of Bagging and Arcing with various window sizes. With relatively large window sizes (80 and 100), we observed a small decrease in accuracies in both cases.
Approximating the Fourier Spectrum
This section reports experimental results to demonstrate that the Fourier spectrum of decision tree ensembles can be accurately approximated by a relatively small number of low order Fourier coefficients.
Let us first define a few symbols for representing the quantities that we measure in the experiments. Let F k be the set of all Fourier coefficients of order k, defined as: F k ¼ fw j j orderðjÞ ¼ k; w j 6 ¼ 0g, where orderðjÞ denotes the order of the partition j. The energy of the set F k is EðF k Þ ¼ P
where jjw j jj returns the magnitude of the coefficient. Note that the Fourier Coefficient can be a complex number in the general case with non-Boolean categorical attributes. Fig. 6 shows the variation of EðF k Þ with respect to k for both the Bagging and Arcing ensemble models discussed in the previous section. The maximum depth of all the decision trees in the ensemble is 10 and that bounds the maximum order of any Fourier coefficient to 10. However, as clearly demonstrated in the figure, most of the information (or energy) is captured by the low order coefficients. The graph also shows a rapid decrease in energy as the order grows. It clearly demonstrates the exponential decay property noted earlier in this paper.
To see how the energy, preserved in each F k , affects the classification, we first performed classification accuracy test using the first two F k s. We repeated the test by including the next higher F kþ1 at a time. Next, we study the effect of approximation on the accuracy of the classifier. We consider all the coefficients in [ k i¼0 F i and compute the corresponding accuracy in classification. Fig. 7 reports that for different choices of k using Bagging and Arcing. This experiment was conducted in a way similar to the previous experiments with different number of data updates and validation data (100 and 5,000 each). Also, it was restricted to a data block size of 500; the windowing scheme was not used since it is not relevant to the objective of this particular experiment. The experimental results indicate that approximations of the Fourier spectrum using low order coefficients are sufficient for good classification accuracy, comparable to the original tree-ensemble.
We also studied the size of Fourier spectra from different ensemble models in terms of the number of FCs since space complexity is an important issue. The size of the Fourier Spectrum can be significantly reduced by throwing away the FCs with small magnitude. In order to do this, we simply sorted up to order-5 FCs in the descending order by their magnitude and plotted the cumulative energy distribution. Fig. 8 shows these graphs. For both Bagging and Arcing models, most energy is preserved in a small percent of FCs, which indicates that most FCs have small magnitudes. It should be noted that percentages are defined over FCs we extracted from 100 trees, not over the entire set of all possible FCs. We also plotted classification accuracies versus percent of FCs (from the top) and observed that less than one percent of FCs is sufficient for classification (See Fig. 9 ). In our implementation, 28 bytes are needed to hold an FC and 72 bytes for a decision node. When compared to the number of decision nodes in 100 decision trees, one percent of FCs has a significant reduction in representing an ensemble model. Table 2 compares the number of nodes in an ensemble of decision trees and the number of FCs in the spectrum for approximately same accuracy of the classifiers.
Transmission of Decision Trees in a Wireless Network
Mining data streams from a mobile device requires paying attention to the cost of communication. The ensemble-based decision tree learning techniques produce a stream of trees. Transmission of these trees over the low-bandwidth channel is difficult and expensive. MobiMine sends the Fourier spectrum of the trees in order to reduce the transmission cost and improve the response time. The following part of this section offers experimental results that demonstrate the benefits of the Fourier representation of decision trees for their transmission over a wireless network.
The experiments use a stream of Nasdaq 100 stock data. At every time interval, the data collection module gathers 100 different rows for 100 different companies. Data is collected every five minutes. For these experiments, we used 45 numeric feature values. These features are pre processed and discretized based on the percent of difference between two consecutive instances. If the difference is beyond a certain threshold, the feature value is set to one, otherwise zero. For this experiment, we built an ensemble of decision trees after 65 data updates, which is roughly a day's worth of data. The results we present in this section were performed using the trees generated for the "computer sector" in the Nasdaq 100 index. The sector includes 40 companies (40 trees). We computed the Fourier spectra of each decision tree and measured the following items:
1. the total size of both the aggregated Fourier spectrum and its sufficient subset that holds most of energy, 2. the number of bytes required to represent Fourier spectrum and the original ensemble, and 3. the time required to send Fourier spectrum and the original ensemble to a client. We first performed a set of experiments in order to document the characteristics of the spectrum of the ensembles. We sorted the Fourier coefficients by their magnitudes and counted the number of coefficients (from the largest to the lowest) that contains 99 percent of the energy. Fig. 10a reports the result. This again indicates that a very small number of FCs is sufficient to represent an ensemble regardless of the number of trees it contains. In other words, even for a large ensemble, its Fourier spectrum remained very compact for the data set used here. compares the overheads in storing a Fourier spectrum in the system with that of the original ensemble model. In order to measure the time required to send the Fourier spectrum and the original ensemble to a client, we sent each model to a Compaq iPaq H3650 over an IEEE 802.11b wireless channel. Fig. 11a shows the average result of 50 independent runs. The figure indicates that we achieved a significant reduction in transmission time with the Fourier representation. The same set of experiments was conducted over a low bandwidth (56K) dial-up connection and the results are presented in Fig. 11b . With the reduced bandwidth, the difference in time for sending the ensemble and its Fourier spectrum increases. We would also like to point out that the detection and extraction of significant FCs from a decision tree is very fast; we observed that it takes less than a second to extract significant FCs from a decision tree of around 150 nodes in a Pentium III 1 Giga Hz PC.
FUTURE WORK AND CONCLUSION
The emerging domain of wireless computing is alluding the possibility of making data mining ubiquitous. However, this new breed of applications is likely to have different objectives and they will have to work with different system resource requirements. This will demand dramatic changes in the current desktop technology for data mining. This paper considered a small but important aspect of this issue. It presented a novel Fourier analysis-based approach to enhance interaction with decision trees in a mobile environment. It observed that a decision tree is a function and its numeric functional representation in Fourier basis has several utilities; the representation is efficient and easy to compute. It is also suitable for aggregation of multiple trees frequently generated by ensemble-based data stream mining techniques like Boosting and Bagging. This approach also offers a new way to visualize decision trees that is completely different from the traditional tree-based presentation used in most data mining software. This paper also introduced the MobiMine, a mobile data mining system for assisted monitoring of data streams from the financial market. We are currently incorporating several additional data mining-based functionalities into the MobiMine and exploring several fundamental issues in mobile data mining. Some of them are listed below:
. Advanced utilities of the Fourier representation of decision trees: The Fourier spectra of decision trees can be used for various advanced operations on ensembles. For example, this can be used for a PCAbased visualization, construction of redundancy-free representation, and stability analysis [16] . . Power consumption issues: Consumption of battery power is a serious issue in a PDA or other mobile device. The client system is currently being extensively tested for power consumption characteristics detection. Optimized modules of client systems are likely to decrease the power consumption rates by a considerable amount. . Multimedia-based user interaction: We are currently working on several multimedia-based (audio, visual) modules for enhanced user interaction with the system. . Effect of noise on mining data streams: Most of the real-life data streams are noisy. Mining streams require dealing with data in an incremental manner and that makes the techniques more vulnerable to noise. We are currently exploring a collection of different approaches for dealing with noise in the MobiMine. . Estimating Fourier coefficients directly from data:
This paper deals with the problem of computing the Fourier spectra of decision trees. We are currently developing techniques to accurately estimate the spectra directly from data. . Large-scale systems development and testing: We are currently exploring different systems issues for making the MobiMine capable of supporting a large number of clients. This includes a distributed approach to process the financial data using a collection of servers. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
