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A nematic liquid crystal confined to the surface of a sphere exhibits topological defects of total
charge +2 due to the topological constraint. In equilibrium, the nematic field forms four +1/2 de-
fects, located at the corners of a regular tetrahedron inscribed within the sphere, since this minimizes
the Frank elastic energy. If additionally the individual nematogens exhibit self-driven directional
motion, the resulting active system creates large-scale flow that drives it out of equilibrium. In
particular, the defects now follow complex dynamic trajectories which, depending on the strength of
the active forcing, can be periodic (for weak forcing) or chaotic (for strong forcing). In this paper we
derive an effective particle theory for this system, in which the topological defects are the degrees of
freedom, whose exact equations of motion we subsequently determine. Numerical solutions of these
equations confirm previously observed characteristics of their dynamics and clarify the role played
by the time dependence of their global rotation. We also show that Onsager’s variational principle
offers an exceptionally transparent way to derive these dynamical equations, and we explain the
defect mobility at the hydrodynamics level.
I. INTRODUCTION
Topological defects show up in a surprising variety of
ordered systems, and whenever they do give rise to fasci-
nating emergent physics. They have been observed in the
study of liquid crystals [1–4], crystalline solids [5–7], cell
assemblies [8–10], superfluid vortexes [11–13], magnetic
skyrmions [14–22], and cosmology [23–25]. Since defects
cannot continuously vanish (they typically only pair-
create or -annihilate), they constitute long-lived markers
of the field that forms them, and hence their dynamics
can provide deep insights into the long-scale time evo-
lution of such systems [26]. In recent experiments, Ke-
ber et al. [27] have fabricated a spherical nematic by
confining kinesin-microtubule bundles onto the surface
of a spherical lipid vesicle, and adding ATP to the ki-
nesin motors renders this system active, i.e., self-driven.
The ATP-induced activity can drive the system far away
from a static equilibrium state, leading to a novel defect
dynamics in which the active flow competes with dissi-
pative relaxation processes, as well as elastic forces that
arise from the nematic field itself and the curvature of
the substrate. Significant theoretical understanding has
been gained how such active driving forces affect the de-
fect dynamics in a planar nematic liquid crystals [28–36];
in contrast, a comprehensive theoretical framework for
the topologically distinct case of spherical confinement
lags noticeably behind.
The motion of defects can be regarded as a particular
way in which the active nematic field collectively mani-
fests itself: the field moves, and the defects “ride” with it.
Hence, in order to understand this motion, it is natural to
start from the traditional nematic hydrodynamic equa-
tions [37–41], amended by a suitably chosen active stress
∗ Corresponding author; zyh@mail.bnu.edu.cn
[42–46]. This way, one arrives at a continuum theory that
describes the evolution of the nematic order and its un-
derlying flow velocity, and one may thereby predict how
the defects are transported along. While conceptually
fairly clean, the resulting partial differential equations do
not afford illuminating analytical solutions, and therefore
a substantial amount of work has been dedicated to nu-
merically solving them, which has indeed provided much
novel insight into the collective behavior of spherical ac-
tive nematic systems [47–49].
However, the topological nature of this problem
strongly suggests an alternative viewpoint. Recall that
defects cannot continuously vanish or arise. Their topo-
logical discreteness “protects” their existence, or, in
physics parlance, it equips them with a conservation
law. More precisely: since a defect’s topological index
can only change in finite steps (say, integral, or half-
integral), defects require other defects to change their
overall number—meaning, they typically create and an-
nihilate in pairs. This, of course, equips them with a
property we commonly associate with elementary parti-
cles (such as electrons), which can only be created or
destroyed in particle-antiparticle pairs. Their longevity
suggests that it should be expedient to formulate an ef-
fective theory that conceives of these discrete particles as
the essential degrees of freedom, which in turn interact
by force fields that emerge as “leftovers” of the originally
strongly coupled field. In our context, this perspective
suggests to view topological defects in a nematic as par-
ticles, whose dynamics is given by the force balance be-
tween the effective friction and the elastic interaction.
Such an effective theory (in soft matter language more
usually called “coarse-grained”) has indeed been success-
fully used to describe the defect dynamics in planar ne-
matics [50–64]. Since the Euler characteristic of a (simply
connected) plane is zero, the total sum of all indices of
defects is zero, so that the number of defects equals that
ar
X
iv
:2
00
6.
02
94
7v
1 
 [c
on
d-
ma
t.s
of
t] 
 4 
Ju
n 2
02
0
2of the “anti-defects” (meaning, there are exactly as many
+1/2 defects as −1/2 defects). Hence, the characteris-
tic physical processes are the creation and annihilation
of defects in pairs out of and into an otherwise struc-
tureless (“trivial”) vacuum ground state—a scenario that
is indeed excellently described by the effective particle
approach [28, 29, 33, 36, 65].
Keber et al. have taken the first steps and developed
a minimal model of defects as effective particles moving
on a spherical surface [27]. Following their lead, various
important studies of the dynamics of active defects in
curved surfaces have been proposed. In a recent publi-
cation Khoromskaia and Alexander [66] refined the Ke-
ber model by calculating the active flow via the Stokes
equation of the active nematic. Although their theoreti-
cal model explained some of the experimentally observed
phenomena, it does not yet provide a detailed connec-
tion between the coarse-grained dynamics of defects and
the active nematic hydrodynamic equations. Further-
more, nematic defects have a broken rotational symme-
try, and hence their effective description must include
not just their position as the sole degree of freedom,
but also a vectorial orientation [27, 67, 68]. This is es-
pecially obvious for the +1/2 defects, which self-propel
in a well-defined direction. Moreover, broken rotational
symmetry implies that these oriented particles are not
just subject to effective isotropic forces; rather, forces
will depend on mutual orientation, and there will also
be effective torques—all of which will affect the result-
ing dynamics [27, 35, 67–69]. Khoromskaia and Alexan-
der have indeed explored the impact of this orientational
degree of freedom on the active behavior of these sys-
tems [66], but the resulting dynamics, and especially the
role of effective elastic torques, is still not understood
well. More generally, there is significant interest to un-
derstand how confinement impacts active nematodynam-
ics in cases other than the surface of a sphere, especially
for different topologies and non-trivial Gaussian curva-
ture, such as for instance a torus, and some important
progress along those lines has been made [70–72].
In the present paper, we aim to develop a more de-
tailed effective field theory for defects in active nematics
that are confined to the surface of a sphere, based on
active nematic hydrodynamic. The main philosophy is
no different from the planar case, and hence we expect
the essential scale separation to work just as well. How-
ever, there is a very significant difference that renders
this case more difficult, but also more interesting: the
Euler characteristic of a spherical surface is +2, and so
we have broken “matter-antimatter symmetry”. In other
words, the vacuum is not empty. Moreover, since it is
well known that in an active nematic the +1/2 defects
are self propelled [33], this also implies that the vacuum
is never at rest. Hence, particle-pairs are not created into
an otherwise quiescent vacuum but are immediately ad-
vected with the pre-existing ground-state flow—which we
hence need to understand first. We follow the ideas pro-
posed by Tang and Selinger [73] to advance the theory of
a dry active nematic liquid crystal confined onto a spher-
ical substrate. Specifically, we show how to make use of
an elegant variational principle due to Onsager [73–78]
in order to transition from the infinite-dimensional ne-
matic field theory to the finite-dimensional effective field
theory of oriented defects. As a particular result, we de-
rive the anisotropic mobility coefficient matrix of defects.
We then show that our effective theory fully reproduce
the complex periodic trajectory of the four +1/2 defects,
and how it depends on system size and the strength of
the active forcing, as reported in earlier numerical work
and experiments [27, 48, 49]. Our theory includes the full
dynamics of a defect’s orientation, which permits us to
identify its importance for the resulting particle motions.
We have organized the content of our paper as fol-
lows. In section 2, we outline the hydrodynamic model
we employ in our discussion, followed by the theoreti-
cal approach we use to separate the dynamical variables
of the defects from the temporal evolution of the active
nematic field. In section 3, we look at some of the pre-
dictions of our theory, including the well-known periodic
oscillation of the defect configuration under weak forcing,
and the chaotic trajectories under stronger driving con-
ditions. Section 4 summarizes our conclusions and lists
a number of limitations of our theory.
II. MODELS AND METHODS
A. Minimal model
The nematic liquid crystal is locally characterized by
two variables: order and flow. We can describe the order
by the nematic tensor
Qab = q
(
nanb − 1
2
gab
)
, (1)
in which q is the magnitude of the nematic tensor repre-
senting its average alignment in a small region, and gab
is the (inverse) metric tensor; the unit vector n = naea
denotes the local nematic director, whose components
na = (cosψ, sinψ) refer to the spherical orthonormal ba-
sis {eθ, eφ} [3] and are fully specified by a single scalar
function ψ(θ, φ) of position. (As usual, a repeated upper
and lower index implies a tensor contraction.) The (in-
compressible) flow is characterized by the velocity field
V a. These two variables {Qab, V a} satisfy the hydrody-
namic equations of the active nematic, with a constant
density ρ on the curved surface [41, 72, 79–82]:
Q˚ab = Sab − 1
γ
δFLdG
δQab
, (2a)
ρV˚ a = α∇bQba +∇bΠab − ζV a . (2b)
Here, the ring-operator (˚ ) ≡ D/Dt ≡ ∂/∂t + V c∇c de-
notes the covariant material derivative, γ is the rotational
viscosity, and FLdG is the Landau-de Gennes free energy
3of the system [3], which contains the homogeneous phase
energy Fp:
Fp =
∫
dS
(
A
2
QabQ
ab +
B
4
(
QabQ
ab
)2)
; (3)
and, by assuming (for simplicity) the one-constant-ap-
proximation, the Frank energy Fe caused by spatial dis-
tortions:
Fe =
K
4
∫
dS (∇cQab)(∇cQab) . (4)
The tensor Sab in equation (2a) represents the coupling
between the director field, the (symmetric) strain rate
tensor Aab = ∇[aVb] and the (antisymmetric) vorticity
ωab = ∇(aVb), with the parameter ξ reflecting the flow
aligning of the nematic field [80, 83–87]:
Sab = ξqAab +Qacωc
b − ωacQcb. (5)
The activity enters into the system through the active
stress α∇bQba in the covariant Navier-Stokes equation
(2b), where the parameter α controls the strength of the
activity. The system is termed “contractile” if α > 0, and
“extensile” if α < 0 [43, 87, 88]. The passive stress is de-
noted by Πab. The substrate friction ζV a arises from the
damping force between the active nematic and the spher-
ical substrate beneath it. If we neglect the inertia term in
equation (2b) and assume the substrate friction is much
larger than the other remaining dissipation terms, the
only contribution to the velocity field will be the active
flow [35, 69]:
V a =
α
ζ
∇bQba . (6)
B. Coarse grained dynamics of +1/2 defects
In our particular (two-dimensional) case, the index or
charge of a vector field’s defect may be defined as fol-
lows: take a closed path around an isolated defect and
follow the orientation of the vector field as you traverse
that path once, then the index is the number s of times
which this vector field rotates before you arrive back at
the starting point (meaning, it acquires a “phase shift”
of 2pis along this loop). We give a schematic of +1/2
defect in Fig. 1. It is clear to see that if we start from
any point at the negative real axis and trace the vector
direction around the original point clockwise, the vector
acquires a “phase shift” of pi. The continuum model of
nematic liquid crystals on a spherical surface can be lo-
cally described by a vector field on a spherical surface [3].
Because the Euler characteristic of a spherical surface is
+2, the existence of defects is inevitable: summing the
indices of all defects must yield +2. The only difference
is that the apolar nature of a liquid crystal’s director field
(meaning, it is already invariant under a 180◦ in-plane ro-
tation) permits half-integral indices for the defect points.
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
FIG. 1. Vector field with a +1/2 defect at the center and
a discontinuity line along the negative real axis due to the
“phase shift” of pi.
In the present work we will restrict our discussion to the
case of four +1/2 defects, which is the ground state of
the nematic director field on the spherical surface.
The motion of defects is a collective effect of the ne-
matic field, so the dynamic information of the defects is
contained in the hydrodynamic equations we have just
given. In order to extract the variables we care about,
which are the position and the orientation of each de-
fect, and obtain an effective field theory of the defects,
we will now introduce the framework of Onsager’s varia-
tional principle as an alternative description of the active
nematic nematodynamics [74–78].
The so-called Rayleighian corresponding to the Beris-
Edwards equation (2a) is [89]:
R =
d
dt
FLdG +
γ
2
∫
dS
(
Q˚ab − Sab
)(
Q˚ab − Sab
)
. (7)
Its major use lies in the fact that the Beris-Edwards equa-
tion follows from minimizing the Rayleighian (7) with
respect to ∂tQab.
Whether an effective field theory is practically useful
depends on how well it achieves such a scale separation.
For instance, for electrons interacting via photons, the
resulting theory (quantum electrodynamics, QED) offers
an exceptionally powerful perturbative framework. But
for quarks interacting via gluons, the resulting theory
(quantum chromodynamics, QCD) is perturbative only
at high energies; at low energies this approach fails, forc-
ing researchers to go back to solving the underlying field
equations on a lattice (known as lattice-QCD), which re-
quires huge numerical resources.
Now, if we assume that the time scale of the active flow
42R tan θ2
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FIG. 2. The stereographic mapping of the spherical surface
onto the complex plane.
is much slower than the characteristic timescale by which
the director field n relaxes, it is reasonable to assume
that n stays close to its equilibrium configuration during
its active motion [33, 66]. By using Riemann’s stereo-
graphic projection z(θ, φ) = 2R tan θ2e
iφ, which maps the
spherical coordinate (θ, φ) of the sphere with radius R to
the complex plane (such that the north pole becomes the
origin and the south pole maps to complex infinity—see
Fig. 2), the equilibrium configuration of the director field
with four +1/2 topological defects at specified positions
was given by [54, 66]:
ψ(z) = Ω− φ+ 1
2
4∑
k=1
ψk
= Ω− φ+ 1
2
4∑
k=1
Im ln(z − zk) , (8)
in which Im picks out the imaginary part of a complex
number, zk = 2R tan θk2 e
iφk is the position of the k-th
defect, and ψk represents the director field excited by a
single +1/2 defect at zk. This is nothing but the solution
of the Euler-Lagrange equation of the Frank energy, effi-
ciently expressed in complex notation. For the purpose
of simplicity, we will take the equilibrium solution (8)
as the configuration of the dynamic director field, thus
omitting higher order corrections from the velocity of de-
fects. This is in accord with our assumption of a small
active flow.
If we look at the director field near the j-th defect, and
use Ψj to denote the angle between the symmetry axis
of the defect and eθ, then:
Ψj = 2Ω− φj +
∑
k 6=j
arg (zj − zk) . (9)
According to Refs. [67, 68], this expression of Ψj repre-
sents the optimal relative orientation of defects. It im-
plies an extra constraint for the time evolution of the ori-
entation of defects. We will illustrate later that this con-
straint is consistent with our assumption of the time scale
separation. This also shows that Ω describes a global ro-
tation of all the defects; we will demonstrate in the next
section that it has a very important effect on their dy-
namics.
As a consequence of the small active flow assumption,
the scalar order q varies only weakly outside the defects.
We hence assume that q is constant away from the defect
but melts to zero inside a small core region, because the
director would have to assume every orientation at the
center. We will not try to describe the precise way in
which the order vanishes towards the center, and it will
indeed not be important. Instead, we will assume that
any integral area we are concerned about must exclude
the defect core, and that outside the defects q is constant
(we will assume q = 0.62 in our subsequent numerical
examples to permit easier comparison with Ref. [48]).
And since q is now constant over the entire domain of
interest, the phase energy Fp does not contribute to the
dynamics. We can therefore restrict the free energy FLdG
to the Frank energy contribution Fe.
With this ansatz, the time evolution of the director
field is identical to the evolution of the position and the
direction of defects, which means:
∂tψ = Ω˙ + θ˙k
∂ψk
∂θk
+ φ˙k
∂ψk
∂φk
= Ω˙ +
1
2
4∑
k=1
( i
z − zk z˙k + c.c.
)
. (10)
and the dot ( ˙ ) ≡ d/dt means a total derivative with
respect to time. Now, according to Onsager’s variational
principle, the minimization of the Rayleighian (7) with
respect to the dynamic variables of concern (here: veloc-
ities of positions and global orientations of defects), will
directly give us the dynamics of the defects. Hence, their
equations of motion can be succinctly written as
∂
∂θ˙k
R = 0 , (11a)
∂
∂φ˙k
R = 0 , (11b)
∂
∂Ω˙
R = 0 . (11c)
By doing this, the infinite numbers of degrees of freedom
in the nematic field are now reduced to nine degree of
freedom for the four defects, which is our main aim in
this work.
Now we can rewrite the Rayleighian (7) as:
R =
d
dt
Fe + γq
2
∫
dS (∂tψ)
2
5− 2γαq
2
ζ
∫
dS∇b (∇aψ −Aa)Qab∂tψ , (12)
in which Aa = eθ · ∂aeφ is the spin connection. Details
of the derivation are presented in Appendix A.
The Frank energy, in turn, is given by [54, 56, 57, 62]
Fe = −piKq
2
8
∑
j 6=k
ln (1− cosβjk) + const. , (13)
where βjk is the angular distance between defects j and
k, whose cosine can be expressed via
cosβjk = cos θj cos θk + sin θj sin θk cos(φj − φk) . (14)
After making use of these, we can now write the dynamic
equations (11a–11c) as:
Mjkθ˙
k +Njkφ˙
k + ΘjΩ˙− Tj = − 1
2q2γ
∂θjFe , (15a)
Nkj θ˙
k + Pjkφ˙
k + ΦjΩ˙− Sj = − 1
2q2γ
∂φjFe , (15b)
Θkθ˙
k + Φkφ˙
k + 4piR2Ω˙− L = 0 , (15c)
where we introduced the following abbreviations for the
eight different integrals that emerge in the process:
Mjk =
∫
dS ∂θjψj∂θkψk , (16a)
Njk =
∫
dS ∂θjψj∂φkψk , (16b)
Pjk =
∫
dS ∂φjψj∂φkψk , (16c)
Θj =
∫
dS ∂θjψj , (16d)
Φj =
∫
dS ∂φjψj , (16e)
L =
α
ζ
∫
dS∇b (∇aψ −Aa)Qab , (16f)
Tj =
α
ζ
∫
dS∇b (∇aψ −Aa)Qab∂θjψj , (16g)
Sj =
α
ζ
∫
dS∇b (∇aψ −Aa)Qab∂φjψj . (16h)
Notice that in all cases the integral area excludes a defect
core of size rk = r(1 + |zk|2/4R2), which is the projec-
tion image of the k-th defect core radius r at the com-
plex plane [54]. Complete analytical expressions for all
of these integrals, and some of the technically tedious de-
tails for how to obtain them, are given in Appendices B,
C, and D.
If we introduce the characteristic time scale τ =
γR2/2K and define the corresponding dimensionless time
t˜ = t/τ , then the dimensionless dynamic equations of the
defects of an active nematic on a sphere can be succinctly
written as:
mjk
dθk
dt˜
+ njk
dφk
dt˜
− tj = −∂θjf , (17a)
nkj
dθk
dt˜
+ pjk
dφk
dt˜
− sj = −∂φjf , (17b)
dΩ
dt˜
= − Φk
4piR2
dφk
dt˜
, (17c)
with the corresponding scaled variables
mjk =
Mjk
R2
, njk =
Njk
R2
, pjk =
Pjk
R2
− ΦjΦk
4piR4
,
tj =
γ
2K
Tj , sj =
γ
2K
Sj , f =
Fe
4q2K
.
III. RESULTS
We have established the dynamics of defects in the
spherical active nematic and expressed the mobility co-
efficient matrices (16a–16c) in terms of active nematic
hydrodynamics parameters. Now we would like to com-
pare our model with previous phenomenological theories
and numerical studies.
The analytical expressions (D7) and (D8) for the inte-
grals Tj and Sj , worked out in Appendix D, suggest that
these are actually the components of the mean active
back flow around the j-th defect—in agreement with the
calculations given by Khoromskaia and Alexander [66].
We hence notice that the diagonal elements of the mo-
bility matrices in equation (17a) and (17b) are
mjj =
pi
8
(
2 ln
2R
r
− 1
)
, (18a)
pjj =
pi
8
(
2 ln
2R
r
− 1
)
sin2 θj . (18b)
If the radius R of the sphere is very large compared to
the core radius r of the defects, and defects do not ap-
proach each other too closely during their motion, the
non-diagonal elements are negligible. In this situation,
equations (17a) and (17b) are identical to the approxi-
mations proposed in Ref. [66], and therefore the physical
picture is similar here. The motion of defects reflects the
competition between the elastic and the active stresses:
the velocity of defects arises from the reorientation of the
director field due to the elastic stresses, and the advection
of the director field is due to the active back flow.
Apart from the defect positions, we have also obtained
the dynamics of their orientation in equation (17c). The
definition of the defect orientation and its passive dy-
namics have been discussed thoroughly and adequately
in Refs. [67, 68]. These authors discovered that the di-
rector field can have an extra distortion because of the
relative rotation of defects. Accordingly, our form of the
director field in equation (8) is chosen such that the rel-
ative orientation of the defects is set to their optimal
configuration, which means it does not have any elastic
interaction that arises from extra distortions of the di-
rector field due to a relative rotation of defects. In fact,
according to Refs. [67, 68], equation (8) implies a spe-
cial choice of the boundary condition of the director field
6near defects, so that the relative orientation of defects is
locked to a certain angle. The scenario is a bit like the
tidal locking between the Moon and Earth, where the
Moon faces Earth always with the same side. The same
is implied in equation (17c), which does not contain the
Frank elastic torque. We believe this is a reasonable re-
sult in the light of our assumption that the characteristic
timescale of director field relaxation is faster than that
of defect motion. The activity enters the system via the
back flow, according to equation (6), and the direction of
the flow is always along the symmetry axis of the defect;
hence, the flow does not impact the defect transversely,
and the elastic locking of defects maintains the relative
orientation. As a consequence, the relaxation dynamics
of the relative orientation of defects is purely passive and
very fast, and so we expect it to only enter at higher
order in perturbation theory.
In order to illustrate the predictions of our theory, we
will now present numerical results of the dynamic equa-
tions (17a–17c). Here we chose R = 32µm, r = 2µm,
γ/2K = 0.013 ms/µm2 and the corresponding character-
istic time scale τb = γR2/2K = 13.312 ms as our refer-
ence baseline. The choice of the initial condition of the
system we discuss is
θi =
pi
2
, φi =
pi
2
× (i− 1) , Ω = −0.26 , (19)
For i ∈ {1, 2, 3, 4}. This describes four defects evenly
distributed in the equatorial plane, with their direc-
tion deviating by 330.2◦(i = 1, 3) or 150.2◦(i = 2, 4)
from the north-south direction. We used the Python
module scipy.linalg to numerically solve the dynamic
equations (17a–17c) via the fourth-order Runge-Kutta
method, using a discretization timestep of ∆t = 0.1 τb.
Due to the huge reduction in the number of degrees of
freedom (we now deal with 9 first-order coupled differ-
ential equations, instead of a partial differential equation
in 2 + 1 dimensions), these calculations are vastly more
efficient than if we had actually solved for the entire ne-
matic field. For instance it took us only about 10 min
on a laptop with Intel Core i7-6820HQ CPU @ 2.70 GHz
to complete the 2 000 τb = 20 000 ∆t trajectory shown in
Fig. 3b.
Our numerical results show that if the activity is be-
low a certain threshold, the active forces are unable to
continually overcome the elastic forces. After a brief dy-
namic transient, during which the defects re-position into
an approximately tetrahedral pattern (〈β〉 >∼ 109.5◦), the
system approaches a steady state, in which despite ongo-
ing flow the location of defects remains stationary—see
Fig. 3a.
Above this threshold, our theory gives an excellent de-
scription of the periodic but highly nonlinear ratchet-like
time evolution of the average angular distance 〈βjk〉jk be-
tween defects, as shown in Fig. 3b, whose characteristic
pattern has been previously discovered in both numerical
and experimental work [27, 48, 49]. The oscillation is be-
tween 109.5◦ and 120◦, corresponding to a transition be-
tween the tetrahedral and the planar configuration. We
also find that the dynamics of the defect orientation has
a significant influence on their trajectory. Recall that in
the early phenomenological theory by Khoromskaia and
Alexander [66] the global orientation of defects, Ω, was
fixed; but the authors understood the limitation of this
assumption and cautioned that Ω could be important in
co-determining the motion of defects. As a result of this
limitation, their theory predicted that defects approach
each other in pairs. However, earlier simulation work by
Zhang et al. [48] had already shown that defects do not
move in pairs around their center of mass (in the regime
of low activity), but follow a complex trajectory similar
to what had been reported in even earlier experiments
by Keber et al. [27]. We now find the same “zig-zag”
type of complex motion in our theory, as can be seen in
Fig. 4. We believe that the dynamics of the defect orien-
tation Ω, described in equation (17c), is responsible for
this qualitative change. Indeed, if we artificially fix the
value of Ω, instead of having it evolve via Eqn. (17c),
we observe the qualitatively different defect trajectories
described by Khoromskaia and Alexander in Ref. [66].
In both of the experiment[27] and the numerical
work[48], people found that the activity will tune the fre-
quency of defects’ oscillatory between the tetrahedral and
the planar configuration. We repeated this phenomenon
in our theory. The numerical result of the dynamics
equation (17a–17c) reveals that the frequency linearly in-
creases with increasing activity, as shown in Fig. 5a. It is
more interesting that the size of the spherical substrate
also affects the dynamics of defects. If we fix the activity
of the system at α/ζ = −0.24 µm2/ms, but successively
increase the sphere radius R, the frequency of the defects’
oscillatory trajectory initially increases, until it attains a
maximum, beyond which it again declines, as shown in
Fig. 5b. We notice that the coefficient of mean active
back flow components (D7) and (D8) is proportional to
R/r, so increasing R is equivalent to enhancing defects’
velocity linearly. Meanwhile, the definition of character-
istic time scale τ = γR2/2K suggests that a bigger R
will slow the frequency of defects’ oscillatory quadrati-
cally in real time, because defects have larger and larger
distances to traverse on their periodic trajectories when
increasing R. Eventually, the competition of these two
effects leads to the optimal substrate radius in which the
the frequency of defects’ oscillatory hits its maximum
shown in Fig. 5b.
The coupling of the defect orientation and the active
motion causes a rather diverse set of patterns of motion.
We observed the trajectory of defects becoming chaotic
when the activity or the radius of the sphere substrate
is in a certain range. For low activity, the trajectory re-
mains closed and the dynamics displays a periodic tem-
poral evolution—as shown in Fig. 6a/d. But when we
increase the activity even further, our simulations show
that the dynamics will gradually enter a new regime in
which the trajectories no longer close; in fact, the numer-
ical evidence strongly suggests that the system becomes
ergodic based on the trajectory of defects in both of the
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FIG. 3. Time evolution of the average angular distance 〈βjk〉jk between defects at relatively low activity; recall that the planar
configuration corresponds to 〈βjk〉jk = 120◦, while the tetrahedral configuration corresponds to 〈βjk〉jk = 109.5◦. (a) For the
sub-threshold activity α/ζ = −0.16 µm2/ms, the defects approach stationary positions after a brief transient, reflecting the
balance between the elastic interaction of defects and the active flow. (b) For the activity α/ζ = −0.26µm2/ms, the defects
periodically oscillate between the tetrahedral and the planar configuration.
(a) (b) (c)
FIG. 4. Zigzag defect trajectories for R/r = 16 and α/ζ =
−0.26µm2/ms. The four defects trajectories in (a) decompose
into two pairs of defects trajectories in (b) and (c).
real space and the phase space (see Fig. 6be), supporting
the notion that at sufficiently high activity the dynamics
of defects will be chaotic. And just like the chaotic tran-
sition when increasing the activity, the defect trajectory
can be open for large sphere radius, as shown in Fig. 6c/f.
The chaotic transition we found in our theory is con-
sistent with what Zhang et al. [48] observed in their
significantly more challenging (Lattice-Boltzmann based)
simulations for the evolution of the entire nematic field—
which is potentially more prone to numerical instabilities.
It is hence reassuring to see that the same transition to
chaos is observed in our much simpler system of coupled
ordinary differential equations.
IV. CONCLUSIONS
Using Onsager’s variational approach to nonequilib-
rium (thermo-)dynamics, we have derived an effective
theory for the defect dynamics in an active nematic con-
fined to the surface of a sphere. Within our formalism the
state of the system is fully determined by the positions
and orientations of a small number of defects, whose dy-
namics follows from solving a set of coupled first-order
differential equations. This is both conceptually more
direct and numerically more efficient than the alterna-
tive of working with a partial differential equation for
the nematic field, which lives in (2 + 1) dimensions and
describes either the full order parameter tensor or at least
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FIG. 5. (a) Oscillation frequency of periodic defect trajecto-
ries (such as those in Fig. 6a,d) as a function of scaled activity
−α/ζ for given sphere size R = 32 µm. (b) Same oscillation
frequency, but now as a function of the substrate sphere ra-
dius R for a given scaled activity of α/ζ = −0.24 µm2/ms.
FIG. 6. (a–c) Trajectories of defects in three dimensions, with
four colors representing each defect. (d–f) Projection of the
phase space trajectory of an individual defect into the X-VX
plane. Specifically: (a, d) Defect trajectories for small sphere
radius R/r = 16 and low activity γα/2Kζ = −0.00338. (b,
e) Defect trajectories for small sphere radius R/r = 16 and
high activity γα/2Kζ = −0.0208. (c, f) Defect trajectories
for large sphere radius R/r = 75 and low activity γα/2Kζ =
−0.00338.
the nematic director.
In this paper we focused on the fundamental question
how to arrive at this effective description, and in order to
avoid cluttering the path with incidental technical diffi-
culties, we have elected to ease progress by making a few
approximations along the way. These, we believe, are not
essential to our formalism’s success—we simply wish to
sidestep unnecessary levels of laborious complexity in the
first round. This of course implies that our theory con-
stitutes no equivalent rewriting of the original problem
but rather a first-order approximation for the exact time
evolution in terms of convenient smallness parameters.
9Nevertheless, our first-order effective particle description
offers several quantitative and qualitative insights, and
it efficiently reproduces previous numerical and experi-
mental results. This includes findings in the regime of
low activity, such as the existence of a threshold activity
below which defect motion is arrested, or the shape of the
defect trajectories past this threshold; but it also offers a
window onto high-activity phenomena, such as the tran-
sition from closed to open trajectories. As an example of
a conceptual insight, we have argued that it is crucial to
explicitly account for the dynamics of the global rotation
Ω, which reflects the coupling between orientation and
active motion of defects, in order to qualitatively repro-
duce the type of trajectories observed in experiment.
However, removing the physical substructure of our de-
fect-particles from the effective field theory description
does not imply that we cannot account for larger-scale
phenomenology—including particle creation and annihi-
lation. This is, after all, why effective field theories are
useful. Recall that Fermi boldly wrote his effective field
theory for β-decay long before the W-bosons were discov-
ered [90], and Yukawa could formulate his effective theory
of nuclear interactions without knowing the quark-sub-
structure of the pion-particle he postulated [91]. Effective
(or “coarse-grained”) theories account for local physics in-
accessible to their level of description via empirical pa-
rameters that might have to be determined in experi-
ment, but which could—in principle—be predicted by
looking at clean “test-cases” using a more locally resolved
theory [92]. While for the moment we do not know how
to approach this task in the present case, we are confi-
dent that a solution is possible. As we alluded to in our
introduction, this would be of considerable theoretical in-
terest, since it constitutes a field theory whose “vacuum”
is neither empty nor at rest, and which can be realized
and precisely studied in experiment.
Our theoretical development can be generalized in a
number of ways. Most straightforwardly, one could relax
the one-constant-approximation and investigate how dif-
fering moduli for splay and bend affect the configuration
of an active nematic field with nontrivial topology [47],
specifically what implications this has for the resulting
dynamics. More challenging, in order to understand the
sometimes surprisingly large fluctuations of the nematic
density, which have been observed in both experiments
[27] and numerical studies [49], one must include density
contributions to the form of the Rayleighian (7) and add
the expression that follows from the associated variation
to the set of dynamic equations.
Even more interesting, but much more challenging,
would be steps to complete our formalism into a true fluc-
tuating effective field theory, in which particle number is
not conserved; in other words, to incorporate pair cre-
ation and annihilation events. We expect these to occur
(and then qualitatively change the physics) at sufficiently
large activity or sphere radius, and of course they have
been numerically observed [49]. The challenge is that an-
nihilating a +1/2 against a −1/2 defect, or creating such
a pair out of an initially smooth background field, rests
on very local physics. Indeed, the scalar order parame-
ter q must melt to zero towards the center of a defect,
and while we can (and do) ignore the details of this as
long as we only care about defects that are sufficiently
far apart, this luxury is not available during pair creation
and annihilation. It might seem that at least the anni-
hilation event is relatively easy to account for, since one
could simply eliminate a particle-antiparticle pair as soon
as they approach closer than some critical distance; but
a creation event would force us to formulate a criterion
that establishes under what conditions on the local field
(energy density? local nematic stress?) a pair is formed.
Since the rates of creation and annihilation will surely
satisfy joint thermodynamic constraints, these two ques-
tions are not independent, and so cannot be answered in
isolation.
Looking beyond the idealizations we have considered,
experiments suggest even more interesting pheomenol-
ogy. Consider again the active spherical nematic real-
ized by a lipid vesicles covered by microtubule filaments
that are rendered active by the addition of kinesin mo-
tors [27]. The coupling between the fluid-elastic curva-
ture energetics of the vesicle and the elasticity underlying
the nematic liquid crystal also plays an important role in
the morphology of the vesicle, which by no means has to
remain perfectly spherical. In fact, protrusions growing
from the location of the defects have been observed [27],
and the vesicle may deform into a spindle-like structure
with two +1 defects at the spindle poles [27]. Recently,
Metselaar et al. [93] have proposed a continuum model
for such a deformable active nematic shell, which offers a
deeper understanding of the connection between, say, the
active flow and the shape dynamics of the shell. In prin-
ciple, our own framework could be extended to include
this, by incorporating Helfrich’s curvature elastic energy
[94] for the vesicle shape and the dissipation associated
with changes of this shape into the Rayleighian (7). This
will of course require introducing significant new formal-
ism, for instance to replace the simple Riemann mapping
of a sphere. But since throughout our development the
description of the geometry is fully covariant, we suspect
that the framework of Onsager’s variational principle will
continue to provide a convenient starting point for devel-
oping an effective theory.
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Appendix A: The Rayleighian
According to Onsager’s variational principle, only
terms that explicitly contain ∂tQab will contribute to the
dynamic equations of defects. So the Rayleighian can be
written as
R =
d
dt
F +
γ
2
∫
dS
(
∂tQ
ab∂tQab
+2∂tQ
abV c∇cQab − 2∂tQabSab
)
. (A1)
If we substitute the active flow V a = αζ∇bQba, we obtain
∂tQ
abSab
=ξq∂tQ
ab∇[aVb] + ∂tQabQac∇(cVb) − ∂tQab∇(aVc)Qcb
=
αξq
ζ
∂tQ
ab∇a∇dQdb + α
ζ
∂tQ
abQa
c∇(c∇dQdb)
− α
ζ
∂tQ
ab∇(a∇dQdc)Qcb
=
α
ζ
∂tQ
abQa
c∇(c∇dQdb) − α
ζ
∂tQ
ab∇(a∇dQdc)Qcb
+
αξq3
ζ
∆ψ∂tψ (A2)
The equilibrium configuration of the director field ensures
that the last term in Eqn. (A2) vanishes, so the flow
aligning parameter ξ does not contribute. Finally, all the
coupling terms read:
γ
2
∫
dS
(
∂tQ
ab∂tQab + 2∂tQ
abV c∇cQab − 2∂tQabSab
)
=γq2
∫
dS (∂tψ)
2 − 2γαq
2
ζ
∫
dS∇b (∇aψ −Aa)Qab∂tψ.
(A3)
Appendix B: Riemann sphere representation
Before calculating integrals (16a-16h), we must express
each term in the Riemann sphere representation by using
the stereographic projection z(θ, φ) = 2R tan θ2e
iφ shown
in the main text. This leads to∫
dS =
∫
dzdz¯
1
2
(
1 + zz¯4R2
)2 (B1)
∂θkψk =
i
4
R
(
1 +
zkz¯k
4R2
)√zk
z¯k
1
z − zk + c.c., (B2)
∂φkψk = −
1
4
zk
z − zk + c.c., (B3)
∂2φψk =
i
4
z
z − zk −
i
4
z2
(z − zk)2 + c.c., (B4)
∂θ∂φψk =
R
4
(
1 +
zz¯
4R2
)√z
z¯
1
z − zk
− R
4
(
1 +
zz¯
4R2
)√z
z¯
z
(z − zk)2 + c.c., (B5)
∂2θψk = −
i
8
R
(
1 +
zz¯
4R2
)2 4R√zz¯
4R2 + zz¯
√
z
z¯
1
z − zk
+
i
4
R2
(
1 +
zz¯
4R2
)2 z
z¯
1
(z − zk)2 + c.c. . (B6)
We can calculate the area integrals (16a-16h) in the
main text based on the following theorem:
For a given function G in an area S with the boundary
∂S in the complex plane z = x+ iy,∫
S
∂zG(z, z¯) dzdz¯ =
∫
S
2∂zG(z, z¯) dxdy
=
∫
S
(∂x − i∂y)Gdxdy . (B7)
Based on Green’s theorem, if the first derivative of G is
continuous in S, then we have∫
S
∂zG(z, z¯) dzdz¯ =
∫
S
(∂x − i∂y)Gdxdy
=
∮
∂S
(Gdy + iGdx)
= i
∮
∂S
Gdz¯. (B8)
Then we can use∫
S
∂zG(z, z¯) dzdz¯ = i
∮
∂S
Gdz¯ (B9)
to transform an area integral into a boundary integral.
And if G is not analytic, the integral will depend on the
shape of the contour of the boundary, instead of just the
topology.
Appendix C: Mobility matrices
In order to obtain the result of integral in (16a-16e) in
the main text, there are two basic integrals we need to
calculate first: ∫
dS
1
(z − zj) (z − zk) , (C1)∫
dS
1
(z¯ − z¯j) (z − zk) . (C2)
According to equations (B1-B3), the mobility matrices
(16a-16e) can be considered as linear combinations of the
integrals (C1) and (C2) with their complex conjugates.
The boundaries ∂S are those peripheries around each de-
fects based on the integral area we require. First, we use
equation (B9) to transform the area integrals into line
integrals at each boundaries. Then we expand the inte-
grand near each boundary, and only keep the first order
based on the assumption R r. The detailed procedure
is demonstrated below.
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1. The calculation of the integral (C1)
a. Diagonal element: k = j
∫
dzdz¯
1
2
(
1 + zz¯4R2
)2
(z − zj)2
=i
∮
C
dz
8R4
z (4R2 + zz¯) (z − zj)2
=i
∮
C0+Cj
dz
−8R4
z (4R2 + zz¯) (z − zj)2
=i
∮
C0
dz
−2R2
z (z − zj)2
+ i
∮
Cj
dz
−8R4
z (4R2 + zz¯j) (z − zj)2
=
4piR2z¯2j
(4R2 + zj z¯j)
2 (C3)
In order to fulfill the condition required by equation (B9),
we need to exclude the origin of the complex plane so that
the integrand is continuous over the domain of integra-
tion. Then the boundary C should contain the boundary
C0 around the origin, and the boundary Cj around the
defect at zj . And with performing the same procedure,
the non-diagonal element can be calculated as follow.
b. Non-diagonal element: k 6= j
∫
dzdz¯
1
2
(
1 + zz¯4R2
)2
(z − zj) (z − zk)
=i
∮
C
dz
8R4
z (4R2 + zz¯) (z − zj) (z − zk)
=i
∮
C0+Cj+Ck
dz
−8R4
z (4R2 + zz¯) (z − zj) (z − zk)
=i
∮
C0
dz
−2R2
z (z − zj) (z − zk)
+ i
∮
Cj
dz
−8R4
z (4R2 + zz¯j) (z − zj) (z − zk)
+ i
∮
Ck
dz
−8R4
z (4R2 + zz¯k) (z − zj) (z − zk)
=
16piR4(z¯k − z¯j)− 4piR2z¯j z¯k (zk − zj)
(zj − zk) (4R2 + zj z¯j) (4R2 + zkz¯k) (C4)
2. The calculation of the integral (C2)
a. Diagonal element: k = j
∫
dzdz¯
1
2
(
1 + zz¯4R2
)2
(z¯ − z¯j) (z − zj)
=− i
∮
C
dz
[
8R4
(4R2 + zz¯) (4R2 + zz¯j) (z − zj)
+
8R4
(4R2 + zz¯j)
2
(z − zj)
ln
zz¯ − zz¯j
4R2 + zz¯
]
=− i
∮
C
dz
[
8R4
(4R2 + zz¯) (4R2 + zz¯j) (z − zj)
+
8R4
(4R2 + zz¯j)
2
(z − zj)
ln
(z − zj) (z¯ − z¯j)
4R2 + zz¯
]
− i
∮
C
dz
8R4
(4R2 + zz¯j)
2
(z − zj)
ln
z
z − zj
=− i
∮
C
dz
[
8R4
(4R2 + zz¯) (4R2 + zz¯j) (z − zj)
+
8R4
(4R2 + zz¯j)
2
(z − zj)
ln
(z − zj) (z¯ − z¯j)
4R2 + zz¯
]
=i
∮
C0
dz
[
2R2zz¯j
(4R2 + zz¯j)
2
(z − zj)
+
8R4
(4R2 + zz¯j)
2
(z − zj)
(
ln
zj z¯j − zz¯j
4R2
+ 1
)]
+ i
∮
Cj
dz
8R4
(4R2 + zz¯j)
2
(z − zj)
(
ln
r2j
4R2 + zz¯j
+ 1
)
+ i
∮
C∗j
dz
[
−2R2zj
(4R2 + zz¯j) (z − zj)2
+
8R4
(4R2 + zz¯j)
2
(z − zj)
ln
4R2 + zj z¯j
4R2
]
=
4piR2zj z¯j
(4R2 + zj z¯j)
2 −
16piR4
(4R2 + zj z¯j)
2
(
1 + 2 ln
2Rrj
4R2 + zj z¯j
)
(C5)
The integrand indicates that there are three singular
points: z = 0, z = zj , and z = −4R2/z¯j , corresponding
to boundaries of C0, Cj and C∗j separately. In addition,
the first two are also branch points because of the loga-
rithmic function. In order to use equation (B9), we again
need the integrand to be continuous along the boundary.
We therefore add a branch cut at both of the boundary
C0 around the branch point z = 0, and the boundary
Cj around the branch point z = zj . Once we take the
boundary C = C0 + Cj + C∗j as shown in Fig.(7), the
line integral of the fourth line is zero, according to the
residue theorem.
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FIG. 7. Integral contour of (C5).
b. Non-diagonal element: k 6= j
∫
dzdz¯
1
2
(
1 + zz¯4R2
)2
(z¯ − z¯j) (z − zk)
=− i
∮
C
dz
[
8R4
(4R2 + zz¯) (4R2 + zz¯j) (z − zk)
+
8R4
(4R2 + zz¯j)
2
(z − zk)
ln
zz¯ − zz¯j
4R2 + zz¯
]
=i
∮
C0
dz
[
2R2zz¯j
(4R2 + zz¯j)
2
(z − zk)
+
8R4
(4R2 + zz¯j)
2
(z − zk)
(
ln
zj z¯j − zz¯j
4R2
+ 1
)]
+ i
∮
Cj
dz
8R4
(4R2 + zz¯j)
2
(z − zk)
(
ln
r2j
4R2 + zz¯j
+ 1
)
+ i
∮
Ck
dz
[
8R4
(4R2 + zz¯j) (4R2 + zz¯k) (z − zk)
+
8R4
(4R2 + zz¯j)
2
(z − zk)
ln
(z − zj) (z¯k − z¯j)
4R2 + zz¯k
]
+ i
∮
C∗j
dz
[ −2R2zj
(4R2 + zz¯j) (z − zj) (z − zk)
+
8R4
(4R2 + zz¯j)
2
(z − zk)
ln
4R2 + zj z¯j
4R2
]
=
−4piR2
(4R2 + zkz¯j)
2
[(
4R2 + zkz¯j
) (
16R4 − zj z¯jzkz¯k
)
(4R2 + zj z¯j) (4R2 + zkz¯k)
+4R2 ln
4R2 (zj − zk) (z¯j − z¯k)
(4R2 + zj z¯j) (4R2 + zkz¯k)
]
(C6)
Notice that the result seems to be divergent when zk =
−4R2/z¯j . This is because we treat zk and −4R2/z¯j as
two different singular points when performing the residue
theorem in the calculation. If we instead consider the
case of zk = −4R2/z¯j , we have:∫
dzdz¯
1
2
(
1 + zz¯4R2
)2
(z¯ − z¯j) (z − zk)
=
∫
dzdz¯
1
2
(
1 + zz¯4R2
)2
(z¯ − z¯j)
(
z + 4R
2
z¯j
)
=− i
∮
C
dz
[
8R4z¯j
(4R2 + zz¯) (4R2 + zz¯j)
2
+
8R4z¯j
(4R2 + zz¯j)
3 ln
zz¯ − zz¯j
4R2 + zz¯
]
=i
∮
C0
dz
[
2R2zz¯2j
(4R2 + zz¯j)
3
+
8R4z¯j
(4R2 + zz¯j)
3
(
ln
zj z¯j − zz¯j
4R2
+ 1
)]
+ i
∮
Cj
dz
8R4z¯j
(4R2 + zz¯j)
3
(
ln
r2j
4R2 + zz¯j
+ 1
)
+ i
∮
C∗j
dz
[
−2R2zj z¯j
(4R2 + zz¯j)
2
(z − zj)
+
8R4z¯j
(4R2 + zz¯j)
3 ln
4R2 + zj z¯j
4R2
]
=
−4piR2zj z¯j
(4R2 + zj z¯j)
2 . (C7)
We can check that the result in (C7) indeed coincides
with (C6) in the limit in which zk approaches −4R2/z¯j .
In fact, the singular point −4R2/z¯j is the antipode of the
defect zj on the sphere, and the singularity does not have
any physical meaning.
3. Results of mobility matrices
Substituting the corresponding coefficients according
to equations (B2) and (B3), the elements of the mobility
matrices can be constructed as follows:
Diagonal element:
Pjj =
piR2|zj |4
(4R2 + |zj |2)2
− 2piR
4|zj |2
(4R2 + |zj |2)2
(
1 + 2 ln
2Rrj
4R2 + |zj |2
)
, (C8)
Mjj = −piR
2
8
(
1 + 2 ln
2Rrj
4R2 + |zj |2
)
. (C9)
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Non-diagonal element:
Pjk = − piR
2zkz¯j
4(4R2 + zkz¯j)2
[(
4R2 + zkz¯j
) (
16R4 − |zj |2|zk|2
)
(4R2 + |zj |2) (4R2 + |zk|2)
+4R2 ln
4R2|zj − zk|2
(4R2 + |zj |2) (4R2 + |zk|2)
]
+
piR2zjzk
4(zj − zk)
(
z¯k
4R2 + |zk|2 −
z¯j
4R2 + |zj |2
)
+ c.c. .
(C10)
Mjk =
4piR2 (z¯j − z¯k) + piz¯kz¯j (zk − zj)
64 (zj − zk)
√
zjzk
z¯j z¯k
− pi
(
16R4 − |zj |2|zk|2
)
64 (4R2 + zkz¯j)
√
z¯jzk
zj z¯k
− piR
2
(
4R2 + |zj |2
) (
4R2 + |zk|2
)
16 (4R2 + zkz¯j)
2
√
z¯jzk
zj z¯k
ln
4R2|zj − zk|2
(4R2 + |zj |2) (4R2 + |zk|2) + c.c. , (C11)
Njk = −ipiRzk
√
zj
z¯j
[
R2 (z¯k − z¯j)
4 (zj − zk) (4R2 + |zk|2)
+
z¯j z¯k
16 (4R2 + |zk|2)
]
+
ipiRz¯k
(
16R4 − |zj |2|zk|2
)
16 (4R2 + zj z¯k) (4R2 + |zk|2)
√
zj
z¯j
+
ipiR3z¯k
(
4R2 + |zj |2
)
4 (4R2 + zj z¯k)
2
√
zj
z¯j
ln
4R2|zj − zk|2
(4R2 + |zj |2) (4R2 + |zk|2) + c.c. . (C12)
It is also easy to calculate the vector Φj and Θj :
Φj =
∫
dS∂φjψj
= −
∫
dzdz¯
2R4zj
(4R2 + zz¯)2(z − zj) + c.c.
= −i
∮
C
dz
2R4zj
z(4R2 + zz¯)(z − zj)
= i
∮
C0
dz
R2zj
2z2 − 2zzj
+ i
∮
Cj
dz
2R4zj
z(z − zj)(4R2 + zz¯j) + c.c.
=
2piR2|zj |2
4R2 + |zj |2 , (C13)
Θj =
∫
dS∂θjψj
=
∫
dzdz¯
iR3
(
4R2 + zj z¯j
)
2(4R2 + zz¯)2(z − zj)
√
zj
z¯j
+ c.c.
= −
∮
C
dz
R3
(
4R2 + zj z¯j
)
2z(4R2 + zz¯)(z − zj)
√
zj
z¯j
=
∮
C0
dz
R
(
4R2 + zj z¯j
)
8z(z − zj)
√
zj
z¯j
+
∮
Cj
dz
R3
(
4R2 + zj z¯j
)
2z(z − zj) (4R2 + zz¯j)
√
zj
z¯j
+ c.c.
= −ipi
4
R|zj |+ ipi
4
R|zj | = 0 . (C14)
Appendix D: The calculation of Tj, Rj and L
Here we calculate Tj as an example to illustrate the
procedure.
Tj = − q0α
2R2ζ
∫
dS
[
sin 2ψ
(
2 csc2 θ − 1
+2 cot θ csc θ∂φψ − 2 csc θ∂θ∂φψ)
− cos 2ψ (∂2θψ − csc2 θ∂2φψ − cot θ∂θψ)] ∂θjψj .
(D1)
Under the Riemann sphere representation, we have:
sin 2ψ = − i
2
exp (2iΩ)
z¯
z
4∏
p=1
√
z − zp
z¯ − z¯p + c.c. , (D2)
cos 2ψ =
1
2
exp (2iΩ)
z¯
z
4∏
p=1
√
z − zp
z¯ − z¯p + c.c. . (D3)
It seems very hard to find a global function G, so that
Tj = i
∮
dz¯ G. Our strategy is to expand equation (D1)
near each of defects, and subsequently do the procedure
we performed above. According to equations (B1-B6),
we can expand the integrand of Tj in terms of z − zj in
the following form:
Tj = i
∮
Cj
dz¯
∫
dz
√
z − zj
z¯ − z¯j
3∑
q=1
q∑
m=0
[
1
(z − zj)m(z¯ − z¯j)q−m
∞∑
l=0
Am,q,l(z − zj)l
]
+ i
∑
k 6=j
∮
Ck
dz¯
∫
dz
√
z − zk
z¯ − z¯k
2∑
n=0
[(
1
(z − zk)n +
1
(z¯ − z¯k)n
) ∞∑
l=0
Bn,l(z − zk)l
]
+ c.c.
= i
∮
Cj
dz¯
3∑
q=1
q∑
m=0
∞∑
l=0
2Am,q,lr
3−2m+2l
j
3− 2m+ 2l (z¯ − z¯j)
2m−l−q−2
+ i
∑
k 6=j
∮
Ck
dz¯
2∑
n=0
∞∑
l=0
Bn,l
[
2r3+2l−2nk
3 + 2l − 2n (z¯ − z¯k)
n−l−2
+
2r3+2lk
3 + 2l
(z¯ − z¯k)−n−l−2
]
+ c.c. . (D4)
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We can also expand it in terms of z¯ − z¯j :
Tj = −i
∮
Cj
dz
∫
dz¯
√
z − zj
z¯ − z¯j
3∑
q=1
q∑
m=0
[
1
(z − zj)m(z¯ − z¯j)q−m
∞∑
l=0
Cm,q,l(z¯ − z¯j)l
]
− i
∑
k 6=j
∮
Ck
dz
∫
dz¯
√
z − zk
z¯ − z¯k
2∑
n=0
[(
1
(z − zk)n +
1
(z¯ − z¯k)n
) ∞∑
l=0
Dn,l(z¯ − z¯k)l
]
+ c.c.
= −i
∮
Cj
dz
3∑
q=1
q∑
m=0
∞∑
l=0
2Cm,q,lr
1−2q+2m+2l
j
1− 2q + 2m+ 2l (z − zj)
q−2m−l
− i
∑
k 6=j
∮
Ck
dz
2∑
n=0
∞∑
l=0
Dn,l
[
2r2l+1k
2l + 1
(z − zk)−n−l
+
2r1+2l−2nk
1 + 2l − 2n (z − zk)
n−l
]
+ c.c. , (D5)
which represents the order change of the area integral. A,
B, C and D are the expansion coefficients, which can be
obtained by expanding the integrand near the boundaries
around each defects. And we should notice that
Am,q,0 = Cm,q,0, Bn,0 = Dn,0, (D6)
This relationship means equation (D4) and (D5) should
give the same result, which reflects the order free of the
integral with respect to z and z¯. It is easy to check that
the leading term that contributes to Tj is −2A2,3,0/rj or
−2C2,3,0/rj .
Finally, the expression of Tj is:
Tj =Re
 piq0α
16Rζrj
exp (2iΩ)
(
4R2 + |zj |2
)√ z¯j
zj
∏
l 6=j
√
zj − zl
z¯j − z¯l

=
piq0αR
4ζr
cos (wj + 2Ω− φj) . (D7)
We can perform the same procedure to the calculation of
Sj and L:
Sj =Re
−ipiq0αz¯j
4ζrj
exp (2iΩ)
∏
l 6=j
√
zj − zl
z¯j − z¯l

=
piq0αR
4ζr
sin θj sin (wj + 2Ω− φj) , (D8)
L =0 . (D9)
And wj is the summation of the phase angle between the
j-th defect and others:
wj =
∑
l 6=j
arg (zj − zl) . (D10)
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