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QUANTITATIVE VERSION OF BEURLING–HELSON THEOREM
S. V. KONYAGIN 1 , I. D. SHKREDOV2
Abstract.
It is proved that any continuous function ϕ on the unit circle such that the sequence {einϕ}n∈Z
has small Wiener norm ‖einϕ‖A = o
(
log1/22 |n|
(log log |n|)3/11
)
, |n| → ∞, is linear. Moreover, we get lower
bounds for Wiener norm of characteristic functions of subsets from Zp in the case of prime p.
1 Introduction
Let A(T) be the space of complex continuous functions f on the unit circle T = R/(2πZ),
having absolutely convergent series of its Fourier coefficients. Equipping with the norm
‖f‖A(T) :=
∑
k∈Z
|fˆ(k)|
the space A(T) is a Banach algebra under the ordinary pointwise multiplication of func-
tions. Here we have used the notation
fˆ(k) = (2π)−1
∫
T
f(t)e−iktdt , k ∈ Z .
Let ϕ be a continuous map on T to itself, that is a continuous function ϕ : R → R
such that ϕ(t+2π) ≡ ϕ(t) (mod 2π). A well–known Beurling–Helson theorem [1] asserts
that if ‖einϕ‖A(T) = O(1), n ∈ Z then the map ϕ is linear. In other words, we have
in this case ϕ(t) = νt + ϕ(0), ν ∈ Z. The result gives a solution of a problem of P.
Le´vy on endomorphisms of the algebra A(T) : any such an endomorphism is trivial,
namely, it has the form f(t)→ f(νt+ t0). J.–P. Kahane [4, 5] conjectured that a weaker
condition ‖einϕ‖A(T) = o(log |n|), |n| → ∞, implies that ϕ is a linear function. Also he
showed in [5] that any continuous piecewise linear but not linear map ϕ : T→ T satisfies
‖einϕ‖A(T) ≍ log |n|, |n| → ∞. Thus if the conjecture takes place then it is sharp. In paper
[9] (see also [7, 8]) V.V. Lebedev obtained the first quantitative version of Beurling–Helson
theorem.
1 The first author is supported by grant RFBR 14-01-00332 and grant Leading Scientific Schools N
3082.2014.1
2 The second author is supported by grant mol a ved 12–01–33080.
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Theorem 1 Let ϕ : T→ T be a continuous map. Suppose that
‖einϕ‖A(T) = o
((
log log |n|
(log log log |n|)
)1/12)
, n ∈ Z, |n| → ∞ . (1)
Then for some ν ∈ Z the following holds ϕ(t) = νt + ϕ(0).
Let us formulate the main result of the paper.
Theorem 2 Let ϕ : T→ T be a continuous map. Suppose that
‖einϕ‖A(T) = o
(
log1/22 |n|
(log log |n|)3/11
)
, n ∈ Z, |n| → ∞ . (2)
Then for some ν ∈ Z the following holds ϕ(t) = νt + ϕ(0).
In our proof we develop the approach from [7, 8, 9]. The main advantage is connected
with the notion of the additive dimension (§2). After discretization of the problem an
appropriate upper bound for the dimension allows us to consider the values of the function
ϕ not in all points of the lattice but on its small subset. Besides we win a little using
the results of T. Sanders [12] on lower bounds of Wiener norm of characteristic functions
of large subsets from Zp (§3) in the case of prime p. As a byproduct we obtain the best
possible lower estimates for Wiener norm of characteristic functions of small subsets of
Zp.
2 Dissociated sets and its generalizations
Let G be a compact abelian group and Gˆ be the dual group, that is the discrete abelian
group of continuous homomorphisms γ : G → S1, where S1 = {z ∈ C : |z| = 1}. It
is a well–known fact that there is the Haar measure µG on G. We suppose that the
measure µG is normalized such as µG(G) = 1. Denote the Fourier transform of a function
f ∈ L1(G), that is an arbitrary integrable complex function on G to be a new function
fˆ ∈ l∞(Gˆ) defined by the formula
fˆ(γ) =
∫
x∈G
f(x)γ(x)dµG(X).
It is a well–known fact that for any functions f, g ∈ L1(G) the following holds∫
x∈G
f(x)g(x)dµG(X) =
∑
γ∈Gˆ
fˆ(γ)gˆ(γ). (3)
Let
A(G) = {f ∈ L1(G) : ‖fˆ‖1 <∞} ,
where ‖fˆ‖1 =
∑
γ |fˆ(γ)|, and define a norm on A(G) as ‖f‖A(G) = ‖fˆ‖1. Note that any
function belonging to A(G) is a continuous function on G.
By χS, S ⊂ G we denote the characteristic function of some set S.
Our main object is the group Zp = Z/pZ, where p is a prime number.
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Given an arbitrary function f : G→ C denote the quantity
Tk(f) :=
∑
x1+···+xk=x
′
1
+···+x′k
f(x1) . . . f(xk)f(x′1) . . . f(x
′
k) .
In the case of finite group G, we have
Tk(f) = |G|2k−1
∑
γ
|fˆ(γ)|2k .
The main idea of the proof of our Theorem 2 can be demonstrated by the following
arguments which connects Wiener norm of the characteristic function and its additive
dimension.
Recall that a set Λ = {λ1, . . . , λ|Λ|} is called dissociated if any equality∑
λ∈Λ
ελλ = 0 , (4)
where ελ ∈ {−1, 0, 1} implies that all ελ are equal to zero. It is well–known (see e.g.
[11]) that Tk(Λ) ≤ (Ck)k|Λ|k, k ≥ 2, where C > 0 is an absolute constant. The size of
a maximal dissociated subset of a set S ⊆ G is called the additive dimension of S and is
denoted as dim(S).
Theorem 3 Let G be a finite abelian group, S ⊆ G be any set, ‖χS‖A(G) ≤ K, and
K2 ≤ |S|. Then dim(S)≪ K2(1 + log(|S|/K2)).
To get Theorem 3 we need the following lemma.
Lemma 4 Let G be a finite abelian group, f be a complex function on G, ‖f‖A(G) ≤ K,
Q ⊂ S ⊂ G, |f(x)| = 1 for x ∈ S, and f(x) = 0 for x ∈ G \ S, g(x) = χQ(x)f(x), k ∈ N.
Then
Tk(g) ≥ |Q|
2k
|S|K2k−2 .
Proof. Using identity (3), Ho¨lder inequality and the assumption ‖S‖A(G) ≤ K, we
have
|Q|2k =
(∑
x
g(x)f(x)
)2k
≤
(
|G|
∑
γ
|gˆ(γ)||fˆ(γ)|
)2k
≤
≤ |G|2k
∑
γ
|gˆ(γ)|2k
(∑
γ
|fˆ(γ)|2k/(2k−1)
)2k−1
≤
≤ |G|Tk(g)
(∑
γ
|fˆ(γ)|
)2k−2
·
∑
γ
|fˆ(γ)|2 ≤ Tk(g)K2k−2|S| .
This completes the proof. ✷
Proof of Theorem 3. Put f = χS. Letting Q be a maximal dissociated set Λ ⊆ S,
we get from Lemma 4 and Rudin’s inequality
(Ck)k|Λ|k ≥ |Λ|
2k
|S|K2k−2 ,
where C > 0 is an absolute constant. Taking k = 2 + [log(|S|/K2)], we obtain |Λ| ≪
K2(1 + log(|S|/K2)). This completes the proof. ✷
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Remark 5 If S ⊆ G is any set then the Parseval identity implies that ‖S‖A(G) ≤ |S|1/2.
Thus the condition K2 ≤ |S| of Theorem 3 is not burdensome. Note also that the first
multiple K2 in the estimate of dimension of S in Theorem 3 cannot be replaced by K2−ε,
ε > 0, generally speaking. Indeed, it is sufficient to consider a random set S, for example.
In paper [13] another version of the definition of a dissociated set different from the
classical one (4) was considered.
Definition 6 Let k, s be positive integers. A set Λ = {λ1, . . . , λ|Λ|} ⊂ ZN belongs to the
family Λ(k, s) if any equality
|Λ|∑
i=1
siλi = 0 , λi ∈ Λ , si ∈ Z , |si| ≤ s ,
|Λ|∑
i=1
|si| ≤ 2k , (5)
implies that all si are equal to zero.
In the same paper the following results was proved (see [13], Statement 1).
Lemma 7 Let k, s be positive integers, Λ be a set from the family Λ(k, s), and |Λ| ≥ k.
Then
Tk(Λ) ≤ 23kkk|Λ|kmax
{
1,
(
k
|Λ|
)k
|Λ|k/s
}
. (6)
Using Definition 6 as well as Lemma 7 one can obtain an analog of Theorem 3, where
the dimension of a set is defined as the size of its a maximal subset from the family Λ(k, s).
We do not need in this sharper result.
Given u ∈ T put
‖u‖ = 1
2π
inf
v∈R,v≡u( mod 2π)
|v|.
We need in an analog of Definition 6 relatively to a function ϕ : T→ T. For any x ∈ ZN
we write ϕ∗(x) for ϕ(x/N).
Definition 8 Let k, s be positive integers, η ∈ (0, 1] be a real number, and ϕ : T → T
be any function. A set Λ = {λ1, . . . , λ|Λ|} ⊂ ZN belongs to the family Λϕ,η(k, s) if any
equality
|Λ|∑
i=1
siλi = 0 , λi ∈ Λ , si ∈ Z , |si| ≤ s ,
|Λ|∑
i=1
|si| ≤ 2k , (7)
and inequality
‖
|Λ|∑
i=1
siϕ
∗(λi)‖ ≤ η (8)
imply that all si are equal to zero.
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Clearly, any subset of a set from the family Λϕ,η(k, s) automatically belongs to the
family.
Having a function ϕ : T → T, a real number η ∈ (0, 1] and an arbitrary set S ⊆ ZN
let us define the quantity Tϕ,ηk (S) as
T
ϕ,η
k (S) := |{(x1, . . . , x2k) ∈ S2k : x1 + · · ·+ xk = xk+1 + · · ·+ x2k ,
‖ϕ∗(x1) + · · ·+ ϕ∗(xk)− ϕ∗(xk+1)− · · · − ϕ∗(x2k)‖ ≤ η}| .
In a similar way we obtain a statement on an upper bound of quantity Tϕ,ηk (Λ) for
dissociated sets Λ from the family Λϕ,η(k, s).
Lemma 9 Let k, s be positive integers, s ≥ 5, Λ be a set from the family Λϕ,η(2k, s).
Then
T
ϕ,η/2
k (Λ) ≤ 24k+2kk+1|Λ|kmax
{
1,
(
k
|Λ|
)k
|Λ|4k/s
}
. (9)
The proof is close to the arguments from [13], the only difference is that we estimate
quantity Tϕk directly and, hence, do not use the mean value of multidimensional con-
volution (more precisely see [13]). The approach gives slightly weaker bounds but our
implications to Kahane’s problem do not depend on this.
Proof of Lemma 9. Let σ = T
ϕ,η/2
k (Λ) be the number of tuples (λ1, . . . , λ2k) ∈ Λ2k
satisfying the equation
λ1 + · · ·+ λk = λk+1 + · · ·+ λ2k (10)
as well as the inequality
‖ϕ∗(λ1) + · · ·+ ϕ∗(λk)− ϕ∗(λk+1)− · · · − ϕ∗(λ2k)‖ ≤ η/2 . (11)
Reducing equal terms in the equation, rewrite formula (10) as
l∑
j=1
sjλ˜j = 0 , sj ∈ Z \ {0} , (12)
where all λ˜j ∈ Λ are different and
∑l
j=1 |sj| = 2t ≤ 2k. Split sum (12) onto two sums
0 =
l∑
j=1
sjλ˜j =
∑
j∈G
sjλ˜j +
∑
j∈B
sjλ˜j , (13)
where G = {j : |sj| ≤ s/2} and B = {j : |sj| > s/2}. Clearly, the sets G and B depend
on the sequence ~s = (s1, . . . , sl).
Fix l, t and a sequence ~s = (s1, . . . , sl) and estimate the number of solutions of equality
(13). Consider the solutions of (13) with fixed λ˜j, j ∈ B. Take any two of such solutions
(λ˜′1, . . . , λ˜
′
l), (λ˜
′′
1, . . . , λ˜
′′
l ). We have∑
j∈G
sjλ˜
′
j −
∑
j∈G
sjλ˜
′′
j = 0 (14)
and the triangle inequality implies that
‖
∑
j∈G
sjϕ
∗(λ˜′j)−
∑
j∈G
sjϕ
∗(λ˜′′j )‖ ≤ η .
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By the definition of the set G, we get that all sj in the formula above does not exceed
s. Hence by the definition of the family Λϕ,η(2k, s) the tuple {λ˜′′j}j∈G is a permutation
of the tuple {λ˜′j}j∈G. The number of such permutations of a fixed tuple equals (2t)!|s1|!...|sl|! .
Whence the number of the solutions of equation (13) with fixed l, t and ~s does not exceed
(2t)!
|s1|! . . . |sl|! |Λ|
|B(~s)| . (15)
For any t, 0 ≤ t ≤ k put rt = 2t/([s/2] + 1). Clearly, for any tuple ~s = (s1, . . . , sl),∑l
j=1 |sj | = 2t the following holds |B(~s)| ≤ rt. Using estimate (15) and inequality
2t∑
l=1
∑
s1+···+sl=2t, sj>0
(2t)!
s1! . . . sl!
≤
∑
s1+···+s2t=2t, sj≥0
(2t)!
s1! . . . sl!
= (2t)2t ,
we obtain the required upper bound for the quantity σ
σ ≤
k∑
t=0
rt∑
b=0
∑
~s : |B(~s)|=b
(2t)!
|s1|! . . . |sl|! |Λ|
b(k − t)!|Λ|k−t ≤ 24k|Λ|k
k∑
t=0
rt∑
b=0
t2tkk−t|Λ|b−t ≤
≤ 24k+1kk|Λ|k
k∑
t=0
(
k
|Λ|1−4/s
)t
≤ 24k+2kk+1|Λ|kmax
{
1,
(
k
|Λ|
)k
|Λ|4k/s
}
.
This concludes the proof of Lemma 9. ✷
3 On Fourier transform of characteristic functions of
subsets of Zp
As in the previous section G is a compact abelian group and Gˆ is the dual group.
For a measurable set E ⊂ G of positive measure, a continuous function f on G, and
a real number 1 ≤ q <∞ we define
‖f‖Lq(E) =
(
(µG(E))
−1
∫
x∈E
|f(x)|qdµG(x)
)1/q
,
and
‖f‖L∞(E) = sup
x∈E
|f(x)|.
In [2] the following question was studied. Let A be a subset of Zp. How to obtain a
lower bound for the quantity ‖χA‖A(Zp) in terms of |A|? Note that because of
‖χZp\A‖A(Zp) = ‖χA‖A(Zp) + (1− 2|A|/p)
it is sufficient to consider the case
|A| < p/2.
From the results of [2] it follows that in the situation case one has
‖χA‖A(Zp) ≫
|A|
p
(
log p
log log p
)1/3
.
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This estimate can be improved using a theorem of T. Sanders [12], which we describe
below.
Given z ∈ S1 put
‖z‖ = 1
2π
inf
z∈Z
|2πn+ arg z|.
Thus ‖z‖ is small if z is close to 1. For a finite nonempty set Γ ⊆ Gˆ and δ ∈ (0, 1] define
the Bohr set
B(Γ, δ) = {x ∈ G : ‖γ(x)‖ ≤ δ for all γ ∈ Γ}.
Shifts of Bohr sets are called Bohr neighborhoods. We write d = |Γ|.
In the theory of Bohr sets the following result plays an important role (see e.g. [12],
Lemma 6.2).
Lemma 10 One has µG(B(Γ, δ)) ≥ δd.
For fixed Γ and δ we denote by β(x) the function on G such that β(x) equals
1/µG(B(Γ, δ)) for x ∈ B(Γ, δ) and zero otherwise. Given two functions f, g ∈ L1(G)
define its convolution as
f ∗ g(x) =
∫
y∈G
f(y)g(x− y)dµG(y).
Note that the convolution of a continuous function and an integrable function is also
continuous. It is well–known that
f̂ ∗ g(γ) = fˆ(γ)gˆ(γ). (16)
The following theorem is a main result of paper [12].
Theorem 11 Let G be a compact abelian group, f ∈ A(G), f 6≡ 0 and ε ∈ (0, 1]. Put
Af = ‖f‖A(G)‖f‖−1∞ . Then there is a Bohr set B(Γ, δ) such that
d≪ ε−2Af(1 + logAf)(1 + log(ε−1Af))
and
log(δ−1)≪ ε−2Af (1 + log(ε−1Af)),
and also a smaller Bohr set B(Γ, δ′), δ′ ≫ εδ/d with
sup
x∈G
‖f ∗ β − f ∗ β(x)‖L∞(x+B(Γ,δ′)) ≤ ε‖f‖L∞(G)
and
sup
x∈G
‖f − f ∗ β‖L2(x+B(Γ,δ′)) ≤ ε‖f‖L∞(G).
Using Theorem 11 we obtain a result.
Theorem 12 Let p be a prime number, A ⊂ Zp, 0 < η = |A|/p < 1/2. If η ≥
(log p)−1/4(log log p)1/2 then
‖χA‖A(Zp) ≫ (log p)1/2(log log p)−1η3/2
(
1 + log
(
η2(log p)1/2(log log p)−1
))−1/2
,
and if η < (log p)−1/4(log log p)1/2 then
‖χA‖A(Zp) ≫ η1/2(log p)1/4(log log p)−1/2.
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Proof of Theorem 12. Putting G = Gˆ = Zp and
f0 = χA − η ,
we have
fˆ0(0) =
∫
G
f0dµG = 0. (17)
Further let k = [1/(2η)] and consider a random function
f(x) =
k∑
j=1
f0(x− xj) ,
where x1, . . . , xk are uniformly distributed independent variables on G. For γ ∈ Gˆ, we
have
fˆ(γ) = fˆ0(γ)
k∑
j=1
γ(xj).
Because of (17)
fˆ(0) = 0. (18)
In the case γ 6= 0 the second moment of fˆ(γ) is
E|fˆ(γ)|2 = k|fˆ0(γ)|2.
Thus by the Cauchy–Schwartz inequality, we get
E|fˆ(γ)| ≤
√
k|fˆ0(γ)|.
Hence
E‖f‖A(G) ≤
√
k‖f0‖A(G).
Now fix x1, . . . , xk such that
‖f‖A(G) ≤
√
k‖f0‖A(G). (19)
We will use two trivial estimates for ‖f‖∞:
‖f‖∞ ≤ k (20)
and
‖f‖∞ ≤ ‖f‖A(G). (21)
If the condition
(δ′)d > 1/p (22)
holds then by Lemma 10, one has µG(B(Γ, δ
′)) > 1/p, that is the set B(Γ, δ′) contains a
nonzero element x0. In view of (16) and (18)
p−1∑
j=0
(f ∗ β)(jx0) = p(f ∗ β )ˆ (0) = pfˆ(0) · βˆ(0) = 0.
Hence there is an element x = jx0 such that (f ∗ β)(x)(f ∗ β)(x + x0) ≤ 0. Further by
Theorem 11, we obtain |f ∗β(x+x0)−f ∗β(x)| ≤ ε‖f‖L∞(G). It follows that |f ∗β(x1)| ≤
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0.5ε‖f‖L∞(G) for either x1 = x or x1 = x+x0. Whence for any x ∈ x1+B(Γ, δ′), we have
|f ∗ β(x)| ≤ 1.5ε‖f‖L∞(G). Using Theorem 11 once more time, we get
‖f − f ∗ β‖L2(x1+B(Γ,δ′)) ≤ ε‖f‖L∞(G).
Thus there is an element x ∈ x1 +B(Γ, δ′) with |f(x)− f ∗ β(x)| ≤ ε‖f‖L∞(G). Finally,
|f(x)| ≤ 2.5ε‖f‖L∞(G). (23)
On the other hand, by the definition of the number k and the function f it follows that
|f(x)| > 0.25 for any x ∈ G. Hence if inequality
ε‖f‖L∞(G) ≤ 0.1 (24)
takes place then we get a contradiction.
We use the notation
u = ‖f‖A(G), v = ‖f‖∞.
Note that u ≥ v. Put
ε = 0.1v−1.
Thus inequality (24) holds. Consider two cases.
Case 1: η ≥ (log p)−1/4(log log p)1/2. Let
u1 = η(log p)
1/2(log log p)−1
(
1 + log
(
η2(log p)1/2(log log p)−1
))−1/2
,
u0 = cu1,
where the constant c ∈ (0, 1) depends on the constants in the signs ≪ in Theorem 11.
We will use the fact that our assumption on η implies that the logarithm in the second
multiple of quantity u1 is nonnegative and, hence, the multiple does not exceed one.
Suppose that
u ≤ u0. (25)
Our aim is to check inequality (22) which gives us a contradiction with (25).
Putting
v0 = min(k, u0), (26)
we get in view of (20) that
v ≤ v0. (27)
Note that
ε−2Af ≪ v2(u/v) = uv ≤ u0v,
1 + logAf ≪ 1 + log(u0/v),
1 + log(ε−1Af )≪ 1 + log u0 ≪ log log p.
Let us estimate d. Multiplying the last three bounds, we obtain
d≪ u0(log log p)v(1 + log(u0/v)).
Because of the function v → v(1+ log(u0/v)) is increasing for v ∈ (0, u0), we have by (27)
that
d≪ u0v0(1 + log(u0/v0)) log log p. (28)
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Further
log(δ−1)≪ u0v0 log log p.
It is easy to see that log d≪ log log p. Hence
log((δ′)−1) ≤ log(δ−1) + log d+ log(ε−1)≪ u0v0 log log p. (29)
Combining (28) and (29), we obtain
d log((δ′)−1)≪ u20v20(1 + log(u0/v0))(log log p)2. (30)
If v0 = k then
d log((δ′)−1)≪ c2u21k2(1 + log(u1/k))(log log p)2.
(The constants in the sign≪ depend on the corresponding constants in Theorem 11, and
the choice of the constant c is in our hands). Thus, to prove (22) it is sufficient to check
that
u21k
2(1 + log(u1/k))(log log p)
2 ≪ log p. (31)
By the definition of the quantity u1, we get
u1 ≤ η(log p)1/2(log log p)−1. (32)
Hence, because of k = [1/(2η)], we have
1 + log(u1/k)≪ 1 + log
(
η2(log p)1/2(log log p)−1
)
.
The last bound and the definition of u1 imply that
u21k
2(1 + log(u1/k))(log log p)
2 ≪ log p
and (31) is proved.
In the situation v0 = u0 < k inequality (30) gives us
d log((δ′)−1)≪ u40(log log p)2, (33)
hence
d log((δ′)−1)≪ c2u21k2(log log p)2.
In view of (32)
u21k
2(log log p)2 ≪ log p,
and estimate (22) holds again.
We get a contradiction with (25). Thus, u > u0. Using inequality (19), we obtain
‖f0‖A(G) ≥ u0/
√
k, (34)
and the required result follows.
Case 2: η < (log p)−1/4(log log p)1/2. Let
u1 = (log p)
1/4(log log p)−1/2, u0 = cu1.
By our choice of the parameter η, we have k > u0 and hence v0 = u0. It is easy to see
that the new choice of parameters preserves all calculations in lines (27)—(31). Because
of v0 = u0, using inequality (33), we obtain (22).
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Thus we get a contradiction with (25) again. It follows that u > u0. Applying
inequality (34), we have the required result at the second case. This completes the proof.
✷
Theorem 12 is nontrivial if our subset A is large, that is
|A|p−1(log p)1/2(log log p)−1 →∞
(and of course |A| < p/2). One can hope that for any 2 ≤ |A| < p/2 the following holds
‖χA‖A(Zp) ≫ log |A|. (35)
It is easy to see that the bound log |A| is attained in the case A = {1, . . . , |A|}. For sets
B ⊂ Z an analog of (35) is a well–known fact, namely, it is proved in [6] and [10] that if
B ⊂ Z, 2 ≤ |B| <∞ then ∫ π
−π
∣∣∣∣∣
∑
b∈B
eibx
∣∣∣∣∣ dx≫ log |B|. (36)
The following statement which is a consequence of Theorem 3 gives us an optimal lower
bound for Wiener norm of small subsets A.
Theorem 13 Let p be a prime number, A ⊂ Zp, and
2 ≤ |A| ≤ exp ((log p/ log log p)1/3) .
Then (35) takes place.
Proof of Theorem 13. One can suppose that p is a sufficiently large prime number.
We identify elements of Zp with corresponding integers having the least absolute values.
Suppose that
K := ‖χA‖A(Zp) ≤ c(log p/ log log p)1/3 , (37)
where c is an appropriate positive constant. Note that if inequality (37) does not hold
then the required result follows immediately from the condition on the size of A.
Applying Theorem 3, we have in view of Remark 5 that
d := dim(A) ≤ log p/ log log p ,
provided by the constant c is sufficiently small. Let Λ be a maximal dissociated subset of
A. Thus |Λ| = d. By Dirichlet theorem there is a positive integer q < p such that for any
λ ∈ Λ one has
|qλ| ≤ p1−1/d ≤ p/ log p .
(Recall that |qλ| is the absolute value of the correspondent integer from [−p/2, p/2]). Put
B = {qa : a ∈ A}.
Clearly,
‖χA‖A(Zp) = ‖χB‖A(Zp). (38)
By our choice of the set Λ any element a ∈ A can be represented as
a =
∑
λ∈Λ
ελλ ,
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where ελ ∈ {−1, 0, 1}. Hence an arbitrary b ∈ B is represented as
b =
∑
λ∈Λ
ελqλ.
It follows that
|b| ≤ dp/ log p ≤ p/ log log p.
Whence B ⊆ [−p/3, p/3]. Applying Theorem 7.28, chapter 10, book [3], we get
‖χB‖A(Zp) ≫
∫ π
−π
∣∣∣∣∣
∑
b∈B
eibx
∣∣∣∣∣ dx. (39)
Combining formula (38) and inequalities (39), (36), we obtain
‖χA‖A(Zp) ≫ log |B| = log |A|,
as required. ✷
In a future paper we are going to consider the question on lower bounds of ‖χA‖A(Zp)
in terms of the cardinality of the set A in the case of subsets A ⊂ Zp having medium size.
4 Proof of Theorem 2
It is obvious that we can consider just nonnegative n in formula (2). Put
Θ(n) = max
l=0,1,...,n
‖eilϕ‖A(T) .
Clearly, Θ(n), n = 0, 1, 2, . . . is a nondecreasing sequence and Θ(0) = 1. By the assump-
tion of Theorem 2, we have
Θ(n) = o
(
log1/22 n
(log logn)3/11
)
, n→∞ . (40)
Combining Lebedev’s arguments from [9] and Theorem 12, we obtain the following
auxiliary statement.
Lemma 14 Let ϕ : T → T be a continuous map. Let also Q be a positive integer, N be
a prime number, N ≤ Q and for all x ∈ ZN the following holds
‖Qϕ∗(x)‖ ≤ 1/N . (41)
Put η = 1/(64Θ2(Q)) and let η ≥ (logN)−1/4(log logN)1/2. Then
Θ2(Q)≫ (logN)1/2(log logN)−1η3/2 (1 + log (η2(logN)1/2(log logN)−1))−1/2 .
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Now let us prove our main Theorem 2. Again we use the arguments of Lebedev [9] in
the proof.
Proof of Theorem 2. One can suppose that N is a sufficiently large prime number.
Let
Q = exp((logN)α(log logN)β) , (42)
Θ(x) = o((log x)c(log log x)d) , (43)
and
ν = Θ(Q) = o((logN)αc(log logN)βc+d) . (44)
Here α > 1, β, c > 0, d are real numbers which we will choose later. Let S be a subset
of ZN . Put ΦS,n(x) = e
2πinϕ(x)χS(x), n = 1, . . . , Q. For any positive integer k Lemma 4
gives us
Tk(ΦS,n) ≥ |S|
2k
Nν2k−2
. (45)
Note that if ‖u‖ > 2−1Q−1/2 then the estimate | sinx| ≥ 2x/π, x ∈ [0, π/2] implies
|
Q∑
n=1
e2πinu| ≤ 2−1Q1/2 < Q1/2 .
Using the last bound and summing inequality (45) over n ∈ ZN it is easy to see that the
number of tuples (x1, . . . , x2k) ∈ S2k such that
x1 + · · ·+ xk = xk+1 + · · ·+ x2k ,
‖ϕ∗(x1) + · · ·+ ϕ∗(xk)− ϕ∗(xk+1)− · · · − ϕ∗(x2k)‖ ≤ 2−1Q−1/2 (46)
is at least |S|
2k
2Nν2k−1
, provided by the following holds
Q ≥ 4N6k ≥ 4|S|−2N2ν4k−4 . (47)
In other words, for any subset S ⊆ ZN , we have Tϕ,2
−1Q−1/2
k (S) ≥ |S|
2k
2Nν2k−1
.
Now consider a maximal subset Λ ⊆ ZN belonging to the family Λϕ,Q−1/2(2k, s), where
the parameter s depends on the constants α, β, c, d and will be chosen later. By the
maximality of Λ we have that for any x ∈ ZN there are elements λ1, . . . , λw ∈ Λ, w ≤ 4k
and integers s∗, s1, . . . , sw, |s∗| ≤ s, s∗ 6= 0, |sj| ≤ s, j = 1, . . . , w,
∑|Λ|
j=1 |sj| + |s∗| ≤ 4k
such that
‖s∗ϕ∗(x)−
w∑
j=1
sjϕ
∗(λj)‖ ≤ Q−1/2 . (48)
Let us estimate the cardinality of Λ. Take k = 2 + [logN ]. Apply Lemma 9 to the set Λ
and suppose that the first term in the maximum of formula (9) dominates. Combining
the estimate of the lemma and inequality Tϕ,2
−1Q−1/2
k (Λ) ≥ |Λ|
2k
2Nν2k−1
, we obtain
|Λ| ≪ ν2k ≪ ν2 logN . (49)
If the second term in the maximum of formula (9) dominates and bound (49) does not
hold then
(logN)
s
s−4 ≫ |Λ| ≫ ν2 logN ≫ (logN)1+2αc(log logN)2βc+2d .
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Choosing the parameter s = s(α, β, c, d) in such a way that the last inequality fails, we
get that estimate (49) takes place anyway.
Using Dirichlet theorem for elements of the set {ϕ∗(x)}x∈Λ, we find a positive integer
q such that ‖qϕ∗(λ)‖ ≤ 1/(4Nks!), λ ∈ Λ and q ≤ (4Nks!)|Λ|. If
|Λ| logN ≪ ν2 log2N ≪ logQ (50)
then choosing a sufficiently small constant under (log x)c(log log x)d in o from formula
(43), we can assume that q ≤ Q and, simultaneously,
s!qQ−1/2 ≤ 1/2N . (51)
In terms of the constants α, β, c, d inequality (50) can be rewritten as
2αc+ 2 ≤ α and 2βc+ 2d ≤ β . (52)
Hence if (52) takes place then inequalities (48) and (51) imply that for any x ∈ ZN the
following holds
‖qs!ϕ∗(x)‖ ≤ s!|s∗|−1‖qs∗ϕ∗(x)‖ ≤
≤ s!‖
w∑
j=1
sjqϕ
∗(λj)‖+ s!qQ−1/2 ≤ 1/2N + s!qQ−1/2 ≤ 1/N .
In the last estimate we have used the fact that for any 0 6= s∗, |s∗| ≤ s the number s!|s∗|−1
is a positive integer.
Let η = 1/(64Θ2(Q)). Suppose that η ≥ (logN)−1/4(log logN)1/2. Using Lemma 14
with parameter Q = q, we obtain
Θ(Q)≫ (logN)αc(log logN)βc+d ≫ (logN)1/10(log logN)−3/10 . (53)
Now choosing α = 2.2, c = 1/22, β = −3/5, d = −3/11, we have in view of (40) (or (43))
a contradiction with (53). Simultaneously, we satisfy condition (52). Also it is easy to
check that the choice implies that the condition η ≥ (logN)−1/4(log logN)1/2 takes place.
Finally, returning to (47) and recalling k = 2 + [logN ] we see that the inequality holds.
This completes the proof. ✷
Remark. If one does not want to care about double logarithms in the main result then
the using of Lemma 9 can be avoided. To do this one should consider non–special tuples
(x1, . . . , x2k) that is the set of tuples satisfying (46) with the condition any such tuple
contains an element xj appears once (clearly, the number of the tuples do not have the
property does not exceed (Ck)k|S|k, C > 0 is an absolute constant). Further, successfully
remove such tuples to the moment when its number became less than O(Θ2(Q)k). Then it
is easy to see that for all x ∈ ZN the quantity ϕ∗(x) can be expressed (with the accuracy
Q−1/2) as a combination of numbers ϕ∗(xj) with coefficients ±1, where xj belong to the
set of non–special tuples. The remaining arguments repeat the proof of Theorem 2.
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