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INTRODUCTION 
IF E is any additive category, the Grothendieck group Kc%?) is defined to be the group with 
one generator [A] for each object A of V and relations [A] = [A’] + [A”] whenever there is 
an exact sequence 0 + A’ + A -+ A” -+ 0 in %’ [6], [23]. If R is a commutative ring and rr is 
a finite group, I will denote by G(Rrr) the Grothendieck group of the category of finitely 
generated: Rn-modules [23]. The main purpose of this paper is to obtain information 
about the structure of G(Rn) when R is a Dedekind ring. 
If R isan integral domain with quotient field K, tensoring with K gives a homomorphism 
I’ : G(Rrr) -+ G(Kn) [23, $21. In $1, I will show that this is always onto. Now G(Kn) is iso- 
morphic to the ring of characters of representations of 7c over K [23, Lemma (4. l)]. Thus we 
can assume G(Kn) to be known. The main problem is then to determine the kernel of 
G(Rrr) + G(Kn). In order to do this, we need a few more definitions. Let P,(R7c) be the 
Grothendieck group of the category of finitely generated projective Rrr-modules P with the 
property that K@ RP is I&-free. There is a natural homomorphism E of the integers into 
P,(RJT) by E( 1) = [Rrr]. There is also a natural homomorphism q : P,(Rn) + 2 by q(P) = n 
if K@ RP is Kn free on n generators. Since VE = 1, we have a natural splitting P,(Rrl) = 
Z 0 C,,( Rz) where C,( RX) = ker q is called the reduced projective class group of RTI [23, 
$91, [20]. Since the category of finitely generated projective Rrr-modules is a subcategory of 
the category of finitely generated Rrr-modules, there is a natural map P,(Rn) + G(Rn) by 
[P] -+ [PI. Restricting this to C,(Rn) gives a map 0 : C,(Rn) -+ G(Rn). It is now possible 
to state the main theorem, which answers affirmatively a conjecture of D. S. Rim. 
THEOREM 1. Let R be a Dedekind ring of characteristic prime to the order of the finite 
group E. Then the sequence 
C,(Rn) 5 G(Rn) A G(Kz) --+ 0 
is exact. 
t Supported by National Science Foundation grants G 19032 and G 19662. The author is an Alfred 
P. Sloan Fellow. 
; All modules considered in this paper will be finitely generated unless the contrary is explicitly 
stated. Infinitely generated modules will only be considered in Theorem 7 and 810. 
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As usual, K denotes the quotient field of R. Note that 0 is not asserted to be a mono- 
morphism. It is, in fact, easy to give examples in which B is not a monomorphism. 
Suppose now that R is the ring of integers of an algebraic number field. Then it is 
known [23, 591 that C,(Rn) is finite. Thus we get the following useful result: 
COROLLARY 1. Let R be the ring of integers of an algebraic number jield K. Let x be 
a finite group. Then the kernel of j : G(Rrc) --f G(KTc) is finite. 
This result was conjectured by T. Ono and J. Tate in connection with Ono’s work on 
Tamagawa numbers. A method of proving it was suggested by H. Bass. Complete proofs 
based on Bass’ suggestion were worked out independently by I. Reiner and myself. These 
proofs are much simpler than the one I will give here but the method unfortunately does not 
extend to give a proof of Theorem 1. Independently, a different and even simpler proof was 
given by D. S. Rim. Rim’s proof has the advantage of using no deep properties of the 
group ring except the nonsingularity of the Cartan matrices of the modular group rinLs 
R/PIT. Consequently, it applies also to algebras of the type considered in [4]. I do not 
know if there is a similar generalization of Theorem 1. An interesting application of Corol- 
lary 1 was suggested by S. Takahashi. This will be given in $11. 
In case R is the ring of integers of an algebraic number field K, it is possible to improve 
Theorem 1. In this case, Rrc is contained in a maximal order o of Kr. We define G(o), 
P,(o), C,(o) in exactly the same way as we defined G(Rn), P,(Rn), C,(Rn). Since all exact 
sequences in the category of projective Rn-modules split, tensoring with o over Rn gives an 
exact functor from this category to the category of projective o-modules. This induces a 
map P,(Rn) + P, (0) by [P] --f [o 0 Rn P]. Since this clearly commutes with E and q, it defines 
a map 5 : C,(Rn) -+ C,(o). Since o 3 RX, every o-module can be regarded as an Rn-module. 
Finite generation is preserved since o and RX are even finitely generated abelian groups. 
Therefore we have a map P,,(o) -+ G(Rn) and, by restriction, $ : C,(o) + G (Rn). It is quite 
easy to prove the following result: 
PROPOSITION 1. 5 : C&RX) --t C,(o) is onto. 
Furthermore 8 : C,( RX) -t G(Rn) factors into 
C,(Rn) 5 C,(o) -+ G(Rn). 
COROLLARY 2. If R is the ring of-integers of an algebraic number field K, II is a finite 
group, and o is a maximal order of Kn containing Rn, then the sequence 
is exact. 
C,(o) -% G(Rn) + G(Kn) --f 0 
Since every o-module is an Rn-module, we have a map G(o) + G(R?r). It is not hard 
to check that Corollary 2 is equivalent to the following: 
COROLLARY 3. If R, X, o are as in Corollary 2, then G(o) * G(Rx) is an epimorphism. 
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It would be tempting to conjecture that this map is an isomorphism, or, equivalently, 
that the map $ in Corollary 2 is a monomorphism. However, this is false even for cyclic 
group. Examples will be given in $6. 
If a is an ideal of R, every R/arc-module can be regarded as an Rrr-module. This gives 
us a map #J (I : G(R/an) --+ G(Rx). Theorem 1 will be proved by reducing it to the following 
theorem which is also interesting in itself. Note that no assumption about the character- 
istic of R is needed in this theorem. 
THEOREM 2. Let R be a Dedekind ring wsith quotient f;eld K. Let +Q’ be a ,finite set of 
prime ideals of R. Then, for any finite group Z, the following sequence is e:;act : 
1 G(Ripn) z G(Rn) 1 G( Kn) + 0. 
The sum is taken oi:er all prime ideals v # 0 such th?t p $ d. The map 4 is the sum of the 
maps 4+ 
This theorem, in turn, will be deduced from the following theorem which is, of course, 
a special case of Theorem 2. Recall that a semilocal ring is one with only a finite number of 
maximal ideals. 
THEOREM 3. Let R be a semilocal Dedeekind ring n,ith quotient,field K. Then, for any 
finite group rr, the mup j : G(Rn) --+ G(Kn) is an isomorphism. 
Let P(RIT) be the Grothendieck group of the category of all finitely generated projec- 
tive Rn-modules. It is of interest to determine the image of the map P(Rn) -+ G(Rn) given 
by [P] -+ [PI. Since there is obviously a map P,(Rn) --) P(Rrr) and hence, by restriction, a 
map C,(Rn)-+ P(Rn), we see that the image of P(Rn) -+ G(Rn) contains the image of 
C,(Rn) -+ G(Rn). Therefore, by Theorem 1, it is sufficient to determine the image of the 
map P(Rn) -+ G(Kn) given by(P) + [K@ RP]. This also leads to a determination of P(Rn) 
[in terms of C&RX)] since it is not hard to prove the following result: 
PROPOSITION 2. The sequence 
0 -+ C,(Rn) --+ P(Rn) + G(Kn) 
is exact for any integral domain R with quotient field K of characteristic prime to the order 
OfX. 
To determine the image of P(Rn) + G(Kn) we first identify G(Kn) with the ring of 
characters of representations of n over K. 
THEOREM 4. Ler R be a Dedekind ring of characteristic zero with quotient field K. 
Then an element x E GKz) is in the image of P(Rn) +G(Kn) if and only if x(x) = 0 for all 
x E x whose order is not a unit in R. 
The expression ‘x(x)’ makes sense since we think of x as a (generalized) character 
on G. 
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It would be very interesting to have a module theoretic analogue of Theorem 4. This 
is given by the following theorem if x is solvable. Unfortunately, it is not hard to find non- 
solvable groups for which the theorem fails. 
Recall that a finite group is called p-solvable if it has a composition series in which each 
factor is either a p-group or has order prime to p. 
THEOREM 5. Let R be a Dedekind ring of characteristic zero vcith quotient field K. Let 
7c be p-solcable for erery rational prime p which is not a unit in R. Then a Kn-module A 
has the form K @ RP with P a projectire Rx-module if and only if the character 2 of A satisfes 
the condition of Theorem 4, i.e., x(x) = 0 for all x E x whose order is not a unit in R. 
The proof of this uses Theorem 4 and the following result which follows easily from 
the work of P. Fong [lo]. 
THEOREM 6. Let II be a p-solcable finite group. Let 4(x) be a modular character of 
7r for p in the sense of Brauer. Then there is an ordinary character x of z such that 4(x) = x(x) 
.for allp-regular x E r~ (i.e., whenecer 4(x) is defined). 
In other words, if R is the ring of integers of a splitting field for rr, there is an RX 
module M such that M/pM has the character $. 
Theorem 6 can also be used to improve a result of Bass [5]. 
THEOREM 7. Let R be a Dedekind ring of characteristic zero. Let n be a solcablefinite 
group such that no (rational) prime diciding the order of TC is a unit in R. Then any prqjectice 
Rx-module is either jinitel,v generated or free. 
I have not been able to prove this without the hypothesis of solvability. 
The rest of this paper will be mainly occupied with the proofs of the results stated 
above. In 513, I will compute G(Zrr) when TC is cyclic of prime power order. 
$1. LOCALIZATION 
LET R be a commutative ring and S a multiplicitively closed subset of R, 0 6 S. The object 
of this section is to relate G(Rn) and G(Q), Rs being the ring of quotients of R with 
respect to S. In order to give the results their proper generality I will replace RTC by any 
R-algebra A and relate G(A) and G(A,), where As = R, @ RA and G(A) is the Grothendieck 
group of the category of finitely generated A-modules. 
Since tensoring with Rs preserves exactness [9, Ch. VII] it defines a map i: G(A) 
---f G(A,). If a is an ideal of R, any AlaA-module is a A-module. This gives us a map 
4n: G(A/aA) + G(A). 
LEMMA (1.1). Assume R is noetherian and A isfinitely generated as an R-module. Then 
the sequence 
c G(A/sA) s G(A) L G(A,) -+ 0 
is exact, the sum being taken oz!er all s E S. The map 4 is the sum of the maps qjCz,. 
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Proof. If M is a A/sA-module, then s.Ci = 0 and so ‘MS = Rs 0 R&f = 0. Therefore 
j$ = 0. Thus j defines a’map j’ : ckr qi + G(A,). We must show that j’ is an isomorphism. 
To do this, it will suffice to define an inverse map $: G(A,) + ckr 4. Let M be a finitely 
generated A,-module. Then there is an exact sequence 
F& k F, + M -+ 0 
of A,-modules where F;, F, are As-free and finitely generated and so have the form R, 0 RF’, 
R, 0 RF with F’, FA-free and finitely generated. Now Hom,,,(F$ , F,) = Hom,,(F’, F), 
[9, Ch. VII] so there is a map g: F’ --f F and an element s E S such that gs = sf : Fi + Fs. 
Since s is a unit in Rs, sfstill has cokernel M. This shows that there is a finitely generated 
A-module N (namely, the cokernel of g) such that Ns z M. We want to define $(,L/) to be 
the image of [N] in ckr (6. Suppose we make another choice N, for IV. Then IV,, z Ns. 
Since Hom,,,(N,, , N,) =Hom, (IV, , Iv), , there is a A-mapf: N, --f Nsuch that_/“: N,, + Ns 
is an isomorphism. Therefore, (ker/), = 0 =(ckrf)s. Since ker f and ckf f are finitely 
generated, this implies that there is an SES such that s kerf= 0 = s ckrf: Therefore 
[kerf] and [ckt,f] are in the image of 4 and so [N,] - [N] = [ckrf] - [kerf] E im 4. Thus 
$(M) is well defined. 
We must now check that rC, preserves relations. Let 
O+M’A,w1,M”+O 
be an exact sequence of finitely generated A,-modules. Let M = N,, M” = Nl. Since 
Horn&N,, Ng) = Hom,(N, N”), , we can find a map g : N -+ N”‘such that gs = sj for some 
s E S. Since s is a unit in As, 
O-+M’~,!M~M”“+O 
is still exact. Since gs is an epimorphism, we see that (ckrg), = 0. Therefore it follows 
that (im g)s = Nz. By replacing N” by im g, we can thus assume that g is an epimorphism. 
Let N’ = ker g. The exact sequence 
compared with the corresponding sequence of M’s shows that Ni E M’. Now choosing 
I(/(M’) = N’, $(M) = N, II/ = N” shows that II/(M) = II/(M) + G(M”). Therefore ICI pre- 
serves relations and defines a homomorphism $ : G(A,) + ckr 4. Clearly j’$(M) = [Ml. 
Also $j’[N] = [N] since we can choose N to representj’[N]. Therefore II/ is an inverse for 
j’. This proves the lemma. 
LEMMA (1.2). Let R and A be as in Lemma (1.1). Let M be afinitely generated A-module. 
Then there are submodules 
O=M,cM,c... cM,=M 
such that each MI/MI_, is a cyclic A-module (i.e., is generated by one element) and is such 
that its annihilator in R is a prime ideal. 
Proof. Let mi, . . . ,m, generate M. Let M’ be the submodule generated by 
ml, m2,. . m. Then M(‘)/M(‘-‘1 . > ‘. is cyclic. Therefore it is sufficient to prove the lemma for 
cyd ic modules M. Suppose it is false. Let M be a cyclic A-module for which the lemma is 
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false and whose annihilator in R is maximal subject to this condition. M exists since R is 
noetherian. Let a be the annihilator in R of M. Then a cannot be prime, otherwise the 
lemma would be true for M. Therefore there are elements a, b E R such that a, b $ a but 
ab E a. Let m generate M. Then aM is generated by am and so is cyclic. Also M/&4 is 
clearly cyclic. Since the lemma is false for IV it must be false for at least one of aAl and 
M/aM but uM is annihilated by (a, b) and M/uM is annihilated by (a, a). Since both 
(a, a) and (a, 6) are strictly larger than a, this contradicts the definition of a. 
COROLLARY (1. I .) Let R and A be us in Lemma (I. 1). Then the map c G(A/pA) + G(A) 
is onto, the sum being mken orer ail prime ideals of R. 
PROPOSITION (I. I). Ler R be a noelheriun ring and A an R-algebra which is Jinitel] 
generated us an R-module. Let S be u mulfiplicutic~ely closed subset of R. Then the sequence 
c G(A/pA) --+ G(A) + G(A,) --) 0 
is exucl, rhe sum being tuken ocer all prime ideals +.I of R such that p n S # 4. 
As usual the sum is mapped into G(A) by regarding A/pA-modules as A-modules. 
Proof. By Lemma (l.l), G(A) + G(A,) is onto, and its kernel is generated by the 
images of the G(A/sA) for s E S. By Corollary (1. I) applied to A/sA and R/(s) we see that 
G(A/sA) is generated by the images of the G(A/pA) where s E p. 
COROLLARY (1.2). Theorem 3 implies Theorem 2. 
Proqf. Let d be a finite set of prime ideals of the Dedekind ring R. Let S = R - u ~1 
the union taken over all p E d. Then p n S # 4 if and only if p # 0 and p E&. This 
follows from the fact that all non-zero prime ideals of R are maximal and from [27, p. 2151. 
Now, the primes of R, are in one to one correspondence with those primes pc R such that 
p n S=4. The only such primes are 0 and the p E JZZ. Therefore RS is semilocal. We now 
apply Proposition (I. I) to A = R7c and use Theorem 3 to replace G( Rsx) by G(K7r). 
COROLLARY (1.3). The tnups j in Theorems I, 2, and 3 are epimorphisms. 
This is an immediate consequence of Proposition (I .I) with S = R - 0. 
92. THEOREM 2 IMPLIES THEOREM 1 
Since j in Theorem 1 is onto by Corollary (1.3), it remains to see that ker j= im 8. 
Now, any element x of P,(Rn) has the form [PI-[F] where F is Rx-free, P is Rn-projective. 
and K@ P is Krc-free [23, $91. This element x is in C,(Rrr) if and only if K@ P z K@ F. 
This shows that j0 = 0. To show that kerjc im 8, we must assume Theorem 2. Let IZ be 
the order of rc and let d be the set of primes p of R such that n E p (n considered as an element 
of R means n times the unit element of R). Since the characteristic of R is prime to n, n is 
not 0 in R. Therefore sl is finite. To show that ker jc im 8, it will suffice, by Theorem 2, 
to show that for p # 0, p 4 &, the image of G(R/pn) + G(Rn) is contained in im 8. Let M 
be an R/pn-module. Let F be a free Rrr-module mapping onto M with kernel P. Then P 
is Rx-projective by the argument used to prove Proposition (7.1) of [23]. Tensoring the 
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sequence 0 + P + F-+ M 4 0 with K shows that K@ P =z K @ F. Therefore [M] = 
[fl-[P] E im 8. 
REMARK. If the characteristic of R is not 0, .EJ’ consists only of the zero ideal. In this 
case, Theorem 2 follows immediately from Proposition (1.1) since, with the notation used 
in the proof of Corollary (1.2), we have R, = K and so G(R,n) = G(Kn) without any need 
of Theorem 3. 
$3. PROOF OF THEOREM 3 
We now assume that R is a semilocal Dedekind ring and wish to prove that i: G(Rn) 
-+ G(Kn) is an isomorphism. Since it is onto by Corollary (1.3) it will suffice to show 
kerj = 0. By Proposition (1.1) with S = R - 0 we see that kerj is generated by the images 
of the maps G(R/pn) -+ G(Rn) for p # 0. Therefore we must show that all of these maps are 
zero. This will be done by induction on the order of x. Therefore, let us assume that 
G(R/prr) -+ G(Rn) is zero for all groups TC of order less than n. For tz= 1, this assumption 
is vacuous. Of course, the case IC = 1 is trivial but it need not be done separately. Let rt 
have order n. We wish to show that G(R/pn) -+ G(Rn) is zero. There are 4 cases to con- 
sider. 
Case 1. ;I is not hyperelementary [23, $41 
By Corollary (4.2) of [23], there are hyperelementary subgroups TC, of n and elements 
X, E G(Zn,) such that 1 i”.+(x,)= 1 where i, is the inclusion of rr, in rr. Suppose y is an ele- 
ment of G(Rn) such that i:(y) = 0 for all Y. Since G(Rn) is a G(Zrr)-module, we have 
J = 1 yi,*(x,) = c i,*(i:(y)x,) = 0. This result is the exact analogue of Corollary (9.4c) 
of [23]. Note that in this Corollary, the i,‘s should all be i*‘s. 
Now, let x E G(R/pn) have image y E G(Rn). If rri is a proper subgroup of II, the 
commutative diagram 
G(Rlpn) -+ G(Rn) 
ii* Ii* 
G(R/yn’) + G(Rn’) 
together with the induction hypothesis shows that i*(y) = 0. Since rc is not hyperelementary, 
all the groups rr, are proper subgroups. Therefore i,*(y) = 0 for all v and the above result 
shows that _y = 0. 
From now on we will assume that rt is hyperelementary. Therefore, by definition, x is 
an extension 
l+C--+n+p+l 
where p is a p-group, C is cyclic of order m and p tm. 
Case 2. p J’n = pnr (this includes the case T( = 1) 
Let M be an R/yn-module. Let F be an Rrc-free module mapping on to M with kernel 
P. As in $2, P is Rn-projective and K 0 P z K $3 F. Let a be the product of all non-zero 
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prime ideals of R. Then no proper ideal of R is prime to P. Therefore Theorem (7.1) 
of [23] shows that P is free. Thus P z F and [M] = [I;I-[P] = 0 in G(Rn). 
Before considering the next two cases, let us make a few simple observations. Since 
G(R/pn) is generated by simple modules [23, Lemma (2.2)], it will s&ice to show that 
[M] = 0 in G(Rx) whenever M is a simple R/p7c-module. 
I will call an R/pn-module faithful if it gives a faithful representation of Z. This 
should not be confused with giving a faithful representation of R/prr. No simple module 
can be faithful in this stronger sense unless TC = 1. 
Suppose now that the R/pn-module M is not faithful. Let nt be the kernel of the 
representation of x on M. Then M can be regarded as an R/pn,-module where x1 = rt/nl. 
Consider the commutative diagram 
G(Rlpn) -+ G(Rn) 
t T 
G(Rlpn,) ---t GUM. 
Since [M] comes from G(R/prr,) and the bottom map is zero (induction hypothesis), it 
follows that [M] = 0 in G(Rz). 
Therefore, to show that G(R/prc) 4 G(&r) is zero, it will suffice to show that [M] = 0 
in G(Rn) whenever A4 is a faithful simple R/pn-module. 
LEMMA (3.1). If n has a normal q-subgroup rcl where q is a prime and pig, then any 
simple Rlpz-module is an R/p[~/n,] module. Therefore, if TC~ # 1, there are no faithful 
simple RlpTc-modules. 
Proof. Let nZ = rr/rtl. Then the kernel of Rlp~ + Rlpn, is contained in the radical 
of R/prc [22, Lemma (4.2)]. Since the radical annihilates any simple module, all simple 
Rlpn-modules can be regarded as R/prc,-modules. 
Case 3. p(m 
Let pig where q is a prime dividing m. Let N be the q-primary component of C. 
Then N is a n&ma1 q-subgroup of n. By Lemma (3. l), R/pn has no faithful simple modules. 
Therefore we are done by the remarks preceding Lemma (3.1). 
Case 4. p/p 
Let A4 be a faithful simple R/pn-module. We must show [M] = 0 in G(Rn). To do 
this, two lemmas are needed. 
LEMMA (3.2). Let TI be an extension 1 + C --f TL + p + 1 where p is a p-group, C is 
cyclic of order m and p $m. Let K be afield of characteristic p containing all m th. roots of 
unity. Let M be a faithful simpIe Kn-module. Then M is inducedfrom a simple representation 
of c. 
Proof. Since p $m, KC is semisimple. Since K contains all m th. roots of unity, KC 
is isomorphic to a direct sum of copies of K. Therefore M, regarded as a KC-module, is a 
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direct sum of l-dimensional KC-modules. Choose one of these l-dimensional modules and 
call it N. NOW Krt @ cN + M by x @ ‘/ --t x7 is a Krc-map. Since A4 is simple, it is onto. 
We must show that it is a monomorphism. 
Let us first observe that N gives a faithful representation of C. To see this, let C, be 
the kernel of the representation of C on N. Since C is cyclic, C, is normal in rr. If .Y E C,, 
y E rc, and 7 E N we have x(y @cy) = xy Ocy = yy-‘xy @ ,-y = y @ ,-y-‘~y/ = JJ @ cy 
since y-l X,V E C,. Thus C, acts trivially on KTC @ ,N and therefore also on RI. Since A4 is 
faithful, C, = 1. 
By Lemma (3.1). Lemma (3.2) is vacuous if rt has a non-trivial normal p-subgroup. 
Therefore we may assume that n has no such subgroup. Since C is the maximal normal 
$-subgroup of rc, Lemma (1.2.3) of [I 51 shows that C is self-centralizing in 2. Therefore 
p acts faithfully on C by inner automorphisms. 
Let y generate N. Then, for x E C, xy = x(x)‘! where x: C + K* is a l-dimensional 
character of C. Since N is faithful, x is a monomorphism. Let y E p. Then yN is C-stable and 
xyy = yy-‘xyy = x(y-‘.ry)yy. If y, N z y,N as C-module, then x(y; ‘XL.,) = x(_r; ‘.uy2) 
for all x E C. Since x is a monomorphism, this implies y; rxyr = y;‘xyZ for all x E C. 
Thus yiy; ’ centralizes C. Ify,, y2 E p, this impliesy, = y2 because p is faithful on C. This 
shows that the C-modules yN for y E p are all non-isomorphic. Therefore the sum c FN 
over y E p is direct. This shows that dim M 2 ]pI = [rr : C]. Since this is the dimension of 
Kx OcN, the epimorphism Kx OcN + A4 must be an isomorphism. 
COROLLARY (3.1). The module A4 of Lemma (3.2) is a projectire Krc-mxlule. 
Proqf. By Lemma (3.2), M has the form Kx @ ,N where N is a KC-module. Since 
KC is semisimple, there is a KC-module N’such that F = NO N’ is KC.free. Now KK Oc N 
Q KTC ocN’ = Kn OcF is Krc-free so M = Kz ocN is a direct summand of a free module. 
LEMMA (3.3). Let IC be as in Lemma (3.2). Let k be anyfield of characteristic p. Then 
any faithful simple kn-module is a prqiectice kx-module. 
Proof. Let K be the finite extension of k obtained by adjoining all mth. roots of unity 
to k. Let A4 be a faithful simple krr-module, and consider the Krr-module K@ kM = KM, 
say. This has a composition series whose factors are simple Krr-modules Mi. Now, KM 
considered as a kn-module, is the direct sum of [K: k] copies of M. The composition series 
for KM over Kx can be refined to one over kn. The Jordan-Holder theorem now shows 
that M, considered as a krr-module has a composition series all of whose factors are iso- 
morphic to M. Therefore, Mi gives a faithful representation of rr. By Corollary (3.1), 
Mi is a projective Krt-module. Since KM is built up from the Mi by extensions and any 
extension of a projective module splits, we see that KM x c M, and so KiCl is Krr-projec- 
tive. Since K7c is krr-free (on [K: k] generators) it follows that KM is projective as a kx- 
module. Since KM as a krr-module is a direct sum of copies of M, M is also krr-projective. 
It is now easy to finish the proof of Theorem 3. We must show that if pip and A4 is a 
faithful simple R/pn-module, then [M] = 0 in G(Rn). By Lemma (3.3) Mis R/pn-projective. 
Since it is simple, it is generated by one element. Therefore we can find an R/pn-module 
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M’ such that M @ M z R/px. Since R is a semilocal Dedekind ring, p is principal (e.g., 
by Case 2 with TC = 1). If p = Rx, the sequence 
is exact. Therefore R/pn has homological dimension 1 over Rn. Since M is a direct sum- 
mand of R/prr, the same is true of M. If we map an Rx-free module F onto M with kernel 
P, it follows that P is Rn-projective and K@ P z K@ F. As in Case 2, it follows that 
P 5 F and [M] = [PJ - [P] = 0 in G(Rn). 
S4. PROJECTIVE MODULES 
Suppose S is a non-void commutative semigroup. There are two reasonable ways to 
construct an abelian group from S. One is to form the abelian group G with one generator 
S for each s E S and relations s + r = S +- I. The map S + G by s -+ 3 is then universal for 
maps of S into abelian groups. The other method is suggested by the construction of rings 
of quotients. Consider all pairs (s,r) E S x S. Define an equivalence relation (s,t) z (.s’,t’) 
if there are U,K’ E S such that (s + U, t + u) = (s’ + u’, I’ + u’). Let G’ be the set of equiva- 
lence classes of pairs. Define an addition in G’ by (3, t) + (s’, r’) = (s f s’, I + 1’). This is 
easily seen to be well defined and makes G’ an abelian group. The zero element is the class 
of (s, 5) for s E S. The inverse of (s, t) is (t, s). The map S -+ G’ by s -+ (s + U, rr) (any 
fixed u E S) preserves addition and so defines a map G --f G’ by S --f (s + U, u). We can also 
map G’ -+ G by (s, t) -+ S - 2. This is clearly a well defined homomorphism and is a left 
and right inverse for G -+ G’. Therefore these maps give an isomorphism between G and G’. 
If S = 7 in G, it follows that (s + U, u) - (f + U, U) and so (s + u + 11, u + c) = (t + u + LY’, 
u -t- c’) for some v, 11’ E S. Let w = 21 -l- IJ’. Then s + w = t + IV. Conversely, this implies 
that S = 7. 
Let A be any ring and let 9 ba the category of finitely generated projective A-modules. 
Since all exact sequence in B split, the Grothendieck group P(A) = K(9) is the universal 
group G associated with the semigroup S whose elements are isomorphism classes of objects 
in .9, addition being direct sum. The above results then yield the following well-known 
result: 
LEMMA (4.1). Le! P, P’ be finitely generated projective A-modules. Then [P] = [P’] in 
P(A) if and only if there is afinitely generated projective A-module Q bvith P @ Q z P’ @ Q. 
If A is an algebra over an integral domain R and K is the quotient field of R, we define 
P,(A) to be the Grothendieck group of the category of finitely generated projective A-modules 
P such that K @ RP is K @ ,A-free. As in the case A = Rn, we have PO(A) = 2 @ C,,(A). 
The map PO(A) 3 P(A) by [P] + [P] gives us a map C,(A) -+ P(A) by restriction. 
PROPOSITION (4.1). The sequence 
i.r exact if K @ RA is semisimple. 
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Proof. If x E C,(A), then x has the form [P] - [FJ where K 0 P z K @I F. Therefore, 
the image of .\: in G(K @ ,+Y) is zero. If the image of x in P(A) is zero, Lemma (4.1) shows 
that there is a finitely generated projective Q with P @ Q Y F@ Q. Let Q @ Q’ = F’ be 
free and finitely generated. Then P @ F’ z F@ F’. Therefore, in C,(A), [P] - [F] = [PO F’] 
- [F@ F’] = 0. Finally, if y E P(A), y has the form [P] - [F]. If y goes to zero in 
G(K @I RA)r then K @ PZ K@ F (cf. [23, Cor. 2.11). Therefore y comes from C,(A). 
Note that Proposition 7 is a special case of Proposition (4.1). 
95. hIAXI&WL ORDERS 
Let A be a semisimple algebra over an algebraic number field K. Let R be the ring of 
integers of K. Let A be a maximal order of A. Then A is an R-algebra. Since A is here- 
ditary [3], it follows by the argument used to prove Proposition ( 1. I) of [23] that P(A) -+ G(A) 
s an isomorphism. 
PROPOSITION (5.1). Let A be a maximal order in the semisimple algebra A. Then the 
.requeuce 
0 + C,(A) -+ G(A) -+ G(A) + 0 
is exact. 
Prooj: The map G(A) -+ G(A) is onto by Proposition (1.1) with S = R - 0. The rest 
of the sequence is exact by Proposition (4.1) since G(A) = P(A). 
Now, let K be an algebraic number field with ring of integers R. Let 7c be a finite 
group and let o be a maximal order of Kn such that Rrrc o. 
LEMMA (5.1). 1fn is the order of K, trot Rn. 
Proof: Consider the trace Tr : K~L -+ K. Using the elements CJ E rc as a base for Kx 
shows that Tr(x a,~) = na,. Now, since o is finitely generated and projective as an R- 
module and Ko = A, it is easy to see that x E o implies Tr(x) E R. Since Rnc o, we have 
~-‘.xE o for all r E x and Tr(r-‘x) E R. But, if x = x a,,o, Tr(r-‘x) = na,. Therefore 
nx E Rn. 
PROPOSITION( ThemnpP,(RTt) --+ P,(o)gi~en by If] -+ [o @ RnP] is an epimorphism. 
Proqf. Let P be a projective o-module such that K @ P is A-free. If p is any non-zero 
prime ideal of R, R,o is a principal ideal ring (non-commutative) [3]. Therefore RUP is 
R,o-free by an easy argument (or by [4]). It now follows that the anaiogue of Theorem 
(7.1) of [23] holds for o. Let a = Rn where n is the order of rr. Then there is an o-free 
module F c P such that the annihilator in R of M = P/F is prime to u. Let 
(1) O-+P,+F,-,M-,O 
be a resolution of M considered as an Rn-module. Then P, is Rn-projective as in $2. 
Now, since n annihilates o/Rx and M is finite of order prime to n, o/Rx @ M and 
Tor(o/ Rrr,M) are both 0. Therefore, tensoring the exact sequence 
O+R~-,~--+O/R~~O 
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with M shows that M = Rn @ R,Al z o 0 RnM. Therefore, tensoring the exact sequence 
(1) with o gives 
The exactness at the left follows from the fact that Tor(o, :U) is a torsion module while 
o @ R,P is torsion free, P being projective. Now, by Schanuel’s theorem, F@ (o 0 RnF1) 
z P @ (o @I RxPI). Since F has the form o 0 RnF’ where F’ is Rx-free, this shows that [P] 
(is in the image of PO(Rrc) + P,(o). 
COROLLARY (5.1). The map C,,(Rrr) + C,,(o) is an epimorphism. 
This follows from Proposition (5.2) and the fact that the splittings P,(k) = Z @ C,(,Rlr) 
and P,,(o) = 2 @ C,(o) are preserved by the map P,(Rrc) -+ P,(o). 
Now let us consider the map C,(o) -+ G(Rn) defined in the introduction. This sends 
[P] - [F] into [P] - [F] where P and Fare regarded as Rrr-modules. 
PROPOSITION (5.3). The map CO(Rz) --, G(Rn) factors info C,(Rrr) 4 C,(o) -+ G( Rx). 
Proof. Let x = [P] - [F] be an element of C,(k). Then the image of x in C,(o) is 
y = [o @ anP] - [o @ RxF]. By [23, Th. 7.11, we can assume that F c P and that n is prime 
to the order of M = P/F. As in the proof of Proposition (5.2) tensoring the exact sequence 
O+F+P-rM+O 
with o gives an exact sequence 
O-+o@,qRF-f~@RnP+M+O. 
Regard the modules in this sequence as Rlr-modules. Then, in G(Rn), we have 
[M] = [o 0 RnP] - [o @ RnFJ. Since [M] = [P] - [FJ, this shows that x and y have the same 
image in G(Rz). 
Note that Propositions (5.2) and (5.3) together constitute Proposition 1. This in turn 
implies Corollary 2 by using Theorem 1. Corollary 3 follows from the following result: 
PROPOSITION (5.4). The map G(o) + G(RTc) is an epimorphism. It is a monomorphism 
if and only if C,(o) -+ G(Rn) is a monomorphism. 
Proof. We have a commutative diagram 
0 + &(I)) -+ G(o) 4 C(k) + 0 
! 
= 
! 
\= 
C,(o) -+ G(Rn) + G(k) + 0. 
The result is now an immediate consequence of the 5-lemma. 
$6. AN EXAMPLE 
In this section, I will give an example of a cyclic group rr and maximal order o 2 Zn 
such that G(o) + G(Zn) is not a monomorphism. 
THE GROTHENDIECK RING OF A FINITE GROUP 97 
Note that if rt is abelian, there is only one maximal order in Kq namely the integral 
closure of Rrc. If K = Q, R = Z, and rr is cyclic of order n, Qx is the direct sum of the cyclo- 
tomic fields K,, = Q(e(d-‘)) w h ere d runs over the divisors of n and e(.x) means eznix. The 
maximal order o of Q TC is the direct sum of the maximal orders oJ of thecyclotomicfields. 
The projection Qrc -+ Kd sends Zrr into od. If x is a generator of rr, this map takes x into a 
primitive d th. root of unity. Since the roots of unity form an integral base of od [16, $271 
we see that Zn + od is onto and its kernel is the ideal of ZTC generated by Dd(,<), @‘d being the 
d th. cyclotomic polynomial. 
LEMMA (6.1). Let & = e(k-I). Suppose Q([,) h as class number greater than 1. Then 
there is a (rational) prime p such that cD,t(lJ is not a product of principal primes in ok. 
Proof. Let ac ot be non-principal. Let b N a be prime to X-. Some p]b must be non- 
principal. This gives us a non-principal prime p of ok such that p$ k. Let p be the rational 
prime which is divisible by p. I will show that pl@pk(ik) which will clearly establish the 
Lemma. Let n = ak. Then 
O,(x) = n (x - e(n-‘h)) 
where h runs over a set of representatives of the units of Z,. Therefore, 
@,,(ck) = n (e(k-‘) - e(n-‘h)) = E n (1 - e(n-‘k -k-l)) = EII 
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COROLLARY (6.1). Ifz is us in Proposition (6.1), the map C,(o) + G(Zrr) is not a mono- 
morphism. 
This follows immediately from Proposition (5.4). 
57. PROOF OF THEOREM 4 
The theorem will be proved in several steps starting with the case in which R is a 
discrete valuation ring whose quotient field K is a splitting field for rc and all its subgroups. 
The condition on K is then removed and finally the theorem is extended to all Dedekind 
rings of characteristic 0. 
LEMMA (7.1). Let R b? a discrete raluation rirg of characteristic zero with quotient 
field K. Let TC be a finite nilpotent group such that K is a splitting Jield for n. Let A be a 
Kn-module with character x. Then the following two statements are equivalent: 
(a) There is a projectire Rrc-module M such that K @ M M A; 
(b) x(x) = 0 for erery x E x whose order is not a unit in R. 
Proof: The fact that (a) implies (6) follows from [IZ, Th. 31. However, I will give a 
direct proof here. Let p be the characteristic of the residue class field of R. Since :: is nil- 
potent, n = p x II’ where p is the p-sylow subgroup of x. Since the order of TC’ is a unit in 
R, the central idempotents e” of& all lie in Rn’ [26, $1281. Since M = xe”M, it is sufficient 
to prove (a)* (b) for M = e’M. The character of M has the form x(x, y) = C 4i(x)$i(y) 
where x E p, y E TC’. Restricting to rc‘ shows that only the character $’ corresponding to 
e” can occur. Therefore x(x, y) = $(x)lc/,(y) where $( x IS a usually reducible) character of ) ( 
p. Now, Rp is a non-commutative local ring [19]. Therefore, M is Rp-free [18] so 4(x)$,(l) 
is a multiple of the regular character of p. Therefore x(x, y) = +(x)ti,(y) = 0 if x # 1. 
Conversely, if x(x, y) = 0 for x # 1, x E p, y E 7r’, write x(x, y) = C 4i(x)rl/i(.) where 
the $i are distinct irreducible characters of rr’ and the 4i are (generally reducible) characters 
of p. The independence of the Gi shows that +i(x) = 0 if x # 1. If 4(O) is the trivial character 
of P, C $‘O’(x)$i(- ) . d Y 1s ivisible by the order pr of p. Therefore p’I4&1). This shows that 
4i = ni$ where 4 is the regular character of 4 and thus x(x, y) = 4(x)$(y) where 9 = 1 nitii. 
Let B be a J&‘-module with character $ and let N be an Rrc’-module with K @ N = B [23, 
Lemma (2.4)]. Let M = Rp @ N. Then K@M = A. Let [r : Rp -+ Rp by a(l) = 1, o(x) = 0 
for x E p, x # 1. Let m be the order of TC’. Then CJ @ m -I is an R-endomorphism of M of 
norm 1. This shows that M is weakly projective [9, Ch. XII, Prop. (l.l)]. Since M is torsion 
free, it is Rrt-projective. 
COROLLARY (7.1). Let R be a discrete 1:aluation ring of characteristic zero with quotient 
field K. Let rz be any finite group. Assume K is a splitting fieldfor rt and all of its subgroups. 
Then the image of P(Rn) + G(Kn) consists exactly of those characters x such that x(x) = 0 
whenever the order of x is not a unit in R. 
Proof. This follows immediately from Lemma (7.1) if R is nilpotent. In fact, any 
element of Ihe image P(Rrc) -+ G(Krc) clearly satisfies the stated condition. If x satisfies the 
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condition, let x be the character of [A] - [fl with F k-free. Since the character of A 
agrees with x except at 1, Lemma (7.1) applies to A. It applies trivially to F. In the general 
case, by restriction to the cyclic subgroup generated by x we see that any x in the image of 
P(Rn) has the required property. Conversely, let x have this property. By [23. Cor. (4.3)], 
there are elementary subgroups 7cVc n and elements X, E G(Rrr,) such that 1 = 1 iJx,) 
in G(Rn). Let xy = x/n,. Since X, is nilpotent, x, is the image of some y, E P(Rrr,). By 
[23, Cor. 5.11, x,y, E P(Rrc,). Let y = 1 i,.(xvyv). The image of y in G(Kr) is 
C Lb,~,) = 1 i,.(x,iv*(x>) = 2 x~,.(x,) = I. 
LEMMA (7.2) (A. Heller). Let R be a discrete cahration ring with quotient field K 
Let i? be the completion qf R and let K be the quotient jieid of i?. Let iii be a torsion free 
finitely generated k-module. Suppose there is a Krc-module A MYth I? oliit^l ,Y l? @ xA. 
Then there is a torsion-free finitely generated Rn-module M with K @ RM M A, i? @ R :M z A. 
For the proof, see the proof of Proposition (2.5) in [17]. 
COROLLARY (7.2). Let R, I?, K, R be as in Lemma (7.2) bvith char R = 0. Let ,u E P(~?Tc) 
and sl E G(Kn). If p and r hate the same image in G(I?Tc), there is an element v E P( RTC) whose 
images in P(RTc) and G(Krc) are 11 and c( respectice/),. 
Proof. Let 11 = [A] - [PI, 2 = [A] - [B] with e an-free on nz generators and B KTI- 
free on m generators. Then l? oR!q 2 R @ ,A [23, Cor. 2. I]. Let M be as in Lemma (7.2). 
Let N be Rx-free on nt generators. Then v = [M] - [N] will do if we can show that M is 
Rn-projective. If C is any Rx-module, l? @ RExtkR(M, C) = Extk,(i\;r, c) = 0 since fi is 
&r-projective. Therefore ExtA,(M, C) = 0 [I 1, Cor. 7.3.51 showing that M is Rx-projective. 
LEMMA (7.3). Let R be a discrete caluation ring of characteristic zero wirh quotient 
field K. Let x be a jnite group. Then the image of P(Rn) -+ G(Kz) consists exactly of those 
x such that x(x) = 0 whenever the order of x is not a unit in R. 
Proof. It will suffice to prove this in the case where R is complete. To see this, let 
a be the completion of R and let R be the quotient field of 8. The diagram 
P(Rn) + G(Kn) 
1 1 
P&c) -+ G(l?n) 
shows that the image of P(Rrr) -+ G(K II consists of characters x with the stated property. ) 
Conversely, if x has this property, there is an element p E P(k) such that ~1 and x have the 
same image in G(~Tc) and we have only to apply Corollary (7.2). 
The result is also trivial if the residue class field of R has characteristic zero because in 
this case, any torsion free Rn-module is projective. (If n is the order of rr, l/n is an R-endo- 
morphism of norm 1.) Therefore P(Rn) = G(Rn) in this case. 
Assume now that R is complete and that its residue class field has non-zero charac- 
teristic. Let K’ be a finite extension of K which is a splitting field for TC and all its subgroups. 
Let R’ be the integral closure of R in K’. Then R’ is a complete discrete valuation ring and 
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is R-free on [K’: K] generators. If m, m’ are the maximal ideals of R and R’ then 111 = m’nR. 
For all this see [Z]. Tensoring with R’ gives a map P(R7-r) + P(R’n). 
LEMMA (7.4). The mgp P(Rn) + P(R’n) is a morzomorphism onto a direct summ~nd. 
The assumption on the characteristic of the residue class field is essential in this 
lemma. 
Assuming Lemma (7.4), it is easy to finish the proof of Lemma (7.3). Tensoring with 
R’ gives a commutative diagram 
P(Rn) + G(Kn) 
ii Ii 
P(R’n) + G(K’7r). 
Since Lemma (7.3) is true for R’ by Corollary (7.1), we see that every x in the image of 
P(Rn) -+ G(Kx) has the required property. 
Define a map f: P(R’x) -+ P(Rn) by regarding each R’x module as an Rx module. 
Then ji : P(Rn) + P(Rn) is just multiplication by m = [K’: K]. In the same way, define 
,f: G(K’n) + G(Krr). Then the diagram 
P(R’n) + G( K’x) 
d If 
P(RTI) -+ G(Krr) 
is commutative. To see this we must check that for an R’n module P, the map K @ RP -+ K, 
@ R, P given by Q @p 4x0 p is a Krc-isomorphism. It suffices to do this for free modules. 
Now, let x E G(Kn) have the property stated in the lemma. By Corollary (7.1), there 
is an element 5 E P(R’lr) which maps into i(x) E G(K’n). Let q = f(t) EP(Rrr). Then 
i(q) = if(t) E P(R’n) goes into if(x) = mi(x) in G(K’rc). Since the map P(R’n) -+ G(K’n) 
is a monomorphism [23, Th. 61, it follows that i(q) = rnt. Now, P(R’rc) is torsion free. 
being isomorphic to a subgroup of G(K’rc). Since rnt is in the image of P(Rx) -+ P(R’n). 
Lemma (7.4) shows that 5 is also in this image. Since e goes into x, we see that x is in the 
image of P(Rrr). 
Proof of Lemma (7.4). Let k and k’ be the residue class fields of R and R’. Let J and J’ 
be the Jacobson radicals of Rrr and R’x. Then Rn[J z kx/r, R’rc/J’ z k’rr/r where t, r’ are 
the radicals of kx and k’n. The diagram 
P(Rn) + P(R’x) 
1 1 
G(knjr) -+ G(k’x/r’) 
iscommutative,all maps being defined by tensoring. By [23, Cor. (6.1)] the vertical maps are 
isomorphisms. Therefore it will suffice to show G(kn/r) + G(k’n,Y) is a monomorphism 
onto a direct summand. 
Let k,c k be the prime field. Let rO be the radical of k,rc. Let A = k&r,,. Since k, 
is finite and there are no finite skew fields, A is a direct sum of matrix algebras over finite 
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extension fields of k, [26]. Since k, is perfect, these extensions are separable over k,. There- 
fore A = k @ k,il is semisimple and is a direct sum of matrix algebras over separable exten- 
sion fields of k [26, $1211. This shows inparticular that klrjr z k Ok0 A. Similarly k’,T/r’ x 
k’ @ ,J. Since no skew fields occur in A, every simple A-module splits into distinct 
simple k’ 0 J-modules [26, $13 11. Clearly, distinct simple A-modules will have no common 
component over k’ @J. Since the simple modules form bases for G(A) and G(k’ @ kA) 
[X, Lemma 2.21, this proves the lemma. 
We must now pass from the local case considered above to the case of any Dedekind 
ring R of characteristic zero. This is done by means of the following lemma: 
LEMMA (7.5). Let R be a Dedekind ring rvith quotient field K. .Let x be a finite group of 
order prime to the characteristic of K, and let A be a finitely generated Krr-module. Then the 
follorr,ing trvo statements are equivalent :
(a) There is a finitely generated projectite Rrt-module 111 kvith A =: K@ RIM, 
(b) For each prime ideal p of R which dil:ides the order of x, there is a finitely generate.1 
projectile RUrt-module MC,) \b*itiz K@ RyM(V) z A. 
Proof (;1) implies (b) trivially since we can let M(p) = M,. Suppose now that (b) 
is satisfied. There are only a finite number of prime ideals p’, . . . , p, which divide the 
order of X. Let M, = MUi. Let aij,j = 1, . . . , si be a set of generators for M,. There is 
an element xi E R such that s(~ 3 l(pi) and zi E O(pj) for j # i [27, Ch. V, Th. 171. By multi- 
plying each aij by a suitable power of xi, we can insure that aij E Mk whenever k # i as well 
as for k = i. Let M be the Rn-submodule of A generated by all aij. Then it is clear that 
M I,8 = _Mi. Since KM, = A, we have KM = A. If p is one of the pi, M, = ~I, is projective 
over R,rr. If p is not one of the pi, the order n of rr is a unit in R,. Therefore l/n is an 
endomorphismof M, of norm 1. Since M, is torsion free, ,M, is again R,n-projective. 
To show M is projective, let C be any Rn-module. For any p in R, Ext,,(M, C),= 
Ext’ ,+&MP, C,) = 0. Therefore ExtA,(M, C) = 0, showing that M is Rx-projective. 
Proof of Theorem 4. Let R be any Dedekind ring of characteristic 0 with quotient 
field K. If x E rt has an order r which is not a unit in R, there is some prime ideal p of R 
such that plr. Since the map P(Rn) --) G(Kx) factors into P(Rrr) + P(R,x) -+ G(Krr), Lemma 
(7.3) shows that if x is in the image of P(R;r) --, G(Kn), then x(x) = 0. 
Conversely, suppose X(X) = 0 whenever the order of x is not a unit in R. Let pi be 
the primes of R which divide the order of X. By Lemma (7.3), there is, for each i. an ele- 
ment [Pi] - [FJEP(R,~~() which maps onto X. Since there are only a finite number of i, 
we can clearly assume that all Fi are free of the same rank k. This implies that all K @ nPi 
are isomorphic. Since the Pi are Rvirr-projective, Lemma (7.5) shows that there is an 
Rrr-projective module P with K@ RP ,N K@ Pi. Let F be Rri-free of rank li. Then 
[P] - [PI E P(Rn) and clearly maps onto x. 
58. PROOF OF THEOREM 6 
Let 7c be p-solvable. If x, are the ordinary irreducible characters and d,, are the modular 
characters for the prime p, we can write xp = x ~,J#I~ where the d,,i,, are the decomposition 
B 
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numbers. Theorem 6 asserts that for each p, there is a ,H with d,,,, = 0 for v # p and d,, = I 
for v = p. Since (d,,) is the direct sum of the matrices of.decomposition numbers for each 
block, it will suffice to check Theorem 5 for each block. If the order of z is prime to p, 
the matrix (d,,,) is just the identity matrix [8, Cor. 6E]. Therefore Theorem 6 is trivially 
true in this case. We now proceed by induction on the largest power ofp dividing the order 
of rr. We can also assume that Theorem 6 is true for any p-solvable group X’ whose order is 
less than that of n but is not divisible by a higher power ofp than that of 71. 
Case 1. TC has a normal p-subgroup TC‘ # 1 
By Lemma (3.1), every 4, is really a character of n/n’. By induction, there is a charac- 
ter xp of 7c/n’ such that X,(S) = $,(x) for all p-regular X. Regard x,, as a character of Z. 
Case 2. 7c has no normal p-subgroup 
Since x is p-solvable, x must have a non-trivial maximal normal p’-subgroup x1. 
Let B be a block of X. By [lo, Th. 2B], there is a subgroup x’ of rc and a block B’ of X’ with 
exactly the same matrix of decomposition numbers as B. Thus if n’ is a proper subgroup, we 
are done by induction. Therefore WC can assume that n’ = n. By [lo, Th. ZD], there is a 
group M and a block B” of M such that 
(a) B and B’ have the same:matrix of decomposition numbers; 
(b) there is a central p’-subgroup E in M with M/E NN TC/X,. 
Since E is a $-subgroup, the maximum power ofp dividing the order of .M is the same 
as the maximum power ofp dividing the order of 7~‘. It will clearly suffice to prove Theorem 
6 for M. Now, TI~ was the maximal $-subgroup of 7r. Therefore M/E z n/n, has no normal 
$-subgroup. In other words, E is the maximal normal $-subgroup of M. Since E is central 
in M, Lemma (1.2.3) of [l 51 shows that M has a non-trivial normal p-subgroup. Therefore, 
Theorem 6 holds for M by Case 1. 
Remark. Theorem 6 gives an easy way to calculate the irreducible modular characters 
of a p-solvable group. We know the number r of these characters is equal to the number of 
p-regular classes. To find the modular characters, we merely take the ordinary characters, 
restrict them to thep-regular elements, and find r of these restricted characters with the 
property that the rest are positive integral combinations of these. 
39. PROOF OF THEOREM 5 
Let R be a Dedekind ring of characteristic zero with quotient field K and let 71 be 
p-solvable for all p which are not units in R. Let A be a &r-module whose character z 
satisfies ;((x) = 0 whenever the order of x is not a unit in R. We must find an R7c-projective 
module P with K @ RI’ z A. As in the proof of Theorem 4, this will be done in a number of 
steps. 
Case 1. R is a complete discrete valuation ring and K is a splitting field for 7c 
By [23, Cor. 6.11, there is a one-to-one correspondence between the indecomposable 
Rx-projective modules P, and the simple R/px-modules S,. The same result applied to R,/prc 
gives a one-to-one correspondence between indecomposable R/pn-projectives and the S,. 
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In this way, we see that we have a one-to-one correspondence between the P, and the inde- 
composable R/pn-projectives PJpP,. Let CD, be the character of P,,. If x is p-singular, 
O&X) = 0 by Theorem 4. The restriction of DP to the p-regular elements is the Brauer 
character of P,/pP,, i.e., the QP of Brauer’s theory [7]. 
The image of P(Rn) + G(R;r) is generated by the images of the [P,], i.e., by the QP. 
Since x is in this image by Theorem 4, we can write I= c n,,QP where the nP are integers. 
If we can show that all nP r 0, we can choose P = c n,P,. 
Now, Brauer has shown that Q’,(X) = 2 &,x,,(x) for p-regular elements where dPp is 
the matrix of decomposition numbers. He has also shown [7, Th. 161 [8, $31 that this relation 
holds for all x E x if we let a,(x) = 0 for p-singular X, i.e., if 0, is the character of P,. By 
Theorem 6, for each p there is a p such that ci,” = 0 for Y # p, dPv = 1 for I’ = p. In other 
words, there is x,, which occurs in 0” with coefficient 1 and does not occur in any other 
0”. If nP were negative, this zP would occur in x with a negative coefficient and % could not 
be the character of a Kn-module. Therefore nP 2 0 for all p. 
Case 2. R is a complete discrete valuation ring 
Let K’ be a finite extension of K which is a splitting field for rc. Let R’ be as in the 
proof of Lemma (7.3). By Case 1, there is an R’n-projective module P’ with K’Q RsP‘ 
z K’ @ KA. Let P” be P’ considered as an Rn-module. Then, as in the proof of Lemma (7.3), 
we see that P” is Rn-projective and K@ RP” z K’ @ RoP as Kn-module. If nz = [K’: K], this 
shows that K @ RPn z mA. 
Now, by Theorem 4, [A] is the image of [P] - [F] E P(Rn). Therefore, A 0 (Km F) 
zK@P or K@(P”@mF)z K@ (ml’). By [23, Cor. (6.4)], we have P” @ mF z mP. 
Since the Krull-Schmidt theorem holds for Rrr-modules [23, p. 5661, this shows that every 
indecomposable summand of P” has multiplicity divisible by m. Therefore there is a projec- 
tive Rrc-module P’” with P” %mP”‘. Clearly K@ P”’ z A. 
Case 3. R is a discrete valuation ring 
Let R be the completion of R and let K be the quotient field of 8. By Case 2, there is 
an Rx-projective module p with K ORB z K @ KA. Lemma (7.2) now gives us the required 
module P. The proof of Corollary (7.2) shows that P is projective. 
Case 4. R is any Dedekind ring of characterstic 0 
For each p in R dividing the order of TC, Case 3 applies to R,. The result now follows 
from Lemma (7.5). 
Remark. It is not hard to see that Theorem 5 (and therefore also Theorem 6) is false 
without the solvability assumption. To do this, consider the case where R is complete and 
K is a splitting field. Then the set of [P] E P(Rn) forms a free semigroup by the Krull- 
Schmidt Theorem. If Theorem 5 holds for rr, it shows that the set of characters z satisfying 
(a) x is the character of some Krr-module and 
(b) x(x) = 0 for all p-singular elements x E rt 
forms a free semi-group. 
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This property can easily be checked by looking at character tables. For instance, this 
property does not hold for rr = A j and p = 2 or for rr = LF (2,7), p = 7. If p is a prime, 
p 2 5, then Theorems 5 and 6 are false for S,. This follows from [21, Lemma 4.11) and the 
above remarks. 
$10. PROOF OF THEOREM 7 
Let R be a Dedekind ring of characteristic zero. In [S] Bass shows that in order to 
show that all non-finitely generated Rx-projective modules are free, it suffices to show that 
if P is a countably generated but not finitely generated projective &r-module and if M is a 
maximal 2-sided ideal of Rx, then P/MP is not finitely generated. 
Now, since Rrr/M is a finitely generated R-module, there is some prime ideal p of R 
such that p(Rrc/M) # Rn/M. This means that M and p generate a proper ideal of Rx. 
Since M is maximal, p c M. Let J,, be the ideal of Rrt consisting of all elements which map 
into the radical of R/pn. Then JVc M also. Therefore, to prove Theorem 7, it will suffice 
to prove the following Lemma: 
LEMMA (10.1). Let R be a Dedekind ring qf characteris:ic zero. Let x be a solvable 
finite group such that no (rational) prime dividing the order of 71 is a unit in R. Let P be a 
countnbly, but not finitely, generated Rrt-projectire module. Then if p # 0 is a prime ideal of 
R, P/JL, P is a non-finitely generated free Rx/J,,-module. 
To prove this, we need another Lemma which depends on a further result of 
Bass [5]. 
LEMMA (10.2). Let R, ‘II, P be as in Lemma (10.1). Then P/n is a non-finitely generated 
free R-module. 
Proof. Consider first the case where rr is cyclic. By [23, Cor. (S.l)], Rx has no non- 
trivial idempotent. Bass [5] has shown that over a commutative noetherian ring with no 
non-trivial idempotent every non-finitely generated projective module is free. Lemma 
(10.2) now follows immediately. Suppose now that n is not cyclic. Let x, be a proper 
normal subgroup with rr2 = n/rri cyclic. By induction, P/E, is non-finitely generated as an 
R-module and so also as an Rn,-module. It is clearly Rn,-projective. Since rr2 is cyclic, 
p/n = (P/Tc,)/Ic~ is a non-finitely generated free R-module. 
Proof of Lemma (10.1). Since P/J, P is countably generated, it will clearly suffice to 
show that any simple R/prr-module S occurs an infinite number of times as a component of 
P/J,P (which is a module over the semisimple ring Rz/J,). To do this it suffices to show that 
Hom,(S, P/J,P) is infinite dimensional over R/p. Let S* = Hom(S, R/p). Then we have 
Hom,(S, P/J,P) z S* @ .(P/J,P), and S* is again a simple R/p rc-module. 
Let K be the quotient field of R. 
Case 1. K is a splitting field for x 
Let 4 be the Brauer character of S*. By Theorem 6, there is an ordinary character 
x such that x(x) = 4( x ) f or all p-regular X. (If R/p has characteristic 0, this is still true and 
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is trivial.) Let IM be a torsion free Rrr-module with character z [23, Lemma (2.4)]. Then 
M/p,M has Brauer character 4 so S* z M/PM. 
Now JUS* = 0 since S* is simple. Therefore 
S* 0, (R/JbR) = S* @,P = (S* @ R)/7t = ((M @ P)/p(hf @ P))/n 
= ((&I 0 R)ln)iu((M 0 R)/,). 
By [23, Prop. (5.1)], M @P is Rrr-projective. It is clearly not finitely generated. By Lemma 
(10.2) (M @ P)/n is R-free and non-finitely generated. Therefore, reducing it mod p gives 
a non-finitely generated R/p-module. 
Case 2. K is not a splitting field for n 
Let K’ be a finite extension of K which is a splitting field for rr. Let R’ be the integral 
closure of R in K’. Then R’ is a Dedekind ring and is finitely generated as an R-module 
[27, Ch. V]. Now R’ @ RP is clearly not finitely generated over R’, otherwise it would be 
finitely generated over R. Since Lemma (10.1) holds for R’, Bass’s result shows that R’ 0 RP 
is R’n-free. 
Let S = R - p. Then R; is the integral closure of R, = R, in K’. Therefore [27, 
Ch. V], it is R,-free on nr = [K’: K] generators. This implies that (R’ @ KP)s is isomorphic 
as R,n-module to mP,. But, R’ @ RP is R’rr-free and not finitely generated. Therefore, 
since Rkn is R,rr-free, we see that mPs is R,n-free and not finitely generated. But, P,/J,P, 
z P/Jv P. Since m times this is Rrc/Jy-free and not finitely generated, the same must be true 
for P/JpP itself (Rn/Jp being semisimple). 
$11. A GENERALIZATION OF HERBRAND’S LEMMA 
The results of this section are due to S. Takahashi. 
Suppose TC is a finite group. Assume that the p-primary component of the cohomology 
of n is periodic with period q [9, Ch. XII; 241. If A is any Zn-module, define h’(lc, A) to be 
the order of H’(rr, A) and let 
q-1 
xp(rc, A) = T (- 1)’ ord, H’(n, A). 
If 0 + A’ + A -+ A” -+ 0 is exact, the exact cohomology sequence, together with the 
periodicity, shows that 
&(7-r, A) = zp(n, A’) + &(rr, A”). 
It follows that lp defines a homomorphism of G(Zrc) into Z. Since Z has no torsion it 
follows from Theorem 1 and Corollary 1 that this homomorphism x factors as 
G(Zz) + G(Qrr) + Z. 
Consequently, if A is finite, we see that ~,(n, A) = 0. This generalizes Herbrand’s Lemma. 
We would now like to find an expression for xp(n, A) in terms of the character z of 
Q 0 A. To do this we observe that the characters induced from cyclic subgroups generate 
a subgroup of G( Qx) of finite index [23, Th. (4.1)]. Since Z has no torsion, it will suffice to 
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find a formula for x,(n,A) which works whenever A = Zn Q .,B, 7cI being any cyclic sub- 
group of TI and B a rr,-module. Since H’(n, A) = Hi(xl, B) [9, Ch. XII]. this is easily done. 
The result is 
THEOREM (11.1). Let A be a finitely generated Zx-module. Let x be the character of 
QQA. Then 
xp(~, 4 = 5 C a,,y(x) 
where the sum is ocer all x E n, n is the order of 77, q is the p-period of IT, and ifx has order 
p’;?,, p ,+‘h,, then a, = 0 ifs = 0 and 
ifs>O. 
1 
a,=s+- 
P-l 
$12. THE RWG STRUCTURE 
For any Dedekind ring R, G(Rx) is a commutative ring [23, Cor. (l.l)]. The map 
G(Rx) -+ G(Kn) is clearly a ring homomorphism. It has been pointed out by J. A. Green 1131 
that, for any field K, G(Kn) has no nilpotent elements. This follows from the fact that we 
can identify G(Krr) with a ring of characters (ordinary or modular) of K. I will show that 
the set of nilpotent elements of G(Rn) is precisely the kernel of @Rx) -+ G(Kn). Let us make 
P(Rn) into a ring without unit by defining [P] [P’] = [P@ P’]. Then P,(Rn) and C,,(Rx) 
are subrings of P( Rx). The map C,(Rn) -+ G( Rrc) considered in Theorem 1 clearly preserves 
products. 
PROPOSITION (12.1). If the characteristic of the Dedekind ring R is prime to the order 
of TI, all products in C,(Rn) are zero. 
Proof. Let x = [P] - [fl and y = [P’] - [F’] be elements of C,(Rn). By [23, Th. (7. l)] 
we can assume that F c P, F’c P’ and that the annihilators of P/F, PI/F’ are relatively 
prime. This gives us exact sequences 
(1) O+F-+P-+A-+O 
(2) 0 + F’ + P’ --t A’ + 0. 
where A, A’ are torsion modules with relatively prime annihilators. This implies that 
A @ RA’ = 0 and TorT(A, A’) = 0. Tensoring (2) over R with A therefore shows that 
A @ F’z A 0 P’. Tensoring (1) over R with P’ gives 
(3) O+F@P’+P@P’-+A@P’-tO. 
We can put a zero on the left because Torf(A, P’) is a torsion module and F@ P’ is 
torsion free. Similarly, we get 
(4) O+F@F’+P@F’-+A@F’-+O. 
SinceA@P’ x A 8 F’, Schanuel’s Theorem [24] shows that (P 63 P’) @ (F@ F’) M (P 0 
F’) @ (P’ @ F). But this implies xy = 0. 
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COROLLARY (12.1) If the characteristic of the Dedekind ring R is prime to the order 
of rc, the kernel I of G(Rn) + G(Kn) consists of all nilpotent elemems of G(Rx) and satisfies 
I2 = 0. 
It follows from this that I can be regarded as a module over G(Rx)/I = G(Kx). By 
[23, Cor. 9.11, C,(Rn) is also a module over G(Kn). The epimorphism C&Rz) + l of 
Theorem 1 clearly is a G(Krr)-map (since it is trivially a G’ (Rrc)-map [23, $91). Therefore, 
if we know the action of G(Krr) on CO(Rx) and if we also know the map C,(.Rrr) --f I, the 
action of G(Krr) on I is determined. 
In order to determine the ring structure of G(Rn) we need, beside the action of G(Krr) 
on Z, some information about the extension. 
0 -+ I -+ G(Rn) -+ G(Kn) 4 0. 
Let si be the base [S,] for G(Kn) where Si are the simple Kx-modules [23, Lemma (2.2)]. 
For each si, pick an element a, E G(Rx) mapping onto si and define a linear map f: G(Krr) --, 
G(Rn) byf(sJ = ai. This gives an additive isomorphism I @ G(J5-r) + G(Rz) by (x, y) -+ 
x +f(.r). The product of x, +f(vl) and x2 +f(yJ is 
f(Ylb2 +f(Y2bI +f(vX(L'2) 
since x’,sz = 0. Now the product off(y) and x E I is just given by letting y act on x (1 is a 
G(KT;)-module). Therefore the multiplication in G(Rn) will be completely determined by 
the action of G(Krr) on I and the bilinear function g(y,, y2) = f(yl)f(y2) - f(ylyl). 
This is a bilinear function on G(Krr) with values in f. It is determined by the factor set 
aij =f(silf(Sj) -f(sisjl* 
If we choose a different function f’(y) =f(y) + h(y), where h : G(Krr) + Z, aij is replaced 
by 
aij = aij + sih(sj) + sjh(si) + il(si)h(sj) - h(sisj). 
Unfortunately, I do not know any general results about the aij or about the action of 
G(Krr) on 1. 
513. CYCLIC p-GROUPS 
If j: is a cyclic group of order n = pr, it is not hard to find G(Zrc). Let t be a generator 
of rr. As in $6, Qrr is the direct sum of the cyclotomic fields Kd = Q(e(d-‘)) for djn and the 
maximal order D of Kx is the direct sum of the maximal orders o,, of the &. Also o,l = Z[[,] 
where cJ = e(&‘) and ZTC -+ o,, by t + cd. 
Since IJ is the direct sum of the od, G(o) = c G(o,) as in 96. 
PROPOSITION (13.1). The map G(o) -+ G(Zrr) of Corollary 3 is an isomorphism Cfor 71 a 
cyclic p-group). 
Proof. Since each d/n is a power of p, we have 0,(l) = p. Let i., = 1 - cd. Then 
O,(l) differs by a unit from II ‘$@’ Since 4(d) = [K,: Q], (p) = (AJo(d) in od shows that 
(ibd) is prime in od. 
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Let Icld(x) = (x” - 1)/O&) and let tjd = $&,) E od. Since $,, is a product of factors 
(i - j’) where i; and i’ are p’ th. roots of 1, the preceding remarks show that $d divides 
some power ofp. Therefore (tid) is a power of (&) in od. Clearly tid # 0 since @J.x> Y $Jx). 
If M is a torsion free Zx-module, $,(t)M is an o,-module since @,,(f)lCld(f) = t” - 1 = 0. 
Define a map C(Zn) + G(od) by [M] + [$d(f)M] for iCi torsion free (using 123, Prop. (I. 1 )I,. 
To see that this is well defined, let 
0 --f M’ + M --f M” --* 0 
be exact. Consider the sequence 
0 + I(ld(t)M’ -J+ ll’d(f)lM L $Jt)M” --+ 0. 
This is exact at the ends but not in the middle. However, tjd annihilates ker j/im i. Therefore, 
this module has a composition series over od with factors oJ(1.). The sequence 
1 
0 --t OJ + OJ + OJE.) -+ 0 
shows that [o,(d)] = 0 in G(od). Therefore, [ker,j/imj] = 0 in G(o,). This shows that the 
map is well defined. 
Putting these maps together gives a map G(Z~C) + G(o) = 1 G(od). If M is an od- 
module, $,(t)M = Il/,J! z M. If M is an o,.module with 8 # (i, $Jt)M = I/J~(&,‘):M = 0 
since @,,(x)~$~(x). This shows that the composition 
G(o) --f G(Zn) + G(o) 
is the identity. Since G(o) -+ G(Zz) is onto by Corollary 3, it is an isomorphism. 
From Proposition (5.4) we get 
COROLLARY (13.1). If 71 is a cyclic p-group. C,(o) --t G(Zx) is a monomorphism. 
Remark. The proof shows that Proposition (13.1) is true for any cyclic group of any 
order n with the following property: For each djtl, all prime divisors of n in oJ are principal. 
In order to determine the ring structure, we use the remarks of 512. G(Qn) has as 
base the [KJ for d/n. Definef: G( Qx) -+ G(Zn) byf([K,]) = [o,,]. The next result holds even 
if II is not a prime power. 
PROPOSKION (13.2). For uny finite cyclic group TI, the map f: G(Qn) + G(Zn) .iust 
dejined is a ring homomorphism. 
Proof. By definitionfis additive. It clearly preserves the unit. To check that it pre- 
serves products, we construct a new base for G(Qn). For din, let zd be the subgroup of TL 
of index d. The transitive representations of 7~ as a group of permutations are obtained by 
letting n act on rc/zd for each d/n. Let Md =Z[n/nd] be the corresponding permutation 
module. As a Zrc-module Md is generated by a single element. Let d,, . . . , d, be the divisors 
of d. Let t generate 7~. Then 
Id - 1 = n Dd{(l) 
annihilates Md. The module 
@d,tf) . . . @di _ ,(t)Md/q)d,(r) . . @dicfjMd 
has one generator and is annihilated by Qdi(t). Therefore, it is either odr or a quotient of 
odi. Since Md is formed from these modules by forming extensions, computing ranks shows 
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that the module cannot be a proper quotient of od,. This shows that, in G(Zrc), [M,,] is the 
sum. of the [oe] for ejd. Similarly, in G(Qn), [QM,] is the sum of the [K,] for eld. It follows 
by induction that the [QMJ generate G( Qrr) and therefore form a base for G(Qrr) since the 
number of them is the rank of G(Qrr). Clearlyf([QM,]) = [MJ. Now for any (I, e dividing 
n, Md @ M, is the direct sum of the permutation modules corresponding to the transitive 
constituents of the permutation representation of n on (X/X”) x (TI/ x rce). Therefore Md @ M, 
is a direct sum of modules Mh. Since QM, @ QM, is the direct sum of the corresponding 
Q.&l,, we see immediately that f preserves products. 
COROLLARY (13.2). For any finite cyclic group n, G(Zn) = G(Qz) x C,(o), the multi- 
plication being gioen by (x,, y1)(x2, yz) = (x,, x2, _r,y, + xz~vl). 
Ail that remains is to determine the action of G(Qn) on C,(o). We now assume again 
that n is a power ofp. If a/b, bin, then K, c Kb. Let G,,, be the galois group of this exten- 
sion. Clearly G,,, acts on C,(o,). Let N,,, E ZG,,, be the sum of all elements of G,,,. 
Let ,V,,, = 0 if a $ Z. 
PROPOSITION (13.3). Let TK be cyclic of prime porver order n. All C,(o,), din are stable 
under the action qf G(Qn) on C,(o). If x E C,(o,), 
[QM,]x = iv,,,;, . x. 
ProoJ If e = n, M, = Zrc acts as zero on C,(o) by [23, Lemma (5.1)]. This agrees 
with the formula if ti < n. If cl = n, it is still true that Nb,ix = 0 because, if we identify 
C,(o,) with the ideal class group of or, [19, Th. (6.19)], we see that Nb,o is just the norm from 
ob to 0,. Since C,(o,) = C,(Z) = 0, this shows that Nb,i is zero on C,(o,). 
If rl and e are less than n, then M, and all o,-modules are modules over a proper 
quotient group of rr. Therefore the required results follow by induction in this case. 
Assume now that d = n, e < n. The element x E C,(o,) can be written in the form 
x = [n] - [o,] where ct is an ideal of 0,. Since M, is induced from the trivial representation 
of rtr, M, @ (I is obtained by considering a as a rre-module and taking the induced n-module 
[23, Lemma (1. l)]. Let b, c be a and o, considered as 7-r’-modules. Let t generate r. Then 
ze generates rce and maps into <z = cnie in 0,. Therefore, the map ZrF+ o,, factors into the 
canonical epimorphism Zrr’ -+ o,,~ followed by the inclusion o,,,~ --t 0,. Therefore b can be 
regarded as an o,,,~- module. Now 6, as o,,,- module, is determined by its rank and its class 
in Co(o,,,). According to Artin [l] this class is equal to the ideal class of 
N(n)( O/A)’ 
where N represents the norm from o, to o,,,, D(o,/o,J is the discriminant of o, over on,=, 
and A is the discriminant of any equation defining the extension K, over K,,,. A similar 
result holds for c. Dividing shows that [b] - [c] = NX in C,(o,,,) where N: C&o,) + 
C,,(o.,J is the norm from o, to o,,~. 
We must now investigate the effect of taking the induced Zrr-module. Let b be any 
ideal of o,,~. The induced module is obtained by tensoring Zn with b over Zn”. As in the 
proof of Proposition (13.2), Zrc, as left Zn-module and right Zn’-module, is built up by 
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extensions from the ok, h/n. Therefore, in G(ZTC), the module induced from b is the sum of 
the modules o,, @ zn. b. If h < n, the map Zrr’ + oh sends te into If; = ihie (or 1 if h I e). 
Therefore ok is annihilated by t e(h’e) - 1 (or by te - 1 if h I e). Now, b is annihilated by 
@,,,,(t’). Therefore oh @ zn. b is annihilated by both of these polynomials. Since h/e, n/e are 
powers of p and h < n, it is easy to show that p is a linear combination of the polynomials 
.Xhle - 1 (or x - 1 if h 2 e) and CD,,,(x). Thus p annihilates oh @ zneo for h # n. As in 
the proof of Proposition (13.1), this shows that this module represents zero in G(Zrc). Finally, 
note that the map Zlr’ -+ o, has o,,, as image. Therefore 
0, 0 znsb = 0, 0 o,,,b = o,b 
Therefore taking the induced module from Zne gives a map C,(O,,~,) -+ C,(o,) which is just 
the usual map of ideal classes of o,,, into those of 0,. Composing this with N: C,(o,) 
+ C&o,,,) thus gives the map N,,,,,: C,(o,) + C,(o,), but this composition gives the effect 
of M, on C,(o,). 
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