In a previous paper on the same subject f a certain class of systems of linear inequalities in infinitely many variables were solved and applications to the theory of completely monotonie functions were derived from a particular type of such systems which were called Hausdorff systems. The present paper gives an extension of those results to a similar class of systems of linear inequalities involving a double sequence of variables ( §2). This extension has already been performed by T. H. Hildebrandt and myself in the very particular case of completely monotonie double sequences.J In §4 Hausdorff systems involving a double sequence of variables are solved and applied to extend the results of F. Hausdorff, S. Bernstein, and D. V. Widder (see I, §11) to completely monotonie functions of two variables. The results of §3 (minimal solutions, minimal representations of solutions) though not absolutely necessary for the applications made in §5, help to present them in a more elegant manner.
Introduction.
In a previous paper on the same subject f a certain class of systems of linear inequalities in infinitely many variables were solved and applications to the theory of completely monotonie functions were derived from a particular type of such systems which were called Hausdorff systems. The present paper gives an extension of those results to a similar class of systems of linear inequalities involving a double sequence of variables ( §2). This extension has already been performed by T. H. Hildebrandt and myself in the very particular case of completely monotonie double sequences.J In §4 Hausdorff systems involving a double sequence of variables are solved and applied to extend the results of F. Hausdorff, S. Bernstein, and D. V. Widder (see I, §11) to completely monotonie functions of two variables. The results of §3 (minimal solutions, minimal representations of solutions) though not absolutely necessary for the applications made in §5, help to present them in a more elegant manner.
2. On a certain class of systems of linear inequalities for a double sequence of variables. Let We shall be concerned with the problem of solving the system of linear inequalities (2.4) DkD2hßmn^0 (k,h,m,n = 0,1,2, ■■■).
Without essentially restricting this problem, we shall suppose for convenience that an = bn= 1 (i = 0,1,2, ■■ ■).
As in I, Part II, and in HS, §4, we shall first solve the finite system From the fact that the two linear transformations 1(7.4) and 1(7.6) are inverse to each other, it follows that the two linear transformations (2.7) l" m Df-«Çn, £m = Oi*-»£m (m = 0,\,-■ ■ ,p) are inverse to each other and also that the same thing is true for the transformations (2.8) f,n = ATn>7», Vn = 02»-"7Jn (n = 0,1,-■ ■ ,p).
Let us now consider the linear transformation (2.9) Ppmn = Ki*-mLY-»AW (m,n = 0,1,-■■ ,p).
From (2.7) and (2.8) we derive successively oí"""/»™ = Of-mPpmn and Pmn = 0^-^Olp-mpvmn.
is the linear transformation inverse to (2.9): The system (2.10) gives, for pVmn è 0, the most general solution of (2.6) and hence of (2.5).
The explicit form of (2.10) is
Introducing the quantities
we get hold uniformly in x and y respectively, in the interval (0, 1); moreover <pm(x) and ib"(y) are the sequences of functions associated with the matrices A and B by Theorem 8.1 of I. It is shown there that the 4>m(x) are continuous, non-decreasing, convex, and <t>0(x) = 1, (¡>i(x) = x, c6"+i(0) = 0, <t>n(l) = 1 (0 Ú x Ú 1; n = 0, 1, 2, • • • ).
The y^niy) have the same properties. where xi(*) and Xz(y) are monotonie in (0, 1). The same theorem says that the monotonie function xi(x) is essentially uniquely defined by the first set of equations (2.17) if and only if every function f(x) which is continuous on (0, 1) can be uniformly approximated as close as we want by linear combinations of functions of the sequence {<t>m(x)}. A sequence of continuous functions {<pm(x)} with this property shall be called a base of continuous functions on (0, 1). The same definition will be used for functions of several variables. For convenience we introduce the following Definition 2.1. The first system (2.16) shall be called a determining system if and only if the corresponding sequence {<pm(x)} is a base of continuous functions on (0, 1). Otherwise it shall be called a non-determining system.
The following theorem is readily proved. (2) A necessary and sufficient condition that the function x(x, y) be uniquely defined by the set (2.19) and the additional conditions for 0 < * ig 1, 0 < y sá 1, is that both systems (2.16) shall be determining systems, in which case also (2.18) shall be called a determining system. Let ßmn(m, n = 0, 1, 2, • • • ) be a solution of (2.18). Then (2.5) holds for every value of p and therefore also all the consequences derived therefrom. Let us define in the unit-square U (OsSzgl, Ogygl) a step-function Xp(x, y) as follows: and also on each of the line segments xpr < x < xp,T+i, y = 1; x = 1, yp, < y < yP.,+i;
moreover Xp(x, y)=Xp(x+0, y+0) for 0<xgl,0<ygl. From (2.11), (2.9), (2.6) and (2.12) (for w=» = 0) we conclude that p (2. , vol. 122 Ha (1913 ), pp. 1337 -1342 , and vol. 128 Ha (1919 , pp. 1092-1094, proved this theorem in a slightly weaker form, which, however, would also suffice for our purpose. For the present statement see HS, §3, Lemma 1.
[April Conversely, let x in (2.19) be a monotonie function. We have to show that (2.19) represents a solution of (2.18). Indeed The second part of Theorem 2.1 follows readily from an extension to two variables of a theorem of F. Riesz.* From this theorem it follows that x(%, y) is uniquely defined by (2.19) and (2.20) if and only if {<pm(x)\hn(y)} is a base of continuous functions in U. However, it is readily shown that {(pm(x)}f/"(y)} is a base of continuous functions in U if and only if both sequences {<pm(x)} and {ibn(y)} are such bases in (0, 1). For if both sequences {<pm(x)}, {xl/n(y)} are bases, then every polynomial P(x, y) can be uniformly approximated by expressions of the form 2-»," ymn<pm(x)^/n(y), hence also any continuous/(a;, y). Conversely, if this is true for any f(x, y), then in particular for any continuous/(x) we have /(*) = Jlymn4>m(x)^n(y) + p(x, y) ( \ p \ < f) throughout U. An integration over (0,1) with respect to y shows that {<pm(x)} is a base in (0, 1). This completes the proof of Theorem 2.1.
3. Minimal solutions. We have so far solved completely the following three systems of linear inequalities : respectively, where xi(x), xÁy) and xfo i) are monotonie.
If £m is a solution of (3.1), then also £m+ (0)m7 (y>0) is such a solution.*
We shall need the following Definition 3.1. A solution £m of (3.1) is called a minimal solution^ if there is no other solution £m of (3.1) and a constant y >0 such that
We prove now Theorem 3.1. Let (3.1) be a determining system.% Its solution £m given by (3.1') is a minimal solution if and only if the monotonie function XiO*0 is continuous at x = 0.
The condition xi(0) =Xi(+0) is necessary for £m to be a minimal solution of (3.1). For let us suppose that 0 = xi(0) <xi(+0), and let us define the function xio(x) =Xi(x) + (0)xxi(+0) which is continuous at the origin. Then
shows that £m is no minimal solution of (3.1).
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To show the sufficiency of our condition let us prove that U = f <bm(x)dxi(x) with xi ( Xo(x, 0) = x(x, + 0) for 0 < * = 1; Xo(0, y) = X(+ 0, y) forO < x = 1; then the solution (3.3') of (3.3) may be written in the form
This follows readily from the definition of the double Stieltjes integral.
We know that pmn is the limit of the following expression (see HS, §3; here we take £¿,-= £,-, r¡i} = if/, with £0 = Vo = 0) (3.5)
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as p-»oo, c->oo, and all subintervals tend to zero. The last identity follows from (3.4). Passing to the limit, it goes over into (3.5) which is thus proved.
Lemma 3.2. If ßmn is a solution of (3.3) then also (3.6) fU, -ßmn + (0) »{", + (0) -t?» + (0) -+"7, wÄere £m and rjn are solutions of (3.1) and (3.2) respectively, and 7^0, is a solution of (3.3). Let
Xi(+0) =0,7i^0),
With Xo(x, y) defined by (3.4), we define two new functions (3.9) xo(x, y) = xo(x, y) + xi(x) + x»(y) + 7i + 72 + y and (3.10) x(x, y) = xo(x, y), x(x, 0) = x(0, y) = x(0, 0) = 0, for 0 < * á 1, 0 < y á 1.
Then x{x, y) is a monotonie function of which the corresponding function given by (3.4) is precisely xo(x, y). From (3.6), (3.5), (3.7) and (3.8) we then derive * We write x(«w,W+i) -x(*.+i,y,) -x(xi,y¡+i) + x(xi,y,) = A(x;*Mi»-ti,*t>?/). Hence pmn is a solution of (3.3).
Our last lemma justifies the following Definition 3.2. A solution fimn of (3.3) is called a minimal solution if there is no other solution pmn of (3.3), as well as two solutions £m and r\n of (3.1) and (3.2), and a constant y 2^0, with £o+?7o+7>0, such that (3.6) shall hold for m, w = 0,1, 2, • • • .
A first criterion for minimal solutions of (3.3) is given by Lemma 3.3. A solution pmn of the determining system (3.3) is a minimal solution if and only if both sequences pmü and p0n are minimal solutions of the corresponding systems (3.1) and (3.2), in which case pmn is, for any fixed value of n, a minimal solution of (3.1), and similarly, for any fixed value of m, a minimal solution of (3.2).
If pmn of (3.5) is a minimal solution of (3.3), then necessarily (3.11)
Xo(x, 0) =■ xo(0, y) m xo(0, 0) = 0, otherwise the representation (3.5) would contradict the assumption that pmn is minimal. We therefore have x(x, y)=Xo(x, y). Integrating by parts* we get PmO I 4>m(x)dxdvx(x, y) = I 4>m(x)dx(x, 1),
Jo which shows that pno is a minimal solution of the determining system (3.1) because x(+0, l)=xo(0, l)=x(°> 1)=0 (Theorem 3.1). A similar proof shows that pon is a minimal solution of (3.2). Suppose now that pmn is not a minimal solution of (3.3). Then is obviously continuous at íc = 0. We conclude again from Theorem 3.1 that ßmn is a minimal solution of (3.1), for « fixed. From this lemma we derive the following Theorem 3.2. The solution (3.3') of the determining system (3.3) is a minimal solution of this system if and only if x(x, y) is continuous as a function of (x, y) along the two sides of the unit-square U which meet at the origin.
For convenience, we denote by L those two sides of U. If ßmn is a minimal solution of (3.3), then (3.11) holds and this obviously implies the continuity of x(x, y) along L. is a minimal solution of the determining system (3.1), since x(+0, 1)=0 (Theorem 3.1). Similarly ß0n is a minimal solution of (3.2). It therefore follows from Lemma 3.3 that ßmn is a minimal solution of (3.3) and the theorem is proved.
Of importance is the following Lemma 3.4. Every solution ßmn of the determining system (3.3) may be expressed in the form This is a minimal representation of the solution ßmn and is unique in the sense that the three monotonie functions Xoo(^, y), Xi(x), X26O and the constant y are uniquely defined by (3.17), (3.18), and (3.19). The solution ßmn is minimal if and only if xi(x) = X26O -7 = 0.
From the minimal representation (3.12) and Theorems 3.1 and 3.2 we immediately derive (3.17). The uniqueness of (3.17) follows from the uniqueness of a minimal representation (Lemma 3.4) and from the fact that our systems (3.1), (3.2) and (3.3) are determining systems.
From (3.3') we derive (3.17) by means of (3.4), (3.13) and ¿(*'( y) ^ ¿(s", y), ¿(s, y') = û(x, y"), (4.11) A(¿; *", y", x', y') = «(*", /') -«(*", y') -cô(x', y") + «(«', y') = 0, for 0 < xf < x" á 1, 0 < y' < y" ^ 1, 0 < * á 1, 0 < y = 1, and such that in the sense that lim« ~oflfl exists, Conversely, the double sequence pmn given by (4.17) is always, if p0o< °°, a solution of (3.3).
We conclude the consideration of this case with the following remark which will be useful in the next section: The function oe(x, y) is uniquely defined by the set of equations (4.10) and the condition (4.11) and (4.18), even if we leave out a finite number of equations of the set (4.10). Let the equations with m<m', n<n' be left out of the set (4.10). The proof of the uniqueness of u(x, y) is exactly the same as above, with the only difference that instead of (4.13) we associate with u¡(x, y) the function x(x,y)= I I xr->'y-b»'dxdvw(x, y).
Jo Jo
We consider now the second assumption (4.5). We know from I, §10, that if we write la -diV ßmn= E^p-5« I I Xoo(x, y)dxdy -E ^p I Xoo(x, l)d»
Let us define in U a step-function x(#, y) as follows :
x(«, y) = 0 on L; x(l, 1) = Xoo(l, 1); We now immediately obtain the following Theorem 4.2. Every solution pmn of the non-determining Hausdorff system (3.3), derived from the matrices (4.1) whose elements satisfy the conditions (4.2), (4.3), and (4.5), admits the following minimal representation:
(*», » = 0, 1, 2, • ■ « ; Xps = 0,pP = 0,aq = 0,y = 0).
The non-negative coefficients \pa, pp, aa and y are all uniquely defined by the set of equations (4.25).
Conversely, the double sequence pmn given by (4.25) is always, if poo< °°, a, solution of (3.3).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Indeed, let pmn be a solution of (3.3). From (3.3'), Lemma (3.1), and which are, as is easily seen, minimal solutions of (3.3), (3.1) and (3.2) respectively. With xo(0, 0) =7, (4.26) goes over into (4.25). The uniqueness of the coefficients \pq, pp, aq follows from known properties of power series. We pass now to the last assumption (4.6). In this case <pm(x) is again the polygonal line joining the points (4.20'), while throughout the region R. Hausdorff, Bernstein, and Widder have characterized the completely monotonie functions of one variable (see I, §11). In this section we shall determine all the functions f(x, y) which are completely monotonie in a rectangular region (5.2) R(ao,ßo,a,ß): a0 < x < a, ß0 < y < ß (-00 gao<ag+cc, -oo g ßo < ß g + °°).
All possible cases will be taken care of if we consider successively the License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use following three regions:
(5.2') ao<x< + °o, ßo<y < + <*>, (5.2") ao < x <a, ßa < y < ß (a,ß< + oo), (5.2'") «o < x < a, ß0 < y < + oo (a < + oo), where a0 and ß0 are either finite or else = -oo. Let us first assume that f(x, y) is completely monotonie in the region (5.2'). Consider the Hausdorff system (4.35) derived from the matrices (4.34) whose elements enjoy, besides (4.3) and (4.4), the further property It follows immediately from (5.1) that for any fixed value of x(>aa) and for p = 0, the function g(y) = (-Dp(dp/dxp)f(x, y)
is completely monotonie in y for ß0 <y < + oo. Hence
is completely monotonie for a0<x< + <*>, since (-l where the function r(u, v) has the following properties:
for 0<«< + oo,0<»< + °o,Oá»'<«"< + «>,OáV< »"< + <».
The improper Stieltjes integral (5.6) is absolutely convergent in R(a0, ßo, +00, +00 ) and the function t(u, v) is uniquely defined by (5.6) and (5.7).
Conversely, every function f(x, y) defined by (5.6) and (5.7) is always, if finite throughout R, a completely monotonie function in R(a0, ßo, + °°, + 00)- where \pq}zQ,from which it follows thatf(x, y) may be analytically extended and is still represented by (5.8) in the region (5.9) ao < x < 2a -a0, ßo < y < 2ß -ß0.
Conversely, every function f(x, y) defined by (5.8), with \pq^0, is always, if finite throughout R, a completely monotonie function in R(a0, ßo, oc, ß). where the functions g"(y) are completely monotonie for ß0 <y < + °o. The representation (5.10), which is also unique, converges and gives an analytic extension off(x, y) in the region (5.11) ao < * < 2a -ao, Po < y < + oo.
Conversely, every function f(x, y) defined by (5.10) with the gp(y) completely monotonie for ß0<y< + 'x>,is always, if finite throughout R, a completely monotonic function in R(a0, ßo, a, + oo).
The last converse statement follows from the relations In the second part of this theorem it is understood that f(x, y) is completely monotonie in the interior of the region (5.17) and also continuous on the part of the boundary which belongs to this region.
University of Chicago, Chicago, III.
