Much recent research activity has been devoted to empirical study and theoretical models of complex networks (random graphs) possessing three qualitative features: power-law degree distributions, local clustering, and slowly-growing diameter. We point out a new (in this context) platform for such models -the stochastic mean-field model of distances -and within this platform study a simple two-parameter proportional attachment model. The model is mathematically natural, permits a wide variety of explicit calculations, has the desired three qualitative features, and fits the complete range of degree scaling exponents and clustering parameters; in these respects it compares favorably with existing models.
Introduction
The topic of complex networks, more precisely the design and theoretical analysis of stochastic models of large graphs which differ from the classical Erdős -Rényi model, has attracted intense recent attention, surveyed from a statistical physics viewpoint in [1, 9] and from a rigorous mathematical viewpoint in [6] .
Let us frame one aspect of this topic, by analogy. In freshman statistics we learn that bivariate data (e.g. heights and weights of n individuals) can be summarized by 5 summary statistics: average height, s.d. of height, average weight, s.d. of weight, correlation coefficient. And there is a 5-parameter probability model, the bivariate Normal, which (in several precise senses) exactly corresponds to these particular summary statistics. In the context of real-world graphs (where we will always regard the number n of vertices as large), one could analogously seek a crude statistical description by reporting a set of summary statistics. An evident choice is These choices reflect and seek to quantify three qualitative features claimed to hold in many interesting graphs (from WWW links to human social networks): power-law degree distribution, local clustering of edges, and diameter growing as O(log n). So from the viewpoint of classical mathematical statistics, it would be natural to seek a several-parameter stochastic model of random graphs whose parameters could be readily identified with summary statistics of the kind above. In more detail, we propose three desiderata 1 for a satisfactory model, beyond possessing the three qualitative features mentioned above:
• mathematical tractability: one can find reasonably explicit formulas for a variety of quantities of interest • fitting flexibility: by varying model parameters one can vary summary statistics (like the 4 listed above) broadly through their possible ranges
• naturalness: the qualitative properties emerge from some simple underlying mathematical structure rather than being forced by fiat.
Unfortunately no satisfactory such models are known. The statistical physics literature surveyed in [1, 9] starts with a few elementary model-construction ideas (such as the proportional attachment and small worlds models mentioned in section 5) and then explores numerous variations. Our purpose in this paper is to introduce a new class of model we call metric copying, 2 and to study a particular two-parameter model (mean-field simple copying, MFSC) within this class. The description and analysis of the MFSC model involve somewhat more sophisticated mathematical visualization than has been used in previous complex networks literature. So let us first address the first two desiderata by listing results for the model (section 2), and only later (section 3) describe the model. Section 4 derives the formulas in section 2, and section 6 exhibits further calculations.
Some notation
We assume familiarity with elementary probability notions of random variables and their distributions. We write Geo(p), Bin(m, p), Exp(µ), Poi(η) for the geometric, binomial, exponential and Poisson distributions in their usual parametrizations. E(·) denotes expectation. We employ a "blackboard shorthand" of also writing Geo(p) etc for a random variable with that distribution. Thus the elementary reproductive property of the binomial distribution could be written as where the random variables on the right are independent, and where d = means equality in distribution. The point of this notation is that, analogous to "composition of functions" in which we interpret exp((x − 1) 2 ) as the composition of the two functions exp(x) and (x − 1) 2 , we can "compose" (statisticians say "mix") distributions. For instance (cf. (5) below), given a random variable Λ with values in (0, 1) we can write Geo(Λ) for a random variable whose conditional distribution given Λ = p is the Geo(p) distribution.
Formulas
The MFSC model has two parameters: α, λ. We will need to distinguish between a low clustering region with parameter ranges 0 < α < 1, 0 < λ ≤ 1/α
[low] (1) and the complementary high clustering region where αλ > 1; in the latter case it is convenient to reparametrize by using η := λ −1 log(αλ) in place of α, and the parameter ranges are 0 < η < 1, η + 1/λ < 1.
[high]
Like other models involving vertices arriving and creating edges to existing vertices, the MFSC model defines a directed acyclic (no directed cycles) random graph G n on n vertices. A key feature of the model is that there exists a well-defined limit infinite rooted graph G * ∞ which represents the n → ∞ limit of G n rooted at a uniform random (we say "typical") vertex. So for "local" statistics of G n , one can give "exact formulas in the n → ∞ limit" by doing calculations within the limit structure G * ∞ , and this is how we will obtain and interpret the formulas in sections 2.1 -2.5 below. These formulas will be derived in section 4.
The two parameters control mean degree and clustering
(a). First consider D in and D out , the random in-degree and out-degree of a typical vertex. Then
(see (16) for a more precise definition). Then
By solving (3, 4) we find (section 4.5) that every pair of values of ∂, κ cluster in the complete range 0 < ∂ < ∞, 0 < κ cluster < 1 occurs for a unique parameter pair (α, λ) or (η, λ). Moreover the two regions can be specified as
explaining our low and high clustering terminology. So the two model parameters α, λ have fairly direct interpretations in terms of mean degree and clustering; of course we could re-parametrize the model in terms of ∂ and κ cluster , but the internal mathematical structure is more conveniently expressed using the given parameters.
Distributions of in-and out-degrees
(a). The distribution of D in is specified as
and where
This works out explicitly as
with asymptotics
Formula (8) appears as a special case of recent results in two-parameter proportional attachment models [10, 8] , but in fact is a famous 80-year old calculation -see section 4.2.
(b). The distribution of D out is determined by the identity
where D, D i , D ′ i , i ≥ 1 are independent with the distribution of D out and where 0 < ξ 1 < ξ 2 < . . . are the points of a rate-1 Poisson point process on (0, ∞).
We do not know how to extract a useful explicit formula from (9) but we can compute moments. For instance
In the case λ = 1/α and in the limits λ → 0, λ → ∞ we get explicit formulas for the distribution of D out -see section 4.3.
(c).
D in and D out are independent.
Since both D out and D in can take the value 0, we see that P (D in + D out = 0) > 0, implying that G n will typically not be connected (see section 2.6 for further comments).
Densities of induced subgraphs
Let G be a finite directed acyclic graph. Define a random variable X n (G) to be the number of vertex-subsets V of G n such that G n restricted to V is isomorphic to G. To study asymptotics via our methodology, let G * denote G with one vertex distinguished as root, and let ι(G * ) ≥ 1 be the number of different root-choices which would give a rooted graph isomorphic to this particular choice. Then
where we define χ(G * ) in terms of the limit rooted random graph G * ∞ as follows.
χ(G * ) is the expected number of vertex-subsets V of G * ∞ including the root such that G * ∞ restricted to V is isomorphic to G * via a root-preserving isomorphism.
Note χ(G * ) ∈ [0, ∞]. Defineχ(G * ) ≥ χ(G * ) by "allowing extra edges"; preciselȳ χ(G * ) is the expected number of vertex-subsets V of G * ∞ including the root such that there is a root-preserving vertex bijection from G * to V such that each edge of G * is taken to an edge of G * ∞ .
In the formulas below the choice of root does not matter, since for these particular graphs ι(G * ) does not depend on the choice of root. (a). For a directed path π r with r ≥ 1 edges,
(b). For the complete directed acyclic graph K r on r ≥ 2 vertices,
where β 1 = β and for general u ≥ 1
In particular, for the case of triangles K 3 we have explicitly
The formula above is the key ingredient in the formula for κ cluster . Recall its verbal description
This becomes
and then (12, 16) immediately give the formula (4).
(c). For a directed path π r with r ≥ 1 edges,
For the complete bipartite directed graph K 2,2 , for β 2 < 1 2 (which always holds in the low density case)
.
(e). In principle one can calculate χ(G * ) for any G * , but in practice it is not clear to what extent useful explicit formulas can be found -see section 4.4 for further discussion, and for the observation that certain graphs G * cannot occur in the limit.
Triangle density as a function of degree
The parameter κ cluster gives an overall measure of triangle density. A more detailed description is provided by statistics C(k), k ≥ 2 defined by C(k) = E(number of triangles containing a random degree-k vertex)
In principle the methods of this paper could be used to obtain an exact formula for C(k), but we shall be content with outlining (section 6.5) the tail property
See section 5 for further comments.
Edge-lengths
Our model has a "metric structure", in that there is a distance d metric (v, w) between any two vertices which does not involve the realization of edges in the random graph. So each edge (v, w) of the graph has a real-valued length d metric (v, w), and so a typical edge has a random length L. The probability density function for L is given by the formula
Mathematica gives an equivalent expression as a sum of incomplete hypergeometric functions. One can readily observe that f (x) = exp(−(λ± o(1))x) as x → ∞. In the underlying metric space, the number of vertices within distance k of a typical vertex grows as e k . So one can give a rough reinterpretation of the tail behavior of f (x) as saying that the chance that a vertex has an edge to its k'th nearest neighbor should scale as k −λ−1 .
Note this property appears without being explicitly built into the model.
Other local statistics
There are further questions, concerning exact behavior in the n → ∞ limit, which are in principle solvable in terms of the limit network G * ∞ , but where we have been unable to obtain usefully explicit answers. A major question concerns the percolation probability p perc (α, λ) = P (typical vertex is in infinite connected component of G * ∞ ).
(21) By analogy with classical facts about the Erdős -Rényi model, we expect that above the percolation threshold, that is when p perc (α, λ) > 0, the random graph G n will have a giant component whose size C n (α, λ) satisfies n −1 EC n (α, λ) → p perc (α, λ).
Unfortunately we do not see how to write p perc (α, λ) as a solution of any simple equation. By studying an easier-to-analyze directed percolation problem, it is not hard to show (section 6.2 if 2β − β 2 > 1 then p perc (α, λ) > 0.
(22)
Average distance
In any graph, write d graph (v, w) for the minimal number of edges in any path from v to w. The diameter ∆ and the average distance L are defined by
In the context of a simple proportional attachment model it is known [7] that E∆ n , EL n = (1 + o(1)) log n log log n as n → ∞.
It is natural to conjecture the same result for our model (above the percolation threshold and restricted to the giant component). Without having thought about details it seems clear that standard techniques of abstract mathematical probability would be enough to show the weaker bound
Such questions cannot in principle be answered completely using G * ∞ .
Summary of advantages and disadvantages of the model
The previous sections convey some advantages of the model:
• it has the three qualitative features desired in a complex networks model (power-law degree distribution, clustering, small diameter)
• it fits the complete possible range of mean degree (or scaling exponent) and clustering parameters
• it permits a broad range of explicit calculations.
So to be fair let us list some disadvantages from a modeling viewpoint.
• G n is not connected (for large n); cf. section 2.6.
• There is no power law for distribution of in-degree.
• in-degree and out-degree are independent.
• The scaling exponent for out-degree is determined by the mean degree; one might prefer a model where these could be specified separately.
• In the n → ∞ limit not every finite graph is possible as an induced subgraph (section 4.4).
3 The model
Metric copying models
Let us briefly outline a general modeling framework, metric copying models. Each vertex v is a point in a metric space; that is, there is some realvalued distance d(v, w) between any two vertices v, w. Given some rule for the positions of successive vertices 1, 2, . . ., and given a function p : [0, ∞) → [0, 1], we can construct random directed graphs G n inductively on n as follows. When vertex n arrives, then (i) for each directed edge (i, j) of G n−1 , a "copied" edge (n, j) is created with probability p(d(n, i)); (ii) for each vertex i (1 ≤ i < n), a new edge (n, i) is created with probability p(d(n, i)); (iii) the events above are independent, except that repeat edges are censored.
Imagine p(·) to be rapidly decreasing. A moment's thought shows how this model resembles proportional attachment models. An existing vertex v with in-degree d has d + 1 opportunities to acquire an in-edge, due to the next arriving vertex being close to v or close to one of the d vertices with edges to v.
In principle one could study such models based on random points in ddimensional space, but within such settings it is notoriously hard to do explicit calculations (see e.g. [13] for different models of random graphs based on d-dimensional random points), and the choice of d is arbitrary. We will avoid both problems by using a well known (in other contexts) model which is loosely interpretable as "random points in infinite-dimensional space". Note that in d-dimensional space, the number of points within distance r of a typical point grows as r d ; what makes our model "infinite-dimensional" is that this number grows as e r .
For later use recall that a pre-metric ∂(i, j) is symmetric and strictly positive for j = i. A pre-metric can be used to specify a metric d(v, w) as the minimum, over paths
A d-dimensional analogy
As a final preliminary, the following analogy may be helpful. In d-dimensional space R d , take a cube [−n 1/d /2, n 1/d /2] d of volume n, and put n uniform random points in that cube. This structure has a n → ∞ limit, the Poisson point process in R d with mean intensity 1 point per unit volume. Moreover the limit process can be represented as the distribution, at any fixed time, of a time-evolving process of points, where the evolution rules are (i) points move away from the origin as deterministic motion with exponential rate 1/d; a point at position x at time t will be at position xe (t ′ −t)/d at times t ′ > t.
(ii) New points arrive as a rate-1 space-time Poisson process; that is, the chance of a point arriving in a cube of volume dx during a time interval dt equals dx dt. In the limit process, regard the "present time" as time 0, and regard the process as having evolved 3 over time −∞ < t ≤ 0. Particles at the present time have ages which are independent Exp(1) random variables independent of present positions; from the present configuration of positions and ages one can deterministically reconstruct the past evolution of the process.
The stochastic mean-field model of distance
Our model of an underlying metric space is specified by three rules. (i) Point n arrives at time t n = log n.
(ii) At the arrival time t n , the pre-distances (D(n, j; t n ), 1 ≤ j ≤ n − 1) from n to the earlier-arriving points are independent random variables with exponential, mean n, distribution. (iii) Distances grow exponentially with time;D(n, j; t) = e t−tnD (n, j; t n ) for t > t n . So at time t there are n = ⌊e t ⌋ points, and the n 2 pre-distancesD(i, j; t), 1 ≤ i < j ≤ n) are independent random variables with exponential, mean e t , distribution. This pre-metric specifies a metric D(i, j; t),
for this process of arriving points and distances.
Here is a key feature of this construction. At time t pick a uniform random point V t as a "root". Then there is a t → ∞ limit (in distribution) structure, which is a metric space on a countable infinite number of points, one being distinguished as the root. The limit structure, called the PWIT, is described below. The meaning of "limit" is that, for arbitrary fixed r < ∞, the configuration of points in D t within distance r of V t converges in distribution to the configuration of points of the PWIT within distance r of the root (this is local weak convergence of random networks [5] ). 
The PWIT
The PWIT is defined by a construction, illustrated in Figure 1 4 . Start with a single root vertex ∅. This root vertex is then given an infinite number of near neighbors, and the edges from the root to the near neighbors are assigned lengths according to a realization of a Poisson process (ξ ∅ i : 1 ≤ i < ∞) of rate 1 on (0, ∞). Now, recursively, each vertex v arising as a near neighbor of a previous vertex is given an infinite number of near neighbors, and the edges to these near neighbors of v are again assigned lengths according to an independent realization of a Poisson process (ξ v i : 1 ≤ i < ∞) of rate 1. This procedure is then continued ad infinitum. The resulting rooted infinite tree is a well defined random object, called the Poisson weighted infinite tree (PWIT).
The distance D(v, w) between two vertices of the PWIT is just the sum of edge-lengths along the path from v to w. Though we have drawn a tree in Figure 1 , the lines merely indicate the near neighbor relationships; it is better to think of the edges as absent while retaining the distances D(v, w). In this way we may regard the vertices of the PWIT as an infinitedimensional analog of the d-dimensional Poisson point process in section 3.2. Formula (33) later provides one formalization of "infinite-dimensional".
The survey [5] gives a careful explanation of how the PWIT arises as a limit of finite models such as D t , and gives some applications to combinatorial optimization 5 . The key point is that, for an arriving vertex V t in D t , the existing vertices at smallestD-distances correspond in the limit to the near neighbors in the PWIT.
In the present setting, each point v of D t has an "age" at time t, and in the limit PWIT these ages are (exactly as in section 3.2) independent Exp(1) random variables, A v say. Thus if we write D * 0 for the PWIT and A root for the age of the root, then (given the other ages A v also) we can reconstruct the time-evolution of a backwards space-time PWIT process (D * s , −A root ≤ s ≤ 0). Precisely, as s runs backwards (a) the edge-lengths ξ decrease exponentially; at time s < 0 the length is ξe s ; (b) a vertex v and its incident edges are deleted at s = −A v . Then D * s is defined as the connected component containing the root at time s. This limit process relates to the finite process as follows. Let A t be the age (at time t) of the randomly-chosen vertex V t at time t. Then
t+s is the configuration D t+s rooted at V t . There is also a forwards space-time PWIT process (D * s , 0 ≤ s < ∞) specified as follows. Start with the PWIT D * 0 . At time s increases, all intervertex distances increase at exponential rate 1. For each vertex v present at time s, and each 0 < r < ∞, there is chance 1 · dr ds that during [s, s + ds] a new vertex v ′ will appear at distance ∈ [r, r + dr] from v as a near neighbor of v. Along with this vertex (which has current age 0) is an independent copy of the PWIT rooted at v ′ , whose other vertex-ages are independent Exp (1) . The relation between the finite-t and the limit process is analogous to (23):
Here is the calculation leading to the formula "1" in Implicit in the model is the fact that the "geometry" of the space seen by a newly-arriving particle v * is statistically the same as the geometry as seen by a typical existing particle. This is the familiar PASTA (Poisson arrivals see time averages) property in queuing theory. In particular, at the arrival time of v * the geometric components containing the different near neighbor vertices v 1 , v 2 , . . . are independent copies of the PWIT. This recursive self-similarity property of the PWIT process is fundamental to its analytic tractability. Figure 2 and its legend may be helpful. Figure 2 shows the space-time PWIT at an earlier time
The MFSC model
The process (D tn , n = 1, 2, 3, . . .) of arrivals and inter-point distances described in section 3.3 defines an "underlying geometry"; we now define the random graph process (G n , n = 1, 2, 3, . . .) which is the subject of this paper. Fix two parameters 0 < α, λ < ∞
and write
We now implement the "metric copying" idea from section 3.1. G 1 consists of vertex 1 and no edges. When vertex n arrives at time t n = log n, then (i) for each directed edge (i, j) of G n−1 , a "copied" edge (n, j) is created with probability p(D(n, i; t n )); (ii) for each vertex i (1 ≤ i < n), a new edge (n, i) is created with probability p(D(n, i; t n )); (iii) the events above are independent, except that repeat edges are censored.
Note that we useD instead of D in determining attachment probabilities (becauseD-near vertices at finite time correspond to the near neighbors in the limit PWIT). We call (G n , n = 1, 2, 3, . . .) the mean-field simple copying (MFSC) model. Our focus in this paper is the study of the MFSC model using its limit structure. Just as the t → ∞ limit of the time-t "geometry" D t is the PWIT, we can consider G t jointly with D t , and we get a limit random directed graph G * ∞ existing jointly with the PWIT. The structure of G * ∞ near the root is exactly the t → ∞ limit structure of G t relative to a random ("typical") vertex V t , and so we can obtain (in principle) a wide variety of asymptotic results about G t by doing calculations upon G * ∞ . What makes this methodology non-trivial is that we don't have a useful explicit description of G * ∞ . Instead, we can consider the space-time limits (23,24) jointly with (G t ); then in the limit we get the space-time PWIT processes existing jointly with a random graph process (G * ∞ (s) (where now G * ∞ (0) = G * ∞ )). The process (G * ∞ (s)) evolves with s and the space-time PWIT process by the rules implied by (i)-(iii) above. Precisely, What makes this process tractable is that the recursive self-similarity property of the PWIT extends to the random graph process; each v i defines a geometric component and a random graph on that component, and these are independent copies of the joint distribution of the PWIT and G * ∞ . Figure 1 . Figure 4 here shows only the edges that were present at time t − , that is are shown in Figure 3 . Some edges crossing outside the window have been redrawn at different angles for later convenience. Figure 5 . Suppose in Figure 1 that the center vertex ∅ arrives at time t + ; Figure   5 illustrates the graph just before that arrival. Since the time-t − configuration in Figure 4 , more vertices have arrived and formed edges, and distances have expanded.
g g g g g g g g g g g (D(∅, v) ). In this realization, edges appeared to the near neighbors d and a, and two other edges (one from d and one from e) were copied.
Reparametrization and extreme cases
Although the model makes sense for the full range (26) of parameters, we will only consider the ranges (1,2) for which the limit mean degree is finite.
Note that the reparametrization η := λ −1 log(αλ) when αλ > 1 allows us to rewrite (27) as
In the two extremes of clustering, our model simplifies in different ways. For fixed α, in the λ → 0 limit, the model becomes, for large n, the following variant of the proportional attachment model:
An arriving vertex has a Poi(α) number of out-edges, the endvertices being chosen with probabilities proportional to 1+ indegree.
At the other extreme, for fixed η our model makes sense with λ = ∞, interpreting (29) to mean p(x) = 0, x > η. In this case the model becomes, for large n, An arriving vertex v * chooses at random a Poi(η) number of neighbors v j , and creates edges (v * , v j ), and also copies each existing edge (v j , w) to a new edge (v * , w).
Clearly in the former limit we have κ cluster = 0 and in the latter limit we have κ cluster = 1.
In section 4 we derive the formulas stated in sections 2.1 -2.5. As described in section 3.5, our methodology is to regard D in and D out as the (random) in-degree and out-degree of the root in G * ∞ , and to study this using the time-dynamics of G * ∞ (s) derived from the space-time PWIT process and the evolution rules of the graph process.
Two helpful calculations
We will make frequent use of the next lemma.
In particular, β := β 1 < 1 for all parameter values.
Proof. We will do the low clustering density case -the high density case is similar. The chance that some ξ i falls into an interval [x, x + dx] is dx, so
Moreover, the contribution to variance of Z (1) from the interval [x, x + dx] equals (αλe −λx ) 2 dx, and so by using the independence property of the Poisson process var
We next recall a classical result. Fix 0 < θ < ∞. Set N (0) = 1 and let (N (t), t ≥ 0) be the Yule process of rate θ, that is the Markov process which changes only by +1 steps and for which A textbook result (e.g. [15] sec. 5.3) says
Note that in the PWIT, if N (r) is the number of vertices within distance r from the root (counting the root itself), then the process (N (r), r ≥ 0) is a Yule process of rate 1, and so in particular
Distribution of in-degree
We start by giving the derivation of
for β = EZ (1) . In the forwards space-time PWIT process, let N (t) be 1+ the in-degree of the root, when the root has age t. Thus N (t) counts the set of vertices v for which v → root is an edge, or v = root. When a new vertex v ′ arrives with some v in this set as a near neighbor, at distance r, there is chance p(r) for the root's in-degree to increase by 1, and so from the dynamics (25) of the forwards space-time PWIT process we see that N (t) is the Yule process of rate β = ∞ 0 p(r) dr.
Use formula (32) and the fact that the age of the root of the PWIT has Exp(1) distribution to obtain (5) . We can quickly use (5) to calculate ED in .
1−β as at (3) . We now calculate the distribution of D in in the same way. Since P (Geo(p)
using the Beta integral formula. This is (7) , and (8) follows. Historical note. Yule [17] introduced what we now call the Yule process in 1924 in the context of a model for evolution of new species. It is interesting that his central mathematical results are the Geometric distribution (32) [his (5) ] and the calculation starting from our (5) [representing, for Yule, a distribution of numbers of species in a typical genus] of the explicit distribution (8) [his (12) ]. After 80 years we have slicker notation but the argument is the same! Moreover Yule's motivation was to find a simple model yielding a power-law distribution for number of species per genus, just as the motivation for the recent literature on proportional attachment models was to find a simple model yielding power-law degree distributions.
Distribution of out-degree
We will first derive (9) . Since the out-edges are formed on arrival, we may suppose the root of the PWIT has just arrived. Consider a near neighbor v ′ at distance r. For each out-edge of v ′ , and for v ′ itself, there is chance p(r) that a corresponding out-edge is created at the root, giving a total number Bin(1 + D (i) , p(r)) of out-edges, where D (i) is the out-degree of v ′ . Summing over all near neighbors and using the recursive self-similarity property,
which becomes (9) . We now turn to the issue of using (34) to get information about the distribution of D out . We know a priori that ED out must equal ED in , but let us first check that we can indeed use (9) to show ED out = β/(1 − β). Since EBin(n, p) = np we see
So (34) gives
Variance. The calculation of the variance var D out provides a textbook illustration of the utility of the general conditional variance formula var X = Evar (X|Y ) + var E(X|Y ).
We give the details in the low density case; the high density case is similar. In the defining equation (9) write D for D out and write D and Ξ for the random sequences (D i ) and (ξ i ). Because var Bin(n, p) = np(1 − p) we have var (D|D, Ξ) = (3) and (14).
Next consider the conditional expectation
We will calculate var W by using the conditional variance formula. Since
And since
(37)
Using the conditional variance formula twice var D = Evar (D|D, Ξ) + Evar (W |Ξ) + var E(W |Ξ)
Solving gives the equation (10) for var D out .
Special cases. (a). Fix α. Since p(x) ≤ αλ, in the λ → 0 limit we can apply the Poisson limit of Binomials result to the defining equation (9) to obtain (cf. section 3.6)
. Fix η. In the λ → ∞ limit we can use the limit process of section 3.6 to show that 1 + D out has the distribution of the total population size in a Galton-Watson branching process with Poi(η) offspring distribution. This is (see e.g. [4] ) the Borel-Tanner(η) distribution
In the case αλ = 1 it turns out (an argument is sketched in section 6.3)
Independence of in-degree and out-degree. This independence, noted at (11), follows from the fact that in the forwards space-time PWIT process the out-degree of the root is determined at arrival time; the subsequent evolution of the process of in-edges is clearly independent of the state of the graph immediately after arrival.
Densities of induced subgraphs
First consider π r , the directed path with r edges, rooted at the last-arriving vertex, which we will call the head. Clearly χ(π 1 ) = ED out = ∂. Let us write out the (rather obvious) inductive argument for π r . Whether or not the root vertex of G * ∞ is the head of a r-path is determined at its arrival time. Consider a near neighbor v i of the root, at distance ξ i . The expected number of r − 1-paths headed by v i equalsχ(π r−1 ). Since there is chance min(1, αλe −λξ i ) for the root of G * ∞ to be linked to v i , the expected number of r-paths of the form root → v i → . . . equalsχ(π r−1 ) × P ((root, v i ) is edge of G * ∞ ). Summing over i gives χ(π r ) =χ(π r−1 ) × ED out =χ(π r−1 ) × ∂ and soχ(π r ) = ∂ r by induction.
The result for the complete directed graph K r on r vertices is similar. For r = 2 we have χ(K 2 ) = χ(π 1 ) = ∂ and so to establish formula (13) by induction it is enough to show
In the forwards space-time PWIT process, consider a vertex-set S r isomorphic to K r , headed by its latest-arriving vertex v * . At time t after the arrival of v * , let N t = 1+ the number of K r+1 -subgraphs of the forwards space-time PWIT process which are of the form {v} ∪ S r for some v; regard the "+1" as counting S r itself. Then N t is a Yule process of rate
because for each vertex v counted in N t , a new vertex v ′ arriving with near neighbor v at distance x has chance [p(x)] r to create the r edges needed to make {v ′ } ∪ S r be a K r+1 subgraph. Moreover these are the only ways in which a new K r+1 of the form {v ′ } ∪ S r can be formed. By the Yule formula (33) N t d = Geo(exp(−tβ r )).
Now regard K r+1 as rooted by its second-latest arriving vertex. In G * ∞ the root has age T d = Exp (1) . At its arrival time the root headed some random number of K r 's, with mean χ(K r ), so by considering the mean number of K r+1 's at the present time
giving (41). The argument for (17) is similar, except that in place of (42) we want the rate at which the (r + 1)'st vertex links to the r'th vertex but not to any of the previous (r − 1) vertices, and this rate is
The argument above gives, analogous to (41),
and the binomial expansion of (43) completes the derivation of (17) .
The calculation for formula (18) forχ(K 2,2 ) involves breaking into two cases, and is relegated to section 6.1.
Other subgraphs. For the graph out − star r consisting of r out-edges at a root, it is clear thatχ
and these can in principle be evaluated using (9, 5) . Some subgraphs have density zero. It is easy to see that the graph below (where no "vertical" edge is present)
has density zero. In section 6.4 we state the conditions on G * which make χ(G * ) = 0.
Reparametrization
Writing α, λ in terms of ∂, κ cluster by solving (3, 4) gives the formulas
Edge-lengths
The previous calculations have not made very extensive use of the timedynamics of the forwards space-time PWIT process, and in particular have not used the fact that edge-lengths grow exponentially at rate 1. To derive the formula (20) for edge length density we do need to exploit such timedynamics. We consider only the low-density case; the high density case is a little more complicated because the distribution in (ii) below is no longer exponential.
Consider the lengths of the in-edges at a particular vertex v 0 . Following a tradition in mathematical probability, we visualize an in-edge of length ℓ as a "particle" at position ℓ on a line; we also put a particle at position 0 to represent the vertex v 0 itself. If we start time τ with τ = 0 at the arrival time of v * , then the evolution of the "particle process" can be specified as follows.
(i) There is a particle at position 0 at all times τ ≥ 0.
(ii) For each particle (at position x at time τ , say), at stochastic rate α per unit time a new particle appears at position x + Exp(λ). (iii) particle positions increase deterministically at exponential(1) rate: a particle at x at time τ will be at xe τ 0 −τ at time τ 0 > τ . Rule (ii) derives from (25): for an existing edge (v ′ , v 0 ), a new vertex arriving at distance r from near neighbor v ′ creates an edge to v 0 with probability p(r), so the rate at which each existing edge is copied equals ∞ 0 p(x) dx = α; moreover conditional on copying, the distance r has Exp(λ) distribution, and so the length of the new edge equals the length of the old edge +Exp(λ).
To We shall study f (x) dx = E(number of in-edges at a typical vertex with length ∈ [x, x + dx]).
Since the age of a typical vertex has Exp(1) distribution, f (x) can be written as
The verbal description of the particle process leads to the equation Here the first term on the right expresses the deterministic exponential growth, the second term expresses birth of particles to parents not at 0 (copying of existing edges) and the third expresses births to the 0-particle (new edge to v 0 ). Multiply the terms of the equation by e −τ and integrate out τ ; noting
we obtain
Differentiate:
Rewrite with the integral term on the left, and then substitute the integral term by the expression implied in (46):
Tidy:
Look for a series solution
a n x n .
Equating coefficients of x n :
(n + 2)(n + 1)a n+1 + λ(n + 1)a n + (1 + α)(n + 1)a n+1 + λa n = 0.
That is, a n+1 a n = −λ(n + 2) (n + 1)(n + 3 + α) and so a n = (−λ) n (n + 1)Γ(3 + α) Γ(n + 3 + α) a 0 .
One can directly check that f (0+) = 1, identifying a 0 = 1. Since the mean in-degree is α/(1 − α), the probability density function of a typical edge must be 1−α α f (x), establishing (20).
A full discussion of the relation of our model to other models of complex networks is best left to some future survey article by an impartial author.
Here we attempt only a brief discussion. Recent complex networks models falls into two categories. In the small worlds models popularized by Strogatz and Watts, vertices are points in ddimensional space, which automatically provides a metric distance between vertices, and the model uses some rule to create a random graph with shortrange and long-range edges. In purely graph-theoretical models, such as the basic proportional attachment model popularized by Albert and Barabási 6 the vertices have no "intrinsic structure" other than that provided by the graph; we visualize this as saying that each pair of vertices is metric distance 1 apart. In a metric copying model we visualize vertices as points in some abstract metric space, representing (in the case of web pages, say) the difference between the content of the pages, or (for people) some notion of "social distance" based on location, education, profession, interests etc of the individuals. In detail the mean-field model of distance model is used for mathematical tractability rather than any claimed realism. But the exponential growth of number of vertices with metric distance is intermediate between, and surely in many contexts more plausible than, the alternatives implicit in the two standard categories of model above.
Within graph-theoretic models, the idea of distance preferences in attachment has been explored (see [11] and citations therein). But the general idea of combining proportional attachment with metric geometry has scarcely been explored 7 , and the specific use of the mean-field model is novel.
As a technical note, the mean-field model is a zero-parameter 8 model of distance. Our full network model has the two parameters (α, λ); in contrast a typical small-worlds network model has four parameters (dimension, number of short-range links, constant and exponent for probability of long-range edges).
As another technical note, the property (cf. (19)) C(k) ∼ c/k has been proposed [14] as a criterion for identifying networks which are "hierarchical" in some sense. Since our model has this property without any explicit hierarchical structure, we are inclined to regard the criterion as ineffective 9 . 6 but really just a minor variation of Yule's idea: see Lecture 4 of [2] 7 [12] gives a simulation study of an explicitly power-law model, as well as interesting empirical study of a notion of lexical distance between web pages 8 Zero dimensionless parameters, to be pedantic 9 One could alternatively regard it as indicating some subtle emergent hierarchical struc-
Obviously, the specific model studied in this paper is intended as a "general purpose" model rather than being tuned to some particular subclass of real-world networks. Having as one ingredient the now-familiar proportional attachment feature, one could look at the many existing variant models in the literature and explore them within our platform. In other words, there are many ways to add a third parameter intended to express some presumed real-world feature or some theoretical desideratum. For instance
• One can impose connectivity by requiring that a new vertex always links to its nearest neighbor.
• one can add rules allowing a new vertex to immediately acquire inedges, or for edges to randomly appear between existing edges. Such rules can be designed (as in e.g. [6] section 11) to produce power law distributions for in-degree.
Concluding remarks
In this paper we have focused on • describing the model and its conceptual background (section 3)
• listing explicit formulas (sections 2.1 -2.5) and exhibiting the calculations which lead to these formulas (section 4).
We are postponing to a later paper consideration of • technical issues in the relation between the finite-n model and its infinite limit G *
∞
• the open problems indicated in sections 2.6 -2.7, whose study requires the "bounding" techniques of theoretical mathematical probability rather than explicit calculations.
ture; cf. [16] 6 Further calculations 6.1 Density of K 2,2
Here we do the calculations for (18). We first quote
Next consider the graph G * on the left of Figure 7 . Figure 7 . Graphs related to K 2,2 .
We will showχ
where β 2 = EZ (2) . We start by repeating the argument in the r = 2 case of (41). In the forwards space-time PWIT process, consider the newly-arrived root and an edge (root, v −1 ). At time t after the arrival of the root, let N t = 1+ the number of vertices v such that (v, root) and (v, v −1 ) are both edges of the graph process; regard the "+1" as counting the root itself. Then N t is a Yule process of rate β 2 = ∞ 0 p 2 (x) dx. Thus at time t there are Nt−1 2 graphs of the desired form containing the edge (root, v −1 ). Since the age T of the root has Exp(1) distribution, we seē
where ∂ = ED out is the expected number of edges of the form (root, v −1 ). Using (32) and (48),χ
and (root, v −2 ) are edges, and v −1 and v −2 were in different geometric components at the arrival time of the root.
By considering distances r 1 , r 2 from the root to the near neighbors of the geometric components containing v 1 , v 2 ,
Now consider in G * ∞ configurations G as on the right of Figure 7 , where there is no edge between v −1 and v −2 , and where the root is the first-arriving vertex to have edges to both v −1 and v −2 ; these requirements are equivalent to saying that at the arrival time of the root, v −1 and v −2 were in different geometric components. Reuse a now-familiar argument. At time t after the arrival of the root, let N t = 1+ the number of vertices v = root such that (v, v −2 ) and (v, v −1 ) are both edges of the graph process; regard the "+1" as counting the root itself. Then N t is a Yule process of rate β 2 = ∞ 0 p 2 (x) dx. Thus at time t the number of possible unordered pairs {v 1 , v 2 } which give the configuration in the figure, where we allow one of {v 1 , v 2 } to be the root, equals Nt 2 . Since the age T of the root has Exp(1) distribution, we seē
is the density of graphs as on the right of Figure 7 , perhaps with extra edges, but subject to the restriction that the root is the first-arriving vertex to have edges to both v −1 and v −2 . Using (32) and (48),
One can now write 1 2χ (K 2,2 ) =χ(G * ) +χ( G) because a 4-vertex graph in G * ∞ containing K 2,2 is either of the form G * or is the restriction of a graph of the form G, in which the extra root is specified by the restriction stated above (the factor 1/2 on the left reflects the fact ι(K 2,2 ) = 2.) Combining the formulas above gives 1 2χ (K 2,2 ) =
which simplifies to (18).
Directed percolation
Here we record some calculations without detailed explanation. In the context of the space-time PWIT and the evolving random graph process G * ∞ (s), we can seek to grow a "core" graph C(s) inside G * ∞ (s) via a greedy rule: a newly-arriving vertex is included in C(s) if it creates an edge to some vertex already in C(s), in which case all such edges are included in C(s).
If this construction works, we expect a stationary distribution C(0) ⊂ G * ∞ . Consider q = P (root ∈ C(0)) Y = out-degree of root in C(0), given root ∈ C(0).
Consider the relation
where we write Ber(p) for a Bernoulli(p) r.v. (taking value 1 with probability p and value 0 otherwise). Using the recursive structure of the limit random graph process, we see that q and Y solve the equations (for unknown 0 < q < 1 and an unknown distribution on {1, 2, 3, . . .})
Define p dir-perc (α, λ) to be the solution q if it exists, and to be 0 otherwise. The interpretation of this quantity in terms of the finite random graph process (G n , n ≥ 1) is that
where T is the maximal size of a tree in G n directed toward some root. So in particular p dir-perc (α, λ) ≤ p perc (α, λ).
Equation (50) in principle determines p dir-perc (α, λ), but to get an explicit bound we reuse an underlying idea.
Ber i (q)Bin i (2, p(ξ i )) = Y * , say.
If the equation q = P (Y * ≥ 1) (51) has a solution q > 0 then one can argue p dir-perc (α, λ) ≥ q. But (51) is an explicit equation 1 − q = exp − (2p(x) − p 2 (x))q dx = exp(−(2β − β 2 )q).
If 2β − β 2 > 1 there is a solution q > 0, establishing (22).
Out-degree in the case αλ = 1
The special property of this case is that p(x) = e −λx . On the PWIT consider
Ber(e −λd(v,root) ).
This satisfies the same recursion (in the special case) as does D out . But there is another way to study Y , which we sketch briefly. Either the root of the PWIT has no children within a small distance δ; or it does have a child, and the distances to the other descendants of the root and of this child are independent copies of the PWIT distances. Since the effect on Y of increasing distances by δ is to censor each Bernoulli success with probability λδ, we see that Y is the stationary distribution of the continuous-time Markov chain on states {0, 1, 2, . . .} with dynamics y → y − 1 : rate λy y → y +Ŷ + 1 : rate 1 whereŶ is an independent copy of Y . One can now check algebraically that P (Y = y) = (1 − 1 λ )( 1 λ ) y , y ≥ 0 solves the balance equations for this chain. That is, D out has Geo(1 − 1 λ ) = Geo(1 − α) distribution, as asserted in (40). then we will have
Here we are sliding over the fact that 1 + D in is the Yule process evaluated at an independent Exp(1) time T ; conditioning this to take a value k does not affect the properties used in the argument below. Suppose vertices v 1 , . . . , v 
