Speckle appears in all conventional ultrasound images and is caused by the use of a phase-sensitive transducer. Speckle is an undesirable property as it can mask small but perhaps diagnostically significant image features. In this paper a homomorphic, hybrid nonlinear processing method, based on cancellation of scattering interference, is developed and examined. Experiments with synthetic and real ultrasound imagery show that the proposed method improves the contrast-to-noise ratio in both lesion and cyst areas and preserves edge clarity.
INTRODUCTION
The phenomenon of speckle in ultrasound imaging results directly from the use of a phase-sensitive transducer and occurs when structure in the object is on a scale too small to be resolved by the imaging system [1] . It is an interference phenomenon-small scatterers cause constructive and destructive phase interference at the receiving array. Speckle is an undesirable property as it can mask small but perhaps diagnostically significant image features.
The statistical properties of random walks have been studied for many years [2] [3] [4] , and their relevance to speckle has been recognized for more than two decades. If there are a large number of scatterers (5 or more according to Tuthill et al. [5] ) within a pulse interval, scattering from each scatterer is independent of the others and the phase associated with each of the complex contributions is entirely random, i.e., uniformly distributed over the primary interval [6] . Thus, the speckle amplitude will have a Rayleigh distribution, will remain constant over time for a given transducer and view, and will be mostly dependent on the transducer's characteristics.
Speckle can be reduced by adding images of the same region obtained from transducers using different frequencies and different spatial locations [1] [2] [3] [4] [5] [6] [7] [8] [9] . These approaches are called frequency compounding and spatial compounding, respectively . Frequency compounding [10] has been implemented by dividing a wide bandwidth signal into many bands and summing components or by imaging at several different transducer frequencies. Spatial compounding has been implemented using images of the same region formed with different portions of a phased array. However, the division of the spectrum into different bands or the division of a transducer into different apertures is limited by the resolution, nonlinear and smoothing properties. Experiments with both real and synthetic images show that the method improves the contrast-to-noise ratio in both lesion and cyst areas and preserves edges well.
In Section 2, we describe the phase insensitive imaging technique and introduce our new hybrid approach. Section 3 gives the details of our ultrasound imaging simulations. In sections 4, 5, and 6, we present the simulated image results for various methods, compare their performance, and explain the parameter choices for our proposed method. The test results for a real image are provided in section 7, and conclusions are given in section 8.
PHASE INSENSITIVE IMAGING AND HYBRID HOMOMORPHIC METHOD
In this section, we introduce the principle of ultrasound imaging and the speckle formation mechanism. This is followed by a discussion of the phase insensitive imaging technique and an explanation of our approach to speckle reduction. Figure 1 illustrates image formation in a phase sensitive system. For a single imaging line l perpendicular to the transducer face, the time delays of array elements are controlled such that the transmitted signals from the individual elements reach a particular point at the same time. For transmission (the ultrasound beam focuses at a specified depth z f ), the time delay il of the i th element is given by
For a dynamic focusing receiver
where z t ϭ ct/2, c is the sound speed in tissue, t is the time, x i is the position of the i th element, and x l is the imaging line location. The left-hand side of figure 1 shows the time delays that compensate for the extra travel time required from each element to A relative to the element located at the imaging line l. The beam produced in this way exploits the phase coherence from element to element along the array. However, because of the phase sensitivity and pulse duration, a close point B is insonified at almost the same time and will affect the image pixel value at position A. Most body tissue that is homogeneous within a region contains many randomly arranged scatterers in the sensor's field of view; these scatterers cause constructive and destructive interference, resulting in granular structure (speckle) in an ultrasound image. This interference is difficult to prevent when employing phase sensitive imaging. Phase insensitive imaging is an improved technique that processes each sensing element value individually. The nonlinear processing of each element's output prior to summation can reduce speckle noise by disrupting phase interference. In power compression (a simple phase insensitive imaging technique), the signal return from each sensing element is compressed, the compressed values are summed across the elements, and the resulting sum is decompressed. The phase relationship between elements is thus destroyed, but the signal retains the same scale. The power compression method yields the following output B l (t) in terms of the element outputs E jl (t):
where l is the imaging line, E jl is the j th element output, and jl is its associated time delay. One problem with the phase insensitive technique is that it requires memory, space, and time to record all element outputs (64 or 128 elements in a linear array). An image with 300 ϫ 300 pixels with gray levels stored at 8 bits/pixel requires about 0.1 MB memory; the 64 subimages needed to form an image consume 6.4 MB. If the sample frequency is 10 MHz (the minimum requirement for a 5 MHz transducer), 64 channels will acquire data simultaneously at a sampling interval of 0.1 s. It is expensive to achieve these sustained data rates with current DSPs.
To reduce this computational burden, we introduce a hybrid method that combines the phase insensitive technique with a phase sensitive speckle reduction method (either spatial compounding or frequency compounding). We first form several correlated images by summation of subsets of array elements or of some frequency zones. Then we apply nonlinear homomorphic processing to destroy the phase relationship in these images. Figure 2 shows a flowchart of the proposed method. The input is a set of correlated subimages (e.g., 4 images) that are log-transformed and summed pixel by pixel. A Fourier transform of the subimages is followed by low pass filtering in the frequency domain and an inverse Fourier transform is performed on the result. The dynamic range is increased in the 10 x Ϫ 1 block, compensating for the earlier log transform. In the final block, the signal is recovered by taking the exponential root (1/n where n is the number of subimages).
With this method, four factors contribute to speckle reduction:
1. The summation of log-transformed images is equivalent to multiplication of the subimages. If the subimages exhibit low pairwise correlation, the subimages have different speckle patterns, and multiplication will decrease the speckle noise greatly. However, the pairwise subimage correlation must not be too small because the multiplication of decorrelated images will then weaken the response from diagnostically significant features (e.g., cysts).
2. Speckle is caused by small tissue scatterers. In the frequency domain, speckle appears as high frequency components relative to the frequency components of lesions, cysts and the incident signal. A smooth low frequency emphasis filter is used to suppress the high frequency components due to speckle.
3. The constants ␣ 1 and ␣ 2 for the low frequency emphasis filter change the logtransformed values exponentially. When
is the low pass filter function), the pixel values are amplified, compensating for the decay due to decorrelated image multiplication.
4. To reduce calculation errors involving small signal magnitudes, we take the logarithm of x ϩ 1 instead of x. In the inverse blocks, 10
x Ϫ 1 and the n th root (where n is the number of subimages) are used to compensate for the signal level. This nonlinear method produces an output signal with an enhanced contrast-to-noise ratio. For example, if we set ␣ 1 ϭ 0, ␣ 2 ϭ 1 and supply identical images to the different channel inputs, the output is x ϭ [(x ϩ 1) Figure 3 shows the transformation functions. The dynamic range decreases with increasing n, especially for small values of x, thus reducing the output noise variance.
We can obtain correlated subimages using spatial or frequency compounding. For spatial subimage formation, we sum the odd and even element outputs separately and obtain two subimages. The correlation coefficient decreases with an increase in the distance between corresponding subimage elements. For frequency subimage formation, we use different center frequency transmission signals to obtain subimages with different speckle patterns, followed by summation. The correlation coefficient for the two subimages is determined by the difference in the center frequencies and the overlapping bandwidth. We use these subimages to implement the proposed method using simulated images in section 4. The next section gives the details of our method for synthesizing ultrasound images.
B-MODE ULTRASOUND IMAGE SIMULATION
There are two classes of theoretical scattering models for ultrasound image formation: the discrete scatterer model and the inhomogeneous continuum model. The discrete scatterer model is widely used for generation of synthetic speckle pattern images [19] [20] [21] [22] and is used here. See [23] for a review of the inhomogeneous continuum model. Since the elevation height (about 1 cm) is much larger than the element pitch (about 0.3 mm), a two-dimensional problem is considered. Figure 4 shows the geometry of the area of interest. x represents the lateral direction of the transducer and z represents its depth. The formulation of an A-line for a phasesensitive image is
where N is the number of elements, M is the number of scatterers, R ik is the distance between the i th element and the k th scatterer, il is the electrical time delay for beamforming (see Section 2), i and j correspond to the transmitting and receiving elements, and P(t) is the pressure pulse. We use a Gaussian shaped pulse as an excitation signal to simplify the frequency-dependent attenuation problem.
For convenience, we rewrite Eq. (4) as follows: 
Since ultrasonic scatterers in human tissue are dense and randomly distributed in space as well as in reflectivity, computer generation of speckle patterns takes a large amount of computing time if we use Eq. (5) directly (M is often greater than 10,000 for a 2 ϫ 2 cm 2 area). Hence an efficient method is needed to perform this simulation. In practice, only a small number of scatterers are insonified by a short transmission pulse at any particular time:
The time variable in Eq. (5) is t Ϫ R ik /c Ϫ R jk /c, which should satisfy:
This corresponds to scatterers filling in the belt formed by two ellipses (the shadowed part in figure 5 ). Thus, sorting and grouping scatterers will save significant computing time. On our IBM RISC 6000 system, it takes 3-4 CPU minutes to obtain a single vector B ij in Eq. (5) when scatterers are not sorted and about 20 seconds for sorted scatterers. As shown in figure 5 , we divide the area of interest into small cells. Only the scatterers in the cells currently being insonified (highlighted in figure 5 ) make contributions to B ij (t) at time t. Synthetic images are thus generated as follows:
Step 1. Generate uniformly distributed scatterers (random positions and reflectivities) and define cysts (containing no scatterers), lesions (with different densities and reflectivities relative to the background), and point targets in the area of interest (Fig. 4) .
Step 2. Sort the positions of scatterers along the z (pulse propagation) direction, then group them into small cells (e.g., 1 ϫ 1 mm 2 ). Create an information array for the numbered cells that records the beginning number of the cell in the entire data file. For example, I(24) ϭ 540, I(25) ϭ 587 и и и , means that for the 24 th cell, the first scatterer parameters are located at the 540 th line in the data file and there are 47 scatterers in this cell.
Step 3. Calculate B ij (t) within the insonified cells and record the values for further use.
Step 4. Calculate pixel values using various formulas. For a phase sensitive image, sum all element signals:
For a power compression image, add power compression and decompression for each element:
Finally, for the spatial subimages needed in the phase insensitive method, sum partial elements to form a subimage:
where index l and time t correspond to the position along the transducer direction and axial direction, respectively, and k ϭ 1, 2, . . . , n, (n being the number of subimages). Each transducer has a special value f # ϭ z/L that determines the transducer's focusing degree, where z is the depth and L is the effective transducer length. Therefore, the effective transducer length L changes with the depth z and the initial and final indices i 0 , j 0 and i 1 , j 1 , respectively, are dependent on L.
Step 5. Use the Hilbert transform to find the imaginary part of each A-line signal and obtain the envelope of the image.
Step 6. Interpolate or downsample the image to change the number of rows and columns to the desired values. More image lines and a shorter sampling interval give higher image resolution, but the trade-off is much more computing time and greater memory requirements.
SIMULATION RESULTS
To obtain a fully developed speckle pattern [5] , we chose a scatterer density of 49 mm Ϫ2 and chose reflectivities randomly from the interval [Ϫ0.1, 0.1]. In the lesion area, the density was set to 20 mm Ϫ2 with reflectivities chosen randomly from the interval [0.2, 0.4]. We also placed three point targets in this area with reflectivities of 1 (Fig. 4) . The center frequency of the input Gaussian pulse is 5 MHz with a half power bandwidth of 1.2 MHz and a sampling frequency of 25 MHz. For the frequency domain filter, ␣ 1 ϭ 2, ␣ 2 ϭ 2, and the cutoff frequency is 2.8 MHz (relative value: 0.314). We obtain 113 image lines with 675 sample points per line. After resampling, a 337 ϫ 337 image is obtained.
Images were processed without any intensity transformations; however, to display speckle structure more clearly in the printed figures we transformed the intensities to emphasize moderate and high values. Performance evaluation is based on the original values. Figure 6(a) shows the original phase sensitive image using the fixed focus system given by Eq. (9) . From its histogram, we obtain a ratio of sample mean to sample standard deviation in the speckle area of 1.89, which is very close to the expected value of 1.91 [1, 5, 25] . This shows that the speckle pattern of our synthetic image is very close to a Rayleigh distribution.
Figures 6(b) and 6(c) depict results for the spatial and frequency homomorphic processing of figure 6 with n ϭ 2 subimages, and f 1 ϭ 5 MHz and f 2 ϭ 4.5 MHz, respectively. In these images, the noise variance is smaller and features are much clearer than in figure 6 . Figure 6(d) shows the results for the power compression method with q ϭ 3; speckle is reduced but the edges are blurred as well. In the next section, we discuss the quality and statistics of these images.
PERFORMANCE EVALUATION
In this section, we evaluate the performance of our hybrid speckle reduction method. Comparison of images before and after processing is often the best way to evaluate performance. A good image processing technique should reduce speckle noise and preserve interesting features. Usually speckle reduction methods require a trade-off between signalto-noise ratio and edge resolution. Thus, we need to consider the signal-to-noise ratio in the area of an object to evaluate processing performance.
Our signals are lesion, cyst and point targets. We use an edge detector (discussed later) to find their areas, then obtain their average values and subsequently the variance of the speckle noise.
The contrast-to-noise ratio is defined as:
where s is the mean of the object signal, n is the mean of the speckle noise surrounding the lesion or cyst, and n is the variance of the speckle noise surrounding the lesion or cyst (the hats denote sample estimators and all values are presented in linear gray level). Contrast refers to the difference between signal and noise. Another criterion for evaluating image quality is the lesion SNR, defined as:
For a cyst, the variance of the signal s is close to zero so that the CNR and LSNR are virtually the same. For a lesion, we assume the speckle smoothing algorithm does not increase the variance of the signal near the lesion. In most cases, the variance is actually reduced. Consequently, the improvement in the LSNR is larger than in the CNR when the original and processed images are compared. Because we are more interested in speckle reduction and contrast improvement, we use the contrast-to-noise ratio and edge detection quality to test the performance of our method. Figures 7 and 8 show that the CNR of the synthetic images changes with processing methods. The starting values represent the CNRs of the original image in the lesion, cyst or point target areas (see the "region" definition in the next paragraphs). The proposed spatial homomorphic method improves the CNR about 25% for point targets and lesions. The frequency homomorphic method performs better for cyst detection (increasing the CNR by 15%). This is because in our experiment the correlation coefficient of the subimages for frequency homomorphic processing is smaller than that for spatial homomorphic processing. The small correlation coefficient is good for noise reduction but also obscures point targets, as discussed earlier. In our experiments, increasing the number of subimages improves the CNR slightly, 4% in lesion areas and 20% in point target areas. Only for point target detection does power compression perform as well as the proposed homomorphic method.
Normal edge detection methods require that the regions of interest be homogeneous. The granular structure of speckle in ultrasound images makes normal edge detection inappropriate [24] . The following is a specialized edge detection technique for use with images containing speckle patterns.
At the edge of a lesion or a cyst, the pixel values change greatly. We set two thresholds, one a gradient type T g and the other a ratio type T r . The gradient magnitude at (i, j) is approximated by
and the contrast ratio at (i, j) is defined by
ͬ (15) where
is labeled as an edge pixel. We check the edge points line by line in the lesion or cyst window and locate the first and last edge points for each line. We then connect these points to their neighbors on adjacent scan lines. The area enclosed gives the size of a lesion or cyst.
In this section, the area size and CNR are based on edge detection which is clearly affected by the threshold selection. Setting a reasonable threshold is very important to performance evaluation. After checking the highlighted edges in the original image, we determine reasonable thresholds and sizes of lesions and cysts and try several thresholds for each processed image to select the same sizes of lesions and cysts as the original. This technique allows comparison of edge preservation and localization for the same conditions.
After several experiments, we obtain the thresholds associated with each type of processing. Changing these thresholds by a specified amount causes a change in the estimated area of the region. If the change in the area for a processed image is much larger than for the original one, it means the edge is blurred during the processing. In our experiments, we set a change in threshold of ⌬, which corresponds to about a 5% decrease in the lesion (or cyst) size in the original image, then use this ⌬ to find the lesion (or cyst) size changes for the other types of processing. Figure 9 shows the results. As can be seen, power compression processing causes significant blurring of the edges of a cyst.
Preservation of lesion and cyst size with processing does not guarantee preservation of location. Thus, we must also verify localization.
For a detected signal (lesion or cyst), we define its centroid (x c , z c ):
FIG . 9 . The change in size of a lesion and cyst for a specific threshold change. where P is the total number of pixels included in the area. For the centroid of a signal in the original image (x 1 , z 1 ) and the centroid of the same signal in the processed image (x 2 , z 2 ), we define the distance between centroids D c by
We compare the same signal in both the original and processed images and divide its area into overlap and uncovered parts. The degree of overlap O d is given by
where M is the number of pixels in the overlap area. Tables 1 and 2 give the distances between centroids and the degrees of overlap. In our experiments, both spatial and frequency homomorphic processing preserve signal location, but power compression processing does not. Since overlap is a function of both shrinkage/ dilation and centroid motion, table 1 shows that centroid motion is a major component of the overlap decrease in our experiments.
PARAMETER TESTING
The parameters used for both the subimages and low pass filter affect image feature detection. In this section, we show the relationship between the correlation coefficients for the subimages and the CNRs and also test the parameters used for the low frequency emphasis filter. Using frequency homomorphic processing with n ϭ 2, we increase the frequency difference ⌬f by increments of 0.25 MHz. Figure 10(a) shows the correlation coefficients for the subimages. Figures 10(b)-(d) give the CNRs for a lesion, cyst and point target as a function of ⌬f. The results agree with the discussion in section 2: As the frequency difference is increased, the correlation coefficient for the subimages becomes smaller and both the signal and noise levels decrease. The CNR has a maximum value for a lesion signal. For a cyst and point target, the CNR increases with ⌬f.
The low frequency emphasis filter is of major importance in our algorithm. Figures 11  and 12 depict the changes in the CNR as a function of the cutoff frequency and as a function of ␣(␣ ϭ ␣ 1 ϭ ␣ 2 ), respectively. Figure 11 shows that as the cutoff frequency f c is increased, the CNR for a point target increases and the CNRs for a lesion and cyst have a peak at f c ϭ 0.2 (relative value). This is because in the frequency domain, point targets correspond to high frequency components, cysts to low frequency components, and lesions (as concentrated discrete scatterers) have a frequency component band in between that of point targets and cysts. Figure 12 indicates that a high ␣ is good for lesion and point detection but not for cyst detection. From our algorithm, we know that ␣ is an exponential coefficient, which stretches the gray level exponentially. To optimize detection for all three targets, we choose ␣ ϭ 2 and f c ϭ 0.314 (relative value) for our experiments.
REAL IMAGE TESTING
Results for the hybrid homomorphic imaging technique were compared with real image results for a phantom. The phantom, constructed with a void to model a cyst and several point targets, was scanned and 128 channel signals were recorded individually. Each image frame consists of 192 image lines and 658 samples per line. The transducer center frequency is 5MHz and its bandwidth is 3.8MHz. It is obvious that the CNR in the cyst area is not improved and it is difficult to distinguish point targets from speckle noise.
The CNRs (Fig. 14) give more details in the area of the objects. The phase insensitive homomorphic method improves the CNRs significantly for both cysts and point targets. The optimal number of subimages is either 2 or 4. When a larger number of subimages is used, the image becomes smoother, causing difficulties with edge detection and decreasing the CNR for a cyst. The small number of subimages required has the advantage of making it easy to implement this method in a real ultrasound device. Table 2 gives the location properties for the cyst and point targets for different processing. The high overlap rates and small distances between centroids show that the nonlinear phase insensitive method does not cause distortion.
The parameters used in the experiments above are: ␣ 1 ϭ 2, ␣ 2 ϭ 2, and f c (cutoff frequency) ϭ 0.2. These values were found to be optimal empirically.
CONCLUSIONS
In this paper we have presented a new method for speckle reduction. Phase insensitive homomorphic processing is a hybrid method. It combines the noise immunity of phase sensitive imaging and the high resolution of image multiplication. The combination of four factors (correlated image multiplication, dynamic range compression, low frequency emphasis filter and scale enlargement) works well in speckle noise reduction. The contrastto-noise ratio improves greatly: Spatial subimaging works well in lesion and point target areas while frequency subimage processing is better for cyst detection. The other benefit of this method is that it preserves edge features. The final image can be controlled by changing filter parameters to obtain a better image with low speckle noise and distinguishable lesions, cysts and point targets.
