Abstract. We prove a weak-type (1,1) inequality for square functions of noncommutative martingales that are simultaneously bounded in L 2 and L 1 . More precisely, the following non-commutative analogue of a classical result of Burkholder holds: there exists an absolute constant K > 0 such that if M is a semi-finite von Neumann algebra and (M n ) ∞ n=1 is an increasing filtration of von Neumann subalgebras of M then for any given martingale
. More precisely, the following non-commutative analogue of a classical result of Burkholder holds: there exists an absolute constant K > 0 such that if M is a semi-finite von Neumann algebra and (M n ) ∞ n=1 is an increasing filtration of von Neumann subalgebras of M then for any given martingale x = (x n )
, there exist two martingale difference sequences, a = (a n ) ∞ n=1 and b = (b n ) ∞ n=1 , with dx n = a n + b n for every n ≥ 1, 
Introduction
Non-commutative (or quantum) probability has developed considerably in recent years. It provides many connections between several fields of mathematics such as mathematical physics, operator algebras, and classical probability theory. We refer to the book by Meyer [31] for general quantum probability, the book by Parthasarathy [35] for quantum stochastic calculus, and the book by Voiculescu et al. [44] for free probability.
In classical theory, martingale theory has played a significant role in the developments of various fields of analysis (see for instance [5, 17, 28] ). In this paper, our main interest is on non-commutative martingales. As in the classical case, non-commutative martingales have connections with other area such as operator algebra theory, operator space theory, and matrix valued harmonic analysis which includes among other things, operator valued Carleson measures, operator valued Hardy spaces, and operator valued Hankel operators (see for instance [20, 33] ).
Alongside the general development of quantum probability theory, the subfield of non-commutative martingales has received considerable progress in recent years. Indeed, many of classical inequalities from the usual (commutative) martingale theory have been generalized to the non commutative settings. Let us recall some sample contributions by several authors. For instance, pointwise convergence of noncommutative martingales was already considered by Dang-Ngok [9] , Cuculescu [8] , and Barnett [1] in the 70's and 80's. Pisier and Xu [37] proved the non-commutative analogue of the Burkholder-Gundy inequalities on square functions and non commutative analogue of Stein's inequality. It is their general functional analytic approach that led to the consideration of non-commutative analogue of several classical martingale inequalities. A non-commutative analogue of Doob's maximal inequality was successfully formulated and proved by Junge in [23] and non-commutative analogues of Burkholder/Rosenthal inequalities on conditioned square functions were studied by Junge and Xu in [25] among many other related topics. These different results pave the way to the consideration of non-commutative martingale Hardy spaces and non-commutative martingale BMO which are non-commutative generalizations of spaces that are central to the developments of classical harmonic analysis and interpolation theory. We note also a very recent result of Musat [32] on interpolation involving non-commutative BMO and non-commutative L p -spaces as endpoints. In most of the papers listed above, square functions played a very crucial role. Note however that in strong contrast with the classical case, square functions in the non-commutative case can take many different forms so it is very important to formulate the "right" square functions. Recall that if 1 < p < 2, and x = (x n ) ∞ n=1 is a non-commutative martingale (see the formal definition below), the H p -norm (H p being the Hardy space of non-commutative martingales) is given by: where the infimum runs over all decompositions x = y + z, with y and z being martingales. That is, it depends on two different types of square functions (given by right and left moduli). The fact that one has to decompose the martingale x into two martingales was first discovered for non-commutative Khintchine inequalities (see [29, 30] ) and this type of decomposition is often the source of the difficulties in extending classical results to non-commutative settings.
The main purpose of this paper is to study the square functions of non commutative martingales for the case p = 1 which is primarily motivated by the following classical result of Burkholder. It is a natural question to consider whether Theorem 0.1 has non-commutative counterparts. We remark that Burkholder deduced the above result from the weaktype (1,1) boundedness of martingale transforms (also proved in [4] ) via the classical Khintchine inequality. One can also use the classical Doob's identity (see for instance [19, Chap. II] ) to deduce Theorem 0.1 from the weak-type (1,1) boundedness of martingale transforms. We note that non-commutative martingale transforms are of weak-type (1,1) ( [40] ). However, unlike the classical case, a non-commutative analogue of Theorem 0.1 can not be deduced directly from the weak type (1,1) boundedness of martingale transforms via the classical techniques, as (at least at the time of this writing) there is no adequate Khintchine inequality for non-commutative weak-L 1 -spaces. In [42] , a first attempt was made to generalize Theorem 0.1 to non-commutative settings. The p-norm of the square functions for the case 1 < p < 2 stated in (0.1) suggests that the formulation of the weak-L 1 norm of square functions should require decompositions of the martingales involved. We obtained in [42, Theorem 2.1] a decomposition of any given martingale into two sequences in weak L 1 -space where the corresponding weak L 1 -norm of the square functions similar to the one stated in (0.1) is bounded by the L 1 -norm of the corresponding martingale. The result from [42] prompted the question of whether or not such decomposition can be chosen to be martingales. For the finite case, our main result answers this positively for the case of L 2 -bounded martingales (see Theorem 3.1 below). More precisely, there exists a constant K > 0 such that if x = (x n ) ∞ n=1 is a non-commutative martingale, there exists two martingales y = (y n ) ∞ n=1 and z = (x n ) ∞ n=1 such that x = y + z and with the property:
Coupled with general interpolation techniques, our main result provides a solution to a problem left open in [25] (see also [45, Problem 8.2] ) on optimal order of growth of the constants involved in the non-commutative Burkholder-Gundy inequalities when p → 1 (see Theorem 5.2 below). In order to achieve the decomposition into two martingales, our method of proof (although it follows closely those taken in [42] and [40] ) requires substantial adjustments. It depends heavily on a non-commutative version of the classical Doob's maximal inequality obtained by Cuculescu [8] , and weak-type (1,1) boundedness of triangular truncations relative to disjoint projections. The paper is organized as follows: in Section 1 below, we set some basic preliminary background concerning non-commutative spaces and collect some results on triangular truncations. In Section 2, we recall the general setup of non-commutative martingale theory. Section 3 is devoted mainly to the statement of the main decomposition, the construction of the decomposition and a detailed proof of the weak-type inequality for the finite case. In Section 4, we will point out the adjustment needed to extend our main result from Section 3 to the semi-finite case. In the last section, we provide a new proof of one of the inequalities involved in the non-commutative Burkholder-Gundy inequality and deduce the optimal order of the constants involved.
Non-commutative spaces and preliminary results
We use standard notation in operator algebras. We refer to [26] and [43] for background on von Neumann algebra theory. In this section, we will recall some basic definitions that we will use throughout this paper. In particular, we will outline the general construction of non-commutative spaces and discuss triangular truncations with respect to sequence of disjoint projections.
Throughout, M is a semi-finite von Neumann algebra with a normal faithful semifinite trace τ . The identity element of M is denoted by 1. For 0 < p ≤ ∞, let L p (M, τ ) be the associated non-commutative L p -space (see for instance [10] and [34] ). Note that if p = ∞, L ∞ (M, τ ) is just M with the usual operator norm; also recall that for 0 < p < ∞, the (quasi)-norm on L p (M, τ ) is defined by
where |x| = (x * x) 1/2 is the usual modulus of x. In order to ease the introduction of some of the spaces used in the sequel, we need the general scheme of symmetric spaces of measurable operators developed in [7, 11, 13, 46] .
Let H be a complex Hilbert space and M ⊆ B(H). A closed densely defined operator a on H is said to be affiliated with M if u * au = a for all unitary u in the commutant M ′ of M. If a is a densely defined self-adjoint operator on H, and if a = ∞ −∞ sde a s is its spectral decomposition, then for any Borel subset B ⊆ R, we denote by χ B (a) the corresponding spectral projection
A closed densely defined operator a on H affiliated with M is said to be τ -measurable if there exists a number s ≥ 0 such that τ ( χ (s,∞) (|a|)) < ∞.
The set of all τ -measurable operators will be denoted by M. The set M is a * -algebra with respect to the strong sum, the strong product, and the adjoint operation [34] . For ε, δ > 0, let N(ε, δ) = {x ∈ M : for some projection p ∈ M, xp < ε and τ (1 − p) ≤ δ}.
The system (N, ε, δ)) ε,δ forms a fundamental system of neighborhoods of the origin of the vector space M and the translation-invariant topology induced by this system is called the measure topology. Convergence in measure will be used in the sequel.
For x ∈ M, the generalized singular value function µ(x) of x is defined by
The function t → µ t (x) from the interval [0, τ (1)) to [0, ∞) is right continuous, non-increasing and is the inverse of the distribution function λ(x), where λ s (x) = τ ( χ (s,∞) (|x|)), for s ≥ 0. For an in depth study of µ(.) and λ(.), we refer the reader to [18] .
For the definition below, we refer the reader to [2, 28] for the theory of rearrangement invariant function spaces. )). We define the symmetric space E(M, τ ) of measurable operators by setting:
It is well known that E(M, τ ) is a Banach space (respectively, quasi-Banach space) if E is a Banach space (respectively, quasi-Banach space). The space E(M, τ ) is often referred to as the non-commutative analogue of the function space E and if E = L p [0, τ (1)), for 0 < p ≤ ∞, then E(M, τ ) coincides with the usual non-commutative L p -space associated with (M, τ ). We refer to [7, 11, 13, 46] for more detailed discussions about these spaces. Of special interest in this paper are non-commutative weak L 1 -spaces. The non-commutative weak L 1 -space, denoted by L 1,∞ (M, τ ), is defined as the linear subspace of all x ∈ M for which the quasi-norm
is finite. Equipped with the quasi-norm · 1,∞ , L 1,∞ (M, τ ) is a quasi-Banach space. It is easy to verify that as in the commutative space,
For a complete, detailed, and up to date presentation of non-commutative integration and non-commutative spaces, we refer to the recent survey article [38] .
The next lemma is probably well known. It will be used repeatedly in the sequel.
For every λ > 0, α ∈ (0, 1), and β ∈ (0, 1),
Proof. Using properties of generalized singular value functions µ(·) from [18] , we have,
This follows from [18, Corollary 2.8] by approximating the characteristic function χ (λ,∞) (·) from below by sequences of continuous functions f on [0, ∞) satisfying f (0) = 0. We can deduce the following estimate:
and by simple change of variables,
as stated in the lemma.
We end this section with a brief discussion on triangular truncations. This will be very crucial throughout the paper. Let P = {p i } M i=1 be an arbitrary finite or infinite sequence of mutually orthogonal projections from M. We recall the triangular truncation on M (with respect to P) by
The diagonal projection D (P) is defined on M by setting
We also use the following operator on M,
For convenience, we collect some properties of the operators introduced above that are useful for our presentation. In the following lemma, M P denotes the range of T (P) .
Lemma 1.3 ([15]
). The operators defined above satisfy the following properties:
If we assume that
The next result is a weak-type boundedness of "l 2 -sum" of finite family of triangular truncations.
be a family of finite sequence of mutually disjoint projections with
We remark that if N = 1, then the above proposition (at least for the finite case) is a particular case of the weak type (1,1) boundedness of the Hilbert transform associated with finite subdiagonal subalgebra obtained in [39] . A more concise proof for the case N = 1 also appeared in [15, Theorem 1.4] . It is the presentation in [15] that we will adopt below to prove Proposition 1.4.
Proof of Proposition 1.4. For each 1 ≤ n ≤ N, we will simply write T n , D n , and H n for T (P (n) ) , D (P (n) ) , and
, it is clear that it is enough to consider the case where for each 1 ≤ n ≤ N, x n belongs to the space
. Therefore we may assume without loss of generality that for each 1 ≤ n ≤ N,
We will show first that for λ > 0,
The main argument is to estimate the trace of the operator N n=1 |D n (A n (λ1 + A n ) −1 )| for λ > 0 from above and below. Note that for 1 ≤ n ≤ N, A n ∈ M P (n) and D n (A n ) = D n (x n ). We can deduce from Lemma 1.3(iii) that
The following estimate from above follows directly from Lemma 1.3(i):
For the estimate from below, we first note from Lemma 1.3(iii), (iv), and (v) that for 1 ≤ n ≤ N, the operator
is self-adjoint and we clearly have,
For each 1 ≤ n ≤ N, we will estimate τ (D n (A n (λ1 + A n ) −1 )) exactly as in [15] . We include the argument for completeness.
Set y n := |A n | 2 + 2λReA n and y := N n=1 y n . As ReA n ≥ 0, we have y n ≥ 0 and therefore for each n ≥ 1, y n ≤ y and (y n + λ 2 1)
Observe that y(y + λ
( 1.4) Combining (1.3) and (1.4), inequality (1.2) follows and hence
Now, from Lemma 1.3(vi) and the elementary fact that for any operators a and b, |a + b| 2 ≤ 2(|a| 2 + |b| 2 ), we have:
Using properties of singular values µ(·) from [18] , we have for t > 0,
Note that (
x n 1 . It follows that for every t > 0,
Taking the supremum over t > 0, we have proved that the proposition holds for all finite sequences of positive operators in
We complete the proof of the proposition by noting that if (
1/2 for the measure topology (when k → ∞). From [18, Lemma 3.1], we can conclude that for every t > 0,
Hence, for t > 0,
Taking the supremum over t > 0, the definition of · 1,∞ provides the desired inequality and thus the proof of the proposition is complete.
Conditional expectations and non-commutative martingales
Let (M, τ ) be a semi-finite von Neumann algebra and N be a von Neumann subalgebra of M. A linear map E : M → N is called a normal conditional expectation if it satisfies the following:
Recall that such normal conditional expectation from M onto N exists if and only if the restriction of the trace of M to N remains semi-finite. For the case where M is finite, such conditional expectations always exist. Indeed, if N is a von Neumann subalgebra of a finite von Neumann algebra M, then the embedding ι :
is an isometry and the dual map E = ι * : M → N yields a normal conditional expectation (see for instance, [43, Theorem 3.4 
]).
Since E is trace preserving, it extends as a contractive projection E :
for all 1 ≤ p ≤ ∞ satisfying the property:
Let us recall the general setup for martingales. The reader is referred to [16] and [19] for the classical (commutative) martingale theory. Let (M n ) ∞ n=1 be an increasing sequence of von Neumann subalgebras of M such that the union of M n 's is weak * -dense in M. For each n ≥ 1, assume that there is a normal conditional expectation E n from M onto M n . It is clear that for every m and n in N,
The following definition isolates the main topic of this paper.
Definition 2.1. A non-commutative martingale with respect to the filtration
Similarly, if for all n ≥ 1, x n is self-adjoint and
In this case, we set
with the usual convention that x 0 = 0.
Recall that a subset S of L 1 (M, τ ) is said to be uniformly integrable if it is bounded and for every sequence of projections (p n ) ∞ n=1 with p n ↓ n 0 (for the strong operator topology), we have lim n→∞ sup{ p n hp n 1 ; h ∈ S} = 0 ([41]). It can be easily verified that a martingale
For some concrete natural examples of non-commutative martingales, we refer to [37] and the recent survey in this topic [45] .
We will now describe square functions of non-commutative martingales. Following Pisier and Xu [37] , we will consider the following row and column versions of square functions: for a martingale x = (x n ) ∞ n=1 , we denote by dx the difference sequence as defined above. For N ≥ 1, set
) is an element of E(M, τ ). These two versions of square functions are very crucial in the subsequent sections.
Main Results: The Finite Case
In this section, we assume that M is a finite von Neumann algebra and τ is normalized normal faithful trace on M.
We will retain all notations introduced in the previous two sections. In particular, all adapted sequences are understood to be with respect to a fixed filtration of von Neumann subalgebras of M. The principal result of this paper is Theorem 3.1 below. It answers the problem raised in [42] .
such that:
As in the martingale transforms, our approach depends very heavily on a noncommutative version of the classical Doob weak type (1, 1) maximal inequality, due to Cuculescu [8] (which we will recall below) . As noted in [42] , the general case can be deduced easily from the special case of positive martingale. Hence, without loss of generality, we can and do assume that the martingale x = (x n ) ∞ n=1 is a positive martingale and x 1 = 1.
We will divide the proof into two parts. In the first part, we will provide a detailed description of the concrete decomposition of the martingale (x n ) ∞ n=1 and point out that (i), (ii), and (iii) are easily verified from the construction. In the second part, we will show that the decomposition satisfies the conclusion (iv) of the theorem.
• Construction of the Martingales (y n )
We start with the proposition (due to Cuculescu [8] ) below which can be viewed as a substitute for the classical weak type (1, 1) boundedness of maximal functions.
We will state a version that incorporates the different properties that we need in the sequel. A short proof of the form stated below can be found in [40] . 
We consider collections of sequences of pairwise disjoint projections as follows: for n ≥ 1, set
n , and
, and
Useful properties of the sequences (p i,n )
, that are relevant for our proof, are collected in the following proposition whose verification is straightforward and therefore is left to the reader.
) are pairwise disjoint with the following properties:
Our construction is based in this simple fact.
Define the sequences y = (y n ) ∞ n=1 and z = (z n ) ∞ n=1 as follows: Triangular truncations were also the main tools for the construction of the decomposition used in [42] . The new adjustment we need, in order to achieve the decomposition into two martingales, is the use of sequence of mutually disjoint projections (p i,n−1 ) [42] . This was already clear since [42] but we were unable to verify Proposition B below at that time.
Clearly, dx n = dy n + dz n for every n ≥ 1, therefore x n = y n + z n for every n ≥ 1, hence (ii) is verified.
Let n ≥ 2. Since (p i,n−1 ) ∞ i=0 are mutually disjoint projections in M n−1 , and triangular truncations are orthogonal projections in
We deduce that for every a ∈ L 2 (M, τ ),
In particular, as dx n ∈ L 2 (M n , τ n ) and E n−1 (dx n ) = 0, it follows that dy n ∈ L 2 (M n , τ n ) and E n−1 (dy n ) = 0. A similar remark can be made for E n−1 (dz n ). Hence, (dy n ) ∞ n=1 and (dz n ) ∞ n=1 are martingale difference sequences, which verifies (i). To verify (iii), it is enough to note from the boundedness of the triangular trun-
Noting that a similar inequality is also valid for • Proof of the Weak-Type Inequality (iv).
In order to prove Theorem 3.1(iv), we will make several reductions. First, we remark that from the construction of the martingales (y n ) 
i<min(l,j) p l,n−1 dx n p i,n−1 dx n p j,n−1 for n ≥ 2, where the sums are taken in the measure topology.
From the preceding lemma, we only have to show that there is an absolute constant
According to the definition of the quasi-norm · 1,∞ , this is equivalent to show the existence of a numerical constant C 1 > 0 such that for every λ > 0,
The proof basically follows the steps used in [42, 40] but some non-trivial adjustments had to be made. ♦ First, we consider the particular case: λ = 2 n 0 for some n 0 ≥ 0. The proof of this case consists of three fundamental steps that will be highlighted in three separate propositions.
To avoid dealing with convergence, we will show that there is an absolute constant C 0 > 0 such that for every N ≥ 1,
Throughout the proof, N ≥ 1 is fixed. We will reduce first to the case of difference sequence of a bounded sequence in L ∞ (M, τ ). For notational purpose, we will simply write, throughout the proof, (q n ) ∞ n=1 (respectively, q) for the projections (q
(respectively, q (2 n 0 ) ). Consider the projection
and the operator
The first step is to reduce the inequality from S C,N (y) to γ. The significance of such reduction is the fact that the triangular truncations used in γ are formed from collections of finitely many projections.
Proposition A. For every α ∈ (0, 1) and every β ∈ (0, 1),
Combining with the previous estimate, we conclude
To complete the proof, we will show that w n 0 Sw n 0 = w n 0 γw n 0 . In fact, from the form of |dy n | 2 stated in Lemma 3.4, we can write:
w n 0 p l,n−1 dx n p i,n−1 dx n p j,n−1 w n 0 .
We claim that all the sums taken in the expression of w n 0 S 2 C,N (y)w n 0 above are finite sums. For this, we remark that if l > n 0 and s ≥ 1, then w n 0 p l,s = p l,s w n 0 = 0. In fact, as
when l > n 0 and therefore w n 0 ⊥ p l,s . With this observation, we can write:
We conclude the proof by noting that
The proof is complete.
The next step is to estimate τ ( χ (β4 n 0 ,∞) (γ)) using the L 2 -norm of square function of a supermartingale. This is the most significant adjustment of the proof.
for α ∈ (0, 1) and β ∈ (0, 1), then the following inequality holds:
q n x n q n − q n−1 x n−1 q n−1
Proof. The fact that the sequence (q n x n q n ) ∞ n=1 is a supermartingale was already noted and proved in [40, Lemma 3.3 ] (see also, [42, Lemma 2.4]) so there is no need to repeat it here. To prove the estimate on τ χ (β4 n 0 ,∞) (γ) , we note that since for 0 ≤ j ≤ n 0 and 2 ≤ n ≤ N, p j,n−1 ≤ q n−1 and q n ≤ q n−1 , we have p j,n−1 = q n p j,n−1 + (q n−1 − q n )p j,n−1 = p j,n−1 q n + p j,n−1 (q n−1 − q n ). We can decompose γ as follows:
From the elementary inequality |a + b| 2 ≤ 2|a| 2 + 2|b| 2 for any operators a and b, we have,
The last of the three terms above can be further decomposed to get,
Consider the following operators:
Clearly, γ ≤ γ 1 + γ 2 + γ 3 . The splitting technique from Lemma 1.2 can be applied to deduce that:
We will estimate the quantities I, II, and III in separate three lemmas.
Lemma 3.5.
To prove this lemma, we remark first that
Note that since triangular truncations are contractive in L 2 (M, τ ), the preceding inequality yields:
Since for j ≥ 1,
, we have
τ (q n dx n q n−1 dx n q n )).
To conclude the estimate on I, we will verify that for every n ≥ 2, τ (q n dx n q n−1 dx n q n ) ≤ q n x n q n − q n−1 x n−1 q n−1
2
This follows directly from the facts (Proposition 3.2) that q n ≤ q n−1 and q n commutes with q n−1 x n q n−1 . In fact,
This shows that I ≤ 2α
2 ) as stated in the lemma.
To prove this estimate, recall that γ 2 = 4
The proof rests upon the following elementary but crucial observation:
Indeed, from the fact that q n commutes with q n−1 x n q n−1 , we have q n x n (q n−1 − q n ) = q n (q n−1 x n q n−1 )(q n−1 − q n ) = (q n−1 x n q n−1 )q n (q n−1 − q n ) = 0.
We can now estimate II as follows:
By Proposition 3.2(c), q n−1 x n−1 q n−1 ∞ ≤ 2 n 0 and therefore we have
This completes the proof of the lemma.
The main tool for the proof is Proposition 1.4. For 2 ≤ n ≤ N, let
i=0 . Using the notation of Proposition 1.4, γ 3 as defined in (3.9) can be expressed as:
The crucial fact here is that for 2 ≤ n ≤ N,
In fact, from the construction of the sequence of projection (q n )
On the other hand, q n−1 x n−1 q n−1 ≤ 2 n 0 q n−1 and therefore, (
3 . Hence, we have the following estimates:
Note that for every 2 ≤ n ≤ N (using the fact that E n−1 is τ -invariant),
Taking the sum, we conclude that
This completes the proof of the lemma. The inequality in Proposition B follows by combining the estimates on I, II, and III. The proof of the proposition is complete.
The last step is to estimate the L 2 -norm of the square function of the supermartingale (q n x n q n ) ∞ n=1 . This was already achieved in [42] but we include below a much shorter simplification that produces a better bound.
Proposition C. The square function of the supermartingale from Proposition B is L
2 -bounded with:
Proof. We will use the elementary identity (a − b)
With a = q n x n q n and b = q n−1 x n−1 q n−1 , we have for every n ≥ 2,
By Proposition 3.2(c),
is a supermartingale, q n−1 x n−1 q n−1 − E n−1 (q n x n q n ) ≥ 0. Therefore, we get for every n ≥ 2,
Now, we take the summation over 1 ≤ n ≤ N, we can conclude that
Thus the proof is complete.
We are now in a position to conclude the proof of the weak-type inequality (3.5) for the case λ = 2 n 0 . This is accomplished by applying successively Proposition A, Proposition B, and Proposition C above. Indeed,
If we set C 0 := inf {4α
Hence taking the limit as N tends to ∞, inequality (3.5) is verified for λ = 2 n 0 . ♦ Assume now the more general case that 1 < λ < ∞.
Fix n 0 ≥ 0 such that 2 n 0 < λ ≤ 2 n 0 +1 . We clearly have,
From the previous case, we can deduce,
Hence inequality (3.5) is verified for λ ≥ 1 with C 1 = 2C 0 . ♦ For the case 0 < λ ≤ 1, we note that since τ is normalized, τ χ (λ,∞) (S C (y)) ≤ 1. In particular, τ χ (λ,∞) (S C (y)) ≤ λ −1 . Hence inequality (3.5) is satisfied with a constant equals to 1.
Combining the two cases λ ≥ 1 and λ < 1, we can now conclude that .3), are still martingale difference sequences. However, the corresponding martingales may not be bounded. Before proceeding, we need to recall the notion of Boyd indices [28, p. 130] . Let E be a rearrangement invariant Banach function space on [0, 1). For s > 0, the dilation operator D s : E → E is defined by setting for any
The lower and upper Boyd indices of E are defined by
It is well known that 0 such that:
(α) for every n ≥ 1,
is a filtration consisting of finite dimensional von Neumann subalgebras of M, then the above restriction is no longer needed. In fact, in the case where the M n 's are finite dimensional then for every n ≥ 2, the mutually disjoint sequence (p i,n−1 ) i≥0 ⊂ M n−1 (used in the proof of Theorem 3.1) is a finite sequence. Therefore, the truncations used in the construction of the sequences (dy n ) ∞ n=1 and (dz n ) ∞ n=1 are done with finite sets of mutually disjoint projections and consequently, is bounded in L 1 (M, τ ) (but not necessarily with uniform bound). In this particular case, we can state the following result as a complete non-commutative analogue of Theorem 0.1:
There is an absolute constant K such that if M is a finite hyperfinite von Neumann algebra and 
Generalization to the semi-finite case
In this section, we will consider the case where M is no longer assumed to be finite. We can extend Theorem 3.1 to the more general semi-finite case as follows:
We will only outline the adjustments needed for the proof of Theorem 3.1 to cover the semi-finite case. For this, we consider the case where x = (x n ) ∞ n=1 is a positive martingale and x 1 = 1 (the general case follows from this case as noted at the end of the proof of Theorem 3.1). We will use the same notation as in the construction in Section 2 and Section 3. In particular, (dy n ) ∞ n=1 and (dz n ) ∞ n=1 are martingale difference sequences defined as in (3.3) .
We remark first that the fact that the trace τ being normalized, was used only to verify inequality (3.5) when 0 < λ < 1. That is, the proof of inequality (3.5) when λ ≥ 1 still applies for the semi-finite case.
As already noted in [42] , the only obstruction for proving inequality (3.5) without using the trace being normalized is the index j = 0 in the definition of (dy n ) ∞ n=1 . Indeed, if we set 
Proof. As noted above, the fact that λτ χ (λ,∞) (S C (s)) ≤ K when λ ≥ 1 is done exactly as in the finite case. For 0 < λ < 1, we note that |ds 1 | is supported by the projection 1 − p 0,1 and for n ≥ 2, |ds n | is supported by the projection (1 − p 0,n−1 ). As p 0 ≤ p 0,l for every l ≥ 1, it is clear that S C (s) is supported by (1 − p 0 ) and we claim that τ (1 − p 0 ) ≤ 2. This can be seen directly from the definition of p 0 . Indeed,
It follows that, for 0 < λ < 1, λτ χ (λ,∞) (S C (γ)) ≤ 2. The same observation on support applies to dz as well and thus the proof of the proposition is complete.
From Proposition 4.2, it is clear that we only need to provide the "right" decomposition of the martingale difference sequence (dy n − ds n ) ∞ n=1 . As in the construction of (dy n ) ∞ n=1 and (dz n ) ∞ n=1 in (3.3), we will decompose the projections p 0 and p 0,n 's into pairwise disjoint sequence of projections. For n ≥ 1 and i ≥ 0, we set 
It is clear from Remark 4.3 that for every n ≥ 2,
e i,n−1 dx n e j,n−1 = p 0,n−1 dx n p 0,n−1 .
The decomposition of (dy n −ds n ) ∞ n=1 is done as in (3.3), using the triangular truncation with respect to the mutually disjoint sequence of projections (e i,n−1 )
e i,n−1 dx n e j,n−1 for n ≥ 2; 
4 is verified, then it is enough to set for n ≥ 1, v n = Ψ n +s n and w n = Ξ n +z n and Theorem 4.1(iv) would follow immediately from Proposition 4.2 and Proposition 4.4.
Sketch of the proof of Proposition 4.4.
First, we remark that as in Lemma 3.4, |dΨ n | 2 and |dΞ * n | 2 are of the same form. Therefore, as in the finite case, it is enough to verify that for every 0 < λ < ∞,
(4.5)
We will divide the proof into two cases. ♦ Case 1: λ ≥ 1. For N ≥ 1, one can verify as in Lemma 3.4 that
e l,1 dx 1 e i,1 dx 1 e j,1
e l,n−1 dx n e i,n−1 dx n e j,n−1 .
n−1 , we can estimate S 2 C,N (Ψ) ≤γ 1 +γ 2 +γ 3 where the operatorsγ 1 ,γ 2 , andγ 3 are defined as follows:
n )e j,n−1 | 2 .
Using the splitting technique from Lemma 1.2, we can deduce that for every α ∈ (0, 1) and β ∈ (0, 1):
We can estimate IV , V , and V I separately following the proofs of Lemma 3.5, Lemma 3.6, and Lemma 3.7 to deduce that there are constants A 1 and A 2 (depending only on α and β) such that
Now, we can apply Proposition C with n 0 = 0 to get
Combining the last two inequalities, we conclude that
and since λ ≥ 1, (4.5) follows. ♦ Case 2: For λ < 1, we will consider the special case λ = 2 −n 0 for some n 0 ≥ 1. Consider the following projection
It is easy to verify that
This can be seen as follows: first, note that
f n 0 e l,n−1 dx n e i,n−1 dx n e j,n−1 f n 0 .
For Clifford martingales, some particular cases of Theorem 5.1 was also obtained in [6] . Note that up until now, both the original proof in [37] and the alternative proof from [40] made use of the non-commutative Stein inequality (also proved in [37] ) in order to achieve the decomposition into two martingales, as described in the definition of · H p (M) for 1 < p < 2. Theorem 3.1 allows us to avoid the use of the non-commutative Stein inequality. This approach, which is probably more complex than the existing proofs, produces better estimates of the constants involved. Indeed, it allows us to deduce the optimal order of growth for the constant α p (which is the same as in the case of commutative case) when p → 1. This solves a question left open in [24] (see the remark after the main theorem of [24] ).
We will write a p ≈ b p as p → p 0 to abbreviate the statement that there are two absolute positive constants K 1 and K 2 such that
The following theorem is the principal result of this section.
Theorem 5.2. We have the following estimates for the best constants in (BG
These are the optimal orders of growth of the constants α p and β p . [25] , [24] , and [40] . We also note that for the special case of even integers, (ii) was established in [36] for more general sequences called p-orthogonal sums.
We will use the real interpolation, namely the J-method. We will review the general theory of real interpolation. Our main reference for interpolation is the book of Bergh and Löfström [3] and the recent survey [27] .
A pair of (quasi)-Banach spaces (E 0 , E 1 ) is called a compatible couple if they embed continuously into some topological vector space X. This allows us to consider the spaces E 0 ∩ E 1 and E 0 + E 1 equipped with
For a compatible couple (E 0 , E 1 ), we define for any x ∈ E 0 ∩ E 1 , and t > 0,
If the compatible couple is clear from the context, we will simply write J(x, t).
To avoid dealing with measurability, we will be working with the discrete version of the J-method which we will now describe: for 0 < θ < 1 and 1 ≤ p < ∞, we denote by λ θ,p the space of all sequences (α ν ) ∞ ν=−∞ for which,
Definition 5.4. Let (E 0 , E 1 ) be a compatible couple and suppose that 0 < θ < 1, and 1 ≤ p < ∞. The interpolation space (E 0 , E 1 ) θ,p,J consists of elements x ∈ E 0 + E 1 which admits a representation:
with u ν ∈ E 0 ∩ E 1 and such that
where the infimum is taken over all representations of x as in (5.1).
For general information on interpolations of non-commutative spaces, we refer to [12] and [38, p. 1466 ].
Proof of Theorem 5.2(i).
It is enough to consider positive L 2 -bounded martingale
where the J-functional is relative to the interpolation couple (
For each ν ∈ Z, Theorem 3.1 guaranties the existence of an absolute constant K > 0, and two L 2 -bounded martingales y (ν) and z (ν) such that:
where the J-functionals in the left hand side of the inequalities in (b) and (c) above are taken relative to the interpolation couple (
From this, we can deduce that, {J(S C (dy (ν) ), 2 ν )} λ θ,p ≤ K( x ∞ θ,p;J + ε).
Note from the definition of the J-functionals that, J(S C (dy (ν) ), 2 ν ) = max S C (dy (ν) ) 1,∞ , 2 ν S C (dy (ν) ) 2 = max n dy (ν)
n ⊗ e n,1 L 1,∞ (M⊗B(l 2 )) , 2 ν n dy (ν)
n ⊗ e n,1 L 2 (M⊗B(l 2 ))
where (e i,j ) i,j denotes the usual base of B(l 2 ), that is, (dy To conclude the proof, we note from the general equivalence theorem on real interpolations that the same statement as in (5.4) can be made with any real interpolation method (with possible change on the absolute constant). It is well known that 
and
(5.6) Combining (5.4), (5.5), and (5.6), we can conclude the existence of an absolute constant M > 0 such that:
Taking the infimum over ε > 0, we get
which shows that α p ≤ M(p − 1) −1 for 1 < p < 2. The proof is complete. 
approximation ([21]). This follows from a general deduction of the non-commutative Burkholder-Gundy inequalities from the finite case to the type III-case (with same constants) achieved by Junge and Xu (still unpublished notes).
For the next application, we recall the dual space of H p (1 < p < 2) studied in [25] . For 2 < q ≤ ∞, L This was introduced as a non-commutative analogue of the q-norm of the classical sharp function. In the above, the suggestive notation introduced in [23] for the supremum is understood in the following sense: if 1 ≤ r, r ′ ≤ ∞ and 1/r + 1/r ′ = 1 then for any sequence (a n ) n≥1 of positive operators in M, 
As part of this characterization, they noted the inequality that for 2 < q < ∞, there is a constant λ ′ q > 0 such that
By duality, we can answer a problem raised in [25, p. 972] using Theorem 5.2(i):
Corollary 5.6. λ ′ q ≈ q as q → ∞. We end the paper with a short note on the class L log L. Recall the Zygmund space L log L. If L 0 (Ω, F , P ) is the space of all (classes) of measurable functions on a given probability space (Ω, F , P ), the class L log L is defined by setting
Set f L log L = |f | log + |f | dP . Note that · L log L is not a norm but is equivalent to a rearrangement invariant norm |||f ||| L log L = 1 0 f * (t) log(1/t) dt. Equipped with ||| · ||| L log L , the spaces L log L is a rearrangement invariant Banach function space (see for instance [2, Theorem 6.4, pp. 246-247]) so its non-commutative analogue L log L(M, τ ) is well defined as described in Section 1. We note as in [40] that if a martingale x is bounded in L log L(M, τ ) then it is uniformly integrable in L 1 (M, τ ) and therefore is of the form x = (E n (x ∞ )) 
