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ABSTRACT
A quality control (QC) process has been developed and applied to an observational database of surface
wind speed and wind direction in northeastern North America. The database combines data from three
datasets of different initial quality, including a total of 526 land stations and buoys distributed over the
provinces of eastern Canada and five adjacent northeastern U.S. states. The data span from 1953 to 2010. The
first part of the QC deals with data management issues and is developed in a companion paper. Part II,
presented herein, is focused on the detection of measurement errors and deals with low-variability errors, like
the occurrence of unrealistically long calms, and high-variability problems, like rapid changes in wind speed;
some types of biases in wind speed andwind direction are also considered. About 0.5% (0.16%) of wind speed
(wind direction) records have been flagged. Additionally, 15.87% (1.73%) of wind speed (wind direction)
data have been corrected. Themost pervasive error type in terms of affected sites and erased data corresponds
to unrealistic low wind speeds (89% of sites affected with 0.35% records removed). The amount of detected
and corrected/removed records in Part II (;9%) is approximately two orders ofmagnitude higher than that of
Part I. Both management and measurement errors are shown to have a discernible impact on the statistics of
the database.
1. Introduction
Performingmeteorological measurements, data storage,
andmanagement is a delicate process that is never exempt
of errors, despite the efforts and care invested in the task.
For any meaningful use of these meteorological data, it is
important to ensure, as much as possible, the validity of
observations. The procedures used for this purpose con-
stitute the so-called quality control (QC; e.g., Wade 1987;
Gandin 1988; DeGaetano 1997; Shafer et al. 2000; Fiebrich
et al. 2010; see section 1 in Lucio-Eceiza et al. 2017).
Some QC tests are focused on the detection of issues
related to data transcription and collection or to errors
that occurred during data manipulation, like the dupli-
cation of data sequences. Additionally, the standardi-
zation of practices that can vary across institutions like
measurement units or reference times can be issues of
importance for databases built using data from various
source institutions. All these checks refer to data man-
agement issues. Additionally, there are other tests that
address temporal or spatial consistency in the data that
are designed to deal with errors often produced at the
moment of sampling, as a result of instrumental mal-
function, calibration or exposure problems. All theseCorresponding author: Etor E. Lucio-Eceiza, eelucio@fis.ucm.es
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errors are generally of local nature and are less likely to
depend on procedures established by the data source
institution. We refer to these cases as measurement
errors.
The present work summarizes the second part of a QC
process applied to an historical data compilation of
surface wind observations across northeastern North
America (WNENA). Lucio-Eceiza et al. (2017, hereaf-
ter Part I) reports on data management issues, whereas
the procedures described herein, Part II hereafter, are
focused on the detection and removal/correction of
measurement errors. Part I demonstrated that the
problems related to data management had a very im-
portant impact on the surface wind data, with more than
90% of the data being modified during the process of
unifying data transcription, collection, and storage, and
;0.1% of faulty records being deleted mainly due to
intersite erroneous duplications of data sequences.
The goal of this paper is to analyze the problems re-
lated to measurement errors, to alleviate them with the
help of data flagging/correction protocols, and to com-
pare their extent with the data management issues de-
tected in Part I. Since the measurement errors are, by
their very nature, independent of the dataset, the pro-
cedures presented herein are of universal applicability
and thus easily translatable to other datasets. As with
Part I, for each test the behavior of the suspect records is
addressed together with the statistics of occurrence in
space, time, and data source. In both parts, an evaluation
of the impact of errors on the statistics of the data is also
provided. The final purpose of this work is to construct a
surface wind speed and wind direction database of ro-
bust quality and wide spatial and temporal expanse that
can be later used for the analysis of interesting phe-
nomena specific to this region, like the analysis of ex-
treme values (Cheng 2014), wind variability at different
time scales and their relationship to large-scale modes of
circulation (e.g., Jiménez et al. 2008; García-Bustamante
et al. 2012), high-resolutionmodel validation (e.g., Jiménez
et al. 2010a), or long-term electric production estimation
(e.g., García-Bustamante et al. 2013) among others.
Section 2 briefly describes the observational database.
Section 3 describes themethodologies of theQC process
undertaken in this manuscript. Section 4 provides an
account of the results obtained at each phase of the QC
procedure. The impact of the suppressed data is discussed
in section 5, and conclusions are given in section 6.
The purpose of sections 5 and 6 is twofold, since they
present the results specifically in reference to the treat-
ment of measurement errors while offering at the same
time a general view concerning the whole QC process in
which the results obtained here are discussed in the per-
spective of those attained in Part I.
2. Observational wind data
As it was extensively described in Part I (section 2),
WNENA integrates the observations of 526 sites: 486
land stations distributed over eastern Canada (New
Brunswick, Newfoundland and Labrador, Nova Scotia,
Nunavut, Prince Edward Island, Ontario, and Quebec)
and five northeasternU.S. states (Maine,Massachusetts,
NewHampshire, NewYork, andVermont), as well as 40
buoys distributed between the east coast of Canada and
the Canadian Great Lakes. The area covers an approx-
imate spatial extension of 2:23 106 km2. This database is
the result of an aggregation of three different databases
chosen for their availability and convenience, each one
provided by a different institution: Environment Can-
ada [EC; now known as Environment and Climate
ChangeCanada (ECCC)], Fisheries andOceans Canada
Integrated Science Data Management division (DFO),
and the operational global surface observations (NCEP
ADP OGSO 1980, 2004) archived at the National
Center of Atmospheric Research (NCAR). WNENA
has an uneven distribution of stations, with higher spa-
tial density over the southern area and along the coast,
and lower density northward and inland. The database
starts in 1953 and ends in 2010, spanning almost 60 years
of hourly, 3-hourly, and 6-hourly recorded measure-
ments. The initial quality of the data is disparate with the
EC dataset having received some level of QC both in
real-timemode and delayedmode (MSC 2013), andwith
the DFO and NCAR sites having received none to our
knowledge [Thomas and Swail (2011), and ds461.0 and
ds464.0 documentation pages]. In the compilation and
development of WNENA, only simultaneously valid
data pairs of both wind direction and speed are kept.
The reader is referred to Part I for a thorough de-
scription of the datasets and instruments.
3. QC methodology
TheQC that has been applied inWNENA is structured
into six phases that deal with different issues (numbered
inFig. 1): 1) compilation; 2) duplication errors; 3) physical
consistency in the ranges of recorded values; 4) temporal
consistency, regarding abnormally high/low variability in
the time series; 5) detection of long-term biases; and 6)
removal of isolated records. The first three phases deal
with data management issues and were addressed in
Part I. This manuscript focuses on issues that involve
the last three phases in Fig. 1. These can be regarded as
measurement errors that are often related to in-
strumentation problems (temporal consistency and iso-
lated records, phases 4 and 6, respectively), instrument
calibration, and siting (bias detection, phase 5).
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The QC process follows a sequential structure
designed to minimize potential overlapping between the
various different phases. Some checks are common for
both wind speed and direction, while others specifically
address one of the variables. In Part I data identified as
erroneous, such as duplicated chains of values, were
removed. However, in Part II, erroneous values are just
flagged for posterior removal (FR) or correction (FC).
During the process, the FRdata are temporally removed
in order to establish the thresholds of subsequent steps
but are reverted at the time of applying them so that
each record can be flagged by more than one step. The
FC data, however, are kept corrected permanently as,
for instance, in the case of documented height changes.
All the flags are stored in a separate track file that
codifies each step in a unique way for easy identification
and eventual reversal. This section makes a methodo-
logical description of each phase, while the presentation
of results and the illustration of specific cases will be
addressed in the next section. A summary of the pro-
cedures is collected in Tables 1, 2.
a. Phase 4: Temporal consistency
These checks (phase 4 in Fig. 1) analyze the consis-
tency of the temporal variability of the wind series. They
target two different kinds of extreme behavior within
the time series: periods with abnormally low or abnor-
mally high variability.
1) ABNORMALLY LOW VARIABILITY
Periods with an inordinately small variability in wind
speed and direction are typically the result of damaged
instruments, caused by dust, corrosion or icing condi-
tions, or as result of faulty communications between an
instrument and the datalogger (Shafer et al. 2000).
Various approaches have been taken to identify such
errors. Some studies look for low-variability periods at
relatively long time scales (e.g., 24 h in Shafer et al. 2000;
one month in Hubbard et al. 2005). They compare the
standard deviation of data in a given predefined moving
window with a previously established threshold value.
Periods with standard deviation values below this limit
are flagged. Other studies search for constant data se-
quences (i.e., zero variance) of suspicious length at
shorter time scales (e.g., minutes in Jiménez et al. 2010b;
hourly in Meek and Hatfield 1994; 3-hourly in
DeGaetano 1997). The unrealistically long constant
value chains can be identified by establishing a threshold
length. Maximum threshold lengths can be either arbi-
trarily imposed (Meek and Hatfield 1994; Durre et al.
2010; Dunn et al. 2016) or estimated from the sample
statistics (Jiménez et al. 2010b). Alternatively, the faulty
constant sequences can be identified with the help of an
auxiliary variable (e.g., pressure; DeGaetano 1997).
The approach presented herein targets the search of
constant data sequences. Direction sequences corre-
sponding to records of 08 are excluded from the analysis,
since this value was imposed for 0m s21 wind speed sit-
uations (Part I, section 3c). For wind speed a distinction is
made between constant periods larger than or equal to
1m s21 and low wind speeds (,1m s21), also regarded as
calms in a loose sense (Jiménez et al. 2010b; MSC 2013).
Measurements at low wind speeds (,1m s21) are more
FIG. 1. Diagram describing the six phases of the QC process.
Magenta (green) highlights checks that are applied only to wind
speed (direction). Blue indicates tests applied to both variables.
This paper deals only with measurement errors (last three phases);
issues related to data management are treated in Part I.
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prone to be affected by the deterioration of anemome-
ters than any other measurements (WMO 2008), which
can raise the anemometer initial wind speed response or
artificially increase the length of calm events. In-
stitutional efforts to improve the accuracy of low wind
speeds (typically #2m s21) via indirect Beaufort scale
estimation have not always been systematically applied
at sites, which can also lead to representativeness
problems of low values through time and when com-
paring neighboring sites (DeGaetano 1998). The recent
transition to ultrasonic anemometers at some sites can
alleviate these problems (see Part I, section 2), but
overall suspiciously long calm situations are more fre-
quent and persistent than repetitions at higher wind
speeds and are here grouped separately for the analysis.
The following methodology consists of three tests: the
first two tests address wind direction and both high and
low wind speeds, while the third test targets only low
wind speeds/calm periods. Prior to their application, the
sequences are classified in 12 different resolution 3
precision (RP) groups that will be evaluated separately:
hourly/3 hourly/6 hourly for resolution, and 360/36/16/8
points of the compass for direction and 0.1/0.3/0.5/
1m s21 for speed. This is a highly recommended prac-
tice, since these differences can artificially affect the
number of detected periods and their duration, as we
have verified. See the example in Fig. 2a, where data
precision has been artificially degraded, leading to the
occurrence of longer chains of constant values. The
minimum length of repeated values considered for
evaluation is five records.
The first test searches for constant sequences sur-
rounded by a large proportion of missing data, which can
be indicative of operational problems. The test evaluates
the percentage of missing data during each constant se-
quence and during the preceding and following 24-h in-
tervals. The sequence is flagged as erroneous if any two of
these three percentages exceeds a given threshold. The
threshold was set at 90%, as it was observed that lower
values tended to erroneously flag correct sequences of sites
limited to daylight measurements (see Part I, section 2).
The second test evaluates the statistical likelihood of a
constant data sequence depending on its length. The
suspicious periods can span from several hours to
FIG. 2. (a) Example of the effect of precision degradation for the detection of constant wind direction periods for
buoy c44141 located at the Laurentian Fan (east coast; DFO). The original precision (purple) has been successively
degraded to lower precisions typical in the database (other colors). The largest constant period at the lowest
precision occurring between 28 Dec 1995 and 4 Jan 1996 (159 records) was nonexistent at the highest precision.
(b) Example of an erroneous calm episode that expands over a year at buoy c44141 (Laurentian Fan, highlighted in
red). (c) Examples for calm detection at sites 8400301 (Badger, Newfoundland; EC; left) and 7026042 (Piedmont,
Quebec; EC; right). The target series (light blue) and the regional series (black) are indicated. The analyzed calm
periods are highlighted (yellow bars). The elements for the calculation of Eq. (1) (pink), Vmin (green), and Vmax
(orange)—are shown: the individual records considered erroneous (red) are indicated. Both the target series and
the regional series are standardized and are thus dimensionless. The regional series have been rescaled to the test’s
variance for visualization purposes.
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months long, such as the example shown in Fig. 2b for an
erroneous calm that lasted around a year. Prior to the
evaluation, the constant sequences are segregated by
site3 resolution3 precision (SRP) in 12 RP groups for
each site of the database (i.e., 526 3 12) and sorted by
their length. For each distribution a nonparametric
threshold is established, based on the distance given
by P951 nIQR, where Px stands for the xth percentile
and IQR5P752P25 is the interquartile range of the
distribution. The periods exceeding these thresholds are
flagged as erroneous. The parameter n has been heuristi-
cally obtained in order to find a balance between the
number of flagged cases and the number of false positives.
The latter threshold, which erroneously flagged valid ob-
servations, is kept at a rate of;20% (Durre et al. 2010), a
practice followed for all the steps in this work. Thus, n is 15
for wind direction, 8 for noncalm speeds, and 7.5 for calm
periods. For sites withRPdistributionswith fewer than 100
cases, thresholds are obtained using the sequences of all
the sites. Additionally, constant wind direction sequences
are more likely for the preferred directions at a site, par-
ticularly for low precisions. These sequences have been
considered valid despite exceeding the threshold.
A third test is applied only to constant sequences at low
wind speeds. It is based on the spatial consistency of the
wind variability at a site and their neighbors and is able to
detect periods that, albeit being erroneous, were over-
looked by the previous test due to their short length. In
real calm situations, well-chosen neighbor stations should
also experience a decline in wind speed. A regional ref-
erence is constructed by selecting the five closest and best
correlated, r. 0:4, sites during the 30 days centered at the
time of each calm period. The calm periods are excluded
to calculate these correlations. From each selected site,
the period spanning 24h before and after the constant
data sequence is selected and standardized to 0 mean and
unit standard deviation. Finally, a regional average, ra(t),
is constructed for each time step t. If the values of ra(t)
during the calm situations at the test site drop below a
certain level, this is considered an indication that the wind
was low and that the zero values at the test site were
plausible and are not flagged.
The evaluation of the behavior of ra(t) is done by
considering the range of wind speeds during the sup-
posed calm relative to that immediately before and af-
ter. Therefore, the minimum wind speed value (Vmin)
during the candidate calm and the maximumwind speed
value (Vmax) immediately 24 h before and after the calm
are considered. The ratio at each time step,
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provides a metric of the range of wind values during the
calm [Din(t)] relative to the maximum variation be-
tween normal conditions and theminimumwind during
the candidate calm period (Dout). A threshold value of
0.33 was heuristically selected for Rra(t) below which
the zero wind values at the test site were accepted as
calms. Higher ratios suggest that the corresponding
values at the test site are unrealistically low in com-
parison with nearby sites. An explanatory example of
this is provided in Fig. 2c, where the wind is shown for
two selected candidate calms (blue lines) at sites
8400301 and 7026042, respectively, showing two op-
posite situations. The reference series (black lines) are
shown with an indication of how the Dout and Din(t)
ranges are calculated. The red dots correspond to
flagged values. While the whole candidate calm at site
8400301 is supported by the reference series, some of
the values at site 7026042 are not. The reference series
shows changes in the wind during the duration of the
calm, indicating that the wind was likely not zero
constantly. This approach allows for keeping values
corresponding to genuine calms and flagging data that
were likely different from zero.
2) ABNORMALLY HIGH VARIABILITY
These errors, typically a consequence of technical is-
sues like loose wires or datalogger problems (Shafer
et al. 2000), are in general less common than the erro-
neous low-variability records. A common method for
detecting them is the so-called step check (Meek and
Hatfield 1994; Hubbard et al. 2005), which compares
the differences between sequential observations to a
threshold value searching for steplike behavior (see
Fig. 3a). For differences greater than the threshold, both
values are regarded as erroneous. A somewhat more
sophisticated approach is the blip test. This test looks for
spikes and dips (Fig. 3a)—that is, successive increases
and decreases in values (Fiebrich et al. 2010)—and un-
like the step check, it is able to discern the faulty records
from the good records. The thresholds for both tests can
be either single values fixed for the whole time series
(Meek and Hatfield 1994; Fiebrich et al. 2010), variable
thresholds dependent on the month of the year (e.g.,
Vejen 2002; Dunn et al. 2016), or framed within the
behavior of the day (e.g., DeGaetano 1997).
The method applied in this work uses a blip (or tem-
poral) test complemented with a spatial check. The
combination of both tests allows for identification of
three different error typologies: spikes and dips, steps,
and long episodes, schematically represented in Fig. 3a.
The blip test compares wind speed differences be-
tween valid consecutive observations with thresholds
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that are specifically defined for each station, so the
analysis is run individually site by site. The differences
that exceed the given thresholds are considered suspect.
Since the series contain missing data and different time
resolutions, consecutive observations may be separated
by different time intervals. Therefore, different thresh-
olds are obtained for each site from the distributions
of the differences between pairs of observations sepa-
rated by time intervals (Dt) ranging from 1 to 23h. The
time interval thresholds (TlimitDt) are defined as
TlimitDt5P951 8:9 IQR from the distribution of differ-
ences. It was found that the positive differences were
usually greater than the negative ones, meaning that the
wind usually increases more abruptly than it decreases.
The differences were subsequently split into negative
and positive values, leading to 2 3 23 5 46 TlimitDt
thresholds. At sites with low time resolutions, some of
the short intervals are unlikely to happen and may lead
to relatively small samples. Thus, for intervals with
fewer than 100 cases, their corresponding thresholds
were obtained from linear interpolation to the two
closest TlimitDt values.
Additionally, each record is independently spatially
evaluated using available wind speed data from the
closest 10–40 sites located within a distance of less than
300 km and an elevation difference of less than 500m
(Dunn et al. 2016) to the target series. The record will be
considered suspect if it exceeds the limit of its spatial
threshold (Slimit), defined as Slimit5P951 5:8 IQR. The
combination of both tests allows us to flag unrealistic
values within a temporal and a spatial context.
The suspect data may be classified into one of the
aforementioned three categories (Fig. 3a). The blip test
by itself is able to detect erroneous spikes (dips) when a
positive (negative) suspect difference is followed by a
suspect negative (positive) one. In these cases, only the
middle value is flagged. The erroneous steps are iden-
tified when a suspect positive (negative) difference in-
volves also spatially suspect data. In those cases both
values are flagged. Finally, all the values between flag-
ged positive and/or negative steps will also be flagged if
they fail the spatial test, constituting erroneous long
periods. The validation of suspicious cases has been
carried out by comparing them to auxiliary anemome-
ters when possible, as in the case of DFO buoys (see
section 2). For periods longer than a day, an additional
24-h window has been preemptively flagged.
b. Phase 5: Bias detection
The previous section targets erroneous periods of
constant values or high-variability errors that are a few
days long at most. However, longer intervals of time,
such as weeks or months, that have systematic unusual
values of mean and/or standard deviation will not be
identified by the preceding analysis. The fifth phase of
the QC (Fig. 1) deals with the detection of systematic
errors (or biases) in both wind speed and direction.
These errors, common to any meteorological variable,
are related to a great variety of factors, such as changes
in the measuring devices, different averaging methods,
changes in anemometer heights, or changes in exposure
or site relocation (e.g., Alexandersson 1986; Begert et al.
2003; Thomas et al. 2005; Wan et al. 2010). This work
considers biases at different time scales. We correct for
long-term wind speed biases from documented changes
in anemometer heights. Regarding wind direction, we
FIG. 3. (a) Conceptual illustration of high-variability errors. A normally behaving sample (solid line). The various types of detectable
errors, namely, spikes, dips, steps, and long periods, are indicated as deviations (dashed lines; figure based on Fiebrich et al. 2010). (b) The
wind speed bias detection method applied to station 8202550 (Inverness, Cape Breton, Nova Scotia; EC). The 15-day moving averages of
the daily means of the anomalies (red line, right y axis), standard deviations (blue lines), and coefficients of variation (orange lines);
horizontal lines of the same color depict their corresponding thresholds. The detected erroneous values of mean and standard deviation
are highlighted, for easier visualization, by points of the same color (lower part of the plot). The original daily means (gray, left y axis).
(c) Wind direction bias, the number of detected cases in the year-to-year analysis vs the angle of the shift (absolute value). The y axis is in
logarithmic scale.
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target the detection and correction of biases, specifically
shifts in direction, which may affect interannual to
multidecadal time scales. We also look for errors caused
by many other, often unknown, factors that affect the
behavior of wind speed records for periods ranging from
several weeks to months, longer than those targeted in
the previous QC steps but shorter than long-term
inhomogeneities.
1) WIND SPEED
As discussed in Part I, although measuring heights
should follow the international standard 10-m height
convention (WMO 1950, 1969, 1983, 2008), in reality
many sites may have suffered major changes in height
through time with the evolution of measuring prac-
tices, thus inducing discontinuities in time series. If the
exact measurement heights used at a given site thro-
ugh time are known, then there are different methods
to standardize these records to a common height. The
methods may range from simpler ones based on the
wind power law (Klink 1999; Pryor et al. 2009) to rel-
atively elaborated ones that account for atmospheric
stability (Thomas and Swail 2011). In this work, the
standardization to reference height zref (m) is done
using the logarithmic wind profile (Thomas et al. 2005;
Wan et al. 2010),
y
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where yz is the hourly data (m s
21) at the measurement
height z (m) and z0 is the roughness length (m). For land
stations, the roughness length has been derived from the
USGS National Center for Earth Resources Observa-
tion and Science (EROS) Global Land Cover Charac-
teristics Data Base (GLCCDB, V2p0; Loveland et al.
2000). The Weather Research and Forecasting (WRF)
mesoescale model (Skamarock et al. 2008) has been
used to relate the USGS static information to the de-
sired z0 values for summertime (Julian days 105–288)
and wintertime (Julian days 288–105) seasons and for
a 3 km 3 3 km gridpoint resolution. For buoys, the
roughness length was chosen as z05 0:0016 m (Thomas
et al. 2005).
Themeasurement heights were compiled from several
different metadata sources. The height information re-
lated to Canadian land stations was acquired mainly
from a database that gathered information from many
climate station inspection reports (SIRs) from Envi-
ronment Canada’s National Climate and Data In-
formation Archives (Wan and Wang 2006). This
information has been supplemented by looking through
additional individual digitized SIRs obtained from EC.
For U.S. sites, the heights have been extracted from
individual annual local climatological data (LCD) pub-
lication files obtained from the NCDC Image and Pub-
lication System (http://www.ncdc.noaa.gov/IPS/lcd/lcd.
html). Finally, for the moored buoys, the information
has been obtained from the Meteorological Service
of Canada (MSC) buoy status reports archived by
the DFO (http://www.meds-sdmm.dfo-mpo.gc.ca/isdm-gdsi/
waves-vagues/index-eng.htm; Table 2; Part I). The value of
zref is different for each site and corresponds to the last
known height that appears in the metadata.
The flagging of nondocumented wind speed biases is
done using daily averages. The method screens anoma-
lous behavior beyond the limits of the temporal consis-
tency tests (section 3a). For this purpose, 15-day moving
windows of the mean (y), standard deviation (sy), and
coefficient of variation (cv5sy/y) of the daily time se-
ries are comparedwith an estimation of the typical range
of the statistical parameters at each site. When the
threshold is exceeded for any of these three parameters,
the information about the date and parameter is stored.
For the estimation of the usual ranges of variability, we
use trimmed daily series where the values beyond the
y6 2sy threshold are not considered to reduce the
weight of the outliers. First, with the trimmed series an
estimation of the mean annual cycle is obtained. This is
calculated by averaging all the available values of each
calendar day over all the years of available measure-
ments at the site. The resulting 366-day estimate is fil-
tered with a 15-day running mean, thus providing a
smooth estimate of the annual cycle with daily resolu-
tion; missing days in a series that extend only a few years
are interpolated. Second, both the original and the
trimmed daily series are divided (normalized) by the
annual cycle estimate obtained in the previous step,
thereby diminishing the variability associated with the
seasonal changes. Third, a 15-day moving window cen-
tered on each day is then used to calculate the running
means, the standard deviations, and the coefficients of
variation from the resulting original and trimmed nor-
malized series. Finally, the smoothed 15-day filter out-
puts of the original series are screened for extreme
behavior. This is done by comparing them to thresholds
obtained from the normalized and then averaged
trimmed series.
The upper and lower thresholds are defined using
yup5P951 3:7IQR and ydown5 0:5, respectively, for the
15-day running mean of the wind speed series;
syup5P951 7:5IQR and sydown5 0:044, respectively, for
the running mean of the standard deviation; and
cvup5P951 7:5IQR and cvdown5 0:22, respectively, for
the running mean of the coefficient of variation. When
the threshold is exceeded for one of the three
JANUARY 2018 LUC IO - ECE I ZA ET AL . 191
parameters during 15 days or more, the sequence is
flagged. Shorter sequences of up to one week are flagged
when more than one parameter threshold is exceeded.
This comparison enables us to identify the most extreme
intervals at weekly to monthly time scales. Figure 3b
shows a practical example of the method.
2) WIND DIRECTION
The detection of biases in wind direction addresses the
identification and correction, not the removal, of shifts in
direction. The procedure considered herein is one of the
few attempts reported in the literature (Begert et al. 2003;
Petrovic 2006; Gruber and Haimberger 2008) and
searches for temporal changes in wind roses. As in the
case of biases in wind speed, the approach presented here
is univariate, thus each series is treated individually and
comparisons with regional references are avoided. The
rationale for this is that wind direction at the surface is
shaped by orography, thus complicating the identification
of good reference neighbors within the spatial scales of
intersite distances of our database. The method is based
on the comparison of annual wind roses in search for
relative shifts. The method is run individually for each
series. In the first step, the method compares consecutive
yearly wind roses. This is done by shifting them to find the
relative angle in which their root-mean-square differ-
ences (RMSD) are at aminimum. This approach assumes
that the distributions of wind direction at a site—that is,
the wind roses—remain approximately stable through
time with minor year-to-year variations and vary only
slightly due to long-term changes in the atmospheric
circulation. This is a realistic assumption as shown in
Fig. 3c, where about 90%of the year-to-year comparisons
did not register any shift change and only around 4%
involved shifts larger than 108. Sudden shifts are pre-
sumed to be caused by changes in measurements, loca-
tion, anemometer heights, surrounding environment, or
artificial biases of any other nature. RMSDs are calcu-
lated for all the possible relative angles between the wind
roses, depending on the precision with which wind di-
rection is recorded (8, 16, 36, or 360 sectors). Precisions of
360 sectors are in practice reduced to 36 for this analysis
in order tomake results less noisy.Only yearswith at least
75% of availability of data are considered. This is still
sufficient to avoid a large drop in yearly records while
having robust estimates of the wind rose, that is, reducing
the number of false positives related to subsampling.
After a first check in which year-to-year steps are con-
sidered, only rotations larger than 108 are preserved for
the second round.
The comparison of wind roses is expanded in a second
step to the time intervals between the previously flagged
years. The longer samples used to estimate wind roses in
this step make the results more reliable and allow for
disgarding previously estimated changes that might have
been due to data paucity. The resulting cases are in-
dividually inspected. Rotations in wind roses with equi-
probable wind directions are discarded. The remaining
cases are corrected by means of addition/subtraction of
the rotated angle tomatch the position of the most recent
time interval. The corrections are checked to be consis-
tent with the surrounding orography where possible. The
available metadata have also been consulted when
looking for information that validates our findings and for
problems that might be too short or involved fairly small
angles to be detected. The analysis is limited to complete
years defined from 1 January to 31 December, which
means that there is a chance of erroneously modifying
some correct months or overlooking erroneous loose
months belonging to mostly correct years. This problem
should, however, involve a relatively small number of
months, as the needed amount of data to discernibly alter
the wind rose is generally large and tends to be even
larger for smaller shifts (not shown).
c. Phase 6: Isolated records
Once the previous steps of the QC are completed, a
final step (phase 6 in Fig. 1) is conducted to flag isolated
suspicious data. After the application of a number of
tests, it is not uncommon to find short groups of isolated
data between relatively long segments of missing or
flagged data. This can also happen in the original data
series between relatively long periods of missing ob-
servations. The reliability of these data is questionable
(Lawrimore et al. 2011). The criterion followed herein is
that any sequence of observations of 24 h long or shorter
that is surrounded by an interval of missing observations
of 24 h or longer has been flagged.
4. Results
This section reports on the results of the QC process
and provides some additional technical details and ex-
amples of the identified error typologies. The number
of the affected records in each phase is presented in
Table 3, where all the phases of Part I and Part II are
sequentially shown, offering a general view.
a. Phase 4: Temporal consistency
1) ABNORMALLY LOW VARIABILITY
Low-variability checks address the detection of suspi-
cious constant data sequences (see section 3a), making a
distinction between noncalm (wind speed $ 1m s21;
direction 6¼ 08) and calm wind speed (,1m s21) situa-
tions. A total of 9461 wind direction records were flagged
for noncalm situations (0.02% of total direction data;
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Table 3), affecting 54 sites in total (see Fig. 4a): 47 EC
(with 8004 records) and 7 NCAR sites (1457). Fewer
wind speed records, 3498 (,0:01%), were flagged with
33 sites affected (Fig. 4a): 32 in EC (3159 records) and
1 in NCAR (339). There is a remarkable absence of
failures in buoys, where their longest periods are less
than 6h. These short lengths can be explained by their
much higher measuring precision (18 and 0.1m s21) but
the lack of longer sequences is noteworthy. Many
more low wind speed records were flagged, 190 933
(0.35%), affecting 468 sites (89% of the database; see
Fig. 4b): 320 EC (93% of the dataset, 137 048 records),
21 DFO sites (52%, 19 529), and 127 NCAR sites
(89%, 34 356).
The total number of handled constant sequences for
tests 1 and 2 adds up to around 602 000 in direction
(with a flagging rate of ;0:02%), about 52 000 in speed
(rate of ;0:16%), and close to 7000 for calms (rate of
;2:58%). The details regarding the number of flagged
sequences and their associated false-positive ratios are
summarized in Table 4. Given the small number of
suspicious sequences, all the periods were individually
screened and the ones that looked unrealistic were
flagged. Figure 4c shows two periods of simultaneous
constant wind direction and speed data for a site located
in Parry Sound, Ontario, Canada, and involving 5 days.
Figure 2b shows the longest flagged calm identified by
this method, which belongs to a buoy located in the
Laurentian Fan and involves a continuous sequence of
over a year. The longest calm periods belong to the raw
buoy data that register near-zero wind speed values even
if the anemometer had been destroyed in a storm. Such
undocumented problems were not solved at the data
compilation (see Part I, section 2).
The third test is based on spatial consistency and was
applied only to calm situations. It accounts for the
largest part of the flagged data: circa 32 000 from a total
of 97 000 candidate calms showed at least one flagged
record. Although the method targets calms of any
length, the percentage of flagged sequences increases
with length to more than 75% for sequences longer than
24 records (Fig. 4d, total calms in blue, flagged calms in
red, and percentages in black). The majority of the
flagged records within the intradaily sequences are
TABLE 3. Number of affected data during each phase of the QC (Fig. 1) for wind speed (WS) and wind direction (WD), and in total.
Percentages, in parentheses, are given with reference to the initial number of WS/WD records (53 956 328 records each). Column 4 refers
to bothWSandWDas if the removal (Part I) or FR (Part II) had been applied, since the elimination of aWSorWDrecord implies the loss of the
WS–WDpair. For FC data, column 4 is a simple sum of columns 2 and 3. Since some recordsmay have been FRmore than once, the total of the
last row does not correspond to the sum of individual steps. Phases 1–3 synthesize the results in Table 5 of Part I. Also refer to Fig. 9.
Phase
Wind speed
[Number (%)]
Wind direction
[Number (%)]
Total
[Number (%)]
1. Compilation*
Chronological sorting Ø* Ø* Ø*
Duplicated dates 2261* 2261* 4522*
Decoding errors 1 003 991* Ø* 1 003 991*
Site displacements 1 078 337* 1 078 337* 2 156 674*
Measurement units (EC 1 NCAR)* EC* 99 580 581 (92.28)*
Observation time EC* EC* 93 237 056 (86.4)*
2. Duplication errors
Intrasite 2818 (,0.01) 2453 (,0.01) 5640 (,0.01)
Intersite 2225 (,0.01) 69 432 (0.13) 138 864 (0.13)
3. Consistency in values
Criteria (calms 1 north)* — 539 510 (0.99)* 539 510 (0.45)*
Limits 288 (,0.01) 181 (,0.01) 938 (,0.01)
4. Temporal consistency
Abnormally low variability (ALV)
ALV1($1m s
21, .0:18) 3498 (,0.01) 9461 (0.02) 24 562 (0.02)
ALV2(,1m s21, 2) 190 933 (0.35) — 381 866 (0.35)
Abnormally high variability (AHV) 2082 (,0.01) — 4164 (,0.01)
5. Bias detection
Height/rose shifts 8 563 779 (15.87)* 931 842 (1.73)* 9 461 199 (8.77)*
Undocumented biases 103 562 (0.19) — 207 124 (0.19)
6. Isolated records 6906 (0.01) 6906 (0.01) 13 812 (0.01)
Total removed 272 681 (0.5) 88 433 (0.16) 696 634 (0.65)
* All the steps from phase 1 and the FC records and not taken into account to calculate the total of removed/FR data in the last row.
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concentrated during diurnal hours when the winds tend
to be higher and it is less likely that the regional series
support zero wind speed at the test site (not shown). The
percentage of flagged calm sequences remains more or
less constant in the database for the whole time (not
shown) with ;10% for EC and a little less for NCAR.
DFO buoys show a disproportionate ratio that, at times,
surpasses 50% of the cases.
2) ABNORMALLY HIGH VARIABILITY
Regarding high-variability errors, 2082 (,0.01%)
wind speed records were flagged, affecting 160 sites
(Fig. 5a): 82 EC sites (528 records), three DFO buoys
(3), and 75 NCAR sites (1551). The number of cases
and associated false-positive ratios can be found in
Table 4. The errors are more or less homogeneously
distributed over time as shown in Fig. 5b and increase
with the addition of new sites. NCAR sites show an
abundance of flagged records, a consequence of the
lack of QC processes applied to them. The majority
involves isolated records, placed well above the typical
range of variability of the site, as shown in Fig. 5c for a
site located in Massachusetts. Although less common,
longer faulty periods can also be found in the database,
such as the one in New Brunswick, Canada (EC,
Fig. 5d).
b. Phase 5: Bias detection
1) WIND SPEED
The systematic biases in wind speed records are
divided into two groups depending on their causes:
those attributable to documented anemometer height
changes; and those that, ranging from weeks to
months, are caused by unknown/undocumented fac-
tors [see section 3b(1)].
The first group of biases was corrected following
Eq. (2), which makes use of the available metadata on
anemometer height changes. Documentation about
the heights were available for 220 sites in total: 166
FIG. 4. Spatial distribution of the affected stations after checking for (a) long constant noncalm sequences and
(b) calm corrections. Symbols indicate the variable (wind direction/speed) and source institution, and color fill
indicates the number of affected data. (c) Example of simultaneous flagged constant periods for both wind speed
(red) and direction (blue) at the same station (station CXPC, Parry Sound, Ontario; NCAR). (d) Absolute fre-
quency distribution of the number of calms (left y axis) vs their length in number of records: those evaluated with
a spatial comparison (blue), those that had at least one flagged record (red), and the percentage of flagged calms
over the total evaluated (black, right y axis). In vertical (horizontal) bars lengths at 12, 24, and 48 records
(percentages at 75%) are marked for easier visualization.
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Canadian sites (EC1 NCAR), all of the 40 DFO buoys,
and 14 U.S. (NCAR) sites (Fig. 6a). Despite involving
only 40% of the sites, these include 106 of the 125 sites
longer than 20 years (85%,Fig. 6a), which aremore prone
to suffer from changes. The corrections have been ap-
plied to the 91 sites with at least one height change
(Fig. 6b). The number of local documented changes may
range between one and seven, with the longest sites suf-
fering the most changes. Nevertheless, the comparatively
shorter moored buoys can accumulate between one and
four changes per site, due to a combination of two factors:
1) some buoys changed their hull type through time
(Table 2 in Part I); and 2) each time series was con-
structed by combining the information of two channels
(see section 2 in Part I), belonging to anemometers nor-
mally located at different heights in most of the cases
(Table 2 in Part I). A total number of 8 563779 (15.87%)
records have been modified (Table 3). Figure 6c shows
the temporal distribution of the documented heights for
the 1953–2010 period. Measuring heights can broadly
range from 37.19 to 6m (10–3.3m) for land sites (moored
buoys). As we can see, before the late 1960s/early
1970s, there was not a preferred height as evidenced by
the larger diversity of heights and the uniform distribu-
tion of stations over them (Fig. 6c). After the 1970s,
however, a tendency to follow the standard 10-m height
develops (Klink 1999; Wan et al. 2010) albeit with some
notable exceptions (e.g., 37.19m at the Greater Bing-
hamton Airport, Binghamton, New York). The decrease
in the percentage of 10-m-height sites after the late
1990s is parallel to the increase of heights below 10m,
which is mainly related to the appearance of moored
buoys. Figure 6d shows an example of one of the lon-
gest time series in the database (Goose Bay, Labrador,
Canada; EC) with seven documented height changes.
The records were corrected to its reference, last
documented, height of 10m.
Regarding nondocumented errors, 103 562 records
(0.19%) were flagged (Table 3) with 78 sites affected
(see Fig. 7a) in total: 37 EC (58 255 records), eight
DFO (32 793 records), and 33 NCAR sites (12 514
records). Information about the number of detected
cases and associated false-positive ratios can be found
in Table 4. The most abundant flagged periods are
under 4–5 weeks (Fig. 7b). Many of the shortest pe-
riods correspond to NCAR sites and coincide with
high-variability errors detected previously. Two addi-
tional examples (Figs. 7c,d) show periods of about a
month at Parry Sound (Ontario, Canada; NCAR) and
about 3 months at Laterrière (Quebec, Canada; EC).
The flagged cases fromDFO tend to be of extreme low
values, opposite of the cases of NCAR. The identified
longest case (Fig. 3b) is likely due to an undocumented
height change, as the coefficient of variation is un-
affected (Vautard et al. 2010). The temporal distribu-
tion of flagged segments of data with biases (Fig. 7e)
shows that despite the successive increase
in the number of sites, EC has maintained a stable or
even declining trend of erroneous periods in the last
years, likely as a result of improvements in both site
maintenance and data processing/QC methodologies.
These numbers are comparable to those of DFO and
NCAR in spite of the higher number of stations
from EC.
TABLE 4. Summary of the number of cases detected at each test of Part II. Results are provided in total and also separately for each data dataset/
institution. The range of lengths of these cases is indicated in the number of records for abnormally low and high variability, and in hours/weeks/years
for biases and isolated values. False-positive ratios, obtained aftermanual scrutiny of all the outcomes, are indicatedwithin parentheses when possible.
Test EC DFO NCAR Total Length range
Phase 4: Abnormally low variability
Periods with excessive missing values (WS$ 1m s21) 3 (—) 0 (—) 1 (—) 4 (—) 6–56
(WD 6¼ 08) 20 (—) 0 (—) 1 (—) 21 (—) 6–54
(WS, 1m s21) 57 (—) 4 (—) 35 (—) 96 (—) 6–96
Longest valid period (WS$ 1m s21) 76 (23%) 0 (—) 6 (0%) 82 (22%) 16–143
(WD 6¼ 08) 70 (23%) 0 (—) 12 (0%) 82 (19%) 25–508
(WS, 1m s21) 63 (21%) 6 (0%) 16 (44%) 85 (23%) 21–8554
Spatial consistency (WS, 1m s21) 24 738 (—) 54 (—) 7254 (—) 32 046 (—) 6–1397
Phase 4: Abnormally high variability (WS)
Temporal and spatial checks 247 (16%) 7 (57%) 1031 (0%) 1294 (3%) 1–40
Phase 5: Bias detection
Documented height changes in WS 226 (—) 53 (—) 13 (—) 292 (—) 5 weeks–28 yr
Undocumented biases in WS 106 (19%) 16 (19%) 100 (12%) 222 (16%) 1 week–1 yr
Rotations in WD 59 (—) 9 (—) 27 (—) 95 (—) 1–17 yr
Phase 6: Isolated records
Isolated values (WS and WD) 1161 (—) 291 (—) 4727 (—) 6906 ,24 h
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2) WIND DIRECTION
Detectionofwinddirectionbiases involved the correction
of 931842 (1.73%) records (Table 3). In total 36 stations
were affectedwith vane shifts greater than 208 (Fig. 8a) with
lengths expanding from one to several years. Most of these
sites were affected by one or two shifts (circles). The met-
adata files (triangles) provided information to correct four
additional sites, all of them with periods shorter than a year
or with angles smaller than 208 and thus indiscernible by our
method. In total 23 EC sites were affected with 670798 re-
cords, three DFO buoys with 21876, and 14 NCAR sites
with 239168 records. Figure 8b,c show two cases detected
with our method: the first one corresponds to a site located
at the Port Hastings Canal (Nova Scotia, Canada) with
five changes and the second one corresponds to a sta-
tion located at the Greenville Maine Forestry Service
(Maine) with only one shift. An example of a shift detected
from the metadata is shown in Fig. 8d. It corresponds to a
site located in Blanc Sablon (Quebec) with a 108 angle shift
that lasted from 20 March to 21 October 1974.
c. Phase 6: Isolated records
The last step in the QC process involved flagging 6906
(0.01%) pairs of records (Table 3) distributed among
6089 events of varying lengths of 24 h or shorter over
269 sites: 157 EC sites (2007 records), 22 DFO sites
(291 records), and 90 NCAR sites (4608 records).
5. Impact
This section describes the impact of the whole QC
procedure (Part I and Part II) on the statistics of the
observational time series. Figures 9a,b show, for wind
speed and direction, the type of error that had the largest
implications at each site in terms of corrected/FC or
deleted/FR data (excluding the phase related to com-
pilation and the redefinition of calms and true north, in
Part I). From an initial number of 526 stations, 501 have
been affected with one or more of the analyzed nine
error typologies in the case of wind speed. The most
common error is related to unrealistic calms, being the
most relevant one in 300 sites. The standardization of
documented changes in height follows as the most im-
portant at 89 sites, followed by long-term errors at 52 sites
and isolated values at 46. In wind direction, 310 stations
were affected by any of the six analyzed error types. The
most relevant error in the majority of the stations (209) is
related to isolated values, followed by constant periods
(42) and biases in direction measurements (40).
FIG. 5. (a) Spatial distribution of high-variability errors. Symbols indicate the dataset, and the color scale in-
dicates the number of affected data. (b) Temporal distribution of flagged values. The number of operating stations
per year (dashed lines, right ordinate axis), and the number of erased data per year (solid lines, left ordinate axis).
Colors indicate the source institution. (c) Example of high-variability flagged data (red points) corresponding to site
NZW (South Weymouth Naval Air Station, Massachusetts; NCAR). (d) As in (c), but for site 8104201 (Point
Lepreau climatological station, New Brunswick; EC).
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Regarding wind speed and considering the different
data datasets, those affected by one or more issues in-
clude 328 EC sites (95% of EC sites), 35 DFO buoys
(87%), and 138 NCAR sites (98%). Regarding direction
183 EC sites were affected (53%), 27 DFO sites (67%)
and 100 NCAR sites (69%).
The total accumulated percentage of removed/FR
data by all the tests is shown in Fig. 9c. In total 501 sites
were affected, although the vast majority of them (416)
with less than 1% of data. Only six sites presented per-
centages above 10%, with four being buoys mostly af-
fected by undocumented biases and very long calm
situations that accounted for 25%–50% of their data
flagged. Site CWVY located in Lemieux (Quebec;
NCAR; see Part I, section 2b) had all its data removed,
as it was found that it was constructed with data of two
other nearby sites. Fewer sites, 123, were affected by
data corrections (accumulated percentages in Fig. 9d)
but with higher percentages of affected data than in
the previous case. Most of the sites (107) presented
percentages above 10% and 33 sites more than 50%.
Table 5 summarizes the number of FR/removed and
FC/corrected data per dataset and in total.
Figure 9e categorizes the results by test and dataset,
both with raw numbers and percentages. Although the
EC dataset shows a higher number of flagged records
FIG. 6. (a) Spatial distribution of anemometer heights (m). The indicated height is the reference, last known,
height. Sites for which individual information was not available (pink). The length of the time series is indicated
with the size of symbols. (b) Spatial distribution of sites with at least one change in height. The modified amount of
records is indicated by color filling, the number of documented height changes is indicated by the symbol, and the
dataset is indicated by the color border. (c) Temporal distribution of known anemometer heights in the database.
The heights (left axis) are rounded to the closest meter for clarity. The total number of active stations with
documented height at each moment (blue line, right axis). The color bar shows the percentage of stations from the
total that are placed at a given height (in logarithmic scale). (d) Monthly wind speed (m s21) of site 8501900 (Goose
Bay) before (red) and after (blue) standardization to its reference height (10m). Vertical color bars indicate
documented anemometer heights.
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and hadmore sites affected thanNCARandDFO,when
taking into account percentages the situation is re-
versed: NCAR tends to show more problems in isolated
segments of data, unphysical measurements, problems
related to the vane orientation, and with high variability;
whereas DFO registers problems related with low-
variability measurements and long-term biased pe-
riods. In percentages DFO (NCAR) has 8 (4) times as
many removed/FR data as EC (Table 5).
The impact of the correction/removal of records on the
shape parameters of the statistical distribution of data is
shown in Figs. 10, 11. These parameters are the mean,
standard deviation, skewness, and kurtosis obtained from
the calculation of the first- to fourth-order moments (von
Storch and Zwiers 2003). Despite not being the optimal
estimators for non-Gaussian distributions, they have nev-
ertheless been used, as they offer some valuable in-
formation about the changes in the wind distributions
before and after applying the QC. The mean wind speed
(direction) differences (beforeQC 2 afterQC) are shown in
Figs. 10a,b). The majority of the sites were almost un-
affected with changes smaller than60.1m s21 (618).Most
of the speed changes are negative (the mean wind speeds
after the QC are higher), mainly as a result of the removal
of unrealistic calms. Some buoys on the east coast, with the
longest erroneous calms, had the highest negative changes
in mean. The highest positive changes in mean wind speed
are related to high-variability errors and problems in the
miscoding of missing values, specifically two sites with
differences larger than 200m s21 (Part I, section 3c; con-
sistency in values). The highest impacts in wind direction
correspond to sites seriously affected by long-term biases
(see section 4b) or to buoys recording erroneous calms.
The standard deviation ratio (before/after, Figs. 10c,d) was
close to 1 in most of the cases. The sites that presented the
largest changes in wind speed variability were those with a
high number of miscoded missing values. For wind di-
rection, ratios are close to one except for a few land sites
and buoys that were notoriously affected by long-term
wind speed or direction biases (Fig. 10d).
FIG. 7. (a) Spatial distribution of the sites affected by undocumented wind speed biases, symbols indicate the
dataset, and colors indicate the number of affected data. (b) Number of cases vs their approximate length in weeks.
Vertical bars indicate some time scales for better visualization. Examples of flagged periods of (c) almost 1 month at
site CXPC [Parry Sound Canadian Coast Guard (CCG), Ontario; NCAR] and (d) 3 months at site 7064181 (Later-
rière). (e) Temporal distribution of the flagged values. The number of operating stations per year (dashed lines, right
y axis), and the number of flagged data per year (solid lines, left y axis). Colors indicate the source institution.
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The skewness of the wind speed time series, a measure
of the asymmetry of the distribution (Figs. 11a,b), is sig-
nificantly reduced after theQCprocess, a sign of the effects
of the unrealistic high records that have been erased on the
tails of the distributions. Nevertheless, it continues being
positive, which is a characteristic of this type of variable. It
is noteworthy that all sites show now skewness values in a
very close range of [0.25,1.75]. The kurtosis, a measure of
the peakedness of the distribution (Figs. 11c,b), is also
drastically reduced in stations with a greater number of
high values but is still generally leptokurtic; here, the ref-
erence value of kurtosis is 0 for normal distributions. The
stations now show a close range in kurtosis, [20.5,5].
6. Conclusions
This paper describes the second part of a semiautomatic
QC procedure designed to identify and correct erroneous
records of a surface wind speed and direction database of
opportunity located in northeastern North America
(WNENA), compiled from an heterogeneous origin that
were subjected to previous quality treatments of different
depths. There are relatively fewworks covering these types
of meteorological variables, especially at such depth (e.g.,
DeGaetano 1997; Graybeal et al. 2004; Dunn et al. 2016).
The vast array of tests described herein provides an over-
view of data quality issues and offers some guidelines on
how to improve a starting position that may not be optimal
in terms of having data of the best desirable quality, but it
may be nevertheless representative of what one can com-
monly access or acquire in the course of a time-bounded
study. Most of these tests are either improved versions of
previous studies or have been newly developed for this
work. The tests described in Part II (Fig. 1) are focused on
the detection of measurement errors: errors produced at
the moment of the measurement and related to in-
strumental faulty performance or calibration, or sitting
exposure. In contrast, the first three phases, described in
Part I (Fig. 1, shaded), were centered on issues related to
data management: problems originated at the compilation
FIG. 8. (a) Spatial distribution of biases in wind direction. Colors of symbol contours indicate the dataset, symbols
indicate that the shift has been detected with the method (circles) and metadata (triangles), symbol size indicates
the number of vane changes, and the color scale indicates the number of affected data (31000). (b) Wind rose
showing wind direction bias before and after correction, corresponding to station 8204481 (Port Hastings Canal,
Nova Scotia; EC) with five changes, each indicated by a line of a different color. The roses are shifted to match the
last time interval that is considered the reference period. The indication for the rotated angle in the inset is provided
also with respect to the last time interval. (c) As in (b), but for site KGNR (Greenville Maine Forestry Service;
NCAR). (d) As in (b), but for site 7040812 (Blanc Sablon, Quebec; EC).
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and subsequent unification of databases from in-
stitutions that follow different criteria, and data ma-
nipulation procedures.
Most of the tests presented herein are based on
simple principles and are computationally afford-
able, offering admissible false-positive ratios of
;3% in the best-case scenario (abnormally high
variability) and ;23% in the worst-case scenario
(threshold-based test for noncalm constant speed
situations). Given the volume of the database
(;1:13 108 records), a special effort has been placed
on a quasi-automatic design where the tests are
nearly automatic but at the same time allows for a
manual screening of dubious cases.
FIG. 9. Overview of the errors involving the largest amount of data at each site for (a) wind speed and (b) wind
direction. Results for both Part I and Part II are included. The errors are indicated with colors, and the symbols indicate
the data source institution (see legends). The symbols are given in decreasing sizes for easier visualization of close sites.
(c) Distribution of the percentage of total deleted data at each site after all the steps of the QC. The stations with
percentages over 90%were removed from the initial database. (d)Distribution of thepercentage of totalmodifieddata at
each site in Part II. (e), (left) Number of erased (Part I)/flagged (Part II) data (bars, left y axis) for the whole database
(blue) and for each dataset (other colors), at each of the steps during the wholeQC (x axis). The affected number of sites
are in lines (right y axis). (e), (right) As in (left), but for percentages corresponding to total amount of data/sites (gray) or
divided by dataset (rest). For the meaning of the abbreviations, refer to Table 3, phases 2–6.
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As a result of the whole QC process (Part I and Part
II), about 0.5% of wind speed and 0.16% of wind
direction records have been identified as erroneous
and removed/FR (0.49% and 0.03%, respectively, cor-
responding to Part II alone; see Table 3), resulting in a
total of 0.65% of discarded data pairs. Additionally
15.87% of wind speed and 1.73% of wind direction re-
cords have been corrected after testing for biases (Part
II) and more than 90% of the records were modified in
one way or another during the compilation (Part I). The
results of the different procedures provide evidence of
the inferior initial data quality of the NCAR and DFO
datasets used in this study, with a large majority of high-
variability-related errors at the NCAR sites and low-
variability errors at the DFO sites. These sets present
overall a larger percentage (.83 for DFO and .43
for NCAR) of erroneous records than EC. The
largest impact of the QC on the mean and standard
TABLE 5. Summary of total (wind speed1wind direction), and FR/removed and FC/corrected records by dataset and in total. The records
that have been FR by multiple tests are counted only once. The percentages relative to the size of the dataset are in parentheses.
EC DFO NCAR Total
Total data 92 909 742 1 987 770 12 385 030 107 912 656
FR/removed 195 739 (0.41%) 34 342 (3.45%) 118 236 (1.86%) 348 317 (0.65%)
FC/corrected 8 920 933 (9.56%) 186 084 (9.36%) 354 122 (2.79%) 9 461 199 (8.77%)
FIG. 10. Spatial distribution of differences in (a),(b) mean and (c),(d) standard deviation ratios for (a),(c) wind
speed and (b),(d) wind direction (using directional statistics, Mardia and Jupp 2009) before and after QC changes.
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deviation of wind speed and wind direction distributions
is associated with cases of miscoded missing values (only
in NCAR), sites with long-term biases, and buoys re-
cording erroneous calms. On the other hand, the largest
impact on the shape and tails of the distributions (skew-
ness and kurtosis) are related to sites with high-variability
problems, which are also mostly NCAR sites. NCAR and
DFOnot only presentmore errors thanEC sites, but their
effects are also more noticeable. EC, although not free of
errors, showed fewer incidences across the NCAR and
DFO raw databases, both during the compilation and
processing phases (Part I, sections 2 and 3a) and also
during the application of the data quality procedures.
Some general considerations related to the assess-
ment of measurement errors can be extracted from the
development and application of the procedures de-
scribed herein. Regarding low-variability problems, the
length of purported calms or in general, of sequences
during which wind speed or direction are constant, can
vary greatly depending on the resolution and instrument
precision. The importance of segregating sequences
according to resolution and precision on the distribu-
tions of extremes has been shown (Fig. 2a). For un-
realistically long calm periods, threshold analysis allows
for singling out obvious erroneous cases. Identifying
erroneous shorter calm sequences with plausible lengths
is a challenging task. The spatial comparison has been
shown to be useful for these situations (Fig. 2c). The
tests for high-variability errors have been successful in
flagging erroneous clusters of data (Fig. 5d) and extreme
events of sites regardless of their recording time reso-
lution. It would be interesting to adapt a similar tech-
nique for wind direction in the future, which is hardly
addressed in depth in the literature (DeGaetano 1997).
The test employed to look for undocumented long-term
errors in wind speed has been effective at bridging the
FIG. 11. Spatial distributionof the (a),(b) skewness and (c),(d)kurtosis forwind speed (a),(c) beforeand (b),(d) after theQC.
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time-scale gap between the targets of traditional QC pro-
cesses (hourly to weekly) and the statistical methodologies
devised for homogenization problems (interannual and
above; Fig. 7b). The use of metadata has been decisive in
identifying a large number of changes in anemometer
heights and their associated disturbances on long-termwind
speed trends (Fig. 6d). Most of the corrections affected the
longest sites, which are more prone to present successive
height changes and buoys, with plentiful changes in hull
types and transmission channels. Finally, a wind rose cor-
rection procedure (Figs. 8a,b) has been proposed with sat-
isfactory results, a topic barely treated in the literature. The
method still poses some limitations regarding the minimum
unit length for correction (one year) and the minimum de-
tected angle of rotation (effective only for Du $ 6 208).
The development and/or application of techniques
to correct wind speed inhomogeneities of an undocumented
nature, including long-term biases and/or drifts, has not
been considered herein (e.g., Wan et al. 2010). Also, prob-
lems such as buoy tilt orwave sheltering in theDFOrecords
(e.g., Gower 1996; Skey et al. 1998) are beyond the scope of
the current work.
After the QC, WNENA consists of 525 sites. This da-
tabase has a relatively homogeneous distribution of sites
FIG. 12. Spatial distribution of availability of observations in the final database: (a) dates of first recordings at
each site (colors) and the number of years with available data (symbol size), and (b) dates of last recordings (color
scale). (c) Spatial distribution of mean winds (arrows) and standard deviations (isolines). The arrows give the
direction from which the mean wind is blowing. The wind speed is given by the arrow size and color. The topog-
raphy of the area is presented in grayscale. (d) Wind speed histogram comparing the pre-QC database (red) with
the database after Part I (blue) and Part II (black). (inset) Seasonal distribution of the number of wind speed
records . 33m s21 (blue, right y axis) after Part II; box-and-whisker plot of monthly distribution of wind speed
records . 33m s21 (red, left y axis) also for the final database.
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through time (Fig. 12a). The oldest (and longest) stations
are those starting in 1953. The database grows consider-
ably after 1978 with the inclusion of some NCAR stations
and also during the 1990s with the aggregation of DFO
buoys and new EC and NCAR stations. The last 15 years
of data show a spatially homogeneous and temporally
stable coexistence of around 300 stations. A considerable
number of stations (more than 200) are still active in 2010
(Fig. 12b), which would allow for expansion of the data-
base in the future. Figure 12c shows the spatial distribution
of themeanwind speeds andwind directions, and standard
deviations of the database. The winds, predominantly
westerlies, reach their maximum values along the coast of
Labrador, the island of Newfoundland, and the Gulf of St.
Lawrence. Figure 12d shows the effects of the QC on the
wind speed distribution: before (red), after Part I (blue),
and after Part II (black). As a result of theQC process, the
highest realistic wind speed records have been reduced
from100 to53.5m s21.Aboxplot of themonthlydistribution
of hurricane-force-like records is presented in the inset. The
majority of the events and highestwind values are distributed
during winter, the season of the highest midlatitude storms’
activity (Plante et al. 2015), and as with the higher mean
values, they are also located along Labrador and the Gulf of
St.Lawrence (not shown).Becauseof its spatial and temporal
extension and resolution, WNENA is the database that, to
our knowledge, best covers this region, offering a great op-
portunity to study the wind behavior from local to regional
scales and from intradaily to multidecadal time scales.
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