§1. Introduction
For a meromorphic function f (z) in the whole complex plane C, the counting function for poles of f (z) is defined by
where n(r, f ) denotes the number of poles inside the disk |z| ≤ r, each counted according to its multiplicity. Moreover, we use the notation (cf. [6] , [8] / log r (cf. [5, §7] , [13] ). These combined with T (r, w) r 5/2 (cf. [5, §8] , [12] , [14] ) imply that the growth order of w(z) is equal to 5/2. (For real-valued functions φ(r) and ψ(r) on the interval (r 0 , +∞), we write φ(r) ψ(r) or ψ(r) φ(r) if φ(r) = O(ψ(r)) as r → +∞. In the case where h(z) is a function of z ∈ C, we also write |h(z)| ψ(r) if |h(z)| = O(ψ(r)) as |z| = r → +∞.) A sequence of higher order analogues of (PI) is given in the following manner (cf. [5, §16] , [7] ). Let d ν [w] (ν = 0, 1, 2, ...) be differential polynomials in w determined by the recursion relation
(cf. Lemma 2.6 with its proof). Some of them are written in the form 4 [w]/4 = −w (6) + 28ww (4) + 56w w (3) + 42(w )
where C ij are arbitrary constants. Consider a sequence of 2ν-th order equations of the form
which is called the first Painlevé hierarchy. Equation (PI 2 ) essentially coincides with (PI). These equations follow from the singular manifold equations for the mKdV hierarchy (cf. [7] , [9] , [15] ). As in the case of (PI), it is basic and interesting to study analytic properties of meromorphic solutions of (PI 2ν ), for example, to determine the growth order of them. The purpose of this paper is to show the following, which is an extension of (1.1), and which is a first step toward this question:
namely the growth order of w ν (z) is not less than (2ν + 3)/(ν + 1).
Furthermore, the frequency of α-points is estimated as follows: + zw + a, a ∈ C belongs to the second Painlevé hierarchy (PII 2ν ) (ν ∈ N) (cf. [1] , [2] , [3] , [7] ). Value distribution properties of solutions of (PII 2ν ) are studied by Gromak and He ( [4] ) and by Li and He ( [10] ); for example, every transcendental meromorphic solution w II,ν (z) satisfies δ(∞, w II,ν ) = 0. Theorem 1.1 and its corollaries are proved in Sections 3 and 4. In the proofs, we need some basic facts in the Nevanlinna theory and some properties of differential polynomials. They are reviewed or explained in Section 2. To prove Theorem 1.1, we deal with certain sums concerning the poles of each meromorphic solution, which are essential in the proof; and these sums are evaluated in the final section. §2. Basic Facts §2. 1 
. Nevanlinna theory
We review basic facts in the Nevanlinna theory which are necessary in the proofs of our results (cf. [5, Appendix B] , [6] , [8, Chapters 1 and 2]). Let f (z) be an arbitrary non-constant meromorphic function. 
Lemma 2.4. Let f (z) be a non-constant meromorphic function satisfying
log T (r, f ) + log r as r → ∞ outside an exceptional set with finite linear measure. 
= w,
. For the index ι, we put
Consider the differential polynomial
where
, ..., w , the multiplicity of it is equal to ||ι||. This fact is a background of the definition of the weight of differential polynomials.
We note the following:
Proof. By (1.4), for every ν ∈ N,
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Substituting the identities
we have . Indeed, this fact is inductively checked by using (1.3) and (1.4). Hence, for every ν ∈ N ∪ {0}, d ν+1 [w] is written in the form
is a finite set of indices. We prove ( [w, w , . .., w 
+ · · · into (PI 2ν ) yields a contradiction. Supposing that σ = 1, by an analogous argument, we can
+ · · · , b ν+1 = 0, and also derive a contradiction. Therefore, z = a 0 is a double pole. Put
By this fact,
.., ν}. Furthermore, the relation
means that the residue of w ν (z) at the pole z = a 0 vanishes. This completes the proof. §3. Proof of Theorem 1.1
To prove (1.5), we suppose the contrary:
, from which it follows that
Starting from (3.1), we would like to derive a contradiction. Let {a j } j∈J be a sequence of all distinct poles of w ν (z) arranged as
Clearly these poles do not accumulate at any point in C. By Lemma 2.7, we write w ν (z) in the form 
for |z| ≤ r, and
Lemma 3.3. There exists a set E ⊂ (0, ∞) with finite linear measure such that
By Lemma 2.6, w ν (z) satisfies the equation
For each term on the right-hand side, note that and m(r, w ν ) log r for r ∈ E * . By Lemma 3.
By Lemmas 2.5 and 2.2, this is valid for r approaching ∞ without an exceptional set, and hence g(z) is a polynomial. By Lemmas 3.1 and 3.2, for every r > 1, there exists z r , 0.7r ≤ |z r | ≤ r satisfying
Then, also for every κ = 1, 2, ..., 2ν,
Indeed, observing that
we have the following:
From (3.5), we have
(z r ) (κ = 0, 1, ..., 2ν) into (3.10), and observe that
and that, for every ι satisfying ι 0 ≤ ν and ||ι|| ≤ 2(ν + 1),
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; which implies that g(z) ≡ C ∈ C. Substituting w = w ν (z) = Φ(z) + C into (PI 2ν ), and observing that, for every ι satisfying 0 < ||ι|| ≤ 2(ν + 1),
with χ(ι) = 
and hence
for some r 1 > 0. On the other hand, by (3.7) ,
for some r 2 > 0. Using Lemma 2.5, from (4.2) and (4.3), we derive that N (r, w ν ) ≤ 4N (2r, 1/(w ν − α)) for r ∈ (r 3 , ∞), where r 3 > 0 is sufficiently large. This inequality combined with (1.5) yields the conclusion (1. 
} if a j = 0, and U 1 = {z | |z| < 1} if a 1 = 0. Since, by (3.2), 1<|a j |<r
we can take r 0 so large that 7πr
for every r > r 0 , where µ(X) denotes the area of a set X. For every r > 1, if |a j | < 2r, then
and
Hence,
where K 0 is some positive number. Consider the sets This completes the proof.
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