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Abstract
In this paper we study nonlinear eigenvalue problems with Neumann boundary con-
ditions and discontinuous terms. First we consider a nonlinear problem involving the p-
Laplacian and we prove the existence of a solution for the multivalued approximation of it,
then we pass to semilinear problems and we prove the existence of multiple solutions. The
approach is based on the critical point theory for nonsmooth locally Lipschitz functionals.
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1. Introduction
The aim of this paper is the study of some eigenvalue problems with discon-
tinuous terms and Neumann boundary conditions. So let Z ⊂ RN be a bounded
domain with a C1-boundary Γ . We start with the following nonlinear eigenvalue
problem:
−div(‖Dx(z)‖p−2Dx(z))− λ|x(z)|p−2x(z)= f (z, x(z)),
a.e. on Z,
∂x
∂np
= 0, a.e. on Γ, 2 p <∞
 . (1)
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Here ∂x/∂np = (‖Dx(z)‖p−2Dx(z), n(z))N , with n(z) being the outward
direction normal at z and (. , .)N being the inner product in RN . The study of
the problems in which the equation involves the p-Laplacian operator −∆px =
−div(‖Dx‖p−2Dx) is motivated by various problems in physics. For instance,
non-Newtonian fluids theory, some reaction–diffusion problems, flows in porous
media, nonlinear elasticity and glaceology are examples of fields in which the
p-Laplacian operator finds applications. In the problem (1) we do not assume
that f (z, .) is continuous as often it is the case of some problems that come
from nonsmooth mechanics. So the problem (1) is substituted by its multivalued
approximated problem
−div(‖Dx(z)‖p−2Dx(z))− λ|x(z)|p−2x(z)
∈ [f0(z, x(z)), f1(z, x(z))], a.e. on Z,
∂x
∂np
= 0, a.e. on Γ, 2 p <∞
 . (2)
The problem (2) is obtained from problem (1) by roughly speaking filling in the
gaps at the discontinuity points of f (z, .). In fact, we define
f0(z, x)= lim inf
x ′→x
f (z, x ′) and f1(z, x)= lim sup
x ′→x
f (z, x ′).
In the first part of our paper, using a variational approach for nonsmooth locally
Lipschitz energy functionals, we prove that problem (2) has a solution.
In the second part we also consider the semilinear problem{−∆x(z)− λx(z)= f (z, x(z)), a.e. on Z,
∂x
∂n
= 0, a.e. on Γ
}
. (3)
Also in this case f (z, .) is not necessarily continuous, so after introducing the
functions f0(z, x) and f1(z, x) we replace problem (3) with its multivalued
counterpart{−∆x(z)− λx(z) ∈ [f0(z, x(z)), f1(z, x(z))], a.e. on Z,
∂x
∂n
= 0, a.e. on Γ
}
. (4)
Using an extension of a result of Szulkin (cf. [15, p. 95, Theorem 4.4]) to locally
Lipschitz functionals due to Goeleven et al. (cf. [7, Theorem 2.1]) we will prove
the existence of multiple nontrivial solutions.
So far eigenvalue problems for problems with discontinuities were studied
primarily for semilinear (i.e., p = 2) Dirichlet problems. We refer to the papers
of Bocea [2], Chang [4], Goeleven et al. [7], Hu et al. [8]. More recently, Papa-
georgiou and Papalini [12] and Gasinski and Papageorgiou [6] studied eigenvalue
problems for quasilinear Dirichlet problems driven by the p-Laplacian (p  2).
It appears that ours is the first work on nonlinear eigenvalue problems with
discontinuities and Neumann boundary conditions.
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2. Mathematical preliminaries
Let X be a reflexive Banach space and X∗ its topological dual. By ‖.‖ we will
denote the norm in X, by ‖.‖∗ the norm in X∗, and by 〈. , .〉 the duality brackets
for the pair (X,X∗). A function Φ :X→ R is said to be locally Lipschitz, if for
every x ∈X, there exists a neighbourhoodU of x and a constant k > 0 (depending
on U ) such that |Φ(z)−Φ(y)| k‖z−y‖ for all z, y ∈ U . For a locally Lipschitz
function Φ :X→ R we define the generalized directional derivative at x ∈X in
the direction h ∈X by
Φ0(x;h)= lim
x ′→x
sup
λ↓0
Φ(x ′ + λh)−Φ(x ′)
λ
.
The function h → Φ0(x;h) is sublinear, continuous and so from the Hahn–
Banach theorem it follows that Φ0(x; .) is the support function of a nonempty,
convex and w∗-compact set defined by
∂Φ(x)= {x∗ ∈X: 〈x∗, h〉Φ0(x;h) for all h ∈X}.
The set ∂Φ(x) is called the generalized or Clarke subdifferential of Φ at x . For
more details we refer to the book of Clarke [5].
Let Φ :X→ R be a locally Lipschitz function on a Banach space X. A point
x ∈X is said to be a critical point of Φ if 0 ∈ ∂Φ(x). If x ∈X is a critical point
of Φ then the value c=Φ(x) is called a critical value of Φ . Moreover, Φ is said
to satisfy the nonsmooth (PS) condition if any sequence {xn}n1 ⊂ X such that
{Φ(xn)}n1 is bounded and m(xn)→ 0 as n→∞ has a convergent subsequence
(where m(xn) = minx∗∈∂Φ(xn) ‖x∗‖∗; the existence of such an element follows
from the fact that ∂Φ(xn) is weakly compact and the norm functional on X∗ is
weakly lower semicontinuous).
Now let A :X → X∗ be an operator. A is said to be monotone if 〈Ax1 −
Ax2, x1 − x2〉  0 for all x1, x2 ∈ X and it is said to be maximal monotone if
the graph of A, GrA= {[x, x∗] ∈X×X∗, x∗ = A(x)}, is maximal with respect
to inclusion among the graphs of all monotone maps. The map A is said to be
generalized pseudomonotone if for any sequence {xn}n1 ⊂X such that xn → x
weakly in X, A(xn)→ x∗ weakly in X∗ and lim supn→∞〈Axn, xn − x〉  0 it
follows that A(x) = x∗ and 〈Axn, xn〉 → 〈Ax,x〉 as n → ∞. Every maximal
monotone operator is a generalized pseudomonotone operator. Finally, the map A
is said to be demicontinuous if for any sequence {xn}n1 ⊂ X such that xn → x
in X it follows that Axn →Ax weakly in X∗ and it is said to be weakly coercive
if ‖A(x)‖∗ →∞ as ‖x‖→∞. For further details on these arguments and related
issues see Hu and Papageorgiou [9].
Let Z be a bounded domain of RN with a C1 boundary Γ on which we
consider the (N − 1)-dimensional Hausdorff measure dσ . Moreover, fix p  2
and let q be such that 1/p+ 1/q = 1. It is known (cf. [16, p. 1029] or [14, p. 57])
that there exists exactly one linear continuous operator γ :W 1,p(Z)→ Lp(Γ )
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such that, for all u ∈ C1(Z¯), γ (u) is the classical restriction of u to Γ . We call
γ (u) the trace of u and γ the trace operator. The set of the functions b ∈ Lp(Γ )
which are the trace functions of functions u ∈W 1,p(Z) form a proper subset of
Lp(Γ ) which is the Sobolev space W 1/q,p(Γ ). For details on these and related
issues we refer to the book of Kufner et al. [11].
3. Auxiliary results
In this section we present some basic facts about the spectrum of the p-
Laplacian with Neumann boundary conditions. These facts are probably known
among specialists but since we were unable to find reference proving them, we
present their proofs here. So we consider the following nonlinear eigenvalue
problem:{−div(‖Dx(z)‖p−2Dx(z))= λ|x(z)|p−2x(z), a.e. on Z,
∂x
∂np
= 0, a.e. on Γ, 2 p <∞
}
, (5)
and we recall that an eigenvalue of problem (5) is a real number λ for which the
problem (5) has a nontrivial solutions in W 1,p(Z). We start with the following
result:
Proposition 1. The first eigenvalue λ0 = 0 of problem (5) is simple (i.e., the
associated eigenfunctions are constant multiplies of each other) and isolated.
Proof. It is obvious that λ0 is an eigenvalue of problem (5). Now, let u ∈W 1,p(Z)
be an eigenfunction corresponding to λ0; so div(‖Du(z)‖p−2Du(z)) = 0. From
Corollary 2 of [3], we have that ∂u/∂np ∈W−1/q,q(Γ )= (W 1/q,p(Γ ))∗ and∫
Z
∥∥Du(z)∥∥p−2(Du(z),Dy(z))
N
dz=
〈
∂u
∂np
, γ (y)
〉
Γ
,
for all y ∈W 1,p(Z),
where by 〈. , .〉Γ we denote the duality brackets for the pair (W 1/q,p(Γ ),
W−1/q,q(Γ )). Therefore Du(z)= 0 a.e. on Z, which implies that u is a constant.
Hence λ0 is simple.
Observe now that, denoted with ‖.‖p the norm in the space Lp(Z),
0 = λ0 = min
[‖Dx‖pp
‖x‖pp
: x ∈W 1,p(Z), x = 0
]
,
and suppose that λ0 is not isolated. So there exists a sequence {λn}n of eigenvalues
of (5) such that λn ↓ 0 as n→∞ and let {un}n be the corresponding normalized
eigenfunctions in W 1,p(Z). So by passing to a subsequence, if necessary, we
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may assume that un → u weakly in W 1,p(Z) and un → u in Lp(Z), as n→∞.
Consider now the operator A :W 1,p(Z)→W 1,p(Z)∗ defined by〈
A(x), y
〉= ∫
Z
∥∥Dx(z)∥∥p−2(Dx(z),Dy(z))
N
dz, ∀x, y ∈W 1,p(Z)
(here by 〈. , .〉 we denote the duality brackets for the pair (W 1,p(Z),W 1,p(Z)∗)).
It is easy to check that A is monotone, demicontinuous, hence maximal monotone
(cf. [9, p. 307, Proposition 1.23, and p. 309, Proposition 1.35]). Also, since
−div(‖Dun(z)‖p−2Dun(z)) = λn|un(z)|p−2un(z), a.e. on Z, we have that
−div(‖Dun‖p−2Dun) ∈ Lq(Z) and so, from Green’s identity (see Corollary 2
of [3]) we deduce that, ∀y ∈W 1,p(Z),∫
Z
y
(
div
(∥∥Dun(z)∥∥p−2Dun(z)))dz
+
∫
Z
∥∥Dun(z)∥∥p−2(Dun(z),Dy(z))N dz= 0.
Therefore, ∀y ∈W 1,p(Z), we obtain∫
Z
∥∥Dun(z)∥∥p−2(Dun(z),Dy(z))N dz= λn ∫
Z
∥∥un(z)∥∥p−2un(z)y(z) dz,
so, denoted with J :W 1,p(Z)→ Lq(Z) the operator defined by J (x)= |x|p−2x ,
x ∈W 1,p(Z), we have〈
A(un), y
〉= λn(J (un), y)p,q, ∀y ∈W 1,p(Z), (6)
where (. , .)p,q denotes the duality brackets for the pair (Lp(Z),Lq(Z)). Put
y = un − u. We obtain 〈A(un),un − u〉 = λn(J (un), un − u)p,q, ∀n ∈ N,
and so from the choice of the sequences {λn}n and {un}n we have that
lim supn→∞〈A(un),un−u〉 = 0. But A, being maximal monotone, is generalized
pseudomonotone (cf. [9, p. 635, Remark 6.3]) and so limn→∞〈A(un),un〉 =
〈A(u),u〉 which implies that ‖Dun‖p → ‖Du‖p , as n → ∞. We also have
that Dun → Du, weakly in Lp(Z), thus, since Lp(Z) is a uniformly convex
space, we deduce that un → u in W 1,p(Z) as n → ∞, and so ‖u‖1,p = 1
(with ‖.‖1,p we denote the norm in the space W 1,p(Z)). Now if in (6) we
take y = un we obtain that ‖Dun‖pp = λn‖un‖pp , n ∈ N, and so ‖Du‖p = 0
which means that u = ±1/|Z|1/p. On the other hand, if in (6) we take y = 1
we have 0 = ∫
Z
|un(z)|p−2un(z) dz which implies that
∫
Z
|u(z)|p−2u(z) dz = 0,
a contradiction. Therefore λ0 is isolated. ✷
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It is well known that W 1,p(Z)=R⊕W , where W is the subspace of W 1,p(Z)
defined by W = {x ∈ W 1,p(Z): ∫Z x(z) dz = 0}. We introduce the following
quantity:
λ1 = inf
[‖Dw‖pp
‖w‖pp
: w ∈W, w = 0
]
,
and we will show that λ1 is the first nonzero eigenvalue of problem (5).
Proposition 2. λ1 is positive.
Proof. Suppose that λ1 = 0. Then we can find a sequence {wn}n ⊂W such that
‖wn‖p = 1, ∀n ∈ N, and ‖Dwn‖p → 0 as n→∞. Hence the sequence {Dwn}n
converges to 0 in Lp(Z), and so using Poincaré–Wirtinger inequality (cf. [10,
p. 866]) we have that {wn}n converges to 0 in W 1,p(Z) which is a contradiction
with the fact that ‖wn‖p = 1, ∀n ∈N. ✷
Proposition 3. There exists w ∈W such that ‖w‖p = 1 and ‖Dw‖pp = λ1.
Proof. Let {wn}n ⊂W be a sequence such that ‖wn‖p = 1, for every n ∈N, and
‖Dwn‖pp → λ1 as n→∞. So by virtue of the Poincaré–Wirtinger inequality (cf.
[10, p. 866]) we have that {wn}n is bounded in W 1,p(Z); hence by passing to
a subsequence if necessary we may assume that wn → w weakly in W 1,p(Z).
Since W 1,p(Z) is embedded compactly in Lp(Z), we also have that there
exists a subsequence of {wn}n, denoted again by {wn}n, which converges to w
in Lp(Z). Therefore we obtain that ‖w‖p = 1. Now we have that ‖Dw‖pp 
lim infn→∞ ‖Dwn‖pp = λ1 because of the weak lower semicontinuity of the norm
functional and so, recalling the definition of λ1, ‖Dw‖pp = λ1. ✷
Proposition 4. If w ∈W , ‖w‖p = 1 is as in Proposition 3, then w is a solution of
the problem (5) with λ= λ1.
Proof. Let L :W → R be defined by L(v) = (1/p)‖Dv‖pp − (λ1/p)‖v‖pp ,
∀v ∈W . From Proposition 3, we know that 0= L(w)= infv∈W L(v); so we have
that L′(w) = 0. But L′(v) = Aˆ(v) − λ1Jˆ (v), ∀v ∈W , where Aˆ :W → W∗ and
J :W →W∗ are the operators defined by((
Aˆ(v), u
))= ∫
Z
∥∥Dv(z)∥∥p−2(Dv(z),Du(z))
N
dz, ∀v,u ∈W,
and
J (v)= ∣∣v(.)∣∣p−2v(.), ∀w ∈ V
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(here by ((. , .)) we denote the duality brackets for the pair (W∗,W)). If A :
W 1,p(Z)→W 1,p(Z)∗ is the demicontinuous, nonlinear operator defined, as in
Proposition 1, by〈
A(x), y
〉= ∫
Z
∥∥Dx(z)∥∥p−2(Dx(z),Dy(z))
N
dz, ∀x, y ∈W 1,p(Z),
then because W 1,p(Z) = W ⊕ R (i.e., W = W 1,p(Z)/R), we see that A(x) =
Aˆ(x) for all x ∈W . Moreover, we note that J (v) ∈ Lq(Z), ∀v ∈W , therefore we
obtain
A(w)= λ1J (w) ∈ Lq(Z). (7)
For the representation theorem for functions in W−1,q (Z) (cf. [1, Theorem 3.10])
we see that div(‖Dw‖p−2Dw) ∈ W−1,q (Z) = W 1,p0 (Z)∗. Moreover, from (7),
for every test function ϕ ∈ C∞0 (Z) we have〈
A(w),ϕ
〉= λ1(J (w),ϕ)p,q, (8)
and so from the Green formula we obtain 〈−div(‖Dw‖p−2Dw),ϕ〉 = λ1(J (w),
ϕ)p,q . Since ϕ ∈ C∞0 (Z) is arbitrary and C∞0 (Z) is dense in W 1,p0 (Z)∗ we have
−div(‖Dw‖p−2Dw)= λ1J (w) ∈ Lq(Z). (9)
Now using Corollary 2 of [3] we obtain that ∂w/∂np ∈ W−1/q,q(Γ ) =
W 1/q,p(Γ )∗ and∫
Z
∥∥Dw(z)∥∥p−2(Dw(z),Dy(z))
N
dz
=
∫
Z
−div(∥∥Dw(z)∥∥p−2Dw(z))y(z) dz+ 〈 ∂w
∂np
, γ (y)
〉
Γ
,
for all y ∈W 1,p(Z),
so, from (9) we deduce that 〈A(w), y〉 = λ1(J (w), y)p,q +〈∂w/∂np, γ (y)〉Γ , for
all y ∈W 1,p(Z). Now, taking into account (8) we get 〈∂w/∂np, γ (y)〉Γ = 0, for
all y ∈ W 1,p(Z), and, since γ (W 1,p(Z)) = W 1/q,p(Γ ), we have (∂w/∂np)(z)
= 0, a.e. on Γ , which, together (9), indicates that w is a solution of problem (5)
corresponding to λ1. ✷
Now it is obvious that
λ1 = inf
{
λ > 0: λ is an eigenvalue of problem (5)}. (10)
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4. Existence result
In order to prove the existence of solutions for problem (2) we consider on the
forcing term f (z, x) the following hypotheses:
H(f ) f :Z×R→R is a Borel measurable function such that
(i) f0, f1 are both N -measurable (i.e., for every measurable function
x :Z→R the functions z→ fi(z, x(z)), i = 0,1, are measurable);
(ii) ∃θ ∈ Lq+(Z) and ∃c > 0: |f (z, x)| θ(z)+ c|x|s , a.e. on Z, ∀x ∈ R,
where 0 s < p−1, and where Lp+(Z) is the space of the nonnegative
functions of Lp(Z).
We introduce now the following functionals:
(I) I :W 1,p(Z) → R is defined by I (x) = (1/p)‖Dx‖pp , x ∈ W 1,p(Z). It is
well known that ∂I (x) = A(x), where A :W 1,p(Z) → W 1,p(Z)∗ is the
nonlinear operator defined by〈
A(x), y
〉= ∫
Z
∥∥Dx(z)∥∥p−2(Dx(z),Dy(z))
N
dz, ∀x, y ∈W 1,p(Z).
It is easy to check that A is monotone, demicontinuous, hence maximal
monotone (cf. [9, p. 307, Proposition 1.23, and p. 309, Proposition 1.35]).
(II) Ψ :W 1,p(Z) → R is defined by Ψ (x) = ∫Z F(z, x(z)) dz, x ∈ W 1,p(Z),
where F(z, x) = ∫ x0 f (z, r) dr , (z, x) ∈ Z × R, is the potential function
of f . Ψ is locally Lipschitz (cf. [4, p. 107]) and, if Ψ̂ :Lp(Z) → R is
the functional defined by Ψ̂ (x) = ∫
Z
∫ x(z)
0 f (z, r) dr dz, x ∈ Lp(Z), then
Ψ = Ψ̂ |W 1,p(Z), Ψ̂ is locally Lipschitz too and, according to Theorem 2.2
of [4], for all x ∈W 1,p(Z), we have ∂Ψ (x)⊂ ∂Ψ̂ (x) and
∂Ψ̂ (x)⊂ {u ∈Lq(Z): f0(z, x(z)) u(z) f1(z, x(z)), a.e. on Z}.
(11)
(III) H :W 1,p(Z) → R is defined by H(x) = (1/p)‖x‖p , x ∈ W 1,p(Z). It is
evident that H is strictly differentiable (cf. [5, p. 30]) and ∂H(x)= J (x),
where J :Lp(Z)→ Lq(Z) is the operator defined by J (x)= |x|p−2x , for
all x ∈Lp(Z).
Now we are in the conditions of defining the functional Rλ :W 1,p(Z)→ R,
where
Rλ(x)= I (x)− λH(x)−Ψ (x), ∀x ∈W 1,p(Z).
From [4, p. 104], we have that Rλ is locally Lipschitz and
∂Rλ(x)⊂A(x)− λJ (x)− ∂Ψ (x), ∀x ∈W 1,p(Z). (12)
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Proposition 5. If hypotheses H(f ) hold and 0 < λ < λ1, then Rλ satisfies the
nonsmooth (PS) condition.
Proof. Let {xn}n1 ⊂W 1,p(Z) be a sequence such that {Rλ(xn)}n1 is bounded
and m(xn) → 0 as n → ∞. We claim that {xn}n1 is bounded in W 1,p(Z).
Suppose not. Then by passing to a subsequence if necessary, we may assume
that ‖xn‖1,p →∞ as n→∞. Set yn = xn/‖xn‖1,p, n  1. Then ‖yn‖1,p = 1
and, by passing to a subsequence, we have that yn → y weakly in W 1,p(Z)
and yn → y in Lp(Z). Let now x∗n ∈ W 1,p(Z)∗, x∗n ∈ ∂Rλ(xn), n  1, such
that ‖x∗n‖∗ = m(xn). From (12) we have that there exist u∗n ∈ ∂Ψ (xn) such that
x∗n =A(xn)− λJ (xn)− u∗n, n 1.
Since ‖x∗n‖∗ → 0 as n→∞, then for every v ∈W 1,p(Z) we have∣∣〈A(xn), v〉− λ(J (xn), v)p,q − (u∗n, v)p,q ∣∣ εn‖v‖1,p, ∀n 1,
where {εn}n is a sequence which converges to 0. Dividing by ‖xn‖p−11,p , we obtain∣∣∣∣∣〈A(yn), v〉− λ(J (yn), v)p,q −
∫
Z
u∗n(z)v(z)
‖xn‖p−11,p
dz
∣∣∣∣∣ εn ‖v‖1,p‖xn‖p−11,p ,
∀n 1. (13)
Put in (13) v = yn − y and obtain
∣∣〈A(yn), yn − y〉∣∣ λ∣∣(J (yn), yn − y)p,q∣∣+
∣∣∣∣∣
∫
Z
u∗n(z)(yn(z)− y(z))
‖xn‖p−11,p
dz
∣∣∣∣∣
+ εn ‖yn − y‖1,p‖xn‖p−11,p
, ∀n 1. (14)
Now from hypothesis H(f )(ii) and (11) we have |u∗n(z)| θ(z)+ c|xn(z)|s , a.e.
on Z, ∀n 1; hence there exists k > 0 such that∣∣∣∣∣
∫
Z
u∗n(z)(yn(z)− y(z))
‖xn‖p−11,p
dz
∣∣∣∣∣ (‖θ‖q + k‖xn‖
s
1,p)‖yn − y‖p
‖xn‖p−11,p
→ 0,
as n→∞. (15)
Moreover, we have that∣∣(J (yn), yn − y)p,q∣∣ ‖yn‖p/qp ‖yn − y‖p → 0, as n→∞, (16)
and
‖yn − y‖1,p
‖xn‖p−11,p
→ 0, as n→∞. (17)
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So by passing to the limit in (14) and using (15)–(17) we obtain
lim
n→∞
〈
A(yn), yn − y
〉= 0.
But A, being maximal monotone, is generalized pseudomonotone (cf. [9, p. 635,
Remark 6.3]), so we deduce that limn→∞〈A(yn), yn〉 = 〈A(y), y〉, which implies
that ‖Dyn‖p →‖Dy‖p , as n→∞. But we also have that Dyn →Dy , weakly in
Lp(Z), thus, since Lp(Z) is a uniformly convex space, we deduce that yn → y
in W 1,p(Z), as n → ∞. Now it is simple to see that limn→∞〈A(yn), v〉 =
〈A(y), v〉, ∀v ∈ W 1,p(Z), thus in the limit as n → ∞, from (13) we obtain
〈A(y), v〉 = λ(J (y), v)p,q , ∀v ∈ W 1,p(Z); therefore A(y) = λJ (y) ∈ Lq(Z).
Now proceeding as in the proof of Proposition 4, we obtain that
−div(‖Dy‖p−2Dy)= λJ (y) ∈Lq(Z)
and
∂y
∂np
(z)= 0, a.e. on Γ.
Since by hypothesis 0 < λ < λ1, from (10) we see that y = 0. Thus we have
yn → 0 in W 1,p(Z), but ‖yn‖1,p = 1 for all n 1 and so we have a contradiction.
This proves that {xn}n1 is bounded in W 1,p(Z). By passing to a subsequence
if necessary, we may assume that xn → x weakly in W 1,p(Z) as n→ ∞. So
xn → x in Lp(Z) as n→∞ and we have〈
x∗n, xn − x
〉= 〈A(xn), xn − x〉− λ(J (xn), xn − x)p,q
− (u∗n, xn − x)p,q, ∀n 1, (18)
where u∗n ∈ ∂Ψ (xn) ⊂ ∂Ψ̂ (xn). But from the properties of the Clarke subdiffer-
ential we have that
⋃
n1 ∂Ψ̂ (xn) is bounded in Lq(Z) (see [5, p. 27, Proposi-
tion 2.1.2, and p. 29, Proposition 2.1.5]). So (u∗n, xn − x)p,q → 0 and, as before,∣∣(J (xn), xn − x)p,q ∣∣ ‖xn‖p/qp ‖xn − x‖p → 0, as n→∞.
Therefore, since x∗n → 0 in W 1,p(Z)∗, from (18) we have that 〈A(xn), xn− x〉→
0, as n→∞. Once again the generalized pseudomonotonicity property implies
that limn→∞〈A(xn), xn〉 = 〈A(x), x〉 from which we deduce that xn → x in
W 1,p(Z) as n→∞. So Rλ satisfies the nonsmooth (PS) condition. ✷
Now we are ready for the existence theorem concerning problem (2).
Theorem 6. If hypotheses H(f ) hold and 0 < λ < λ1 then problem (2) has a
solution x ∈W 1,p(Z).
Proof. We will apply the nonsmooth saddle point theorem (cf. [4, Theorem 3.3]).
To satisfy the geometry of that theorem we write W 1,p(Z)=R⊕W , where W is
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the subspace of W 1,p(Z) defined by W = {x ∈W 1,p(Z): ∫
Z
x(z) dz= 0}. From
the Poincaré–Wirtinger inequality (cf. [10, p. 866, Theorem A.1.24]) we know
that there exists η > 0 such that
‖Dx‖pp  η‖x‖pp, for all x ∈W. (19)
Now let ξ ∈ R. We have Rλ(ξ) = −(λ/p)|ξ |p |Z| −
∫
Z
∫ ξ
0 f (z, r) dr dz. Since
| ∫
Z
∫ ξ
0 f (z, r) dr dz| |ξ |‖θ‖1 + |ξ |s+1c|Z|, then
Rλ(ξ)− λ
p
|ξ |p|Z| + |ξ |‖θ‖1 + |ξ |s+1c|Z|→−∞,
as |ξ | →+∞. (20)
Moreover, for every x ∈W , from the definition of λ1 we have that
Rλ(x)
1
p
‖Dx‖pp − λ
p
‖Dx‖pp
λ1
−
∫
Z
x(z)∫
0
f (z, r) dr dz
 1
p
‖Dx‖pp
(
1− λ
λ1
)
− ‖θ‖q‖x‖p − kˆ‖x‖s+1p ,
for some kˆ > 0. Now, since W 1,p(Z) embeds in Lp(Z), from (19) we deduce that
there exist h1 > 0 and h2 > 0 such that
Rλ(x) h1
(
1− λ
λ1
)
‖x‖p1,p − ‖θ‖q‖x‖1,p − h2‖x‖s+11,p , ∀x ∈W,
so
Rλ(x)→+∞, as ‖x‖1,p →+∞ on W. (21)
On the other hand, there exist k1, k2, k3 > 0 such that, for every x ∈W 1,p(Z), we
get ∣∣Rλ(x)∣∣ k1‖x‖p1,p + k2‖x‖s+11,p + k3‖x‖1,p. (22)
Therefore, from (21) and (22) we get that there exists β ∈ R such that β 
inf[Rλ(x): x ∈ W ]. Moreover, from (20), for every α < β we can find ρ > 0
such that if ξ ∈R is such that |ξ | = ρ then it follows Rλ(ξ) α. Therefore, using
Theorem 3.3 of [4], we conclude that Rλ has critical points, so there exists x ∈
W 1,p(Z) such that 0 ∈ ∂Rλ(x). Then there exists u∗ ∈ ∂Ψ (x)⊂ ∂Ψ̂ (x)⊂ Lq(Z)
such that 0 = A(x) − λJ (x) − u∗ and so A(x) = λJ (x) + u∗ ∈ Lq(Z). Now,
proceeding as in the proof of Proposition 4, using the representation theorem for
functions in W−1,q (Z) (cf. [1, Theorem 3.10]) we obtain that
−div(∥∥Dx(z)∥∥p−2Dx(z))= λ∣∣x(z)∣∣p−2x(z)+ u∗(z), a.e. on Z, (23)
where, from (11), u∗(z) ∈ [f0(z, x(z)), f1(z, x(z))], a.e. on Z, and from Corol-
lary 2 of [3] we have that (∂x/∂np)(z)= 0, a.e. on Γ , which, together with (23),
indicates that x is a solution of problem (2). ✷
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5. A multiplicity theorem
Now we turn our attention to the semilinear eigenvalue Neumann problem (4)
and let λ0 = 0 < λ1 < λ2 < · · ·< λn < · · · be the sequence of distinct eigenvalues
of −∆ on Z with Neumann boundary conditions (cf. [13, p. 78, Corollary 7.D]).
In other words, λn ∈ R is such that there exists un ∈ H 1(Z), un = 0, with the
property −∆un(z)= λnun(z), a.e. on Z, and ∂un/∂np = 0, a.e. on Γ , ∀n 0.
In order to obtain a multiplicity result for this problem, we consider on f (t, x)
the following hypotheses:
H(f )2 f :Z×R→R is a Borel measurable function such that
(i) f0, f1 are both N -measurable;
(ii) ∃θ ∈ L∞+ (Z): |f (z, x)| θ(z), a.e. on Z, ∀x ∈R.
As before, we introduce functional Rλ :H 1(Z)→R defined by
Rλ(x)= 12‖Dx‖
2
2 −
λ
2
‖x‖22 −
∫
Z
F
(
z, x(z)
)
dz, ∀x ∈H 1(Z),
where F(z, x)= ∫ x0 f (z, r) dr . It is simple to see (cf. [4, p. 107]) thatRλ is locally
Lipschitz and we have the following
Proposition 7. If hypotheses H(f )2 hold and if there exists k ∈ N such that
λk < λ < λk+1, then Rλ satisfies the nonsmooth (PS) condition.
Proof. Let {xn}n1 ⊂H 1(Z) be a sequence such that it is possible to find M > 0
with the property |Rλ(xn)|  M and m(xn) → 0, as n → ∞. As before, for
every n 1, we have that m(xn)= ‖x∗n‖∗ for some x∗n ∈ ∂Rλ(xn), so there exists
u∗n ∈L2(Z) such that
f0
(
z, xn(z)
)
 u∗n(z) f1
(
z, xn(z)
)
, a.e. on Z, (24)
and x∗n = A¯(xn)− λJ¯ (xn)− u∗n, where A¯ :H 1(Z)→H 1(Z)∗ and J¯ :H 1(Z)→
L2(Z) are the operators defined by 〈A¯(x), y〉 = ∫
Z
(Dx(z),Dy(z))N dz for all
x, y ∈H 1(Z) and J¯ (x)= x for all x ∈H 1(Z).
Let {un}n0 be the orthonormal sequence of eigenfunctions of −∆, corre-
sponding to the sequence of eigenvalues {λn}n0, which is a basis for L2(Z) and,
of course, for H 1(Z) (see [13, p. 78, Corollary 7.D]). We put Vk = span{um}km=0
and Wk = V ⊥k . Therefore xn = vn +wn, n 1, with vn ∈ Vk and wn ∈Wk . Then
for all y ∈H 1(Z) we have〈
x∗n, y
〉= ∫
Z
[(
Dxn(z),Dy(z)
)
N
− λxn(z)y(z)
]
dz−
∫
Z
u∗n(z)y(z) dz,
∀n ∈N.
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Let y =wn. We obtain〈
x∗n,wn
〉= ∫
Z
[(
Dvn(z),Dwn(z)
)
N
+ ∥∥Dwn(z)∥∥2N
− λvn(z)wn(z)− λwn(z)2
]
dz
−
∫
Z
u∗n(z)wn(z) dz, ∀n ∈N. (25)
Recall that 〈vn,wn〉 = 0 and so (vn,wn)2 + (Dvn,Dwn)2 = 0. Therefore (Dvn,
Dwn)2 = −(vn,wn)2 = 0 since {um}m0 is an orthonormal basis for L2(Z).
From (25) we deduce〈
x∗n,wn
〉= ‖Dwn‖22 − λ‖wn‖22 − ∫
Z
u∗n(z)wn(z) dz, ∀n ∈N. (26)
Now it is possible to prove, as for λ1 in Section 3, that
λk+1 = min
[‖Dw‖22
‖w‖22
: w ∈Wk, w = 0
]
.
So from (26) we deduce〈
x∗n,wn
〉

(
1− λ
λk+1
)
‖Dwn‖22 −
∥∥u∗n∥∥2‖wn‖2, ∀n ∈N. (27)
On the other hand, since {x∗n}n1 is bounded in H 1(Z)∗ it is possible to find k > 0
such that〈
x∗n,wn
〉
 k‖wn‖1,2, ∀n ∈N, (28)
and from (24) and hypothesis H(f )2(ii) we obtain that ‖u∗n‖2  ‖θ‖2, ∀n ∈ N.
Hence, using (28) in (27), we have
k‖wn‖1,2 
(
1− λ
λk+1
)
‖Dwn‖22 − ‖θ‖2‖wn‖2, ∀n ∈N,
so from our assumptions we get ‖wn‖21,2  kˆ‖wn‖1,2, ∀n ∈N and for some kˆ > 0,
therefore {wn}n1 is bounded in H 1(Z).
Now we want to claim that {xn}n1 is bounded in H 1(Z). Suppose not. Then
by passing to a subsequence if necessary, we may assume that ‖vn‖1,2 →∞, as
n→∞. Then we have
Rλ(xn)= 12‖Dvn‖
2
2 +
1
2
‖Dwn‖22 −
λ
2
‖vn‖22 −
λ
2
‖wn‖22
−
∫
Z
F
(
z, xn(z)
)
dz, ∀n ∈N,
150 F. Papalini / J. Math. Anal. Appl. 273 (2002) 137–152
and, since it is simple to see that ‖Dvn‖22  λk‖vn‖22, for all n ∈N, then
Rλ(xn)
1
2
(λk − λ)‖vn‖22 +
1
2
‖Dwn‖22 −
λ
2
‖wn‖22
−
∫
Z
F
(
z, xn(z)
)
dz, ∀n ∈N.
Dividing by ‖vn‖21,2 we obtain
Rλ(xn)
‖vn‖21,2
 1
2
(λk − λ)+ 12
‖Dwn‖22
‖vn‖21,2
− λ
2
‖wn‖22
‖vn‖21,2
−
∫
Z
F(z, xn(z))
‖vn‖21,2
dz, ∀n ∈N. (29)
Recall that Rλ(xn) is bounded, {wn}n1 is bounded in H 1(Z) and ‖vn‖1,2 →∞,
as n→∞; therefore
Rλ(xn)
‖vn‖21,2
,
‖Dwn‖22
‖vn‖21,2
,
‖wn‖22
‖vn‖21,2
→ 0, as n→∞,
and ∣∣∣∣∣
∫
Z
F(z, xn(z))
‖vn‖21,2
dz
∣∣∣∣∣ ‖θ‖2 ‖vn‖1,2 + ‖wn‖2‖vn‖21,2 → 0, as n→∞.
So, from (29), in the limit as n→∞ we obtain 0  (1/2)(λk − λ) which is a
contradiction. This means that {xn}n1 is bounded in H 1(Z). By passing to a
subsequence if necessary, we may assume that xn → x weakly in H 1(Z) and
xn → x in L2(Z), as n → ∞. Moreover, 〈x∗n, xn − x〉 = 〈A¯(xn), xn − x〉 −
λ(xn, xn−x)2−(u∗n, xn−x)2, ∀n 1. Therefore, as in the proof of Proposition 5,
using the generalized pseudomonotonicity property of A¯, we obtain that xn → x
in H 1(Z) which means that Rλ satisfies the nonsmooth (PS) condition. ✷
Now, using an abstract multiplicity result due to Goeleven et al. (cf. [7, The-
orem 2.1]) we can obtain
Theorem 8. If hypotheses H(f )2 hold, if for almost z ∈ Z, f (z, .) is odd, and if
there exists k ∈N such that
λk < λ< λk+1 and lim
x→0
2F(z, x)
x2
−λk+1
uniformly for almost all z ∈ Z, then the problem (4) has k − 1 pairs of nontrivial
solutions.
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Proof. From our assumptions, given ε ∈ (0,1), we can find δ ∈ (0,1) such that
F(z, x) 1
2
(−λk+1 + ε)x2, (30)
for almost all z ∈ Z and all x such that |x|< δ. On the other hand, for almost all
z ∈ Z and all x such that δ  |x| 1, we have
F(z, x) θ(z)|x| ‖θ‖∞
δr
|x|r, (31)
where 2 < r  2∗ and 2∗ is the critical exponent; while, for almost all z ∈ Z and
all x such that |x|> 1, we have
F(z, x) ‖θ‖∞|x|r . (32)
Therefore, from (31) and (32), if c1 = ‖θ‖∞/δr and chosen ε is such that
ε < λk+1 − λ, for almost all z ∈ Z and all x ∈R such that |x| δ, we have
F(z, x) (−λk+1 + ε)x
2
2
+ c1|x|r + |x|r
(
λk+1 − ε
2|x|r−2
)
 (−λk+1 + ε)x
2
2
+ γˆ |x|r,
where
γˆ = c1 +
(
λk+1 − ε
2δr−2
)
;
hence, together with (30) we obtain
F(z, x) (−λk+1 + ε)x
2
2
+ γˆ |x|r , (33)
for almost all z ∈Z and all x ∈R.
Now let X1 = W1 and X2 = Vk as in the proof of Proposition 7. Then
codimX1 = dimV1 = 2 and dimX2 = k + 1. Moreover, from (33) and taking
into account that H 1(Z) embeds continuously in Lr(Z), we have that there exists
γ ∗ such that
Rλ(x)
1
2
‖Dx‖22 −
λ
2
‖x‖22 −
1
2
(−λk+1 + ε)‖x‖22 − γˆ ‖x‖rr
 1
2
‖Dx‖22 +
1
2
(λk+1 − λ− ε)‖x‖22 − γ ∗‖x‖r1,2,
for all x ∈ X1; therefore, since ε is such that ε < λk+1 − λ, from the Poincaré–
Wirtinger inequality (cf. [10, p. 866]), we obtain that there exists γ˜ > 0 such that
Rλ(x) γ˜ ‖x‖21,2 − γ ∗‖x‖r1,2,
for all x ∈X1. Since 2 < r , we can find µ,ρ > 0 with the property
Rλ(x) µ, (34)
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for all x ∈X1 such that ‖x‖1,2 = ρ. On the other hand, for every x ∈X2 we get
Rλ(x)
1
2
(λk − λ)‖x‖22 + γ0‖x‖2 
1
2
(λk − λ)‖x‖21,2 + γ0‖x‖1,2,
for some γ0 > 0. Since λk < λ, we have that, in X2, Rλ(x)→−∞, as ‖x‖1,2 →
+∞.
Now, since Rλ is even and Rλ(0) = 0, by virtue of Proposition 7 and (34),
we can apply Theorem 2.1 of [7] and conclude the existence of k − 1 pairs of
nontrivial critical points for Rλ. As in the proof of Theorem 6, we can verify that
these pairs of nontrivial critical points are nontrivial solutions of problem (4). ✷
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