Improvements in sequencing technologies and reduced experimental costs have resulted in a vast number of studies generating high-throughput data. Although the number of methods to analyze these "omics" data has also increased, computational complexity and lack of documentation hinder researchers from analyzing their high-throughput data to its true potential. In this chapter we detail our data-driven, transkingdom network (TransNet) analysis protocol to integrate and interrogate multi-omics data. This systems biology approach has allowed us to successfully identify important causal relationships between different taxonomic kingdoms (e.g. mammals and microbes) using diverse types of data.
Introduction
Over the last decade assessing eukaryotic and prokaryotic genomes and transcriptomes have become extremely easy. With technologies like microarrays and next-generation sequencing, investigators now have faster and cheaper access to high-throughput "-omics" data [1] . This in turn has increased the number of analysis methods [2] and allows for the exploration of new and different biological questions to provide insights and better understanding of host, host-microbial systems, and diseases [3] [4] [5] .
measurements (e.g., body weight, enzyme levels, hormone levels), the gene expression levels and microbial abundance in the gut (e.g., ileum) of the samples were measured. Depending on resource availability, high confidence and consistent results can be achieved by increasing the number of samples per group and/or repeating the above experiment multiple times. In this example data, we have two such experiments. A brief description of how to generate the abundance tables is mentioned below.
Information about how the network analysis protocol can be adapted to answer some other biological questions have been mentioned in the NOTES section of this chapter.
Gene expression analysis:
Several different technologies, each with their own pros and cons, allow for the measuring of transcriptome levels in an organism. Although microarrays were extensively used over the last two decades, the availability of cheap and efficient library preparation kits and sequencing methods allow for the expression measurements of known and novel genes using RNA-Seq technologies [25] .
In case of RNA-Seq data, the sequencing facilities usually provide fastq files that contain raw reads per sample (demultiplexed). Here, the number of reads corresponding to a particular gene is proportional to that gene's expression level. Software like FASTX-Toolkit (http://hannonlab.cshl.edu/fastx_toolkit/), FastQC (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/), PRINSEQ [26] , or cutadapt [27] can be used for adapter removal and quality control. Depending on the availability of a gold-standard reference host genome sequence, gene expression abundance can be measured using the Tuxedo [21] or Trinity [28] pipeline. Both of these pipelines permit the analysis of single or paired reads and different read lengths while outputting a file containing the expression levels (number of reads) of genes (rows) present in each sample (columns). The obtained read counts can be normalized by simple (e.g., quantile normalization, total reads (CPKM), reads per kilobase per million mapped reads (RPKM) [29] ) or sophisticated methods (e.g., DESEQ [30] , edgeR [31] ).
In the case of microarray data, hybridization facilities usually provide scan files (Affymetrix CEL, Illumina IDAT, or GenePix GPR) that contain the intensity of probes per sample. Here, the probe intensity is proportional to the corresponding gene expression level. Software like Affymetrix® Expression Console™, Illumina's GenomeStudio, and GenePix® Pro, as well as packages like affy [32] and limma [33] , allow for background correction, normalization, and summarized probe intensities while outputting a file containing the expression levels of genes (rows) present in each sample (columns).
Microbial abundance analysis:
The abundance of next-generation technologies has helped in the study of microbial richness and diversity. Scientists no longer need to rely on cultivation methods and can directly sequence the microbiome, helping explore previously unknown microbes. The amplicon based sequencing technologies rely on using a gene marker (16S [34, 35] ribosomal RNA gene, Internal Transcribed Spacer [36, 37] , etc.) to identify microbial presence and abundance. Although relatively cheaper than the shotgun metagenomics, they rely on databases of known genomic markers to identify microbes and rarely provide taxonomy at the species or strain levels. The shotgun metagenomics sequencing approach does a better job at surveying the entire genome of microbes since it does not focus on amplifying specific genes.
Consequently, it provides fine-grained taxonomic information along with a more accurate representation of the microbial structure and function, including the previously unknown "dark matter" microbes [38] .
Software like QIIME [39] , MOTHUR [40] , etc. provide all-in-one toolkits that can demultiplex, perform quality control, and analyze the amplicon based sequences. Similar to RNA-Seq data, the fastq files obtained from the sequencing facility need to be processed for the removal of barcodes, adapter, and primers followed by filtering to retain high quality sequences. The reads are grouped (binned) per sequence similarity (usually at 97% threshold) into operational taxonomic units (OTUs). The taxonomy of a known microbe (or the ancestor taxonomy of the top matches) closest to the representative sequence of the OTU is assigned to all the reads in that OTU. The tools output a file containing the abundance (number of reads) of OTUs (rows) present in each sample (columns [45] . Although most of these software provide taxonomic and functional analyses, they are not standalone. Demultiplexing and quality control need to be done before the reads are imported in the software. Especially in case of host-microbe systems, Processing utility for Metagenomics Analysis (PuMA) (http://blogs.oregonstate.edu/morgunshulzhenkolabs/softwares/puma/) provides an allinclusive software pipeline that can be more user-friendly. PuMA uses cutadapt for quality control and Bowtie [46] to identify reads that match the host genome and discards these "contaminating" reads from downstream analysis. The remaining microbial reads are aligned to a database of known protein sequences using DIAMOND [47], followed by taxonomic and functional (e.g. SEED, COG, KEGG) assignments using MEGAN. PuMA outputs a file containing the abundance of microbes and pathways (rows) in each sample (columns). The appropriate normalization techniques from the RNA-Seq or amplicon sequencing methods can be performed on the abundance table.
In summary, the user needs at least one of each of the following files before starting network analysis:
• mapping file: tab-delimited file containing the group (e.g. treated/untreated, control/disease) affiliation for each sample with "Factor" and "SampleID" as column headers, respectively.
• data files: tab-delimited files containing the abundance of elements (host genes and microbes) per sample, where the elements and samples are rows and columns, respectively. Importantly, each sample must have both types of data available.
o normalized gene expression file: the column "IdSymbol" contains the unique genes while the remaining columns contain their expression levels across different samples.
o normalized otu abundance file: the column "IdSymbol" contains the unique microbes while the remaining columns contain their abundance across different samples.
Methods
The following steps will help to identify key elements of a system from high confidence modules of a multi-omics network. We show the first few steps with the gene abundance file(s) using the code from the GeneDemo.R (GD) file available in our package. It is straightforward to run similar steps on the microbe abundance file(s), however we have also provided the code in MicrobeDemo.R (MD) file for ease of use.
• Start by setting defaults for variables that you will use in the analysis, such as significance thresholds (GD: lines 7-9), groups to be compared (GD: lines 11-13), and headers of relevant columns from the mapping (GD: lines 14-15) and abundance files (GD: line 16).
• Next you want to identify the differentially expressed elements (GD: line 29). The network analysis can be performed using all the elements (genes, microbes, etc.). However, we suggest identifying the elements that show differential abundance between groups, using code from Compare_groups.R (Cg) file, to focus on the most important elements and make the analyses computationally efficient.
o Read from the mapping file to extract the samples from each group (Cg: lines [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
o Read from the gene abundance file (Cg: lines [22] [23] [24] [25] .
o Then perform test for differential abundance using code from Diff_abundance.R (Da) file. This function returns the mean, median for each group along with the fold change and p-value (Da: lines 8-28).
o Next, account for multiple testing using Benjamini-Hochberg's FDR calculation (Cg:
o Finally, select the differentially expressed genes using appropriate FDR cutoff (GD: line 33) (< 0.05) (Figure 2b ).
• We highly recommend that if you have datasets obtained from replicate experiments or in different sample cohorts that you perform the above steps for each experiment and do metaanalysis [16,18, Note that mere calculation of Fisher p-value for meta-analysis followed by application of FDR is not sufficient for accurate identification of differentially abundance/expression.
• Determining associations between elements (e.g., genes and/or microbes) is central for network reconstruction. Defining strength and sign of correlation (GD: line 56) can help to determine whether two elements (i.e. biological entities represented by nodes in a network) have a positive or negative interaction. Such information about potential relationships, using code from Correlation_in_group.R (Cig) file, is crucial for interrogating and understanding the regulatory mechanisms between elements. Note, correlations are calculated using data from samples representing one group (phenotypic class), never pooling samples from all groups for estimation of correlation. Therefore, the following steps should be performed for each group separately.
o Read from the mapping file to extract the samples from a group (Cig: lines [11] [12] [13] [14] [15] [16] [17] [18] . o Next perform test for correlation on gene pairs using code from Calc_cor.R (Ccr) file.
This function returns the correlation and p-value (Ccr: lines 8-17).
o Next, account for multiple testing using Benjamini-Hochberg's FDR calculation (Cig: lines 48-50).
o Finally, select the significantly correlated gene pairs using appropriate FDR cutoff (GD: line 60) < 0.1.
• We highly recommend that if you have datasets obtained from replicate experiments or different sample cohorts that you perform the above steps for each experiment and do meta-analysis (GD:
o First, the meta-analysis selects for gene pairs that show correlation direction consistency across datasets (Check_consistency.R), e.g., positive (or negative) across all experiments.
o The next steps of combining the individual p-values (from correlation test) and applying multiple significance cutoffs are similar to those in the meta-analysis of genes.
• At this point you have a network for a single group where nodes are genes and edges indicate significant correlation. Next, we identify the proportion of unexpected correlations (PUC) [50] (GD: line 83). If two elements have a regulatory relationship we expect them to behave in certain ways. For example, consider two groups. Two positively correlated genes in a group should have the same direction of fold change between two groups. On the other hand, two negatively correlated genes should have the opposite direction of fold change. Edges in a network where the sign of correlations does not correspond to the direction of change are unexpected, are not likely to contribute to the process under investigation, and hence, discarded using code from Puc_compatiable_network.R (Pcn) file.
• Finally, identify elements that are crucial for crosstalk between the different modules in a network using bipartite betweenness centrality (BBC) (GMD: lines 92-119). This approach involves calculating the shortest paths between nodes from different modules using code from Get_shortest_paths.R file. The elements with the highest BBC measurement (GMD: lines 123-128) are more likely to be critical in mediating the transfer of signals between the different modules of a network and candidates for further experimentation.
Notes
The above protocol was written for a step-by-step introduction to transkingdom network analysis.
Although the above experimental setup and analyses should suffice in most cases please see the following suggestions for other alternatives to the analysis.
• Data normalization is a crucial step in analysis and network reconstruction [51] , hence choose the appropriate normalization method for your biological data [52, 53] . No normalization method universally out-performs other methods. However, if unsure about which normalization to use we recommend quantile normalization followed by log transformation since, in our experience, it works well for most biological data.
• Depending on the experimental design and biological question apply appropriate parametric (paired or unpaired t-test, analysis of variance (ANOVA), multivariate ANOVA (MANOVA), etc.) and non-parametric (Man-Whitney, Wilcoxon rank sum test, Multi-response Permutation Procedures (MRPP), etc.) tests to identify differential abundance.
• It is common practice to visualize the levels of differentially abundant elements. The code from Heatmaps.R file can help to visualize the significant genes and microbes from our example.
• Depending on sample size a Pearson or Spearman correlation between two elements from the same samples should suffice. However, use partial correlation [54] or other methods [55] to detect correlations and reduce indirect interactions.
• The network analysis can be extended to identify differentially correlated genes in co-expression networks obtained for the different groups and uncover regulatory mechanisms in phenotypic transitions [56, 57] .
• Cfinder and graph clustering (MCL) [19] are other tools to help identify modules in networks.
• We can also inspect multiple network topology properties such as the degree and centrality measures using NetworkAnalyzer in Cytoscape to identify important elements in the full transkingdom network.
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