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Abstract
This paper discusses the initial-boundary-value problems (IBVPs) of nonlinear Schro¨dinger equations
posed in a half plane R×R+ with nonhomogeneous Dirichlet boundary conditions. For any given s ≥ 0,
if the initial data ϕ(x, y) are in Sobolev space Hs(R×R+) with the boundary data h(x, t) in an optimal
space Hs(0, T ) as defined in the introduction, which is slightly weaker than the space
H
(2s+1)/4
t
(
[0, T ];L2x(R)
) ∩ L2t([0, T ];Hs+1/2x (R)),
the local well-posedness of the IBVP in C([0, T ];Hs(R × R+)) is proved. The global well-posedness
is also discussed for s = 1. The main idea of the proof is to derive a boundary integral operator for
the corresponding nonhomogeneous boundary condition and obtain the Strichartz estimates for this
operator. The results presented in the paper hold also for the IBVP posed in a half space Rn×R+ with
any n > 1.
1 Introduction
The paper concerns an initial-boundary-value problems (IBVP) of the nonlinear Schro¨dinger (NLS) equa-
tion posed in a half plane (x, y) ∈ R× R+ (or a half space (x, y) ∈ Rn ×R+),®
iut + uxx + uyy + λ|u|p−2u = 0, x ∈ R, y ∈ R+ , t ∈ R,
u(x, y, 0) = ϕ(x, y), u(x, 0, t) = h(x, t),
(1.1)
where p ≥ 3 is a constant (note that we only study the case for p ≥ 3 although many of the results in the
paper still hold for p > 2; also in Rn×R+, uxx is replaced by the Laplacian ∆xu in Rn). The NLS equation
has many applications and is derived from various research areas ranging from theory of optics to theory
of water waves. In particular, the NLS equation is a popular model used recently to explain the formation
of rogue waves observed in sea or oceans [20, 37]. Our motivation to study the problem posed in a half
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2plane originated from the water-wave problems. Let the free surface occupy the region {(x, y) | y > 0}
and a wave-maker be placed at y = 0. To predict the wave motion generated by the wave-maker, it is
necessary to specify the initial and boundary conditions that make the surface waves propagate into the
region y > 0, which gives an initial boundary value problem in a half plane y > 0.
Here, we only consider the mathematical problem of the NLS equations (1.1) and concentrate on its
well-posedness in the classical Sobolev space Hs(R×R+) (or Hs(Rn×R+)). If (x, y) ∈ Rn×R, i.e., x ∈ Rn
for simplicity, this is a pure initial value problem (IVP), i.e.,
iut +∆xu+ λ|u|p−2u = 0, u(x, 0) = ϕ(x), x ∈ Rn, t ∈ R . (1.2)
In the past several decades, the IVPs of the NLS equations posed on Rn have been extensively studied for
their well-posedness in the spaceHs(Rn) (cf. [9, 10, 17, 18, 19, 27, 33, 32, 40, 43] and the references therein).
In particular, significant progresses have been made for the well-posedness of the problem with lower
regularity. In contrast to the IVP of the NLS equation, the study of the IBVP (1.1) with nonhomogeneous
boundary condition has fallen behind (cf. [11, 12, 13, 14, 15, 16, 29, 31, 39, 40, 41, 42] and the references
therein). The low regularity feature for the IBVP (1.1) without x (i.e., in a half line) was first studied by
Holmer [29]. He showed that for 0 ≤ s < 1/2 with 3 ≤ p < 6−2s1−2s or for 1/2 < s < 3/2 with 3 ≤ p < ∞,
there exists a T > 0 such that if ϕ ∈ Hs(R+) and h ∈ H
2s+1
4
loc (R
+), then the IBVP (1.1) in a half line has
a solution in C([0, T ];Hs(R+)). The well-posedness of the IBVP (1.1) in a half line with solutions in the
space C([0, T ];Hs(R+)) for s ≥ 0 is also discussed in [8] using boundary integral operator method (see
also [24] for the recent study of the IBVP (1.1) in a half line). For higher dimensional cases, Audiard [2]
investigated the non-homogeneous boundary value problem for some general linear dispersive equations
and obtained a-priori estimates and well-posedness for the pure boundary value problems associated to
such class of equations or the IBVPs of the linear Schro¨dinger equations in a half-space, while [3, 4] study
the corresponding IBVPs for the nonlinear Schro¨dinger equations in spatial domains that are the exterior
of non-trapping compact or star-shaped obstacles. Here, we remark that the results obtained here are for
the IBVPs of nonlinear Schro¨dinger equations in a half-space with optimal boundary data and the method
used is the boundary integral operator method, which are totally different from those in [2, 3, 4].
In this paper, we study the IBVP (1.1) for its local and global well-posedness. Here, the same idea and
method can be used to study (1.1) for x ∈ Rn. Our goal is to advance the study of the IBVP (1.1) to the
same level as that for the IVP (1.2). In order to have the solution of (1.1) in the space C([0, T ];Hs(R×R+))
with s ≥ 0, while the initial the initial value ϕ(x, y) is chosen from Hs(R×R+), the optimal choice of the
function space for the boundary data h(x, t) needs some discussion. Based upon the scaling argument, it
seems natural (see [2, 3]) to choose h from the space
Ws(0, T ) := H
2s+1
4
t
Ä
0, T ;L2x(R)
ä
∩ L2t
Å
0, T ;H
s+ 1
2
x (R)
ã
. (1.3)
It turns out, however, that the spaceWs(0, T ) is not the optimal choice. Indeed, as the trace of the solution
v of the linear Schro¨dinger equation in R2,
ivt + vxx + vyy = 0 , v(x, y, 0) = ϕ(x, y), (x, y) ∈ R2, t ∈ R ,
most likely does not belong to the space Ws(0, T ) (see the discussion in Section 2), we will show that the
solution v possesses the following trace property (see Lemma 2.1 in Section 2):
If ϕ ∈ Hs(R2), then the trace of the solution v ∈ C(R;Hs(R2)), vb(x, t) = v(x, 0, t), belongs to the
space
Hs(R2) :=
ß
w ∈ L2(R2) :
Ä
1 + |λ|+ |ξ|2|
äs/2∣∣∣λ+ |ξ|2∣∣∣1/4F [w](λ, ξ) ∈ L2(R2)™
3with
‖w‖Hs(R2) :=
∥∥∥∥Ä1 + |λ|+ |ξ|2|äs/2∣∣∣λ+ |ξ|2∣∣∣1/4F [w](λ, ξ)∥∥∥∥
L2(R2)
,
where F [w] stands for the Fourier transform of w with respect to both x and t. The choose of h from
Hs(R2) is optimal and the following definition of the well-posedness for the IBVP (1.1) is then natural.
Definition 1.1. (Well-posedness) For any given s ∈ R, T > 0, the IBVP (1.1) is locally well-posed in
Hs(R×R+) if for any constant µ > 0 there is a T ∗ ∈ (0, T ] such that for ϕ ∈ Hs(R×R+) and h ∈ Hs(0, T )
satisfying
‖ϕ‖Hs(R×R+) + ‖h‖Hs(0,T ) ≤ µ
and some compatibility conditions, the IBVP (1.1) has a unique solution in C([0, T ∗];Hs(R×R+)), which
continuously depends upon (ϕ, h) in the corresponding spaces. If T ∗ can be chosen independent of r, then
the IBVP (1.1) is globally well-posed. Here, Hs(0, T ) denotes the restriction space of Hs(R2) to the domain
R× (0, T ).
For small s ≥ 0, we need to address the meaning of solutions of the IBVP (1.1) satisfying the initial
and boundary conditions. We use the following definition [7].
Definition 1.2. For given s < 2 and T > 0, let ϕ ∈ Hs(R × R+) and h ∈ Hs(0, T ). Then u(x, y, t) is
called a mild solution of the IBVP (1.1) if there is a sequence
un ∈ C
Ä
[0, T ];H2(R× R+)
ä
∩ C1
Ä
[0, T ];L2(R× R+)
ä
, n = 1, 2, . . . ,
satisfying the following properties:
(i) un is a solution of (1.1) in L
2(R× R+) for 0 ≤ t ≤ T ;
(ii) un → u in C([0, T ];Hs(R× R+)) as n→∞;
(iii) as n→∞, un(x, y, 0)→ ϕ(x, y) in Hs(R ×R+) and un(x, 0, t)→ h(x, t) in Hs(0, T ) .
To study the well-posedness of the IBVP (1.1), we first note that if h = 0, i.e., the homogeneous
boundary condition, then the problem can be reduced to a special case of the IVP (1.2) using an odd
extension of the solution to y < 0. Thus, the well-posedness result of (1.1) with h = 0 follows from the
known result for (1.2). In this paper, we consider the IBVP of (1.1) with h 6≡ 0. We say that (q, r) is
an admissible pair if (1/q) + (1/r) = (1/2). Also, denote W s,pxy (R × R+) as the classical Sobolev space in
Lp-norm. Thus, W s,2xy = H
s
xy. The main result obtained in this paper can be summarized as follows.
Theorem 1.3. For given s ≥ 0, T > 0 and µ > 0, assume ϕ ∈ Hs(R× R+) and h ∈ Hs(0, T ) satisfying
‖ϕ‖Hs(R×R+) + ‖h‖Hs(0,T ) ≤ µ
and some natural compatibility conditions.
(i) For 0 ≤ s < 1 and 3 ≤ p < (4− 2s)/(1− s), there exist a T ∗ > 0 and a suitable admissible pair (q, r)
such that (1.1) is locally well-posed for
u ∈ Ct
Ä
[0, T ∗]; Hsxy(R× R+)
ä⋂
Lqt
Ä
[0, T ∗]; W s,rxy (R× R+)
ä
.
Moreover, if p = (4 − 2s)/(1 − s), µ must be small.
(ii) For s = 1, there exists a T ∗ > 0 such that for any admissible pair (q, r) with 2 < q < ∞, (1.1) is
locally well-posed for u ∈ Ct
Ä
[0, T ∗]; H1xy(R× R+)
ä⋂
Lqt
Ä
[0, T ∗]; W 1,rxy (R× R+)
ä
.
4(iii) If s > 1 and 3 ≤ p < ∞ (assume 1 < s ≤ p − 1 for s ∈ Z or 1 < [s] ≤ p − 2 for s /∈ Z
when p is not an even integer), there exists a T ∗ > 0 such that (1.1) is locally well-posed for u ∈
Ct
Ä
[0, T ∗]; Hsxy(R× R+)
ä
, where [s] is the largest integer that is less than or equal to s.
Here, we note that for 0 ≤ s ≤ 1, the local well-posedness result presented in Theorem 1.3 is conditional
since the condition on u with
u ∈ Lqt
Ä
[0, T ∗]; W s,rxy (R× R+)
ä
(1.4)
is needed to guarantee the uniqueness. We may ask whether it is possible to remove the condition (1.4).
If the condition (1.4) can be removed, the corresponding well-posedness will be called unconditional.
Theorem 1.4. (unconditional well-posedness) If 0 ≤ s ≤ 1 is given, then the condition (1.4) can be
removed, and therefore the well-posedness is unconditional.
By [7], Theorems 1.3 and 1.4 show that the solution obtained is a mild solution defined in Definition
1.2. Next, we state the global well-posedness result for (1.1).
Theorem 1.5. Assume that either p ≥ 3 if λ < 0 or 3 ≤ p ≤ (10/3) if λ > 0. The IBVP (1.1) is globally
well-posed in H1(R× R+) with ϕ ∈ H1(R× R+) and h ∈ H1t,loc
(
R;L2x(R)
) ∩ L2t ÅR;H 32x (R)ã.
The idea of proof for the local well-posedness is based on the method introduced in [6, 22] for studying
the IBVP of the Korteweg-de Vries equation (see also [29] for the study of the IBVP of the nonlinear
Schro¨dinger equation). The key step is to study the following nonhomogeneous boundary value problem:®
iut + uxx + uyy = 0, x ∈ R, y ∈ R+ , t ∈ R,
u(x, y, 0) = 0, u(x, 0, t) = h(x, t).
(1.5)
Applying the Laplace transform to the linear equation with respect to t leads us to an explicit integral
representation of the solution u in terms of the boundary data h, called the boundary integral operator,
u(x, y, t) := [Wbh](x, y, t).
It will be shown that for any given s ≥ 0, T > 0 and h ∈ Hs(0, T ), the IBVP (1.5) admits a unique solution
u ∈ C([0, T ];Hs(R× R+)) and, moreover,
‖u‖Lq(0,T ;W s,r(R×R+)) ≤ C‖h‖Hs(0,T ) (1.6)
for any admissible pair (q, r) with 1/q + 1/r = 1/2, 2 ≤ r < ∞. With the boundary integral operator in
hand, we then convert the IBVP (1.1) into an equivalent nonlinear integral equation whose (local) well-
posedness can be established by using contraction mapping principle thanks to the Strichartz estimate
(1.6) of the boundary integral operator Wb. The unconditional result is obtained in a similar way as that
in [7]. Here, again we emphasize that the same idea and method can be applied for (1.1) with x ∈ Rn.
The paper is organized as follows. Section 2 gives the formulation of the problem. Section 3 deals
with the representations of the solution operators and various Strichartz estimates for these operators. The
local well-posedness of the IBVP is proved in Section 4. The global well-posedness of (1.1) is provided in
Section 5.
2 Formulation of the problem
To consider the well-posedness of (1.1), i.e.,
iut + uxx + uyy + g = 0 , (x, y, t) ∈ R× R+ × (0, T );
u(x, y, 0) = ϕ(x, y) , (x, y) ∈ R× R+ ;
u(x, 0, t) = h(x, t) , (x, t) ∈ R× (0, T ) ,
(2.1)
5where g(x, y, t) := λ|u(x, y, t)|p−2u(x, y, t) with p ≥ 3, we will reformulate it into an integral equation. If
T > 0 is small, the well-posedness of (2.1) is local and the solution u in C ([0, T ];Hs(R× R+)) will be
discussed.
First, we decompose (2.1) into three relatively simple problems:
u(x, y, t) = µ˜(x, y, t) + w(x, y, t) + z(x, y, t) ,
where µ˜ solves 
iµ˜t + µ˜xx + µ˜yy = 0 , (x, y, t) ∈ R× R+ × (0, T ) ,
µ˜(x, y, 0) = 0 , (x, y) ∈ R× R+ ,
µ˜(x, 0, t) = h(x, t) , (x, t) ∈ R× (0, T ),
(2.2)
w solves 
iwt + wxx + wyy = 0 , (x, y, t) ∈ R× R+ × (0, T ) ,
w(x, y, 0) = ϕ(x, y) , (x, y) ∈ R× R+ ,
w(x, 0, t) = 0 , (x, t) ∈ R× (0, T ),
(2.3)
and z solves 
izt + zxx + zyy + g = 0 , (x, y, t) ∈ R× R+ × (0, T ) ,
z(x, y, 0) = 0 , (x, y) ∈ R× R+ ,
z(x, 0, t) = 0 , (x, t) ∈ R× (0, T ) .
(2.4)
The solution µ˜ of the IBVP (2.2) is denoted by
µ˜(x, y, t) :=Wb[h](x, y, t),
where the operator Wb is called the boundary integral operator. Let φ : R
2 → C be an extension of ϕ such
that φ(x, y) = ϕ(x, y) for y ≥ 0 preserving the function spaces used later and the relative norms. Let the
solution of the linear initial value problem®
ivt + vxx + vyy = 0 , (x, y, t) ∈ R2 × (0, T ) ;
v(x, y, 0) = φ(x, y) , (x, y) ∈ R2 , (2.5)
be v =WR2(t)φ. Here, WR2(t) is a C0-semigroup for the infinitesimal generator i∆ in R
2. If vb is the trace
of v =WR2(t)φ at y = 0, the solution w of the IBVP (2.3) can be expressed as
w =WR2(t)φ−Wb[vb].
Also, if f : R2 × [0, T ] → C is an extension of g such that f(x, y, t) = g(x, y, t) for y ≥ 0 preserving the
function spaces and the relative norms, the solution of the initial value problem®
iqt + qxx + qyy + f = 0 , (x, y, t) ∈ R2 × (0, T ) ;
q(x, y, 0) = 0 , (x, y) ∈ R2 , (2.6)
can be found by q = Φf := i
∫ t
0
WR2(t− τ)f(τ) dτ as that in [17]. If qb is the trace of i
∫ t
0 WR2(t− τ)f(τ) dτ
at y = 0, the solution z of the IBVP (2.4) can be expressed as
z = i
∫ t
0
WR2(t− τ)f(τ) dτ −Wb[qb].
Consequently, the IBVP (2.1) is then transformed to the following integral equation,
u(x, y, t) = Wb
[
h−WR2(·)φ
∣∣∣∣
y=0
− i
Å∫ ·
0
WR2(· − τ)f(τ) dτ
ã ∣∣∣∣∣
y=0
]
(x, y, t)
6+WR2(t)φ(x, y) + i
Ç∫ t
0
WR2(t− τ)f(τ) dτ
å
(x, y) . (2.7)
From now on, we study the solution of (2.7). In general, the solution of (2.7) is a solution of (2.1) in the
sense of distribution. If the initial and boundary data are smooth enough with compatibility conditions
(here, the compatibility conditions are already in the operator Wb if the part in (2.7) with Wb is smooth
at t = y = 0) and the solutions of (2.7) are in C([0, T ];H2(R × R+)) ∩ C1([0, T ];L2(R × R+)), then it is
straightforward to check that such solutions of (2.7) are strong solutions of (2.1). For general initial and
boundary data, we will only consider the solutions of (2.7), which is consistent with the mild solutions of
(2.1) defined in Definition 1.2.
One of the advantages to study the integral equation (2.7) is that one only needs to study the boundary
integral operator Wb since the operator WR2 has been well-studied in literature. However, a necessary step
to make this approach work is to find an appropriate function space Gs(0, T ) such that
(i). for any h ∈ Gs(0, T ), Wb[h] ∈ C([0, T ];Hs(R ×R+)) and
‖Wb[h]‖C([0,T ];Hs(R×R+)) ≤ C‖h‖Gs(0,T ); (2.8)
(ii). for any φ ∈ Hs(R2), the trace vb of v =WR2(t)φ at y = 0 belongs to the space Gs(0, T ) and
‖vb‖Gs(0,T ) ≤ C‖φ‖Hs(R2). (2.9)
Based upon scaling argument and the study of the IBVP of nonlinear Schro¨dinger equation on a half
line [29, 2], it seems reasonable to choose Gs(0, T ) =Ws(0, T ) defined in (1.3). Indeed, it has been shown
in [2] that (2.8) holds for s = 1 with Gs(0, T ) = Ws(0, T ). However, does the trace of WR2φ belong to the
space Ws(0, T )? Next lemma shows that the trace of WR2(t)φ belongs to the space Hs(0, T ).
Lemma 2.1. Let s ≥ 0 be given. For any φ ∈ Hs(R2), if vb := WR2(t)φ|y=0, then there exists a constant
C > 0 such that ‖vb‖Hs(R2) ≤ C‖φ‖Hs(R2).
Proof. Since u(x, y, t) =WR2(t)φ can be expressed as
u(x, y, t) =
∫
R
∫
R
ei(ξ
2+η2)teixξ+iyηφˆ(ξ, η)dηdξ,
thus, the Fourier transform of vb(x, t) respect to x is
vˆb(ξ, t) =
∫
R
ei(ξ
2+η2)tφˆ(ξ, η)dη =
∫ ∞
ξ2
eiwt
φˆ
Ä
ξ,
√
w − ξ2
ä
2
√
w − ξ2 dw +
∫ ∞
ξ2
eiwt
φˆ
Ä
ξ,−√w − ξ2ä
2
√
w − ξ2 dw
=
∫ ∞
−∞
e−iλtζ[ξ2,∞)(−λ)
φˆ
(
ξ,
»
|λ+ ξ2|
)
2
»
|λ+ ξ2|
dλ+
∫ ∞
−∞
e−iλtζ[ξ2,∞)(−λ)
φˆ
(
ξ,−
»
|λ+ ξ2|
)
2
»
|λ+ ξ2|
dλ
satisfying
‖vb‖2Hs(R2) ≤
∫
R
∫
R
(1 + |λ|+ ξ2)sζ[ξ2,∞)(−λ)
∣∣∣φˆ (ξ,»|λ+ ξ2|)∣∣∣2
4
»
|λ+ ξ2|
dλdξ
+
∫
R
∫
R
(1 + |λ|+ ξ2)sζ[ξ2,∞)(−λ)
∣∣∣φˆ (ξ,−»|λ+ ξ2|)∣∣∣2
4
»
|λ+ ξ2|
dλdξ
7≤
∫
R
∫ ∞
ξ2
(1 + |λ|+ ξ2)s
∣∣∣φˆ (ξ,»| − λ+ ξ2|)∣∣∣2
4
»
| − λ+ ξ2|
dλdξ
+
∫
R
∫ ∞
ξ2
(1 + |λ|+ ξ2)s
∣∣∣φˆ (ξ,−»| − λ+ ξ2|)∣∣∣2
4
»
| − λ+ ξ2|
dλdξ
≤C
∫
R
∫
R
(1 + |ξ2 + η2|+ ξ2)s|φˆ(ξ, η)|2dηdξ ≤ C
∫
R
∫
R
(1 + η2 + ξ2)s|φˆ(ξ, η)|2dηdξ ,
where ζ is the characteristic function.
Proposition 3.2 in Section 3 shows that (2.8) holds with Gs(0, T ) = Hs(0, T ). Thus the space Hs(0, T )
is indeed the optimal choice of h. Obviously, the space Ws(0, T ) is a subspace of Hs(0, T ).
3 Representations and estimates of boundary integral operators
In this section, we will derive the formulas of the solutions in (2.2)-(2.4) and obtain the corresponding
solution operators and their relevant estimates. We begin with considering the following nonhomogeneous
boundary value problem:
iut + uxx + uyy = 0 , (x, y, t) ∈ R× R+ × (0, T ) ;
u(x, y, 0) = 0 , (x, y) ∈ R× R+ ,
u(x, 0, t) = h(x, t) (x, t) ∈ R× (0, T ) .
(3.1)
We will show that if the boundary condition h(x, t) is in the space Hs(0, T ), the solution Wb[h] is in
Lqt
Ä
[0, T ]; W s,rxy (R× R+)
ä⋂
L∞t
Ä
[0, T ]; Hsxy(R× R+)
ä
, where (q, r) is an admissible pair, i.e., 1q +
1
r =
1
2 .
In the sequel, we use . or h to denote ≤ or = with a difference of a factor of a generic constant.
First, we derive an explicit formula of solution operator Wb[h].
Proposition 3.1. The solution of (3.1) can be expressed by
u(x, y, t) =Wb[h](x, y, t) =
1
π2
Å∫ ∞
−∞
eiξx
Å∫ ∞
0
e−i(ξ
2−η2)t−yηηh˜(ξ,−i(ξ2 − η2)) dη
+
∫ ∞
0
e−i(ξ
2+η2)t+iyηηh˜(ξ,−i(ξ2 + η2)) dη
ã
dξ
ã
h Wb1 [h](x, y, t) +Wb2 [h](x, y, t) , (3.2)
where
Wb1 [h](x, y, t) =
∫ ∞
−∞
∫ ∞
0
e−i(ξ
2+η2)t+i(yη+xξ)ηh˜(ξ,−i(ξ2 + η2)) dη dξ , (3.3)
Wb2 [h](x, y, t) =
∫ ∞
−∞
∫ ∞
0
e−i(ξ
2−η2)t+ixξ−yηηh˜(ξ,−i(ξ2 − η2)) dη dξ . (3.4)
Proof. For any fixed t > 0, we apply Fourier transform on both sides of the equation in (3.1) with respect to
x ∈ R so that the equation of u(x, y, t) is converted to the following equation of ûx(ξ, y, t) (here, ûx(ξ, y, t)
is the Fourier transform of u with respect to x),
iûxt − ξ2ûx + ûxyy = 0 , (ξ, y, t) ∈ R× R+ × (0,∞) ;
ûx(ξ, y, 0) = 0 ,
ûx(ξ, 0, t) = ĥx(ξ, t) .
(3.5)
8Then, apply Laplace transform on both sides of (3.5) with respect to t > 0 (here ûx(ξ, y, 0) = 0) with
u˜(ξ, y, ω) = Lt[ûx](ξ, y, ω) and h˜(ξ, ω) = Lt[ĥx](ξ, ω), which gives®
(iω − ξ2)u˜+ u˜yy = 0 , (ξ, y, ω) ∈ R× R+ × C ;
u˜(ξ, 0, ω) = h˜(ξ, ω) .
(3.6)
The characteristic equation of (3.6) is z2 + ωi− ξ2 = 0 or z2 = ξ2 − η − iγ, where ω = γ − ηi with γ > 0
is required in the form of inverse Laplace transform. If z = reiθ with θ = arg z, then r2 sin(2θ) = −γ < 0,
which implies pi2 < θ < π or
3pi
2 < θ < 2π. Therefore, two roots of the characteristic equation are z1 = re
iθ
and z2 = re
i(θ+pi) with pi2 < θ < π. Since u˜→ 0 as y →∞, u˜ = c(ξ, ω)ere
iθy = c(ξ, ω)ery(cos θ+i sin θ) where
r = 4
»
(ξ2 − η)2 + γ2, cos 2θ = ξ
2 − η»
(ξ2 − η)2 + γ2
, sin 2θ =
−γ»
(ξ2 − η)2 + γ2
.
If γ → 0+, then r →
»
|ξ2 − η|. We divide it into two cases. For η < ξ2, cos 2θ → 1 and sin 2θ → 0− with
pi
2 < θ < π, which yields cos θ → −1 , sin θ → 0+ or z → −
√
ξ2 − η. Thus, u˜(ξ, y, ω) = h˜(ξ, ω)e−y
√
ξ2−η.
For η > ξ2, cos 2θ → −1 and sin 2θ → 0−, which implies that cos θ → 0− , sin θ → 1 or z → i√η − ξ2.
Thus, u˜(ξ, y, ω) = h˜(ξ, ω)eiy
√
η−ξ2 .
Perform the inverse Laplace transform on u˜x with respect to ω. If γ → 0+ with ω = γ − iη, then
ûx(ξ, y, t) =
1
2πi
∫ γ+i∞
γ−i∞
eωtezyh˜(ξ, ω) dω
γ→0
=
−1
2π
Ç∫ ξ2
∞
e−iηteiy
√
η−ξ2 h˜(ξ,−iη) dη +
∫ −∞
ξ2
e−iηte−y
√
ξ2−ηh˜(ξ,−iη) dη
å
=
1
π
Å∫ ∞
0
e−i(ξ
2+η2)t+iyηηh˜
Ä
ξ,−i(ξ2 + η2)
ä
dη +
∫ ∞
0
e−i(ξ
2−η2)t−yηηh˜
Ä
ξ,−i(ξ2 − η2)
ä
dη
ã
,
where we have replaced η by (ξ2+η2) in the first integral and η by (ξ2−η2) in the second integral. Finally,
we can take the inverse Fourier transform on ξ to find
u(x, y, t) =
1
π2
Å∫ ∞
−∞
eiξx
Å∫ ∞
0
e−i(ξ
2−η2)t−yηηh˜
Ä
ξ,−i(ξ2 − η2)
ä
dη
+
∫ ∞
0
e−i(ξ
2+η2)t+iyηηh˜
Ä
ξ,−i(ξ2 + η2)
ä
dη
ã
dξ
ã
= Wb1 [h](x, y, t) +Wb2 [h](x, y, t) ,
or Wb[h](x, y, t) =Wb1 [h](x, y, t) +Wb2 [h](x, y, t) as the solution of (3.1).
To studyWb1 [h](x, y, t) andWb2 [h](x, y, t), rewrite them to more convenient forms. For Wb1 [h](x, y, t),
we let x = (x, y) and ξ = (ξ, η) ∈ R2 and define
”Φh(ξ) = ν1(ξ, η) = ® ηh˜Äξ,−i(ξ2 + η2)ä , η ≥ 0 ,
0 , η < 0 .
Then,
Wb1 [h](x, y, t) =
∫ ∞
−∞
∫ ∞
0
e−i(ξ
2+η2)t+i(yη+xξ)”Φh(ξ, η) dη dξ = ∫
R2
e−i|ξ|
2t+iξ·x”Φh(ξ) dξ , (3.7)
which is exactly the integral solution formula of initial value problem (2.5) for the linear Schro¨dinger
equation over the whole plane R2, i.e., Wb1 [h](x, y, t) =WR2(t)Φh(x, y). Similarly, if
”Ψh(ξ, η) = ν2(ξ, η) = ® ηh˜Äξ,−i(ξ2 − η2)ä , η ≥ 0 ,
0 , η < 0 ,
9then
Wb2 [h](x, y, t) =
∫
R2
e−i(ξ
2−η2)t+ixξ−yη”Ψh(ξ, η) dη dξ . (3.8)
Note that ”Ψh(ξ, η) is continuous in η at η = 0.
Next, we derive the estimates for the operator Wb[h].
Proposition 3.2. For 1q +
1
r =
1
2 with r ∈ [2,∞), the following estimates hold,
‖Wb[h]‖2Lqt ([0,T ];W s,rxy (R×R+))
.
∫ ∞
−∞
∫ ∞
−∞
(1 + |β|+ ξ2)s
»
|β|
Å∫ ∞
0
ei(β+ξ
2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
ã2
dβ dξ
. ‖h‖2Hs(R2) . (3.9)
Proof. We need derive the estimates for both Wb1 [h] and Wb2 [h]. We first prove (3.9) for Wb1 [h]. From the
form of Wb1 [h] in (3.3) and the definition of Φh in (3.7), we have
‖Φh‖2Hs =
∥∥∥∥Ä1 + ξ2 + η2ä s2 ”Φh(ξ, η)∥∥∥∥2
L2
=
∫ ∞
−∞
∫ ∞
0
Ä
1 + ξ2 + η2
äs
η2
∣∣∣h˜Äξ,−i(ξ2 + η2)ä∣∣∣2 dη dξ
=
∫ ∞
−∞
∫ ∞
0
Ä
1 + ξ2 + η2
äs
η2
∣∣∣∣∫ ∞
0
ei(ξ
2+η2)tĥx(ξ, t) dt
∣∣∣∣2 dη dξ
h
∫ ∞
−∞
∫ ∞
0
Ä
1 + ξ2 + η2
äs
η2
∣∣∣∣∫ ∞
0
ei(ξ
2+η2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dη dξ
=
1
2
∫ ∞
−∞
∫ ∞
0
(1 + β + ξ2)s
β√
β
∣∣∣∣∫ ∞
0
ei(β+ξ
2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ
= C
∫ ∞
−∞
∫ ∞
0
(1 + β + ξ2)s
√
β
∣∣∣∣∫ ∞
0
∫ ∞
−∞
eiβteiξ
2te−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ (3.10)
(replacing η by
√
β), and
‖Wb1 [h]‖Lqt (R+;W s,rxy (R×R+)) . ‖Φh‖Hsxy(R×R+)
for any admissible pair (q, r) with r ∈ [2,∞), by the fact that Wb1 [h] = WR2(t)Φh solves (2.5) and the
Strichartz estimate from Remark 2.3.8 in [17]. By combining these two estimates, it is deduced that
‖Wb1 [h]‖Lqt ([0,T ];W s,rxy (R×R+))
.
®∫ ∞
−∞
∫ ∞
0
(1 + |β|+ ξ2)s
»
|β|
Å∫ ∞
0
∫ ∞
−∞
ei(β+ξ
2)te−iξxh(x, t) dx dt
ã2
dβ dξ
´ 1
2
. (3.11)
For Wb2 [h], we first consider the case s = 0, i.e., in the space L
2. Several steps are needed to prove
that
‖Wb2 [h]‖Lqt ([0,T ];Lrxy(R×R+)) . ‖Ψh‖L2(R×R+) . (3.12)
We rewrite Wb2 [h] from (3.8) by
Wb2 [h](x, y, t) =
∫ ∞
−∞
∫ ∞
0
e−i(ξ
2−η2)t+ixξ−yη“Ψh(ξ, η) dη dξ = ∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)t+ixξ−y|η|“Ψh(ξ, η) dη dξ
=
∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)t+ixξ−y|η|
ï∫ ∞
−∞
∫ ∞
−∞
Ψh(ρ, τ) · e−i(ξρ+ητ) dρ dτ
ò
dη dξ
=
∫ ∞
−∞
∫ ∞
−∞
Ψh(ρ, τ) ·
ï∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)t+ixξ−y|η|−i(ξρ+ητ) dη dξ
ò
dρ dτ .
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After denoting
Kt(x, y, ρ, τ) =
∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)t+ixξ−y|η|−i(ξρ+ητ) dη dξ
=
Å∫ ∞
−∞
e−iξ
2t+ixξ−iξρ dξ
ã
·
Å∫ ∞
−∞
eiη
2t−y|η|−iητ dη
ã
, (3.13)
we can write Wb2 [h] as
Wb2 [h](x, y, t) := K(t)Ψh(x, y) =
∫ ∞
−∞
∫ ∞
−∞
Ψh(ρ, τ) ·Kt(x, y, ρ, τ) dρ dτ , (3.14)
where K(t) is an operator acting on each reasonable choice of Ψh ∈ L2(R×R+) with an integral kernel Kt.
The next task is to prove that∫ T
0
〈K(t)ψ, φ(t)〉L2xy(R×R+) dt . ‖ψ‖L2(R×R+) · ‖φ‖Lq′t ([0,T ];Lr′xy(R×R+)) (3.15)
for φ ∈ Lq′t
Ä
[0, T ]; Lr
′
xy(R× R+)
ä
and ψ ∈ L2xy, where q′ and r′ are conjugate indices of q and r, respectively.
The reason of making efforts to (3.15) is that its left hand side
∫ T
0
〈K(t)ψ, φ(t)〉L2xy(R×R+) dt, which is
given by the inner product of K(·)ψ and φ over L2xyt(R × R+ × [0, T ]), corresponds to a linear functional
on Lq
′
t
Ä
[0, T ]; Lr
′
xy(R× R+)
ä
. Since ‖K(·)ψ‖
Lq
′
t ([0,T ];Lr
′
xy(R×R+))
is the norm of this functional, if (3.15) can
be proven, then (3.12) is proved according to the definition of functional norm. Thus, it is necessary to
define another operator KT that maps each φ ∈ Lq
′
t
Ä
[0, T ]; Lr
′
xy(R× R+)
ä
to a function without t, that is,
KTφ(ρ, τ) :=
∫ T
0
∫ ∞
−∞
∫ ∞
0
Kt(x, y, ρ, τ)φ(x, y, t) dy dx dt . (3.16)
Moreover, we have∫ T
0
〈K(t)ψ, φ(·, ·, t)〉L2xy(R×R+) dt =
∫ T
0
∫ ∞
−∞
∫ ∞
0
K(t)ψ (x, y) · φ(x, y, t) dx dy dt
=
∫ T
0
∫ ∞
−∞
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
ψ(ρ, τ) ·Kt(x, y, ρ, τ) dρ dτ · φ(x, y, t) dx dy dt
=
∫ ∞
−∞
∫ ∞
−∞
ψ(ρ, τ)
∫ T
0
∫ ∞
−∞
∫ ∞
0
Kt(x, y, ρ, τ)φ(x, y, t) dy dx dt︸ ︷︷ ︸
KTφ(ρ,τ)
dρ dτ
≤ C‖ψ‖L2ρ,τ (R×R+) · ‖KTφ‖L2ρτ (R×R+) ,
which yields ∫ T
0
〈K(t)ψ, φ(t)〉L2xy(R×R+) dt . ‖ψ‖L2ρτ (R×R+) · ‖KTφ‖L2ρτ (R×R+) . (3.17)
Now we need one more step from (3.17) to (3.15) and then can achieve the expected result. The
following arguments mainly focus on the connection between ‖φ‖
Lq
′
t ([0,T ];Lr
′
xy(R×R+))
and ‖KTφ‖L2ρτ (R×R+).
Recall Kt in (3.13) and let
Ks,σ(x, y, z, w) :=
∫ ∞
−∞
∫ ∞
−∞
Ks(x, y, ρ, τ)Kσ(z, w, ρ, τ) dρ dτ . (3.18)
Then, it is obtained that
‖KTφ‖2L2 =
∫ ∞
−∞
∫ ∞
−∞
Ç∫ T
0
∫ ∞
−∞
∫ ∞
0
Ks(x, y, ρ, τ)φ(x, y, s) dy dx ds
å
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×
Ç∫ T
0
∫ ∞
−∞
∫ ∞
0
Kσ(z, w, ρ, τ)φ(z, w, σ) dw dz dσ
å
dρ dτ
=
∫ T
0
∫ T
0
ñ ∫ ∞
−∞
∫ ∞
−∞
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
∫ ∞
−∞
φ(x, y, s)φ(z, w, σ)
×Ks(x, y, ρ, τ)Kσ(z, w, ρ, τ)dx dy dz dw dρ dτ
ô
ds dσ
=
∫ T
0
∫ T
0
ñ ∫ ∞
−∞
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
φ(x, y, s)φ(z, w, σ)
×
Å∫ ∞
−∞
∫ ∞
−∞
Ks(x, y, ρ, τ)Kσ(z, w, ρ, τ) dρ dτ
ã
dw dy dz dx
ô
ds dσ
=
∫ T
0
∫ T
0
Å∫ ∞
−∞
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
φ(x, y, s)φ(z, w, σ)Ks,σ(x, y, z, w)dw dy dz dx
ã
ds dσ .
For y, w ≥ 0,
Ks,σ =
∫ ∞
−∞
∫ ∞
−∞
Ks(x, y, ρ, τ)Kσ(z, w, ρ, τ) dρ dτ
=
∫ ∞
−∞
∫ ∞
−∞
Å∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)s+ixξ−y|η|−i(ξρ+ητ) dη dξ
ã
×
Å∫ ∞
−∞
∫ ∞
−∞
ei(ξ˜
2−η˜2)σ−izξ˜−w|η˜|+i(ξ˜ρ+η˜τ) dη˜ dξ˜
ã
dρ dτ
= (2π)2
∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)s+ixξ−y|η|
ñ ∫ ∞
−∞
∫ ∞
−∞
e−i(ξρ+ητ)
×
Ç
1
(2π)2
∫ ∞
−∞
∫ ∞
−∞
ei(ξ˜
2−η˜2)σ−izξ˜−w|η˜|ei(ξ˜ρ+η˜τ) dη˜ dξ˜
å
dρ dτ
ô
dη dξ
= (2π)2
∫ ∞
−∞
∫ ∞
−∞
ei(−ξ
2−η2)s+ixξ−y|η|Fρ,τ ◦ F−1ξ˜,η˜
[
ei(ξ˜
2−η˜2)σ−izξ˜−wη˜
]
dη dξ
= (2π)2
∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)(s−σ)+iξ(x−z)−|η|(y+w) dη dξ
= C
Å∫ ∞
−∞
e−iξ
2(s−σ)+iξ(x−z) dξ
ã
·
Å∫ ∞
−∞
eiη
2(s−σ)−|η|(y+w) dη
ã
.
If we define
K˜t(x, y, z, w) =
Å∫ ∞
−∞
e−iξ
2t+iξ(x−z) dξ
ã
·
Å∫ ∞
−∞
eiη
2t−|η|(y+w) dη
ã
for y > 0 and w > 0 , (3.19)
then Ks,σ(x, y, z, w) = K˜s−σ(x, y, z, w). Now, we use K˜s−σ to study the operator‹K(t)ϕ(x, y) = ∫ ∞
−∞
∫ ∞
0
ϕ(z, w)K˜t(x, y, z, w) dz dw (3.20)
for ϕ ∈ C∞0 (R× R+). To estimate the kernel K˜t, for (x, y, z, w) ∈ R×R+ × R× R+, it is derived that∣∣∣∣∫ ∞−∞ e−iξ2t+i(x−z)ξ dξ
∣∣∣∣ ξ√t→ξ0= 1√t
∣∣∣∣∫ ∞−∞ e−iξ20+i
(x−z)√
t
ξ0 dξ0
∣∣∣∣Ä
ξ0−x−z
2
√
t
ä
→ξ1
=
1√
t
∣∣∣∣∫ ∞−∞ e−iξ21 dξ
∣∣∣∣ = C√t .
An estimate from [8] yields∣∣∣∣∫ ∞
0
eiη
2t−aη−iηb dη
∣∣∣∣ ≤ C√t for any a ∈ R+ , b ∈ R .
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By substituting y + w for a and 0 for b, we obtain∣∣∣∣∫ ∞−∞ eiη2t−|η|(y+w) dη
∣∣∣∣ ≤ C√t .
Hence ∣∣∣K˜t(x, y, z, w)∣∣∣ = ∣∣∣∣∫ ∞−∞ e−iξ2t+ixξ−iξz dξ
∣∣∣∣ · ∣∣∣∣∫ ∞−∞ eiη2t−|η|(y+w) dη
∣∣∣∣ ≤ C√t · C√t ≤ Ct . (3.21)
For some fixed t > 0, (3.20) and (3.21) imply∥∥∥‹K(t)ϕ∥∥∥
L∞xy
≤
∫ ∞
−∞
∫ ∞
0
∣∣∣ϕ(z, w)K˜t(x, y, z, w)∣∣∣ dw dz
≤ C|t|
∫ ∞
−∞
∫ ∞
0
|ϕ(z, w)| dw dz = C · |t|−1‖ϕ‖L1xy (3.22)
for each fixed t > 0. On the other hand, for t > 0, we can also prove that ‖‹K(t)ϕ‖L2(R×R+) ≤ ‖ϕ‖L2(R×R+)
by an estimate
∥∥∫∞
0 e
−yηf(η) dη
∥∥
L2(R+) ≤ ‖f‖L2(R+). From
‹K(t)ϕ(x, y) = ∫ ∞
−∞
∫ ∞
0
ϕ(z, w)K˜t(x, y, z, w) dw dz
=
∫ ∞
−∞
∫ ∞
0
ϕ(z, w)
ï∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2−η2)t+ixξ−y|η|−iξz−|η|w dη dξ
ò
dw dz
= 4
∫ ∞
0
e−yη
∫ ∞
−∞
eixξ
ï∫ ∞
−∞
∫ ∞
0
e−iξz−ηwe−i(ξ
2−η2)tϕ(z, w) dw dz
ò
dξ dη
= C
∫ ∞
0
e−yη F−1ξ
ï∫ ∞
−∞
∫ ∞
0
e−iξz−ηwe−i(ξ
2−η2)tϕ(z, w) dw dz
ò
(x) dη
= C
∫ ∞
0
e−yη F−1ξ
ï
Fz
ï∫ ∞
0
e−wηe−i(ξ
2−η2)tϕ(z, w) dw
ò
(ξ)
ò
(x) dη ,
we have ∥∥∥‹K(t)ϕ∥∥∥2L2xy(R×R+) = ∫ ∞−∞ ∥∥∥‹K(t)ϕ∥∥∥2L2y(R+) dx
=
∫ ∞
−∞
∥∥∥∥∫ ∞
0
e−yη F−1ξ
ï
e−i(ξ
2−η2)t
∫ ∞
0
e−wηFz [ϕ(z, w)] (ξ) dw
ò
(x) dη
∥∥∥∥2
L2y(R
+)
dx
≤
∫ ∞
−∞
∥∥∥∥F−1ξ ïe−i(ξ2−η2)t ∫ ∞
0
e−wηFz [ϕ(z, w)] (ξ) dw
ò
(x)
∥∥∥∥2
L2η(R
+)
dx
=
∫ ∞
0
∥∥∥∥F−1ξ ïe−i(ξ2−η2)t ∫ ∞
0
e−wηFz [ϕ(z, w)] (ξ) dw
ò
(·)
∥∥∥∥2
L2x(R)
dη
=
∫ ∞
0
∥∥∥∥∫ ∞
0
e−wηFz [ϕ(z, w)] (·) dw
∥∥∥∥2
L2
ξ
(R)
dη
=
∫ ∞
−∞
∥∥∥∥∫ ∞
0
e−wηFz [ϕ(z, w)] (ξ) dw
∥∥∥∥2
L2η(R
+)
dξ
≤ ‖Fz [ϕ(z, w)]‖2L2
ξw
(R×R+) = ‖ϕ‖2L2z,w(R×R+) . (3.23)
By (3.22), (3.23) and interpolation, we obtain∥∥∥‹K(t)ϕ∥∥∥
Lrxy(R×R+)
. t−2(
1
2
− 1
r )‖ϕ‖Lr′ (R×R+) . (3.24)
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Then, for φ ∈ Cc
Ä
[0, T ]; Lr
′
xy(R× R+)
ä
, a classical density argument leads to∥∥∥‹K(t)φ∥∥∥
Lrxy(R×R+)
. t−2(
1
2
− 1
r )‖φ(t)‖Lr′ (R×R+) (3.25)
if t > 0 is fixed. Thus,∥∥∥∥∥
∫ t
0
‹K(t− s)φ(s) ds ∥∥∥∥∥
Lrxy
≤ C
∫ T
0
|t− s|−2( 12− 1r )‖φ(s)‖Lr′xy ds = C
∫ T
0
|t− s|−2q ‖φ(s)‖Lr′xy ds .
By Riesz potential inequality,∥∥∥∥∥
∫ (·)
0
‹K(· − s)φ(s) ds ∥∥∥∥∥
Lqt ([0,T ];Lrxy)
≤
∥∥∥∥∥
∫ T
0
‹K(· − s)φ(s) ds ∥∥∥∥∥
Lqt([0,T ];Lrxy(R×R+))
. ‖φ‖
Lq
′
t ([0,T ];Lr
′
xy(R×R+))
or ∥∥∥∥∥
∫ T
0
∫ ∞
−∞
∫ ∞
0
φ(z, w, s)K˜t−s(x, y, z, w) dz dw ds
∥∥∥∥∥
Lqt([0,T ];Lrxy)
. ‖φ‖
Lq
′
t ([0,T ];Lr
′
xy)
. (3.26)
To find the estimate of ‖KTφ‖2L2 , by (3.26) we have
‖KTφ‖2L2(R×R+) =
∫ T
0
∫ T
0
Å∫ ∞
−∞
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
φ(x, y, s)φ(z, w, σ)K˜s−σ(x, y, z, w)dw dy dz dx
ã
ds dσ
=
∫ T
0
∫ ∞
−∞
∫ ∞
0
φ(x, y, s)
ñ∫ T
0
Å∫ ∞
−∞
∫ ∞
0
φ(z, w, σ)K˜s−σ(x, y, z, w) dw dz
ã
dσ
ô
dy dx ds
≤ C‖φ‖Lq′ ([0,T ];Lr′(R×R+)) ·
∥∥∥∥∥
∫ T
0
∫ ∞
−∞
∫ ∞
0
φ(z, w, σ)K˜s−σ(x, y, z, w) dz dw dσ
∥∥∥∥∥
Lq([0,T ];Lr(R×R+))
≤ C‖φ‖Lq′ ([0,T ];Lr′(R×R+)) · ‖φ‖Lq′ ([0,T ];Lr′(R×R+)) = C‖φ‖2Lq′ ([0,T ];Lr′(R×R+)) . (3.27)
Finally, from (3.17) and (3.15), it is deduced that∫ T
0
〈K(t)ψ, φ(t)〉L2xy(R×R+) dt . ‖ψ‖L2(R×R+) · ‖φ‖Lq′t ([0,T ];Lr′xy(R×R+))
or
‖K(t)ψ‖Lq ([0,T ];Lr(R×R+)) ≤ C‖ψ‖L2(R×R+) ,
which yields
‖Wb2 [h]‖Lqt (R+;Lrxy(R×R+)) = ‖K(t)Ψh‖Lqt (R+;Lrxy(R×R+)) ≤ C · ‖Ψh‖L2(ξ,η) .
The proof of (3.12) is then completed. Similar to (3.10), we have
‖Ψh‖2L2 = ‖”Ψh(ξ, η)‖2L2 h ∫ ∞−∞
∫ ∞
0
η2
∣∣∣h˜Äξ,−i(ξ2 − η2)ä∣∣∣2 dη dξ
h
∫ ∞
−∞
∫ ∞
0
η2
∣∣∣∣∫ ∞
0
ei(ξ
2−η2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dη dξ
= C
∫ ∞
−∞
∫ ∞
0
√
β
∣∣∣∣∫ ∞
0
∫ ∞
−∞
e−iβteiξ
2te−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ ,
which implies
‖Wb2 [h]‖Lqt ([0,T ];Lrxy(R×R+)) .
®∫ ∞
−∞
∫ ∞
0
√
β
∣∣∣∣∫ ∞
0
∫ ∞
−∞
e−iβteiξ
2te−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ
´ 1
2
. (3.28)
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Next, we turn to study the case with s > 0, i.e.,
‖Wb2 [h]‖Lqt ([0,T ];W s,rxy (R×R+))
.
®∫ ∞
−∞
∫ 0
−∞
(1 + |β|+ ξ2)s
»
|β|
∣∣∣∣∫ ∞
0
∫ ∞
−∞
ei(β+ξ
2)te−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ
´ 1
2
. (3.29)
Write the multi-index α = (α1, α2)
T ∈ Z2, i.e., (ξη)α = ξα1ηα2 , and let α1, α2 ≥ 0 with |α| = α1+α2 = m.
Note that
DαxyWb2 [h] h
∫ ∞
−∞
∫ ∞
0
e−i(ξ
2−η2)t+ixξ−yη · [(iξ)(−η)]α · ηh˜
Ä
ξ,−i(ξ2 − η2)
ä
dη dξ
=
∫ ∞
−∞
∫ ∞
0
e−i(ξ
2−η2)t+ixξ−yηΨh,α(ξ, η) dη dξ ,
where Ψh,α(ξ, η) = [(iξ)(−η)]α · ηh˜
(
ξ,−i(ξ2 − η2)) for η ≥ 0 and otherwise Ψh,α = 0. Thus, |(ξη)α| ≤
C(m)
(
1 + |ξ|2 + |η|2)m/2 and the inequality with s = 0 imply that∑
|α|=m
∥∥∥DαxyWb2 [h]∥∥∥2Lqt([0,T ];Lrxy(R×R+)) .
∑
|α|=m
‖Ψh,α‖2L2
≤ C(m)
∫ ∞
−∞
∫ ∞
0
Ä
1 + β + ξ2
äm√
β
∣∣∣∣∫ ∞
0
e−i(β−ξ
2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ
= C(m)
∫ ∞
−∞
∫ 0
−∞
Ä
1 + |β|+ ξ2
äm»|β| ∣∣∣∣∫ ∞
0
ei(β+ξ
2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ .
A simple interpolation argument leads to (3.29).
To prove (3.9), let λ = − (β + ξ2), which gives β = − (λ+ ξ2), then
‖Wb[h]‖2Lqt([0,T ];W s,rxy (R×R+))
≤ C
∫ ∞
−∞
∫ ∞
−∞
Ä
1 + |β|+ ξ2
äs»|β| ∣∣∣∣∫ ∞
0
ei(β+ξ
2)t
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dβ dξ
= C
∫ ∞
−∞
∫ ∞
−∞
Ä
1 + |λ+ ξ2|+ ξ2
äs»|λ+ ξ2| ∣∣∣∣∫ ∞
0
e−iλt
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dλ dξ
≤ C
∫ ∞
−∞
∫ ∞
−∞
Ä
1 + |λ|+ ξ2
äs»|λ+ ξ2| ∣∣∣∣∫ ∞
0
e−iλt
∫ ∞
−∞
e−iξxh(x, t) dx dt
∣∣∣∣2 dλ dξ
≤ C‖h‖2Hs
where h can be first chosen as a smooth function of compactly supported with respect to t in [0, T ] and
then a density argument can be applied. Thus, we finish the proof of (3.9). This completes the proof of
the proposition.
Now, we derive the estimates for the solution v(x, y, t) =WR2(t)φ(x, y) in (2.5), where
WR2(t)φ(x, y) =
∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2+η2)t+i(ξx+ηy)φ̂(ξ, η) dξ dη , (3.30)
(see Section 2.2 of [17]). The following estimates are needed later.
Proposition 3.3. Let 1q +
1
r =
1
2 where r ∈ [2,∞).
‖WR2φ‖Lqt([0,T ];W s,rxy (R2)) . ‖φ‖Hsxy(R2) , (3.31)∥∥∥∥Wb ï(WR2φ)∣∣∣y=0ò ∥∥∥∥Lqt([0,T ];W s,rxy (R2)) . ‖φ‖Hs(R2) . (3.32)
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Proof. (3.31) is proved in Section 2.3 of [17] as the classic Strichartz estimate and (3.32) follows from
Lemma 2.1 and Proposition 3.2.
Finally, we derive the estimates for the nonhomogeneous terms in (2.6). Let f : R2× [0, T ]→ C be an
extension of g, i.e. f(x, y, t) = g(x, y, t) for y ≥ 0. We will show that the solution u = Φf of (2.6) satisfies
some estimates needed later, where it is well-known that
Φf (x, y, t) = i
Ç∫ t
0
WR2(t− τ)f(τ) dτ
å
(x, y) = i
∫ t
0
∫ ∞
−∞
∫ ∞
−∞
e−i(ξ
2+η2)(t−τ)+i(ξx+ηy)f̂xy(ξ, η, τ) dξ dη dτ .
(3.33)
Proposition 3.4. Let 1q +
1
r =
1
2 and
1
γ +
1
ρ =
1
2 where r, ρ ∈ [2,∞). Then,
‖Φf ‖Lqt([0,T ];W s,rxy (R2)) . ‖f ‖Lγ′t
Ä
[0,T ];W s,ρ
′
xy (R2)
ä , (3.34)
‖Wb [Φf |y=0] ‖Lqt([0,T ];W s,rxy (R2)) . ‖f‖L1t ([0,T ];Hsxy(R2)) . (3.35)
Proof. The proof of (3.34) can be found as the Strichartz estimate in Section 2.3 of [17]. For (3.35), we
first show that
Wb [Φf |y=0] = i
Ç∫ t
0
Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t− τ, x, y) dτ
å
. (3.36)
Here, we note that f(x, y, τ) is a function of (x, y) with τ as a fixed parameter and WR2(t)f(τ) is a
function of (x, y, t) (again τ fixed), which implies that Wb[WR2(t)f(τ)|y=0](t, x, y) is a function of (x, y, t)
(τ as parameter). Let v be the right side of (3.36). Then, v satisfies
ivt + vxx + vyy = −Wb
ñ
WR2(t)f(τ)
∣∣∣∣
y=0
ô ∣∣∣∣
τ=t
(0, x, y) + i
∫ t
0
Ç
i
Ç
Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t− τ, x, y)
å
t
+Ç
Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t− τ, x, y)
å
xx
+
Ç
Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t− τ, x, y)
å
yy
å
dτ
= −Wb
ñ
WR2(t)f(τ)
∣∣∣∣
y=0
ô ∣∣∣∣
τ=t
(0, x, y) = 0 ,
v|t=0 = 0 , v|y=0 = i
∫ t
0
[WR2(t− τ)f(τ)]
∣∣∣∣
y=0
dτ .
Thus, by the uniqueness of solution for linear homogeneous Schro¨dinger equation with zero initial condition
and nonhomogeneous boundary condition,
v =Wb
ñ
i
∫ t
0
[WR2(t− τ)f(τ)] dτ
∣∣∣∣
y=0
ô
=Wb [Φf |y=0] .
For s < 1/2, by the Minkowski inequality and Proposition 3.5, we have
‖Wb [Φf |y=0] ‖Lqt([0,T ];W s,rxy (R×R+))
=
∥∥∥∥∥
∫ T
0
ζ[0,t](τ)Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t− τ, x, y) dτ
∥∥∥∥∥
Lqt([0,T ];W
s,r
xy (R×R+))
≤
∫ T
0
∥∥∥∥∥ζ[τ,∞)(t)Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t− τ, x, y)
∥∥∥∥∥
Lqt([0,T ];W
s,r
xy (R×R+))
dτ
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=
∫ T
0
∥∥∥∥∥Wb
ñ
[WR2(t)f(τ)]
∣∣∣∣
y=0
ô
(t, x, y)
∥∥∥∥∥
Lqt([0,T−τ ];W s,rxy (R×R+))
dτ
≤ C
∫ T
0
‖f(τ, x, y) ‖Hsxy(R2) dτ = ‖f‖L1t ([0,T ];Hsxy(R2)) ,
where ζ is a characteristic function, which gives (3.35). For s > 1/2 and s an integer, by the form of Wb[h]
defined in Proposition 3.1, we can take the derivatives inside Wb, use the form of Φf (x, y, t) in (3.33) to
move the derivatives to f , and then apply (3.35) with s = 0. A classical interpolation theorem yields (3.35)
for non-integer s > 0. Thus, the proof of the estimates with the nonhomogeneous term is completed.
4 Local Well-posedness
In the following, we will show by contraction mapping principle that the integral equation
u(x, y, t) =Wb
ñ
h−WR2(·)φ
∣∣∣
y=0
− i
Å∫ ·
0
WR2(· − τ)f(τ) dτ
ã ∣∣∣∣
y=0
ô
(x, y, t)
+WR2(t)φ(x, y) + i
Ç∫ t
0
WR2(t− τ)f(τ) dτ
å
(x, y) = A[u](x, y, t) (4.1)
has a solution in some function spaces with Hs(R×R+), i.e., A[u](x, y, t) has a fixed point, where f(u) =
λ|u|p−2u for p ≥ 3 and (x, y, t) ∈ R× R+ × (0, T ).
Define some function spaces as follows. Let (q, r) be an admissible pair and
X sT := Ct
Ä
[0, T ]; Hsxy(R× R+)
ä⋂
Lqt
Ä
[0, T ]; W s,rxy (R ×R+)
ä
with ‖u‖X s
T
= supt∈[0,T ] ‖u(t)‖Hsxy(R×R+) + ‖u‖Lqt ([0,T ];W s,rxy (R×R+)), as well as
ZsT := Ct
Ä
[0, T ]; Hsxy(R× R+)
ä
with the regular sup-norm in the time variable, i.e., ‖u‖Zs
T
= supt∈[0,T ] ‖u(t)‖Hsxy(R×R+).
For some M > 0, define closed balls in X sT and ZsT as
BX
s
M :=
¶
u : ‖u‖X s
T
≤M
©
and BZ
s
M :=
¶
u : ‖u‖Zs
T
≤M
©
.
First, we introduce the following Lemmas.
Lemma 4.1. Let 0 < s < 1 and α be a nonnegative multi-index with |α| = s. If u : R2 → C and f ∈ C1(C),
then
‖Dαf(u)‖Lr2 . ‖f ′(u)‖Lr1‖Dαu‖Lr
for 1r2 =
1
r1
+ 1r with 1 < r, r1, r2 <∞. In particular, if |f ′(u)| is uniformly bounded, then
‖Dsf(u)‖Lr . ‖f ′(u)‖L∞‖Dsu‖Lr .
This lemma is the chain rule for fractional derivatives (see Proposition 3.1 in [21]).
Lemma 4.2. Let 0 < s < 1, u, v : R2 → C. Then
‖Dα(uv)‖Lr2 . ‖v‖Lr1‖Dαu‖Lr + ‖u‖Lr˜1‖Dαv‖Lr˜
for 1r2 =
1
r1
+ 1r =
1
r˜1
+ 1r˜ with 1 < r, r1, r˜, r˜1, r2 <∞.
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This lemma is the product rule for fractional derivatives (see Proposition 3.3 in [21]).
Lemmas 4.1 and 4.2 are valid for functions in R2. For functions in R × R+, an extension operator E
such that Eu ∈W s,p(R2) and Eu|R×R+ = u for any u ∈W s,p(R × R+) satisfying
‖Eu‖W s,p(R2) ≤ C‖u‖W s,p(R×R+)
can be used (see Chapter 5, [1]). Therefore, Lemmas 4.1 and 4.2 can be used for functions in R × R+
except that the derivatives on the right hand sides of inequalities are replaced by W |α|,p-norms of u and v.
Theorem 4.3. Let µ > 0 be a constant so that ‖ϕ‖Hs(R×R+) + ‖h‖Hs(0,T ) ≤ µ and ϕ, h satisfy some
compatibility conditions.
(a) For 0 ≤ s < 1 and 3 ≤ p < (4 − 2s)/(1 − s), there exists a T > 0 such that for a given admissible
pair (q, r), there is a unique solution u ∈ X sT of (4.1). In particular, we have
‖A[u]−A[v]‖X s
T
≤ (1/2) ‖u − v‖X s
T
, (4.2)
‖A[u]‖X s
T
≤M (4.3)
for any u and v ∈ BX sM . Moreover, if p = (4− 2s)/(1 − s), then µ must be small.
(b) For s = 1, there exists a T > 0 such that for any admissible pair (q, r) with r > 2 the integral equation
(4.1) has a unique solution u ∈ X 1T . In particular, we have
‖A[u]−A[v]‖X 1
T
≤ (1/2) ‖u − v‖X 1
T
, (4.4)
‖A[u]‖X 1
T
≤M (4.5)
for any u and v ∈ BX 1M .
(c) For s > 1, we assume that p ≥ s + 1 if s ∈ Z or p ≥ [s] + 2 if s /∈ Z only when p is not an
even integer. There exists a T > 0 such that the integral equation (4.1) has a unique solution
u ∈ ZsT = Ct
Ä
[0, T ]; Hsxy(R× R+)
ä
. Also, for u and v ∈ BZsM
‖A[u]−A[v]‖Z0
T
≤ (1/2) ‖u − v‖Z0
T
, (4.6)
‖A[u]‖Zs
T
≤M . (4.7)
Proof. For 0 ≤ s < 1, let
r =
2(p − 1)
1 + s(p− 2) , q =
2(p − 1)
(1− s)(p− 2) , (4.8)
and assume that
3 ≤ p ≤ 4− 2s
1− s . (4.9)
It is easy to verify that r > 2 and (q, r) is an admissible pair. We will use the contraction mapping theorem.
First, let 3 ≤ p < 4−2s1−s , the subcritical case. In [17] (the proof of Theorem 4.6.1 ), we find the estimate
‖f(u)‖
Lq
′
t ([0,T ];Lr
′
xy(R×R+))
. T
q−p
q ‖u‖p−1
Lqt ([0,T ];Lrxy(R×R+))
. (4.10)
Let α ∈ R+ × R+ be a multi-index such that |α| = s. We know that u : R2 → R2 and f ∈ C1(C). For
0 ≤ s < 1, the chain rule for the fractional derivative here gives
‖Dαf(u)‖Lr2 . ‖f ′(u)‖Lr1‖u‖W s,r
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for 1r2 =
1
r1
+ 1r with 1 < r, r1, r2 <∞. Let uR and uI be the real and imaginary parts of u, respectively,
with which f(u) = λ|u|p−2u = λuR
(
u2R + u
2
I
) p
2
−1
+ iλuI
(
u2R + u
2
I
) p
2
−1
. Therefore
f ′(u) = λ
Ç
(p− 2)|u|p−4u2R + |u|p−2 (p− 2)|u|p−4uRuI
(p− 2)|u|p−4uRuI (p− 2)|u|p−4u2I + |u|p−2
å
, (4.11)
which yields that |f ′(u)| . |u|p−2 < ∞ for p ≥ 2. In fact, for k ∈ Z+, we continue differentiating to
have higher order of derivatives of f . If p ≥ k + 1, it is observed that (k − 1)-th derivative f (k−1) can be
composed of terms in the form |u|a1ua2R ua3I where a1 + a2 + a3 = p− k. Through a simple calculation,
∂uR (|u|a1ua2R ua3I ) = a1|u|a1−2ua2+1R ua3I + a2|u|a1ua2−1R ua3I .
Thus f (k) is term of |u|b1ub2R ub3I where b1 + b2 + b3 = p− k − 1. Moreover, for p ≥ k + 1
|f (k)(u)| . |u|p−k−1 .
For u ∈ BX sM ,
‖Dαf(u)(t)‖L2 .
∥∥f ′(u)(t)∥∥
L
2r
r−2
‖u(t)‖W s,r
.
∥∥∥|u(t)|p−2∥∥∥
L
2r
r−2
‖u‖W s,r = ‖u(t)‖p−2
L
2r(p−2)
r−2
‖u(t)‖W s,r .
Since r = 2(p−1)1+s(p−2) by (4.8), then
r−2
2r(p−2) =
1
r − s2 . Thus, according to Gagliardo-Nirenberg inequality for
fractional derivatives [28], one can obtain that
‖Dαf(u)(t)‖L2 . ‖u(t)‖p−2W s,r · ‖u(t)‖W s,r .
Because (4.9) exactly leads to q ≥ q(p−2)q−1 , it follows that by taking norm with respect to t,
‖Dαf(u)‖L1t([0,T ];L2xy(R×R+)) . ‖u‖
p−2
L
q(p−2)
q−1
t ([0,T ];W
s,r
xy (R×R+))
· ‖u‖Lqt ([0,T ];W s,rxy (R×R+))
. T
q−1
q
− p−2
q ‖u‖p−1
Lqt ([0,T ];W
s,r
xy (R×R+)) = T
q−p+1
q ‖u‖p−1
Lqt ([0,T ];W
s,r
xy (R×R+)) , (4.12)
Also it is straightforward to see that
‖f(u)‖L1t ([0,T ];L2xy(R×R+)) . T
q−p+1
q ‖u‖p−1
Lqt ([0,T ];Lrxy(R×R+))
. (4.13)
Hence, (4.12) and (4.13) imply
‖f(u)‖L1t([0,T ];Hsxy(R×R+)) .T
q−p+1
q ‖u‖p−1
Lqt ([0,T ];W
s,r
xy (R×R+))
=T 1−
(1−s)(p−2)
2 ‖u‖p−1
Lqt ([0,T ];W
s,r
xy (R×R+)) . (4.14)
Let u, v ∈ X sT and w = u · θ + v · (1− θ) for θ ∈ [0, 1]. Then
|u|p−2u− |v|p−2v =
∫ 1
0
ï
p
2
|w|p−2 +
Å
p
2
− 1
ã
|w|p−4w2
ò
· (u− v) dθ .
By Lemma 4.2,∥∥∥∥Dαî|u|p−2u(t)−|v|p−2v(t)ó∥∥∥∥
Lr′
19
=
∥∥∥∥∥
∫ 1
0
Dα
ï
p
2
|w|p−2 +
Å
p
2
− 1
ã
|w|p−4w2
ò
· (u− v) dθ
∥∥∥∥∥
Lr′
≤ sup
θ∈[0,1]
∥∥∥∥Dα ïÅp2 |w|p−2 + Åp2 − 1ã |w|p−4w2ã · (u− v)ò∥∥∥∥Lr′
≤ sup
θ∈[0,1]
∥∥∥∥ïp2 |w|p−2 + Åp2 − 1ã |w|p−4w2ò∥∥∥∥W s,r1 · ‖u− v‖Lr2
+ sup
θ∈[0,1]
∥∥∥∥p2 |w|p−2 +
Å
p
2
− 1
ã
|w|p−4w2
∥∥∥∥
L
r
r−2
· ‖u− v‖W s,r .
For each t ∈ [0, T ] and the admissible pair (q, r) in (4.8), we notice that 1r − s2 = 1−s2(p−1) . Therefore
W s,r →֒ L 2(p−1)1−s . Let r2 = 2(p−1)1−s so that
1
r1
=
1
2
− 1
r2
=
p+ s− 2
2(p − 1) =
1
r
+
(1− s)(p − 3)
2(p− 1) .
Moreover, it is clear that 2ρ(p−2)ρ−2 =
2(p−1)
1−s . Thus for p > 3, we note that the derivative of
p
2 |w|p−2 +(p
2 − 1
) |w|p−4w2 is bounded by |w|p−3. By Lemma 4.1,∥∥∥∥Dαî|u|p−2u(t)− |v|p−2v(t)ó∥∥∥∥
L2
. sup
θ∈[0,1]
∥∥∥|w(t)|p−3∥∥∥
L
2(p−1)
(1−s)(p−3)
· ‖w(t)‖W s,r · ‖u(t)− v(t)‖
L
2(p−1)
1−s
+ sup
θ∈[0,1]
‖w(t)‖p−2
L
r(p−2)
r−2
· ‖u(t)− v(t)‖W s,r
= sup
θ∈[0,1]
‖w(t)‖p−3
L
2(p−1)
1−s
· ‖w(t)‖W s,r · ‖u(t)− v(t)‖
L
2(p−1)
1−s
+ sup
θ∈[0,1]
‖w(t)‖p−2
L
2(p−1)
1−s
· ‖u(t)− v(t)‖W s,r
.
Ä
‖u(t)‖p−2W s,r + ‖v(t)‖p−2W s,r
ä
· ‖u(t)− v(t)‖W s,r .
For p = 3, we see that 12 =
1+s
4 +
1−s
4 =
1
r +
1−s
4 and W
s,r →֒ L 41−s . By Lemma (4.1), it is shown that∥∥∥Dα î|u|p−2u(t)− |v|p−2v(t)ó∥∥∥
L2
. sup
θ∈[0,1]
‖w(t)‖W s,r · ‖u(t)− v(t)‖L 41−s + supθ∈[0,1]
‖w(t)‖
L
4
1−s
· ‖u(t) − v(t)‖W s,r
.
Ä
‖u(t)‖p−2W s,r + ‖v(t)‖p−2W s,r
ä
· ‖(u(t) − v(t))‖W s,r .
Because of (4.8) and (4.9), we have q ≥ q(p−2)q−1 and
‖Dα(f(u)− f(v))‖L1t ([0,T ];L2xy(R×R+))
.
Ñ
‖u‖p−2
L
q(p−2)
q−1
t ([0,T ];W
s,r
xy (R×R+))
+ ‖v‖p−2
L
q(p−2)
q−1
t ([0,T ];W
s,r
xy (R×R+))
é
· ‖u− v‖Lqt ([0,T ];W s,rxy (R×R+))
≤ T q−p+1q
Å
‖u‖p−2
Lqt ([0,T ];W
s,r
xy (R×R+)) + ‖v‖
p−2
Lqt ([0,T ];W
s,r
xy (R×R+))
ã
· ‖u− v‖Lqt ([0,T ];W s,rxy (R×R+))
. T 1−
(1−s)(p−2)
2
Å
‖u‖p−2
Lqt ([0,T ];W
s,r
xy (R×R+)) + ‖v‖
p−2
Lqt ([0,T ];W
s,r
xy (R×R+))
ã
‖u− v‖Lqt ([0,T ];W s,rxy (R×R+)) .
Now, we choose u in BX sM , that is, ‖u‖X sT ≤M . We study the operator A(u) in (4.1) with the estimate
‖A[u]‖X s
T
= ‖A[u]‖L∞t ([0,T ];Hsxy(R×R+)) + ‖A[u]‖Lqt ([0,T ];W s,rxy (R×R+)) .
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By applying Proposition 3.2, 3.3, and 3.4, we obtain
‖A[u]‖X s
T
≤ ‖Wb[h]‖X s
T
+ ‖WR2φ‖X s
T
+ ‖Φf‖X s
T
+
∥∥∥∥Wb ï(WR2φ)∣∣∣y=0ò∥∥∥∥X s
T
+
∥∥∥∥Wb ï(Φf )∣∣∣y=0ò∥∥∥∥X s
T
. ‖h‖Hs(0,T ) + ‖φ‖Hsxy + ‖f‖L1t([0,T ];Hsxy)
≤ µ+ ‖f‖L1t ([0,T ];Hsxy)
.µ+ T 1−
(1−s)(p−2)
2 ‖u‖p−1
Lqt ([0,T ];W
s,r
xy (R×R+))
≤ µ+ T 1− (1−s)(p−2)2 ‖u‖p−1X s
T
,
where (4.14) has been used. Since u ∈ BX sM , for some C0 > 0,
‖A[u]‖X s
T
≤ C0
Å
µ+ T 1−
(1−s)(p−2)
2 Mp−1
ã
. (4.15)
Then, select M sufficiently large such that M > C0µ and let T be small enough with
0 < T ≤
Å
M − C0µ
C0Mp−1
ã 2
2−(1−s)(p−2)
. (4.16)
This implies that for ‖u‖X s
T
≤M , ‖A[u]‖X s
T
≤M , which gives (4.3).
Moreover, for ‖A[u]−A[v]‖X s
T
and the estimate (4.2), let Φf (u) denote the operator on the nonlinearity
f given by u, where f ∈ L1t
Ä
[0, T ];Hsxy
ä
. If we choose u and v in BX sM , then
‖A[u]−A[v]‖X s
T
≤ ‖Φf (u)− Φf (v)‖X s
T
+
∥∥∥∥Wb ï(Φf (u)− Φf (v))∣∣∣y=0ò∥∥∥∥X s
T
. ‖f(u)− f(v)‖L1t([0,T ];Hsxy)
. + T 1−
(1−s)(p−2)
2
Å
‖u(t)‖p−2
Lqt ([0,T ];W
s,r
xy )
+ ‖v(t)‖p−2
Lqt ([0,T ];W
s,r
xy )
ã
‖u− v‖Lqt ([0,T ];W s,rxy )
. T 1−
(1−s)(p−2)
2 Mp−2‖u− v‖Lqt ([0,T ];W s,rxy )
≤ T 1− (1−s)(p−2)2 Mp−2‖u− v‖X s
T
,
i.e., for some constant C1,
‖A[u]−A[v]‖X s
T
≤ C1T 1−
(1−s)(p−2)
2 Mp−2‖u− v‖X s
T
. (4.17)
Choose T and M satisfying (4.16) and C1T
1− (1−s)(p−2)
2 Mp−2 ≤ (1/2), which yields (4.2), i.e.
‖A[u]−A[v]‖X s
T
≤ (1/2)‖u − v‖X s
T
.
Now we can prove the existence and uniqueness. Consider (2.7) or (4.1) in X sT . By (4.2) and (4.3), we
know that A is a contraction in BX sM , which yields a unique fixed point u ∈ BX
s
M for A using contraction
mapping theorem. Thus, (2.7) has a unique solution in X sT .
For the critical case with p = 4−2s1−s , we let r =
2p
p−2 and q = p. Note that in (4.15), we need that
‖A[u]‖X s
T
≤ C0
Ä
µ+Mp−1
ä
.
21
Thus, instead of (4.15) and (4.17, for u, v ∈ BX s2C0µ :=
¶
u : ‖u‖X s
T
≤ 2C0µ
©
, we have
‖A[u]‖X s
T
≤ C0
Ä
µ+ C1µ
p−1ä (4.18)
and
‖A[u]−A[v]‖X 0
T
≤›C1µp−2‖u− v‖X 0
T
. (4.19)
As long as T > 0 finite, we can choose µ small enough so that C0
(
µ+ C1µ
p−1) ≤ 2C0µ and›C1µp−2 ≤ (1/2).
Hence, (4.2) and (4.3) also hold for this case. This leads to a conclusion that there is a fixed point of (2.7) in
BX
s
2C0µ
. By contraction mapping theorem, the existence and uniqueness of this problem is also guaranteed.
Here, we note that the initial and boundary conditions are small. However, for the initial and boundary
conditions not small, the arguments in Sections 4.5 and 4.7 of [17] can be carried out similarly and are
omitted here.
For s = 1, pick u in BX 1M . Let (q, r) be any admissible pair with r > 2.
‖∇f(u)(t)‖L2 .
∥∥f ′(u)(t)∥∥
L
2r
r−2
‖∇u(t)‖Lr .
∥∥∥|u(t)|p−2∥∥∥
L
2r
r−2
‖∇u‖Lr
= ‖u(t)‖p−2
L
2r(p−2)
r−2
‖∇u(t)‖Lr . ‖u(t)‖p−2H1 ‖∇u(t)‖Lr
by the Sobolev embedding theorem (here, note that we can let p > 2 by choosing r near 2). Thus,
‖f(u)(t)‖H1 . ‖u(t)‖p−2H1 ‖u(t)‖W 1,r .
Consequently, adding the norm and applying the Holder’s inequality with respect to t show that
‖f(u)‖L1t([0,T ];H1xy(R×R+)) . ‖u‖
p−2
L
q(p−2)
q−1
t ([0,T ];H1xy(R×R+))
· ‖u‖Lqt ([0,T ];W 1,rxy (R×R+))
. T
q−1
q ‖u‖p−2
L∞t ([0,T ];H1xy(R×R+))
‖u‖
Lqt ([0,T ];W
1,r
xy (R×R+)) . (4.20)
Moreover, Sobolev embedding theorem gives∥∥∥∥∇î|u|p−2u(t)− |v|p−2v(t)ó∥∥∥∥
L2
=
∥∥∥∥∥
∫ 1
0
∇
ï
p
2
|w(t)|p−2 +
Å
p
2
− 1
ã
|w(t)|p−4w2(t)
ò
· (u(t)− v(t)) dθ
∥∥∥∥∥
L2
≤ sup
θ∈[0,1]
∥∥∥∥∇ ïÅp2 |w(t)|p−2 + Åp2 − 1ã |w(t)|p−4w2(t)ã · (u(t)− v(t))ò∥∥∥∥L2
≤ sup
θ∈[0,1]
∥∥∥∥∇ ïp2 |w(t)|p−2 + Åp2 − 1ã |w(t)|p−4w2(t)ò∥∥∥∥Lr1 · ‖u(t)− v(t)‖L 2r1r1−2
+ sup
θ∈[0,1]
∥∥∥∥p2 |w(t)|p−2 +
Å
p
2
− 1
ã
|w(t)|p−4w2(t)
∥∥∥∥
L
2r
r−2
· ‖(u(t)− v(t))‖W 1,r
where r1 > 2 is to be chosen later. Notice that∥∥∥∥∇[p2 |w(t)|p−2 +
Å
p
2
− 1
ã
|w(t)|p−4w2(t)
]∥∥∥∥
Lr1
≤
∣∣∣∣p2
∣∣∣∣ · ∥∥∥∇|w(t)|p−2∥∥∥Lr1 +
∣∣∣∣p2 − 1
∣∣∣∣ · ∥∥∥∇|w(t)|p−4w2(t)∥∥∥Lr1
.
∥∥∥|w(t)|p−4|w(t) + w(t)| · |∇w(t)|∥∥∥
Lr1
+
∥∥∥|w(t)|p−3 · |∇w(t)|∥∥∥
Lr1
.
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Hence∥∥∥∥∇î|u(t)|p−2u(t)− |v(t)|p−2v(t)ó∥∥∥∥
L2
. sup
θ∈[0,1]
∥∥∥|w(t)|p−3 · |∇w(t)|∥∥∥
Lr1
· ‖u(t) − v(t)‖
L
2r1
r1−2
+ sup
θ∈[0,1]
‖w(t)‖p−2
L
2r(p−2)
r−2
· ‖(u(t)− v(t))‖W 1,r .
If p = 3, let r1 = r, which gives∥∥∥∥∇î|u(t)|p−2u(t)− |v(t)|p−2v(t)ó∥∥∥∥
L2
. sup
θ∈[0,1]
‖w(t)‖W 1,r · ‖u(t)− v(t)‖W 1,r + sup
θ∈[0,1]
‖∇w(t)‖Lr · ‖∇(u(t)− v(t))‖Lr
≤ (‖∇u(t)‖Lr + ‖∇v(t)‖Lr ) · ‖u(t)− v(t)‖W 1,r .
If p > 3, let 2 < r1 < r and obtain∥∥∥∥∇î|u(t)|p−2u(t)− |v(t)|p−2v(t)ó∥∥∥∥
L2
. sup
θ∈[0,1]
∥∥∥|w(t)|p−3 · |∇w(t)|∥∥∥
Lr1
· ‖u(t)− v(t)‖
L
2r1
r1−2
+ sup
θ∈[0,1]
‖w(t)‖p−2
L
2r(p−2)
r−2
· ‖u(t)− v(t)‖W 1,r
≤ sup
θ∈[0,1]
‖w(t)‖p−3
L
rr1(p−3)
r−r1
· ‖∇w(t)‖Lr · ‖u(t)− v(t)‖
L
2r1
r1−2
+ sup
θ∈[0,1]
‖w(t)‖p−2
L
2r(p−2)
r−2
· ‖u(t) − v(t)‖W 1,r
≤
Ä
‖u(t)‖p−2W 1,r + ‖v(t)‖p−2W 1,r
ä
· ‖u(t)− v(t)‖W 1,2 +
Ä
‖u(t)‖p−2W 1,2 + ‖v(t)‖p−2W 1,2
ä
· ‖u(t)− v(t)‖W 1,r .
Therefore, ∥∥∥|u(t)|p−2u(t)− |v(t)|p−2v(t)∥∥∥
H1
.
Ä
‖u(t)‖p−2W 1,r + ‖v(t)‖p−2W 1,r
ä
· ‖u(t)− v(t)‖H1
+
Ä
‖u(t)‖p−2H1 + ‖v(t)‖p−2H1
ä
· ‖u(t)− v(t)‖W 1,r
Integrating with respect to t implies
‖f(u)− f(v)‖L1t([0,T ];H1xy(R×R+))
= T
q−1
q
Å
‖u‖p−2
Lqt ([0,T ];W
1,r
xy (R×R+))
+ ‖v‖p−2
Lqt ([0,T ];W
1,r
xy (R×R+))
ã
‖u− v‖L∞t ([0,T ];H1xy(R×R+))
+ T
q−1
q
Å
‖u‖p−2
L∞t ([0,T ];H1xy(R×R+))
+ ‖v‖p−2
L∞t ([0,T ];H1xy(R×R+))
ã
‖u− v‖Lqt ([0,T ];Lrxy(R×R+)) .
(4.21)
Therefore, by (4.20),
‖A[u]‖X 1
T
≤ ‖Wb[h]‖X 1
T
+ ‖WR2φ‖X 1
T
+ ‖Φf‖X 1
T
+ ‖Wb [(WR2φ)y=0]‖X 1
T
+ ‖Wb [(Φf )y=0]‖X 1
T
. ‖h‖Hs(0,T ) + ‖φ‖Hsxy + ‖f‖L1t ([0,T ];Hsxy)
≤ µ+ ‖f‖L1t ([0,T ];Hsxy) . µ+ T
q−1
q ‖u‖p−2
L∞t ([0,T ];H1xy(R×R+))
‖u‖Lqt ([0,T ];W 1,rxy (R×R+))
≤ C0
Å
µ+ T
q−1
q ‖u‖p−1X 1
T
ã
(4.22)
for some C0 > 0. Furthermore, by (4.21),
‖A[u]−A[v]‖X 1
T
≤ ‖Φf (u)− Φf (v)‖X 1
T
+ ‖Wb [(Φf (u)− Φf (v))y=0]‖X 1
T
. ‖f(u)− f(v)‖L1t([0,T ];L2xy) ≤ C1T
q−1
q Mp−2‖u− v‖X 1
T
.
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In order to apply the contraction mapping theorem, we need
C1T
q−1
q Mp−2 ≤ 1/2 , (4.23)
and
0 < T ≤
Å
M − C0µ
C0Mp−1
ã q
q−1
. (4.24)
Therefore, by above estimates and the contraction mapping theorem, we show that there is a unique
solution to (2.7) in X 1T .
The case for s > 1 has been studied for the pure initial value problem (1.2), whose well-posedness
was obtained in Zs with p ≥ s + 1 if s ∈ Z or p ≥ [s] + 2 if s /∈ Z only when p is not an even integer
(see Section 4.10 in [17], where only integer derivatives are considered, which can be easily extended to
fractional derivatives using chain rules and product rules for fractional derivatives). For the IBVP (2.7),
the only different part is the estimates for the boundary integral operator. However, for s > 1, Propositions
3.2, 3.3 and 3.4 with q =∞, r = 2 imply that
‖Wb[h]‖Zs
T
+ ‖Wb [(WR2φ)y=0]‖Zs
T
+ ‖Wb [(Φf )y=0]‖Zs
T
. ‖h‖Hs(0,T ) + ‖φ‖Hsxy + ‖f‖L1t([0,T ];Hsxy) ,
and ∥∥∥∥Wb ï(Φf (u)− Φf (v))∣∣∣y=0ò∥∥∥∥Z0
T
. ‖f(u)− f(v)‖L1t ([0,T ];L2xy) .
Hence, the proof in Section 4.10 of [17] can be applied and we can obtain that for p ≥ s + 1 if s ∈ Z or
p ≥ [s] + 2 if s /∈ Z, (4.4) and (4.5) holds. Thus, the contraction mapping principle yields a fixed point
u ∈ Z0T , which then gives a unique solution of (2.7) in ZsT for s > 1 since ZsT is a reflexive Banach space.
Here, for p an even integer, f ∈ C∞(C), i.e., there is a unique solution u ∈ Ct
Ä
[0, T ]; Hsxy(R ×R+)
ä
for any s > 1 if the initial and boundary conditions are in appropriate spaces discussed above. However,
for general s > 1 we can only allow s ≤ p − 1 if s ∈ Z or [s] ≤ p − 2 if s /∈ Z so that the existence
and uniqueness hold for u ∈ Ct
Ä
[0, T ]; Hsxy(R × R+)
ä
. Finally, Definition 1.2 guarantees the existence and
uniqueness for problem (2.1).
Now, we discuss the maximum existence interval of solutions found in Theorem 4.3.
Proposition 4.4. Assume that a unique solution u to the problem (2.1) exists in (a) X sT if 0 ≤ s < 1 and
3 ≤ p < 4−2s1−s , or s = 1 and 3 ≤ p <∞, or (b) ZsT if p ≥ s+1 for s ∈ Z or p ≥ [s]+2 for s /∈ Z or when p is
an even integer, for t ∈ [0, T ] with ϕ ∈ Hs(R× R+) and h ∈ Hs(0, T0) with any T0 > 0. Let Tmax = supT
and suppose Tmax < ∞. Also, define u∗ on [0, Tmax) as the solution of (2.1) in X sTmax, with u∗(t) = u(t)
whose existence and uniqueness have been proved in Proposition 4.3. Then lim
t↑Tmax
‖u(t)‖Hs(R×R+) =∞.
Proof. The proof can be easily obtained using classical extension procedure and is omitted. Here, we note
that h has to be defined for any large time t > 0. Moreover, we are not able to construct the blow-up
statement with the critical case p = 4−2s1−s with 0 ≤ s < 1 because the existence and uniqueness results are
only for small initial and boundary data.
The following continuous dependence of solutions on the initial and boundary data can be proved as
well.
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Proposition 4.5. Let 0 ≤ s < p − 1 for s ∈ Z or 0 ≤ [s] ≤ p − 2 for s /∈ Z (0 ≤ s < ∞ for p even)
and {ϕn} be a sequence of functions in Hs(R × R+) and ϕ ∈ Hs(R × R+) so that ϕn → ϕ as n → ∞ in
Hs(R× R+). Let h be a function and {hn} be a sequence of functions such that
h, hn ∈ Hs(0, T ) and hn → h as n→∞
in Hs(0, T ) for any T > 0. Let un be the solutions to the equation (2.7) with un(x, y, 0) = ϕn(x, y) and
un(x, 0, t) = hn(x, t) and u be the solution with u(x, y, 0) = ϕ(x, y) and u(x, 0, t) = h(x, t), respectively.
Then un → u as n→∞ in XT with ‖un‖XT ≤M where XT = X sT for 0 ≤ s < 1 and 3 ≤ p < 4−2s1−s or X 1T
for s = 1 or ZsT for s > 1, respectively.
Proof. First, we consider 0 ≤ s < 1 and 3 ≤ p < 4−2s1−s . Proposition 4.3 and Proposition 4.4 guarantee the
existence of a common existence interval [0, Tc] for un and u because of the choice of Tmax only dependent
upon the bounds of initial and boundary data in their respective spaces. Furthermore, from the proof of
(4.2), we can obtain
‖u− un‖X s
T
= ‖A[u]−A[un]‖X s
T
≤ C
Ç
‖ϕ− ϕn‖Hs(R×R+)
+ ‖h− hn‖Hs(0,T ) + T 1−
(1−s)(p−2)
2 Mp−2‖u− un‖X s
T
å
.
Let T be sufficiently small so that T 1−
(1−s)(p−2)
2 Mp−2 < 1/2. Then
‖u− un‖X s
T
≤ 2C
Ç
‖ϕ− ϕn‖Hs(R×R+) + ‖h− hn‖Hs(0,T )
å
.
Since T only depends on the uniform bounds for u, un, ϕ, ϕn, h, hn in their respective norms for t ∈ [0, Tc],
the above inequality holds for T, 2T, . . . until reaching Tc. The continuous dependence is proved for
0 ≤ s < 1.
The case for s = 1 can be obtained similarly. For s > 1, the proof of continuous dependence in ZsT has
been given for the purely IVP (1.2) (see Section 4.10 in [17]), which can be easily extended to the IBVP
(1.1). Thus, the proof of the continuous dependence is completed.
Hence, Theorem 1.3 is proved. Using Theorem 1.3, the proof of Theorem 1.4 follows directly from the
argument given in [7]. Here, we note that the regularity theorems discussed in Sections 5.1-5.4 of [17] hold
for the IBVP (1.1), i.e., the persistence of regularity defined in [7] is valid and unconditional well-posedness
theorems in [7] can be applied for (1.1) (also see Section 4 of [7]).
5 Global Well-posedness
In this section, we will discuss the global existence of solutions for (1.1) with any T ∈ (0,∞]. To prove the
global existence, we first derive several identities.
Lemma 5.1. If the solution u of (1.1) exists for any t > 0 and is smooth enough, then u satisfies the
following identities.
(|u|2)t = −2Im [(uxu)x + (uyu)y] , (5.1)Å
|ux|2 + |uy|2 − 2λ
p
|u|p
ã
t
= 2Re [(utux)x + (utuy)y] , (5.2)Å
|uy|2 − |ux|2 + 2λ
p
|u|p
ã
y
= −2Re(uxuy)x − i(uuy)t + i(uut)y . (5.3)
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Proof. The first identity (5.1) can be obtained by multiplying both sides of the equation (2.1) by ut and
then retaining the imaginary parts. For the proof of (5.2), first we know that
(|ux|2)t = (uxux)t = 2Re(uxtux) = 2Re(utux)x − 2Re(utuxx) ,
(|uy|2)t = 2Re(utuy)y − 2Re(utuyy) .
Add them together to have
(|ux|2 + |uy|2)t = 2Re [(utux)x + (utuy)y]− 2Re(ut∆u)
= 2Re [(utux)x + (utuy)y] + 2Re
Ä
i|ut|2 + λutu|u|p−2
ä
= 2Re [(utux)x + (utuy)y] +
2λ
p
· p
2
·
Ä
|u|2
ä p
2
−1 Ä|u|2ä
t
= 2Re [(utux)x + (utuy)y] +
Å
2λ
p
|u|p
ã
t
,
which gives (5.2), where (2.1) has been used. The proof of (5.3) is as follows.
−
Ä
|uy|2 − |ux|2
ä
y
= (uyux)x + (uyux)x − uy(uxx + uyy)− uy(uxx + uyy)
= 2Re(uyux)x + uy(−iut + λu|u|p−2) + uy(iut + λu|u|p−2)
= 2Re(uyux)x + i(utuy − utuy) + λ|u|p−2(uyu+ uyu)
= 2Re(uyux)x + i [(uuy)t − (utu)y] + 2λ
p
· p
2
·
Ä
|u|2
äp
2
−1 Ä|u|2ä
y
= 2Re(uyux)x + i(uuy)t − i(utu)y +
Å
2λ
p
|u|p
ã
y
.
Next, we derive an a-priori estimate of the solution for (2.1) in H1(R × R+).
Proposition 5.2. Assume that either 3 ≤ p <∞ if λ < 0 or 3 ≤ p ≤ 103 if λ > 0. Let T > 0 be given. If u
is a solution of (2.1) in Ct
Ä
[0, T ]; H1xy(R× R+)
ä
, then there exists a nondecreasing function φ : R+ → R+
such that for ϕ ∈ H1(R× R+) and h ∈ H1(R× R+),
sup
t∈[0,T ]
‖u(t)‖H1(R×R+) ≤ φ
Ä
‖ϕ‖H1(R×R+) + ‖h‖H1(R×R+)
ä
. (5.4)
Proof. First, we show the L2-norm estimate of the solution over variables x and y. By (5.1),
‖u(t)‖2L2xy =
∫ ∞
−∞
∫ ∞
0
|u(x, y, t)|2 dy dx
=
∫ ∞
−∞
∫ ∞
0
|u(x, y, 0)|2 dy dx+
∫ ∞
−∞
∫ ∞
0
∫ t
0
Ä
|u(x, y, τ)|2
ä
t
dτ dy dx
=‖ϕ‖2L2xy − 2Im
∫ ∞
−∞
∫ ∞
0
∫ t
0
[(ux(x, y, τ)u(x, y, τ))x + (uy(x, y, τ)u(x, y, τ))y ] dτ dy dx
= ‖ϕ‖2L2xy +
∫ ∞
−∞
∫ t
0
2Im (uy(x, 0, τ)u(x, 0, τ)) dτ dx ,
which gives
‖u(t)‖2L2xy ≤ ‖ϕ‖
2
L2xy
+ 2‖h‖L2xt
Ç∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx
å 1
2
. (5.5)
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Then, we derive the estimate for uy(x, 0, τ). Integrate (5.3) with respect to x, y and t to obtain∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx−
∫ ∞
−∞
∫ t
0
|ux(x, 0, τ)|2 dτ dx
= i
∫ ∞
−∞
∫ ∞
0
|u(x, y, t)uy(x, y, t)| dy dx− i
∫ ∞
−∞
∫ ∞
0
|u(x, y, 0)uy(x, y, 0)| dy dx
+ i
∫ ∞
−∞
∫ t
0
|u(x, 0, τ)ut(x, 0, τ)| dτ dx− 2λ
p
∫ ∞
−∞
∫ t
0
|u(x, 0, τ)|p dτ dx ,
which implies∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx =
∫ ∞
−∞
∫ t
0
|ux(x, 0, τ)|2 dτ dx
= i
∫ ∞
−∞
∫ ∞
0
|u(x, y, t)uy(x, y, t)| dy dx− i
∫ ∞
−∞
∫ ∞
0
|u(x, y, 0)uy(x, y, 0)| dy dx
+ i
∫ ∞
−∞
∫ t
0
|u(x, 0, τ)ut(x, 0, τ)| dτ dx− 2λ
p
∫ ∞
−∞
∫ t
0
|u(x, 0, τ)|p dτ dx
≤ ‖hx‖2L2xt +
Å∫ ∞
−∞
∫ ∞
0
|u(x, y, t)|2 dy dx
ã 1
2 ·
Å∫ ∞
−∞
∫ ∞
0
|uy(x, y, t)|2 dy dx
ã 1
2
+ ‖ϕ‖L2xy · ‖ϕy‖L2xy + ‖h‖L2xt · ‖ht‖L2xt +
2|λ|
p
‖h‖p
Lpxt
= ‖hx‖2L2xt + ‖u‖L2xy · ‖uy‖L2xy + ‖ϕ‖L2xy · ‖ϕy‖L2xy + ‖h‖L2xt · ‖ht‖L2xt +
2|λ|
p
‖h‖p
Lpxt
.
It is derived from (5.5) that
‖u(t)‖2L2xy ≤ ‖ϕ‖
2
L2xy
+ 2‖h‖L2xt
Ç∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx
å 1
2
≤2‖h‖L2xt ·
Ç
‖u‖L2xy‖uy‖L2xy + ‖ϕ‖L2xy‖ϕy‖L2xy + ‖h‖L2xt‖ht‖L2xt +
2|λ|
p
‖h‖p
Lpxt
+ ‖hx‖2L2xt
å 1
2
+ ‖ϕ‖2L2xy
.‖u(t)‖
1
2
L2xy
Å
2‖h‖L2xt‖uy‖
1
2
L2xy
ã
+ 2‖h‖L2xt
(
‖ϕ‖
1
2
L2xy
‖ϕy‖
1
2
L2xy
+ ‖h‖
1
2
L2xt
‖ht‖
1
2
L2xt
+
√
2|λ|
p
‖h‖
p
2
Lpxt
+ ‖hx‖L2xt
)
+ ‖ϕ‖2L2xy
≤1
4
‖u(t)‖2L2xy +
3
4
Ä
2‖h‖L2xt
ä 4
3 ‖uy‖
2
3
L2xy
+ 2‖h‖L2xt
(
‖ϕ‖
1
2
L2xy
‖ϕy‖
1
2
L2xy
+ ‖h‖
1
2
L2xt
‖ht‖
1
2
L2xt
+
√
2|λ|
p
‖h‖
p
2
Lpxt
+ ‖hx‖L2xt
)
+ ‖ϕ‖2L2xy ,
which yields
‖u(t)‖2L2xy ≤‖uy‖
2
3
L2xy
Ä
2‖h‖L2xt
ä 4
3
+
4
3
‖h‖L2xt
(
‖ϕ‖
1
2
L2xy
‖ϕy‖
1
2
L2xy
+ ‖h‖
1
2
L2xt
‖ht‖
1
2
L2xt
+
√
2|λ|
p
‖h‖
p
2
Lpxt
+ ‖hx‖L2xt
)
+
4
3
‖ϕ‖2L2xy . (5.6)
With L∞L2-norm of u, we then integrate the identity (5.2) with respect to x, y and t. For the sake of
simplicity of notations, we let C = C
Ä
‖ϕ‖H1xy
ä
be an increasing function depending on the initial data
and C(t) = C
Ä
‖h‖H1xt
ä
denote an increasing function for the boundary value and the time t. Moreover,
C(0) = 0 and they both equal zero for ‖ϕ‖H1xy = 0 and ‖h‖H1xt = 0.
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First, assume λ < 0. Apply (5.2) and (5.6) to obtain∫ ∞
−∞
∫ ∞
0
Ä
|uy(t)|2 + |ux(t)|2
ä
dy dx =
∫ ∞
−∞
∫ ∞
0
Ä
|uy(x, y, 0)|2 + |ux(x, y, 0)|2
ä
dy dx
+
∫ ∞
−∞
∫ ∞
0
2λ
p
|u|p dy dx−
∫ ∞
−∞
∫ ∞
0
2λ
p
|u(x, y, 0)|p dy dx− 2Re
∫ ∞
−∞
∫ t
0
ut(x, 0, τ)uy(x, 0, τ) dτ dx
≤ ‖ϕ‖2H1xy +
2|λ|
p
‖ϕ‖p
Lpxy
+
∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx+ ‖ht‖2L2xy
≤ ‖uy‖L2xy · ‖u‖L2xy +
Ç
‖ϕ‖L2xy · ‖ϕy‖L2xy + ‖h‖L2xt · ‖ht‖L2xt +
2|λ|
p
‖h‖p
Lpxt
+ ‖hx‖2L2xt
+‖ϕ‖2H1xy +
2|λ|
p
‖ϕ‖p
Lpxy
+ ‖ht‖2L2xy
å
≤ 1
2
‖uy‖
4
3
L2xy
Ä
2‖h‖L2xt
ä 4
3 + ‖uy‖L2xy (C + C(t))
+
Ç
‖ϕ‖L2xy · ‖ϕy‖L2xy + ‖h‖L2xt · ‖ht‖L2xt +
2|λ|
p
‖h‖p
Lpxt
+ ‖hx‖2L2xt + ‖ϕ‖
2
H1xy
+
2|λ|
p
‖ϕ‖p
Lpxy
+ ‖ht‖2L2xy
å
=
1
2
‖uy‖
4
3
L2xy
Ä
2‖h‖L2xt
ä 4
3 + ‖uy‖L2xy (C + C(t)) + C + C(t) ≤
1
6
‖uy‖2L2xy + C + C(t) .
By moving the terms of ‖uy‖2L2xy on the right side to the left side, we conclude that ‖u(t)‖H1(R×R+) is
uniformly bounded by the initial and boundary data, i.e.,
‖u(t)‖H1(R×R+) ≤ C + C(t) := φ1 .
One may notice that during the derivation of above inequality with C and C(t), there are some terms
involving ‖ϕ‖Lpxy and ‖h‖Lpxt , which can be bounded by their H1-norms using Sobolev embedding theorem
since H1 is embedded in Lp for any 2 ≤ p <∞ if the domain is 2-dimensional.
Next, let us consider the case for λ > 0. Here, we need the following Gagliardo-Nirenberg’s inequality,
‖u(t)‖Lpxy .
Ä
‖ux(t)‖L2xy + ‖uy(t)‖L2xy
ä1− 2
p · ‖u(t)‖
2
p
L2xy
,
i.e., ∫
R2
|u(t)|p dy dx .
Ä
‖ux(t)‖L2xy + ‖uy(t)‖L2xy
äp−2 · ‖u(t)‖2L2xy . (5.7)
If no confusion arises, again we denote “.” by “≤” in the proof. From (5.2) and using the same
functions C and C(t) together with (5.6) and (5.7) and the estimate obtained for the L2-norm of uy(x, 0, t),
it is shown that∫ ∞
−∞
∫ ∞
0
Ä
|uy(t)|2 + |ux(t)|2
ä
dy dx =
∫ ∞
−∞
∫ ∞
0
Ä
|uy(x, y, 0)|2 + |ux(x, y, 0)|2
ä
dy dx
+
∫ ∞
−∞
∫ ∞
0
2λ
p
|u|p dy dx−
∫ ∞
−∞
∫ ∞
0
2λ
p
|u(x, y, 0)|p dy dx− 2Re
∫ ∞
−∞
∫ t
0
ut(x, 0, τ)uy(x, 0, τ) dτ dx
≤‖ϕ‖2H1xy +
2|λ|
p
‖ϕ‖p
Lpxy
+
∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx+ ‖ht‖2L2xy +
2λ
p
∫ ∞
−∞
∫ ∞
0
|u|p dy dx
≤2λ
p
∫ ∞
−∞
∫ ∞
0
|u|p dy dx+ 1
6
‖uy‖2L2xy + C + C(t)
≤
Ä
‖ux‖L2xy + ‖uy‖L2xy
äp−2 · ‖u(t)‖2L2xy + 16‖uy‖2L2xy + C + C(t)
≤
Ä
‖ux‖L2xy + ‖uy‖L2xy
äp−2 · ÅC(t)‖uy‖ 23L2xy + C(t) + Cã+ 16‖uy‖2L2xy + C + C(t)
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≤C(t)‖uy‖
2
3
L2xy
‖ux‖p−2L2xy + C(t)‖uy‖
3p−4
3
L2xy
+
Ä
‖ux‖L2xy + ‖uy‖L2xy
äp−2 · (C(t) + C)
+
1
6
‖uy‖2L2xy + C +C(t)
≤1
6
‖uy‖2L2xy + C(t)‖ux‖
3(p−2)
2
L2xy
+ C(t)‖uy‖
3p−4
3
L2xy
+
1
2
‖ux‖2L2xy +
1
6
‖uy‖2L2xy +
1
6
‖uy‖2L2xy + C + C(t) ,
from which we can see that
‖u(t)‖H1(R×R+) ≤ C + C(t) := φ2
if and only if 3(p−2)2 < 2 and
3p−4
3 < 2, i.e., 3 ≤ p < 103 . Therefore, in this case,
∑
|α|=1 ‖Dαu(t)‖L2 or
‖u(t)‖H1xy is uniformly bounded by C + C(t).
If p = 103 , we have
3(p−2)
2 =
3p−4
3 = 2. Thus,∫ ∞
−∞
∫ ∞
0
Ä
|uy(t)|2 + |ux(t)|2
ä
dy dx
≤
Ä
2‖h‖L2xt
ä 4
3 ‖uy‖
2
3
L2xy
‖ux‖
4
3
L2xy
+
Ä
2‖h‖L2xt
ä 4
3 ‖uy‖2L2xy +
Ä
‖ux‖L2xy + ‖uy‖L2xy
ä 4
3 · (C(t) + C)
+
1
6
‖uy‖2L2xy + C +C(t)
≤ 1
6
‖uy‖2L2xy + c‖h‖
2
L2xt
‖ux‖2L2xy +
Ä
2‖h‖L2xt
ä 4
3 ‖uy‖2L2xy +
1
2
‖ux‖2L2xy +
1
6
‖uy‖2L2xy
+
1
6
‖uy‖2L2xy + C +C(t)
≤ 1
2
‖uy‖2L2xy +
Å
c‖h‖2L2xt +
1
2
ã
‖h‖2L2xt‖ux‖
2
L2xy
+ c‖h‖2L2xt‖uy‖
2
L2xy
+ C + C(t)
=
Å
c‖h‖2L2xt +
1
2
ã (
‖uy‖2L2xy + ‖ux‖
2
L2xy
)
+ C + C(t) ,
where c is a fixed positive constant. The above inequality is equivalent toÅ
1
2
− c‖h‖2L2xt
ã(
‖uy‖2L2xy + ‖ux‖
2
L2xy
)
≤ C + C(t) .
Since it is assumed that ‖h‖L2xt(R×[0,T ]) < ∞, we can partition [0, T ] into a finite number of subintervals
(tj−1, tj) for j = 1, · · · , m with supj |tj − tj−1| ≤ δ such that ‖h‖L2xt(R×[tj−1,tj ]) < (1/4c). Starting with
[0, t1], we can move forward over one subinterval (tj−1, tj) at a time to obtain a uniform bound for ‖u‖H1
and then use u(tj) as the initial value for the solution on (tj , tj+1) to have a uniform bound for ‖u‖H1 . By
repeating the process until reaching T , we prove the uniform bound of ‖u‖H1 for t ∈ [0, T ].
Finally, the following global well-posedness of the IBVP (1.1) can be obtained from Theorem 4.3 and
Propositions 4.5 and 5.2.
Theorem 5.3. Assume that either 3 ≤ p < ∞ if λ < 0 or 3 ≤ p ≤ 103 if λ > 0. Then, (1.1) is globally
well-posed in H1(R× R+) if ϕ ∈ H1(R× R+) and h ∈ H1t,loc
(
R; L2x(R)
) ⋂
L2t,loc
Å
R; H
3
2
x (R)
ã
.
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