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An analytical model of the spin-diode effect induced by resonant spin-transfer torque in a ferro-
magnetic bilayer with strong dipolar coupling provides the resonance frequencies and the lineshapes
of the magnetic field spectra obtained under field or laser-light modulation. The effect of laser irra-
diation is accounted for by introducing the temperature dependence of the saturation magnetization
and anisotropy, as well as thermal spin-transfer torques. The predictions of the model are compared
with experimental data obtained with single Co/Cu/Co spin valves, embedded in nanowires and
produced by electrodeposition. Temperature modulation provides excellent signal-to-noise ratio.
High temperature-modulation frequency is possible because these nanostructures have a very small
heat capacity and are only weakly heat-sunk. The two forms of modulation give rise to qualitative
differences in the spectra that are accounted for by the model.
PACS numbers: 75.47.-m, 76.50.+g, 75.78.-n, 75.47.De
I. INTRODUCTION
The spin diode effect (SDE) is a well established
method of electrical detection of magnetic dynamics in
ferromagnetic layers.1–8 The effect occurs when an alter-
nating current (AC) passes through a magnetic struc-
ture and excites oscillations of the magnetization vector.
This, in turn, leads to variation of the resistance due to
the magnetoresistance effect. The oscillating resistance
can then mix with the AC current to produce a direct
(DC) output voltage, VDC . The SDE is of great im-
portance from the point of view of further development
of magnetic sensors, microwave communication and ul-
trafast electronics – especially since the nanostructures
manufactured nowadays make it possible to get smaller
and more efficient electronics elements.6,8,9
Until now, the SDE was investigated mainly in sys-
tems with one ferromagnetic free layer. Although more
ferromagnetic layers were present in a device, they were
usually assumed to be magnetically stiff (pinned lay-
ers). However, in some of the experimentally investigated
structures there are two or more layers which are mag-
netically free and, in addition, are dynamically coupled
by the RKKY-like exchange interaction and/or by dipo-
lar interactions.9–13 Moreover, they are also dynamically
coupled by spin transfer torque (STT) effects.14 Never-
theless, most of these devices with multiple free magnetic
layers, still include at least one, usually thick, pinned
magnetic polarizer.15,16
Regardless of its source, the coupling between layers
may lead, in general, to more complex magnetization dy-
namics and a non-trivial behaviour of the device. There-
fore, it is important to have a theoretical description in
order to understand the experimentally measured char-
acteristics of these devices. In this paper, we address
this problem and focus on two mechanisms of dynamic
coupling: the spin transfer torque effect and the dipo-
lar interactions between two magnetically free layers in a
giant magnetoresistance (GMR) nanowire system.
We propose an analytical model to study the SDE in
such a system, which is based on magnetization dynamics
described in terms of the Landau-Lifshitz-Gilbert equa-
tion. The relevance of the model is demonstrated by
showing that it predicts the qualitative differences ob-
served in the ferromagnetic resonance spectra measured
under field17 or temperature modulation.18 We analyse
in detail the influence of the type of SDE experimen-
tal modulation technique on the shape of the resonance
spectra. As we consider the laser modulation technique,
we assume a temperature dependence of the saturation
magnetization and anisotropy parameters. Also we con-
sider the presence of thermal STTs due to temperature
gradient generated along the nanowire.
The Co/Cu/Co nanowires were fabricated by electro-
chemical deposition technique, and in experiments we
used structures of diameters about 30 nm. In such struc-
tures there is a strong dipolar coupling between the Co
layers. To support our analytical calcualtions based on
the macrospin model, we also performed micromagnetic
simulations.
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2The paper is organized as follows. In section II we
present a theoretical description of the magnetization dy-
namics in the system and also describe briefly the spin
diode effect. In section III the experimental part is pre-
sented. In section IV we discuss results for the VDC signal
and line shapes in the case of field and laser modulation
techniques. Summary and final conclusions are given in
section V.
II. THEORETICAL DESCRIPTION
In this section we present a theoretical description of
SDE in the case of two magnetic layers which are dynami-
cally coupled by a dipolar field and STT effects. The sys-
tem under considerations consists of two magnetic (Co)
layers of circular shape, which are separated by a non-
magnetic (Cu) layer. The geometry of the nanowire is
shown schematically in Fig.1.
Bearing in mind the SDE, we need to consider first
the magnetic dynamics in the system, driven by an AC
charge current flowing along the wire. This dynamics is
induced by a time-dependent STT and a time-dependent
Oersted field, both being associated with the ac current.
The magnetic moment in each layer is described by the
corresponding polar and azimuthal angles,
~M1 = MS,1[sin θ cosφ, sin θ sinφ, cos θ] (1)
for the thinner layer, and
~M2 = MS,2[sin Λ cos Ω, sin Λ sin Ω, cos Λ] (2)
for the thicker magnetic layer. Here, MS,1 and MS,2 are
the saturation magnetizations of the thin and thick mag-
netic layers, respectively.
The magnetization dynamics of the system is described
by two coupled Landau-Lifshitz-Gilbert equations,
d ~M1
dt
= −γe ~M1 × ~Heff,1 + α1
MS,1
~M1 × d
~M1
dt
+ γe ~τ1,
(3a)
d ~M2
dt
= −γe ~M2 × ~Heff,2 + α2
MS,2
~M2 × d
~M2
dt
+ γe ~τ2,
(3b)
where γe stands for the gyromagnetic ratio, while α1 (α2)
and ~τ1(~τ2) denote the Gilbert damping parameters and
STT vectors acting on the thin(thick) magnetic layer re-
spectively. The effective fields ~Heff,1 and ~Heff,2, in turn,
can be written in the form;
~Heff,1 = −∇θ,φU +Hoeeˆφ, (4a)
~Heff,2 = −∇Λ,ΩU +HoeeˆΩ, (4b)
where eˆφ and eˆΩ are unit vectors associated with the
azimuthal angles φ and Ω, respectively, ∇θ,φ and ∇Λ,Ω
stand for the relevant gradients in spherical coordinates,
FIG. 1: Schematics of the magnetic nanowire considered in
this paper. Magnetic moments of the top (thin) and bottom
(thick) layers are described by the angles (θ, φ) and (Λ, Ω),
respectively. The orientation of the external magnetic field
~Hext (acting on both layers) is described by the angles Ψ and
β.
U is the total magnetic energy of the system, while Hoe
is the circular Oersted field generated by the current.
Amplitude of the Oersted field, in principle, depends on
the distance from the z axis (see Fig.1). However, in
the spirit of macrospin model we take into account the
strength of the field averaged along the radius of the
nanowire.
The total magnetic energy density U can be written as
U(θ, φ,Λ,Ω) = K1(cos
2 θ + sin2 θ sin2 φ)− ~M1 · ~Hext
− ~M1 · ~Hdem,1 +K2(cos2 Λ + sin2 Λ sin2 Ω)− ~M2 · ~Hext
− ~M2 · ~Hdem,2 − ~M1 · ~Hdip,2 − ~M2 · ~Hdip,1, (5)
where K1 and K2 are the magnetocrystalline anisotropy
constants of the thin and thick layers, respectively, ~Hext is
an external magnetic field, ~Hdem,1 and ~Hdem,2 are the de-
magnetizing fields within the thin and thick layers, while
~Hdip,2 and ~Hdip,1 are the respective dipolar fields.
Assuming uniform magnetization within both mag-
netic layers, one can estimate the magnitude of the inter-
action between the layers due to dipolar fields by taking
into account the field calculated directly at the geomet-
rical center of each layer. Then, the magnetic moment ~m
3within volume dV generates the magnetic field that may
be expressed as follows:
d ~Hdip =
1
µ0
MS
4pi
(
3nˆ · (~m · nˆ)− ~m
R3
)
(6)
Here, µ0 stands for vacuum permeability, ~R denotes the
position vector connecting the volume dV within one
magnetic layer and the geometrical center of second layer,
while the unit vector nˆ is defined as nˆ = ~R/R. Upon inte-
grating the above equation over the volume of the whole
layer, one finds the dipolar field at any point on the axis
z:
Hdip,i(z) =
2pi∫
0
dφ
d∫
0
dz′
R∫
0
dρ′ρ′dHdip,i (7)
for i ≡ x, y, z, where d and R denote the thickness and
radius of the corresponding layer. The above integral
may be calculated analytically in our case. This approach
allows us to calculate dipolar fields in an efficient way
without significant overestimations.
Each of the STTs acting on the two magnetic layers,
~τ1 and ~τ2, consists of two terms, ~τ1 = ~τ‖,1 + ~τ⊥,1, and
similarly for ~τ2. These two components can be written
as
~τ‖,1 = τ‖,1(mˆ1 × mˆ2 × mˆ1), (8a)
~τ⊥,1 = τ⊥,1(mˆ1 × mˆ2), (8b)
and
~τ‖,2 = τ‖,2(mˆ2 × mˆ1 × mˆ2), (9a)
~τ⊥,2 = τ⊥,2(mˆ2 × mˆ1), (9b)
where mˆ1 and mˆ2 are unit vectors along the magnetic
moments, mˆ1 = ~M1/MS,1 and mˆ2 = ~M2/MS,2. In the
spherical coordinate system, the above components of ~τ1
may be written as functions of the angles θ, φ,Λ,Ω as
~τ‖,1 =τ‖,1 [eˆθ(− cos Λ sin θ + cos θ cos(φ− Ω) sin Λ)
−eˆφ sin Λ sin(φ− Ω)] , (10a)
~τ⊥,1 =τ⊥,1 [eˆφ(cos Λ sin θ − cos θ cos(φ− Ω) sin Λ)
−eˆθ sin Λ sin(φ− Ω)] , (10b)
and similarly, the STT components acting on the thick
layer may be expressed as
~τ‖,2 =τ‖,2 [eˆΛ(cos θ sin Λ− cos Λ cos(φ− Ω) sin θ)
−eˆΩ sin θ sin(φ− Ω)] , (11a)
~τ⊥,2 =τ⊥,2 [eˆΩ(cos θ sin Λ− cos Λ cos(φ− Ω) sin θ)
−eˆΛ sin θ sin(φ− Ω)] , (11b)
where eˆθ, eˆΛ, eˆφ, eˆΩ are unit vectors associated with the
polar θ, Λ and azimuthal φ, Ω angles, respectively.
The first components (Eqs. 8a and 9a) have the form
of damping/antidamping torque and are also frequently
described as the in-plane components, because the torque
is in the plane determined by the two magnetic moments.
The second components (Eqs. 8b and 9b) are known as
the field-like torques as their form is similar to that of
the field-generated torque, i.e. the torque is perpendicu-
lar to the plane determined by m1 and m2. In metallic
systems the field-like torque is usually smaller than the
damping/antidamping one. Apart from this, the scalar
amplitudes τ‖ and τ⊥ may be generally angle dependent
due to spin accumulation in the GMR structures.19 In our
case, the STT plays the role of an ac driving force and
thus a more complex angular dependence of STT does
not lead to significant modifications of the spin diode
lineshape or resonance frequency.
The Landau-Lifshitz-Gilbert (LLG) equations written
in spherical coordinates lead to the following equations
for the azimuthal and polar angles:

θ˙
φ˙
Λ˙
Ω˙

=

γ
(1+α21)MS,1
{
1
sin θ
∂U
∂φ − α1 ∂U∂θ − [cos Λ sin θ − cos θ sin Λ cos(φ− Ω)](τ‖ + α1τ⊥)−
−[sin Λ sin(φ− Ω)](α1τ‖ − τ⊥) +MS,1Hoe
}
γ
(1+α21)MS,1
{
− 1sin θ ∂U∂θ − α1sin2 θ ∂U∂φ + 1sin θ [cos Λ sin θ − cos θ sin Λ cos(φ− Ω)](α1τ‖ − τ⊥)
− 1sin θ [sin Λ sin(φ− Ω)](τ‖ + α1τ⊥)− α1MS,1HOesin θ
}
γ
(1+α22)MS,2
{
1
sin Λ
∂U
∂Ω − α2 ∂U∂Λ − [− sin Λ cos θ + sin θ cos Λ cos(φ− Ω)](τ‖,2 + α2τ⊥,2)+
+[sin Λ sin(φ− Ω)](τ⊥,2 − α2τ‖,2) +MS,2Hoe
}
γ
(1+α22)MS,2
{− 1sin Λ ∂U∂Λ − α2sin2 Λ ∂U∂Ω + 1sin Λ [sin Λ cos θ − sin θ cos Λ cos(φ− Ω)](τ⊥,2 − α2τ‖,2)−
− 1sin Λ [sin θ sin(φ− Ω)](τ‖,2 − α2τ⊥,2)− α2MS,2HOesin Λ
}

. (12)
4Since the induced oscillations of ~M1 and ~M2 around the
equilibrium positions can be assumed as small ones, the
above equations can be linearized and then their solutions
can be expressed as harmonic oscillations,
θ(t) = θ0 + δθ(t) = θ0 + δθe
i(ωt+Ψ1), (13a)
φ(t) = φ0 + δφ(t) = φ0 + δφe
i(ωt+Ψ2) (13b)
Λ(t) = Λ0 + δΛ(t) = Λ0 + δΛe
i(ωt+Ψ3) (13c)
Ω(t) = Ω0 + δΩ(t) = Ω0 + δΩe
i(ωt+Ψ4), (13d)
where (θ0, φ0) and (Λ0,Ω0) describe the equilibrium ori-
entation of the magnetization in the thin and thick lay-
ers (in the absence of the ac driving current), whereas
(Ψ1,Ψ2) and (Ψ3,Ψ4) take into account the phase shifts
in the two magnetic layers between the ac current and
driving force. The small deviations (δθ, δφ) and (δΛ, δΩ)
of the angles from the corresponding equilibrium values
are generally complex and include the phase shift be-
tween the magnetic dynamics and the driving force.
After linearization of the RHS of Eq.(12) with respect
to small changes of the ac voltage, δV (t), and small de-
viations of θ, φ,Λ,Ω from the corresponding stationary
values, one can write Eq.12 in the form
MS,1(1+α
2
1)
γ θ˙
MS,1(1+α
2
1)
γ φ˙
MS,2(1+α
2
2)
γ Λ˙
MS,2(1+α
2
2)
γ Ω˙

= Xˆ
 δθ(t)δφ(t)δΛ(t)
δΩ(t)
+ δV (t) Yˆ , (14)
where Xˆ is the 4×4 matrix consisting of the derivatives of
RHS of Eq.12 with respect to the angles θ, φ,Λ,Ω, while
Yˆ is a column matrix composed of the derivatives of RHS
of Eq.12 with respect to the voltage V .
In the absence of an applied voltage, the second term
on the RHS of Eq.(14) vanishes, and the solutions have
the form of damped oscillations. In order to calculate
resonance frequencies, one can rewrite Eq.14 as an eigen-
value problem of the matrix Aˆ, i.e.,
|Aˆ− λIˆ| = 0, (15)
where Aˆ = Zˆ−1 · Xˆ and
Zˆ =

MS,1(1+α
2
1)
γ 0 0 0
0
MS,1(1+α
2
1)
γ 0 0
0 0
MS,2(1+α
2
2)
γ 0
0 0 0
MS,2(1+α
2
2)
γ
 .
The eigenvalues λ determine the resonance frequencies
of the system, ωi = =λ. In general, a 4 × 4 matrix has
four eigenvalues, however we will show that in our system
only two different eigenfrequencies occur.
Now we find from Eq.(14) a general solution for δθ, δφ,
δΛ and δΩ in the presence of applied ac voltage. To do
this we rewrite Eq.14 in matrix form as
Bˆ Ψˆ Γˆeiωt = Yˆ δV eiωt, (16)
where Bˆ = Zˆ − Xˆ, Ψˆ ≡ diag(eiΨ1 , eiΨ2 , eiΨ3 , eiΨ4) and
Γˆ ≡ (δθ, δφ, δΛ, δΩ)T . After dividing both sides of the
above equation by the oscillating term eiωt, one obtains a
set of linear equations for δθ, δφ, δΛ, δΩ (or for the matrix
Γˆ), from which one finds Γˆ in the form
Γˆ =
(
Bˆ Ψˆ
)−1
Yˆ δV. (17)
Finally, we replace Γˆ by its real part <{Γˆ}.
Having found the general formulas describing magne-
tization dynamics, we can now determine the spin diode
voltage VDC and the lineshape of the spin diode signal.
First, we recall that the resistance of a GMR spin valve
depends on the angle ξ between magnetizations ~M1 and
~M2 as R(ξ) = RP + ∆R(1 − cos ξ)/2, where RP is the
resistance in the parallel configuration, while ∆R is the
difference in resistance of antiparallel and parallel con-
figurations. Thus, the spin-diode signal for the GMR
nanowire can be expressed by a small change δξ of the
angle ξ, which is induced by magnetic dynamics. Accord-
ingly, we write the spin-diode signal as:7
VDC =
1
2
I δR, (18)
where I is the amplitude of ac current, while δR is the
amplitude of resistance change,
δR(ξ) =
∆R
2
sin ξδξ. (19)
The angle ξ can be considered as a function of the an-
gles θ, φ, Λ, and Ω. Due to magnetization dynamics, the
angles θ, φ,Λ,Ω change by δθ, δφ, δΛ and δΩ, respec-
tively. Thus, the change of ξ due to small changes of the
angles θ, φ,Λ,Ω can be written as
δξ =
∂ξ
∂θ
δθ +
∂ξ
∂φ
δφ+
∂ξ
∂Λ
δΛ +
∂ξ
∂Ω
δΩ (20)
The above equation, together with the solution (17) for
the angle changes δθ, δφ, δΛ, and δΩ, is sufficient to find
the spin diode signal.
III. EXPERIMENTAL
To perform measurements of the VDC signal in a GMR
system with two magnetically free layers, we prepared
asymmetric spin valves consisting of two layers of cobalt,
one thicker and one thinner, separated by a copper layer.
A standard electrodeposition process in commercial ion-
track etched polycarbonate membranes was used. The
5membrane was 5 µm thick and contained nanopores of
30 nm in diameter with a pore density of 6 × 106/cm2.
Details of the methods for growing and contacting the
nanowires were similar to those described in Refs 20–22.
The membrane was placed on top of the central conduc-
tor of an SMA connector. A shorting plug was mounted
on the connector, that contained a screw at the tip of
wich a gold wire was soldered. The wire would rub the
surface of the electrodeposited membrane until contact
was established. An optical fiber was driven through a
hole on the side of the connector and was pointing at the
membrane. This allowed us to drive the ferromagnetic
resonance with microwave currents at 4 to 10 GHz. The
rectified signal (through the spin diode effect) was de-
tected by a standard lock-in technique, using the drive of
the field modulation coil or of the laser diode as reference.
Equation (18) for the VDC signal has to be modified
due to the measurement technique used in the experi-
ment. This technique is commonly known as the field-
modulated FMR.17 Furthermore, we explored here the
possibility to apply temperature modulation, as a sim-
ple laser diode is sufficiently powerful to modulate the
temperature of a nanowire.18
The VDC signal in both techniques can be expressed
simply as:
VDC,H =
dVDC
dHm
δHm (21)
and
VDC,T =
dVDC
dT
δT, (22)
where δHm and δT denote the amplitude of modula-
tion field and the temperature gradient, respectively. In
this model, VDC signal does not depend on the tem-
perature explicitly. However, it is possible to intro-
duce temperature-dependent anisotropy and magnetiza-
tion according to Bloch’s law. In this case, we may ex-
press Eq.22 as:
VDC,T =
dVDC
dT
δT =
=
2∑
i=1
(
∂VDC
∂MS,i
∂MS,i
∂T
+
∂VDC
∂Ki
∂Ki
∂T
)
δT. (23)
In the following VDC,H and VDC,T will be denoted simply
as VDC , if not stated otherwise.
IV. RESULTS
The nanowires under consideration consist of two
cobalt ferromagnetic layers separated by a non-magnetic
Cu spacer. Because of the electrochemical deposition
method used to fabricate the nanowires, the thin layer
in an individual nanowire may have slightly different
magnetic properties than the corresponding thick layer.
This is due to the presence of copper atoms that are co-
deposited in the magnetic layers. As a consequence, the
thinner layer can be expected to be more affected by the
non-magnetic impurities. For our purposes, we assume
the following magnetic parameters of both layers: MS,2 =
1.4T,K2 = 25kJ/m
3 and MS,1 = 1.2T,K1 = 15kJ/m3.
Apart from this, the thicknesses of thick and thin layers
were chosen as d2 = 12nm and d1 = 5nm, respectively.
In turn, for the thickness of the non-magnetic Cu spacer,
we assumed 25 nm, for which the mean values of dipolar
fields in the thick (H¯dip,1) and thin (H¯dip,2) layers were
168 Oe and 488 Oe, respectively.
In the experiment, the nanowires are deposited into
the nanopores of a polycarbonate mambrane. Thus, the
external magnetic field applied in the plane of the whole
membrane may not be applied exactly in the plane of
nanowire’s cross section. In other words, the nanowire
axis may not be collinear with the membrane axis, and
they may form an angle of up to 40 degrees. Similarly,
the external field orientation may not be exactly perpen-
dicular to the easy axes of the magnetic layers, but it
may deviate from 90 degrees. The polar and azimuthal
angles describing the orientation of the external magnetic
field, Ψ and β, have been set as Ψ = 72◦ and β = 63◦ to
ensure a good agreement with the experimentally mea-
sured dispersion relation as well as to obtain a non-zero
angle between the magnetic moments even at high exter-
nal magnetic fields.
A. Dispersion relation
In Fig.2(a) we compare the theoretical dispersion rela-
tion for the modes determined from Eq.15 with the ex-
perimental measurements done with both FMR detection
schemes: field modulation and temperature modulation.
In general, there are two ways in which laser heating can
affect the sample. One of them is a laser-induced decrease
in the magnetocrystalline anisotropy, and the second one
is a laser-induced decrease in the magnetization accord-
ing to the Bloch’s law applied to nanostructures.23 As
one can see in Fig.2(b) and (c), the influence of the in-
crease in temperature on resonance frequencies is rather
small and only a slight shift of the frequency can be seen.
Interestingly, a similar slight shift can be observed also
in the experimentally determined dispersion relations as
well as in those obtained from the micromagnetic simula-
tions shown in Figs. 2(a) and 3(b)-(c). The simulations
were performed with the use of OOMMF package24 with
our custom software.25,26 The LLG equation was solved
numerically in each 2×2×1 nm simulation cell for mag-
netic parameters identical to those utilized in the analyt-
ical calculations described above. After the initial mag-
netization relaxation, a small magnetic pulse of 10 Oe
was used to excite both ferromagnetic layers and their
magnetization response was subjected to a Fast Fourier
Transform (FFT) from which we obtained the resonance
6FIG. 2: The resonance frequencies versus external field: (a) the theoretical curves (solid lines) calculated from Eq.(15),
compared to experimental points in the field modulation (black points) and laser modulation (red points) technique, (b)
theoretical resonance frequency shift due to a temperature dependence of the saturation magnetizations as well as (c) due to
temperature dependence of the magnetocrystalline anisotropy.
FIG. 3: Micromagnetic simulations: (a) resonance modes versus external field (circles) qualitatively compared to the macrospin
predictions (black solid lines), (b) resonance frequencies shifts due to temperature-induced decrease of magnetization and (c)
due to temperature-induced decrease of magnetocrystalline anisotropy.
frequencies of the system.
The analytical model based on the macrospin approx-
imation predicts only two separate resonance modes.
However, the experimental observations and micromag-
netic simulations of the frequency vs magnetic field de-
pendence indicate the presence of a third mode at high
magnetic fields, see Fig.2(a) and Fig.3(a). This addi-
tional mode may be related to a more complex dynamics
in the system – possibly due to presence of magnetic inho-
mogeneities at the boundaries of both magnetic layers –
or to standing-like spin-wave excitations. However, since
we focus in this paper on the influence of different mod-
ulation techniques on the SDE lineshapes of the FMR
modes, the non-uniform mode remains beyond the scope
of this paper. Thus, in the following we will discuss the
FMR (uniform) modes only, for which the experimental,
macrospin and micromagnetic approaches are consistent,
cf. Fig.2 and Fig.3.
B. Lineshapes in both field and laser modulation
techniques
The experimentally observed VDC spectra are pre-
sented in Fig.4. As one can note, the symmetry of the
peaks in the field modulation and laser modulation tech-
niques is the same at low fields. On the contrary, the
symmetry of the peaks at high fields is different in the
two modulation techniques. This observation raises the
question as to why the modulation technique affects the
lineshape symmetry. This problem is now analyzed in
detail.
The lineshape of the VDC spectrum is very sensitive
to the phase shifts and to the origin of the driving force.
Due to strong coupling of the layers by both the dipo-
lar field and STT effects, the symmetries of both peaks
cannot be considered separately. Instead, we look at the
simultaneous dynamics of both ferromagnetic layers, and
consider the symmetry of the whole spectrum. For ex-
ample, a change of the phase shifts for the magnetization
dynamics in one layer has a significant influence on the
7lineshape of the two resonant peaks, as they are linked
to each layers.
Let us start the analysis of lineshapes with choosing
the phase shifts Ψ1,2,3,4 to obtain agreement between the
theoretical lineshapes and the experimental ones in the
field modulation technique. According to Eq.21, the out-
put VDC voltage is a derivative with respect to the mod-
ulating magnetic field. Thus a symmetric (antisymmet-
ric) peak which is detected with the field modulation is
antisymmetric (symmetric) when no field modulation is
applied. In Fig.5 we plot the unmodulated VDC signal at
low and high external magnetic fields. The phase shifts
indicated in Fig.5(a) and (b) are used throughout this
paper, so we do not discuss their influence on the spec-
tra, but we consider only the influence of the modulation
technique. The signal with field modulation is shown in
Fig.6. As one can conclude from this figure, the line-
shapes agree well with the experimental ones at both low
and high fields.
FIG. 4: Experimental lineshapes measured at low field 200
Oe (a) and high field 1.5 kOe (b) with the two modulation
techniques: magnetic field modulation (black and light grey
lines) and laser modulation (red and orange lines).
The other modulation technique used is the laser mod-
ulation one. In this method, the rectified signal VDC is
determined as a derivative with respect to the ampli-
tude of the temperature modulation (induced by laser).
According to Eq.(23), in order to calculate properly the
VDC signal in the laser modulation technique one has to
know the temperature dependence ofMS,i and Ki. Here,
we omit this problem and assume that the saturation
magnetization and anisotropies decrease with increasing
temperature, i.e. their derivatives are negative. We do
not consider the magnitude of the derivatives since our
objective is to show how the change of modulation tech-
nique influences lineshapes. For the sake of simplicity
we assume that the changes in the magnetic parameters
(saturation magnetization and anisotropy constants) in
both layers are the same and that the phase shifts are
the same as those assumed in the case of the field mod-
ulation technique.
FIG. 5: The VDC lineshape in the mode with no modulation,
calculated at external field 200 Oe (a) and 1500 Oe (b). The
amplitudes of STT in both layes and the amplitude of small
Oersted field were assumed arbitrary.
FIG. 6: The VDC lineshape in mode with field modulation
calculated at external field 200 Oe (a) and 1500 Oe (b). All
the parameters are the same as in Fig.5.
FIG. 7: The VDC lineshape with laser (temperature) modula-
tion of the magnetization (a,b) and anisotropies (c,d), calcu-
lated at external field 200 Oe and 1500 Oe. The phase shift
and other parameters are the same as in the field modulation
technique
In Fig.7 we show the VDC signal in the laser modula-
tion technique. We consider two cases: the first case is
8the modulation of saturation magnetizations, while the
second one is the modulation of anisotropies. As one can
see, in the first case there is no change of the lineshape,
but the amplitude of the signal is much higher. How-
ever, one should bear in mind that the amplitude depends
on the derivative ∂MS,i∂T and modulation temperature δT
as well. Thus, the real amplitude of the signal will be
smaller than that shown in this figure. On the contrary,
the temperature modulation of the anisotropies affects
the lineshape (see Fig. 7(c) and (d)). Furthermore, in
contrast to the field modulation (Fig.6(a)), the first peak
is higher with respect to the second one. A similar en-
hancement of the first peak at low fields is also present
in the experimental data.
In Fig.7(b) and (d) we show the VDC signal for
temperature-induced modulation of MS,i and Ki at high
magnetic field. The lineshape is slightly different in the
case of MS,i modulation mode than in the field modula-
tion mode. On the contrary, the VDC signal changes the
sign when Ki is modulated at high field. Thus one can
say that at low field the symmetry of the lineshape is con-
served in both field and temperature modulation. Fur-
thermore, the lineshape is more affected by temperature-
induced anisotropy modulation than by saturation mag-
netization modulation at high fields.
We now turn to the question whether the laser-induced
temperature gradient gives rise to a significant heat-
driven spin torque (thermal STT). We assume (for sim-
plicity) that a small thermal in-plane torque has the same
amplitude in both layers. The rectified signal with ther-
mal STT modulation may be expressed as follows:
VDC,T =
∑
i
∂VDC
∂τ‖,i
∂τ‖,i
∂T
δT (24)
In Fig.8 we can see how such a type of modulation influ-
ences the lineshape of the VDC signal.
FIG. 8: The VDC lineshape with laser (temperature) modula-
tion of thermal STT calculated at low field (200 Oe) (a) and
high field (1500 Oe) (b). The phase shifts and other parame-
ters are the same as in the field modulation mode.
As one can see, the thermal STT modulation changes
the symmetry of both peaks: symmetric (antisymmetric)
peaks in field modulation become antisymmetric (sym-
metric) peaks in the thermal STT modulation. These
results differ from those observed experimentally. There
may be several reasons for this. One of them are phase
shifts, that in a general case do not have to be the same
in the field and laser modulation techniques. Second,
the amplitude of thermal STTs also may differ in the
two layers. Third, the laser heating may influence only
one layer, e.g. the free layer. This is justified since the
3/2 Bloch-like law for nanostructrures states that MS,i
is size- and shape-dependent23, and thus the thick and
thin layers may be characterized by different derivatives,
i.e.: ∂MS,1∂T 6= ∂MS,2∂T . A similar inequality may appear
for K1 and K2 temperature dependences. For example,
the derivatives related to one of the magnetic layer may
vanish, and then only one of the layers is affected by tem-
perature. This seems to be important in the case of laser
modulation of saturation magnetization and anisotropy.
Finally, all of the above reasons may be present and may
compete with each other.
FIG. 9: The normalized VDC lineshape with laser (tempera-
ture) modulation of magnetization of the free layer ( ~M1) (a)
and thermal STT (b) calculated at low field (200 Oe) and
high fields. The phase shifts and other parameters are the
same as in the field modulation mode.
FIG. 10: VDC lineshape with contribution from laser (tem-
perature) modulation of magnetization of the free layer ( ~M1)
and thermal STT calculated at (a) low field (200 Oe) and (b)
high fields (1500 Oe). The phase shifts and other parameters
are the same as in the field modulation mode.
To illustrate these issues, we calculated lineshapes in
the case when the magnetization of the free layer is mod-
ulated only. The normalized VDC lineshapes are shown
in Fig.9(a). The ratio of the amplitude of second peak to
the amplitude of first peak at low field is almost the same
9as in Fig.7(a). However, this ratio is much higher at high
field (cf. Figs.7(b) and 9(a)). Next, we normalized the
result from Fig.8 and depicted it in Fig.9(b). In order to
obtain more realistic spectra, we need to consider ther-
mal modulations (of MS,1 and STT) simultaneously. We
can do it by adding spectra from Fig.9(a) and (b) with
different weights (in our case weights are 1.0 and 0.35
respectively).
The result is shown in Fig.10. As one can see in
Fig.10(a), at low field the lineshapes are still similar to
those measured in experiment. At high field (Fig.10(b)),
both peaks are more symmetric than when the modula-
tions of MS,1 and STT are considered separately. This
means that during the laser heating all kinds of thermal
modulations may contribute, leading effectively to differ-
ent lineshapes.
V. CONCLUSIONS
In this paper we discussed the important factors per-
taining to the SDE measurements in GMR nanowires
with two magnetic layers coupled by both dipolar field
and STT effects. First, we showed that our simple ana-
lytical model is able to describe experimentally observed
FMR (uniform) modes in this system. Our results were
supported by micromagnetic simulations as well. Next,
we calculated the SDE lineshapes in two different, field
and laser (heat), modulations techniques. We compared
our analytical predictions with experimental SDE spec-
tra. We found that experimental lineshapes can be suc-
cessfully analysed by the present model. Moreover, we
discussed the influence of the modulation method on res-
onance peaks symmetries, and showed that the modu-
lation technique may importantly affect the SDE line-
shapes. We considered different contributions to the SDE
spectra coming from heat-related modulation of mag-
netizations, anisotropies and STTs. We showed that
the temperature-modulated magnetic anisotropy influ-
ences the SDE lineshapes more than the temperature-
modulated magnetization. However, a possible competi-
tion of different heat-related phenomena makes the line-
shape analysis in laser modulation technique much more
complex than in the case of field modulation technique.
Our model turned out to be helpful in recognizing which
physical quantity is mostly modulated during laser heat-
ing. We believe that our contribution may be useful for
analysis of further SDE experiments, especially for those
combining spintronic with caloritronic effects. The pre-
sented model may be used to investigate spin-diode spec-
tra in different GMR or TMR structures, where dynam-
ics of two strongly coupled layers has to be taken into
account.
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