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Studies of dark energy at advanced gravitational-wave (GW) interferometers normally focus on
the dark energy equation of state wDE(z). However, modified gravity theories that predict a non-
trivial dark energy equation of state generically also predict deviations from general relativity in the
propagation of GWs across cosmological distances, even in theories where the speed of gravity is
equal to c. We find that, in generic modified gravity models, the effect of modified GW propagation
dominates over that of wDE(z), making modified GW propagation a crucial observable for dark
energy studies with standard sirens. We present a convenient parametrization of the effect in terms
of two parameters (Ξ0, n), analogue to the (w0, wa) parametrization of the dark energy equation of
state, and we give a limit from the LIGO/Virgo measurement of H0 with the neutron star binary
GW170817. We then perform a Markov Chain Monte Carlo analysis to estimate the sensitivity
of the Einstein Telescope (ET) to the cosmological parameters, including (Ξ0, n), both using only
standard sirens, and combining them with other cosmological datasets. In particular, the Hubble
parameter can be measured with an accuracy better than 1% already using only standard sirens
while, when combining ET with current CMB+BAO+SNe data, Ξ0 can be measured to 0.8% . We
discuss the predictions for modified GW propagation of a specific nonlocal modification of gravity,
recently developed by our group, and we show that they are within the reach of ET. Modified GW
propagation also affects the GW transfer function, and therefore the tensor contribution to the ISW
effect.
I. INTRODUCTION
In the last few years the spectacular observations of the
gravitational waves (GWs) from binary black-hole coales-
cences by the LIGO/Virgo collaboration [1–5], as well as
the observations of the GWs from the binary neutron
star merger GW170817 [6], of the associated γ-ray burst
[7–9], and the follow-up studies of the electromagnetic
counterpart [10] have opened the way for gravitational-
wave astrophysics and cosmology.
It has long been recognized [11] that the detection of
GWs from coalescing compact binaries allows us to ob-
tain an absolute measurement of their luminosity dis-
tance. Therefore coalescing compact binaries are the GW
analogue of standard candles, or “standard sirens”, as
they are usually called. The standard expression of the
luminosity distance as a function of redshift, dL(z), is
dL(z) =
1 + z
H0
∫ z
0
dz˜
E(z˜)
, (1)
where
E(z) =
√
ΩM (1 + z)3 + ρDE(z)/ρ0 , (2)
and, as usual, ρ0 = 3H
2
0/(8piG), ρDE(z) is the DE
density and ΩM is the present matter density fraction
(and we have neglected the contribution of radiation,
which is negligible at the redshifts relevant for standard
sirens). In the limit z  1 we recover the Hubble law
dL(z) ' H−10 z, so from a measurement at such redshifts
we can only get information on H0. This is the case of
GW170817, which is at z ' 0.01. Indeed, from the ob-
servation of GW170817 has been extracted a value H0 =
70.0+12.0−8.0 km s
−1 Mpc−1 ([12]; see also the updated anal-
ysis in [13]), that rises to H0 = 75.5
+11.6
−9.6 km s
−1 Mpc−1
if one includes in the analysis a modeling of the broad-
band X-ray to radio emission to constrain the inclination
of the source, as well as a different estimate of the pe-
culiar velocity of the host galaxy [14]. The cosmological
significance of this measurement can be traced to the dis-
crepancy between the local H0 measurement [15, 16] and
the value obtained from the Planck cosmic microwave
background (CMB) data [17], that are in tension at the
3.7σ level. While the local measurement is a direct mea-
surement of H0, independent of the cosmological model,
the CMB data can be translated into a measurement of
H0 only by assuming a cosmological model, and perform-
ing Bayesian parameter estimation for the parameters of
the given model. The 3.7σ discrepancy occurs if one as-
sumes a standard ΛCDM model. Thus, this tension could
be a signal of deviations from ΛCDM. The current accu-
racy on H0 from the measurement with the single stan-
dard siren GW170817 is not accurate enough to discrim-
inate between the local measurements and the Planck
value. However, each standard siren provides an indepen-
dent measurement of H0, so with N standard sirens with
comparable signal-to-noise ratio the error scales approx-
imately as 1/
√
N . The analysis of [18, 19] indicates that
with about 50-100 standard sirens one could discriminate
between the local measurement and the Planck/ΛCDM
value.
The next generation of GW interferometers, such as
the space interferometer LISA [20], which is expected to
fly by 2034, as well as third-generation ground-based in-
terferometers currently under study, such as the Einstein
Telescope (ET) [21] in Europe and Cosmic Explorer in
the US, will have the ability to detect standard sirens at
much higher redshifts. The information that one could
get is then potentially much richer, since the result is
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2now in principle sensitive to the dark energy (DE) den-
sity ρDE(z) or, equivalently, to the DE equation of state
(EoS) wDE(z). Several studies have been performed to
investigate the accuracy that one could obtain in this way
on the DE EoS [22–34].
In ΛCDM ρDE(z)/ρ0 = ΩΛ is a constant, while in a
generic modified gravity model it will be a non-trivial
function of z. The evolution of the DE density is deter-
mined by its EoS function wDE(z) through the conserva-
tion equation
ρ˙DE + 3H(1 + wDE)ρDE = 0 , (3)
which implies
ρDE(z)/ρ0 = ΩDE exp
{
3
∫ z
0
dz˜
1 + z˜
[1 + wDE(z˜)]
}
, (4)
where ΩDE = ρDE(0)/ρ0. Studies of standard sirens usu-
ally assume a simple phenomenological parametrization
of wDE(z), given just by a constant wDE(z) = w0, result-
ing in the wCDM model, or use the (w0, wa) parametriza-
tion [35, 36]
wDE(z) = w0 +
z
1 + z
wa , (5)
and then provide forecasts on w0, or on (w0, wa) [22–33],
or else try to reconstruct the whole function wDE(z) [34].
In this paper, elaborating on results presented in [37]
(see also [38]) we perform a more complete analysis of
the predictions of generic modified gravity models for
standard sirens. In general, if the dark energy sector
of a theory differs from a simple cosmological constant,
this affects both the background evolution and the cos-
mological perturbations. The change in the background
evolution is expressed by a non-trivial DE EoS wDE(z).
Cosmological perturbations will also be affected, both in
the scalar and in the tensor sector (vector perturbations
usually only have decaying modes and are irrelevant, in
GR as well as in typical modified gravity models). In
particular, modifications in the tensor sector can be very
important for standard sirens and, as we will see, their
effect on the luminosity distance can be more easily ob-
servable than that due to a non-trivial DE EoS.
The paper is organized as follows. In Section II we
discuss the structure of cosmological perturbations in
modified gravity theories, studying in particular the ten-
sor sector. We will see, following previous works, that
the effect of modified GW propagation is described by
a function δ(z) that modifies the friction term in the
propagation equation of GWs over a cosmological back-
ground. We will study in some detail this effect using as
an example an explicit modified gravity model, the RR
model, proposed and developed in the last few years by
our group (based on the addition of a nonlocal term to
the quantum effective action), which is very predictive
and fits very well the current cosmological observations,
but the arguments that we will present are more gen-
eral. This explicit example will also allow us to propose
a simple parametrization of the function δ(z), or, bet-
ter yet, directly of the ratio between the gravitational
and electromagnetic luminosity distances, in terms of a
pair of parameters (Ξ0, n), that complements the pair
(w0, wa) that parametrizes the modification of the back-
ground evolution. We will see that, among these four
parameters, Ξ0 can be the most important for observa-
tional purposes with standard sirens, so in a theory with
modified GW propagation a minimal truncation of this
parameter space should be to the pair (Ξ0, w0). In Sec-
tion III we discuss the relation between modified GW
propagation and the effective Newton constant that ap-
pears in the equation for scalar perturbations in modi-
fied gravity. In Section IV we show that standard sirens
at low redshift are sensitive to the value of δ(z = 0),
and we find that the LIGO/Virgo measurement of the
luminosity distance to GW170817 already gives a limit
on this quantity. In Section V, using the Markov Chain
Monte Carlo (MCMC) method, we study the accuracy
with which we can measure w0, wa, Ξ0 and n, in different
combinations, using the estimated sensitivity of ET and
combining it with Planck CMB data, supernovae (SNe)
and baryon acoustic oscillations (BAO) to reduce the de-
generacies between these parameters and H0 and ΩM . In
Section VI we turn to a concrete model, rather than just
a phenomenological parametrization, studying the per-
spectives for discriminating our nonlocal modification of
gravity from ΛCDM, as a function of the number of stan-
dard sirens observed. In Section VII we will study further
observable effects related to modified GW propagation,
due to the modification of the transfer function that con-
nects a primordial GW spectrum to that observed at later
epochs. Section VIII contains our conclusions. We use
units c = 1 and the signature ηµν = (−,+,+,+).
II. COSMOLOGICAL PERTURBATIONS AND
GW PROPAGATION IN MODIFIED GRAVITY
Models such as wCDM, or the (w0, wa) parametriza-
tion (5), are not fundamental theories of dark energy
but just phenomenological parametrizations, assumed to
catch the effects coming from some fundamental the-
ory that modifies general relativity (GR) at cosmological
scales. Once a fundamental theory is specified, however,
its consequences are much richer. First of all, the theory
will modify the cosmological evolution at the background
level. This will usually be equivalent to introducing an
extra form of energy density ρDE(z), or equivalently a
DE EoS wDE(z), and this might (or might not) be caught
by a simple expression such as the (w0, wa) parametriza-
tion. On top of this, a specific modified gravity model
will also generate cosmological perturbations that differ
from those of ΛCDM.
In GR, scalar perturbations are expressed in terms of
the two gauge-invariant Bardeen potentials Ψ(t,x) and
Φ(t,x), or, equivalently, in terms of their Fourier modes
Ψk(t) and Φk(t). In a modified gravity theory the equa-
3tions obeyed by these potential are modified, and, much
as one introduces wDE(z) at the background level, one
can define some functions that describe the deviation of
the evolution of scalar perturbations from that in GR.
However, at the level of perturbations, these functions
could in principle depend both on time t (or, equiva-
lently, on redshift z) and on k = |k|, where k is the
wavenumber k of the mode. For instance, a commonly
used parametrization is [39, 40]
Ψk(z) = [1 + µ(z; k)]Ψ
GR
k (z) , (6)
Ψk(z)− Φk(z) = [1 + Σ(z; k)][Ψk(z)− Φk(z)]GR , (7)
where µ and Σ are, a priori, functions of z and k, and the
superscript “GR” denotes the same quantities computed
in GR, assuming a ΛCDM model with the same value
of ΩM as the modified gravity model. This parametriza-
tion is convenient because it separates the modifications
to the motion of non-relativistic particles, which is de-
scribed by µ, from the modification to light propagation,
which is encoded in Σ. Therefore µ affects cosmological
structure formation and Σ affects lensing. Alternatively,
one can use an effective Newton constant Geff(z; k), de-
fined so that, for modes well inside the horizon, the Pois-
son equation for Φ becomes formally the same as in GR,
with G replaced by Geff(z; k), together with a second in-
dicator such as [Ψk(z) + Φk(z)]/Φk(z) that, in GR, in
the absence of anisotropic stresses, vanishes, but can be
non-vanishing in modified gravity theories [40, 41]. For
modes well inside the horizon, for typical modified grav-
ity models the functions µ(z; k), Σ(z; k) or Geff(z; k) are
actually independent of k. Indeed, in the absence of an-
other explicit length scale in the cosmological model, for
dimensional reasons all dependence on k in the recent cos-
mological epoch will be through the ratio λk/H
−1
0 (where
λk = 2pi/k), which is extremely small. Thus, any depen-
dence of µ(z; k) and Σ(z; k) on k can be expanded in
powers of λk/H
−1
0 [or, in fact, more typically in powers
of (λk/H
−1
0 )
2], and for modes well inside the horizon we
can stop to the zeroth-order term.
When studying standard sirens we are rather inter-
ested in the modification of the perturbation equations in
the tensor sector, i.e. in the modification of the propaga-
tion equation of GWs over the cosmological background.
Let us recall that, in GR, tensor perturbations over a
Friedmann-Robertson-Walker (FRW) background satisfy
h˜′′A + 2Hh˜′A + k2h˜A = 16piGa2σ˜A , (8)
where h˜A(η,k) are the Fourier modes of the GW ampli-
tude, A = +,× labels the two polarizations, the prime
denotes the derivative with respect to cosmic time η,
a(η) is the scale factor, H = a′/a, and the source term
σ˜A(η,k) is related to the helicity-2 part of the anisotropic
stress tensor (see e.g. [42]). In a generic modified grav-
ity model each term in this equation could a priori be
modified by a function of redshift and wavenumber. A
modification to the source term would induce a change
in the production mechanism and therefore in the phase
of an inspiralling binary. To understand the effect of
changes in the terms 2Hh˜′A or k2h˜A let us consider first
the free propagation in GR (we follow the discussion in
[37, 38]). We then set σ˜A = 0 and we introduce a field
χ˜A(η,k) from
h˜A(η,k) =
1
a(η)
χ˜A(η,k) . (9)
Then eq. (8) becomes
χ˜′′A +
(
k2 − a
′′
a
)
χ˜A = 0 . (10)
For modes well inside the horizon, such as the GWs
targeted by ground-based and space-born detectors, the
term a′′/a is totally negligible with respect to k2,1 and
we get a standard wave equation that tells us that GWs
propagate at the speed of light.
In contrast, the factor 1/a in eq. (9), that was in-
serted to get rid of the “friction” term proportional to
h˜′A in eq. (8), tells us how the GW amplitude decreases
in the propagation across cosmological distances, from
the source to the observer. In particular, for inspiraling
binaries this factor combines with other factors coming
from the transformation of masses and frequency from
the source frame to the detector frame, to produce the
usual dependence of the GW amplitude from the lumi-
nosity distance,
h˜A(η,k) ∝ 1
dL(z)
, (11)
see e.g. Section 4.1.4 of [44]. From this discussion we
see that tampering with the coefficient of the k2h˜A term
in eq. (8) is very dangerous, since this would modify the
speed of propagation of GWs. This is by now excluded,
at the level |cgw− c|/c < O(10−15), by the observation of
GW170817/GRB 170817A [9], and indeed this has ruled
out a large class of scalar-tensor and vector-tensor mod-
ifications of GR [45–48]. We next study the effect of
modifying the coefficient of the friction term 2Hh˜′A. We
then consider the propagation equation
h˜′′A + 2H[1− δ(η)]h˜′A + k2h˜A = 0 , (12)
1 More precisely, for GWs from astrophysical sources with frequen-
cies in the range of ground-based interferometers, (a′′/a)k−2
corresponds to an effective change of the propagation speed
∆c/c = O(10−41) [with a weak time dependence: since, in
MD, a′′/a ∝ η−2 ∝ 1/a = 1 + z, ∆c/c changes by a factor
1 + z = O(1) in the propagation from the source at redshift z to
us]. Even if this gives rise to an integrated effect over the propa-
gation time, still this is totally negligible compared to the bound
|cgw − c|/c < O(10−15) from GW170817, which of course also
comes from an effect integrated over the propagation time. For
wavelengths comparable to the horizon size, for which the term
(a′′/a)k−2 is not so small, one can use a WKB approximation,
as in [43].
4where δ(η) is a function that parametrizes the deviation
from GR, and that we have taken to be independent of
the wavenumber. In this case, to eliminate the friction
term, we must introduce χ˜A(η,k) from
h˜A(η,k) =
1
a˜(η)
χ˜A(η,k) , (13)
where
a˜′
a˜
= H[1− δ(η)] . (14)
Then we get
χ˜′′A +
(
k2 − a˜
′′
a˜
)
χ˜A = 0 . (15)
Once again, inside the horizon the term a˜′′/a˜ is totally
negligible, so GWs propagate at the speed of light. How-
ever, now the amplitude of h˜A is proportional to 1/a˜
rather than 1/a. As a result, rather than being just pro-
portional to 1/dL(z), the GW amplitude observed today,
after the propagation from the source to the observer,
will have decreased by a factor
a˜emis
a˜obs
≡ a˜(z)
a˜(0)
(16)
instead of a factor aemis/aobs = a(z)/a(0), where the
labels refer to the emission time (at redshift z) and the
observation time, at redshift zero, respectively. Therefore
h˜A ∝ a˜(z)
a˜(0)
a(0)
a(z)
1
dL(z)
=
a˜(z)
a(z)
1
dL(z)
, (17)
where dL(z) ≡ d emL (z) is the usual notion of luminos-
ity distance appropriate for electromagnetic signals and,
since only the ratios a˜(z)/a˜(0) and a(z)/a(0) enter, with-
out loss of generality we can choose the normalizations
a˜(0) = a(0) = 1. Then, we see that in such a modified
gravity model we must in general distinguish between
the usual luminosity distance appropriate for electromag-
netic signal, d emL (z), which is given by eqs. (1) and (2),
and a GW luminosity distance d gwL (z), with
d gwL (z) =
a(z)
a˜(z)
d emL (z) . (18)
Standard sirens measure d gwL (z) rather than d
em
L (z).
Equation (14) can be rewritten as
(log a/a˜)′ = δ(η)H(η) , (19)
whose integration gives [37, 38]
d gwL (z) = d
em
L (z) exp
{
−
∫ z
0
dz′
1 + z′
δ(z′)
}
. (20)
To sum up, in modified gravity all terms in eq. (8) can
in principle be different from GR. A modification of
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FIG. 1. The DE EoS in the RR nonlocal model with
u0 = 0 (blue solid line). By comparison we also show the
(w0, wa) parametrization with the values w0 = −1.15 and
wa = 0.09 (magenta dashed line), obtained by fitting the
function wDE(a) to the parametrization (5) near a = 1.
the source term affects the phase of the binary wave-
forms; the recent BH–BH observations, in particular of
GW150914 and GW151226, have set some limit on such
modifications, although for the moment not very strin-
gent [49]. A modification of the k2h˜A term changes the
speed of gravity, and is now basically excluded. A modi-
fication of the 2Hh˜′A term changes the amplitude of the
GW signal received from a source at cosmological dis-
tance. This is particularly interesting because it im-
plies that the luminosity distance measured with stan-
dard sirens is in principle different from that measured
with standard candles or other electromagnetic probes
such as CMB or BAO, and this could provide a “smok-
ing gun” signature of modified gravity.
One might wonder how likely it is that a modified grav-
ity theory predicts a non-vanishing δ(η), while still leav-
ing untouched the term k2h˜A. Actually, as observed in
[37, 38], this is just what happens in an explicit model
in which gravity is modified by the addition of a non-
local term proportional to m2R2−2R, the so-called RR
model [50, 51]. The field theoretical motivations for this
model, as well as its cosmological predictions, have been
reviewed in detail in refs. [38, 52], whom we refer the
interested reader. We will come back to this model in
Section VI. For the present discussion, the relevant point
is that the model features a nonlocal term (which is
assumed to emerge, at the level of the quantum effec-
tive action, because of infrared quantum effects), that
behaves effectively as a dark energy, with a phantom
equation of state shown in Fig. 1. The model is quite
predictive and (in its simpler version, with a parame-
ter u0 set to zero, see Section VI) has the same number
of parameters as ΛCDM, with the cosmological constant
replaced by the mass parameter m that appears in the
term m2R2−2R; assuming flatness, both the parameter
m in the RR model and the cosmological constant in
ΛCDM can be taken as derived parameters, so the free
parameters in the two models are eventually the same.
The cosmological perturbations of the model have been
5worked out [53] and turn out to be stable, and quite
close to those of ΛCDM. The perturbations have then
been inserted in a modified Einstein-Boltzmann code and
compared to CMB, BAO, SNe and structure formation
data [38, 54–56]. The result is that the model fits the
cosmological observations at a level statistically indistin-
guishable from ΛCDM. Furthermore, parameter estima-
tion gives a larger value of the Hubble parameter, that
significantly reduces the tension with local H0 measure-
ments, and provides a prediction for the sum of the neu-
trino masses consistent with oscillation experiments.
In the RR model the equation governing the tensor
perturbations turns out to be [37, 38, 55]
h˜′′A + 2H[1− δ(η)]h˜′A + k2h˜A = 16piGa2σ˜A . (21)
We see that the speed of gravity is unchanged. The
function δ(η) is predicted explicitly by the model (see
[37, 38]), and is shown as a function of redshift as the
blue solid line in Fig. 2. At large redshifts it goes to zero
because, in this model, the modifications from GR only
appear close to the recent cosmological epoch.
The corresponding ratio of the gravitational and elec-
tromagnetic luminosity distances, obtained from eq. (20),
is shown as the blue solid line in Fig. 3. The fact that
δ(z) goes to zero at large z implies that d gwL (z)/d
em
L (z)
saturates to a constant value, while d gwL (z = 0)/d
em
L (z =
0) = 1 because there can be no effect from modified prop-
agation when the redshift of the source goes to zero. The
red dashed line in Fig. 3 shows the simple fitting function
d gwL (z)
d emL (z)
= Ξ0 +
1− Ξ0
(1 + z)n
. (22)
with n = 5/2 and Ξ0 = 0.970. Equivalently, in terms of
the value of the scale factor corresponding to the source
redshift, we have d gwL (a)/d
em
L (a) = Ξ0 + a
n(1− Ξ0).
Observe that the parametrization (22) is such that, at
large redshift, d gwL (z)/d
em
L (z) goes to the constant value
Ξ0, while, at z = 0, d
gw
L (z)/d
em
L (z) = 1. This simple
parametrization reproduces the exact function extremely
well [indeed, in this model it performs much better than
the (w0, wa) parametrization for the equation of state,
compare with Fig. 1].
One can find the corresponding parametrization for the
function δ(z) observing, from eq. (20), that
δ(z) = −(1 + z) d
dz
log
(
d gwL (z)
d emL (z)
)
. (23)
Then, in terms of δ(z), the parametrization (22) reads
δ(z) =
n(1− Ξ0)
1− Ξ0 + Ξ0(1 + z)n . (24)
This fitting function is shown as the red dashed line in
Fig. 2, for the same values of Ξ0 and n as in Fig. 3. Note
that, for this parametrization,
δ(z = 0) = n(1− Ξ0) , (25)
0 1 2 3 4 5
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FIG. 2. The function δ(z) in the RR nonlocal model (blue
solid line) and the fit given by eq. (24).
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FIG. 3. The ratio d gwL (z)/d
em
L (z) in the RR nonlocal model,
as a function of redshift (blue solid line) and the fit given by
eq. (22).
but near z = 0 the fitting formula for δ(z) is no longer
very accurate. We observe that it is more convenient
to parametrize directly the ratio d gwL (z)/d
em
L (z), rather
than the function δ(z). Indeed, the ratio of the luminos-
ity distances is the quantity that can be directly com-
pared to observations, and, at least in the RR model,
it is fitted with remarkable accuracy by the very simple
expression given in eq. (22).
Note that this parametrization also includes the case
in which δ(z) is actually independent of time (i.e. of
the source redshift), which is obtained by setting Ξ0 = 0.
Then, from eq. (24), the dependence on (1+z) disappears
and δ(z) = n while, from eq. (22),
d gwL (z)
d emL (z)
=
1
(1 + z)n
, (Ξ0 = 0) . (26)
The case of constant δ has been considered in the lit-
erature, at the phenomenological level [43]. Note how-
ever that in our model, as in any other modified grav-
ity model in which an effective dark energy density only
kicks in near the recent cosmological epoch, δ(z) goes to
zero at large redshift, and d gwL (z)/d
em
L (z) saturates to a
non-vanishing value Ξ0.
A modified propagation equation of the form (12) has
also been previously found in other modified gravity mod-
els. To the best of our knowledge this was first observed
6in [57] within the DGP model [58] (which, in its more in-
teresting self-accelerated branch, is now ruled out by in-
stabilities at the level of cosmological perturbations [59–
62]). In this case the effect is due to the fact that, at large
scales, gravity leaks into extra dimensions, and this af-
fects the 1/a behavior of the amplitude of a gravitational
signal. In this case, however, because of the loss of gravi-
tons to the extra dimensions, a GW source would appear
dimmer and therefore we would have d gwL (z) > d
em
L (z).
In [57] this effect has been assumed to have the form
d gwL (z)/d
em
L (z) = [1 + (d
em
L (z)/Rc)
n/2]1/n, where Rc is
a cross-over scale and n determines the steepness of the
transition between the two regimes. Note that with this
ansatz d gwL (z)/d
em
L (z) does not saturate to a constant
value at large z. A recent discussion of the modification
to the GW luminosity distance induced by the leaking of
gravity into extra dimension is given in [63], where this
effect is used to put constraints on the number of extra
dimensions or on the associated crossover scale.2 Modi-
fication of the propagation equation has also been found
in Einstein-Aether models and in scalar-tensor theories
of the Horndeski class in [67–71]. This indicates that a
modified propagation equation for the tensor modes of
the form (12) is quite generic in alternatives to ΛCDM;
see also [72] for a discussion within the effective field the-
ory approach to dark energy, and [43] for a general for-
malism for testing gravity with GW propagation.
Observe also that, in eq. (12), we could have inserted a
function δ(z; k). The RR model actually predicts a func-
tion δ(z) independent of wavenumber, for modes well in-
side the horizon. More generally, the GWs relevant for
ground-based or space-borne GW interferometers have a
wavelength so small, compared to the horizon size, that
no significant dependence on momentum should be ex-
pected in typical modified gravity models, for the same
reason discussed above for the functions µ(z) and Σ(z)
that parametrize the modifications in the scalar sector.
Observe also that, when δ(z) > 0 at all redshifts, as in
the RR model, or more generally, when∫ z
0
dz′
1 + z′
δ(z′) > 0 , (27)
we have
dgwL (z) < d
em
L (z) . (28)
Since the GW amplitude is proportional to 1/dgwL (z), in
this case a GW source is actually magnified, with respect
to the GR prediction, and can therefore be seen to larger
distances.
2 The fact that, in brane models, a gravitational signal can travel
along geodesics in the extra dimensions, while electromagnetic
signals are confined to the (3+1)-dimensional brane, can also
lead to delays between the arrival time of a GW and the associ-
ated electromagnetic signal [64, 65]. Bounds on this effect from
GW170817 are discussed in [66].
III. MODIFIED GW PROPAGATION AND
EFFECTIVE NEWTON’S CONSTANT
It is interesting to observe that, in some modified grav-
ity theories, the function δ(z) that parametrizes the devi-
ations from ΛCDM in the tensor sector can be related to
the effective Newton constant Geff(z) that parametrizes
the modification of the growth of structure. Indeed, it
has been observed in [71] that, in a subclass of Horn-
deski theories called “no slip gravity”, eq. (20) can be
rewritten as
dgwL (z) = d
em
L (z)
√
Geff(z)
Geff(0)
. (29)
Quite remarkably, this relation holds also in the RR
model [for modes well inside the horizon, where the de-
pendence on wavenumber of Geff(z) disappears], as found
in [37]. In turn, eq. (22) provides a simple fitting formula
for Geff(z)/Geff(0).
This result can be understood as follows. First of all,
let us recall how the usual scaling for the GW energy
density ρgw ∝ a−4 comes out from the cosmological evo-
lution in GR (we follow Section 19.5.1 of [42]). From
eqs. (9) and (10) it follows that, for modes well inside
the horizon, for which kη  1,
h˜A(η,k) =
1
a(η)
hA sin(kη + αA) , (30)
where hA is an amplitude and αA is a phase. Then, again
for modes well inside the horizon,
h′A(η,k) '
hAk cos(kη + αA)
a(η)
, (31)
since the time derivative of the factor 1/a(η) gives a
term proportional to a′/a2, which for modes well in-
side the horizon is negligible compared to k/a. Using
h˙A = (1/a)h
′
A we get
h˙A ' hAk cos(kη + αA)
a2
. (32)
The energy density of GWs propagating in a cosmological
background is given by
ρgw(t) =
1
16piG
〈h˙+(t)2 + h˙×(t)2〉 , (33)
where the angular bracket denotes an average over several
periods (see e.g. Section 1.4 of [44]). Plugging eq. (32)
into eq. (33) the term cos2(kη + αA), averaged over sev-
eral periods, simply gives a factor 1/2, and it then follows
that ρgw ∝ a−4. This is the result that is expected for
any form of radiation, and allows an interpretation of the
energy density in terms of gravitons, with a number den-
sity n that, with respect to physical coordinates, scales
as 1/a3 (i.e. the number density with respect to comov-
ing coordinates is conserved), times an energy that, for
7massless particles, scales as 1/a, leading to the overall
1/a4 scaling. Note that the interpretation in terms of
gravitons only emerges when the mode is well inside the
horizon.
Consider now the scaling of ρgw with a in the RR
model. In the equations of motion of the RR model,
the Einstein tensor Gµν is multiplied by a factor [1 −
(m2/6)S], where S is an auxiliary field used to write
the theory in a local form [51]. On cosmological scales,
the time-dependence of S therefore gives rise to an effec-
tive time-dependent Newton constant Geff(t). Note that,
since the factor [1−(m2/6)S] multiplies the full covariant
Einstein tensor, one has the same effective Newton con-
stant both for scalar perturbations and for tensor pertur-
bations.3 Then, the energy density of GWs propagating
in a cosmological background will be proportional to
ρgw(t) =
1
16piGeff(t)
〈h˙+(t)2 + h˙×(t)2〉 , (34)
in which, in the standard GR expression, G has been
replaced by Geff(t). At the same time, from eq. (13) we
see that modified GW propagation implies that4
h˜A(η,k) =
1
a˜(η)
hA sin(kη + α) , (35)
Therefore, proceeding as above,
h˙A ' a(t)
a˜(t)
hAk cos(kη + α)
a2(t)
. (36)
[Note that the passage from derivative with respect to
conformal time η to derivatives with respect to t still
brings a factor 1/a, as in eq. (32)]. Thus, with respect
to the GR scaling ρgw ∝ a−4(t), in the RR model ρgw
apparently acquires an extra t-dependent factor propor-
tional to
G
Geff(t)
[
a(t)
a˜(t)
]2
. (37)
3 It should be stressed that, in general, the time-dependence of S
only holds on cosmological scales. On solar system scales, the
RR model admits a static solution that smoothly reduces to the
standard Schwarzschild solution of GR [73]. An interesting and
non-trivial issue is whether the cosmological and Schwarzschild
solutions match continuously, without inducing any further time
dependence on S on solar-system scales [74].
4 Observe that the overall normalization of the GW amplitude in
a modified gravity model will be the same as in GR only if a
screening mechanism ensures that, in the local source zone, the
theory is governed by the same Newton’s constant as in GR,
rather than by an effective Newton’s constant. As discussed in
footnote 3, for the RR model this is not obvious, since it de-
pends on whether the large-distance cosmological solution can
be matched to the static Schwarzschild solution without leaving
a residual time dependence in the auxiliary field S. In the fol-
lowing we will focus on how GWs propagate across cosmological
distances, rather than on the possible modifications in the local
source zone.
Using eq. (18) we can rewrite this as
G
Geff(t)
[
d gwL (t)
d emL (t)
]2
. (38)
However, eq. (29) ensures that this factor is actually time
independent. Thus, we see that eq. (29) ensures the stan-
dard scaling ρgw(t) ∝ 1/a4(t). In turn, this allows an
interpretation of the GWs in the modified gravity the-
ory in terms of a collection of gravitons whose comoving
number density is conserved, just as in GR.
From this discussion we understand that the relation
(29) is very general, since it expresses the conservation of
the graviton number. However, one can certainly imagine
modified gravity theories that violate it. For instance,
theories with extra dimensions where, from the point of
view of a four-dimensional observer, gravitons can be lost
to a higher-dimensional bulk, would generically violate
it. The same holds e.g. for scalar-tensor theories with an
unstable graviton that can decay into scalar particles. In
those cases, ρgw will decrease faster than 1/a
4 with time,
i.e. one will have the inequality
d
dt
[
G
Geff(t)
(
d gwL (t)
d emL (t)
)2]
< 0 . (39)
It is actually possible to show that the relation (29) holds
in any modified gravity theory with an action of the form
S =
1
8piG
∫ √−gAR+ . . . , (40)
which is minimally coupled to matter. Here the dots in-
dicate other possible gravitational interaction terms, in-
cluding possible extra fields in the gravitational sector
(such as the auxiliary fields in the nonlocal model, or
dynamical scalar fields in scalar-tensor theories) but do
not contain terms that are purely quadratic in the gravi-
tational field hµν nor interactions with ordinary matter,
and A can be a nontrivial functional of fields in the grav-
itational sector: for instance in the RR model we have
A = [1 − (m2/6)S]. Clearly, this model has an effective
Newton constant given by Geff = G/A, and so√
Geff(z)
Geff(0)
=
√
A(0)
A(z)
. (41)
In order to show that the ratio d gwL /d
em
L is given by the
same expression we introduce a new metric
g˜µν = Agµν . (42)
In terms of this metric the action reads
S =
1
8piG
∫ √
−g˜R˜+ . . . , (43)
i.e. g˜µν is the “Einstein frame” metric. Using conformal
time, in FRW at the background level we have gµν =
a2ηµν , and therefore g˜µν = Aa
2ηµν = a˜
2ηµν with
a˜2 ≡ Aa2 . (44)
8In conformal time, the spatial perturbations of the orig-
inal metric are defined as usual by
gij = a
2(δij + hij) , (45)
while the spatial perturbations of the metric in the Ein-
stein frame are defined by
g˜ij = a˜
2(δij + h˜ij) . (46)
Equation (42), together with eq. (44), then implies that
hij = h˜ij . (47)
Since eq. (43) is formally the same as the usual Einstein-
Hilbert action of GR, and the terms denoted by dots cor-
responds to possible interaction terms that do not affect
the free propagation of GWs, the propagation equation
for the tensor perturbation h˜ij over the background met-
ric a˜2ηµν is the same as the standard GR equation for
hij propagating over the background a
2ηµν , and there-
fore h˜ij scales “normally” with respect to the new scale
factor a˜, h˜ij ∝ 1/a˜. Then, eq. (47) shows that also the
original metric perturbation hij scales as 1/a˜, i.e. with a
modified scale factor, so, as in eq. (17), for a coalescing
binary
hij ∝ a˜(z)
a˜(0)
a(0)
a(z)
1
d emL (z)
=
√
A(z)
A(0)
1
d emL (z)
≡ 1
d gwL (z)
.
(48)
Therefore
d gwL (z)
d emL (z)
=
√
A(0)
A(z)
=
√
Geff(z)
Geff(0)
, (49)
where in the second equality we used eq. (41). This
proves that eq. (29) is a general property of modified
gravity theories of the form (40). The previous discussion
then shows that for theories of this form the comoving
graviton number is conserved during the GW propaga-
tion over cosmological distances (i.e. the physical gravi-
ton number scales as 1/a3).
IV. LIMITS ON MODIFIED GW
PROPAGATION FROM GW170817
We first compare the above results with the limits
on modified GW propagation that can already be ob-
tained by the single standard siren provided by the coin-
cident detection of the GWs from the neutron star binary
GW170817 [6] with the γ-ray burst GRB170817A [7–9].
From the identification of the electromagnetic counter-
part [10], the redshift of the source is z = 0.00968(79), so
in this case we are at very small redshift. After correcting
for the peculiar velocity of the host galaxy, one finds a
cosmological redshift z = 0.00980(79) [75]. To first order
in z, eq. (20) becomes
d gwL (z)
d emL (z)
= 1− zδ(0) +O(z2) , (50)
so in this limit we are actually sensitive to δ(0) ≡ δ(z =
0). In the (Ξ0, n) parametrization δ(0) = n(1− Ξ0), but
in fact the analysis for sources at such a low redshift
can be carried out independently of any parametrization
of the function δ(z). Note, however, that the deviation
of d gwL (z)/d
em
L (z) from 1 is also proportional to z. It
is therefore clear that, with a single standard siren at
a redshift z ' 10−2, we cannot get a stringent limit on
modified GW propagation. In any case, it is methodolog-
ically interesting to carry out this exercise more quanti-
tatively. As we will now discuss, there are two different
ways out carrying this test, one based on a comparison
of the Hubble constant extracted from standard sirens
with the Hubble constant extracted from standard can-
dles, and one based on the comparison of electromagnetic
and GW luminosity distances for the same source.
A. Comparison of the Hubble parameter
We begin by comparing the value of the Hubble param-
eter obtained from GW170817/GRB170817A with that
obtained from a set of standard candles. To this pur-
pose, we assume that the correct value of H0 is the one
obtained from local electromagnetic measurements [16]
H0 = 73.48± 1.66 , (51)
(here and in the rest of the paper H0 is given in units of
km s−1 Mpc−1), that updates the value H0 = 73.24 ±
1.74 found in [15].5 The value of H0 obtained from
GW170817/GRB170817A in [12], assuming no modifica-
tion in the GW propagation, is H gw0 = 70.0
+12.0
−8.0 , where
we have added the superscript “gw” to stress that the
measurement is obtained with standard sirens. This
value has been recently updated in [13], in a reanaly-
sis of GW170817 that uses the known source location,
improved modeling and recalibrated Virgo data, to
H gw0 = 70
+13
−7 , (52)
when using a high spin prior, and
H gw0 = 70
+19
−8 , (53)
when using a low spin prior. As we mentioned in the
Introduction, this value rises to
H gw0 = 75.5
+11.6
−9.6 , (54)
5 We use the local measurement of H0, rather than the Planck
value, since we want to compare standard sirens to standard
candles at comparable redshifts. In this logic, the discrepancy
between the local measurement of H0 and the Planck value would
be due to the fact that local (electromagnetic) measurements are
independent of the cosmological model, while to translate the
CMB observations into a value of H0 we need a cosmological
model. A 3.7σ discrepancy takes place if one assumes ΛCDM,
while in modified gravity model, in particular with a phantom
De EoS, this tension is reduced or eliminated. In particular, in
the (minimal) RR nonlocal model H0 = 69.49± 0.80 [38], so the
tension with the updated value (51) is reduced to the 2.2σ level.
9if one includes in the analysis a modeling of the broad-
band X-ray to radio emission to constrain the inclination
of the source, as well as a different estimate of the pe-
culiar velocity of the host galaxy [14]. Equation (51)
is obtained from electromagnetic probes, and then using
H0 = z/d
em
L (z) +O(z2). In contrast, eqs. (52), (53) and
(54) are obtained from the measurement of the GW lu-
minosity distance of this source, and then evaluating the
quantity H gw0 ≡ z/d gwL (z) +O(z2). This is the same as
H0 only if there is no modified GW propagation, so that
d gwL (z) = d
em
L (z). If we rather take into account the pos-
sibility of modified GW propagation, the correct value
of H0 obtained from a standard siren at low redshift is
rather
H0 ≡ z
d emL (z)
+O(z2)
= [1− zδ(0)] z
d gwL (z)
+O(z2)
= [1− zδ(0)]H gw0 +O(z2) , (55)
and therefore, for a source for which we can neglect the
O(z2) terms, such as GW170817,
δ(0) =
H gw0 −H0
H gw0 z
. (56)
Using in eq. (56) the value of H0 given in eq. (51), the
value of H gw0 in eq. (52) obtained using the high-spin
prior, and the cosmological redshift of the source z =
0.00980(79), we get6
δ(0) = −5.1+20−11 . (57)
Using instead the result (53) obtained with a low spin
prior, we get
δ(0) = −5.1+29−12 , (58)
and, using the value in eq. (54),
δ(0) = 2.7+15.4−12.8 . (59)
By comparison, the RR model predicts δ(0) ' 0.062
[note that, for n = 5/2 and Ξ0 = 0.970, we have
n(1 − Ξ0) ' 0.075, but we see from Fig. 3 that close
6 According to eq. (56), the separate errors ∆H0, ∆H
gw
0 and ∆z
induce an error on δ(0) given, respectively, by ∆H0/(H
gw
0 z),
(H0/H
gw
0 )∆H
gw
0 /(H
gw
0 z) and |H gw0 −H0|(∆z/z)/(H gw0 z). We
have computed the error on δ(0) by adding these errors in quadra-
ture, both for the upper limit and for the lower limit. In principle
there could be a correlation between the ∆z/z and ∆H gw0 , since
the uncertainty in the cosmological redshift has already been
used in [12] when determining ∆H gw0 . However, numerically
|H gw0 − H0|(∆z/z)/(H gw0 z) is actually negligible with respect
to ∆H0/(H
gw
0 z) and ∆H
gw
0 /(H
gw
0 z), so the issue here is irrel-
evant.
to z = 0 the parametrization (24) of δ(z) is no longer ac-
curate].7 As expected, the limits (57)–(59), that are ob-
tained from a single standard siren at very low redshift,
are not stringent. However, with N standard sirens with
comparable accuracy the error scales as 1/
√
N , so with
100 standard sirens at advanced LIGO/Virgo, at a red-
shift comparable to that of GW170817, the error on δ(0)
would become O(1). Furthermore, sources at higher red-
shift (that should be available at advanced LIGO/Virgo
at design sensitivity) could significantly improve these
limits since, as we saw in eq. (50), in the low-z regime
the deviation of d gwL (z)/d
em
L (z) from 1 is proportional to
z.
B. Source-by-source comparison of the luminosity
distance
Even if, for this single standard siren at low redshift,
the limits on δ(0) cannot be stringent, it is methodologi-
cally interesting to examine another way of placing such
a limit. In the previous analysis we have compared the
value of H gw0 obtained from this standard siren to the
value of H0 obtained from other, different, local probes,
such as type Ia SNe. Actually, what one directly mea-
sures with standard sirens is the GW luminosity distance,
and this is translated into a value of H gw0 by using the
information on the cosmological redshift of the source.
In turn, this requires subtracting the peculiar velocity
of the source from the measured redshift, which, for a
source at this small redshift, introduces a non-negligible
error. Another option is to compare directly the mea-
sured GW luminosity distance of this standard siren with
its own electromagnetic luminosity distance, which is ob-
tained by determining the distance to the host galaxy
NGC4993.8 The GW luminosity distance to GW170817,
determined by the LIGO/Virgo observation, is [12]
d gwL = 43.8
+2.9
−6.9 Mpc . (60)
To measure accurately the electromagnetic luminosity
distance to a galaxy, such as NGC4993, which is too
distant for resolving its individual stars, there are only
a few methods that can provide high precision distance
measurements [76]. As discussed in [77], for NGC4993
three methods (Cepheids, tip of the red giant branch,
and Tully-Fisher relations) are impractical or impossi-
ble, while water masers or type Ia SNe have not been
observed in NGC4993. This leaves only surface bright-
ness fluctuations (SBF) as the only viable method. In the
SBF method one measures the pixel-to-pixel variance of
the integrated stellar luminosity. For early-type galax-
ies, such as NGC4993, the contribution to this variance
7 Actually, the value δ(0) ' 0.062 is the prediction of the “mini-
mal” version of the RR model, where a parameter u0 is set to
zero, see Section VI.
8 We thank the referee for suggesting this comparison.
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is dominated by stars on the red-giant branch. For pix-
els of fixed angular size, the ratio of the variance to the
mean surface brightness scales as (1/d emL )
2. The distance
is then obtained by calibrating the absolute magnitude
on the mean properties of the stellar population. With
the resolution available at space-based telescopes such as
the Hubble Space Telescope, this is the most accurate
method for distance measurement for early-type galaxies
in the range 10− 100 Mpc. Using this method, the elec-
tromagnetic luminosity distance to NGC4993 has been
determined in [77] to be
d emL = 40.7± 1.4 (stat)± 1.9 (sys) Mpc . (61)
From eq. (50), neglecting again the O(z2) term,
δ(0) =
d emL − d gwL
zd emL
. (62)
Using eqs. (60) and (61) we then find
δ(0) = −7.8+9.7−18.4 , (63)
where we have combined in quadrature the statistic and
systematic errors in eq. (61), and the upper or, respec-
tively, lower errors in eq. (60) (as well as the error on
the redshift, which however contributes negligibly). In-
dependently of the method used, or of the assumptions
used in the determination of H gw0 , we find that δ(0) is al-
ways well consistent with zero within 1σ, as we expected
at this level of accuracy.
Observe that the technique based on the direct com-
parison of the gravitational and electromagnetic luminos-
ity distances, at least in the case of GW170817, gives a
slightly smaller error, at least compared to eqs. (57) and
(58). More importantly, the method based on the com-
parison of H gw0 obtained from a standard siren (or from a
set of standard sirens) with the value of H0 obtained with
a set of standard candles, and the method based on the
comparison of d emL with d
gw
L on a source-by-source basis
have different systematic errors; for instance, the latter
method circumvents the problem of determining the pe-
culiar velocity of the host galaxy. Therefore, whenever
possible, a comparison of the results of the two methods
would increase the confidence in the analysis. However,
the surface brightness fluctuations method is accurate
only for galaxies at distances less than about 100 Mpc.
For sources at larger distances we expect that it will in
general become more effective the comparison between
the inferred value of H gw0 and the value of H0 from local
electromagnetic measurements (furthermore, increasing
the redshift, the uncertainty due to the peculiar velocity
becomes less relevant).
Eventually, for sources with redshift for which the sim-
ple Hubble law approximation to the luminosity distance
is no longer appropriate, and the full dependence of dL on
ΩM and on the dark energy density enters, we need a full
cosmological analysis, in combination with other datasets
that reduce the degeneracies among these parameters, as
we will discuss in the next section.
V. MEASURING {w0, wa,Ξ0, n} WITH
STANDARD SIRENS AT LARGE REDSHIFT
We next discuss the prospects for measuring modified
GW propagation and the dark energy EoS for sources at
larger redshift, as appropriate for LISA and ET. While a
large part of our discussion is general, the specific com-
parison with observations will be made using sources (bi-
nary neutron stars) and the sensitivity appropriate for
ET.
A. Understanding the role of degeneracies
Before moving directly to the results of our MCMC
runs, it is useful to understand in physical terms why the
parameter Ξ0 [or, more generally, the function δ(z) that
describes modified GW propagation] can be more rele-
vant than w0 [or, more generally, of the DE EoS wDE(z)],
for studies of DE with standard sirens. To this purpose,
let us first start from a simple wCDM model, with a
fixed value of w0, and let us ask how a set of measure-
ments of the luminosity distances with standard sirens
could help in discriminating it from ΛCDM. For wCDM,
wDE(z) = w0 is constant and eq. (4) gives
ρDE(z)/ρ0 = ΩDE(1 + z)
3(1+w0) , (64)
where ΩDE is fixed in terms of ΩM by the flatness condi-
tion, ΩM + ΩDE = 1. Thus,
dL(z;H0,ΩM , w0) =
1 + z
H0
(65)
×
∫ z
0
dz˜√
ΩM (1 + z)3 + (1− ΩM )(1 + z)3(1+w0)
,
where we have written explicitly the dependence of dL
on the cosmological parameters. Let us first consider
∆dL
dL
≡ dL(z;H0,ΩM , w0)− d
ΛCDM
L (z;H0,ΩM )
dΛCDML (z;H0,ΩM )
. (66)
This is the relative difference between the luminosity dis-
tance in wCDM with a given value of w0, and the lu-
minosity distance in ΛCDM (where w0 = −1), at fixed
ΩM , H0. For w0 = −1.1 this quantity is shown as the
green, dot-dashed curve in Fig. 4, while for w0 = −0.9 it
is given by the green, dot-dashed curve in Fig. 5.
However, this is not the quantity relevant to obser-
vations. The only way of obtaining reasonably accurate
values of both H0 and ΩM , currently, is to use the Planck
CMB data, in combination with other datasets such as
baryon acoustic oscillations (BAO) and supernovae, as-
sume a cosmological model, and determine H0 and ΩM
through Bayesian parameter estimation in that model.9
9 At least for H0, one might argue that one can use the value from
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FIG. 4. The relative difference ∆dL/dL between wCDM with
w = −1.1 and ΛCDM. Green, dot-dashed curve: using the
same values of ΩM , H0 for the two models. Magenta, dashed
curve: using in each model its own best-fit values of ΩM , H0.
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FIG. 5. The relative difference ∆dL/dL between wCDM with
w = −0.9 and ΛCDM. Green, dot-dashed curve: using the
same values of ΩM , H0 for the two models. Magenta, dashed
curve: using in each model its own best-fit values of ΩM , H0.
In other words, if we want to compute the prediction of
wCDM (with a given w0) for the luminosity distance, we
must not only use the chosen value of w0 in eq. (65), but
we must also use the predictions of wCDM for ΩM and
H0, that are obtained by comparing wCDM (with the
chosen value of w0) to CMB+BAO+SNe and perform-
ing the corresponding parameter estimation. This must
be compared with the prediction of ΛCDM, which is of
course also obtained using in eq. (65) the values of ΩM
and H0 obtained by fitting the same dataset to ΛCDM.
Thus the relevant quantity, when comparing the predic-
tions of wCDM with a given w0 to the predictions of
ΛCDM, is not the relative difference given in eq. (66),
but rather(
∆dL
dL
)
≡ dL(z;H
w0
0 ,Ω
w0
M , w0)− dΛCDML (z;H0,ΩM )
dΛCDML (z;H0,ΩM )
,
(67)
local measurements, which is independent of the cosmology. In
any case, no sufficiently accurate measurement of ΩM can be
currently obtained without using the CMB data, and therefore
without assuming a cosmological model.
where we have denoted by Hw00 ,Ω
w0
M the values obtained
from parameter estimation in wCDM with the given w0,
and by H0,ΩM the values obtained in ΛCDM (more pre-
cisely, one should use the relative priors in the two mod-
els; in this discussion we will use the best-fit values for
making the presentation simpler). One might think that
this is a point of details, and that it will not change the
order of magnitudes involved. However, this is not true,
and the effect of parameter estimation is quite signifi-
cant. This can be understood by observing that, when
we perform Bayesian parameter estimation, we are ba-
sically comparing the predictions of a model to a set of
fixed distance indicators, such as the scales given by the
peaks of the CMB, or the BAO scale, or the observed lu-
minosity distances of type Ia SNe. Thus, the best-fit val-
ues of the cosmological parameters in a modified gravity
model change, compared to their values in ΛCDM, just
in the direction necessary to compensate the change in
luminosity distance (or in comoving distance, or in an-
gular diameter distance) induced by the non-trivial DE
EoS, so that in the end the luminosity distance at large
redshift retains basically the same value.
In order to check and quantify this statement, we have
run a series of Markov Chain Monte Carlo (MCMC),
fitting both ΛCDM and wCDM (with w0 = −1.1 and
with w0 = −0.9) to the same dataset of cosmological ob-
servations. In particular, we use the CMB+BAO+SNe
dataset described in detail in section 3.3.1 of [38], that
includes Planck CMB data for temperature and polar-
ization, a compilation of isotropic and anisotropic BAO
measurements, and the JLA supernovae dataset. For
such datasets, Bayesian parameter estimation for ΛCDM
gives the best-fit parameters
H0 = 67.64 , ΩM = 0.3087 . (68)
In contrast, for wCDM with w0 = −1.1 we get
H0 = 70.096 , ΩM = 0.2908 , (69)
while, for wCDM with w0 = −0.9, we find
H0 = 65.658 , ΩM = 0.32406 . (70)
The magenta dashed curves in Figs. 4 and 5 show the
relative difference in luminosity distance (67), obtained
using for each model its own best-fit values of H0 and
ΩM . We see two important effects.
1. At redshifts z >∼ (1 − 2) the relative difference of
luminosity distances becomes much smaller (in ab-
solute value) than that obtained by keeping ΩM
and H0 fixed (and given by the green dot-dashed
curves), and this suppression is of about one or-
der of magnitude. For instance, for w0 = −1.1,
keeping fixed ΩM and H0, the relative difference of
luminosity distances at z = 2 is 1.77%, while, once
parameter estimation in the respective models is
taken into account, this becomes −0.16%, with a
drop in absolute value of about a factor of 10.
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FIG. 6. The relative difference ∆dL/dL between the nonlocal
RR model and ΛCDM. Green, dot-dashed curve: using the
same values of ΩM , H0 for the two models. Magenta, dashed
curve: using in each model its own best-fit values of ΩM , H0.
Blue solid curve: the relative difference using, for the RR
model, the GW luminosity distance (and the respective best-
fit values of ΩM , H0 for the two models).
2. As z → 0, the green curves in Figs. 4 and 5 go
to zero. This is of course a consequence of the
fact that, for z  1, eqs. (1) and (2) reduce to
dL(z) ' H−10 z, and to compute the green curves
we have used the same value of H0 in the two mod-
els. In contrast, the magenta curves do not go to
zero, since for each model we are using its own
value of H0. Observe that the fact that the rel-
ative difference (67) does not go to zero at z = 0
is precisely the reason that allows the LIGO/Virgo
measurement of H0 to have potentially interesting
cosmological consequences. Bayesian parameter es-
timation to the CMB data in different cosmological
models predict different values of H0, and therefore
a local measurement of H0, whether with standard
candles or with standard sirens, can discriminate
among different cosmological models.
If GW propagation is the same as in GR, the “signal”
that we must detect with standard sirens, to distinguish
the modified gravity model from ΛCDM, is then given by
the magenta lines in Fig. 4 and 5 and is much smaller, in
absolute value, than the signal that would be obtained if
H0 and ΩM were externally fixed quantities, determined
independently of the cosmological model. Let us assume
now that, in the modified gravity theory, on top of a
modified DE EoS, there is also a modified GW propaga-
tion. Then, for standard sirens, the relevant quantity is
the GW luminosity distance d gwL (z) given by eq. (20). In
particular, for models (such as the RR model) where the
parametrization (22) is valid, at the redshifts z >∼ 0.5− 1
relevant for LISA and ET, in the modified gravity model
d gwL (z) basically differs from d
em
L (z) by the factor Ξ0.
In contrast, in ΛCDM the luminosity distance for stan-
dard sirens is the same as the standard electromagnetic
luminosity distance. Thus, the relevant quantity for dis-
criminating a modified gravity model from ΛCDM is now(
∆dL
dL
)gw
≡ d
m,gw
L (z;H
m
0 ,Ω
m
M )− dΛCDML (z;H0,ΩM )
dΛCDML (z;H0,ΩM )
.
(71)
where the superscript “m” denotes the quantities rela-
tive to the modified gravity model. Writing dm,gwL '
Ξ0d
m,em
L , we get(
∆dL
dL
)gw
' (Ξ0 − 1)d
m,em
L (z;H
m
0 ,Ω
m
M )
dΛCDML (z;H0,ΩM )
+
dm,emL (z;H
m
0 ,Ω
m
M )− dΛCDML (z;H0,ΩM )
dΛCDML (z;H0,ΩM )
' (Ξ0 − 1) +
(
∆dL
dL
)
. (72)
The last term is the relative difference in the electromag-
netic luminosity distances introduced in eq. (67). We
have seen in the example of wCDM with w0 = −0.9 or
−1.1 that, even if w0 differ from −1 by 10%, eventually,
because of the compensating effect of H0 and ΩM , this
term in absolute value is only of order (0.1−0.2)%. Thus,
if Ξ0 differs from one by more than this, it will dominate
the signal.
This is indeed what happens in the RR model, where
wDE(z) differs from −1 by about 10%, similarly to the
wCDM model with w0 = −1.1, and |Ξ0− 1| ' 3%, as we
see from Fig. 3. The situation for the relative difference
of luminosity distances in the RR model is illustrated in
Fig. 6, where the green and magenta curves are obtained
as in Fig. 4 and 5, while the blue solid curve is the rela-
tive difference of luminosity distances (71) where, for the
RR model, we use the GW luminosity distance (while,
of course, for ΛCDM the GW luminosity distance is the
same as the electromagnetic one). We see that the “sig-
nal” that allows us to distinguish the RR model from
ΛCDM, represented by the blue curve, is much larger,
in absolute value, than that obtained neglecting modi-
fied GW propagation, represented by the dashed magenta
curve.
These results indicate that, in a generic modified grav-
ity theory where GW propagation differs from GR, the
measurement of luminosity distances of standard sirens
should in general be more sensitive to modified prop-
agation than to the DE EoS. It also implies that the
prospects for detecting deviations from ΛCDM are bet-
ter than previously expected.10
10 Of course, in a given specific modified gravity model, the function
δ(z) could simply be zero, or anyhow such that |δ(z)|  |1 +
wDE(z)|, in which case the main effect would come from wDE(z);
what our argument shows is that, in a generic modified gravity
model where the deviation of δ(z) from zero and the deviation
of wDE(z) from −1 are of the same order, the effect of δ(z)
dominates; see also the discussion in [37].
13
B. Standard sirens and modified gravity with the
Einstein Telescope
We now wish to determine more quantitatively the
prospects for studying dark energy and modified gravity
with future GW experiments, using the MCMC method
for standard sirens combined with CMB+BAO+SNe
data. For definiteness we will focus on ET. At its pro-
jected sensitivity, ET could have access to binary neu-
trons star (BNS) mergers up to redshifts z ∼ 8, corre-
sponding to 105 − 106 events per year [26]. However,
only a fraction of the GW events will have an observed
associated γ-ray burst. Estimates of the probability of
observing the γ-ray burst are quite uncertain, depending
on the opening angle of the jet (typically estimated be-
tween 5◦ and 20◦) and of the efficiency of the network of
existing and future γ-ray telescopes [78]. A typical work-
ing hypothesis is that ET might observeO(103) toO(104)
BNS with electromagnetic counterpart over a three-year
period [26, 27, 78].11
We then proceed as follows. We generate a cata-
log of BNS detections for ET, with Ns = 10
3 source,
all taken to have an electromagnetic counterpart. We
choose a fiducial model, that we take to be ΛCDM with
H0 = 67.64 and ΩM = 0.3087, and we generate our sim-
ulated catalog of events by assuming that, for a source
at redshift zi, the actual luminosity distance will be
dΛCDML (zi;H0,ΩM ). The measured value of the luminos-
ity distance is then randomly extracted from a Gaussian
distribution centered on dΛCDML (zi;H0,ΩM ), and with a
width σi ≡ ∆dL(zi) obtained from an estimate of the er-
ror on the luminosity distance at ET. For this error, we
add in quadrature the instrumental error and the error
due to lensing,
∆dL(z)
dL(z)
=
[(
∆dL(z)
dL(z)
)2
ET
+
(
∆dL(z)
dL(z)
)2
lensing
]1/2
.
(73)
For the instrumental error we assume the expression
given in [27],(
∆dL(z)
dL(z)
)
ET
' 0.1449z − 0.0118z2 + 0.0012z3 , (74)
while for the error due to lensing we use the estimate [26,
27] (
∆dL(z)
dL(z)
)
lensing
' 0.05z . (75)
Observe that, at ET, the error due to lensing is subdom-
inant compared to the estimate of the instrumental error
in eq. (74).
11 Information of the redshift could also be obtained statistically, by
exploiting the narrowness of the neutron star mass function (see
[30] and references therein) or by using tidal effects in neutron
stars [79]. In this paper we restrict to sources with detected
counterpart.
To generate our catalog of events we use the standard
expression of the number density of the observed events
between redshift z and z + dz, which is given by f(z)dz,
where
f(z) =
4piN r(z)d2L(z)
H(z)(1 + z)3
, (76)
(see e.g. [27]) and r(z) is the coalescence rate at red-
shift z.12 The normalization constant N is determined
by requiring that the total number of sources Ns be given
by
Ns =
∫ zmax
zmin
dz f(z) . (77)
We take zmax = 2, as in [27], to have a typical signal-
to-noise ratio above 8, and we also use a lower cutoff
zmin to exclude sources for which a modelisation of the
local Hubble flow is necessary, before including them in
the analysis. This cutoff can be estimated by observing
that typical uncertainties on the recessional velocities of
galaxies are around 150 − 250 km/s [18]. In the small-z
regime, where dL(z)H0 ' z and z ' v/c, the error on
the Hubble parameter is given by(
∆H0
H0
)2
'
(
∆v
v
)2
+
(
∆dL
dL
)2
. (78)
Setting ∆v = 200 km/s, v = zc, and using eq. (74) (that,
in the low-z regime, can be approximated by the first
term), we get(
∆H0
H0
)2
'
(
6.67× 10−4
z
)2
+ (0.15z)2 . (79)
Observe that ∆v/v goes as 1/z, dominating at low red-
shifts, while ∆dL/dL is basically proportional to z (be-
cause it is proportional to the inverse of the signal-to-
noise ratio). Therefore there is an optimal redshift where
∆H0/H0 is minimum, whose value depends of course on
the sensitivity of the detector. For the sensitivity given in
eq. (74), we get zmin ' 0.07, corresponding to a distance
dL ' 290 (0.7/h0) Mpc, where h0 is defined as usual by
H0 = 100h0km s
−1 Mpc−1.
For r(z) we follow [25, 27, 34] and we use the form
r(z) = (1 + 2z) for z ≤ 1, r(z) = (15 − 3z)/4 for 1 <
12 Equation (76) is derived by observing that the comoving vol-
ume between comoving distances dc(z) and dc(z) + d(dc) is
4pid2c(z)d(dc). One then uses d(dc) = [d(dc)/dz]dz = dz/H(z),
and dc(z) = dL(z)/(1 + z). Thus the observed event distribu-
tion is proportional to 4pi(dn/dtobs)d
2
L(z)/[H(z)(1 + z)
2] where
dn/dtobs is the number of events per unit time in the observer
frame. Time in the observer frame, tobs, is related to time in the
source frame, ts, by dtobs = (1 + z)dts, which provides the extra
factor of (1 + z) at the denominator. Thus r(z) is the number of
event per unit time, with respect to the unit of time relevant at
redshift z.
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FIG. 7. A sample of 1000 sources distributed in redshift ac-
cording to eq. (76), and scattered in dL(z) according to the ET
error estimate (74). The black and red curves show the theo-
retical prediction for dL(z) and the 1σ ET error, respectively.
The cosmological model assumed is ΛCDM with ΩM = 0.3087
and H0 = 67.64.
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FIG. 8. The distribution of sources as a function of redshift
z < 5, and r(z) = 0 for z ≥ 5, that is based on a fit
to the observationally determined star formation history
discussed in [80]. A sample of the luminosity distance of
1000 sources generated according to these distributions
is shown in Fig. 7, while in Fig. 8 we show their number
distribution, as a function of redshift.
We then run a MCMC, using the CLASS Boltzmann
code [81]. For the baseline ΛCDM model we use the stan-
dard set of six independent cosmological parameters: the
Hubble parameter today H0 = 100h km s
−1Mpc−1, the
physical baryon and cold dark matter density fractions
today ωb = Ωbh
2 and ωc = Ωch
2, respectively, the ampli-
tude As and tilt ns of the primordial scalar perturbations,
and the reionization optical depth τre. We keep the sum
of neutrino masses fixed, at the value
∑
νmν = 0.06 eV,
as in the Planck baseline analysis [17]. We then extend
ΛCDM by adding different combinations of w0, wa, Ξ0
and n, as specified below, assuming for the GW luminos-
ity distance the form (22), and we study to what accuracy
we are able to recover the values of our fiducial ΛCDM
model.
As already discussed in [27, 34], because of the degen-
eracies with H0 and ΩM , limited information can be ob-
tained on w0 and wa by using only standard sirens. This
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FIG. 9. The 1σ and 2σ contours of the two-dimensional likeli-
hood in the (ΩM , H0) plane in ΛCDM, with the contribution
from CMB + BAO + SNe (red), the contribution from 103
standard sirens at ET (gray) and the overall combined con-
tours (blue).
also extends to Ξ0. Indeed, using 10
3 standard sirens
and no other datasets in our MCMC, using (w0,Ξ0) as
extra parameters with respect to ΛCDM, fixing for def-
initeness n to the value n = 5/2 predicted by the min-
imal RR model, and computing the corresponding one-
dimensional marginalized likelihoods for w0 or for Ξ0,
we find that w0 and Ξ0 can be measured with an error
∆w0 = 0.41 and ∆Ξ0 = 0.17, respectively. As expected,
this level of accuracy is not very interesting, particularly
for w0, and we need other cosmological datasets to break
the degeneracies. In particular we use the same CMB,
BAO and SNe datasets that we used in our previous stud-
ies of the RR model, namely the Planck temperature and
polarization power spectra [82], the JLA SNe dataset [83]
and a set of isotropic and anisotropic BAO data (see Sec-
tion 3.3.1 of [38] for details). We begin by studying how
the inclusion of standard sirens improves the estimate of
H0 and ΩM in ΛCDM, and we will then examine exten-
sions of the dark-energy sector parametrized by different
combinations of the parameters w0, wa,Ξ0 and n.
1. ΛCDM
We first study the effect of including standard sirens in
the parameter estimation of ΛCDM. In this case the lumi-
nosity distance depends only on H0 and ΩM , so these are
the parameters on which the inclusion of standard sirens
has the most significant impact. Fig. 9 shows the two-
dimensional likelihood in the (ΩM , H0) plane in ΛCDM,
comparing the contribution from CMB + BAO + SNe
(red) to the contribution from 103 standard sirens at ET
(gray), and the overall combined contours.
From the corresponding one-dimensional likelihoods
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we find that, using CMB + BAO + SNe + standard
sirens, H0 and ΩM can be determined to an accuracy
∆H0
H0
= 0.6% ,
∆ΩM
ΩM
= 1.9% . (80)
By comparison, using the same CMB + BAO + SNe
dataset but without standard sirens, we find
∆H0
H0
= 0.7% ,
∆ΩM
ΩM
= 2.1% . (81)
By itself, the improvement due to 103 standard sirens
is therefore relatively small. However, standard sirens
have systematic errors completely different from those
of electromagnetic probes, and therefore their inclusion
significantly increases the confidence in a result. It is also
interesting to observe that, with standard sirens alone,
without combining them with other datasets, we already
get
∆H0
H0
= 0.9% ,
∆ΩM
ΩM
= 6.5% . (82)
In particular, the accuracy on H0 from standard sirens
alone is quite comparable to that from CMB data+ BAO
+ SNe but, contrary to SNe data, it does not make use
of any cosmological distance ladder.
2. wCDM
We next consider the wCDM model, where w0 is the
only extra parameter. Fig. 10 shows the 1σ and 2σ con-
tours of the two-dimensional likelihood in the (ΩM , w0)
plane. We show again the contours obtained by combin-
ing Planck CMB data, BAO and SNe (red), the contours
from 103 standard sirens at ET (gray), and the total com-
bination Planck CMB data+ BAO + SNe + standard
sirens (blue). From the corresponding one-dimensional
marginalized likelihood we get
∆w0 = 0.045 , (83)
with CMB + BAO + SNe, and
∆w0 = 0.031 , (84)
when adding also 103 standard sirens at ET.
3. (w0, wa) parametrization
We next consider the (w0, wa) parametrization (5).
Fig. 11 shows the two-dimensional likelihood in the
(w0, wa) plane, displaying as before the combined con-
tribution from CMB + BAO + SNe (red), the contribu-
tion from 103 standard sirens at ET (gray), and the total
combined result (blue).
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FIG. 10. The 1σ and 2σ contours of the two-dimensional like-
lihood in the (ΩM , w0) plane in wCDM, with the contribution
from CMB + BAO + SNe (red), the contribution from 103
standard sirens at ET (gray) and the overall combined con-
tours (blue).
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FIG. 11. The two-dimensional likelihood in the (w0, wa)
plane, with the combined contribution from CMB + BAO
+ SNe (red), the contribution from 103 standard sirens at ET
(gray), and the total combined result (blue).
From the corresponding one-dimensional likelihoods
we find that w0 and wa can be reconstructed with the
accuracy
∆w0 = 0.140 , ∆wa = 0.483 . (85)
for CMB+BAO+SNe, and
∆w0 = 0.099 , ∆wa = 0.313 (86)
when adding 103 standard sirens. Following [27, 84–86],
it is convenient to express the results in terms of the
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constraint on w(z) at the best pivot redshift zp, defined
as the value of redshift for which w(z) is best constrained.
For the (w0, wa) parametrization, the pivot scale factor
ap is obtained by minimizing 〈(δw0+(1−a)δwa)2〉, where
(∆w0)
2 = 〈(δw0)2〉 and (∆wa)2 = 〈(δwa)2〉. This gives
1− ap = −〈δw0δwa〉
(∆wa)2
, (87)
and is in the cosmological past if the correlation 〈δw0δwa〉
is negative. One can then show [86] that, at the Fisher
matrix level, i.e. assuming that the likelihood is gaussian
in all parameters, the error on wp ≡ w(zp) is the same
as the error on w0 in the wCDM model. For the pivot
redshift, given by 1 + zp = 1/ap, eq. (87) gives
zp = −
(
1 +
∆wa
ρ∆w0
)−1
, (88)
where
ρ ≡ 〈δw0δwa〉
∆w0∆wa
(89)
is the correlation coefficient of w0 and wa. The corre-
sponding error on wp is then given by
∆wp = ∆w0
√
1− ρ2 . (90)
Using the values for ∆w0 and ∆wa found in eq. (86), and
the corresponding value ρ = −0.909 from our MCMC,
and inserting them into eqs. (88) and (90), we get
zp = 0.402 , ∆wp = 0.041 . (91)
Observe that this value of ∆wp is larger, but consistent,
with the value of ∆w0 given in eq. (84).
Our results for the (w0, wa) parametrization can be
compared with those of ref. [27], since we have followed
their strategy for generating the catalogue of sources,
through eqs. (74) and (76), and we are using the same
number of standard sirens, Ns = 10
3. With respect to
ref. [27] we are performing a full MCMC, rather than
a Fisher matrix analysis, and we are using the actual
Planck 2015 likelihoods (rather than the forecasts for
Planck available at the time when ref. [27] was written),
as well as more recent data for SNe and BAO. Com-
bining 103 standard sirens with CMB+BAO+SNe, and
using the same distribution of sources, in ref. [27] was
found ∆w0 = 0.045, ∆wa = 0.174, and ∆wp = 0.019 at a
pivot redshift zp = 0.313. We notice that our results for
∆w0, ∆wa and ∆wp are larger by about a factor of two.
This is likely due to the fact that we have used the ac-
tual likelihoods of Planck, rather than the forecast used
in ref. [27].
4. (Ξ0, w0) parametrization
We finally introduce the parameter Ξ0 in our exten-
sion of ΛCDM, writing the GW luminosity distance as
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FIG. 12. The two-dimensional likelihood in the (Ξ0, w0)
plane, with the combined contribution from CMB + BAO
+ SNe (red), the contribution from 103 standard sirens at ET
(gray), and the total combined result (blue).
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FIG. 13. The two-dimensional likelihood in the (Ξ0, H0)
plane, with the combined contribution from CMB + BAO +
SNe (red), the contribution from 103 standard sirens (gray),
and the total combined result (blue).
in eq. (22) (with n = 5/2), and taking (Ξ0, w0) as the
parameters that describe the DE sector of the theory.
Again, we assume ΛCDM as our fiducial model, so in
particular our fiducial values for these parameters are
Ξ0 = 1 and w0 = −1.
Fig. 12 shows the two-dimensional likelihood
in (Ξ0, w0) plane, displaying the limit from
CMB+BAO+SNe (which is insensitive to modified
GW propagation, and hence to Ξ0), the separate
contribution from standard sirens, and the com-
bined limit from CMB+BAO+SNe+standard sirens.
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SNe (red), the contribution from 103 standard sirens (gray),
and the total combined result (blue).
From the corresponding one-dimensional likelihoods,
we find that the limit from the total combination
CMB+BAO+SNe+standard sirens is
∆Ξ0 = 0.008 , ∆w0 = 0.032 . (92)
We see that Ξ0 can be measured to a precision four times
better than w0, consistently with the discussion in Sec-
tion V A. Comparing with eq. (84) we also observe that
introducing the parameter Ξ0 basically does not degrade
the accuracy on w0.
Figs. 13 and 14 show the analogous two-dimensional
likelihoods in the (Ξ0, H0) plane and in the (Ξ0,ΩM )
plane, respectively. For the relative error on H0 we find
that, using CMB + BAO + SNe, ∆H0/H0 = 1.8%, while
adding also 103 standard sirens at ET this reduces to
∆H0
H0
= 1.0% . (93)
Note that, using only standard sirens, without combining
them with other datasets, we get
∆H0
H0
= 2.8% . (94)
Once again, this is of course larger than the value ob-
tained combining with CMB + BAO + SNe, but is
still an interesting result, since it is an almost model-
independent measure, in which the cosmological model
only enters through the possibility of modified GW prop-
agation. Note also that the values in eqs. (93) and (94)
are larger than the values in eqs. (80) and (82), respec-
tively, because here we have introduced the extra pa-
rameters Ξ0 and w0, and the marginalization over these
parameters of course increases the error.
These plots also clearly show that standard sirens alone
do not give sufficiently strong constraints on Ξ0, because
of the degeneracies with ΩM andH0, but combining them
with CMB + BAO + SNe drastically reduces the degen-
eracies, and provides interesting constraints.
5. Accuracy on n
We finally study the accuracy that can be obtained on
the parameter n. Running MCMC chains adding also
this parameter to the (Ξ0, w0) pairs starts to become
computationally quite expensive. We will then begin
with a simple order-of-magnitude estimate. As a first
approximation, we can ask what variation ∆n would in-
duce a change on d gwL (z)/d
em
L (z) in eq. (22), of the same
order as a given variation ∆Ξ0, i.e. we impose∣∣∣∣ ∂∂n
(
Ξ0 +
1− Ξ0
(1 + z)n
)∣∣∣∣∆n
=
∣∣∣∣ ∂∂Ξ0
(
Ξ0 +
1− Ξ0
(1 + z)n
)∣∣∣∣∆Ξ0 . (95)
This gives
∆n =
∆Ξ0
|1− Ξ0|
(1 + z)n − 1
log(1 + z)
. (96)
Note that this expression correctly reproduces the fact
that, for Ξ0 → 1, the dependence on n disappears in
eq. (22), so n becomes more and more difficult to mea-
sure. The above result is valid for a single source at red-
shift z. For a population of sources, we should average
the redshift-dependent term in the right-hand side over
the redshifts of the sources. As we will see in the next
section, for ET the result is dominated by sources with
low redshift, so an expansion of this term to first order
in z is a reasonable first approximation. In that case we
get
∆n
n
' ∆Ξ0|1− Ξ0| . (97)
As an example, for the minimal RR model Ξ0 '
0.970 and, using 103 standard sirens combined with
CMB+BAO+SNe, we have found that, when using
(Ξ0, w0) to parametrize the DE sector, ∆Ξ0 ' 0.008.
In this case, the estimate (97) suggests that we should
be able to measure ∆n to an accuracy ∆n/n ' 0.3. Note
however that this is the accuracy that would be obtained
by keeping Ξ0 fixed, and using only n as a free parameter.
In practice, one will have to vary both parameters simul-
taneously, and the resulting degeneracies would induce
significantly larger errors.
It is interesting to study more in detail the limiting case
Ξ0 → 0, that, as discussed above eq. (26), corresponds
to the case of constant δ. We have then run a further
MCMC setting Ξ0 = 0, w0 = −1, wa = 0 and using n
as the only free parameter in the DE sector, restricted
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FIG. 15. The two-dimensional likelihood in the (n,H0) plane,
from 103 standard sirens at ET.
to the range n ≥ 0. The corresponding two-dimensional
likelihood in the (n,H0) plane is shown in Fig. 15, us-
ing only standard sirens. Given that the mock standard
sirens catalog has been generated assuming ΛCDM, we
find that the one-dimensional likelihood for n is peaked
very close to n = 0, and, at the 1σ level, we get the bound
n ≤ 0.221 . (98)
Note that, since we have fixed Ξ0, th error on n can no
longer be related to ∆Ξ0, as in eq. (96). Rather, the
effect of the degeneracies with H0 and ΩM , that when
we vary Ξ0 is responsible for ∆Ξ0, is now responsible for
the error on n.
VI. TESTING THE RR MODEL WITH ET
In the previous section we considered different subsets
of the (w0, wa,Ξ0, n) parametrization and we fixed the
number of standard sirens to a plausible value, to com-
pute the corresponding accuracy that can be obtained
on these parameters. In this section we rather consider
a specific modified gravity model, namely the RR non-
local model, and we ask what is the minimum number
of standard sirens required to distinguish it from ΛCDM
with ET. We have seen below eq. (22) that the model
predicts Ξ0 ' 0.970 (when a parameter u0 = 0, see be-
low), so a measurement at a level ∆Ξ0 = 0.03 or better
is necessary. From eq. (92) we already understand that
103 standard sirens should indeed be sufficient. However,
having at our disposal a concrete model, with a specific
prediction both for d gwL (z)/d
em
L (z) and for wDE(z), and
using the results for the Bayesian parameter estimation
for this model from CMB+BAO+SNe data performed in
[38], allows us to perform a more detailed study, as a
function of the number of sources.
A. The model
The field-theoretical motivations for the model, the
conceptual issues related to the introduction of nonlo-
cal terms, as well as its cosmological predictions, have
been discussed in detail in [38, 52]. Here we simply
mention that the basic physical idea is that, even if the
fundamental action of gravity is local, the correspond-
ing quantum effective action, that includes the effect of
quantum fluctuations, is nonlocal. These nonlocalities
are well understood in the ultraviolet regime, where their
computation is by now standard textbook material [87–
89], but are much less understood in the infrared (IR),
which is the regime relevant for cosmology. IR effects
in quantum field theory in curved space have been stud-
ied particularly in de Sitter space where strong effects,
due in particular to the propagator of the conformal
mode [90], have been found. It has a priori possible that
quantum fluctuations in the IR generate in the quantum
effective action nonlocal terms associated to a dynami-
cally generated mass scale (see in particular the discus-
sion in Section 2.3 of [38]), and proportional to inverse
powers of the d’Alembertian operator. For instance, in
QCD the strong IR fluctuations generate a term [91–93]
(m2g/2)Tr
∫
d4xFµν2
−1Fµν , that corresponds to a dy-
namical generation of a gluon mass. These considerations
have suggested the study of a model whose quantum ef-
fective action is
ΓRR =
m2Pl
2
∫
d4x
√−g
[
R− 1
6
m2R
1
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R
]
, (99)
where mPl is the reduced Planck mass and m is a new
mass parameter that replaces the cosmological constant
of ΛCDM. This model was proposed in [51], following
earlier work in [50]. The nonlocal term in eq. (99) cor-
responds to a dynamical mass generation for the confor-
mal mode of the metric [94, 95]. Recently, indications
in favor of this term has also been found from lattice
gravity [96]. The background evolution and cosmologi-
cal perturbations of the model have been studied in sev-
eral works [38, 51, 54–56, 73, 74, 97–99], and it has been
shown that the model fits the present cosmological data
remarkably well, at the same level as ΛCDM (see [38] for
review).13
A technical point that will be relevant in the follow-
ing is that the nonlocal model can be formally written
in local form by introducing two auxiliary fields U and S
defined by U = −2−1R and S = −2−1U , so that even-
tually one has to deal with a modified Einstein equation,
depending on the fields U and S, supplemented by the
equations 2U = −R and 2S = −U . At the conceptual
level, it is important to understand that these auxiliary
13 A different class of nonlocal models, where the nonlocal terms is
not associated to a mass scale, has been discussed in [100–103]
and in [104–106].
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fields do not represent genuine new degrees of freedom;
rather, their initial conditions are in principle fixed in
terms of the initial conditions on the metric (see the dis-
cussion in Section 2.4 of [38]). If one had a first-principle
derivation of the nonlocal quantum effective action from
the fundamental local theory, one would be able to com-
pute this relation explicitly.14 However, in the RR model
we do not currently have a derivation of the nonlocal term
from the fundamental theory, so in practice we must still
face the problem of how to choose the initial conditions
for these fields. Luckily it turns out that, out of the four
initial conditions on U, S, U˙ and S˙, at the level of cosmo-
logical background evolution three parametrize irrelevant
directions in parameter space, i.e. the solution obtained
setting these initial conditions to zero is an attractor,
and we only remain with the initial conditions u0 on the
field U , that is set deep in radiation dominance (RD),
and that parametrizes a marginal direction in parameter
space (i.e. a solution with u0 6= 0 is neither attracted
by the solution with u0 = 0, nor diverges exponentially
from it).
Thus, u0 is a “hidden” parameter of the model, that
enters through the initial conditions.15 We will first
study the model defined by u0 = 0, that we will call
the “minimal” RR model. However, a large value of u0
at the beginning of RD could be generated by a preced-
ing inflationary phase, which could lead to a value of u0
of order 4∆N , where ∆N is the number of inflationary
e-folds [52, 97], so for ∆N ' 60 we could have u0 ' 240.
It is therefore important to study also the case where u0
is large, say O(250). Unfortunately, the model with large
positive values of u0 gets closer and closer to ΛCDM, and
is therefore more difficult to distinguish from it. Still, we
will see that even the model with such a large value of u0
could be potentially detectable with a sufficiently large,
but not unrealistic, number of standard sirens.16 In the
following we will first discuss the prospects for discrim-
inating the minimal models from ΛCDM with standard
sirens combined with CMB+BAO+SNe, and we will then
turn to the case of large u0.
14 Indeed, in two-dimensional gravity, the quantum effective ac-
tion induced by conformal matter fields can be computed ex-
actly, by integrating the conformal anomaly, and gives rise to
the well-known Polyakov quantum effective action, proportional
to R2−1R. Even in this case one could in principle localize the
theory by introducing U = −2−1R. In this case, where every-
thing is well under theoretical control, one can compute explicitly
the relation between the initial condition of U and that of the
metric, see Section 2.4 of [38].
15 It can also be shown that, at the level of cosmological perturba-
tions, the initial conditions on the perturbations of the auxiliary
fields, once taken to be of the order of the initial perturbations of
the metric (as expected from the fact that the initial conditions
of the auxiliary fields are fixed in terms of those of the metric),
give an effect which is numerically irrelevant, and therefore do
not introduce further freedom [38].
16 The RR model with such large values of u0 could also be distin-
guished from ΛCDM with future surveys such as Euclid [107].
B. Testing the “minimal” RR model
We wish to understand what is the minimum number
of standard sirens required to distinguish the RR model
from ΛCDM. To this purpose, we start by taking ΛCDM
as our fiducial model. We have then generated 104 sam-
ples each containing 1000 NS-NS binaries, distributed in
redshift according to eq. (76) and scattered in dL(z) ac-
cording to the estimate (73)–(75) of its error at ET, with
sources from zmin = 0.07 up to zmax = 2. Given a set of
simulated data di ≡ dL(zi), with error σi ≡ ∆dL(zi), we
can form the χ2 for ΛCDM
χ2ΛCDM =
Ns∑
i=1
[dΛCDML (zi;H0,ΩM )− di]2
σ2i
, (100)
where H0 = 67.64 and ΩM = 0.3087 are the fidu-
cial values for ΛCDM, obtained by fitting ΛCDM to
CMB+BAO+SNe data. Since the data di have been
extracted from a distribution that assumes that ΛCDM
(with these values of H0 and ΩM ) is the correct model,
by construction for large Ns the reduced chi-square
χ2ΛCDM/Ns will be of order one. Similarly, we can con-
struct the χ2 for the prediction of the (minimal) RR
model
χ2RR =
Ns∑
i=1
[dgw,RRL (zi;H
RR
0 ,Ω
RR
M )− di]2
σ2i
, (101)
where dgw,RRL is the GW luminosity distance of the RR
model and HRR0 and Ω
RR
M are the best-fit values for
the RR model obtained from CMB+BAO+SNe, ΩM =
0.2993 and H0 = 69.44.
17 Since the data have been gen-
erated according to ΛCDM, for sufficiently large Ns the
difference
∆χ2 = χ2RR − χ2ΛCDM (102)
will become sufficiently large to rule out the RR model.
We want to compute the minimum value of Ns for which
∆χ2 goes above a threshold for which one can say that
ΛCDM fits the data significantly better than RR. For def-
initeness, we take this threshold value to be equal to 6.
This choice is motivated by the fact that, when the like-
lihood is Gaussian and for models with the same number
of parameters, a conventional scale, slightly more con-
servative than the Jeffreys scale, states that |∆χ2| ≤ 2
implies statistical equivalence between the two models,
2<∼ |∆χ2|<∼ 5 suggests “weak evidence” in favor of the
model with lower χ2, and 5<∼ |∆χ2|<∼10 indicates “mod-
erate to strong evidence” in favor of the model with lower
χ2 [108]. We can of course also reverse the process, gener-
ating the data according to the GW luminosity distance
17 Of course, more accurately, one should compute a likelihood with
the corresponding priors, both for ΛCDM and for the RR model.
However, this would not affect significantly the conclusions.
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FIG. 16. Average and standard deviation of ∆χ2 = χ2RR −
χ2ΛCDM. The horizontal line corresponds to the threshold
value ∆χ2 = 6.
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FIG. 17. As in Fig. 16, restricting to sources with redshift
0.07 < z < 0.7.
of the RR model, and ask what is the minimum value of
Ns that is required to rule out ΛCDM, to the same signif-
icance. We have found that the procedure is completely
symmetric, within our statistical uncertainty, and for def-
initeness we show the plots obtained by using ΛCDM as
the fiducial model.
The result is shown in Fig. 16. First of all we observe
that ∆χ2 has a significant variability among the 104 real-
izations of the data that we have generated. We therefore
show, in Fig. 16 and in the following figures, the average
and the standard deviation of ∆χ2 over these realiza-
tions, along with the reference line ∆χ2 = 6. We see
that, on average, we need about 200 standard sirens to
tell the two models apart. However, because of the large
variability of ∆χ2, to exclude that the result is due to
statistical fluctuations one would rather need about 400
sources in the pessimistic case. On the other hand, from
the variability of ∆χ2 over the different realizations, it
also follows that in the more optimistic case O(50) stan-
dard sirens could already give a highly significant value
of ∆χ2.
In order to understand which sources contribute most
to this result, we have repeated the analysis limiting our-
selves to sources with redshift 0.07 < z < 0.7, and to
sources with 0.7 < z < 2. The results for ∆χ2 obtained
with sources with 0.07 < z < 0.7 is shown in Fig. 17,
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FIG. 18. As in Fig. 16, restricting to sources with 0.7 < z < 2.
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FIG. 19. As in Fig. 16, using the electromagnetic luminosity
distance of the RR model.
and the result from sources with 0.7 < z < 2 is shown in
Fig. 18. We see that, on average, it is enough to a have
about 40 standard sirens at 0.07 < z < 0.7, or about
350 at 0.7 < z < 2, to tell the two models apart. De-
pending on the specific realization, in the most optimistic
case it is sufficient to have about 15 standard sirens at
0.07 < z < 0.7, or about 150 at 0.7 < z < 2, while in
the most pessimistic case we need about 100 standard
sirens at 0.07 < z < 0.7, or about 800 at 0.7 < z < 2.
These results fully confirm the conclusions of the simpler
analysis performed in [37]. The fact that standard sirens
in the ‘low-z’ range 0.07 < z < 0.7 gives the dominant
contribution can be understood from the fact that, as we
see from Fig. 3, the ratio d gwL (z)/d
em
L (z) basically satu-
rates to a constant value beyond z >∼ 1 or, equivalently,
the function δ(z) is by now quite close to zero at z >∼ 1,
see Fig. 2. Thus, going at larger redshifts the signal from
modified GW propagation does not increase further, de-
spite the propagation across longer distances, while the
relative error in the luminosity distance increases approx-
imately linearly with z (apart from small quadratic and
cubic corrections), see eq. (74).
It is interesting to ask how much this result is affected
by the DE EoS of the RR model, and how much by mod-
ified GW propagation. To understand this point, we can
artificially switch off the effect of modified GW propa-
gation by using dem,RRL instead of d
gw,RR
L in eq. (101).
The corresponding result is shown in Fig. 19. We see
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FIG. 20. The DE EoS in the RR nonlocal model with u0 =
250.
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FIG. 21. The ratio d gwL (z)/d
em
L (z) in the RR nonlocal model
with u0 = 250, as a function of redshift (blue solid line) com-
pared to the fitting function (22) with n = 2.3 (dashed).
that now the required number of sources is significantly
higher. Indeed, now the average ∆χ2 goes above the
threshold only with about 1000 sources, while we found
in Fig. 16 that, including also modified GW propagation,
200 sources are enough. Note also that, without the ef-
fect of modified GW propagation, the lower 1σ fluctua-
tion does not even have a positive ∆χ2 with 1000 sources.
This clearly shows the importance of the effect of modi-
fied GW propagation.
C. The model for large values of u0
We now repeat the analysis for large values of the pa-
rameter u0. In Fig. 20 we show wDE(z) for u0 = 250.
We see that it is now much closer to the ΛCDM value
−1. Similarly, Fig. 21 shows the ratio d gwL (z)/d emL (z), as
well as the fitting function (22) with Ξ0 = 0.9978 and
n = 2.3. Note that in this case δ(0) ' 4.3× 10−3.
We can repeat the same analysis as in the case u0 = 0,
and determine, for a given value of u0, the minimum
number of standard sirens required to tell the model
apart from ΛCDM, using ET. Fig. 22 shows the result
for u0 = 250. Now, on average, almost 3000 sources are
needed (raising to about 6000 in the most pessimistic
case). This is a large number of sources, but still within
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FIG. 22. As in Fig. 16, for u0 = 250.
the number of standard sirens with electromagnetic coun-
terpart that could be observed with ET, depending on
the precise sensitivity (as well as on the capabilities of
future γ-ray networks). Furthermore, in this paper we
have limited ourselves to standard sirens with an elec-
tromagnetic counterpart, but further information can be
obtained using statistical methods, even in the absence
of counterparts, see footnote 11.
VII. PRIMORDIAL GWS AND MODIFIED
TRANSFER FUNCTION
A further consequence of modified GW propagation is
that the GW transfer function that connects a primordial
GW spectrum to that observed at the present epoch is
modified. Recall that the transfer function is defined by
h˜A(η0, k) = TGW(k)h˜A(ηin, k) , (103)
where η0 is the present value of conformal time and ηin
the initial value at which a primordial GW spectrum is
generated. Basically, in GR the transfer function is de-
termined by the fact that, as long as a tensor mode is
outside the horizon, it stays constant, while when it en-
ters inside the horizon it scales as 1/a(η) times oscillating
factors (see e.g. Section 19.5 of [42]). Therefore
h˜2(η0,k) ' 1
2
h˜2(ηin,k)
(
a∗(k)
a0
)2
, (104)
where a∗(k) is the value of the scale factor when the
mode with wavenumber k re-enters the horizon, a0 is the
present value of the scale factor, and the 1/2 comes from
the average over the oscillating factors. A more accurate
expression can be obtained following numerically the evo-
lution across the super-horizon and sub-horizon regimes.
If the GW propagation is modified as in eq. (13), inside
the horizon the GW amplitude scales as 1/a˜ rather than
1/a. As a result, the transfer function in modified gravity
22
is related to the GR transfer function by
Tmod grav(k) =
a˜∗(k)
a˜0
a0
a∗(k)
TGR(k)
=
a˜∗(k)
a∗(k)
TGR(k) , (105)
where, as in eq. (17) we can set a˜(0) = a(0) = 1 without
loss of generality. Similarly to eq. (20), we can rewrite
this as
Tmod grav(k) = TGR(k) exp
{∫ z∗(k)
0
dz′
1 + z′
δ(z′)
}
.
(106)
In a model where δ(z) goes to zero at large redshifts, as
the RR model, the integral saturates to its asymptotic
value already at small values of z, as in Fig. 3, so it is
equal to its asymptotic value 1/Ξ0, and is independent
of k,
Tmod grav(k) ' TGR(k) exp
{∫ ∞
0
dz′
1 + z′
δ(z′)
}
= Ξ−10 T
GR(k) . (107)
The factor Ξ−10 , that in the RR model is larger than one,
therefore enhances the GW amplitude compared to the
GR predictions.
For computing the evolution of the energy density in
GWs we must also take into account that G is replaced
by Geff(z). As discussed in Section III, in the RR model,
as well as in a broader class of modified gravity theo-
ries, once this effect is included the GW energy density
satisfies the usual scaling ρgw ∼ 1/a4, as in GR.
Thus, if we consider for instance the GW stochastic
background generated by inflation in a generic modified
gravity theory, there could in principle be two kind of
modifications. First, there could be a difference in the
production mechanism, because of a possible modified
dynamics at the inflationary epoch; and, second, ρgw
could evolve differently from the standard 1/a4 behav-
ior of GR. In the RR model, however, the effect of the
nonlocal term at the inflationary scale is utterly negligi-
ble [52, 109], so there is no modification in the genera-
tion of primordial GWs. Furthermore, we have seen in
Section III that, thanks to the relation (29), the behav-
ior ρgw(a) ∝ 1/a4 is preserved. These properties will be
shared by all modified gravity theories where the dynam-
ical dark energy term responsible for the late-time accel-
eration is negligible at the inflationary scale, and where
furthermore eq. (29) holds. As we have seen, the latter
is a general consequence of graviton number conserva-
tion. If these conditions are met, the prediction for the
present value of the energy density of the GW stochastic
background generated by inflation will be unaffected.
A correction due to modified GW propagation how-
ever appears whenever the relevant quantity is the GW
amplitude, rather that the GW energy density. In partic-
ular, in the computation of the temperature anisotropies
in the direction nˆ, the tensor contribution to ISW effect
is given by
δT
T
(η0, nˆ) = −1
2
ninj
∫ η0
ηdec
dη
(
∂hTTij (η,x)
∂η
)∣∣∣
x=(η0−η)nˆ
,
(108)
where hTTij (η,x) is the transverse-traceless metric pertur-
bation at conformal time η and position x, the prime is
the partial derivative with respect to η, and ηdec is the
conformal time at decoupling. The amplitude hTTij (η,x)
is computed by evolving the primordial GW amplitude
up to conformal time η. If, in a given modified gravity
theory, the amplitude at the production epoch is unaf-
fected, then its value at conformal time η will differ from
the value in GR by a factor
α(η) ≡ exp
{∫ z∗(k)
z(η)
dz′
1 + z′
δ(z′)
}
' exp
{∫ ∞
z(η)
dz′
1 + z′
δ(z′)
}
, (109)
so that eq. (108) can be written as
δT
T
(η0, nˆ) = −1
2
ninj
∫ η0
ηdec
dη (110)
×
(
∂[α(η)hTT,grij (η,x)]
∂η
)∣∣∣
x=(η0−η)nˆ
,
where hTT,grij (η,x) is the value computed in GR, by evolv-
ing to conformal time η a given primordial perturbation.
VIII. CONCLUSIONS
Studies of dark energy and modified gravity have usu-
ally focused on the dark energy equation of state wDE(z),
that affects the cosmological evolution at the background
level, or on the modification of scalar perturbations,
that affect for instance the growth of structure or weak
lensing. The main message of this paper is that there
is another potentially very interesting observable, that
parametrizes deviations from general relativity at the
level of tensor perturbations, and is given by the ratio
of the GW luminosity distance to the standard electro-
magnetic luminosity distance, d gwL (z)/d
em
L (z). This ob-
servable is relevant for GW experiments, that can probe
the expansion of the Universe through standard sirens.
The fact that GW propagation in modified gravity can
be different from GR has already been recognized in a
number of papers [37, 38, 43, 57, 63, 67–72]. In this pa-
per we have performed a detailed quantitative study of
this effect. We have seen in Section IV that a first, al-
though not very stringent, limit on modified GW propa-
gation already comes from the LIGO/Virgo measurement
of the luminosity distance of the NS binary coalescence
GW170817. We have then compared with the capabilities
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of the proposed Einstein Telescope, both using standard
sirens alone and combining them with other cosmological
datasets, such as CMB, BAO and SNe, in order to break
the degeneracies between cosmological parameters.
We have started our investigation from an explicit
modified gravity model, the so-called RR model, recently
proposed and developed by our group, and that is moti-
vated by the idea that quantum effects modify the quan-
tum effective action of gravity in the infrared through a
specific nonlocal term. This model has been shown to fit
remarkably well the current cosmological data, and also
provides an example of a concrete, predictive and well-
motivated model where GW propagation is modified and
the luminosity distance for GWs is different from that
of electromagnetic waves (despite the fact that in this
model GWs travel at the speed of light, therefore com-
plying with the existing limits).
A significant result, that we already anticipated in [37]
and we discussed in more detail in Section V A, is that
in a generic modified gravity model [where the deviation
of d gwL (z)/d
em
L (z) from 1 is of the same order as the de-
viation of wDE(z) from −1], the effect of d gwL (z)/d emL (z)
on standard sirens dominates on the effect of wDE(z).
This makes the detection of signs of the DE sector at
GW interferometers easier than previously thought. We
have confirmed this result through explicit computations
using MCMC, see in particular Fig. 12.
The explicit result of the RR model also suggested us
a more general parametrization of modified GW propa-
gation, in terms of the pair of parameters (Ξ0, n) given
in eq. (22). This parametrization fits extremely well the
explicit form of d gwL (z)/d
em
L (z) in the RR model, while
still being very simple, and is fixed naturally by the con-
dition that d gwL (z)/d
em
L (z) → 1 as z → 0, and by the
assumption that d gwL (z)/d
em
L (z) goes to a constant at
large redshift. The latter condition is expected to hold
in a large class of models, where the function δ(z) defined
in eq. (12) goes to zero at large redshift (as expected in
models where DE starts to affect the dynamics only in
the recent cosmological epoch). For these reasons, as
well as for its simplicity, it can be considered as a nat-
ural analogous of the (w0, wa) parametrization for the
DE EoS. Our analysis indicates that, as far as standard
sirens are concerned, Ξ0 and w0 are the two most impor-
tant parameters (with Ξ0 actually being the single most
important one), so, for standard sirens, a simple but still
meaningful truncation of the parameter space of the DE
sector can be to the pair (Ξ0, w0).
Using as an example the estimated sensitivity of the
Einstein Telescope, we have studied the accuracy that
can be obtained on these parameters by combining stan-
dard sirens at ET with CMB, BAO and SNe data. The
corresponding two-dimensional likelihoods for (Ξ0, w0),
(Ξ0, H0) and (Ξ0,ΩM ) are shown in Figs. 12–14. These
results are quite encouraging. In particular, as shown in
Section VI, the predictions of the “minimal” RR model
could be verified, or falsified, with just a few hundreds
standard sirens with electromagnetic counterpart, a fig-
ure that is well within the potential sensitivity of the Ein-
stein Telescope. Actually, even the version of the model
where a “hidden” parameter u0 has a value O(250),
which is much closer to ΛCDM, is testable with a num-
ber of standard sirens of order 103 − 104, which is still
consistent with expectations for ET.
The overall conclusion is that, as GW detectors will
begin to detect standard sirens at higher and higher red-
shifts, as already possible with LIGO/Virgo at design
sensitivity, and later with third generation ground-based
detectors such as the Einstein telescope and with the
space interferometer LISA, modified GW propagation,
as encoded e.g. in the parameter Ξ0, will become a key
observable.
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