Let D be a bounded Lipschitz domain of R d . We consider the complement value problem (∆ + a α ∆ α/2 + b · ∇ + c)u + f = 0 in D, u = g on D c .
Introduction and main result
(1.1)
The fractional Laplacian operator ∆ α/2 can be written in the form
Denote L := ∆ + a α ∆ α/2 + b · ∇. By setting b = 0 off D, we may assume that the operator L is defined on R d . By [11, Theorem 1.4] , the martingale problem for (L, C ∞ c (R d )) is well-posed for every initial value x ∈ R d . We use ((X t ) t≥0 , (P x ) x∈R d ) to denote the strong Markov process associated with L. Let ρ > 0. Define
By [11, ], X has a jointly continuous transition density function p(t, x, y) on (0, ∞) × R d × R d , and for every T > 0 there exist positive constants C i , i = 1, 2, 3, 4 such that C 1 q C 2 (t, x − y) ≤ p(t, x, y) ≤ C 3 q C 4 (t, x − y), (t, x, y) ∈ (0, T ] × R d × R d .
(1. The main result of this paper is the following theorem. Hereafter (∆ + a α ∆ α/2 + b · ∇ + c)u + f = 0 is understood in the distribution sense: for any φ ∈ C ∞ c (D),
Note that the double integral appearing in (1.4) is well-defined for any
(1.5)
As a direct consequence of Theorem 1.1, we have the following corollary.
Moreover, u has the expression
The proof of Theorem 1.1 will be given in Section 3. In the next section, we first present some lemmas.
Some lemmas
Throughout this paper, we denote by (·, ·) the inner product of L 2 (R d ; dx) and denote by C a generic fixed strictly positive constant, whose value can change from line to line.
Then,
is the Hunt process associated with (E 0 , D(E 0 )).
Proof. By the assumption on b, we know that there exists β 0 > 0 such that (cf. [28] )
We have
We now show that ((X t ) t≥0 , (P x ) x∈R d ) is the Hunt process associated with (E 0 , D(E 0 )). Let
Lφ(X E s )ds.
Let ψ = (1 − L)φ. Then, ψ ∈ L 2 (R d ; dx). Since φ = G 1 ψ dx-a.e., we get φ = R E 1 ψ q.e., where G 1 and R E 1 are the 1-resolvents of E 0 and X E , respectively. Hence
We obtain by taking limits that {M φ t } is a martingale under P E x for any φ ∈ C ∞ c (R d ) and q.e. x ∈ R d . Therefore, by the uniqueness of solutions to the martingale problem for (L, C ∞ c (R d )) ([11, Theorem 1.4]), we find that ((X t ) t≥0 , (P x ) x∈R d ) is the Hunt process associated with (E 0 , D(E 0 )).
Proof. Let t, r > 0. Define
By (1.2), we get lim
The proof is complete by (2.2) and (2.3).
Let U be an open set of R d . Define (1) For any x ∈ U, P x (τ U < ∞) = 1.
(2.4)
(2) There exist positive constants θ 1 and θ 2 such that
Proof. By (1.2), similar to [29, Lemma 6.1], we can show that
and there exist positive constants θ * 1 and θ * 2 such that
By (2.6) and the Markov property of X, we conclude that (2.4) holds. By (1.2) and (2.7), we conclude that (2.5) holds.
The proof of (3) is the same as [33, Theorem 1.4.7 and Proposition 2.2.1]. We now prove (4) . For x, y ∈ U and t > 0, we have
(2.8)
Suppose t n → t as n → ∞. Then, we obtain by (1.2) and the joint continuity of p(t, x, y) on
Therefore, the proof of (4) is complete by (2.8), the joint continuity of p(t, x, y) on (0, ∞)×R d ×R d and (3).
Recall that a measurable function ϕ on R d is said to be in the Kato class if and only if 
Proof. We have
(2.10)
Then, we obtain by (2.5), (2.7), (2.9) and (2.10) that there exists C > 0 such that for any x, y ∈ U,
The proof is complete by Lemma 2.2, (2.11) and [38, Theorem 1].
Lemma 2.5 There exists C > 0 such that
Proof. We only prove (2.12) when d ≥ 3. The cases that d = 1, 2 can be considered similarly.
(2.13)
(2.14)
Proof. We only prove (2.14) when d ≥ 3. The case that d = 2 can be considered similarly. Similar to (2.11), we can prove that there exists ϑ 2 > 0 such that for any x, y ∈ Ω,
We obtain by (1.2) and (2.8 
Thus, for x, y ∈ K satisfying |x − y| < ǫ, we have
where C 4 and C 5 are positive constants. Therefore, there exist 0 < δ < ǫ and
Lemma 2.7 Any point on ∂D is a regular point of D and D c for the process ((X t ) t≥0 , (P x ) x∈R d ).
Proof. We first consider the case that d ≥ 2. Let β > β 0 (see (2.1)) and Ω be defined as in (2.13) . Denote by ((X Ω t ) t≥0 , (P β x ) x∈Ω ) the Markov process associated with (E 0 β , W 1,2 0 (Ω)). To prove the lemma, it is sufficient to show that any point on ∂D is a regular point of D and D c for the process 
Let z ∈ ∂D. By the assumption on D, we know that z is a regular point of D and D c for the Brownian motion in R d . Therefore, z is a regular point of D and D c for ((X t ) t≥0 , (P x ) x∈R d ) by Lemma 2.6, (2.15) and [26, Theorem 4.2] .
We now consider the case that d = 1. To prove the lemma, it is sufficient to show that for any x ∈ R 1 , x is a regular point of both (−∞, x) and (x, ∞). We assume without loss of generality that x = 0. We will use an idea from [25] to show below that 0 is a regular point of (0, ∞). Using the same method, we can show that 0 is also a regular point of (−∞, 0).
Let B be a Brownian motion on R 1 and Y be a rotationally symmetric α-stable process on R 1 that is independent of B. Then, B + aY is the symmetric Lévy process associated with ∆ + a α ∆ α/2 . Denote by P and Q the probability measures on D([0, ∞), R 1 ) that are solutions to the martingale problems for (∆ + a α ∆ α/2 , C ∞ c (R 1 )) and (L, C ∞ c (R 1 )) with initial value 0, respectively. Since |b| ∈ L ∞ (D; dx), P and Q are mutually locally absolutely continuous (cf. e.g. [13, Theorem 2.4] ). Define
By the Blumenthal 0-1 law, we know that P(S) = 0 or 1. If P(S) = 0, then we obtain by the symmetry of B + aY that P(S ′ ) = 0 also. We have a contradiction. Therefore,
which implies that P(S c ) = 0. Then, (2.16) implies that P(T n ) = P(R n ) = 0 for any n ∈ N. Since Q is locally absolutely continuous w.r.t. P, we have Q(T n ) = Q(R n ) = 0 for any n ∈ N. Then, Q(T ) =↑ Q(T n ) = 0 and Q(R) =↓ Q(R n ) = 0. Therefore, Q(S) = 1 − Q(T ) − Q(R) = 1, which implies that 0 is a regular point of (0, ∞).
Proof. Suppose that g is continuous at z ∈ ∂D. Let δ > 0. We define
For t > 0, we have By the Markov property of X, we get
Therefore, the proof is complete by the continuity of g at z, the boundedness of g and (2.17). Proof. By (1.2), for ε < t, we have 
By Lemma 2.1, we know that (E 0 , W 1,2 0 (U)) is a regular lower-bounded semi-Dirichlet form on L 2 (U; dx) and X U is the Hunt process associated with (E 0 , W 1,2 0 (U)) (cf. [32, Theorem 3.5.7]). Denote by (T U t ) t≥0 the co-semigroup associated with (E 0 , W 1,2 0 (U)). Similar to [17, Lemma 4.5.5], we can show that for any
Since ψ is arbitrary, (2.19) holds for dx-a.e. x ∈ U.
3 Proof of Theorem 1.1
Boundedness and continuity of solution
Let u be defined by (1.3). In this subsection, we will show that u ∈ B b (R d ), u is continuous in D, and if g is continuous at z ∈ ∂D then lim x→z u(x) = u(z).
(1) By Khasminskii's inequality and (2.12), there exists C > 0 such that for any v ∈ L p∨1
(3.1)
In particular, this implies that there exists δ > 0 such that sup x∈D E x e δτ < ∞. 
(2) For x ∈ D and t > 0, we have
Then, we have u = u t + ε t . By (1.2) and the joint continuity of p(t, x, y) on (0, ∞) × R d × R d , we obtain that u t is continuous in D. By Lemma 2.2, we find that lim t→0 P x (τ ≤ t) = 0 uniformly on any compact subset of D. Then, ε
(2) t converges to 0 uniformly on D.
By (3.5), (3.7) and the boundedness of g, we obtain that ε Then, ε (4) t converges to 0 uniformly on D. Therefore, u is continuous in D. By (3.4), we find that (N t ) t≥0 is a martingale under P x for any x ∈ D.
By (3.10) and (3.11), we get Hence we obtain by (3.12) that (M t ) t≥0 is a martingale under P x for any x ∈ D. Therefore, we have
and 
Existence of solution
Let u be defined by (1.3) , and ξ and w be defined by (3.14) and (3.15), respectively.
We will first show that ξ ∈ W 1,2 loc (D) and E 0 (ξ, φ) = 0 for any φ ∈ C ∞ c (D). We assume without loss of generality that g ≥ 0 on D c . Let {D n } n∈N be a sequence of relatively compact open subsets of D such that D n ⊂ D n+1 and D = ∪ ∞ n=1 D n , and {χ n } n∈N be a sequence of functions in C ∞ c (D) such that 0 ≤ χ n ≤ 1 and χ n | Dn = 1. Suppose that β > β 0 (see (2.1)). Let e β Dn be the β-equilibrium of D n w.r.t. X D . By [32, Lemma 2.1.1], e β Dn ∈ W 1,2 0 (D) and e β Dn = 1 dx-a.e. on D n . Note that
We find that ξ| D is a β-excessive function w.r.t. X D . Then, we get ( ξ ∞ e β Dn ) ∧ ξ ∈ W 1,2 0 (D) (cf. [30, Theorem 2.6] ). Since ( ξ ∞ e β Dn ) ∧ ξ = ξ dx-a.e. on D n and n ∈ N is arbitrary, we have ξ ∈ W 1,2 loc (D). Suppose φ ∈ C ∞ c (D m ) for some m ∈ N. By (3.18), we know that (ξ(X t∧τ )) t≥0 is a martingale under P x for x ∈ D. By the integration by parts formula for semi-martingales, we get Then, we have
We have η n (x) = E x [e −β(t∧τ Dm ) η n (X t∧τ Dm )] for t ≥ 0 and x ∈ D m , and η n (x) = ξχ n (x) for q.e.-x ∈ D c m . By [32, Theorem 3.5.1], we get
(3.20)
By (3.19) and (3.20) , we get
Let ε > 0. There exists δ > 0 such that for any 0 < t < δ, 1−e −βt < ε. Suppose that D ⊂ B(0, N) for some N ∈ N. Then, we obtain by Lemma 2.10 that for 0 < t < δ,
where δ = inf{|x − y| : x ∈ D m , y ∈ D m+1 }, and |D m | and |B(0, 2N) ∩ D c n | denote the Lebesgue measures of D m and B(0, 2N) ∩ D c n , respectively. Since ε > 0 is arbitrary, we obtain by (3.21) and (3.22 ) that E 0 (ξχ n , φ) = lim On the other hand, we have
Thus, we obtain by (3.25) and (3.26 ) that E 0 (ξ, φ) = 0.
Then, w ∈ W 1,2 0 (D) and hence u = ξ + w ∈ W 1,2 loc (D). For φ ∈ C ∞ c (D), we have
Therefore,
which implies that (1.4) holds.
Uniqueness of solution
In this subsection, we will prove the uniqueness of solution. To this end, we will show that there exists
and (3.27) . Let {D n } n∈N be a sequence of relatively compact open subsets of D such that D n ⊂ D n+1 and D = ∪ ∞ n=1 D n , and {χ n } n∈N be a sequence of functions in C ∞ c (D) such that 0 ≤ χ n ≤ 1 and χ n | Dn = 1. We have vχ n ∈ W 1,2 0 (D). Similar to (1.5), we can show that
Let β > β 0 (see (2.1)) and φ ∈ C ∞ c (D). By (3.27) and (3.28), we get
(v(y) − v(·))(χ n (y) − χ n (·)) | · −y| d+α dy, φ := (θ n , φ). By (1.2), we know that the function t → c m,n is arbitrary, we obtain by the continuity of the function t → p β,Dm (t, x, y), which can be proved similar to Lemma 2.3 (4), and the continuity of the function t → c m,n t (x) that for dx-a.e. x ∈ D m , (vχ n − η m,n )(x) = E β x [(vχ n − η m,n )(X t∧τ Dm )] + E β x t∧τ Dm 0 θ n (X s )ds , ∀t ≥ 0.
By (3.33) , we obtain that for dx-a.e. Therefore, by letting t → ∞, we obtain by (3.41), (3.42) and the dominated convergence theorem that v(x) = 0 for dx-a.e. x ∈ D. Since v| D ∈ C(D), we obtain v ≡ 0 on R d . The proof is complete.
