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Abstract
A special case of Sarkovskii’s theorem says that if a continuous function has a period-3 point then it has periodic points of every
order. In this note we will investigate how often orbit types of period-n guarantee a period-3 point. An informal statement of our
result is that as n goes to infinity the probability that a period-n orbit guarantees a period-3 point converges to 1.
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1. Background
Throughout, f will denote a continuous function on the real line and f n its composition n times. If f n(x0) = x0
but f k(x0) = x0 for k < n then x0 is called periodic of order n or briefly a period-n point.
This paper is an addendum to Sarkovskii’s theorem, which we state now. An especially accessible proof based on
the directed graph approach due to Block et al. [2] can be found in [3]. The current investigation was inspired by the
results in [6] and by the structure of Du’s recent proof [4]. See also [5].
Theorem 1.1 (Sarkovskii). Suppose f is a continuous function on the real line. If f has a period-k point, and k  n
in the following ordering, then f has a period-n point. Moreover, for every k there exists a function with a period-k
point that does not have a point of period-j for any j  k.
3 5 7 · · · 2 · 3 2 · 5 2 · 7 · · · 22 · 3 22 · 5 22 · 7 · · · 23  22  21  1.
2. Statement of the theorem
We will use the following definition which is important to the field of combinatorial dynamics [1]. If f has a
period-n point, then the orbit := {f i(x0): i < n} has n elements and f induces a cyclic permutation of order n, called
the orbit type. Namely, if the points in the orbit are indexed in order x1 < x2 < · · · < xn the orbit type is defined by
π(k) = j whenever f (xk) = xj . From elementary combinatorics there are (n− 1)! orbit types of order n. We say that
an orbit type guarantees a period-3 point if any continuous function with an orbit of that type has a period-3 point. We
can now state our theorem.
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lim
n→∞
γn
(n − 1)! = 1.
Remark. This is somewhat of a “however” to Sarkovskii’s theorem. For instance, since Sarkovskii’s ordering is strict,
we can only be certain that an order 16 orbit will have orders 8, 4, 2, and 1. On the other hand, using a computer
program to test a million of the 15! orbit types of order 16, 99.9% of them guarantee a period-3 point, and hence have
all orders.
3. Proof of Theorem 2.1
The following is a slight adaptation of a lemma due to Sarkovskii [7].
Lemma 3.1. Suppose O := {x1 < x2 < · · · < xn} is a periodic orbit for the continuous function f . If there are i and
j such that f (xi) < i < j < f (xj ) then f has a period-3 point.
Proof. Let M1 := {xk ∈ O: f (xk) < xk} and M2 := {xk ∈ O: f (xk) > xk}. By hypothesis, xi ∈ M1 and xj ∈ M2.
Among the points in M2 that are greater than xi (there is at least xj ), let xs denote the one whose image under f is
greatest. Let xt denote the greatest point in M1 that is less than xs .
Since the set {xt+1, xt+2, . . . , xs, . . . , f (xs)} is a proper subset of O it contains some point, xy , whose image is
outside. Either f (xy) < xt+1 or f (xy) > f (xs). Our choice of xs prevents the second of these cases. It follows that
xy /∈ M2. Since xt+1, xt+2, . . . , xs are all elements of M2, xy > xs .
Let I1 = [xt , xs] and I2 = [xs, xy]. We have shown that f (xy)  xt < xs < xy < f (xs). Combining this with
f (xt ) < xt gives the Markov Graph I1 → I2 → I2 → I1. Thus, f has a period-3 point. Incidentally, f is actually
“strictly turbulent”, which is slightly stronger than having a period-3 point. 
We call an orbit type, π , expansive if there are i and j such that π(i) < i < j < π(j). Let gn (“g” for “good”) be
the number of expansive orbit types of order n and bn the number of nonexpansive ones. Let pn = gn/(n − 1)!. Then
to prove Theorem 2.1, it is enough establish the following equation
lim
n→∞pn = 1. (3.1)
We do this in three steps. Our inductive approach requires the following definition.
Definition. Given an orbit type of order n the kth detour of π , denoted πk , is an orbit type of order n + 1 defined by
πk(k) = n + 1, πk(n + 1) = π(k), and πk(i) = π(i) elsewhere.
Taking all detours of orbit types of order n exactly produces the set of orbit types of order n + 1. Indeed, any orbit
type, π , of order n + 1 is a detour of the orbit type obtained by taking a “shortcut” from π−1(n + 1) to π(n + 1).
Step 1: We show that each expansive orbit type gives rise to n − 1 expansive detours. Suppose α is a expansive
orbit type of period n. Then there are points i and j in the set {1,2, . . . , n} such that α(i) < i < j < α(j). I claim that
the kth detour, αk , is expansive for all k = i. For if k = i then αk(i) = α(i) < i. From the definition, αk(j) is either
α(j) or n + 1. In either case, αk(j) > j , and thus αk is expansive.
Step 2: Now we consider detours of the nonexpansive orbit types. Suppose β is a nonexpansive orbit type of
order n. Let m = min{i: β(i) < i}. Then the kth detour of β is expansive for all k > m. Indeed, k > m implies
βk(m) = β(m) < m < k < n + 1 = βk(k) showing that βk is expansive. So, each nonexpansive orbit type with m as
the smallest point that maps to the left gives rise to at least n − m expansive orbit types.
We write bn = bn(2) + bn(3) + · · · + bn(n), where bn(m) counts the number of nonexpansive orbit types whose
smallest point that gets mapped to the left is m. Then the total number of expansive orbit types of order n + 1 yielded
by taking detours of nonexpansive orbit types of order n is at least
n∑
(n − m)bn(m). (3.2)m=2
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π(n + 1 − i). If you were to trace out the itinerary under π then flipping this picture horizontally about the point n+12
would give you the itinerary for πM . An orbit type is nonexpansive when all points that get mapped rightward are left
of all points that get mapped leftward. This property is clearly preserved when an itinerary is flipped. Also, if β is a
nonexpansive orbit type and m is the smallest point which gets mapped left of itself (m = min{i: β(i) < i}), then the
smallest point which gets mapped leftward by βM is n − m + 2. We conclude that the map that sends orbit types to
their mirrors gives a 1–1 correspondence between the sets counted by bn(m) and bn(n − m + 2).
Let S denote the sum (3.2). Since bn(m) = bn(n − m + 2),
2S =
n∑
m=2
(n − m)bn(m) +
n∑
m=2
(n − m)bn(n − m + 2).
Reversing the order of terms in the second sum we get
2S =
n∑
m=2
(n − m)bn(m) +
n∑
m=2
(m − 2)bn(m) = (n − 2)
n∑
m=2
bn(m) = (n − 2)bn.
Or, S = (n − 2)bn/2.
Step 3: Combining Steps 1 and 2 gives gn+1  (n − 1)gn + (n − 2)bn/2. Dividing by n!, we obtain
pn+1 
(n − 1)pn
n
+ (n − 2)(1 − pn)
2n
= 1
2
(pn + 1) − 1
n
. (3.3)
Let ε > 0. First choose N large enough so that 1
N
< ε4 . Then we prove the following inequality by induction.
pN+k 
(
1 − 1
2k
)(
1 − ε
2
)
. (3.4)
This is trivial for k = 0. Suppose true for natural numbers  k. From (3.3) we have
pN+k+1 
1
2
(pN+k + 1) − 1
N + k .
Combining this with (3.4) and the fact that 1
N+k <
ε
4 , we get
pN+k+1 
1
2
[(
1 − 1
2k
)(
1 − ε
2
)
+ 1
]
− ε
4
= 1
2
(
1 − 1
2k
+ 1
)(
1 − ε
2
)
=
(
1 − 1
2k+1
)(
1 − ε
2
)
,
which establishes the inductive step.
As long as k is large enough so that 12k <
ε
2 , (3.4) will give
pM+k 
(
1 − 1
2k
)(
1 − ε
2
)

(
1 − ε
2
)2
 1 − ε,
finishing the proof.
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