While research has been conducted in machine learning algorithms and in privacy preserving in data mining (PPDM), a gap in the literature exists which combines the aforementioned areas to determine how PPDM affects common machine learning algorithms. The aim of this research is to narrow this literature gap by investigating how a common PPDM algorithm, K-Anonymity, affects common machine learning and data mining algorithms, namely neural networks, logistic regression, decision trees, and Bayesian classifiers. This applied research reveals practical implications for applying PPDM to data mining and machine learning and serves as a critical first step learning how to apply PPDM to machine learning algorithms and the effects of PPDM on machine learning. Results indicate that certain machine learning algorithms are more suited for use with PPDM techniques.
INTRODUCTION
Knowledge discovery in databases (KDD), or Data Mining (DM), seeks to uncover patterns and relationships contained in data. Privacy of information has come under increasing scrutiny with the advent of regulations such as HIPAA (Annas, 2003; Control & Prevention, 2003) . Simply removing fields or obscuring the records would distort the knowledge contained within the data. This necessity led to the inception of privacy preserving in data mining, or PPDM. PPDM algorithms attempt to de-identify data while maintaining the knowledge contained within. The goal of PPDM research is minimal knowledge distortion; however, some knowledge may be lost when applying PPDM. Machine learning techniques are frequently employed in KDD, or data mining. This research aims to understand the effects of PPDM on common machine learning algorithms and serves as a first step toward mapping the effects of PPDM algorithms on machine learning algorithms. Specifically, this research compares artificial neural networks (ANN), Bayesian Classifier, Decision Stump, C4.5 Decision Tree Induction, Logistic Regression, and Classification and Regression Trees (CART). This work has practical implications for data science and analytics as applied by academics and practitioners alike. The remainder of this paper is structured as follows: section 2 provides a background of machine learning algorithms and privacy preserving in data mining, section 3 ISSN: 2167-1508 Baltimore, Maryland USA v7 n3315 _________________________________________________ _________________________________________________ ©2014 EDSIG (Education Special Interest Group of the AITP) Page 2 www.aitp-edsig.org presents the methodology and results, and section 4 discusses conclusions and future directions.
BACKGROUND

Neural Networks
Neural networks, artificial neural networks, ANN, or NN is a computational technique which is modeled after the human brain's neural pathways (Hagan, Demuth, & Beale, 1996) . ANNs are frequently applied to pattern recognition and classification and have been applied to facial recognition (Rowley, Baluja, & Kanade, 1998 ). An ANN has an input layer and an output layer with one or more (1...n) hidden layers. The hidden layers of the ANN apply a mathematical function to the input and are said to learn by employing techniques such as adjusting weights of the input in the hidden layer. A simple, single layer, ANN is shown as Figure 1 . ANNs have been successfully applied to many scenarios that are of interest to data science. Examples of ANN applications include recognizing financial distress patterns (Coats & Fant, 1993) , bankruptcy prediction (Lee, Han, & Kwon, 1996; K. Tam & Kiang, 1992; K. Tam, M, 1990; Wilson & Sharda, 1994) , and decision support systems (Kumar, Krovi, & Rajagopalan, 1997) .
ANNs have been applied to classic problems such as stock price forecasting (Hadavandi, Shavandi, & Ghanbari, 2010) and medical diagnoses (Al-Shayea, 2011).
Figure 1: A Simple Artificial Neural Network
Decision Trees
Decision tree algorithms are machine learning algorithms that accept data as an input and output a graph structure. Decision trees begin with a root node which branch into child nodes. A leaf node is a node with no children. Rules, as applied in expert systems, can be extracted from a decision tree.
An example decision tree constructed from the classic weather data set as described by Livingston (2005) is shown as Figure 2 . The weather dataset has 14 instances and 5 features. The resulting decision tree is used to determine whether to perform a task, such as play a game, given weather conditions. One can extract rules such as Table 1 : Rule Set from Decision Tree Decision tree learning algorithms include the classification and regression tree algorithm, ID3, C4.5, C5.0, CHAID, and decision stumps to name a few. Classification and regression trees, or CART, was conceived in 1984 by Breiman, Friedman, Stone, and Olshen (1984) and recursively works through data and using an index feature, the Gini index (Lerman & Yitzhaki, 1984) , and divides the data into a tree structure. ID3 (Quinlan, 1986) , C4.5 (Quinlan, 1993) , and C5.0 (Quinlan, 2012) are all related as C5.0 extends C4.5 and C4.5 extends ID3. ID3 and C4.5 are open source whereas C5.0 is proprietary. Like the CART algorithm, ID3 and C4.5 recursively employ a function to split the data into a tree structure; however, C4.5 and ID3 apply an entropy function which seeks to minimize the information loss occurring from each split of the data which is computed as the difference between the normalized information gains. C4.5 has been widely applied to domains such as network traffic classification(Y. Zhang, Wang, & Cheng, 2010) , vehicle traffic pattern and driving behavior classification (Yuan & Dong, 2014) patient classification (Karegowda, Punya, Jayaram, & Manjunath, 2012) , and organ classification (Ross, Lin, Truong, Kumar, & Conway, 2013) .
CHAID is the Chi-Squared Automatic Interaction Detection algorithm and is similar to the aforementioned classification algorithms but is based in Bonferroni statistical testing (Antipov & Pokryshevskaya, 2010; Magidson, 1994 
Bayesian Classifier
Naïve Bayesian classifiers employ simple statistical assumptions to make classifications. These assumptions assist in increasing the performance of the classifier. The performance and assumptions make it an effective classifier for many applications such as junk mail filtering (Sahami, Dumais, Heckerman, & Horvitz, 1998) . The Naïve Bayes classifier is considered one of the most efficient and effective classification algorithms (H. Zhang, 2004) . The principle assumption made by a Naïve Bayes classifier is that all features, or independent variables, contribute equally to the target, or dependent variable. The effectiveness, regardless of the assumptions, is the optimality of classification is not necessarily related to the independence of the assumptions (Rish, 2001) .
Despite its simplicity in its assumptions, it has been shown to outperform more powerful classifiers under many conditions which demonstrates Bayesian classifiers are a highly applicable classifier to many domains and classification problems (Domingos & Pazzani, 1997) .
Modern approaches include medical applications such as heart attack prediction (Srinivas, Rani, & Govrdhan, 2010) , credit scoring (Hsieh & Hung, 2010) , and social network analysis (Al Hasan & Zaki, 2011) .
Logistic Regression
Logistic regression is a form of classifier that, given input independent variables, predict the target or dependent variable. Logistic regression is similar to linear regression with the exception that the target variable, or dependent variable, is categorical as opposed to continuous (Hosmer Jr & Lemeshow, 2004) . The dependent variable is a binary value {0, 1} frequently representing {yes, no}, {up, down}, or {good, bad}. Logistic regression has a wide range of applications such as making predictions in healthcare settings (Dahlén, Almqvist, Bergström, Wettermark, & Kull, 2014; Davis, Watson, Pourat, Kominski, & Roby, 2014; Tomaszewski et al., 2014) . Logistic regression has seen modern applications in medical diagnoses (Timmerman et al., 2010) and in data science and analysis (Sall, Lehman, Stephens, & Creighton, 2012) .
Privacy preserving data mining and KAnonymity
Privacy and preserving in data mining, or PPDM, is a research stream that seeks to insert privacy into data mining while maintaining the integrity of the knowledge contained within the data (Agrawal & Srikant, 2000) . The need for PPDM was emphasized in the late 1990s when the medical history of the governor of Massachusetts was uncovered by reassembling public census records with public medical data. This process, known as re-identification, detailed the need for anonymization when sharing medical data and hence the Datafly algorithm was introduced (Sweeney, 1997a (Sweeney, , 1997b (Sweeney, , 1998 . Some of the primary PPDM techniques include data perturbation, randomized response, condensation (Nayak & Devi, 2011) , data and rule hiding (Verykios, 2013; Verykios et al., 2004) , cryptography, noise adding, blocking, generative based, and sanitization based (Natarajan, Sugumar, Mahendran, & Anbazhagan, 2012), and differential privacy (Dwork, 2006 (Dwork, , 2008 to name a few.
Among the aforementioned PPDM techniques are algorithms that transform data to meet a standard, k-Anonymity.
K-Anonymity states that each record must not be distinguishable from k respondents. In data records, there are attributes that uniquely identify individuals, such as a social security number. These attributes are considered identifier attributes. In addition to identifier attributes, there are attributes that, when combined with other attributes, uniquely identify individuals. These are referred to as quasi-identifiers. In 2000, it was found that 87% of individuals could be uniquely identified by the quasi-identifiers date of birth, zip code, and gender (Sweeney, 2000) .
K-anonymity requires that, within a table, a set of quasiidentifying attributes must appear at least k times. For example, given the set or quasiidentifiers S = {date of birth, zip code, gender} and t is an instance in S such that t= {2/20/1967, 98520, M}, and k=2 , then a minimum of 2 occurrences of tuple t is required for k-anonymity.
METHOD Framework
The aim of this applied research is to begin mapping the effects of PPDM techniques on machine learning algorithms. First, a data file is read and classified with a machine learning algorithm. Second, the same data file is read, a Figure 4 shows the specific framework. In this work, k-anonymity is employed as the PPDM technique.
Once k-anonymity with k=2 is applied to the input dataset, the resulting anonymized dataset becomes input for 6 machine learning algorithms: 1)artificial neural network (ANN), 2) C4.5 decision tree, 3) decision stump algorithm, 4) classification and regression Tree, 5) Naïve Bayes classifier, and 6) a logistic regression. The flow for the ANN is shown as 
Data Pre-Processing
The framework was applied to 3 separate datasets of differing size and attributes. The first dataset was extracted from (Sweeney, 1997a) . The original Sweeney dataset had 5 features and 5 instances; however, an artificially generated first and last name and a target for classification were generated altering the dataset to 8 features and 5 instances. The second dataset was retrieved from the UCI machine learning repository ("UCI Machine Learning Repository," 2013) and was cited in (Wolberg & Mangasarian, 1990) and in (J. Zhang, 1992) . This dataset will be hereafter referred to as the cancer dataset. First, instances missing data were removed. Next, features for first, last, and middle name were added and randomly generated from a random name generator. The resulting dataset had 14 features and 699 instances. The final dataset was also extracted from the UCI machine learning repository and was originally extracted from census data and had 299999 instances and 6 features with 1 being an identifier and 1 being a target.
Instances with missing data were removed. This dataset is named income.
Algorithm Parameters
All algorithms were run on a dedicated Windows 8 machine with an Intel i3 2.30GHZ processor and 8GB of physical memory. Machine learning algorithms examined include artificial neural networks, naïve Bayesian classifier, logistic regression, Decision Stump, Classification and Regression Trees (CART), and C4.5 decision tree induction. All algorithms were trained with 10 fold cross-validation.
The artificial neural network was set to train through a maximum of 100 epochs and the number of hidden layers was set to a maximum of the average of the number of classes and the number of attributes. Back propagation was employed by the classifier and, if numeric, nodes are non-threshold linear units, otherwise, they are sigmoid. The naïve Bayes classifier employed is based on (John & Langley, 1995) where estimator values are chosen based on the training data. Logistic regression used multinomial regression paired with a ridge estimator as detailed in (Le Cessie & Van Houwelingen, 1992) . The Decision Stump algorithm is based on mean-squared error and information entropy. The minimum number of instances for a leaf was set as 1. The CART algorithm is based on (Breiman et al., 1984) and implemented minimal cost-complexity pruning and 100% of the data was available to the 10 fold cross-validation process. The C4.5 decision tree algorithm (Quinlan, 1986 (Quinlan, , 1993 )was set to a minimum of 5 objects per leaf. Tables 2, 3 , and 4 correspond to the datasets Sweeney, Cancer, and Income respectively.
RESULTS
The results presented in
In reviewing the results it is necessary to consider the resulting confusion matrix from the classifier. A confusion matrix details how instances are classified. Specifically, the confusion matrix details true positives or instances correctly classified as positive, false positives or instances incorrectly classified as positive, false negatives or instances that were incorrectly classified as ISSN: 2167-1508 Baltimore, Maryland USA v7 n3315 _________________________________________________ _________________________________________________ ©2014 EDSIG (Education Special Interest Group of the AITP) Page 5 www.aitp-edsig.org negative and true negatives or instances that were correctly classified as negative. In our example, the resulting confusion matrix is a 2x2 matrix and can be interpreted as Figure 5 .
Figure 5: Interpreting a Confusion Matrix
In each of the tables 2, 3, and 4 the resulting classification accuracy of the machine learning algorithm and confusion matrix is presented both before the PPDM technique (k-anonymity k=2) is applied. Any PPDM technique will make changes to the data and therefore the knowledge contained within. It is also theorized that the larger the dataset the less individual changes to individual instances a PPDM algorithm will have to introduce into the data. For example, with only 2 instances both instances will need to be changed for deidentification whereas a large dataset with a million instances will likely not have to change each individual instance to de-identify the data.
Minimizing the change in the hidden knowledge is the goal of any PPDM technique. The results show some machine learning algorithms performing better after the PPDM technique was applied which is suspect as it is natural for the knowledge to degrade after the PPDM technique.
The ANN was susceptible to this phenomenon with it improving for both the Sweeney and Income datasets and only slightly degrading for the Income dataset. In the cancer dataset prior to anonymization the resulting confusion matrix showed no true negatives or false negatives indicating that the classifier classified all data as positive with a high error rate (34.48%) which also happened in the Sweeney dataset after the PPDM technique. The confusion matrices of the income dataset reveal a decrease in true positives and false positives but an increase in false negatives and true negatives. Based on the aforementioned figures artificial neural networks did not perform well on the datasets when combined with PPDM.
The performance of the C4.5 decision tree algorithm was unchanged post PPDM for the Sweeney dataset and had a decrease in classification accuracy for the cancer and income datasets. The confusion matrix was unchanged for the Sweeney dataset but only the number of false positives and true positives changed for the cancer dataset indicating a shift in records being incorrectly classified as positive. This was 23 instances out of 699 or 3.1%. The results were different for the income dataset with a shift with an increase in false negatives and true negatives.
There were 246432 correctly classified instances before and 244312 correctly classified instances after PPDM for a change in less than 1%.
This indicates that C4.5 performed well with the datasets and kanonymity.
The decision stump algorithm remained unchanged post-PPDM for the Sweeney dataset and decreased for the cancer dataset. There was a decrease in true positives and true negatives and corresponding increases in false positives and false negatives. In the case of the income dataset the decision stump simply classified everything as negative. Based on this, there are concerns with the performance of the decision stump algorithm with the datasets and PPDM technique.
The Classification and Regression Tree, or CART, algorithm was unable to make any classifications in the Sweeney dataset due to the small size. CART demonstrated a large improvement in classification accuracy in the cancer dataset indicating a potential concern. Applied to the income dataset there was a decrease in classification accuracy (82.16 to 81.43) and there was a reduction in true positives but an increase in true negatives. This indicates CART has potential on only 1 of the 3 datasets.
Naïve
Bayes showed decreases in all classification accuracies for the 3 datasets which, as previously stated, is to be expected. The confusion matrices showed a decrease in true positives and true negatives for the Sweeney and cancer datasets with a decrease in true positives and increase in true negatives for the income dataset. The changes in the cancer dataset were small with a true positive reduction of less than 1% and a 14% reduction in true negatives. In the income dataset there was a 76% reduction in true positives with only a 4% increase in true negatives. True positive reduction was 2.4% and 95% and true negative reduction was 12% and 2%.
The aforementioned results are open to interpretation and can be interpreted differently based on the objectives of the PPDM and machine learning project. The results indicate that C4.5 performs best with K-anonymity, with Naïve Bayes second, and logistic regression third.
The remaining 3 approaches (ANN, Decision Stump, and CART) seemed to be problematic among the 3 datasets and, while pairing any machine learning algorithm with PPDM care is critical, pairing k-anonymity with ANN, decision stump, and CART should be performed with additional cautionary measures. 
DISCUSSIONS AND FUTURE DIRECTIONS
The aim of the research presented in this work is to developing an understanding of the effects of PPDM techniques on machine learning algorithms. Specifically, the effects of KAnonymity were tested against artificial neural networks (ANN), Bayesian classifiers, Decision Stump algorithm. C4.5 Decision tree induction, logistic regression, and classification and regression tree (CART) algorithm. The machine learning algorithms were tested on datasets of differing sizes and features before and after a privacy preserving data mining algorithm was applied. Results indicate that certain machine learning algorithms are more suited to use with PPDM techniques than others. This research opens the possibility for other researchers to continue and contribute by applying different PPDM techniques with machine learning algorithms.
Limitations include a lack of additional datasets with a higher number of features, theoretical justification on performance, and a lack of other PPDM and machine learning algorithms. Future work will include more extensive datasets, a deeper theoretical justification, and comparing additional PPDM techniques and machine learning algorithms, specifically frequent itemset hiding and the A-priori algorithm. 
