Abstract. The first aim of this paper is to prove a Grüss-Voronovskaya estimate for Bernstein and for a class of Bernstein-Durrmeyer polynomials on [0, 1]. Then, Grüss and Grüss-Voronovskaya estimates for their corresponding operators of complex variable on compact disks are obtained. Finally, the results are extended to Bernstein-Faber polynomials attached to compact sets in the complex plane.
Introduction
For f : [0, 1] → C, the complex Bernstein polynomials are defined by B n (f )(z) = n k=0 n k z k (1 − z) n−k f (k/n), z ∈ C, n ∈ N.
A whole chapter in the book by DeVore and Lorentz [3] is devoted to the case of real-valued functions f , as is the case in thousands of papers dealing with the operator B n and many of its modifications. The recent book [5] extensively treats the case of complex-valued functions and the phenomenon of overconvergence occuring in this case.
An early and very important result is the 1932 theorem of Voronovskaya stating that for f ∈ C 2 [0, 1] one has the uniform convergence
A quantitative from of it can be found in a hardly known booklet by Videnskij [20] who showed that
where ω 1 is the first order modulus of continuity. Refined forms of the latter inequality will be used in this note.
The second classical result guiding us in our present research is the well-known Grüss inequality for positive linear functionals L : C[0, 1] → R. This inequality gives an upper bound for the generalized Chebyshev functional , was investigated in this context for the first time in [1] ; several papers by other authors followed this approach. In the recent note [14] it was shown that |H(f g; x) − H(f ; x) · H(g; x)| ≤ 1 4 ·ω 1 (f ; 2 · H(e 2 ; x) − H(e 1 ; x) 2 ) ·ω 1 (g; 2 · H(e 2 ; x) − H(e 1 ; x) 2 ) whereω 1 is the least concave majorant of ω 1 and e i (x) = x i for x ∈ [0, 1]. For Bernstein operators we thus obtained |B n (f g; x)−B n (f ; x)·B n (g; x)| ≤ 1 4 ·ω 1 f ; 2 · x(1 − x) n ·ω 1 g; 2 · x(1 − x) n .
The aim of the present note is two-fold. We extend the Grüss-type inequality to complex Bernstein and related polynomials by obtaining both upper and lower estimates for functions being analytic in open discs centered at 0 and having radius R > 1. Results for Bernstein-Faber operators are also included.
Our second goal is to refine Grüss-type inequalities for Bernstein, Pȃltȃnea and Bernstein-Faber operators in the spirit of Voronovskaya's theorem by identifying, for example,
in both the real and the complex case. Moreover, estimates for the corresponding differences will be given. The approach to give such Grüss-Voronovskaya-type estimates appears to be new.
The remainder of our present paper is organized as follows. Section 2 deals with the classical Bernstein operators in the real case, where an appropriate smoothing (interpolation) technique will be used. This technique is also employed in Section 3 dealing with a most interesting family of operators U ρ n , ρ > 0, introduced by Pȃltȃnea. Section 4 contains extensions to complex Bernstein polynomials of analytic functions; here both Grüss-and Grüss-Voronovskayatype estimates are given. In Section 5 a parallel development for complex genuine Bernstein-Durrmeyer operators is presented. Our note is completed by Section 6 on Bernstein-Faber operators for which both types of inequalities are given. Supposing that f, g ∈ C 2 [0, 1], it is natural to ask for the limit
Taking into account that by simple calculation we have
passing to the limit it easily follows
This suggests us to prove the following result called by us Grüss-Voronovskayatype estimate.
whereω is the least concave majorant of the modulus of continuity and · denotes the uniform norm in C[0, 1].
Proof. For x ∈ [0, 1] and n ∈ N we have the decomposition formula
Therefore, by using the quantitative estimate in [9] , the Grüss-Voronovskaya functional
has the upper bound
On the other hand, by [16] , p. 96, Corollary 4.1.9 we have
which replaced above leads to the estimate
proving the theorem.
An immediate consequence of Theorem 2.1 is the following corollary.
where C > 0 is an absolute constant (independent of n, f and g). Also, we have :
where C > 0 is an absolute constant (independent of n, f and g).
Proof. The proof is immediate from Corollary 2.2 and taking into account the following remark in [10] , pp. 58-59 :
with c = c(k, j, b − a}, but independent of f .
Remarks. 1) Since in the left hand-side of the estimate in Theorem 2.1 appear only f ′ and g ′ , it is natural to ask for an order of approximation when f and g are only in
2) If one function is constant and the other one is in C 2 [0, 1] or if both functions are linear, then while the left hand-side in the estimate in Theorem 2.1 is equal to zero, the estimate on the right hand-side is not zero, which shows that there is room for improvements.
As an answer to these remarks, we have the following result.
Then there is a constant C independent of n, f, g and x, such that
Proof. In the considerations below, C will always denote a constant independent of n, f, g and x , which may change its values during the course of the proof.
For brevity, everywhere in this proof we will denote
Taking into account that by Theorem 4, pp. 854-855 in [1] there exist η, θ ∈ [0, 1] with
we easily get that
Using this in the above estimate for G(f, g)(x), we obtain
To estimate the term G(u, v)(x), we use a simple consequence of Theorem 4 in [13] , stating that for
This fact allows us to write, for u, v ∈ C 4 [0, 1] and using the same decomposition as in the proof of Theorem 2.1 and the remark in [10] , pp. 58-59 (see the proof of Corollary 2.3),
Thus, we arrive at
Applying now to the right-hand side of the above inequality Lemma 3.1, p. 160 in [8] , for the particular cases r = 1, s = 2 there and choosing u = f h,3 , v = g h, 3 , for all h ∈ (0, 1] and n ∈ N, it follows
Choosing above h = 1/n 1/6 , we get
This proves the theorem.
In order to prove that Theorem 2.4 is best possible as for as order is concerned, we consider the following Example 2.5. Let f (x) = e 1 (x) = x, g(x) = e 2 (x) = x 2 . Since B n (e 0 )(x) = 1 and B n (e 1 )(x) = x, denoting e k (x) = x k , by the recurrence formula in [2] (see also [5] , p. 7)
we immediately obtain B n (e 2 )(
Thus, we immediately obtain
For f and g given as above, the estimate in Theorem 2.4 yields
a fact which shows that the order in Theorem 2.4 cannot be improved in general.
Results for Pȃltȃnea operators
In this section we extend the results from Section 2 to a class of one-parameter operators U ρ n of Bernstein-Durrmeyer type that preserve linear functions and constitute a link between the so-called "genuine Bernstein-Durrmeyer operators" U n and the classical Bernstein operators B n . The investigation on the operators in question started in a 2007 note by Pȃltȃnea [17] . We recall some basic facts. 
, 1 ≤ k ≤ n − 1 and
Remark. For ρ = 1 we obtain the genuine Bernstein-Durrmeyer operators given by
uniformly. Several properties of the operators U ρ n were proved in the papers [11] , [12] . The following quantitative Grüss-Voronovskaya-type inequality holds.
Then there is a constant C ρ > 0 independent of n, f, g and x, such that
. For ρ → ∞, the constants C ρ remain bounded.
. Applying Theorem 4, pp. 854-855 in [1] as in the proof of Theorem 2.4, we can write
Reasoning as in the proof of Theorem 2.4, for u, v ∈ C 4 [0, 1] arbitrary, we can write
where
Explicitly,
,
We slightly modify the Voronovskaya expression from above and consider
with constants C = C(ρ) that remain bounded for n fixed and ρ → ∞.
Collecting all these, they imply for u, v ∈ C 4 [0, 1]
Collecting the above information we have now for f, g ∈ C 1 [0, 1] :
The rest of the proof follows the pattern of that of Theorem 2.4 observing that there is the extra constant ρ+1 ρ ∈ (1, ∞) and that h = ∈ (0, 1) is an appropriate choice. Multiplying both sides by n then gives the desired result. Remarks. (i) For ρ = 1 we get δ n,ρ =
Results for complex Bernstein polynomials
In this section we extend the Grüss and the Grüss-Voronovskaya estimates for complex Bernstein polynomials attached to analytic functions in compact disks.
Firstly, the following Grüss-type inequality holds.
Theorem 4.1. Suppose that R > 1 and f, g :
Let 1 ≤ r < R. Denoting f r = max{|f (z)|; |z| ≤ r}, for all n ∈ N we have 
Also,
and
which immediately implies
Taking into account that for all |z| ≤ r, n, k ∈ N, we have |B n (e k )(z)| ≤ r k (see e.g. [15] , relationship (4), pp. 88) and |B n (e k )(z) − e k (z)| ≤ 3r(1+r) 2n
(see e.g. [5] , p. 8), from the above inequality it easily follows
which leads to the inequality
It remains to show that The Grüss-Voronovskaya-type estimate follows.
Theorem 4.2. Suppose that R > r ≥ 1 and f, g :
Then, for all n ∈ N and |z| ≤ r we have
with C(r, f, g) independent of n and depending on r, f, g. Proof. By the decomposition in the proof of Theorem 2.1, we get
Passing to modulus with |z| ≤ r and taking into account the estimates in Theorems 1.1.2 and 1.1.3 in [5] , p. 6 and p. 9, we get
for all n ∈ N and |z| ≤ r, with C(r, f, g) > 0 independent of n and depending on r, f, g.
In what follows, the above theorem is used to obtain a lower estimate.
If f and g are not constant functions, then for any 1 ≤ r < R, there exists a constant K(r, f, g) (depending on r, f and g), such that
Proof. We can write
Applying to the above identity the obvious inequality
and denoting e 1 (z) = z, we obtain
Since f and g are not constant functions, we get e 1 (1 − e 1 )f ′ g ′ r > 0. Indeed, supposing the contrary, it follows that z(1 − z)f ′ (z)g ′ (z) = 0, for all |z| ≤ r, which by analyticity easily implies that f ′ (z)g ′ (z) = 0, for all |z| ≤ r. Since the zeroes of analytic functions are isolated, it easily follows that f is a constant function or g is a constant function, on |z| ≤ r, contradicting the hypothesis. Taking into account that by Theorem 4.2 we get
and that
1 n → 0, there exists an index n 0 (depending only on r, f, g), such that for all n ≥ n 0 we have
which for all n ≥ n 0 implies
For 1 ≤ n < n 0 , we obviously have
with M(r, n, f, g) = n· B n (f g)−B n (f )B n (g) r . Since if f and g are not constant function we have B n (f g) − B n (f )B n (g) r > 0, for all n ∈ N, finally we get
where K(r, f, g) = min M(r, 1, f, g), ..., M(r, n 0 − 1, f, g),
. As an immediate consequence of Theorem 4.1 and Corollary 4.3, we obtain the following exact estimate. 
If f and g are not constant functions, then for any 1 ≤ r < R we have
where the constants in the equivalence are independent of n but depend on r, f, g.
Results for complex genuine Bernstein-Durrmeyer operators
The results in the previous section can be extended for the complex operators U ρ n (f )(z) with arbitrary ρ > 0, but for simplicity of calculation, we consider here only results in the particular case ρ = 1, when U ρ n reduce to the genuine Bernstein-Durrmeyer polynomials U n , defined as in Remark after Definition 3.1.
Theorem 5.1. Suppose that R > 1 and f, g :
Let 1 ≤ r < R. Denoting f r = max{|f (z)|; |z| ≤ r}, for all n ∈ N we have
Proof. Denote e m (z) = z m . Similar to the proof of Theorem 4.1 we get
Taking into account that for all |z| ≤ r, n, k ∈ N, we have |U n (e k )(z)| ≤ r k (see [7] , Corollary 2.3, (i)) and |U n (e k )(z) − e k (z)| ≤ 2k(k−1) n r k (see [7] , p. 1916), from the above inequality it easily follows |U n (e m )(z)−U n (e j )(z)U n (e m−j )(z)| ≤ 2r 
The theorem is proved. . The Grüss-Voronovskaya-type estimate follows. for all n ∈ N and |z| ≤ r, with C(r, f, g) > 0 independent of n and depending on r, f, g. 
Results for Bernstein-Faber operators
In this section we extend the results in Section 4 to Bernstein-Faber polynomials attached to compact sets of the complex plane. For this purpose, firstly let us briefly recall some classical concepts and results about Faber polynomials (for more details see [4] , [19] ).
If G ⊂ C is a compact set such thatC \ G is connected, denote by A(G) the Banach space of all functions that are continuous on G and analytic in the interior of G, endowed with the uniform norm f G = sup{|f (z)|; z ∈ G}. If we denote D r = {z ∈ C; |z| < r} then according to the Riemann Mapping Theorem, a unique conformal mapping Ψ ofC \ D 1 ontoC \ G exists so that Ψ(∞) = ∞ and Ψ ′ (∞) > 0. The n-th Faber polynomial F n (z) attached to G may be defined by
Then F n (z) is a polynomial of exact degree n.
are called the Faber coefficients of f and ∞ n=0 a n (f )F n (z) is called the Faber expansion (series) attached to f on G. (Here i 2 = −1.) The Faber series represent a natural generalization of Taylor series when the unit disk is replaced by an arbitrary simply connected domain bounded by a "nice" curve.
In [5] , p. 19, the Bernstein-Faber polynomials were defined by the formula
Proof. (i) We can write |B n (f g; G)(z) − B n (f ; G)(z) · B n (g; G)(z)| ≤ |B n (f g; G)(z) − f (z)g(z)| +|f (z)| · |g(z) − B n (g; G)(z)| + |B n (g; G)(z)| · |f (z) − B n (f ; G)(z)|
where we used the result in [5] , p. 20, which states that |B n (f ; G)(z) − f (z)| ≤ C(f ) n , for all z ∈ G r and n ∈ N.
(ii) Firstly, we have B n (f g; G)(z) − B n (f ; G)(z) · B n (g; G)(z)
Then, taking into account the estimate in [5] , p. 20 mentioned at the above point (i) and the Voronovskaya-type estimate in [6] , p. 88, Theorem 1.11.4, (i), given by
the proof is immediate. .
Remarks. 1) When G = D R then Theorem 6.1, (ii) one reduces to Theorem 4.2.
2) The are many concrete examples for G when the conformal mapping Ψ and the Faber polynomials associated to G (and consequently when the Bernstein-Faber polynomials too) can explicitly be calculated (see for details [6] , pp. 81-83) : (i) G is the continuum bounded by the m-cusped hypocycloid H m (m = 2, 3, ...,), given by the parametric equation and the attached Faber polynomials can explicitly be calculated ; (v) G is a circular lune or G is an annulus sector, cases when again the conformal mapping Ψ and the Faber polynomials can explicitly be calculated.
