Climate change is expected to affect the agricultural systems, such as crop yield and plant disease occurrence and spread. To be able to mitigate against the negative impacts of climate change, there is a need to use early warning systems that account for expected changes in weather variables such as temperature and rainfall. Moreover, providing such information at high spatial and temporal resolutions can be useful in improving the accuracy of an early warning system. This paper describes a methodology that can be used to produce high spatial and temporal resolutions of minimum temperature, maximum temperature and rainfall in an agricultural area. We utilize MarkSim GCM, a weather file generator that incorporates IPCC based climate change models to downscale the weather variables at monthly intervals. An ensemble of 17 GCM models is used within the RCP 8.0 emission scenario within the latest model based CMIP5. We first assess the usability of the model, by comparing results produced to what has been recorded at weather station level over a vast region. Then, we estimate the correction factors for model results by implementing a linear regression that is used to assess the relationship between the variables and the deviation of model outputs to the weather station data. Finally, we use kriging geostatistical technique to interpolate the weather data, for the year 2010. Results indicated that the model overestimated the results of maximum temperature, while underestimating the result of minimum temperature. Variability in the recorded weather variables was also evident, indicating that the response variables such as plant disease severity dependent on such weather information could vary in the area. These datasets can be useful especially in predicting the occurrence of plant diseases, which are affected by either rainfall or temperature.
Introduction
The changes in weather conditions in Mwea region have been shown to have an impact on rice crop yield [1] [2] . In a period when the effects of climate change are becoming more evident, there is a need to provide early warning systems that take into account changes in weather for proper mitigation of unwarranted occurrences [3] . Already, the recent increased occurrence of rice blast disease has been attributed to the changes in weather patterns over the recent years [4] . More specifically, the changes in weather attributes such as temperature, rainfall and humidity are expected to have an impact, either negative or positive on the crop yields in the future [5] . The consequences are expected to be far more serious in areas that rely on agriculture as the major source of livelihood.
African countries are expected to experience some of the most severe negative impacts associated with climate change [6] . The most common variables are expected to rise, fall or have seasonal changes thus affecting various dynamics of food production, more so disease occurrence intensity and lifecycle of disease agent. These weather variables are well established correlates of severity and abundance of common plant diseases [7] . Modelling the spatial variation, especially in the future would therefore be useful in mitigating against the occurrence of plant diseases in the process providing empirical evidence that can be used for optimally targeted control measures [8] . More so, providing such information at high resolutions can help in improving the accuracy of disease occurrence prediction models. Indeed, many farmers in the area attribute the frequent occurrence of the disease in the recent past to the changing weather patterns caused by climate change [4] .
This study aims to make a prediction of weather using MarkSim GCM [9] , a stochastic downscaling web based tool that can be used to generate future distribution of weather variables across a rice growing region. First, we assess the suitability of using the model for spatial prediction by testing it against weather station data covering a large region. Then the correctly tested weather variables are predicted in space across the area of study. Using well established climate change models, the prediction is done for the future to provide a set of continuous weather variables that can be used for of plant disease prediction applications [10] .
Materials and Methods

Study Area
The greater Mwea region is approximately within longitides 37˚13'E and 37˚30'E and latitudes 0˚32'S and 0˚46'S [11] . The area is traversed by three agro-climatic zones, with varying weather characteristics. The soils are imperfectly drained, very deep, dark grey to black vertisols [11] . The predominant crop being planted in the area is rice, mainly through irrigation with a gazetted area of about 30,000 acres. Currently, about 16,000 acres has been developed for rice paddy production in the area. In the irrigation scheme, water is abstracted from two main rivers that traverse the area, which are the Thiba and Nyamindi rivers.
Analysis
MarkSim GCM is a web based weather file generator tool that is used to downscale climate information using a variety or all of the models available for downscaling. Details for the construction of the tool and its operation are found in [9] . In brief, the tool provides a generalised downscaling methodology that uses inputs from General Circulation Models to generate futuristic weather variables that to some extent account for changes in climatologies. MarkSim GCM uses a third order Markov model, in addition to special stochastic resampling of the model parameters to generate rainfall and temperature variances for any location. These variances are then used in conjunction with a set of interpolated climate surfaces to downscale and predict the weather variables.
The tool was chosen for a variety of reasons; First, it was developed specifically for applications of agricultural modelling [7] [10], with already wide applications in weather variable prediction [12] . Secondly, the tool is freely available (http://gismap.ciat.cgiar.org/MarkSimGCM) and can be used as an online application without any restrictions. Finally, its worldwide availability means the tool can be easily used to generate weather information for any location on earth. In areas characterised by a paucity in weather station data for accurate modelling, such Markov processes are useful for generating weather variables.
The results of the tool are downscaled, georeferenced weather variables, simulated at different time periods in two different formats. One is the annual charts of daily rainfall, temperature range and solar radiation. The other is a data format compatible with DSSAT (Decision Support System for Agro-technology Transfer) crop modelling suite. The file can also be opened in a normal text file and converted to any easy to use tabular format such as comma separated variable format. In the modelling process, prediction of the monthly climatic data was based on the Intergovernmental Panel on Climate Change (IPCC), with different emission scenarios are supported by the model based, bias-corrected CMIP5 and CMIP3 simulations [11] . For this study the latest CMIP5 was used. The list of climate models used for this study is shown in Table 1 .
The four existing Representative concentration pathways supported are RCP 2.6, RCP 4.5, RCP 6.0 and RCP 8.5. Details of the construction, composition and differences between the emission scenarios are found elsewhere [13] . They provide simulations of future changes in greenhouse gas emissions, and also account for the effects of Land use land cover changes, and air pollutants in the environment [14] .
Thus, the web based tool was used to predict minimum temperature, maximum temperature and Rainfall, at any location. In addition, the tool integrates a Google earth interface that makes it easier for selection of locations whose variables are to be extracted. These four variables have been shown to account for 96.14% of the severity of rice blast disease [7] . Thus when modelling the spatial occurrence of rice blast disease using weather variables, the four variables can as sufficiently approximate distribution of the disease.
Assessing the Model Accuracy
This stage was carried out in order to provide certainty and confidence to the data being used. For the purposes of comparison and calibration of the outputs, the model was run at several locations where weather station data had already been collected. Monthly data on the variables under investigation were then obtained from the Kenya Meteorological department weather data. Since there were deviations between the model results and the weather station data, the differences between the corresponding points were then derived. To model the relationship between the weather station data and the model data, the two datasets were subjected to a regression analysis. A linear regression analysis implemented in the statistical package R version 3.0, was conducted at the 95% confidence interval. Finally, regression fit plots using the datasets were also derived. 
Sampling Locations
Consequently, random points covering the entire Mwea area region was chosen for sampling the downscaled weather data. An interval of 2km was chosen to give a representative coverage of the area during the sampling. A gridded structure for the sampling was chosen to ensure complete coverage of the area under study. Modelling was first done for the year 2010, for the simple reason that it was the year that mapping for the rice blast disease distribution was carried out [4] . To allow for variability and total coverage of the whole area, a sampling strategy was used that involved using a selected grid interval of 2 km. The model was then run for each of the locations at the desired times. Figure 1 shows the locations sampled for the weather variable generation
Geostatistical Modelling
Geostatistics is the process of using sampled georeferenced data of a phenomenon to predict into areas that were not observed [15] . Geostatistical procedures rely on Toblers' law, which states that near things are more related than things further apart. In the geostatistical process, the problem of predicting the linear function of a Gaussian process S(x) based on the observations
where Z i defines the zero-mean Gaussian random variables [15] . The term kriging is widely used to refer to the process of performing spatial interpolation at unsampled locations. For this process, the ordinary kriging process [16] , which has been shown to be best at spatial prediction of weather variables such as temperature and rainfall was used to interpolate the variables under study. First, the empirical semivariogram, which is a means of exploring the spatial relationships between points is constructed. In brief, the semivariogram model examines the extent to which Tobler's law is true. That is near things being more related than things further apart, thus quantifying statistical correlation as a function of distance. In modelling the semivariogram, the short range variability in each of the modelled dataset, which warrants the application of a nugget effect, was examined. A nugget effect is the non-zero y intercept of the semivariogram plot, which if large enough can indicate the absence of spatial autocorrelation. The presence of the nugget effect is normally attributed to measurement errors, and in this case, an incorrectly calibrated model would cause the occurrence of such situations. For this case, the nugget effect was quite small and hence ignored in the kriging process.
Secondly, a line that best fits through the points of the semivariogram was modelled. This line defines spatial autocorrelation in the data and is provides the best fit through the points. The autocorrelation values are then defined from the semivariogram model to derive the kriging weights assigned to each of the measured value. The kriging weights are then used for the prediction process.
Cross validation was also done using a methodology that holds out some datasets during the prediction and uses the held out data for checking the accuracy.
Results
There were approximately 78 locations that were used to sample the weather variables. In addition, weather station data was obtained from the closest 19 meteorological stations to the area of study. For the climate change analysis, the ensemble of the 17 GCMs was used because of the speed in processing the model outputs, compared to performing the runs in any single model.
In the year 2010, the area is characterised by varying temperature and rainfall estimates. Minimum temperature changes from about 10 to 15 degrees Celsius as shown in Figure 2 .
Maximum temperature also varies with a similar range, changing from 29 to 33 degrees Celsius, as shown in Figure 3 .
The greatest variability was experienced in rainfall estimates where values changed from 85mm to more than 152 mm as shown in Figure 4 .
Maximum temperature
The results indicate a good fit for the regression analysis. The R 2 square is a good fit of 0.83. The ANOVA test was also carried out at 95% confidence interval and the results are also shown in Figure 5 . The significance value F is zero, which shows that the results are statistically significant. 
Minimum Temperature
Similar analyses were carried out for the minimum temperature results. As it has been shown from the table, the residuals increase as the minimum temperature reduces, thereby under estimating the minimum temperature as shown in Figure 6 .
For the minimum temperature, the results were much less statistically significant with less correlation as shown in the R square value of 0.26. However, there was strong statistical evidence to accept the regression outputs. These were, the intercept as 8. 
Rainfall
For rainfall data, the large recorded masked much of the differences between the model results and the weather station data. Therefore, the values were not changed as they would have been minimal.
Interpolation Evaluation of the data distribution for all the datasets, minimum temperature, maximum temperature and rainfall, there was a trend towards normal distribution, but with little skewness. Figure 7 highlights these results.
Cross validation results are shown in Figure 8 .
Discussion
This research explored the possibility of generating high resolution weather variables for agricultural application in the Mwea region. The region is largely an agricultural area while it also has the largest rice irrigation scheme in the country. The provision of present and future weather information would be useful in applications that require the analysis of such variables to generate other useful information. In particular, agricultural systems such as disease spread and variation in the intensity is dependent on the spatial distribution of weather, already, it has been shown that changes in climate are expected to affect the spread of diseases such as rice blast [8] [17]. Therefore, to be able to appropriately implement disease forecasting models for effective controlling of the disease [18] , there is need to provide such weather variables at high spatial and temporal resolutions [10] . First, a weather generating tool, that accounts for the climate change was used to systematically point based information on monthly rainfall, maximum temperature, minimum temperature and Solar radiation. Then kriging, a best linear unbiased estimator was used to interpolate the weather variables in space. To our knowledge, this is the first attempt to defining spatially continuous variables of weather using data generated from MarkSim GCM. Consequently, weather data was generated for present and future. Weather variables were successfully generated for the present and the future. Using an ensemble of 17 established General Circulation models (GCMs) and accounting for the greenhouse gas (GHGs) emission scenarios, data was extracted at 2 km intervals covering the whole area. The tool has already been used to generate point based weather variables for any position in the world [9] [12] . To assess the usability of the tool over the region, weather information was generated at the exact same locations where weather stations are located. The comparison between the model results and recorded weather variables were then compared using a regression analysis to derive a trend. This was very important in determining whether the tool underestimates or overestimates the weather information. The derived trend was then used to refine the results of the model, which were then used to produce contemporary weather information. The results highlight a consistent observation of the differences between the model results and weather station data, highlighting the ability to improve model outputs. In addition, the linear relationship between the model outputs and the weather station data all produced statistically significant relationships. This means that to some extent, the model is able to provide realistic guesses, which when once adjusted, can provide useful proxies for the weather variables under investigation.
The results highlight a new approach that can be used in providing synoptic monthly weather variables such as rainfall, maximum temperature and minimum temperature. These datasets can be useful when there is need to identify the intrinsic effects on agricultural systems that dynamic weather variables can reveal compared to static variables normally used. In addition, areas having less information from the "gold standard" weather station data can use such methods and data to fill such existing gaps.
The crux here being the ability to produce spatially defined weather variables for each month, of every year from the current period up to the year 2100. Most importantly, the methodology and results can be used in areas having a dearth in weather information necessary for agricultural applications. For example, such data can be used in mitigation of the future spread of plant diseases such as rice blast. This would be useful in planning for control measures based on the spatial distribution of the predicted weather information. It has already been shown that the spread of rice blast disease is expected to be affected by climate change in the long run [19] , thus a change in how measures of disease control are implemented. In addition, the methodology allows for accounting for different emission scenarios in the future and therefore accounts for much of the uncertainty that may exist in terms of future changes.
The produced continuous surfaces are useful when weather information is required for any agricultural application. Other previous studies have already focused on using climate change to predict future occurrences of diseases, for example malaria [20] . Such applications can also be extended to agricultural areas while focusing on the ecological conditions required for the spread of a disease. A good example would be estimating the impact of climate change on the spatial distribution of any plant disease whose occurrence is affected by weather variables. For instance, the spread of rice blast disease in the area can be predicted in future to aid in controlling and mitigating its occurrence. Moreover, the datasets produced have already been shown to be the major causes of variability in the occurrence. Therefore, prediction can be done using these kind of datasets to produce contemporary distributions of the disease.
Some of the limitations in the study were lack of enough weather station datasets, particularly rainfall in the area to test the model results. The model results are also dependent on the inputs, which can certainly be improved. For instance, the model uses a total of about 10,000 weather stations while it has already been shown that even 50,000 stations would not be enough for such global applications. Also, determining the humidity level was not easy, especially for the future because the area is also depends on irrigation, and therefore, evapotranspiration cannot be ignored. Future studies should focus on applications of such datasets in predicting spatial distribution of plant diseases and producing such variables on a daily level to improve the disease prediction results.
Conclusion
This study was able to demonstrate a methodology that could be used to predict the spatial distribution of future weather variables. Most importantly, the weather variables are important in characterising the variability in plant diseases. The results are variables at high resolution monthly datasets for rainfall, maximum temperature and minimum temperature for the present and the future. These can be used in agricultural applications that require such spatial datasets particularly in predicting the future distribution of plant diseases.
