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INTRODUCTION 
The application of series, both finite and infinite, 
is exceedingly useful and frequently essential in solving 
certain types of problems in scientific work. A very 
common example is in the solution of a differential 
equation by the series method. This method of solution 
is used most frequently when the differential equation 
is of a type which is not classified. There is another 
important case when this method is commonly used. The 
scientist who is not an outstanding mathematician may 
need to use this method, not necessarily because the 
solution can not be obtained by other methods, but because 
his knowledge of mathematics is limited. A mathematician 
might not think too highly of this, but many scientists 
are interested only in the answer, the method of solution 
being comparatively unimportant as long as the mathematics 
is correct. A knowledge of difference equations woul d be 
very helpful in solving the recurrence formula obtained 
in the solution of a differential equation by the series 
method, but is not absolutely necessary in general. 
The mention of difference equations brings us to 
another use of series, the solution of t his type of equa-
tion being written in compact form in terms of a sum. It 
is of course true that the subject of differentiel equa-
tions has been and still is exceedingly important in 
1 
scientific work. However, differential equations are 
inherently associa ted with continuity, whereas "much of 
theory ba sed on the assumption of continuity may be fo"und 
to be mere approximation". 1 E . T· Bell 2 also points out 
the i mportance Of the concept Of discontinuity in natures 
"With the advent (1900) of quanta in 
ra diation, and of genetics in biology, 
it was seen in the first decade of the 
twentieth century that not all na tural 
Phenomena are convenientlv described 
in terms of continuity." ' 
Since difference equations are not inherently associa ted 
with continuity, there is a strong indication that they 
could be used more in t he study of the Physical sciences. 
The study of difference equations is not the purpo s e of 
this dissertation, but since the subject of summat ion is 
.'2 
closely associated with them, it seems necessary to ment ion 
them briefly. 
Another field in which the problem of sum~ation occurs 
i s the subject of probability and statistics. The writer 
is not a student of this topic, but came to this conclusion 
as a result of discuss i on with men who are interested in 
statistics. 
The foregoing statements possibly will be suf ficient to 
indicate why the author became interested in the problem 
-----------------------------------------------------------
1 
2 
F · Cajori, A History of Ma thematics, p. 391 
E. T. Bell, Development of Mathematics, P• 379 
of summations when Dr. Royal M· Frye suggested that a 
table of summations ane.logous to a table of i nt egrals 
would be very useful. 
3 
REVI F.W OF' THE ;VORK OW OTHERS 
The subject of summa tions is intrinsically associa ted 
with the general theory of series. Archimedes c. 225 B.C. 
became interested in the infinite series 1 + 1/4 + 1/4 2 + .•• 
and di s covered its sum t o be 4/3· (The mathematician may 
object to the terminology "sum of an -infinite series." 
This statement means of course the limit of the sum of 
the first n terms as n approaches infinity. For the sake 
of convenience the expression "sum of an infinit e series" 
will be used.) The development of both finite and infinite 
series~ well as most forms of mathematics was very moderate 
until the seventeenth century. One illustration of this is 
that whereas Archimedes had become interested in miscella-
neous specific i nf inite series it was not un t il around 1590 
t hat the mathematician Vieta discovered the formula for 
the sum of an infini t e geometric series. The development 
of the formula for the sum of the p-th powers of the first 
n integers also has a long and interesting history. The 
i mporta nt steps are Sum of squares by Archimedes (c. 225 
B.c.), sum of cubes by Nicomachus (c. 100), sum of fourth 
1\ powers by Al-Karkhi (c. 1020), sum of first powers by 
Clavi us in 1583, sum of p-th powers by Jacques Bernoulli 
1n 1713· Again, the development of our familiar Binomial 
Theorem required over two thousand years. The famous 
Greek geometer Euclid exhibited the formula for (a+b) 2 , 
5 
but it was not until around 1825 that Abel ga.ve a complete 
rigorous Proof of the theorem for any value of the exponent. 
(The salient facts of the Preceding historical statements 
can be found in the work by Sa.nford.l.) 
The seventeenth century is undoubtedly the most 
important Period in the development of mathematics. R ~ c. 
Archibald 2 summarizes some of the most imPortant results 
as follows' 
"It (the seventeenth century) saw Fermat 
lay foundations for modern number theory, 
Descartes invent analytic geometry, Pascal 
and Desargues open up new fields for Pure 
geometry, Kepler discover laws of heavenl y 
bodies, Galilee Galilei reveal laws of 
mechanics, Huygens make notable contribu-
tions in the theory of probability a.nd 
other fields, Newton cre·ate new worlds with 
calculus, curves, and Physical observations, 
Leibniz build master notations, and Napier 
double the astronomer's life through cal-
culating devices." 
Although it is true that not all of the developments of math-
ematics in this Period were forerunners of the investiga-
tion, they do seem to form interesting background material. 
At this time many investigators became interested in series, 
in general infinite series, without considering the concepts 
now called convergence and divergence. The author quotes 
Archibald 3 aga.in with reference to some of Newton's mono-
graphs: 
-----------------------------------------------------------
l. v. Sanford, A Short History of Mathema.tics, p. 177 
2 R. c. Archibald, Outline of the History of Mathematics, 
4th ed., revised and enlarged, p. 29 
s ibid.' p. 38 
"In another monograPh on the quadratur e 
and rectification of curves by means of 
infinite series, Newton indicates at one 
point the importance of determining whether 
they are convergent - an observa.tion far 
in advance of his time - but there is no 
record that he knew a general test for 
the purpose; and in fact it was not until 
Gauss and Cauchy took up the question, 
early in the nineteenth century, that the 
necessity for such limitation was commonly 
recognized - 11 
While we ar e on t h e subject of Newton's investigation it 
seems necessary to mention his work on interpolat ion. The 
theory of interpolation as such is not investigated in 
this pe.per, but a series that he developed, now called 
Newton's series, is an essential feature of the ca lculu s 
of fin ite differences, the field most frequently used in 
this dissertation. 
As has been ind icated, the development of mathematics 
6 
in this period was very rapid in the fields where continui t~r 
is essential. The simultaneous development of the discrete 
concept was nea.rly as rapid. E. T· Bell 1 makes en inter-
esting comment with reference to the e xpan sion of these 
two divisions of mathematics: 
"The advance in the continuous might have 
been expected; the other has the appearance 
of an accident. Ne ither more or less trivial 
arithmetic of permutations a nd combinations, 
nor unsysternatized observations on games of 
chance, offer a sufficient explanation of the 
sudden and complete emergence of the funda-
mental principles of the theory of probability. 11 
------------------------------- ----------------------------
1 ~ . T· Bell, The Development of Mathematics, p. 117 
The mathematical investigations of the seventeenth cen-
tury form a necessary background for the mathematics of the 
eighteenth century, Particularly in the field of series 
and the calculus of finite differences. Farly in this 
century (1713) Ars Conjectandi was published. This book 
7 
was the posthumous publication of the Swiss Jacques 
Bernoulli, one of eight mathematicians of this famous 
family. Bernoulli discussed probability, permutations and 
combinations, using these in a proof of the binomial theorem 
for positive integral exponents. He also gives a formula 
for the sum of the p-th powers of the first n integers, as 
noted previouslJr, using a list of numbers which are now 
called Bernoulli Numbers.~ In 1715 the Englishman Brook 
Taylor, who exhibited the series now called Taylor's Series 
' 
without discussing the convergence of the series, PUblished 
the ~odus Incrementorum directa et inversa containing 
the first treatise on the calculus of finite differences. 
Associated with the name of Taylor is of course the Scot 
Colin Maclaurin who used Taylor's Series for the special 
ca.se of expanding a function about the origin, obtaining 
a. series now called Maclaurin's Series. His work was 
Treati se of Fluxions, published in 1742. 
The greatest mathematical genius Of the eighteenth 
century was without question the Swiss Leonard Euler, born 
in Basel where the Bernoulli family lived. The most impor-
-- ---------------------------------------------------------
F · Cajori, A History of Mathematics, p. 221 
8 
tant of his work from the point of view of the investigations 
in this paper is the ma.teri;al on the expansions of the cir-
cular functions, transformations of infinite products into 
infinite series, and developments into series of partial 
fra,ctions. The pUblication covering these investigations 
can be found in Introductio in analvsin infinitorum. In 
Institutiones calculi differentialis and Institutiones 
calculi integrill.§. he a.lso pointed out some of the analogies 
between the infinitesimal calculus and the calculus of finite 
differences, and used the latter for a.pproximate results to 
problems arising i n the infini tesima.l calculus. He did not 
discuss convergence ver:,r carefully, but did convert slowl y 
convergent series into others which converge rapidly . 1 Al-
t hough he did warn mathematicians against the use of diver-
g ent series he exhibited the "proof" t hat 
••• + lz+ 1 + 1 + n + n 2 + ••• = 0 as follows: n n 
n + n
2 
+ • •• = 
1 1 
1 + n + fi·2+ = 
n 
I-n 
When these are added 
we obtain zero for the "sum" of the series. Similarly, 
Euler did not hesitate in writing 1 - 3 +5-7+ •·· = 0, 
and no one raised objections to statements of t his k ind , 
except Nicolaus Bernoulli, the nePhew of Johann and Jakob, 
-----------------------------------------------------------
1 The preceding and following information about Euler can be 
found in E. T. Bell, The Development of l!a thematics, PP· 
265, 266 and F· Cajori, A History of 1-.~a .thematics, 2nd . ed., 
pp . 235-239, respectively. 
9 
three more mathematicians of the Bernoulli family. Strange-
ly enough, Euler's arguments fine,lly won over Nicolaus to 
incorrect concepts of infinite series. Another imPortant 
illustration of the leek of understanding of the necessary 
steps involved in the correct analysis of infinite processes 
is in Euler's "proof" of the binomial theorem for negative 
and fractional exponents . This Proof was given in many 
elementary text-books in the nineteenth century . Another 
outste.nding contribution by Euler was the study of the 
hypergeometric series. He also developed a series for 
arc tan x, as well as finding the sum of the reciprocal 
squares to be 11 2/6 and the sum of the reciprocal fourth 
powers to be 11 4 /90. As a result of these investigations 
he was able to show the connection between the coefficients 
occurring in this type of series with the Bernoulli Numbers. 
Incidentally, he introduced the symbol t to denote summa-
tion. 
The nineteenth century found mathematiciEtnS more con-
cerned with what is now called rigor in mathematics. In 
1812 Gauss investigated the hypergeometric series, the 
first time that the convergence of an infinite series 
was completely discussed.~ Cauchy also investigated the 
theory of infinite series, although he did make some errors. 
As Bell 2 says, 
"But, indicative of the subtleties 
-----------------------------------------------------------
l. ~ . T. Bell, The Development of Mathematics, p. 2"59 
2 ibid., P• 270 
inherent in consistent thinkin~ about 
the infinite and the continuum:· even 
so cautious a mind as Cauchv's went 
astray when it surrendered itself to 
intuition. He believed for a time 
that the sum of any convergent series 
of continuous functions is continuous, 
and that the integral of the sum is 
always obtainable by termwise integra-
tion. Later (1853, 1857) he recognized 
uniform convergence, discovered inde-
pendently by the mathematical Physicist, 
G· G. Stokes, in 1847 and P. L. v. Seidel 
in 1848." 
10 
In 1822 J. B. J. Fourier published La Theorie analytiq~ ,, 
de la chaleur in which he considered the problem of ex-
panding any type of function in a trigonometric series. 
The result was the subject now called Fourier Series. 
There were many other contributions to the general theory 
of infinite series, but the author con siders t hat the 
preceding statements about this subject give a satis-
factory history. 
The development of finite differences has also been 
indicated, and some of the significant phases in the 
growth of this topic from the nineteenth century until the 
present day will now be noted. In 1880 after Ecole's 
death the third edition of his book Finite Differences 
wa.s published. Although out of Print, t h is volume 
possibly can be considered to be one of the oldest works 
on the calculus of finite differences that can be con-
sul ted without too much difficulty. He gives the follow-
ing definition 1 : 
-----------------------------------------------------------
1 George Boole, Finite Differences, 3rd ed., P• 1 
"In 1909 Niels Erik Norlund of the 
University of,Lund in Sweden, Henri 
Galbrun of l'Ecole Normale in Paris, 
and, in 1911, R. D. Carmichael of the 
University of Illinois entered this 
field of research. Carmichael used 
a method of successive approximation 
and an extension of a contour integral 
due to c. Guichard. G. D. Birkhoff of 
Harvard made imPortant contributions 
~howing the existence of certain 
intermediate solutions and of the 
Principal solutions. The asymptotic 
form of these solutions is determined 
by him throughout the complex plane. 
The extension to han-homogeneous 
equations of results reached for 
homogeneous ones has been made by 
IC· P. Williams of the University of 
Indiam:t." 
In 1923 Norlund~ published a memoir on finite differences 
followed by Batchelder's 2 textbook on difference equations 
in 1927· Then L. M· J.i!ilne-Thomson 3 brought the subject 
of finite differences up to date in 1933· 
12 
Many of the investigators of finite differences indicate 
the possibility of obtaining a. list of sums without ex -
hibiting any such list. In 1924 I. J. Schwatt gave some 
interesting methods of summation of series in Operations 
With Series. In the following yea r L. B· W. Jolley pub-
lished a list of sums in his book Summation of Series. 
However, t his wa s merely a compilation o f many of the 
series to be found in the standard references of that time. 
-----------------------------------------------------------
1 ,, , , N· E . Norlund, Memoire Sur Le Calcul Aux Differences 
Finies, Acta Ma.thematica, vol. 44, pp . 71-212. 
2 P. M. Batchelder An Introduction to Linear Difference 
Equations. 
3 L. M. Mi lne-Thomson, The Calculus of Finite Differences. 
Since this dissertation is the next step after Jolley's 
work, we bring the historical survey to a close. 
13 
1. FINITE DIFFERENCES 
The definition of the first difference quotient~ of a 
function u(x) is ou(x) = u{x+ox)-u(~ , where for conven-
ox 
ience the symbol b is used instead of the more commonly 
used capital Greek Delta. Of course in The Differential 
Calculus the analysis is concerned with the limit of the 
preceding fraction as ox, called the increment of x, 
approaches zero, where~s ox does not approach zero in the 
14 
Calculus of Finite Differences. In this dissertation, how-
ever, we discuss the case when ox is unity. Hence, from 
now on, the first finite difference of u(x) will be given 
by ou(x) = u(x+l)-u(x), so that xis an integral variable. 
The following five theorems will be needed in subsequent 
work, u(x) and v(x) denoting general functions of the 
integral variable x. 
Theorem t. 2 o[cu(x)] = cou(x) , c being a constant. 
Proof 
o[cu(x)] = cu(x+l)-cu(x) 
= c [ u ( x+ 1 ) -u ( x ) ] 
= cou(x) 
Theorem 2. 2 o[w(x)u(x)] = w(x)ou(x) , w(x) being a 
periodic function of x with Period 1, that 
is, w(x+l) = w(x). 
-----------------------------------------------------------
~ Milne-Thomsen, The Calculus of Finite Differences, P· 23 
2 ibid.' p. 30 
Proof 
o[w(x)u(x)] = w(x+l)u(x+l)-w(x)u(x) 
= w(x)u(x+l)-w(x)u(x) 
Th 0 -z.~ _ e rem ..1. 
= w(x)[u(x+l)-u(x)] 
= w(x)ou(x) 
o[u(x)+v(x)] = ou(x)+ov(x) 
Proof 
o[u(x)+v(x)] = [u(x+l)+v(x+l)]-[u(x)+v(x)] 
= u(x+l)-u(x)+v(x+l)-v(x) 
=ou( x )+ov( x) 
{
u(x)ov(x)+v(x+l)ou(x) 
Theorem ~- 2 o[u(x)v(x)] = 
v(x)ou(x)+u(x+l)ov(x) 
Proof 
o[u(x)v(x)] = u(x+l)v(x+l)-u(x)v(x) 
= v(x+l)[u(x)+ou(x)]-u(x)[v(x+l)-ov(x)] 
= v(x+l)u(x)+v(x+l)ou(x)-u(x)v(x+l)+u(x)ov(x) 
= u(x)ov(x)+v(x+l)ou(x) 
The second form for o[u(x)v(x)] can be derived in a 
similar fashion. 
Theorem 5· 3 o[u(x)/v(x)] = v(x)u(x+l)-u(x)v(x+l) 
v(x)v(x+l) 
v(x)ou~x)-u(x)ov(x) 
v x)v(x+l) 
15 
-----------------------------------------------------------
~ L. M· ~.Ulne-Thomson, The Calculus of Finite Differences, 
p. 30 
2 H· ~eeman, Actuarial Mathematics, p. 102 
5 L. 1[. Milne-Thomsen, The Calculus of Finite Differences, 
p. 50 
2. APPLICATIO}J OF FilHTE DI"'FERENCES '1'0 SID:rS 
Let us now derive what the author calls the Fundamental 
Theorem •1 
fheorem 6. (Fundamental Theorem) b b+l ~ou(x) =[u(x)]a , 
where a and b are integers with b l arger than 
b+l 
a , and [u(x)Ja represents u(b+l)-u(a) • 
Proof 
By definition, 
ou(a) = u( a+l)-u(a) 
ou(a+l) = u(a+2)-u(a+l) 
. . . . . . . . . . . . 
ou(b-1) = u(b)-u(b-1) 
ou(b) = u(b+l)-u(b) , and 
adding these equations, we obtain 
ou(a)+ou(a+l)+ ••• +Ou(b) = u(b+l)-u(a) 
b t ou(x) = [u(x)]b+l 
a a 
Hence, by taking any function u(x) and finding its 
difference, we can derive the formula for the sum 
~ ou(x) • 
a 
Corollary. b b [ Jb+l [ Jb+l ~ c = c ~ 1 = ex a = c x a 
15 
-----------------------------------------------------------
1 H· Freeman has a. similar result in Actuarial Mathematics, 
pp . 97, 104. However, he considers the special case 
where a=l and b=;positive integer. 
Proof 
o(cx) = c(x+l)-cx 
= cx+c-cx 
= c 
Hence ~ c = [cx]~+l 
The equalities ~ c 
a 
b 
= c ~ 1 
a 
and 
[ Jb+l - [ Jb+l ex - c x a a are obvious. 
The Fundamental Theorem could be written in the apparently 
more general form 
b b+l ~ ou(x) = [u(x)+w(x)] 
a a 
where w(x) is an arbitrary Periodic function of x with 
Period one, because 
o[u(x)+w(x)] = ou(x)+ow(x) 
= ou(x) 
However, when the limits are used as indicated, the 
function w(x) always disappears as follows• 
[u(x)+w(x)]b+l = [u(b+l)+w(b+l)]-[u(a)+w(a}] 
a 
= u(b+l) -u(a)+w(b+l)-w(a) 
= u(b+l)-u(a) 
Thus the Fundamental Theorem is analogous to the 
method of evaluating a definite integral in Integral 
Calculus. Furthermore, we shall use terminology similar 
to that in Integral Calculus when convenient. As an 
17 
illustration, in the sum ~ Ou(x), Ou(x) is called the 
summand, corresponding to the word integrand in Integral 
Calculus. Also, the limits will frequently be omitted, 
the sum being written 
L: Ou (X) = U (X) • 
18 
As previously indicated we could write the right hand side 
in the form u(x)+w(x) for the most general indefinite sum. 
This general form should be used if the sum is to be used 
in the general solution of a difference equation . However, 
since this dissertation is concerned with definite sums, 
the periodic function w(x) will be omitted even when the 
limits are missing. 
In working with sums we frequently find it necessary to 
use a substitution of variable, and although the actual 
substitution can be performed easily, the following theorem 
often saves some labor. 
Theorem 7· 
b 
L: Ou( x+p) = 
a 
b+l [u(x+p) ]a 
Proof 
Let y = x+p, and we obtain 
b b+p L: Ou(x+p) = L: Ou(y) a a+p 
b+p+l 
= [u(y)] 
a+p 
= u(b+p+l)-u(a+p) 
b+l 
= [u(x+p)] 
a 
19 
Occasionally when the summand is in t he form of a product 
of t wo f a.ctors, the formula for Summation By PartS- enables 
one to evaluate the sum. 
Theorem 8. (Summation By Parts) 
t u(x)ov(x) = u(x)v(x)- r v(x+l)ou(x) 
Proof 
By Theorem 4 we have o[u(x)v(x)] = u(x)ov(x)+v(x+l)ou( x ) 
Hence, by Performing the operation t on both sides of 
the equation, we obtain 
u(x)v(x) = t u(x)ov(x)+ t v(x+l)ou(x) 
t u(x)ov(x) = u(x)v(x)- r, v(x+l)ou(x) 
If the increment should be a positive constant r instead 
of unity, the sum frequently can be reduced to the case of 
unit increment. Let us define the symbol 
to represent u(c)+u(c+r)+u(c+2r)+ •.. + u(d) , where r is 
a positive constant, and the limits c and d are such tha t 
bo t h c/r and d/r are integers, d being larger t han c. Then 
we can derive 
d 
I:r u(x) = 
c 
unit increment. 
d/r 
:L 
c/r 
u(ry) , where y increa ses by 
------------------ ----------------- ------------------------
1 H· Freeman, Ac t uaria l Mathematics, p. 102 
20 
Proof 
d 
By definition, ~ u(x) = u(c) + u(ctr) + u(c+2r) + ..• + u(d) . 
c 
Now let us use the substitution x = ry, and we obtain 
d d/r 
IT u(x) = t u(ry) 
c/r c 
= u(c)+u(r[c/r+U)+u(r[c/r+2])+ •.• +u(d) 
= u(c)+u(c+r)+u(c+2r)+ ..• +u(d) 
Let us illustrate the usefulness of this theorem by 
9 ·25 
evaluating t.25 x 2 • Let x = . 25y = y/4 • 
·5 
Then the new lower and upper limits of summation are 
• 5/.25 = 2 and 9 • 25/ • 25 = 37 respectively. Thus the sum 
becomes 
G . ] 38 L"'i;y-1 J~ 2y-l) 2 
= (38){37)(75)-(2)(1)(3) 
96 
= 1098.375 
, by formula (14) 
On the other hand, if we were to calculate the sum by 
arithmetic, we would hB.ve to compute · 5 2 + ·75 2 +1 2 +1.25 2 +1 . 5 2 
+1 .75 2+ ••• +9.25 2 • Furthermore, it is clear that the 
evaluation by the use of the formula would not be much 
more complicated whatever the limits might be as long as 
the new limits are integers, whereas the labor i nvolved in 
computing the sum by ~rithmetic could very easily be 
prohibitive, even with the aid of a computing machine. 
3. D'RRIVA'T'ION QH' THR"8E TVP ICAL FOP.I'.mLAS 
B~ THE NE'I'HOD OF DIFFERENCE§ 
(a) Derivation of Formula (40) 
1 
21 
b [ 2c( cx+d Jt cx+d+c J 1 = 2c( cx+d+~l ( cx+d+2c) + 2c( cx+d) ( cx+d+c) 
= -(cx+d) + {cx+d+2c) 
2c(cx+d)(cx+d+c)(cx+d+2c) 
= -cx-d+cx+d+2c 
2c(cx+d)(cx+d+c)(cx+d+2c) 
= 1 (cx+d)(cx+d+c)(cx+d+2c) 
Therefore, t 1 
(cx+d)(cx+d+c)(cx+d+2c) 
= -1 
2c ( cx+d) ( cx+d+c) 
(b) Derivation of Formula (79) 
= xp-(x+l)P 
xp(x+l)P 
22 
p 
L: p ~xP-S 
s=O s ~ ( P- s ) ~ 
xP (x+1 )P 
D U p p S 
= x~ - x~- L: P ~x - -· 
s= 1 8"!1'--P--s~),..~ 
= 
p 
Therefore, L: t -t n!)xP=s 
s=1 "St(p-s)~+lTP = 1 , whence by dividing ~ 
both sides of the equation by the constant -( p ! ) , we obtain 
P p -s 
t ~ X = 
s=l s~(p-s)!xP(x+l)~ 
-1 
p ~ xP 
( c) Der i vati on of k'ormu1.a (102) 
Although this formula cen be verified by findinv the f ir st 
difference of the right hand side , it is unlikel y that any 
one would choose this particular functi on in attempting to 
der ive the formuJ.a . The rnetb.od of Surn.ma tion by Parts 1 can 
be used to advantage here . Let u (x) = X and ov(x) = 
v sin mx . Then ou (x) = 1 and .... 
v(x) = lsinlmx-m)-sin m1 J x + SiiL.Jil.1£, by formula (100). Hence 
~1-cos m, 
L: x 2 sin mx = L. x[x sin mx] 
= x ( Lsin( mx -m) - sin mx] x + sin mxJ 
2(1-cos m) 
- - ---~ - --- - -- - ----- ------- - --------- - ----- - ---- -------- ------1 See pe,ge 19 · 
- L. sin mx - + sin(mx+m) 
= l.gin(mx-m) - sin mx] x 2 + x sin !Ji!X 
2(1-cos m) 
- t x sin mx - x sin(mx+bJ + sin mx 
2(1-cos m) 
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= A - t X-£in mx - Xsin mx cos m - X cos mx sin m + sin mx , 
· 2(1-cos m) 
where A represents the first term in the preceding 
expression. 
= A - 1/2 t x sin mx + sin m t x cos mx · 
2(1 - cos m) 
- 1 L: sin mx 
2(1-cos m) 
= A - lsin(~m) - sin mx] x + sin mx 
LJ-(1-cos m) 
+ [cos(mx-m) - cos mx] x sin m + cos mx sin m 
2}(1 - cos m )2 
by formulas (100), (110), and (98), respectively . Now let 
us write this expression in descending powers of x, treating 
the trigonometric function s as coefficients. Replacing A by 
its value, we obtain sin(mx-m) - sin mx for the co-
2(1-cos m) 
efficient of x 2 • Similarly, the coefficient of x is 
sin mx - sin(mx-m) - sin mx + [Qos(mx-m) - cos mx ] sin rn 
2(1-cos---rnJ 40-cos m) LJ-(1-cos m) 2 
= 2 sin mx( l.::Q.Q.§. m) - [ sini )x-m) - sln mx] [ 1-co.§._jg] . 
4(1-cos m s 
+ [cos(mx-m) - cos mx] sin_m. 
4(1-cos mJ2 
= }_~in mx - 2 sin rnx cos m - sin(mx-m) - cos mx sin m 
4 (1-cos mP 
+ [sin (mx-m) cos m + cos(mx-m) sin m] 
4(1-cos mr~= 
= 3 sin mx - 7 sin mx cos m - sin mx cos m + sin(mx-m+m) 
4(1-co s m) 2 4(1-cos ill)~ 
= 4 sin mx - 4 sin mx cos m 
4( 1-cos m P 
= 4(1 cos m) sin mx 
4(1-cos mP 
= sin mx 
1-cos m 
Finally, the coefficient of x 0 is 
-sin mx + cos mx sin m - sin(mx-m) - sin mx 
4(1-cos m} 1~(1-co s m) "2' 4(1-cos m) 2 
= -sin mx + sin mx cos m + cos mx sin m 
4-(1-cos mP 
- sin mx cos m - cos mx sin m - sin mx 
4 (1-cos mP 
= 2 cos mx sin m 
4(1-cos mP 
= cos mx sin m 
2(1-cos m) 2 
Therefore, L: x 2 sin mx = ~in(mx-m) - sin mx] x 2 
2(1-cos m) 
+ [sin m~ + 
1-cos m 
cos mx sin m 
2(1-cos mJ 2 
4 • D~RI VA 'T'I Of'T O"Q ?OPT'.'flJLA ( 8S ) 
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Obse!"'vinp: f ormula s ( 8J) , ( 84) , and ( 85) f or similarity 
for the purpose Of generali zation , we infer that r xPcmX 
may be of the form cmx times a Polvnomial in x of the P-th 
degr ee with terms alterna ting in sign, the coef fi cient of 
xP b e ing 1 
-
Cons equently , a s sume 
I: xP 0 mx = cmx_ 
cm-1 
where a(p-j) , for j = 1, 2 , • •• p , are unknown coefficients , 
a (p) being 1 . P.ind the difference of both sides of the 
equat ion, x being the ve.ria.b1e . 
xPcmx = Qmx+m 
cm-1 
p 
2: 
j=O 
_ 0 mx8, ( p )xP _ cmx 
c111 -l cm-1 
p 
!: 
s=1 
Subtracting xPcmx frorn both sides of the equation, end 
dividing b,.• cmx , we get 
cm-1 
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This is an identity in x, so we can equate the coefficients 
1 i~t-c. ro~~uJct"s .. f 
of/\ x to zero. 
- cma(P-1) + a(p-1) ] xP-1 = 0 
pcm-(cm-l)a(p-1 ) = 0 
a(p-1) = ~ 
cm-1 
a (p-2) 
Similarly , a ( p-3) 
a(p-4) 
= cmp~ ( cm+l) 
2 ~ ( p-2 n ( crn-1) ~ 
= ~2m+4cm+l) 
~)!(cffi-1)3 
= cmp~(c3m+llc2m+llcm+l) 
4 ~ ( p-4)! ( cm-1 )4 
In order to obtain a(p-r), let us first pi ck out the co-
efficient of xP-r. We obtain 
+ ... - cme.(p-l)( p-1)! 
--rp-r)~{r-1)""!"" 
- (-l)ra ( p-r) = 0, r = 1, 2, •.• p . Rewriting the 
equati on we g et 
( p-1 ) ! a. ( v-ll - LP.::£lla.~l + (r-1). --Tr-~ 
- ••• + 
+ (-1 )r+l(cm-l) ( p-r_)~ a ( P-r) = p ! 
em rr 
l-l)ri£-r+l)!a( p- r +l ) 
1~ 
Pow let us write down the p equations r esulting fr om 
l et ting r = 1, 2, 
by Cramer 1 s Rule. 
p . Then we can solve for a ( p- r) 
( See pages 28 and 29 ) 
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Now let us expand the numerator of a(p-r) by columns until 
t he r-th column is reached, starting with the last column. 
The coefficient of the resulting determinant of r-th order 
is 
(-l)(p+l)+p+(p-l)+ ••• +(r+2)0 ~ 1 ~ 
mP-mr 
( 1 ) I ( ffi l ) D-1" • • • P -r-~ . c - - -
c 
p+l [ J p+2 ~he above exponent of -1 is L. x= x(x-J ) 
r+2 2 
r+2 
Now let us factor 
= lP+ 2 ) ( p+ 1 ) 
2 
( , )~ + 3 + • • • r ( l ) I ( ) I ( } ) I I -- - p- • p-2 •••• p-r+ .p. 
(r+2 )(r+l) 
2-
from the r-th order determinant, the exPonent of -1 being 
ir+l )r _ 1 2 
~he denominator of a(p-r) is 
= (-1)%. +3+ ••• +(p+l)(p-l)!(p-2)~ 
cmP 
.. . 
The above exponent of - 1 is ~2)(p+l) 
2 I . 
(A) 
(B) , 
(c) 
Now if we multiPly expressions (A) and (B) and divide by (C), 
_, ~· 
we obtain .LP+2)(p+lJ_- (r+2)(r+ll + (r+l)r- (p+2)il2±l-.l =-r-1 
2 2 2 " 2 ,. 
for the exponent of -1. Likewise, the rest of the coefficient 
of the expression representing a(p-r) is 
0~1! ••• (p-r-l)!{cm-1)P-r(p-l)!(p-2)! ••• (p-r+1)!n~cmp 
mP-mr( ) 1 ( ) 1 1 ( m )P ' c p-1 • p-2 • • •• 0. c -1 
Thus the coefficient is 
i -ll-r-1p! cmr = 
(p-r)~(cm-1 )r 
(-1 )r+1p!cmr 
( p-r )! ( cm-1 )r 
Hence we obtain a(p-r) = 
cm-1 0 
em 
1 cm-1 
IT m 
c 
1_1 )r+l12 ! 0 mr 1 1 
( p-r ) ! ( cm-1 )r 2! TI 
• 
1 1 1 
( r-1)! (r-2)~ ..•......••.•. I'! 1 r; 
Pow if we replace (-l)j+la(p-j) by a(p-s) and uses for 
the index of summation , we obtain Formula (86). 
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5. THE_!OLVNmHALS AJD FUHBERS OF BlffiNOtTLLI, 
AND THE EUL~R POLYNOHIALS OF' TH~ FIRST ORDER l. 
The definition of the Bernoulli Polynomials of order n 
and degree s is given by 
There are many properties of these Pol ynomials whi ch will 
not be stated here . 1. However, the e,uthor he,s derived a 
relation which he believes to be new by differentiating 
32 
both sides of the euqtion p times with respect to t. This 
operation is permissible because we are dealing with a 
power series in t and hence we can di fferentiate term-by -
term as long as t lies in the interval of convergence of 
the orig inal series. 
en 
I: 
s=O 
ro 
t 
s=O 
ro 
I: 
s=O 
tsB~n)(x) = tn8 xt 
8 ~ (et-l )n 
sts-lB~n)(x) cl = 
"dt s ~ 
s(s-l)ts-2B~n)(x) 
s~ 
-?.11 G. t ..::. 2r1 
[tnext ~ (e£-l)Yi 
= 
• 
-- -~--------~----- - -- - ---~-- -----~-------~---(cont . ) 
l. L. ~~ . Jl[ i lne- Thomson, The Calculus of Finite Differences, 
pp . 121~-153· 
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~ _s(s-l) ••• (s-p+l)ts-pB~n)(x) ~P 
s=O = ' tp s~ e.J 
which is Formula (165). 
If we let x = 0 in the definition of the Bernoulli 
Polynomials of order n, we have the definition of the 
Bernoulli Numbers of order n: 
-2H < t < 2TI , 
where B(n)= B(n)(o). The first seven Numbers of order n 
8 8 
are 
B ( n ) = n ( 3n - 1 ) 
2 12 
B(n)__ 2( l) 3 -n an-
Let us now verify formula. (29), which is given as a 
problem on page 150 in L. ]E:. !vTilne-rrhomson' s The Calculus 
of Finite Differences, 
n 
L: 
s=l 
1/s 
(n-1)! 
For this verification, we use mathematical induction. 
First let us check the equa.tion for n = 1. 
1 
2: 
s=l 
1 = B( 2 ) 
0 
1 
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From the preceding list of Bernoulli Numbers we notice that 
the value of B~ 2 ) is unity, so the equa.tion is satisfied 
for n = 1. Next assume that the equality is verified for 
n = p and show that this imPlies that it is true for 
n = p+l. 
p 
r. 1/s 
s=l 
P. 
2: 1/s = 
s=l 
+ 1 
p+l 
( p-1)! 
( p-1)! 
+ 1 
p+l 
From equation (3) on page 129 in Milne-Thomsen's book we 
have 
Let s = 
B(p+2)= (1 
- ~+1) B(p+1) - sB( P+1 ) s s s-1 
p , and this equation becomes 
B( p+2 )= 
p (1 - E-) p+1 
B( p+1) 
p 
PB( p+1 ) 
-p-1 
PB~~~1 )= (p+1-p)B~P+1 ) - B~P+2 ) 
r+' 
B( P+1 )_ B( P+1) P-1 - p 
p( p+1) p 
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~rom equation (1) on page 130 in the same reference we have 
Hence we obtain 
r. 1/s = (~P-1 (-1)P-J~ -p+1 L 
s=1 TP=I~ p(p+1 
B(P+2 )]+ 1 
p p+1 
p 
= (-1)PB~p+2) 
- -p~ 
This result is the original formula with n being replaced 
by p+l, thus completing the desired verification. 
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The definition of the Bernoulli Polynomials of the first 
order is given by 
-211 < t <. 2fT , 
where B8 (x) = B~(x). The first seven of these Polynomials 
are 
B0 (x) = 1 
B1 (X) = X - 1/2 
B2 (x) = .x2 - X + 1/6 
Ba(.x) = xa 3.xp/2 + .x/2 
B4(.x) = x4 -2x5 + x 2 - 1/30 
Bs(.x) = x5 - 5x4/2 + 5x5/3 - x/6 
B6(x) = x6 - 3x5 + 5x4/2 - x 2 /2 + 1/42 
On pa,ge 137 l' ~ilne-Thomson derives the formula 
from which we easily derive Formula (26) as follows: 
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b a-1 b 
I: xn - 2: xn = 2: xn 
x=l x=l x=a 
The definition of the Bernoulli Numbers of the first 
order~ is 
' 
-2TI < t <. 2TI , 
where Bs(O) = B8 • On page 137 Milne-Thomsen shows that all 
of the odd Numbers of order one are zero except forB~· 
For reference purposes we list the first nine non-zero 
l·Jumbers. 
Bo = 1 
B~ = -1/2 
B2 = 1/6 
B4 = -1/30 
B6 = 1/42 
Bs = -1/30 
B1o= 5/66 
B12= -691/2730 
B14= 7/6 
-------------------------------------------------------- ---
~ This particular definition is not always used by mathe-
maticians. 
The definition of the Euler Polynomials of the first 
order is 
The first seven polynomials are 
E0 (x) = 1 
El.(x) - X - 1/2 
E
2
(x) = x(x-1) 
E (x) = (x - 1/2 )(x 2 5 - X -
E
4 
(x) = x(x-l)(x 2 - x - 1) 
1/2) 
E5(x) = ( x - 1/2 ) ( x
4 
- 2x 5 xa + 2x + 
E6(x) = x(x-1 )(x4 -2x8 - 2x 2 + 3x + 3) 
On page 147 Milne-Thomsen derives the formula 
, 
1) 
from which Formula (27) in this dissertation can be easily 
derived, similar to the discussion of Formula (26) given 
on pages 36 and 37 of this text. 
6. DEFINITION OF x(n) AND ITS SI HILARITY 
TO x~ Pr THE CALCULUS l. 
A Product of the form u(x)u(x-c)u(x-2c) •.• u(x-nc+c) is 
---------- -------------------------------------------------l. L. H· ]Jilne-Thomson, The Calculus of Finite Differences, 
pp. 25, 26, 27, 42. 
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called a descending factorial expression. A simple case of 
this type of expression is x(n)=x(x-l)(x-2) ••. (x-n+l)= x~ 
The difference of x(n) is 
ox(n) = o x~ 
( x-n)! 
I X• = ~ x+l) ~ 
x-n+l)! (x-n)! 
= (x+l)~ - x~,x-n+l) 
( x-n+l). 
= x~ ( x+l-x+ry-1) (x-n+l ! 
= nx~ 
(x-n+l H 
= nx<n-1) 
( x-n YT 
Thus t he difference of x(n) is analogous to the derivative 
of xn in The Differential Calculus. Knowing that 
ox(n) = nx<n-1) , we immediately obtain 
whence dividing both sides of the equation by the constant 
nand replacing n by n+l, we easily derive Formula (62), 
which is similar to J xndx in The Integral Calculus: 
r x<n-1) = x(n) 
n 
= x(n+l) 
n+l 
7. DERIVATIOl! OF SPECIAL DEFINITE FINITE SUf,!S 
The result of operating with 5 on 5u(x) is called the 
second difference of u (x), and is denoted by 5 2u(x). 
There are corresponding definitions for the third and 
higher differences. Thus 
5 2u (X ) = 55 U ( X ) 
5 8 u ( x ) = 0.5 2u ( x ) 
The general expression in terms of a sum for the p-th 
difference of u(x) is 1 
If we choose u(x) = xP, we have 
p 
5 P xP = L. ( -1 ) j ~ ~ ( x+ ]F j ) P 
j=O j • ( p- j • 
The result of each application of 5 to xP lowers the 
degree by unity 
5xP 
as is easily seen: 
= (x+l)P-xP 
= xP+pxP-1+ E~E-l)xP-2+ ••• -xP 2 
= pxP-1 + p(p-l)xP-2 + ••• 
2 
5 2 xP = p(x+l)P-l+ p(p-l)(x+l)p-2 + ••• 
2 (cont.) 
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-----------------------------------------------------------
1 L. l''i · Milne- ThoMson, The Calculus of Finite Differences, 
p. ;33· 
• 
• 
-pxP-1 - E(P-l)xP-2 
2 
= p(p-l)xP-2 + ••• 
• • 
• • 
• • 
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- ... 
• 
Thus it is clear that oPxPis a constant. 1 Furthermore, it 
is clear ths"t the constant is p~. Now if we equate the 
two exPressions for oPxPwe get 
p 
r: j=O 
This is Formula. (70) where k is writt~n in place of x. 
Since the Preceding equation is true for all integral 
values of x, we can equate like powers of x on both sides 
and derive some new sums. 
p ~ -1) j p I2! XP- E! ~ E- 1 ) 8 r: r: = 1 j=O J ~ < p- j n s=O . s!(p-s)! 
p ~ -1) j [ P~l P ~ xP- 8 ~ p- .1 ) s + (P-j )P J r: = 1 j=O j!( p-j)! s=O sr{p-s)! 
p p-1 (-l)Jf!xP-S~£-1)8 
p 
! -1 ) j ~ £- t ) pr: ~ + r: = 1 L; 
j=O s=O j!s! p-j)!p-s)! j=O j!{p-j ; 
Let p- s = r in the first sum. 
p 1 ~-l)j2~xr~£-~)p-r + 
p ~-l)j~]2-~)P r: r: r: = 1 j=O p=r j!(p-r)~ p-j)~r! j=O j! ( p- j j! 
------------------------------------------------------------
l. L. 11 . Milne-Thomsen, The Calculus of Finite Differences, 
p. 29. 
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~quating coefficients of x 0 , we get 
This is Formula (70) fork= 0 and does not give anything 
new. Equating coefficients of xr, we have 
p 
r (-l)jp~~f-l)P-r = o 
j=O j!(p-r). P-j)!r! 
Dividing both sides of the equ8tion by p! and multiplying 
by r~(p-r)~, which are independent of the summation, we 
obtain 
t (-l)j(E-f/P-r = 0 , r = 1, 2, ••• p. 
j=O j! ( P- j • 
Replacing the exponent (p-r) by n, we finally get 
p 
r (-l)j{p-1)n = 0 'n = 0, 1, 2, ... p-1, j=O j! ( p- j ! 
which is Formula (72). 
Now let us derive Formula (76). In the following sum, 
use the substitution i = j-1: 
p+l 
= (-1) 0 (k+p+l)P- i: (-l~~+p+l-,)p 
0! ( p+ 1)! j=O f! P+ 1- j "'!" 
= (k+p+l )p - P~l ( -1 )j [ kp 
( p+ 1)! j=O j! ( p+ 1- j ) ! 
+pkP-l(p+l-j) + p(p-l)kP-2(p+l-j) 2 
+ •••• + ( p+ 1- j ) j 2! 
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If we remove the bracket we have a sum of summations, each 
one of which can be handled by Formula (72), the binomial 
coefficients times the appropriate power of k being constartt 
~actors with respect to the index of summation J· If we 
rewrite Formula (72) in the form 
p' 
t i-l)J~p'-~)n = 0 , n = O, 1, 2, ... p'-1, 
j=O j ~ ( p - j ) • 
then in the problem above, p+l = p' and n has the re.nge 
o, 1, •.• p (=p'-1), so that the sum on the right is 
zero. Thls gives us 
p i 
L. t-1) 'k+P-i )p = (k+p+l )p 
i=O i+l).(p-~ (p+l)! 
completing the derivation of Formula (76). The derivations 
of formulas (69), (71), (73)-(75), (77), ~md (78) can be 
effected by similar methods, but for the purpose of 
verification, mathematical induction is sometimes con-
venient. 
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8. DERIVATION OF SPECIAL POWER SERIES 
If the interval of convergence of the power series of a 
function is given, then by the well known theory of infinite 
series it is permissible to differentiate term-by-term and 
obtain the expansions of other functions, the interval of 
convergence being the same as for the original series. 
Likewise, if we start with a series whose sum and interval 
of convergence are not known, it is sometimes possible to 
derive them by this method. For the first illustration of 
this procedure let us derive Formula (124)~. 
Assume en 
r ts = f(t) , Where f(t) and the interval Of 
s=O 3s+2 
convergence are to be determined. Replace t by t 5 , multiply 
by t 2 and differentiate once with respect to t. 
co 
t3s+2 r 
s=O 3s+2 
co 
t3s+l r 
s=O 
. eo 
t r t 58 
s=O 
= t 2 f(t 5 ) 
= [t 2 f(t 3 )] 1 
-- -------------------------------------------------------~ This series is given as exercise 82(a) on p. 217 in Theorv 
and APPlication of Infinite Serill by K· Knopp, the problem 
being to obtain the series. ~he above method is indicated. 
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Thi s series is clear l y a geometric series with ratio t 3 and 
consequently the sum is 1 , the interval of convergence 
1-t 3 
being -1 < t 8 " 1, or in equivalent form, -1 <;. t < 1. Thus 
we have the differential equation 
which is already in integrable form. Hence 
t 2 f{t 3 ) =jt dt 
1-t 5 
= 1/6 log 1+t+t 2 - ~ arc tan ~ + C . 
( t-1 )2 3 13 
From t he definition of f(t) we see that f(O) = 1/2, so we 
can evaluate the constant of integration, solve for f(t 3 ), 
replace t 8 by t and hence obtain f(t). 
0 • 1/2 = 1/6 log 1 £j_ arc ta,n (1/ 13) + . C 
3 
c = ;~8n 
f(t) = _l__ log 1 + lt + r~ _D_ arc tan 2ft + 1 
6W <rt- 1) 2 3l~ /3 
We have thus found the sum and ·have established that the 
series is valid if t lies between -1 and +1. We ca.n now 
test for convergence at the endpoints. If t = 1, it is 
easily shown that the series diverges, say by comparison 
with the harmonic series 
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CD CD 
t 1 = 1/3 t 1 
s=O 3s+ 3 s=O 8+I ' 
which is well known to be divergent. If t = -1, we discover 
that the series converges by Leibnitz's Test.l. Thus the 
complete interval of convergence is -1 ~ t < 1, and the 
function f(t) found above is represented by the series, 
including the value t = -1 by application of Abel's Limit 
Theorem. 2 
Let us now derive Formula (146). 
Assume 00 
t ts = f(t) and replace t by t 2 
s=O ( 2s+l )( 2s+2Y 
co 
t t 2s = f(t 2 ) • 
s=O (2s+l )( 2s+2) 
In order to avoid imaginary numbers ensuing from this 
replacement, let us make the further hypothesis that 
t ~ o. Continuing, we have 
00 t t2s+l 
s=O 2s+l 
The series is the relatively familiar Maclaurin 's ExPansion 
of 1/2 log t+l , valid if t lies between -1 and +1. Hence 
t-1 
-----------------------------------------------------------l. K. Knopp, Theory and Application of Infinite Series, p. 131. 
2 ibid • ' p • 177 
1/2 log l+t = [t 2 f(t 2 )]' , 0 ~ t ~ 1 
1-t 
t 2 f(t 2 ) = 1/2 ~log (l+t)dt 
1-t 
l. 
= 1/2 J log ( l+t )dt 1/2 i ti'-t)dt 
= !l+t) log (l+t )-1-t+~l-t l log ~1-t)-l+t 2 
= il+t) log_ll+t)+{l-t) log ~1-t) 
- 1 + 2 
0 • 1/2 = lc~ 1 + los; l 
- 1 + c 2 
c = 1 
t 2 f(t 2 ) = (l+t) log ~ 1 +t l+ ~ 1-t) log ~ 1-t) 
2 
f(t 2 ) = ~l+t) log ~ 1 +t )+ ~1-t) log ~ 1-t) 
2t 
f(t) = 11+/t) log (1+/t)+(l-/t) log (1-/t) 
2t 
+ c 
c 
f(t) can be put in the form given in Formula (146 ). We 
can show by Raabe's Test 2 that the series converges for 
t = 1. 
u(s) = 1 ( 2s+l )( 2s+2J 
u( s+l) = 1 ( 2s+ 3) ( 2s+4) 
lim 
s [ 1 - u~ r:1' J s ~ co 
= lim • [1 - f2•+llf2•+2U 
S ~ CD 2s+3) 2s+li·) 
-----------------------------------------------------------
1 It is possible to use limits 0 and t instead of using the 
constant ·of integrat ion. 
2 K. Knopp, Theory and AI::>Plica.tion of Infin ite Series, p . 285. 
= lim s[4s 2 + 14s +12 - 4s 2 - 6s - 21 
s __.. oo ( 2s+ 3 ){ 2s+4) .;:::.6 
= lim 8s 2 + lOs 
s -+ oo 4s § + 14s + 12 
= 2 • Therefore the series converges. This 
completes the derivation of Formula (146), e.nd indicates 
the method of obtaining many of the Power Series given in 
the Table of Summations. 
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KE'I TO THE USE OF THE TABLE OF SU11MATIONS 
In the following Table of Summations the classification 
is by the form of the summand except that the power series 
are listed in one section regardless of the form of the 
summand. The complete classification is 
1. General Forms 
2. Algebraic Functions Not Involving Factorials 
3· Algebraic Functions Involving Factorials 
4. Transcendental Functions 
5· Power Series 
In many of the sums the limits are omitted. The inter-
pretation of this notation is that t u(x) = f(x) means 
~ U ( X ) = [ f ( X ) l x=b+ l 
x=a J x=a 
= f(b+l)-f(a), where a and bare 
integers. 
The note,tion B~n)denotes the Bernoull.i Number of order 
n and degree s, with corresponding notations for other 
forms of Bernoulli Numbers and Polynomials. Similarly, 
Es(x) denotes the Ruler Polynomials of the first order. 
The explanation of these topics can be found on pages 
32-38. 
After some of the formulas there are a letter and a 
number enclosed in parentheses. The ·"'" numb~r · 1 denotes 
the page of the reference book, and the letter refers to 
the author of the reference book. The complete titles 
of these references are given in the bibliograPhy. The 
last name of the authors and the appropriate letters are: 
Batchelder (A) 
Boole (B) 
Freeman (C) 
Jolley (D) 
Knopp {E) 
Milne-Thomsen (F) 
The following information completes the explanation 
of the Te.ble: 
Indices of summation: j, s 
Integers: a, b, k 
Positive integers: n, p, q 
Constants: c, d, m, r (d is also used 
as the differential operator) 
i = r-r 
x<n) = x~ 
:,:.{ x----n~)...-! 
The base of the logarithms is e. 
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1. General Forms 
( 1) L ( U (X )+v( X)] = L U (X)+ L V( X) 
(2) t c = c t 1 ~ ex 
( 3 ) L CU ( X ) = .C L U ( X ) 
(4) t w(x)u(x) = w(x) L. u(x) , where w(x) is an arbitrary 
( 5) 
( 6) 
(7) 
( 8) 
(9) 
(10) 
periodic function of x with Period one. 
t ou(x) = u(x) ( c' 97' 104) 
t ou(x+k) = u(x+k) 
t u(x)ov(x) = u(x)v(x)- t v(:x+l)ou(x) (C,l02) 
t [ v( x )Ou( x l-u( x)Ov(x >J = ~ v(x)v(x+l) :X 
t [ v( x )u(x+ll -u( x lv( x+ l)J = ;tx) 
v(x)v(x+lJ X) 
d d/r 
L'T u(:x) = 
c 
t u(ry) , where the symbol on the left 
c/r 
designates that the increment of x is a positive 
constant r, c/r and d/r are integers with d larger 
than c, and y increases by unit increment. 
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(11) p t p L: f(s,p) = L: {p+l-s)f(s,p) j=O s=O s=O 
(12) p P-j p 
L: L: f(j+s,p) = L: ( s+l ) f ( s, p) j=O s=O s=o · 
2. Algebraic FunctiQllS Not Involving H'actoria.ls 
(13) L: x = x(x-1)/2 l. 
(14) L: x 2 = x( x-1) ( 2x-l )/6 
(15) L: x3 = x 2 (x-1) 2/4 
( 16 ) L: x4 = x(x-1)(2x-1){3x 2 -3x-l)/30 
( 17) L X~ = x 2 (x-1) 2 (2x 2 -2x-l)/12 
(18) L: x6 = x(x-1)(2x-1)(3x4-6x 3 +3x+l)/42 
( 19) 2: x7 = x 2 (x-1) 2 (6x4 -12x3 -2x 2 +8x+4)/48 
( 20) L: 8 -X - (x9/9-x8/2+2x7/3-7x5/15+2x 3 /9-x/30) 
( 21) 2: x9 = (x10/lO-x9/2+3x8/4-7x6/lO+x4/2-3x 2 /20) 
( 22) 2: xlO = ( x11/ll-x10/2+5x9/6 -x7+x5-x 3/2+5x/6~ ) 
( 23) 2: xll = (xl2/12-x11/2+llx10/12-llx8/ 8+llx6/6 
--- ------------- ----------------- ----- ---------------------
l. Formulas (13)-(25) are special cp. ses of (26), and are in-
cluded for historical reasons . 
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(24) ~ x12= ( x13/13-x12j2+x11 -11x9/~+ 22x7/7-33x5/10 
+5x3/3-691x/2730) 
{ 25) l: x13= (x14/14-x13/2+13x12/ 12-llJ-3x10/60+143x8/28 
-143x6/20+65x4 /12-69lx 2 /420) 
{ 26 ) l: xn = Bn+1 ( x) 
n+l 
( 27) l: (-l)xxn = (1/9X-1)X-1En(x) 
( 28) n n 
~ = t 1;{n+ j ) j=1 (2.~-1)(2,1) j=1 
( 29 ) n ( _1 )n-1 B(n+1) l: 1/s = n-1 
s=1 (n-1)! 
(30) l: 1/x( x+1) = -1/x , 
(31) r. (-1) x/x(x+2) = (-l)x-1/2x(x+1) 
( 32) ~ (-1)x(2x+1)/x(x+1) = (-l)x-1/x 
( 33) r. 1/(cx+d)( cx+c+d ) = X 
d(cx+d) 
1 
( 34) L ( -1 )X (cx+d} fcx+2c+d) 
c(cx+d) 
)x-1 
= 2(cx+a)(~x+c+d) 
( F, 137) 
(F,147) 
( '149) 
( F, 150) 
(D,30) 
( 35) 
p-1 (37) ~ 1/(cx+d)(cx+d+cp) = (-1/cp) ~ [1/(cx+d+cs)] 
s=O 
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(38) r 1/x(x+1)(x+2) = -1/2x(x+1) ( c J 100) 
( 39) r (2x+y/x( x-1 )( x+1 )( x+2) = -1/(x 2 -J) 
(40) r 1/(cx+d)(cx+d+c)(cx+d+2c) = -l/2c(cx+d)(cx+d+c) 
( 41) ~ (2x+c+d+J)/( x+c )( x+c+l) ( x+d) ( x+d+1) = -1/( x+c) ( x+d) 
p-1 (42) r 1/(cx+d)(cx+d+cp)(cx+d+2cp) ••. (cx+d+qcp) = =l_ r 
qcp s=O 
1 
Tcx+d+cs][cx+d+cp+cs ] [cx+d+2cp+cs} ... [cx+d+{q-l)cp+cs] 
(43) 1 
·t { cx+d) ( cx+d+c) ( cx+d+2c) •.• ( cx+d+pc) 
1 
pc[cx+dJICx+d+c] ..• [cx+d+(p-1)c] 
(44) r (2x+V/Ex<x+1)] 2 = ~1/x 2 
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(50) r (-l)X~2x 8+x 2+x-2) _ ( -1 )x-l~x-1) 
(x 2+1)(x 2+2x+2~- x 2+1 
(51) r ~ -13 )X 2x 2+2x+2c+l) _ (-l)x-1 
x +c x +2x+c+l) - x 2+c-
(52) r 3x 2 +3x+l = -1 
x 3 (x+1) 3 '?' 
(53.) t (-l)x(2xs +1xz+2x+ll = 1-l)x-1 
x 3 (x+l 3 ~ 
(54) 
t 1 = -1 
/x(x+lJ[/X+!X+I] IX 
(55) r n/x+ 1 .Jl.fX -1 
= -
o/X r;/x+l o/x 
(56) r ( -1 )x ( ~ + o/x+ 1 ) = 1-1 )x-1 n,rx n/x+I tyx 
(57 ) 00 
r 1/s 2 = 11' 2 /6 ( E, 267) 
s=l 
(58) 00 1 ( -1 )P-1 ( 2U )2PB r = 
s=l 9 2P 2P 
2( 2p) ~ ( F, 138) 
3· Algebraic Functions Involving Factorials 
(59) L x(x)~ = X ~ ( c' 111) 
(61) ~ 1-xn _ 1 
L., -:::-rn -
x. (x-1)!!"1 
(62) L: x(n) = x<n+1) 
n+1 
(63) L: x! = x! 
( x-n) r ( x-n -1)! { n+ 1 ) 
(64) L: xx(n) = [(n+1)x-1]x(n+1 ) 
(n+1 Hn+2) 
( 65 ) r xx! = -H n+ 1 ).¥x..-=-1:r-]~x~!.....--:---. ( x-n)! x-n-1 T~ {n+1 )( n+2) 
( 66) n 
2n/2 L: sin{n-s)Tf . 1 = sin wr 
s=O 2 s!(n-SJ!"' 
n· 
( 67) n 
2n/2 cosnrr L: cos~n-s )T( 1 
= 
s=O 2 . s!{n-s)! 4 
n! 
(68) p-1 (-1) 8 ~n-1)! _ +-1)P-1 ~n-2)! L; 
s=O s!(n-1-sr! - p-1) ! ( n-P-1)! 
(69) p 
~ -1 )Bsn L: = 0 where 0, 1, 2, s=O s!(p-sH ' n = 
56 
(F,lJ-2) 
( F,305) 
. . . p-1 . 
(70) 
(71) 
(72) 
(73) 
(76) 
( 78) 
(79) 
p 
( -1) 8 ~ k+J-s )P ~ = 1 
s=O I ( I s. p-s • 
p 
t l-1)s{p-s)P+1 = 2~J2+1) 
s=O - s ~ ( p- s ) ~ 2 
p 
L: (-1) 8 ( p-s)n = 0 , n = 0, 1, 2, ... P-1 • 
s=O s!{p-s)~ 
p 
t (-1) 8 ~k+p-s)P+1 = (p+1)(2k+p) 
s=O s ~ p- s ) ! 2 
p 
L: i-1) 6(k+~-s)n = 0, n = O, 1, ••• p-1 • 
s=O s ~ ( P- s ! 
(k+p+1)P 
( p+1)! 
P f )sr )q = (-1)n+l L. -1 l k+p- s 
s=Os+n).(p-sT. 
q = 0, 1, ••• p+n-1 
p 
L' L. 
P-s x-
s=1 s!(p-s)~xP(x+1)P = 
- 1 
P ~x:P 
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( 80) 
= ( -1 )n-1B~:=il) 
(n-1 n 
4. Transcendental Functions 
(81) r cmx = cmx 
cm-1 
(8 2 ) r xcmx = [(cffi-1)x-cffi]cmx 
( cm-1) 2 
( 84) 
(85 ) 
cm(2x+1) 
( cm-1 )2 
+ 
(F,41) 
( F,41) 
cm(4cmx+2x+3cm+1) 
( cm-1) 3 
6cm( em+ 1 )x 2 
( cm-1) e 
4cm(c2m+4cm+1)x + cm (c3m+11c 2m+11cm+l) l~~r 
(cm-1)4 (cm-1)5 ~ 
( 86 ) 
a ( p-s ) 
( 87) 
( 88 ) 
( 89 ) 
(90) 
(91) 
- p~cm(e 2m+4em+l)xP-3 
3 ~( P-3H(crn-l )4 
p ~cm(em+l)xP-2 
2! ( P- 2 ) ~ ( em -1 ) 3 
+ p ~em(c3m+lle2m+llcm+l)xP-4 
4~(p-4)~(em-1)5 
, where 
cm-1 0 0 0 0 
em 
1 em-1 0 0 0 
IT em 
= P ~em s 1 1 em-1 0 0 ( p-s)! ( em-1 )!=' 2T I"!" em 
• • • 
• • • 
1 1 1 
( s-1) ~ ( s-2)! .......... . IT 
L: ( l)x p mx _ - X e - L' xP(-ciD ) X Now f ormula. (86) 
be used . 
= 
1 
L: log x = log ( x-1)! 
2: log ( 1+1) = log x 
X 
t log (1+ _d_ ) 
e+dx = l og ( e+dx ) 
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1 
IT 
1 
2!" 
1 
3!" 
1 
sr 
ca n 
( F, 249) 
(92) L. log [ 1 + d( 2x+l) J 
c+dx 2 = log (c+dx 2 ) 
X 
(93) t log x+l = 1 log x log(x+l) log X 
(94) !: log ~+!)X+l : X log X 
XX 
(95) xx+l log )X t (x+l = x 
log x log(x+l) log x 
(96) t 1 log x+l = log x 
(x+l) ~ xx+l x ! 
m (97 ) L. cmx log (x~l) 0 = cmx log x 
X. 
(98) 
t sin mx = - cos(mx-m ) 
2 
2 sin m 
2 
= sin(mx-m)- sin mx 
2(1-cos m) 
50 
(F,232) 
I . 
( 99) 
( 100) 
L: ( -1 ) x sin mx = (-1)x-1 [sin(mx-m)+ sin mx] 
2( 1+ cos m") 
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( D, 58 ) 
L. x sin mx = ---l___[(1-2x )cos(mx-ill)+ cot m sin(mx-ID )J 
4 sin m 2 2 2 
2 
= [sin(mx-m)-sin mx]x + sin mx 
2(1-cos m) (D,110) 
( 101) X 
L. (-1) xsin mx = l=l}x-1Isin(mx-m)+sin mx)x+(-1)xsin mx 
2(1+cos m) 
(102) 
L: x 2 sin mx = [sin(mx-m) .- sin mx]x 2 
2(1-cos m) 
+ [sin mx]x + cos mx ~ 
1-cos m 2\1-cos m)~ 
(103) x x-1 
2': (-1) (sin m~'= (-1) x 2 fs1n(mx-m) + sin m~ 
2 1+cos m) 
)x-1 ( )x-1 
- (-1 x sin mx +-1 cos mx sin m 
1+cos m 2(1+cos m) 2 

(105) 
, x-1 mxi+mis -i~E).~-1) e ____ 
(p-s)!(emi+1 )s+1 
( )'( )x-1 -mxi-mis +1 J2 • -1 e 
(p-s)~(e-mi+1 )s+1 
= [sin(mx-m)+ein mx](-1)x-1xP 
2( 1+cos m) 
- [p sin mx](-1 )x-1xP-l 
2(1+ cos m) 
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p 
1/2 t 
s=2 
P-s 
c(p-s)x , where c(p-s) = 
em1+1 0 0 0 0 1 
mi I! e 
1 mi +1 0 0 0 1 e ... 
IT mi 2! 
e 
1 1 emi+1 0 0 1 
2! IT mi 3! e 
• • • • • • . . 
• 
• 
1 1 1 1 T s-1)! ( s-2)! rr '::T . . . . . . . . . . . . . s. 
e-mi+1 0 0 0 .. . 0 1 
-mi rr 
e 
1 e-mi+1 0 0 0 1 
-,.. 
-mi 2T 1. 
e 
' e-mi+1 1 1 0 ... 0 1 
2r IT -mi 31" e 
• • . • 
• • • 
• • • • 
1 1 1 1 ( s-1)! ( s-2)! ............ IT sr 
{106) ~ crxsin mx = [crsin(mx-m)-sin mx]crx 
2r r 
c -2c cos m + 1 
{107) ~ crxcos mx = [crcos(mx-m)-cos mx]crx 
c2r-2crcos m + 1 
( 108) 
( 109) 
~ cos mx = sin(mx-m) 
2 
2 sin ~ 
= cos(mx-m) - cos mx 
2(1-cos m) 
x-1 
= ( -1 ) f cos ( mx -m ) + co s mx 1 
2 1+cos m) 
64 
(D,110) 
(D,110) 
{F,232) 
(D,110) 
(110) r x cos mx = [cos(mx-m) - cos mxlx + cos mx 
2(1-cos m (D,110) 
{111) 
(112) 
~ (-1)x~os m~~= (-1X-1[cos{mx-m) + cos mxlx+(-1)xcos mx 
. 2(1+cos m) 
t x 2 cos mx = cos(mx-m) - cos mx • x2 
2(1-cos m) 
+ cos mx x sin mx sin m 
1-cos m • - 2{1-cos m) 2 
(113) t (-1)xx 2 cos mx = (-l)x-lx~f~~~~!x;;> + cos mx] 
+ (-1)xx cos mx + (-l)xsin mx sin m 
1+cos m 2(l+cos m) 2 
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( 114) I: xPcos mx = lcos(mx-m)-cos mx]xP + [cos mx]xP-1 
2(1-cos m) 1-cos m 
p 
c{p-s)xP-e 
- 1/2 I: where c(p-s) = 
s=2 
emi_1 0 0 0 ... 0 1 
emi rr 
1 emi_1 0 0 ... 0 1 
E~emxi+msi rr emi 2! 
( ) , ( mi 1 ) s+ 1 1 1 emi_1 0 ... 0 1 p-s • e - 2r rr mi 3! e 
• 
• • • • 
• 
1 1 1 1 
( s-1 n ( s-2)! . . . . . . . . . . . . rr s! 
e-mi_1 0 0 0 0 1 
-mi 1! 
e 
1 -mi 1 e - 0 0 . . . 0 1 
+ p ~ e-mxi-msi IT e -mi 2! 
( p-sj !( 8 - mi_ 1 )s+l 1 1 -mi 0 0 1 e -1 ... 2~· I! -mi 3! 
e 
• 
. . • • 
• • • • 
1 1 1 1 
( s-1)! ( s-2)! ............ rr sr 
(115) t (-1),cos m~X~ [cos(mx-m) + cos mx](-1)x-1xP 
2(1+ cos m) 
- [cos mx](-1)x-1Pxp-1 
2(1+ cos m) 
p 
-1/2 t P-s c(p-s)x , where c(p-s) = 
s=2 
emi+1 0 0 0 ... 0 1 
mi rr 
e 
~{- 1 ) x~1 mxi+msi 1 emi+1 0 0 ... 0 1 1~ emi 2r TP-s)! ( emf+1) s+l 
emi+1 1 1 0 ••• 0 1 2T IT mi 3T e 
• • • • • • • 
• • • • 
• • • 
1 1 1 1 ( s-1 n ( s-2)! . . . . . . . . . . . . IT 6! 
e-mi+1 0 0 0 . ·• . 0 1 
e -mi n 
p!~- 1 )x-1e-mxi-msi 1 
e-mi+1 0 0 . . . 0 1 
+ rr -mi 2r 
- mi s+1 e (p-s)!(e +1) 1 1 e-mi+1 0 ... 0 1 
2! IT -mi 3! e 
• • • 
• 
1 1 1 1 ( s-1 )T ~ s-2)! . . . . . . . . . . . . I! s~ 
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(116) 
( 117) 
(118) 
( 119) 
( 120) 
( 121) 
!:L tan !L = 1 cot m 
2x 2x x=r x-1 2 2 
2: 1 + tan 2mx = tan mx 
1 
- tan m tan mx tan m 
~ 1 + cot 2mx = 
-
cot mx 
cot m + cot mx 
5. Power Serles 
co ~ L._ !: = _L log 1+/f. 0 t 
' s=O 2s+l 2/t 1-/t 
00 s s 
L. ( -1) t = 
.L arc te.n It 0 
' s=O 2s+l /t 
00 
L. 
s=O 
sin (2s+l2tr t 2s+l = l_ [t + t 3 
4 2s+l /2 3 
= 1/8 log t2 + t/2 + 1 + 
t2 
-.t./2 +1 
± 1/4 log t:a +/2t 2 + 1 
,IT+ £4 
<. 
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1 
!:;; 
... ~ 1 lJ 
- t5 - t7++-- ••• ] 
5 7 
1/2 arc tan ~ 
1-t 
' -1 ~ t <.. 1 
where, in the term containing the double sign, the 
+ a,nd - e.re to be used when t < 0 and t J>. 0, 
respectively. ( E , 217 )l· 
------------------------------------------------------------
~ The sum and the interval of convergenc e are not given. 
(122) 
( 123) 
( 124) 
( 125) 
( 126) 
00 
t 
s=O 
00 
r 
s=O 
00 
t 
s=O 
00 
L: 
t 8 = _1_[2/3 arc tEln 2 ,t +1 
3s+l 6 :;It J3 
{ _1 ) s t 3 s+ 1 = 
3s+l 
- 1 og ( 1 - ~ft )2 - [_ ] , 
l+rt+W ./3 
< 
-1 = t ..;::; 1 
1/6 log (t+l) 2 = l_ arc tan 2t-l 
t2-t+l 13 13 
+ ..1L 
6/3 
<. 
-1 < t = 1 
_t!_ = 
3s+2 
1 [3 log ~ + ~t +1 
18 ~~ (1[ -1 ) 2 
- 6/3 arc t.an 2 ~t + 1 + /3 n' ] , 
/3 
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<. 
-1 t < 1 ( '217 ) l. 
ts 
= 1 a__rc tan rt - log l-7't 
' 
[2 ] 
s=O 4s+l 4rt l+r-E 
0 ~ t "' 1 
= 
~ (-1) 8 t 4 s+l = ~ [log t 2 + t/2 +1 + 2 arc tan t/2 ], 
s=O 4s+l o t2 + m 1 l-t.2 
<. < 
-1 = t = 1 
- '-'Yt::. + -
-------------------------------------------------------------
J. The sum and the interval of convergence are not given. 
( 128) 
( 129) 
( 130) 
s=O 
00 
2: 
s=O 
1 [/3 log 1 + /3 6Jt + ;?'t 
12 o/t 1 _ /3 n + n 
+ 2 arc tan 2 n ( 1-tt) J , 
1- 41t' + ~ 
< 
0 ~ t = 1 
= f(t), where f(tP) = 
!q J: q-1 t ~at , where q is a positive 1-tP 
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L: integer, p is a positive even integer, and 0 t < 1. 
00 
2: t 8 = f(t) , where f(tP) = 
s=O PS+'<i' 
tq-ldt , where q is a positive 
1-tp 
i t i iti dd i t d 1 --~ t j 1 n eger, P s a pos ve o n eger, an - ~ • 
00 
t l=l) 8 ts = f(t), where f(tp) = 
s=O ps+q 
1 J t tq-ldt , where q is a positive 
tq 0 l+tP 
£.. L.. integer, p is a positive even integer, and 0 = t = 1. 
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(131) 00 . 
t t 8 = (1-t)1og(1-t) + 1 1 
s=1 s(s+1) t 
~ <. 
- 1 t 1 (D,24)~ 
(132) CX) 
t t 8 = 3t 2 -2t-2(1-t) 21og(1-t) , 
s=1 s(s+1l(s+2) 4t 2 
< <: 
-1 = t = 1. 
(133) CX) 
L: ts = 
s=l s ( s+ 1 ) ( s+ 3 ) 
4 <:.. s 
- 1 - 1 + ' -1 = t 1. 
6t 13 12t 9 
( 134) ~ t 8 = t1P I5ot tP- 21og(1-t)dt 
s=l s( s+1 )( s+p) 
-J: tP-llog( 1-t )dt ] +1/p , 
~ ..c. 
-1 = t = 1. 
(135) Q) 
L: t 8 = 
s=1 s(s+1)(s+2)(s+4) 
1 [ 63t 4 -68t 3 +6t 2 +12t+12(3t 3 -5t 2 +t+. l)(1-t)1og( 1-t )l , 
28St4 ~ 
~ <. 
-1 = t = 1. 
-------------------------------------------------------------
~ The interval of converg ence is not given. 
2 The sum and the integral of convergence are not given. 
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(141) 00 
2: t 8 = :r(t) , where 
s=1 s(s+2)(s+3) ... (s+p) 
dP-3[tPf(t)] • 5t 3+12t 2-12t-~(t+2)(1-t) 21og(l-t) , 
dtP-3 36 
. ..!!. ..::..._ <. 
where p is a positive integer = 4, and - 1 = t = 1. 
The limits are 0 and t for ea ch integra t ion. 
(142 ) OJ 
L: ts = ( 1-t 3 )1~1-t) 
s=1 STS+3T 3t 
""- < + 1 + 1 + 1 -1 = t = 1. 
3t 2 bt 9 
J 
(143) Q) ~ tP-1l og (l-t)dt ,£._ ~ L: tS - - 1 -1 = t = 1. 
s=1 s( s+p) tP 
(144 ) 00 
ts 2: = f( t) wher e J 
s=1 s ( s+p }( s+p+q} 
d[tp+qf~t)] -+q-1. ! tP-llog(l-t )dt L <. = 
' 
-1 = t 1. .... 
dt 
The limits are 0 and t. for the integration. 
(145) (]j) s L: t = f( t) where 
' 
s=l s( s+p )( s+p+l) ••• ( s+p+q) 
dq ltp+qfltll = - _;: tP-llog(l-t)dt ,£._ <. 1. and - 1 = t 
' dtq 
The limits are 0 and t for each i ntegration. 
(146) 
( llJ-7 ) 
(148) 
( 149) 
(150) 
( 151) 
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00 l:!:L1 L: ts = log( 1-t) + /t log 
s=O ( 2 s+ 1 ) ( 2 s+ 2 ) 1-/E' 
2t 
"- <(_ 0 = t = 1. 
CP s s I: ii- log{l+t) ""- "-~t tan 0 = t = 1. = .§:LC ' s=O ( 2s+2) It 2t 
00 
t2s I: 1 ll-t 2 )log l+t <:.... = - -1 = t 
s=O ( 2s+ffi2s+3) 2t g' li-t 3 1-t ' 
00 
L: (-ll 8 t 28 = (t 2 +1)(arc t.?n t) -t , 
s=O ( 2 s+ 1 ) ( 2 s+ 3J · 2t 3 
<. < 
-1 = t = 1. 
00 
I: t 8 = (t-l)log(l-t) 
s=O ( 2s+l) ( 2s+2) ( 2s+4 H 2s+5) 12t 13 
L L 
+ (t 2 -1) log 1+/t 
2l~t 2 It 1-/t 1 + 1 ' 0 = t = 1. 18t - 12t 2 
= arc tan /t 
12/t 
- (l+ t)log (l+t) - arc tan Lt + 1 + 1 
12t 2 12t2/'E" 18t 12t~ 
~ ,£. 0 = t = 1 
< 
= 1. 
( D, 139) l. 
-----------------------------------------------------------
l. The interval of convergence is not given. 
(152) 
(153) 
(154) 
(155) 
~ t 8 = 1 fi.t 3 - l)log l+)t 
s=O ( 2s+l )( 2s+2 )(2s+E>TI2s+iT ts .. lt [ 60 1-./t 
+ /tit..:-l)log(1-t) - 7t 2)t- t/t + /tJ , 
40 1200 72 30 
~ ~ 0 = t = 1. 
+ /t(1-t 2 )1ocl1+t) + 7t 2 /t -
7
t.
2
/t -
1
1-
5
to , o ~ t ;- 1. 
40 1200 
r t 8 = 1 [ (l+h arc tan 2rt"+1 
s=O ( 3s+i) { 3s+21 ft't2 /3 13 
- (1 -
+ (1-~t)log(l -1t ) 
3 
+ (~t -1)1og{l+,t+1~) 
6 
- nli- _rr_ ' -1 = t = 1. - J <. <.. 
6/3 6/'3 
- 2~t - ?) 1og(1 + lt + l~) 
6 
rt) 2 1og ( 1 +'t) ;.;,;. Tift - I! tf~J 
3 . 3/3 6/3 
~ < 
' -1 = t = 1. 
( 156) 
(158) 
(159) 
(160) 
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~ t 8 = _L [ 2,-t arc tan 1t 
s=O (4s+lH4s+2) 4/t 
+ log 1-Jt + ~t log l+t"{ 7 , 
1+/t 1-rij 
<- ~ 
0 = t = 1. 
(]) 
~ t 8 = i/t-1) arc tanlt 
s=O (4s+l)(4s+2)(4s+3J 4~ 
+ _L log 1-/t 
4/E 1+/t 
- - < c. + (/t+l) log l+~t , 0 = t = 1. 
BW 1-rt 
co 
2.: ts 
s=O ( 4s+l )(4s+2 )( Z~s+3 )( 4s+4) 
= (/t-3) arc tan7t 
127'? 
+ (/t+3) log l+ft + 11..:3/t) log(l+/t) 
24~ 1-rt 24t 
+ u/t+l) loa(l-/t) 
24t 
~ < 0 = t 1. 
~ (4s)!t2s+l = ll+t- 11-t , -1 ~ t ~ 1. 
s=O 24s(2s)!(2s+l)! 
00 
t (4s+2)!t 28+2 = 2-11-t - ll+t 
s=O 24 s+2. ( 2s+l)! ( 2s+2)! 
-1 ~ t 4 1 
( 161 ) 
(162) 
(163) 
( 164) 
(165) 
( 166) 
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~ tsB(n)(x) 
s=O s = tnext , -211 < t <. 2Jl'. 
s ~ ( 9 t_l )n 
(Definition of Bernoulli's Polynomials of order n) 
(F,127) 
Cf) 
l: tS:~n) = tn , -211' <. t <. 2lf . 
s=O • (et_1 )n 
(Definition of Bernoulli's Numbers of order n)(F,127) 
o6 s t t t B8 (x} = tex , -2Tr <. t <. 217' 
s=O s! et-1 
(Definition of Bernoulli's Polynomials of the first 
order) ( F, 136 ) 
co 
t t 8 B e = _t_ , - 2'R '- t L. 211' 
s=O -;r- et_1 
(Definition of Bernoulli's Numbers of the first 
order) 
( 2s)! 
( F, 136) 
t 2 · , -Tl 4t"- Tl.(E,216 )~ 
sin 2 t 
---------- --------------------------------------------------~ The series and the interval of convergence are not given . 
( lS7) 00 
r: 
s=O 
77 
(Definition of 'B:uler ' s Polyn omi als of the first 
order) (F,l4S) 
COnCLUSION 
The first conclusion to be drawn from the foregoing 
pages is that it is possible to derive a substantie.l list 
of summations by utilizing finite differences . Although 
many authors have developed summations by this method, 
the field has not been thoroughly investigated. Further-
more, sums previously have been given with special limits, 
and so a.re less general than the formulas g iven in the 
preceding Table. Also, although there are references 
given for some of the formulas where the limits are a and 
b, the original formulas always have special limits. 
The second conclusion is that by special artifices one 
can derive new definite finite sums. The sums derived in 
this manner were tabulated with the limits in explicit 
form because in general the summand was a function of t he 
upper limit • . Hence these sums could not be expressed 
with the more general limits a and b as in the case of 
the derivation of Formula (26) on page 36 because the 
summa.nds would be different. 
The third conclusion is that there are many useful 
infinite series yet to be developed. It is of course 
true that the general theory of infinite series may be 
considered practically complete. However, by performing 
transforme.tions on series, the number of new series that 
can be obtained is without limit. 
Finally, the author considers that the work contained 
in this dissertation is a necessary step towards the 
comPilation of a reasonably complete table of summations. 
With a few exceptions, sums which are obtainable in 
easily accessible places are not included, the purpose 
being to develop methods of obtaining new summations and 
to list them in a systematic manner. 
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COMPR'8HF.NSIVE ABSTRACT 
This dissertation utilizes The Calculus of Finite 
differences to a large ext ent. The definition of the 
first f inite difference of the function u(x), x being 
an integral variable, is ou(x) = u(x+l) - u(x). From 
this definition the ~lndamental Theorem can be immedi-
ately derived, namely, 
b 
t ou(x) = 
a ' 
where a and b are integers with b larger than a, and 
[ il b+l u(x ~ denotes the expression u(b+l) - u(a) . 
f!_ 
Hence, 
80 
by taking any function u(x) and finding its difference, we 
b 
can derive the formula for the sum t ou(x). As an illus-
a 
tr~tion, if c and d are constants, the difference of the 
......-
function -1 is 
2c(cx+d)(cx~d+cl 
-1 + 1 
2c(cx+d+c)(cx+d+2c) 2c ( cx+d) ( cx+d+c) 
= 
= -cx-d+cx+d+2c 
2c ( cx+d) ( cx+d+c) ( cx+d+2c) 
= 1 (cx+d)(cx+d+c)(cx+d+2c) 
b 
Therefore, ~ 1 
a (cx+d)(cx+d+c)(cx+d+2c) 
= 
[ J b+l ~c ( cx+dJZ cx+d+c) 
a 
Other properties of finite differences necessary to the 
dissertation are derived, including the formula for 
Summation by Parts. This formula is sometimes useful 
when the summand is the product of two factors. It is 
used to derive a typical formula given in the list of 
summations to indicate its usefulness. Another useful 
formula derived is a method for reducing a sum to the 
case of unit increment when the increment is a positive 
constant. The restrictions are that the original limits 
must both be divisible by the constant incr ement. The 
formule, for the sum obtained when the summand is xPcmx 
is also derived. In this summand x is the integral 
variable, p is a positive integer, c and m are constants. 
The form of the sum can be inferred by observing the 
formulas obtained when p = 2, 3, and 4. The f orm of the 
sum is then assumed to be cmx times a polynomial in x of 
the p-th degr ee, the coefficient of xP being _!__ • 
cm-1 
When the difference of this exPression is found, equated 
to xPcmx, and simPlified, the result is s.n identity in x, 
81 
the limits being omitted. vVhen the coefficients of like 
powers of x are equated to zero, the result gives p linear 
equations in the P unknown coefficients of the polynomial. 
These equations are solved for the general coefficient by 
the method of determinants and this completes the proof 
of the required formula. 
The definitions of the Polynomials and Numbers of Ber-
noulli and the Euler Polynomials of the first order are 
g iven, with the ProPerties useful to the dissertation. A 
new formula is derived directly from the definition of the 
Bernoulli Polynomia.ls of order n and degree s, and by 
means of mathematical induction the formula for the sum 
of the reciprocals of the first n integers is derived in 
terms of the Bernoulli Numbers of order (n+l) and degree 
(n-1). An extremely important use of the Bernoulli Poly-
nomials of the first order is in obtaining the sum of the 
n-th powers of the first P integers. There is a similar 
formula in terms of the Euler Polynomials of the first 
order for the corresponding series wit h terms alte~nating 
in sign. 
There is a section devoted to the derivation of special 
definite sums. First the formula for the p-th difference 
of the func t ion u(x) is given as a sum. Then it is 
1-he. 
noticed thatAp-th difference of xP is p~ and the sum 
mentioned above is equated to p!, where u(x) is xP. This 
expression is simPlified slightly, and a new formula is 
obtained. One side of this formula is expanded in powers 
of x and coefficients of like powers of x are equated. 
The result is a list of p new formulas. Next, a series 
similar to the previous one is reivri tten .in such a. way 
the,t its sum can be obtained by using the previous formula. 
The final topic in the mathematical development is on 
the derivation of special power series. If the interval 
of convergence of the power series of a function is given, 
then by the well known theory of infinite series it is 
Permissible to differentiate term-by-term and obtain the 
expansions of other functlons, the interval of convergence 
being the same as for the original series. Likewise if 
one starts with a series whose sum and interva.l of con-
vergence are not known, it is sometimes possible to derive 
them by this method. The sum and interval of convergence 
of two infinite series are derived to illustrate the 
method . 
. Finally, the Table of Sumnations containing 157 formulas 
is listed. The Table is classified by the form of the 
summand except that the power series are listed in one 
section regardless of the form of the summand. The complete 
classification is 
1. General Forms 
2. Algebraic Functions Not Involving Factorials 
3· Algebraic Functions Involving Factorials 
4. Transcendental Functions 
5. Power Series 
The first conclusion to be drawn from the dissertation 
is that it is possible to derive a. substantial list of 
summations by utilizing finite differences. Although 
84 
many authors have developed summations by this method, the 
field has not been t ~oroughly investigated. Furthermore, 
sums previ ously have been given with special limits, and 
so are less general than many of the formulas given · in 
the Table . Also, although there are references given for 
some of the formulas where the limits are a and b, the 
original formulas always have special 1imits. 
The second conclusion is that by special artifices one 
can derive new definite finite sums . The sums derived in 
t h is manner were tabulated with the limits in exPlicit 
form because in general the summand was a function of the 
upper limit. Hence these sums could not be expressed 
with the more general limits a and b as in the case of 
the derivation of Formula (26) on page 36 because the 
summands would be different. 
The third conclusion is that there are many useful 
85 
infinite series yet to be developed. It is of course true 
that the general theory of infinite series may be con-
sidered practically complete. However, by performing 
transformations on series, the number of new series that 
can be obtained is without limit. 
Finally, the work contained in this dissertation is a 
necessary step towards the compilation of a reasonably 
complete table of summa.tions. 17ith a. few exceptions, 
sums which are obtainable in easily acc e ssible places are 
not included, the purpose being to develop methods of 
obtaining new summations end to list them in a systematic 
manner. 
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