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Abstract
In the present paper, we define the MV-modules over PMV-algebras. These are structures
that naturally correspond to u-modules over u-rings. Fixing an u-ring (R,υ), we prove the
equivalence between the category of u-modules over (R,υ) and the category of MV-modules over
Γ (R,υ). We also introduce the truncated modules, that are MV-algebras endowed with an external
multiplication defined for any element in the positive cone of an u-ring and we prove the natural
equivalence between MV-modules and truncated modules.
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1. MV-algebras and PMV-algebras
During the last years, PMV-algebras were considered and their equivalence with
a certain class of -rings with strong unit was proved. It seems quite natural to introduce
“modules” over such algebras, generalizing the divisible MV-algebras and the MV-
algebras obtained from Riesz spaces, and to prove natural equivalences theorems. As for
applications, our basic model is the “module structure” given by the transition function on
the set of states of a dynamic system.
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22 A. Di Nola et al. / Journal of Algebra 267 (2003) 21–40An MV-algebra is a structure (M,⊕, ∗,0), where ⊕ is a binary operation, ∗ is a unary
operation, and 0 is a constant such that the following axioms are satisfied for any a, b ∈M:
(MV1) (M,⊕,0) is an Abelian monoid,
(MV2) (a∗)∗ = a,
(MV3) 0∗ ⊕ a = 0∗,
(MV4) (a∗ ⊕ b)∗ ⊕ b= (b∗ ⊕ a)∗ ⊕ a.
If we define the constant 1 := 0∗ and the auxiliary operations , ∨, and ∧ by
a b := (a∗ ⊕ b∗)∗, a ∨ b := a ⊕ (b a∗), a ∧ b := a  (b⊕ a∗),
then (M,,1) is an Abelian monoid and the structure (M,∨,∧,0,1) is a bounded
distributive lattice. In an MV-algebra M , the distance function is
d :M ×M→M, d(a, b) := (a b∗)⊕ (b a∗).
The MV-algebras were firstly defined in [3] as the algebraic structures corresponding to the
∞-valued Łukasiewicz logic. One can see [4] for a comprehensive study of MV-algebras.
We will denote by MV the category whose objects are MV-algebras and whose mor-
phisms are MV-algebras homomorphisms. A crucial result in the theory of MV-algebras
is the categorical equivalence between the category of MV-algebras and the category of
Abelian -groups with strong unit [13]. We recall that an -group is a group which has
also a lattice structure such that every group translation is isotone. We refer to [1,8] for
a detailed study of -groups theory.
Given an Abelian -group (G,+,0,) and a positive element u > 0 in G, the interval
[0, u] can be endowed with an MV-algebra structure as follows:
x ⊕ y := (x + y)∧ u and x∗ := u− x,
for any x, y ∈ [0, u]. Moreover, the lattice operations on [0, u] are the restriction of the
lattice operations onG. The MV-algebra ([0, u],⊕, ∗,0, u) will be denoted by [0, u]G. If G
is an -group then a strong unit is a positive element u > 0 fromG with the property that for
any g ∈G there is n ∈ ω such that g  nu. In the sequel, the Abelian -groups with strong
unit will be simply called u-groups. We shall denote by UG the category of u-groups.
The elements of this category are pairs (G,u) where G is an Abelian -group and u is
a strong unit of G. The morphisms will be -group homomorphisms which preserve the
strong unit. The functor that establishes the categorical equivalence between MV and UG
is
Γ :UG→MV,
Γ (G,u) := [0, u]G for any u-group (G,u),
Γ (h) := h|[0,u] for any u-groups homomorphism h.
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the positive cone of an -group. Thus, many definitions and properties can be transferred
from -groups to MV-algebras. For example, the group addition becomes a partial
operation when it is restricted to an interval, so we define a partial addition on an MV-
algebra M as follows:
for any x, y ∈M, x + y is defined iff x  y∗
and, in this case, x + y := x ⊕ y.
The partial addition was defined in [7] in the general case of pseudo MV-algebras (non-
commutative MV-algebras) [9,10]. One can easily remark that x  y∗ iff y  x∗, so x + y
is defined iff y + x is defined and, in this case, x + y = y + x . For any x ∈M and n ∈ ω
we define nx as follows:
(n1) 0x := 0,
(n2) for any n 1, if (n− 1)x is defined and (n− 1)x + x is defined then
nx := (n− 1)x + x.
We list below some properties of + operation.
Lemma 1.1. For any x, y, z, t ∈M the following properties hold:
(a) x + 0= x ,
(b) x ∨ y = x + (x∗  y),
(c) if x + y and (x + y) + z are defined then y + z and x + (y + z) are defined and
(x + y)+ z= x + (y + z),
(d) x + y = 1 iff y = x∗,
(e) if x + y = z then y = x∗  z,
(f) if z+ x = z+ y then x = y ,
(g) if z+ x  z+ y then x  y ,
(h) if x + y is defined, z x , and t  y then z+ t is defined and z+ t  x + y ,
(i) if nx = ny then x = y .
Proof. (a)–(h) are proved in [7].
(i) We can consider M = Γ (G,u), where G is an Abelian -group and u is a strong unit
of G. Thus, in G we have n(x − y)= 0. Since any Abelian -group is torsion free, we get
x = y . ✷
The categorical equivalence between MV-algebras and u-groups leads also to the
problem of defining a product operation on MV-algebras, in order to obtain structures
corresponding to -rings. We recall that an -ring is a structure (R,+, · ,0,), where
(R,+,0,) is an -group such that, for any x, y ∈R
x  0 and y  0 implies x · y  0.
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(A,⊕, ∗, · ,0), where (A,⊕, ∗,0) is an MV-algebra and · is a binary associative operation
on A such that the following property is satisfied:
if x + y is defined, then x · z+ y · z and z · x + z · y are defined and
(x + y) · z= x · z+ y · z, z · (x + y)= z · x + z · y,
where + is the partial addition on A.
We will basically refer to [5,12] for the basic properties of PMV-algebras. Alternative
definitions of the product operation can be founded in [6,14]. Obviously, a PMV-algebras
homomorphism will be an MV-algebras homomorphism which also commutes with the
product operation. We shall denote by PMV the category of product MV-algebras with
the corresponding homomorphisms.
In the sequel, an u-ring will be a pair (R,u) where (R,⊕, · ,0,) is an -ring and u
is a strong unit of R (i.e., u is a strong unit of the underlying -group) such that u · u u.
The last conditions imply that the interval [0, u] of an u-ring (R,u) is closed under the
product of R. Thus, if we consider the restriction of · to [0, u] × [0, u], then the interval
[0, u] has a canonical PMV-algebra structure:
x ⊕ y := (x + y)∧ u, x∗ := u− x, x · y := x · y,
for any 0 x , y  u. We shall denote this structure [0, u]R.
If UR is the category of u-rings, whose objects are pairs (R,u) as above and whose
morphisms are -rings homomorphisms which preserve the strong unit, then we get
a functor
Γ :UR→ PMV,
Γ (R,u) := [0, u]R for any u-ring (R,u),
Γ (h) := h|[0,u] for any u-rings homomorphism h.
In [5] is proved that Γ establishes a categorical equivalence between UR and PMV . If
(G,u) is an u-group such that the interval [0, u] has a PMV-algebra structure, then we
can uniquely extend the product on [0, u] to a product operation on G such that (G,u)
becomes an u-ring. The main tool of this extension is the Riesz decomposition property.
We recall that an f -ring (MVf -algebra) is an -ring (PMV-algebra) which is a subdirect
product of totally ordered rings (MV-chains).
If A is a PMV-algebra, then a unity for the product is an element e ∈ A such that
e · x = x · e= x for any x ∈A.
Lemma 1.3 [5]. If A is a PMV-algebra which has unity for the product, then:
(a) the unity for the product is e= 1,
(b) x · y  x ∧ y for any x, y ∈A.
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a Boolean algebra and, in this case, x · y = x ∧ y for any x, y ∈A.
A PMV-algebra that has unity for the product will be called unital and, consequently,
an u-ring such that the strong unit is also unity for the product will be also called unital.
We remark that a unital u-ring is an f -ring and a unital PMV-algebra is an MVf -algebra.
Example 1.5 [11]. The unique unital product on the standard MV-algebra [0,1] is the real
product. In the sequel, when we shall refer to [0,1] as a PMV-algebra, we shall assume
that the product is the real one.
2. -modules
Definition 2.1 [16]. Let (R,+, · ,0,) be an -ring and (G,+,0,) be an Abelian
-group. We say that G is an (left) -module over R if there is an external operation
ϕ :R×G→G, ϕ(α,x)= αx,
such that the following properties are satisfied for any α,β ∈R and x, y ∈G:
(1) α(x + y)= αx + αy ,
(2) (α + β)x = αx + βx ,
(3) (α · β)x = α(βx),
(4) if α  0 and x  0 then αx  0.
We say that G is a unital -module if, in addition
(5) R has a unity υ (υ · α = α · υ = α for any α ∈ R),
(6) υx = x for any x ∈G.
Let G and H be two -modules over some fixed -ring R. An -modules homomorphism
is an -groups homomorphism h :G→ H such that h(αx) = αh(x) for any α ∈ R and
x ∈G.
In the sequel we shall refer to [2,16] for all the unexplained notions concerning
-modules. We remark that the notion of right -module can be defined similarly. For the
rest of the paper, all the -modules will be left -modules.
In the sequel we shall consider the special case of -modules with strong unit over
-rings with strong unit.
Definition 2.2. If (R,υ) is an u-ring with G is an -module over R then we say that
(G,u) is an u-module over (R,υ) if (G,u) is an u-group and, in addition
(7) υu u.
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phism is an -modules homomorphism h :G→ H such that h(u) = w (i.e., h is an u-
groups homomorphism between (G,u) and (H,w)).
We shall denote by UMod(R,υ) the category of u-modules over (R,υ) with the
corresponding homomorphisms.
Let R be an -ring. We recall that an f -module over R is an -module over R which
is a subdirect product of totally ordered R-modules. The following result gives equivalent
characterizations for f -modules.
Proposition 2.3 [16]. If R is an -ring and G is an -module over R then the following are
equivalent:
(a) G is an f -module over R,
(b) for any x, y  0 in G and α  0 in R, if x ∧ y = 0 then αx ∧ y = 0,
(c) any minimal prime -subgroup of G is an -submodule.
If (R,υ) is an u-ring then an fu-module over (R,υ) will be an u-module (G,u)
such that G is also an f -module over R. We shall denote by FUMod(R,υ) the category
of fu-modules over (R,υ).
We also point out the particular case when (R,υ) is a unital -ring (i.e., the strong
unit is also unity for the product). In this case, we shall denote by UMod(R,υ)u the
category whose objects are unital u-modules over (R,υ). An object of this category is
an u-module (G,u) such that υx = x for any x ∈ G. The morphisms are simply the
homomorphisms of u-modules over (R,υ). Thus, UMod(R,υ)u is a full subcategory of
UMod(R,υ).
Example 2.4. Let (,1) be the totally ordered field of real numbers with strong unit 1.
Then, obviously, (,1) is an u-module over (,1). We remark that the identity is the
unique endomorphism of (,1) as u-group (and, consequently, as u-module).
Example 2.5. Let M2() be the ring of square matrices of order 2 with real elements and
let 0 be the matrix with all elements 0. If we define the order relation on components
A= (aij )i,j=1,2  0 iff aij  0 for any i, j,
then M2() becomes an -ring. Moreover, if we define
υ =
(
1/2 1/2
1/2 1/2
)
,
then (M2(), υ) is an u-ring. Now, let 2 = × be the direct product with the order
relation defined on components. If v = (1,1), then (2, v) is an u-group. One can easily
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usual matrix multiplication:
(
A, (x, y)
) →A( x
y
)
.
The above construction can be generalized for any n 2.
Example 2.6. Let (R,υ) be an u-ring and (G,u) an u-module over (R,υ). It follows
that A= Γ (R,υ) is a PMV-algebra, M = Γ (G,u) is an MV-algebra and, by [7], we can
restrict the external operation to an external operation
ϕ :A×M→M, ϕ(α,x)= αx,
which has the following properties for any x, y ∈M and α,β ∈A:
(a) if x + y is defined in M then αx + αy is defined and
α(x + y)= αx + αy,
(b) if α + β is defined in A then αx + βx is defined in M and
(α + β)x = αx + βx,
(c) if α  β then αx  βx .
This result suggested the definition of a new concept: MV-modules.
3. MV-modules
In the sequel, if (M,⊕, ∗,0) is an MV-algebra, we shall denote by + the partial addition
on M .
Definition 3.1. Let (A,⊕, ∗, · ,0) be a PMV-algebra and (M,⊕, ∗,0) an MV-algebra. We
say that M is a (left) MV-module over A (or, simply, A-module) if there is an external
operation
ϕ :A×M→M, ϕ(α,x)= αx,
such that the following properties hold for any x, y ∈M and α,β ∈A:
(1) if x + y is defined in M then αx + αy is defined and
α(x + y)= αx + αy,
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(α + β)x = αx + βx,
(3) (α · β)x = α(βx).
We say thatM is a unital MV-module if A is a unital PMV-algebra andM is an MV-module
over A such that
(4) 1Ax = x for any x ∈M .
We remark that we can define the notion of right MV-module if we consider the external
operation
ϕ :M ×A→M, ϕ(x,α)= xα,
which satisfies the right version of the axioms from Definition 3.1. For the rest of the paper,
all the MV-modules will be left MV-modules.
Example 3.2. (1) Let A be a PMV-algebra and M an MV-algebra. If we define αx := 0 for
any α ∈A and x ∈M then M becomes an A-module.
(2) Any MV-algebraM is a unital L2-module, where L2 = {0,1} is the Boolean algebra
with two elements.
Example 3.3. (1) If A and M are the structures from Example 2.6 then M is an A-module.
(2) Under the hypothesis form Example 2.5, if A = Γ (M2(), υ) and M = Γ (2, v)
then M is an A-module.
(3) If A is a PMV-algebra then A is an A-module, where αx = α · x for any α, x ∈ A.
Moreover, any direct product of A-modules is an A-module, with the external operation
defined on components.
(4) The standard PMV-algebra [0,1] is a [0,1]-module. This result can be also obtained
if we consider A =M =  in Example 2.6. Moreover, for any real number u > 0, the
MV-algebra Γ (, u)= [0, u] is an [0,1]-module.
(5) Consider u1, . . . , un ∈ + and Mi = Γ (, ui) for any 1  i  n. It follows that
M1 × · · · ×Mn = [0, u1] × · · · × [0, un] is a [0,1]-module.
Example 3.4. (1) We recall that a Riesz space (or a vector lattice) is an Abelian -group
which is also a vector space over the real numbers, such that the multiplication by positive
real numbers preserves the ordering. If G is a Riesz space and u 0 is a strong unit in G,
then the MV-algebra Γ (G,u) is an MV-module over the standard PMV-algebra [0,1].
(2) If X is a compact topological space and C(X) is the Riesz space of the real
continuous function defined on X, then the constant function 1(x) = 1 for any x ∈ X is
a strong unit in C(X). Thus, Γ (C(X),1) is an MV-module over [0,1].
Example 3.5. If X is a compact topological space, then C(X) from Example 3.4 is an
f -ring with the usual product of functions, so A= Γ (C(X),1) is a PMV-algebra. Let K
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external operation is the product of functions:
αf := α|K · f, for any α ∈A and f ∈M.
Example 3.6. Let Ω be a nonempty set and A = P(Ω) the Boolean algebra of all the
subsets of Ω , which is a PMV-algebra with ⊕= ∪ and = · = ∩. If we consider Λ⊆Ω
and M = P(Λ), then M becomes an MV-module over A with the external operation
defined by AX :=A∩X for any A ∈A and X ∈M. Moreover,M is a unital A-module,
since Ω ∩X =X for any X ∈M.
Example 3.7. Let R be a unital f -ring and B(R)= {e ∈ R: e · e= e}. One can prove that
B(R) becomes a Boolean algebra with the operations
e1 ∨ e2 := e1 + e2 − e1 · e2 and e1 ∧ e2 := e1 · e2,
for any e1, e2 ∈ B(R). Moreover, 0 e  1 for any e ∈ B(R), where 1 is the unity of the
product in R. Consider u > 0 in R and M = [0, u], the interval MV-algebra determined
by the -group structure of R. We remark that e · u  1 · u = u for any e ∈ B(R). Thus,
M becomes an MV-module over B(R) if we define the external operation by
ex := e · x for any e ∈ B(R) and x ∈M.
Example 3.8. If f :A→ B is a unital PMV-algebras homomorphism, then B becomes an
MV-module over A if we define
αx := f (α) · x, for any α ∈A and x ∈B.
Remark 3.9. If A is a unital PMV-algebra and M is a unital A-module then αx  1x = x
for any α ∈A and x ∈M .
We recall that an MV-algebra M is divisible if for any x ∈M and n 1 there is y ∈M
such that ny is defined and ny = x . Moreover, the element y with the property that ny = x
is unique by Lemma 1.1(i).
Proposition 3.10. For an MV-algebra M the following are equivalent:
(a) M is a divisible MV-algebra,
(b) M is a unital Γ (Q,1)-module.
Proof. (a) ⇒ (b). Let M be a divisible MV-algebra, x ∈ M , and 0  q  1 a rational
number. It follows that q =m/n for some 0m n and n = 0. If y is the unique element
in M such that ny = x , then we define qx :=my . We remark that qx =my  ny = x . Let
x1, x2 ∈M such that x1 + x2 is defined. Since qx1  x1 and qx2  x2, by Lemma 1.1(h),
it follows that qx1 + qx2 is defined. If y1, y2 ∈M such that ny1 = x1 and ny2 = x2 then
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my1+my2 =m(y1+y2)= q(x1+x2), so the condition (1) from Definition 3.1 is satisfied.
The condition (2) follows similarly. In order to prove the condition (3), we consider x ∈M
and q1, q2 ∈ [0,1]Q with q1 =m1/n1 and q2 =m2/n2. Then there are y , z ∈M such that
n2y = x and n1z= y , so (n1 · n2)z= x and n1(m2z)=m2y . It follows that
(q1 · q2)x = (m1 ·m2)z=m1(m2z)= q1(m2y)= q1(q2x).
We proved that M is a Γ (Q,1)-module. It is straightforward that 1x = x , so M is a unital
module.
(b)⇒ (a). Suppose that M is a unital Γ (Q,1)-module, x ∈M , and n 1. If y = (1/n)x
then ny = n((1/n)x)= (n · (1/n))x = 1x = x , so M is a divisible MV-algebra. ✷
In the sequel A is a PMV-algebra.
Lemma 3.11. If M is an A-module then the following properties hold for any x, y ∈M
and α,β ∈A:
(a) 0x = 0,
(b) α0= 0,
(c) (nα)x = α(nx) for any n ∈ ω,
(d) αx∗  (αx)∗,
(e) α∗x  (αx)∗,
(f) (αx)∗ = α∗x + (1x)∗,
(g) x  y implies αx  αy ,
(h) α  β implies αx  βx ,
(i) (αx) (αy)∗  α(x  y∗),
(j) α(x ⊕ y) αx ⊕ αy ,
(k) d(αx,αy) αd(x, y).
Moreover, if A is a unital PMV-algebra and M is a unital A-module then:
(l) (αx)∗ = α∗x + x∗.
Proof. (a) We recall that + is a cancellative operation. Thus, 0x = (0 + 0)x = 0x + 0x
implies 0x = 0.
(b) Since α0 = α(0+ 0)= α0+ α0, we get α0 = 0.
(c) is straightforward by (1) and (2).
(d) Since α1 1, it follows that
αx∗ + αx = α(x + x∗)= α1 1= (αx)∗ + αx,
so αx∗  (αx)∗.
(e) We have αx + α∗x = (α+ α∗)x = 1x  1= αx + (αx)∗, so the intended inequality
follows.
A. Di Nola et al. / Journal of Algebra 267 (2003) 21–40 31(f) We remark that (αx)∗  (α∗x)∗ = (αx + α∗x)∗ = (1x)∗. Using (e) it follows that
(αx)∗ = (αx)∗ ∨ α∗x = (αx)∗  (α∗x)∗ + α∗x = (1x)∗ + α∗x .
(g) If x  y then y = x + z for some z ∈M . It follows that αy = αx + αz, so αx  αy .
(h) follows similarly.
(i) We remark that (g) implies that αx ∨ αy  α(x ∨ y). Thus, we have
(αx) (αy)∗ + αy = αx ∨ αy  α(x ∨ y)= α(x  y∗ + y)= α(x  y∗)+ αy.
Since + is cancellative, the desired inequality is straightforward.
(j) Using (i) and (g), we get
α(x ⊕ y) (αx)∗  α((x ⊕ y) x∗)= α(x∗ ∧ y) αy.
It follows that
α(x ⊕ y)= α(x ⊕ y)∨ αx  α(x ⊕ y) (αx)∗ ⊕ αx  αy ⊕ αx.
(k) is straightforward by (i).
(l) follows by (f). ✷
Definition 3.12. If M1 and M2 are two A-modules then an A-modules homomorphism is
an MV-algebras homomorphism h :M1 →M2 such that h(αx) = αh(x) for any x ∈M1
and α ∈A.
We shall denote by MVMod(A) the category whose objects are MV-modules over A
and whose morphisms are A-modules homomorphisms. If A is a unital PMV-algebra then
we shall also denote by MVMod(A)u the category of unital MV-modules over A, which
is a full subcategory of MVMod(A).
Definition 3.13. If M is an A-module then an ideal I ⊆M is called an A-ideal if it satisfies
the following condition:
if x ∈ I and α ∈A then αx ∈ I.
Example 3.14. If h :M1 →M2 is an A-modules homomorphism, then ker(h)= {x ∈M1:
h(x)= 0} is an A-ideal of M1.
Let M be an A-module and I ⊆M an A-ideal of M . We recall that the relation ∼I
defined by
x ∼I y iff d(x, y) ∈ I,
for any x, y ∈ M , is a congruence with respect to the MV-algebra operations. Using
Lemma 3.11(k), we infer that
x ∼I y implies αx ∼I αy
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α[x]I := [αx]I ,
where [x]I is the congruence class of x .
Remark 3.15. If A is a unital PMV-algebra and M is a unital A-module then any ideal of
M is an A-ideal by Remark 3.9. Thus, the ideals and the A-ideals of M coincide.
Proposition 3.16. If M is an A-module, then the following are equivalent:
(a) M is a subdirect product of totally ordered A-modules,
(b) x ∧ y = 0 implies αx ∧ y = 0 for any x , y ∈M and α ∈A,
(c) any minimal prime ideal of M is an A-ideal.
Proof. (a)⇒ (b) is straightforward by Lemma 3.11(b).
(b)⇒ (c). Let I be a minimal prime ideal of M and x ∈ I . Then there is y ∈M \ I such
that x ∧ y = 0. By hypothesis, αx ∧ y = 0 for any α ∈ A. Since I is prime and y /∈ I , we
get αx ∈ I for any α ∈A.
(c) ⇒ (a). We remark that, for any minimal prime ideal I of M , the totally ordered
MV-algebra A/I has a canonical structure of A-module. The desired conclusion follows
by the fact that the intersection of all the minimal prime ideals of an MV-algebra
is {0}. ✷
Definition 3.17. An A-module M will be called MVf -module over A if it satisfies one of
the equivalent conditions from Proposition 3.16.
Example 3.18. (1) Any totally ordered A-module is an MVf -module.
(2) If A is a unital PMV-algebra then any unital A-module is an MVf -module. This is
straightforward since, by Remark 3.9, αx ∧ y  x ∧ y for any x, y ∈M and α ∈A.
Lemma 3.19. If M is an MVf -module over A then the following identities hold for any
x, y ∈M and α ∈A:
(a) α(x ∨ y)= αx ∨ αy ,
(b) α(x ∧ y)= αx ∧ αy ,
(c) α(x  y∗)= (αx) (αy)∗,
(d) d(αx,αy)= αd(x, y).
Proof. (a) and (b) are obvious in totally ordered A-modules, so they also hold in M .
(c) Using (a), we get
(αx) (αy)∗ + αy = αx ∨ αy = α(x ∨ y)= α(x  y∗ + y)= α(x  y∗)+ αy.
Since + is cancellative, the desired equality follows.
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We shall denote by MVFMod(A) the category of MVf -modules over A, which is
a full subcategory of MVMod(A). When A is a unital PMV-algebra, we get
MVMod(A)u 1↪→MVFMod(A) 2↪→MVMod(A),
where
1
↪→ and 2↪→ are inclusion functors.
4. MV-modules and u-modules
In the sequel (R,υ) is an u-ring and A= Γ (R,υ) is the corresponding PMV-algebra.
We shall prove that the category of u-modules over (R,υ) and the category of MV-
modules over A are equivalent.
Proposition 4.1. If (G,u) is an -group with strong unit and M = Γ (G,u), then the
following are equivalent:
(a) (G,u) is an u-module over (R,υ),
(b) M is an MV-module over A.
Proof. (a)⇒ (b) follows by Example 2.6.
(b) ⇒ (a). For any α ∈ R and x ∈ G we have to define the external operation αx .
Suppose that α ∈ R and x ∈G.
Case 1. α ∈A and x  0 in G.
Since x = x1 + · · · + xm for some x1, . . . , xm ∈M , we define
αx := αx1 + · · · + αxm.
We have to prove that αx is well-defined. Suppose there are y1, . . . , yn ∈M such that
x = x1 + · · · + xm = y1 + · · · + yn.
By Riesz decomposition property, there exist elements cij in M with 1  i  m and
1 j  n such that, for any i and j
xi = ci1 + · · · + cin, yj = c1j + · · · + cmj .
Since M is an A-module, we get
αxi = αci1 + · · · + αcin, αyj = αc1j + · · · + αcmj .
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m∑
i=1
αxi =
m∑
i=1
α
n∑
j=1
cij =
m∑
i=1
n∑
j=1
αcij =
n∑
j=1
m∑
i=1
αcij =
n∑
j=1
α
m∑
i=1
cij =
n∑
j=1
αyj .
Case 2. α ∈A and x ∈G.
Because x = x+ − x−, where x+ = x ∨ 0 and x− = (−x)∨ 0, we define
αx := αx+ − αx−.
Case 3. α  0 and x ∈G.
Since α = α1 + · · · + αm for some α1, . . . , αm ∈A, we define
αx := α1x + · · · + αmx,
where αix is the external operation from case 2 for any 1 i m. The fact that αx does
not depend on the representation of α as a sum of elements from A can be proved using
Riesz decomposition property as in case 1.
Case 4. α ∈ R and x ∈G.
Because α = α+ − α−, we define
αx := α+x − α−x.
With the above definition, the conditions (1), (2), and (4) from Definition 2.1 follows easily,
as well as (7) from Definition 2.2. In the sequel we shall prove that (α · β)x = α(βx) for
any α,β ∈ R and x ∈G.
Case 1. α ∈A, β  0.
Since β = β1 + · · · + βm for some β1, . . . , βm ∈A, we have
α(βx) = α(β1x + · · · + βmx)α(β1x)+ · · · + α(βmx)= (α · β1)x + · · · + (α · βm)x
= (α · β1 + · · · + α · βm)x = (α · β)x.
Case 2. α  0, β  0.
If we consider α = α1 + · · · + αm for some α1, . . . , αm ∈ A, then the proof follows
easily.
Case 3. α  0 and β ∈R.
Since β = β+ − β−, we get
α(βx) = α(β+x − β−x)= α(β+x)− α(β−x)= (α · β+)x − (α · β−)x
= (α · β+ − α · β−)x = (α · β)x.
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We consider α = α+ − α− and the proof is straightforward by case 3. The proof that
(G,u) is an u-module over (R,υ) is now complete. ✷
Corollary 4.2. For any A-module M there is (G,u), an u-module over (R,υ), such that
M and Γ (G,u) are isomorphic A-modules.
Proof. If M is an A-module, then there is an u-group (G,u) such that M and Γ (G,u)
are isomorphic MV-algebras. Let φ :M → Γ (G,u) be an MV-algebras isomorphism.
If, for any x ∈M we define
αφ(x) := φ(αx),
then Γ (G,u) becomes an A-module and φ becomes an A-modules isomorphism. By
Proposition 4.1, we can define αx for any α ∈ R and x ∈ G, such that (G,u) becomes
an u-module over (R,υ). ✷
Corollary 4.3. If (G,u) is an -group with strong unit and M = Γ (G,u), then the
following are equivalent:
(a) (G,u) is an f u-module over (R,υ),
(b) M is an MVf -module over A.
Proof. (a)⇒ (b) is straightforward by Proposition 3.16(b).
(b)⇒ (a). Let x, y  0 in G and α  0 in R. We have to prove that x ∧ y = 0 implies
αx ∧ y = 0. By hypothesis, there are (xi)i=1,n, (yj )j=1,m ⊆M , and (αk)k=1,p ⊆ A such
that
x =
n∑
i=1
xi, y =
m∑
j=1
yj , and α =
p∑
k=1
αk.
Since xi ∧ yj  x ∧ y = 0, we get xi ∧ yj = 0 in M , so αkxi ∧ yj = 0 for any i , j , k as
above. In the -group G, one can prove that
(g1 + · · · + gn)∧ g  (g1 ∧ g)+ · · · + (gn ∧ g),
for any n 1 and g1, . . . , gn, g  0 in G. Thus, we get
αx ∧ y =
(
p∑
k=1
αkx
)
∧ y 
p∑
k=1
n∑
i=1
m∑
j=1
(αkxi ∧ yj )= 0,
so αx ∧ y = 0. ✷
Corollary 4.4. If (R,υ) is a unital u-ring, (G,u) is an -group with strong unit and
M = Γ (G,u), then the following are equivalent:
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(b) M is a unital MV-module over A.
Proof. (a)⇒ (b) is straightforward.
(b) ⇒ (a). We know that υx = x for any x ∈M and we have to extend this property
to any x ∈ G. If x  0 then x = x1 + · · · + xn for some x1, . . . , xn ∈ M so υx =
υx1 + · · · + υxn = x1 + · · ·xn = x . If x is arbitrary in G then υx = υ(x+ − x−) =
υx+ − υx− = x+ − x− = x . ✷
We define the functor
ΓR :UMod(R,υ)→MVMod
(
Γ (R,υ)
)
,
ΓR(G,u)= [0, u]G, ΓR(h)= h|[0,u],
where (G,u) is an u-module over (R,υ), h is a homomorphism of u-modules over
(R,υ) and [0, u]G is endowed with the Γ (R,υ)-module structure induced by the structure
of G.
Remark 4.5. The following diagram is commutative:
UMod(R,υ) ΓR
U
MVMod(Γ (R,υ))
Umv
UG Γ MV,
where U and Umv are forgetful functors, which simply forget the module structure. We
recall that Γ establishes an equivalence between the category of Abelian u-groups and
the category of MV-algebras.
Theorem 4.6. The functor ΓR establishes a categorical equivalence between the category
of u-modules over (R,υ) and the category of MV-modules over Γ (R,υ).
Proof. Using Corollary 4.2, we only have to prove that ΓR is a full and faithful functor.
By Remark 4.5, one can easily see that ΓR is faithful. Now, let h :Γ (G,u)→ Γ (H,w)
be a homomorphism of MV-modules over Γ (R,υ). We have to prove that there exists
h˜ : (G,u)→ (H,w), a homomorphism of u-modules over (R,υ) such that h˜[0,u] = h.
Also using Remark 4.5, it follows that there is an u-groups homomorphism h˜ : (G,u)→
(H,w) and h˜(x) = h(x) for any x ∈ [0, u]. We shall prove that h˜ is an u-modules
homomorphism. Let α ∈R and x ∈G.
Case 1. α  0 and x  0.
We have α = α1 + · · · + αn for some α1, . . . , αn ∈ [0, υ], and x = x1 + · · · + xm for
some x1, . . . , xm ∈ [0, u]. It follows that
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(
n∑
i=1
m∑
j=1
αixj
)
=
n∑
i=1
m∑
j=1
h˜(αixj )=
n∑
i=1
m∑
j=1
αi h˜(xj )=
n∑
i=1
αi
m∑
j=1
h˜(xj )
=
n∑
i=1
αi h˜(x)=
(
n∑
i=1
αi
)
h˜(x)= αh˜(x).
Case 2. α ∈ R and x ∈G.
Since α = α+ − α− and x = x+ − x−, we get
h˜(αx) = α+h˜(x+)− α−h˜(x+)− α+h˜(x−)+ α−h˜(x−)
= α+(h˜(x+)− h˜(x−))− α−(h˜(x+)− h˜(x−))= α+h˜(x)− α−h˜(x)= αh˜(x).
Our proof is complete. ✷
Corollary 4.7. The restriction
ΓR :FUMod(R,υ)→MVFMod
(
Γ (R,υ)
)
,
establishes a categorical equivalence between the category of f u-modules over (R,υ) and
the category of MVf -modules over Γ (R,υ).
Proof. By Theorem 4.6 and Corollary 4.3. ✷
Corollary 4.8. If (R,υ) be a unital u-ring, then the restriction
ΓR :UMod(R,υ)u→MVMod
(
Γ (R,υ)
)
u
,
establishes a categorical equivalence between the category of unital u-modules over
(R,υ) and the category of unital MV-modules over Γ (R,υ).
Proof. By Theorem 4.6 and Corollary 4.4. ✷
The above corollaries assert that the diagram
UMod(R,υ) ΓR MVMod(Γ (R,υ))
FUMod(R,υ) ΓR MVFMod(Γ (R,υ))
UMod(R,υ)u
ΓR MVMod(Γ (R,υ))
u
is commutative, where ↑ denotes inclusion functors.
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category UMod(,1) is a subcategory of Riesz spaces.
Corollary 4.9. The functor Γ :UMod(,1)→MVMod([0,1]) establishes a categori-
cal equivalence between the category of MV-modules over [0,1] and the category of Riesz
spaces with strong unit u such that 1u u.
5. Truncated modules
In the sequel, (R,υ) will be an u-ring. If (G,u) is an u-module over (R,υ), then
the interval [0, u] becomes an MV-algebra if we consider x ⊕ y := (x + y) ∧ u for any
x, y ∈ [0, u]. This means that the MV-algebra addition is the group addition truncated to
[0, u]. A natural problem is to consider the external operation truncated to [0, u]. Thus, we
define an external operation
◦ :R+ × [0, u]→ [0, u], α ◦ x := αx ∧ u,
for any α ∈R+ and x ∈ [0, u], where αx is the external operation on G.
Remark 5.1. We remark that α ∈ [0, υ] and x ∈ [0, u] imply αx  υu u, so α ◦ x = αx .
Lemma 5.2. Under the above hypothesis, the following properties hold for any α,β ∈ R+
and x , y ∈ [0, u]:
(a) (α + β) ◦ x = α ◦ x ⊕ β ◦ x ,
(b) α ◦ (x + y)= α ◦ x ⊕ α ◦ y if x + y  u,
(c) α ◦ (β ◦ x) (αβ) ◦ x ,
(d) α ◦ x  (α ◦ y)∗  α ◦ (x  y∗),
(e) d(α ◦ x,α ◦ y) α ◦ d(x, y).
Moreover, if α,β ∈ [0, υ] and x ∈ [0, u] then:
(f) α ◦ (β ◦ x)= (αβ) ◦ x .
Proof. We recall that α  0 and x  0 imply αx  0.
(a) α ◦ x ⊕ β ◦ x = ((αx ∧ u)+ (βx ∧ u))∧ u= (αx + βx)∧ (αx + u)∧ (βx + u)∧
(u+ u)∧ u= (αx + βx)∧ u= (α + β)x ∧ u= (α + β) ◦ x .
(b) α ◦ x ⊕ α ◦ y = ((αx ∧ u)+ (αy ∧ u))∧ u= (αx + αy)∧ (αx + u)∧ (αy + u) ∧
(u+ u)∧ u= (αx + αy)∧ u= α(x + y)∧ u= α ◦ (x + y).
(c) α ◦ (β ◦x)= α(βx∧u)∧u α(βx)∧αu∧u α(βx)∧u= (αβ)x∧u= (αβ)◦x .
(d) We have
α ◦ (x  y∗)+ α ◦ y = (α(x  y∗)∧ u)+ (αy ∧ u)
= (α(x  y∗)+ αy)∧ (α(x  y∗)+ u)∧ (u+ αy)∧ (u+ u)

(
α(x  y∗)+ αy)∧ u= α(x ∨ y)∧ u
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= α ◦ x ∨ α ◦ y = α ◦ x  (α ◦ y)∗ + (α ◦ y).
By cancellation, it follows that α ◦ x  (α ◦ y)∗  α ◦ (x  y∗).
(e) follows by (d) and (b).
(f) By Remark 5.1 and the fact that (G,u) is an u-module. ✷
Definition 5.3. An MV-algebra M is a truncated module over (R,υ) if there is an external
operation ◦ :R+ ×M→M , such that the following properties hold for any α,β ∈ R+ and
x, y ∈M:
(1) (α + β) ◦ x = α ◦ x ⊕ β ◦ x ,
(2) α ◦ (x + y)= α ◦ x ⊕ α ◦ y if x  y∗,
(3) α ◦ (β ◦ x)= (αβ) ◦ x if α,β ∈ [0, υ].
Let (G,u) be an u-group such that Γ (G,u) is a truncated module over (R,υ) and
◦ :R+ × [0, u] → [0, u] is the corresponding external operation. It is straightforward by
Definition 5.3 that Γ (G,u) is an MV-module over Γ [0, υ]. By Proposition 4.1, (G,u) is
an u-module over (R,υ) and we shall denote by αx the corresponding external operation
for any α ∈R and x ∈G.
Lemma 5.4. Under the above hypothesis, α ◦ x = αx ∧ u for any α ∈R+ and x ∈ [0, u].
Proof. If α ∈R+ then α = α1 + · · · + αn for some α1, . . . , αn ∈ [0, υ]. For any x ∈ [0, u],
we have
αx ∧ u = (α1 + · · · + αn)x ∧ u= (α1x + · · · + αnx)∧ u
= (α1 ◦ x + · · · + αn ◦ x)∧ u= α1 ◦ x ⊕ · · · ⊕ αn ◦ x
= (α1 + · · · + αn) ◦ x = α ◦ x. ✷
Proposition 5.5. If (G,u) is an u-group then the following are equivalent:
(a) Γ [0, u] is an MV-module over Γ [0, υ],
(b) (G,u) is an u-module over (R,υ),
(c) Γ [0, u] is a truncated module over (R,υ).
Proof. (a)⇒ (b) follows by Proposition 4.1.
(b)⇒ (c) follows by Lemma 5.2(a), (b), and (f).
(c)⇒ (a) is obvious. ✷
In the sequel we consider (R,υ) = (,1), the u-ring of the real numbers with the
natural product. In [15] the authors defined the notion of vectorial MV-algebra and they
proved that this structure can be used in image processing. An MV-algebraM is a vectorial
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the following properties for any x, y ∈M and α,β ∈ +:
(1) 1 ◦ x = x ,
(2) (α + β) ◦ x = α ◦ x ⊕ β ◦ x ,
(3) α ◦ (β ◦ x) (αβ) ◦ x ,
(4) d(α ◦ x,α ◦ y) α ◦ d(x, y).
We remark that any unital truncated module over (,1) is a vectorial MV-algebra. By
Proposition 5.5, an MV-algebraM is a unital truncated module over (,1) iff M is a unital
MV-module over [0,1] iff M is the interval [0, u] of some unital Riesz space with strong
unit u. It would be interesting to find a vectorial MV-algebra which is not a truncated
module over (,1).
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