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In the topological phase of p-wave superconductors, zero-energy Majorana quasi-particle excitations can be
well defined even in the presence of local density-density interactions. In this paper we examine this phe-
nomenon from the perspective of matrix representations of the commutator H = [H, •] with the aim of char-
acterising the multi-particle content of the many-body Majorana mode. To do this we show that, for quadratic
fermionic systems, H can always be decomposed into sub-blocks that act as multi-particle generalisations of
the BdG/Majorana forms that encode single-particle excitations. In this picture, density-density like interac-
tions will break this exact excitation-number symmetry, coupling different sub-blocks and lifting degnerecies
so that the eigen-operators of the commutator H take the form of individual eigenstate transitions |n〉〈m |.
However, the Majorana mode is special in that zero-mode transitions are not destroyed by local interactions. It
thus becomes possible to define our many-body Majoranas as the odd-parity zero-energy solutions of H that
minimise their excitation number. This idea forms the basis for an algorithm which is used to characterise the
multi-particle excitation content of the Majorana zero modes of the one-dimensional p-wave lattice model. We
find that the multi-particle content of the Majorana zero-mode operators is significant even at modest interaction
strengths. We will discuss how and why these findings differ from some previous work on the structure of the
Majorana operators in the presence of interactions.
PACS numbers: 74.78.Na 74.20.Rp 03.67.Lx 73.63.Nm
I. INTRODUCTION
Zero-energy Majorana quasi-particles are expected to
be pinned to defects and/or domain walls in topological
superconductors.1,2 These particles are predicted to display
fractionalised non-abelian statistics, which may allow for the
manipulation quantum information in a robust manner using
non-local braiding operations.3–5 There are now a number of
potential systems in which these Majorana modes could po-
tentially be observed,6–8 the most well-known being those
based on proximity-coupled semiconductor nano-wires.9,10 In
these nano-wire systems, observations of anomalous zero-bias
conductances are a strong experimental indication of the Ma-
jorana modes.11–13 More recently, alternative approaches us-
ing magnetic molecules, whose bound states can be resolved
energetically and spatially, have also attracted interest.14
On a mean-field level, the notion of Majorana quasi-particle
has proved enormously useful as both a conceptual and cal-
culational tool. There is therefore ample reason to explore
how much of this quasi-particle picture remains valid beyond
the confines of mean-field superconductivity. For example,
there has been considerable progress made towards develop-
ing number preserving theories of the Majorana modes,15–20
as well as a growing body of work which examines how free-
topological superconducting phases are affected by the ad-
dition of interacting electron-electron terms.21–33 One aspect
of this latter story is concerned with the stability and struc-
ture of the Majorana zero-modes themselves and how they are
affected by the presence of density-density interaction terms
that break the exactly solvable nature of the underlying model.
This story of stable zero-modes has also been addressed in the
related context of 1-d parafermionic chains.34–36
To make the following discussion precise, note that in the
topological phase of the 1-dimensional p-wave superconduct-
ing wires the Majorana modes/operators are exponentially lo-
calised at each end of the wire.2 In the limit Nx → ∞ the
(L)eft and (R)ight Majorana modes have precisely the energy
E = 0 and the corresponding operators can have the form
γL =
Nx∑
i
i(c†i − ci)uL(i) (1)
γR =
Nx∑
i
(c†i − ci)uR(i)
where uL(i) and uR(i) are the single particle wave-functions
localised to the left and right of the wire, and the c†’s and
c’s are the Dirac fermion creation and annihilation operators
respectively. For free-fermionic systems the existence of of
these zero-energy solutions can be easily established through-
out the topological region.2 It is important to note that the
mode stability has nothing to do with any rigidity in the form
of the functions uL and uR. Indeed, the functions themselves
are actually very susceptible to variations in the underlying
system and it is this fluidity that allows the zero-energy Ma-
jorana modes to exist even in highly disordered regions of the
topological phase, see for example Ref. 37.
The zero-mode operators γL and γR commute with the
Hamiltonian [H, γL/R] = 0 , anti-commute with both parity
P and each other ( {P, γ} = 0 , {γL, γR} = 0), and are self
adjoint γ2L/R = I . When interactions are included, and if they
exist, the zero-energy Majorana modes should obey the same
criteria but should now appear in the form of multi-nomial
sums:25
γL =
2Nx∑
i
u
(1)
L (i)γi +
2Nx∑
ijk
u
(3)
L (i, j, k)γiγkγk + ... (2)
γR =
2Nx∑
i
u
(1)
R (i)γi +
2Nx∑
ijk
u
(3)
R (i, j, k)γiγjγk + ...
1
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where γ2i−1 = c
†
i + ci and γ2i = i(c
†
i − ci).
Establishing the existence of multi-particle modes outside
of the context of mean-field superconductivity has not been
straightforward. Refs. 25 and 26 addressed this issue on a
general level and showed that, provided only an odd number
of Majorana modes participate in the Hamiltonian, interact-
ing zero-modes of the type above can always be well defined
in the presence of local parity-preserving interacting terms.
These papers suggest that the multi-particle content of these
modes should be significant and demonstrate how the notion
of a zero-mode can survive when the system is coupled to ad-
ditional bosonic degrees of freedom. This can then be used to
describe in what way the generalised parity based qubits (see
e.g. Ref. 38) are susceptible to thermal noise.
The question of existence was also addressed in the spe-
cific context of one-dimensional wires. In Ref. 23 it was
shown that, when the p-wave system can be bosonized, a fur-
ther refermionization argument can be made that indicates the
continued stability of the modes in interacting regions of the
topological phase. Importantly, this argument does not require
the restriction to an odd number of Majorana modes.
The re-fermionization procedure casts the many-body Ma-
jorana operator in a form that resembles a renormalised single-
particle wavefuction of the form Eq. (1). Although this allows
us to examine general features that the operator in a single-
particle picture, it does not imply that the many-body contri-
butions to the operator (u(3), u(5) etc.) are suppressed. This
is an important point because in related work on the prox-
imity coupled semi-conductor model,24 calculations of the
weights of the linear ground-state cross-correlators, obtained
using DMRG/MPS techniques, do actually indicate that the
many-body Majorana operators resemble renormalised non-
interacting modes, even in the presence of strong interactions.
The main observation of Ref. 31 was that the long wire
limit of the Kitaev chain model, when in the topological
phase, all eigenstates come in degenerate pairs even in the
presence of local interactions. A general definition of the
many-body Majorana operators follows:
γR =
∑
n
|ne〉〈no |+ |no〉〈ne | (3)
γL = i
∑
n
|ne〉〈no | − |no〉〈ne |
where the states |no〉 and |no〉 are the odd and even eigen-
states of the Hamiltonian. This result established that the Ma-
jorana modes are well defined throughout the whole topolog-
ical region without the a-priori restriction on the numbers of
the participating Majorana modes in the defining Hamiltonian,
or the requirement that the chemical potential be far from the
bottom of the band.
In this current paper we set out to characterise the many-
body zero modes of the generic 1-d p-wave interacting model
by numerically calculating the weights
|NΓn |2 =
∫
|u(n)L/R(~x)|2d~x (4)
where the weights have the property that
∑ |NΓn |2 = 1. In-
stead of essentially single particle structure found in Ref. 24,
we find that higher N-particle terms actually grow quickly as
one increases the interaction strength U . More specifically we
find that
|NΓ3 (U)| ∝ α3U (5)
|NΓ5 (U)| ∝ α5U2
|NΓ7 (U)| ∝ α7U3
...
The linear dependence of |NΓ3 | on U results in many-particle
participation rates that are quite significant even at modest in-
teraction strengths. We will discuss this discrepancy with Ref.
24 in much more detail later but note here that it largely fol-
lows from different operational definitions of the Majorana
quasi-particles in the interacting regime. While we are in-
terested in computing the unique operators γL/R which take
every eigenstate to its degenerate parity-swapped counterpart,
the approach of Ref. 24 uses a less restrictive notion, where
one seeks to quantify how well the two degenerate ground-
states may be mapped into each other using the set of single
particle operators. More specifically they calculate
|N gs1 |2 =
∫
|Ox|2dx, (6)
where O(x) = e〈0 |c†x ± cx| 0〉o. This measure tends to stay
very close to unity even at extremely high interaction strengths
(see Figure 4). However, aside from the non-interacting
regime, this approach does not allow one to uniquely deter-
mine the single particle content of the Majorana mode. In-
deed, as we will show, the measure Ox generically includes
contributions from the higher N-particle parts of the Majo-
rana operator, and hence it is not a reliable measure to use in
this specific instance. This aspect of the story has relevance
to the ongoing discussion on the relative merits of what are
called weak and strong zero-modes.39,40 The results of this pa-
per show that when interactions are present, it is typically im-
possible to infer the structure of the unique strong zero-modes
from the properties of the ground-state manifold. This has
direct consequences for how we should interpret experimen-
tal measurements, which typically only probe the low-energy
states.
The paper is structured as follows. In section II A we show
how to arrive at operator representations of the commutator
[H, •]. This discussion clarifies the relationship between com-
mutator approach of Refs. 25 and 26 and the degeneracy
methodology of Ref. 31. In II B we show that in the rep-
resentation generated by the position space Majorana opera-
tors, the non-interacting model commutator [H, •] naturally
decomposes into blocks spanned by fermionic transitions of
the same number. In section II C we show how one can un-
derstand the relationship between single-particle excitations
and the individual energy transitions at the commutator level.
In section II D we build on this idea and show how to relate
the notion of integrability in quadratic systems and hopping
and pairing symmetries in a fermionic model made from two
copies of the original. There are similarities between this ap-
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proach and the iterative methods to find parfermionic zero-
modes (see for example Ref. 34). In section II E we give a
spin-representation for the Kitaev chain commutator, in which
the basis states are transparently related to the differences in
fermionic occupation.
The results of section II are also used to show that many-
body Majorana quasi-particles (3) are the odd parity zero-
modes that minimise their total transition number. This lat-
ter idea forms the basis for an algorithm outlined in section
III to calculate the many-body zero-mode solutions for larger
system sizes than are possible with the exact diagonalization
method of Ref. 31. In section IV we discuss the resulting
numerical data, focusing in particular on the N-particle par-
ticipation rates mentioned in Eq. (5). We also present addi-
tional analysis of the how the multi-particle content grow with
respect to the other parameters of the model noting in partic-
ular the clear parabolic dependence of αn around µ = 2t,
where were have linear dispersion. In section V we discuss
why ground state correlators will necessarily underestimate
the many-particle contributions to the Majorana zero-mode in
the presence of interactions.
We also include a number of appendices to help make this
paper more self contained. In appendix A we briefly review
the p-wave Hamiltonian. In appendix B we show how to de-
rive a spin-representation using the algebra of position space
Majorana operators. This basis is naturally block diagonal for
quadratic Hamiltonians. In appendix C we show how to de-
rive a spin representation using the algebra of position space
fermioninc creation and annihilation operators. This basis
shows us how the commutator [H, •] can be thought of as a
doubled fermionic system and how the symmetry responsi-
ble for the aforementioned block decomposition can be under-
stood as fermionic hoppings or pairings between each copy. In
appendix D we review the full diagonalisation methodology
outlined in Ref. 31 which is used to benchmark the commu-
tator algorithm of section III. In appendix E we outline some
additional numerical results and in appendix F we discuss the
possibility of using sub-sets of operators to represent the map-
pings between ground states.
II. COMMUTATOR REPRESENTATIONS , QUADRATIC
HAMILTONIANS, AND CONSERVATION OF TRANSITION
NUMBER
The central aim of this section is to show how the zero-
mode solutions of the Hamiltonian commutator [H, γL/R] =
0, (see for example Refs. 25 and 26), are related to the ar-
guments that establish the Majorana mode stability by prov-
ing the universal even-odd degeneracy for all eigenstates of
the model.31 In section II A we show how transitions between
energy eigenstates are always eigen-operators of the commu-
tator H = [H, •], and discuss formally how to give a matrix
representation to the commutator. In section II B we show
how to derive a matrix representation for the commutator us-
ing the Majorana position space operators and in II C demon-
strate that when H is quadratic, this matrix-representation
block diagonalises into sub-matrices in which the conserved
FIG. 1. The commutator H for a quadratic fermion model can be
decomposed in to blocks A(s) which encode energy transitions in-
volving the same number of fermions s. In this example we show the
2N + 1 blocks due to an N = 4 fermion model. Quartic interacting
terms (dark-blue/purple) connect different A(s) blocks, breaking the
symmetry responsible for the excitation number conservation.
quantity is the number of fermions involved in a transition. In
this picture, density-density like interactions will break this
exact excitation-number symmetry, coupling different sub-
blocks together. This results in a lifting of degeneracies so
that the eigen-opertators of the commutator H can only take
the form of individual transitions |n〉〈m |. In section II D we
discuss the symmetry operator responsible for excitation num-
ber conservation, showing that in the Majorana basis it counts
fermion number and that it can also be understood as a sum
of hopping or pairing terms between two related copies of
the original Hamiltonian. In section II E we outline a spin-
representation for the Kitaev chain commutator that is block-
diagonal.
A. Operator inner products and representations of the
commutator
Suppose |n〉 is an orthonormal basis for a Hilbert space
then we can decompose any operator Xˆ as
Xˆ =
∑
nm
|n〉〈n |Xˆ|m〉〈m | =
∑
nm
〈n |Xˆ|m〉|n〉〈m | (7)
Using the Hilbert-Schmidt or operator inner-product
(
A 99
9B
)
=
Tr(A†B)√
Tr(A†A) Tr(B†B)
(8)
we have
(|n〉〈m | 999Xˆ) = Tr(|m〉〈n |Xˆ) = 〈n |Xˆ|m〉 and we
can rewrite the operator decomposition in a generalised Dirac
3
vector space notation:
99
9 Xˆ
)
=
∑
nm
(|n〉〈m | 999Xˆ) 999 |n〉〈m |) (9)
where the basis states are labeled by operators.
If we introduce a set of orthonormal vectors
(
Ψi 99
9 such that(
Ψi 99
9Ψj
)
= δij we can, by using the cyclic properties of the
trace, also provide a representation for more general opera-
tions such as commutators:
Xij =
(
Ψi 99
9[X, •] 99
9Ψj
)
(10)
=
(
Ψi 99
9[X,Ψj ]
)
= −
(
[Ψi, X
†] 99
9Ψj
)
=
(
Ψi 99
9XΨj
)− (ΨiX† 999Ψj)
=
(
Ψi 99
9XR −XL 99
9Ψj
)
where, to give a matrix representation to the operator XL we
should consider its action to the left . Note that in this case the
conjugate of the X appears to the right of what ever is inside(
Ψi 99
9. We can use the above procedure to define the transition
Hamiltonian matrix
Hij =
(
Ψi 99
9[H, •] 99
9Ψj
)
(11)
=
(
Ψi 99
9HΨj
)− (ΨiH† 999Ψj)
= −(Ψi 999HL −HR 999Ψj)
In this definition the operators Ψ are labels for vectors within
a enlarged Hilbert space where the matrix H encodes all pos-
sible transitions between all eigenstates of the usual Hamil-
tonian H . To see this note that if |n〉 are the eigenstates
of the Hamiltonian (H|n〉 = En|n〉 ) then outer products
ωnm = |n〉〈m | are orthonormal eigen-operators of the com-
mutator with eigenvalues En − Em. This can be easily seen
from direct calculations
[H, •]|n〉〈m | = [En − Em]|n〉〈m | (12)
Tr(| l〉〈k|n〉〈m |) = δnkδml
To see this using the the operator inner-product notation
introduced above, note that:
Hnm,kl = −
(|n〉〈m | 999HL −HR 999 | k〉〈l |) (13)
= −(|n〉〈m | 999Em − Ek 999 | k〉〈l |)
= (Ek − Em)δnkδml
Clearly then transition outer products are eigenstates of the
commutator [H, •] and this does not depend on the Hamil-
tonian being quadratic. However, for free quadratic systems
there will be many eigenstates |n〉〈m | with the same eigen-
values (En −Em) and a single quasi-particle excitation with
energy  = En − Em can be understood then as a particular
superposition of these degenerate outer-products |n〉〈m |. In
this light we see that the Majorana quasi-particles in Eq. 3
are a specific example of this where all En − Em go to zero.
The central result of Ref. 31 is that this universal even-odd
degeneracy remains even in the presence of interactions and
therefore there is a well defined and unique definition of the
Majorana zero-mode operators throughout the topological re-
gion.
B. A operator basis with Majoranas
In this section we show how by using the fermionic algebra
for Majorana fermions we can construct an orthogonal basis
for the commutator Hilbert space. For more details readers
should consult Ref. 25. Setting
pn = γ2n−1 = c†n + cn, mn = γ2n = i(c
†
n − cn) (14)
which obey the algebra {γi, γj} = 2δij and thus γi = γ†i and
γ2i = I . If N is the number of unique fermion modes in our
system, using these root operators we can then construct a full
set of orthogonal operators:
Γ(0) : I (15)
Γ(1) : γ1, γ2, γ3, . . . , γ2N ,
Γ(2) : iγ1γ2, iγ1γ3, . . . , iγ2Nγ2N ,
Γ(3) : −iγ1γ2γ3, . . . ,−iγ2N−2γ2N−1γ2N ,
...
...
Γ(2N) : i(2N)Nγ1γ2 . . . γ2N .
We will denote each operator by Γa, for a = 1, . . . , 22N . For
each a one then defines s to be the number of γ’s in the prod-
uct Γa. In each of these subsets there are
(
2N
s
)
elements and
when we need to refer to a particular element of the subset s
we will write Γ(s)a . It may occasionally be convenient to also
use the notation mx = Γ
(m)
x and px = Γ
(p)
x to refer to the
specific types of Γ(1)x terms. The phases are chosen so that
Γ2a = I and since the product of two Γa’s gives a third (up to
a phase) and Tr(Γ(s)a ) = 0 for s > 1 then we have(
Γa 99
9Γb
) ≡ Tr(Γ†aΓb)/22N = δab (16)
In Appendix C we show that one can define an orthonormal
operator basis with complex fermions in a similar way to how
we defined Γa above using the algebra of the γ terms. We will
see that this constructions allows one to map our transition-
Hamiltonian matrix to a normal fermionic system composed
of two copies of the original Hamiltonian, allowing one to
understand many properties of commutator [H, •] , including
the symmetries responsible for its block diagonal structure of
non-interacting models, in terms of hoppings and pairings be-
tween these two copies. Furthermore, complex fermions rep-
resentations reason are crucial to understanding how the block
structure of the transition matrix H when written in the Γ ba-
sis, is related to the single-particle transitions when the Hamil-
tonian H is quadratic. We will discuss this aspect in detail in
next section II C.
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C. Quadratic Hamiltonians and Block diagonal Commutators
A generic quadratic free-fermion Hamiltonian can be writ-
ten as
HQ =
1
2
N∑
i,j=1
A
(1)
ij γiγj (17)
where A(1)ij = −A(1)ji is a pure imaginary number. For free
fermionic systems it is sufficient to diagonalise the matrix
A(1) to be able to write down expressions for all eigenstates
of the Hamiltonian. This is because the eigensolutions of this
block represent the single excitations of the free fermionic
system:
HQ =
1
2
∑
i
i(λ
†
iλi − λiλ†i ) (18)
with
λ†i =
2N∑
j=1
V ∗ijγj , λi =
2N∑
j=1
Vijγj . (19)
The ground state of the system is defined to be the state with
zero occupancy of all modes and all higher energy eigenstates
of can also be defined by filling some or all of these modes.
By direct computation using Eqs. (8), (11) and (17), the
transition Hamiltonian matrix
HΓab =
(
Γa 99
9[HQ, •] 99
9Γb
)
(20)
can be easily seen to be block diagonal in each of the unique
sub-blocks consisting of a’s and b’s with the same s. The
simplest non-trivial example is the s = 1 sub-block , which is
actually the 2N × 2N adjacency matrix A(1) used to define
the Hamiltonian in Eq. (17) (see Ref. 25).
It is helpful to note howH looks in the complex λ-fermion
basis generated from I = λ†nλn + λnλ
†
n, λn, λ
†
n and Z
(λ)
n =
λ†nλn−λnλ†n. We will refer to generic combinations of these
λ-terms as Λa where we again assume a normalisation such
that
(
Λn 99
9Λm
)
= δnm. In this case, the matrix is diagonal:
HΛab =
(
Λa 99
9[HQ, •] 99
9Λb
)
= δabEa (21)
where Ea is a weighted sum over energies ±n for each un-
paired λ†n and λn occurring in the element Λa:
Ea =
∑
λ†i∈Λa
i −
∑
λi∈Λa
i (22)
The states 99
9Λa
)
labeled with λ†n, λn, In or Zn can be iden-
tified with eigenstates of just one of the A(s) sub-blocks.
However if we use the basis set λ†n, λn, λ
†λn and λnλ
†
n this is
not the case. To illustrate this we consider the example of the
state 99
9Λa
)
= 99
9λ†1, λ2, Z3, I4
)
which is a transition energy
eigenstate of the A(4) block with an energy 1 − 2 . Impor-
tantly this state can be written as a superposition of two states
99
9Λa
)
= 99
9λ†1, λ2, Z3, I4
)
(23)
= 99
9λ†1, λ2, λ
†
3λ3 − λ3λ†3, I4
)
=
1√
2
( 99
9λ†1, λ2, λ
†
3λ3, I4
)− 999λ†1, λ2, λ3λ†3, I4))
which both have support on the A(2) and A(4) sectors. When
brought together with a negative sign like this, the parts of the
wave-function in the A(2) sector cancel and we are left with
only the part of the state in the A(4) sub-block. On the other
hand suppose we bring these states together with a positive
sign. In this case we have
99
9Λa
)
=
1√
2
( 99
9λ†1, λ2, λ
†
3λ3, I4
)
+ 99
9λ†1, λ2, λ3λ
†
3, I4
)
)
= 99
9λ†1, λ2, λ
†
3λ3 + λ3λ
†
3, I4
)
= 99
9λ†1, λ2, I3, I4
)
(24)
which is entirely supported by the A(2) block.
In section II A we noted that the eigen-operators of H are
the outer-products |n〉〈m | and that the eigenvalues are Em −
En. However, if the fermionic system is quadratic, we can
also solve in each of the A(s) sub-blocks separately and we
know that we can interpret the solutions of the single-partice
sub-block A(s) as operators which act across the full Hilbert
space. To see how these two pictures are related we need to
understand exactly what is happening in all sub-blocks.
The solutions of the A(1) sub-block represent all possible
transitions between states which differ by the occupancy of
a single λi or λ
†
i mode. The excitation energies ±i there-
fore correspond to the energy difference ±(En − Em) be-
tween any two such states. Importantly because this sub-
block this spanned only by elements 99
9 γ1, I2, I3, ..., IN
)
,
99
9 I1, γ2, I3, ..., IN
)
etc. that have only single the entries
of γ combined with I’s on all other sites, we write our
eigensoluitions of this block as (e.g 99
9λ†1, I2, I3, ...., IN
)
,
99
9 I1, λ2, I3, ...., IN
)
etc. with energies 1, −2 resp. ) in a
similar fashion.
In the more general cases of odd valued s, we see that
the transition energies of the state 99
9Λa
)
only depend on the
number of unpaired λ†i ’s and λi’s and therefore states like
99
9λ1, Z2, I...I
)
, 99
9λ1, I, Z3...I
)
, 99
9λ1, Z2, ...., ZN
)
, etc. all
have energy −1. They are therefore degenerate with the −1
state which is contained fully within the A(1) sector. In each
sector there are
(
N−1
(s−1)/2
)
states with the same energy as the
single particle transition 1 and therefore associated with a
unique excitation λ1, we have total of∑
s∈odd
(
N − 1
s−1
2
)
= 2N−1 (25)
transitions.
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Recall now our original eigenbasis states |n〉. In the eigen-
basis provided by single particle λi fermion states we may
associate each state n with a Fock representation such that
|n〉 = |n1, n2, n3, ........, nN 〉 (26)
is given by the binary occupation number of the fermionic
levels λi. Using (C1) this means for example that, we can
write an individual outer-product transition
99
9 | 10...1〉〈00...1 |) = 999 | 1〉〈0 |) 999 | 0〉〈0 |).... 999 | 1〉〈1 |),
as
99
9λ†1, λ2λ
†
2, ...., , λ
†
NλN
)
(27)
Again we stress that although this transition is an eigen-
state with the energy 1, it is not the same as the state
99
9λ†1, I2, ......IN
)
which represents the actual free λ†1 transi-
tion that we calculate by diagonalising the A(1) block which
encodes the BdG/Kastelyn matrix forms.
D. Symmetries and hopping/pairing
The Hamiltonians we study in this paper all conserve
fermionic parity. That is , each term appearing in the Hamil-
tonian, is constructed from a product of an even number of
fermionic terms. This means that the transition Hamiltonian
H = [H, •] can always be decomposed into two sectors: an
odd sector and an even sector. This parity conservation is due
to a symmetry
P =
∏
j
pLj m
L
j p
R
j m
R
j = P
LPR (28)
where PL is the parity operator for HL and PR is the parity
operator for HR.
When the system is strictly quadratic, each of these
excitation-parity sectors can be further decomposed into into
smaller blocks which are spanned by basis states 99
9Γ(s)
)
. This
block diagonal structure exists because of a symmetry of the
commutator H in which the conserved quantity is the total
number of particle excitations and de-excitations e.g. the
eigensolutions of the A(1) block represent all possible single
particle transitions , the solutions of theA(2) all double transi-
tions etc.). The operator responsible should commute with the
H and, if well chosen, count the number of unique γ terms in
each basis state 99
9Γ
)
. Working under the assumption that left
and right acting operators are mutually fermionic, the symme-
try operator N then in this case is
N =
N∑
j=1
I +
i
2
(pLj p
R
j −mLj mRj ) (29)
=
N∑
j=1
I − i
2
(c†Lj c
†R
j + c
L
j c
R
j ).
We can easily see that this operator does indeed count the
number of excitations using the spin representation outlined
in section B where we see that each term in the above summa-
tion locally looks like
2I ⊗ I − I ⊗ σz + σz ⊗ I
2
=
 0 0 0 00 1 0 00 0 1 0
0 0 0 2
 (30)
where the basis states are given by Eq. (B7).
E. A block-diagonal spin representation for the Kitaev chain
commutator [H, •]
Using the basis Γ-basis outlined in Appendix B we can
write the commutator [H, •] for the 1-d p-wave chain (see sec-
tion A) as:
HQ = ul
2
∑
j
(σx2j−1σ
y
2j − σy2j−1σx2j) (31)
+
t+ ∆
2
∑
j
(σy2jσ
x
2j+1 − σx2jσy2j+1)
+
t−∆
2
∑
j
σz2jσ
z
2j+1(σ
x
2j−1σ
y
2j+2 − σy2j−1σx2j+2)
and
HI = U
8
∑
j
(σx2j−1σ
y
2jσ
x
2j+1σ
y
2j+2 − σy2j−1σx2jσy2j+1σx2j+2)
(32)
The matrixHQ = [H, •] decomposes into blocks that count
the overall excitation number, see Appendix II D. Note that the
spin-representation used above is by no means unique but we
use this one because in this basis the symmetryN is diagonal
and there is a direct relationship between the binary indexing
of the basis elements and and the precise form of Γa. For
example, state 99
9m1
)
has a binary index 100...000, 99
9 p1
)
has a
binary index 010...000, and 99
9ZN
)
has the index 000...0011.
This makes it easy to interpret the meaning of the eigenstates
ofH.
In section II C we discussed how the actual eigenstates of
the commutator HQ, which encode all transitions in our free
system, are related to solutions obtained by diagonalising each
block separately. Indeed, as is well understood, for a quadratic
system we only need to focus on the A(1) sub-block which is
just a representation of the original adjacent matrix used to
define the full Hamiltonian. However the actual transitions
from one state to another |n〉〈m | are superpositions of de-
generate excitations taken from all of the blocksA(n) with the
corresponding parity. In contrast, the actual quasi-particle op-
erators themselves (and combinations of them) are contained
inside the blocks. While the introduction of an interacting
term will break this block diagonal structure, see Figure 1, the
above observation shows us that the many-body Majorana op-
erators , which by definition are superpositions of odd-parity
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FIG. 2. (a) Graphical representation of the block diagonal HQ. (b)
Graphical representation of the quartic term HI . (c) The symmetry
operator responsible excitation number conservation ofHQ.
zero energy transitions, should be predominantly supported
within the A(1) sector and therefore they are the odd-parity
zero-energy modes that minimise their N expectation values.
This notion forms the basis for the algorithm that we define in
the next section.
III. ALGORITHMS AND NUMERICS
A. Algorithms for computing zero-energy Majorana modes in
the presence of local interactions
In Ref. 31 it was demonstrated that , in the L  ξ limit,
there was a well defined notion of the Majorana quasi-particle
even in the presence of strong interactions. The stability of the
Majorana to strong interactions follows from the fact that the
degeneracy between all even-odd pairs remains to an order
of perturbation theory that scales with the length of the sys-
tem. Using the definition of Eq. 3 the position space many-
body Majorana wave functions can then be calculated using
the Trace (or Hilbert-Schmidt) inner-product. We have
u
(n)
R (~x) = Tr(Γ
(n)
x × γR)/2N ≡
(
Γ(n)x 99
9γR
)
(33)
u
(n)
L (~x) = Tr(Γ
(n)
x × γL)/2N ≡
(
Γ(n)x 99
9γL
)
.
The full diagonalisation method (FD) is reviewed again in
the Appendix D. Although very accurate, the algorithm is
quite limited in the system sizes that it can handle. This is
because, although the Hamiltonian is sparse, the eigenvectors
are not, and we need all of them. In order to go to larger sys-
tem sizes where we can probe systems with longer coherence
lengths we need another method. The approach we use is to
focus on the Γ-representations of the commutatorH = [H, •].
We call this procedure the commutator method (CM).
Like with the FD method, the key index in the CM algo-
rithm is the number of position space sites N . The matrix
representation scales as 22N where eachA(s) block is spanned
by
(
2N
s
)
basis elements. In order to proceed we introduce
physically motivated cut-offs for the number of basis elements
that are needed to accurately represent the Majorana quasi-
particle. The first cut-off Ns represents the maximum number
of blocks A(s) that participate in the calculation. Thus an ex-
citation number cut-off of Ns = 3 would only allow elements
of A(1) and A(3), and a cut-off of Ns = 9 will only allow el-
ements from blocks A(1), A(3), A(5), A(7) and A(9). The sec-
ond cut-off is one where we only allow basis elements which
can be reached by Nd operations of the Hamiltonian on full
set of of single-excitation basis elements that span A(1). This
cut-off is in some ways similar to to Ns but allows us to kick
out basis elements used inside each of the A(s) sectors that
are not in anyway close to the single-particle block. The algo-
rithm is therefore in some way perturbative and therefore we
do not expect it to be accurate at very high interactions. How-
ever, errors introduced can easily be controlled by demanding
that results converge for sufficiently high cut-off values Ns
and Nd.
While the cut-offs above allow us to fit the problem on a
computer, another challenge is actually finding the particular
zero-valued eigenstates of reduced operatorHred which corre-
spond to the Majorana quasiparticles. As we mentioned in the
previous section the general method is to find the zero-valued
solutions that minimise their expectation value of N . While
this is quite clear cut, there are serious convergence issues
related to the fact that the particular zero-modes are sitting
amongst many other zero and near-zero eigenstates of Hred.
We have found several robust methods which are in general
agreement across a range of parameters.
The first and most straightforward method is to employ a
Lanczos diagonalisation where the initial vector is chosen to
be one of the two non-interacting modes. Using this method,
with thin restarting, we can rapidly find the eigenstate with
the correct properties, provided we have chosenNs andNd so
that sufficient support is given to the many-particle structure
of the mode. For small system sizes where it can be checked,
the method gives results that are identical to that of the FD
method, see Figure 3. We have also checked this procedure
against two others. The first of these to evolve in imagi-
nary time using sparse matrix recursive implementations of
exp(−H2τ) from an initial vector which is again one of the
Majorana modes in the non-interacting regime. Given suffi-
ciently large τ and high cut-offs off both Ns and Nd we typ-
ically see the convergence of eigenvalues to a value near zero
and an expectation value for N between 1 and 2. Recall that
there are no other near-zero energy modes with this value of
expectation value and therefore we know that if these two cri-
teria are met that the results are an accurate representation of
the true-many-body Majorana. The second method is to again
use a Krylov subspace technique (in this case Arnoldi ) to find
as many near-zero eigenstates of Hred as possible. We then
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FD: N
FIG. 3. In the figure we show the behaviour of |NΓ3 |2 for a system
with ∆ = 0.9, µ = 1.5 and t = 1 . For U = 0 the Majorana mode
has a coherence length of ξ ≈ 1.11 and thus for small values of U
permits us to use the full diagonalization method (FD) of Ref. 31.
For this purpose we use a system size of Nx = 10. We compare this
with results using the commutator method (CM) with (Ns, Nd) =
(7, 7) and (7, 9) for a system of size Nx = 40. In the inset we plot
the |NΓ3 | to emphasise the linear dependence on U .
search for the superposition of these states which minimises
its expectation value of N .
IV. NUMERICAL RESULTS
Our main numerical focus is on the N-particle participation
ratios of the Majorana quasi-particle:
|NΓn |2 =
∫
|u(n)L/R(~x)|2d~x (34)
which have the property that
∑ |NΓn |2 = 1. Our main find-
ings, summed up in Figure 3 and Figure 4, are that
|NΓ3 (U)| ∝ α3U (35)
|NΓ5 (U)| ∝ α5U2 (36)
|NΓ7 (U)| ∝ α7U3 (37)
...
for odd values of n greater than 1. This linear U depen-
dence shows that the 3-particle contributions to the many-
body quasi-particle itself are therefore relevant even for small
interactions strengths.
In Figures 5 and 6 we plot the dependence of the α3 growth
rate, which dictates how fast the higher 3-particle contribu-
tions to the Majorana quasi-particle grow as we increase the
interaction strength U . We see from Figure 5 that there is
a clear parabolic dependence centered around µ = 2t. This
value of the chemical potential corresponds to the half-filled
band, where, in the lattice model, the energy-momentum dis-
persion is exactly linear. This shows that the growth of higher
FIG. 4. In the figure we plot |NΓ5(U)|2 and 1 − |Ngs1 (U)|2 for a
system of N = 40 with ∆ = 0.9, µ = 1.5 and t = 1. The inset
shows that for these parameters (1−|Ngs1 (U)|2) and |NΓ5 |2 grow as
the 4th power ofU . The quartic dependence of 1−|Ngs1 (U)|2 would
seem to indicate that single particle contributions should dominate
even at higher interaction strengths (Note the small scale on the Y-
axis of the main figure). However, as we discuss in section V the
linear correlators are not a reliable indicator of the N-particle content
of the quasi-particle itself. Indeed we note that the |NΓ5 |2 shown
here is far smaller that |NΓ3 |2 shown in Figure 3 for the same system
parameters.
N contributions is sensitive to the precise nature of the under-
lying dispersion. Figure 6 also shows the clear reduction of
the α3 growth rate as the superconducting gap is made larger.
The same general trends are also seen for the α1/25 parameter,
see appendix E.
In Figure 4 we also compare an example |NΓ5 |2 with the
measure 1− |Ngs|2 where
|N gs|2 =
∫
|OgsL/R(x)|2dx (38)
and where O is the single-particle operator expansion of the
ground state outerproducts such that
|OR/L(x)| = |〈0e |c†x ± cx| 0〉o| (39)
= |Tr(c†x ± cx × | 0o〉〈0e |)|
To calculate the ground state correlators we use a customised
MPS algorithm similar to that outlined in41. In general agree-
ment with Ref. 24, which calculated the same measure for the
related proximity coupled model, we see that |N gs| tends to
stay very close to unity even at higher interaction strengths.
On the surface this would seem to imply a much lower multi-
particle contributions than that predicted using the FD and CM
methods above. In section V we show that while |Ogs(x)| is a
valuable measure for understanding the general position space
spread of the Majorana operators, it is not a reliable indica-
tor of the N-particle participation rates in the quasi-particles
themselves.
Before moving on we note that the trace expression in Eq.
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FIG. 5. In the figure we plot α3, the rate of slope of the |NΓ3 (U)| as a
function of µ. Our results show best convergence for small coherence
lengths and values of the µ that are far from the bottom of the band.
We see a clear quadratic dependence centered around µ = 2t . Thus
the rate of growth of this term is least when we can linearise our dis-
persion (at µ = 2). Fits of quadratic curves that show good overlap
with the numerical data are also given. A system size of Nx = 50,
with cutoffs (Ns, Nd) = (9, 9) was used for this plot.
FIG. 6. In the figure we plot the rate α3 as a function of ∆. The rate
of growth clearly increases as ∆ decreases. The N-particle content
of the many-body Majorana is therefore clearly grows with the in-
creased coherence length associated with a smaller superconducting
gap. A system size of Nx = 50, with cutoffs (Ns, Nd) = (9, 9) was
used for this plot.
(39) does not contain the same factor 1/2N as the expressions
in Eq. (33). Then (39) actually represents the single particle
operator expansion of the ground-state outer product | 0o〉〈0e |
that has been multiplied by a factor of 2N . We will see in the
next section, that only in the case of a non-interacting system
does this magnified single-particle expansion correspond to
the structure of the quasi-particle.
V. MEASURING THE MANY-BODY MAJORANA
STRUCTUREWITH DMRG ANDMPS
When the interactions are included, the linear form (1) is
no longer sufficient to fully describe the Majorana zero-mode.
The operators, which are Hermitian, particle-hole symmetric
and have odd parity (i.e. it switches the parity of the underly-
ing states) can be expanded in multinomials of terms with odd
fermionic parity, see Eq. 2.
The Majorana operator takes us from one ground state to
the other |〈0e |γL/R| 0o〉| = 1. For the non-interacting system
one way to read-off the full Majorana operator structure is
to examine the correlations e〈0 |Γ(1)a | 0〉o where the ground
states | 0〉e/o are obtained from variational techniques such as
DMRG or MPS, and the Γa operators are restricted to the 2N
single particle operators γi . In the non-interacting limit the
values obtained from analysis of these single-particle cross-
correlators are enough to fully determine the structure of the
Majorana operator where the calculation on the left hand side
of the system, is as follows:
OL(x
′) = 〈0e |Γ(m)x′ | 0o〉 = 〈0e |mx′γL| 0o〉
=
∑
x
uL(x)〈0e |mx′mx| 0e〉 = uL(x′)
The last equality follows because, for arbitrary normalised
states |ψ〉, mx1 |ψ〉 and mx2 |ψ〉 are orthonormal ( i.e.
〈ψ |mx1mx2 |ψ〉 = δx1,x2 see below). The calculation shows
that, by examining the cross-correlators 〈0e |Γ(1)x′ | 0o〉 we can
learn the form of the non-interacting Majorana operators.
Of course this approach is not really necessary for the non-
interacting system, as we can also work out the free fermion
excitations from the single transition BdG/Majorana represen-
tations.
It is often assumed that because this method works in the
non-interacting regime, it should work equally well in the
presence of interactions. As we now show , this assumption
is wrong, and the cross-correlations cannot be used to resolve
the precise form of the many-body Majorana (2). We can un-
derstand this on a basic level by just noting that the ground-
state outer-products are not the same as the Majorana expan-
sions formed using all the eigenstates of the system, see Ref.
31. However, it is also illustrative to observe where the simple
calculation presented above breaks down when interactions
are present. We will see that in this case, because the Majo-
rana operators will now contain contributions from operators
like Γ(3)x ,Γ
(5)
x , etc. (see Eq. (2)) , and because a more com-
plicated set of orthonogonality relations exist between generic
states Γ(n)x |ψ〉 and Γ(m)x′ |ψ〉 , that
〈0e |Γ(n)x | 0o〉 6= u(n)(x). (40)
To see these general orthonormal conditions lets suppose
we have an operator W that has been constructed from two
odd-number sequences of γ operators W = Γ(l)Γ(m). Now
consider when, for arbitrary real states |ψ〉, does the correla-
tion 〈ψ |W |ψ〉 vanish. The constituent operators γ are uni-
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tary operators and they therefore take any position space basis
element to an orthogonal basis element with opposite occu-
pancy on the sites where the operator W has acted:〈nx|n′x〉 =
〈nx |W |nx〉 = 0. Here the nx are binary number sequences
indicating the occupancy on each position space site.
As the p-wave Hamiltonian can always be made real,2 all
eigenstates are also real. For any operatorW we can therefore
always decompose any eigenstate |ψ〉 as
|ψ〉 =
∑
n
(an + φbnW |n〉) (41)
where the sum is over half of the basis elements. Here we also
assume both an and bn are real but an extra phase φ = iNm ,
that depends on the precise number of m-type γ’s in W , is
also included before the bn.
Now lets consider the correlator
〈ψ |W |ψ〉 =
∑
nm
〈m |(am + φ∗bmW †)W (an + φbnW )|n〉)
=
∑
n
anbn(I ± I) (42)
with the ± depending on whether (φW )2 = ±I .
In the cases where (φW )2 = −I the correlator vanishes.
To see when this occurs we need to consider (1) how many
permutations or swaps are needed to bring all operators in
two identical words (each of length Nw) together and (2) how
many different m-type terms occur. As one needs precisely
Nw(Nw + 1)/2 single swaps to bring all corresponding oper-
ators in W 2 together and Nm is the number of m’s in a word
(and Np is the number of p’s such that Nm +Np = Nw ) we
see the general condition for the correlators to vanish is that
Nv = Nw(Nw + 1)/2 +Nm is odd.
For the case analysed above where we have W = mxm′x,
we see that Nw = 2 and Nm = 2 and therefore Nv = 5.
Clearly then mx|ψ〉 and m′x|ψ〉 are orthogonal for an arbi-
trary real state |ψ〉. Although it is not generally true that
px|ψ〉 and m′x|ψ〉 are orthogonal, because the relevant px
and mx operators tend to be on opposite sides of the system,
this does not necessarily present a problem. However, if we
consider for example terms such as px1mx2mx3 , we see that
these types of correlations are tend to localise to the same side
of the system as mx. Furthermore we see from the consider-
ations above, that the overlap between states px1mx2mx3 |ψ〉
and mx|ψ〉 only vanishes only when x is not equal to x2 or
x3. This means that in the interacting system, any measure
of the single-particle cross-correlators 〈0e |mx| 0o〉 is not in-
dependent from contributions from the multi-particle part the
Majorana operator. In appendix F, we discuss the possibility
of using a sub-sets of operators to represent the mapping be-
tween ground states, placing an emphasis on sets of operators
that produce states that are almost orthogonal to each other.
VI. CONCLUSION
In this paper we have examined the Majorana zero-energy
quasi-particles in an interacting regime. We have used the fact
that the commutator of the free-system can, in the matrix rep-
resentation generated by Majorana operators, be written in a
block-diagonal form such that free-particles are the eigenso-
lutions of the sub-block encoding single particle excitations.
We showed that interactions will disrupt this block diagonal
structure and force eigen-operators to be superpositions of op-
erators from other sub-blocks encoding multiply-particle tran-
sitions. However in the case of Majorana zero-modes in an
interacting regime, because the interactions fails to lift degen-
eracies, we can superpose these zero-energy transitions such
that the resulting operator is contained mostly in one of these
sub-blocks. The many-body Majorana quasi-particle can be
thought of as the particular superposition of zero-energy odd-
parity transitions that minimise the excitation number.
We used this idea to calculate the multi-particle content of
the Majorana zero modes in the presence of interactions. Our
main observation is that in the presence of interactions the
multi-particle content of these Majorana excitations can be
significant. In retrospect this is to be expected because in the
definition of the mode we use all energy eigenstates, and in-
teractions should easily generate mixing between eigenstates
of the same parity that are not separated by an energy gap. At
first sight this may conflict with our intuitive understanding of
what a topological phase should be. However, as we already
noted, in the non-interacting regime the structure of Majorana
mode is also very sensitive to small changes of the system pa-
rameters and indeed, in it can be argued that this fluidity is the
reason the topological degeneracy is so stable.
A significant portion of the paper has dealt with the issue
of the ground state correlators and how they are related to
the Majorana modes in the presence of interactions. We have
pointed out that these correlators cannot be used to reliably
infer the multi-particle content of the zero-modes. On this
point, it is legitimate to ask how important is the strong quasi-
particle picture anyway? After all, the experimentally relevant
physical quantities will be dominated by the properties of the
low energy states alone, and we expect that the multi-particle
content of the mode will only have an oblique relationship
with actual experimental data. However, this indirect asso-
ciation does have important implications for how we should
interpret experimental data and in particular implies that we
should not be too quick to associate experimental data with
the single-particle content of the mode itself.
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Appendix A: A brief review of the 1d p-wave lattice model
We are concerned generally with situations where our sys-
tem can be written as a sum of H = HQ + HI where HQ is
quadratic free-fermion Hamiltonian
HQ =
1
2
N∑
i,j=1
A
(1)
ij γiγj (A1)
for imaginary Aij and the interacting terms is a quartic term
of the form
HI =
∑
ijkl
vijklγiγjγkγl (A2)
where i, j, k and l are from the same local neighbourhood.
The constituent components of here are the position space
Majorana terms defined in term of complex Dirac Fermion
operators c† and c:
pn = γ2n−1 = (c†n + cn) (A3)
mn = γ2n = i(c
†
n − cn)
which obey {γi, γj} = 2δij and thus γi = γ†i and γ2i = I .
In the main text the particular quadratic model that we have
in mind is the 1d spin-less p-wave superconducting model2
HQ =
i
2
N∑
j
µpjmj +
i
2
N−1∑
j=1
(|∆|+ t)mjpj+1 (A4)
+
i
2
N−1∑
j=1
(|∆| − t)pjmj+1
where we have without loss of generality chosen the phase of
the p-wave superconducting pairing potential to be real. The
quartic term we use is of the form
HI =
U
8
∑
j
pjmjmj+1pj+1 (A5)
When |∆| > 0 and |µl| < 2t the HQ system is known to be in
a topological phase with a Majorana zero modes exponentially
localized at each end of the wire2. We will typically work
with µ = µl + 2t so that we identify µ = 0 as the bottom of
the band and the starting point of the topological phase. The
transverse Ising model corresponds to the special case of this
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model where U = 0 and t = ∆.
Appendix B: A spin representation for the Γ basis
The matrix H scales as 4N × 4N . For N > 8 this be-
comes something that is difficult to store on a computer, even
if sparse matrix technology is employed. Ideally we would
like to be able to represent this matrix in a more abstract fash-
ion as a sum over operators, in analogy with the way we gen-
erate the usual Hamiltonian with a sum over operators that act
on basis states in a well defined way.
We will show how to build our Hilbert space using the 99
9Γa
)
eigenbasis and the 99
9Σ
)
basis. One of the nice things about
the γ operators in general is that they are non-projective , we
therefore have on a single site
mnI = mn (B1)
pnI = pn (B2)
pnpn = mnmn = I (B3)
iZn = mnpn (B4)
mn(iZn) = pn (B5)
pn(iZn) = −mn (B6)
which means that when acting to the right on a basis defined
by
99
9 I
)
= 99
9 00
)
= [1, 0]T ⊗ [1, 0]T = [1, 0, 0, 0]T , (B7)
99
9 p
)
= 99
9 01
)
= [1, 0]T ⊗ [0, 1]T = [0, 1, 0, 0]T ,
99
9m
)
= 99
9 10
)
= [0, 1]T ⊗ [1, 0]T = [0, 0, 1, 0]T ,
99
9 iZ
)
= 99
9 11
)
= [0, 1]T ⊗ [0, 1]T = [0, 0, 0, 1]T
we have
p¯ R =
 0 1 0 01 0 0 00 0 0 −1
0 0 −1 0
 = σz ⊗ σx (B8)
m¯ R =
 0 0 1 00 0 0 11 0 0 0
0 1 0 0
 = σx ⊗ I2 (B9)
To enforce anti-commutation relations between different
sites we need to attach Jordan-Wigner (JW) like strings which
should anti-commute with mR and pR but take all basis ele-
ments onto themselves. In the above basis, one such operator
is
S =
 1 0 0 00 −1 0 00 0 −1 0
0 0 0 1
 = σz ⊗ σz. (B10)
and we then have
mRx = [
x−1∏
j=1
Sj ]× m¯Rx , pRx = [
x−1∏
j=1
Sj ]× p¯ Rx (B11)
(B12)
Similarly for the action to the left can write have
p¯ L =
 0 1 0 01 0 0 00 0 0 1
0 0 1 0
 = I2 ⊗ σx (B13)
m¯L =
 0 0 1 00 0 0 −11 0 0 0
0 −1 0 0
 = σx ⊗ σz (B14)
In order to enforce anti-symmetry of the left-acting oper-
ators alone we can choose our JW-strings so that they come
from the opposite direction
mLx = [
Nx∏
j=x+1
Sj ]× m¯Lx , pLx = [
Nx∏
j=x+1
Sj ]× p¯ Lx
However, this choice means that operators from the left and
right commute. This does not have to be the case and we
can also choose our J-W strings so that all operators anti-
commute. One such choice would be to to set
mRx = [
x−1∏
j=1
Sj ]× m¯Rx , pRx = [
x−1∏
j=1
Sj ]× p¯ Rx
and
mLx = i[
x∏
j=1
Sj ]× m¯Lx , pLx = −i[
x∏
j=1
Sj ]× p¯ Lx
where the additional i phases are chosen so thatm2 = p2 = I .
Note that there is some freedom in the choice of overall sign
here which can be useful for switching the overall sign of HL
for example.
Appendix C: A spin basis for Dirac fermions
In the previous section we showed how to build up a repre-
sentation for the 99
9Γ
)
basis which is based on the properties of
the Clifford algebra. However there are other ways to do this.
Consider the Fock space representation for a single two level
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FIG. 7. Fermionic doubling: in the Σ-basis the commutator [H, •]
can be understood as two disconnected copies of original system.
mode we have
σ+ = +| 1〉〈0 | (C1)
σ− = +| 0〉〈1 |
σ−σ+ = +| 0〉〈0 |
σ+σ− = +| 1〉〈1 |
σ−σ+ + σ+σ− = I2 = +| 0〉〈0 |+ | 1〉〈1 |
σz = −| 0〉〈0 |+ | 1〉〈1 |
Now for a single site we choose(
Σ1 99
9 =
(
σ−σ+ 99
9 = [1, 0, 0, 0] (C2)(
Σ2 99
9 =
(
σ+ 99
9 = [0, 1, 0, 0] (C3)(
Σ3 99
9 =
(
σ− 99
9 = [0, 0, 1, 0] (C4)(
Σ4 99
9 =
(
σ+σ− 99
9 = [0, 0, 0, 1] (C5)
To represent each operator in this basis we need to see how the
operators act to both the right (on 99
9Σ
)
states) and the left (on(
Σ 99
9 states). As will be see, it is enough to examine just σ−
in each scenario. Acting to the right the σ− operator should
send 99
9σ+σ−
) → 999σ−) and 999σ+) → 999σ−σ+) . Therefore
we have
σ−R =
 0 1 0 00 0 0 00 0 0 1
0 0 0 0
 (C6)
On the other hand, when acting to the left , σ− should send(
σ+σ− 99
9→ (σ+ 999 and (σ− 999→ (σ−σ+ 999 . Recall that when
operating to the left, the conjugate of the operating term ap-
pears inside the left-hand-side basis state , but to the right of
the existing operator label. Therefore we write
σ−L =
 0 0 0 00 0 0 01 0 0 0
0 1 0 0
 (C7)
The importance of this particular basis becomes clear when
we examine the ± superposition and we have
XR = σ+R + σ
−
R =
 0 1 0 01 0 0 00 0 0 1
0 0 1 0
 = I ⊗ σx
XL = σ+L + σ
−
L =
 0 0 1 00 0 0 11 0 0 0
0 1 0 0
 = σx ⊗ I
Y R = i(σ+R − σ−R) =
 0 −i 0 0i 0 0 00 0 0 −i
0 0 i 0
 = I ⊗ σy
Y L = i(σ+L − σ−L ) =
 0 0 i 00 0 0 i−i 0 0 0
0 −i 0 0
 = −σy ⊗ I
To create a fermionic basis we can attach Jordan-Wigner
strings and we could write for example the Majorana fermion
operators as
pRn = I ⊗ (c†n + cn) = [
n−1∏
i=1
I ⊗ σzi ]XRn (C8)
or
mLn = i(c
†
n − cn)⊗ I = [
n−1∏
i=1
σzi ⊗ I]Y Ln (C9)
The 99
9Σ
)
representation above reveals that left operating op-
erators act on an entirely different sub-space to the right. This
means that we can represent any transition Hamiltonian ma-
trix as
H = [H, •] = I ⊗H −H ⊗ I = HR −HL (C10)
and therefore the transition matrix is simply a trivial dou-
bling of the original Hamiltonian but where all constants on
one Hamiltonian have been negated. Similar observations
with respect to integrability have been made in the context
of parafermions.34 For a 1-d and 2-d systems this lends itself
to the easy visualisation shown in Figure 7.
We are free to interpret the transition Hamiltonian [1] as
separate fermionic systems but where the fermions of left and
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right do not anti-commute with each other or [2] as single
fermionic system which simply happens to have no terms than
connect the sites with index L to any sites with index R. This
can easily be achieved in the construction above by choosing
a Jordan-Wigner string convention that runs through both in-
dices L and R. In this latter picture the opposite overall sign
on the HL terms can make interpretation slightly more cum-
bersome, in particular for lattice system where we would like
to take the continuum limit. However, we note that the trivial
transformation c†L ↔ cL sends mL → −mL and therefore
any left-hand terms with an odd number of m-type operators
will also change sign under this change of basis.
This 99
9Σ
)
basis is related to the 99
9Γ
)
basis by Hadamard
rotations from the p andm to the c† and c together with addi-
tional Hadamard rotations from Z and I to the c†c and c c†.
The first transformation is what we understand on the sin-
gle particle level as a change of basis from a Bogoliubov de-
Gennes representation to a Kastelyn-like Majorana adjacency
representation. These rotations take place entirely within each
of the sub-blocks A(n). By contrast, the second transforma-
tion mixes between different A(n) sub-blocks. In section II C
we show that this transformation is essential to understanding
relationship between solutions of each sub-block and actual
eigensolutions of the full commutator |n〉〈m |.
Appendix D: Review of full-diagonalization method (FM) for
computing zero-energy Majorana modes in the presence of local
interactions
In Ref. 31 it was demonstrated that , in the L  ξ limit,
there was a well defined notion of the Majorana quasi-particle
even in the presence of strong interactions. The stability of the
Majorana to strong interactions follows from the fact that the
degeneracy between all even-odd pairs remains to an order of
perturbation theory that scales with the length of the system.
This degeneracy then allows one to calculate the precise struc-
ture of the Majorana modes by:
(1) Calculating all eigenfunctions of even and odd sectors.
(2) Identifying even-odd counterparts by checking for
example that 〈no |γL(U = 0)|ne〉 is close of the order of
unity.
(3) Fixing the relative phases of all even-odd pairs
using the bare-non interacting Majorana modes. For
the situation with real coefficients only we calculate
s
(R)
n = sign(〈no |β†1 + β1|ne〉) and set |no〉 → s(R)n |no〉 .
(4) Finally with s(L)n = sign(〈no |β†1 − β1|ne〉), we can
then write
γR =
∑
I |no〉〈ne |+ I |ne〉〈no | (D1)
γL = i
∑
s(L)n |no〉〈ne | − s(L)n |ne〉〈no |.
FIG. 8. In the figure we show how |NΓ3 | grows for a fixed value of
∆ = 0.8 and different values of µ ∈ [.7, 2.1]. The values of α3 at
different parameters represent the slopes of these straight lines. A
system size of Nx = 50, with cutoffs (Ns, Nd) = (9, 9) was used
for this plot.
FIG. 9. In the figure we show how |NΓ5 |1/2 grows for a fixed value
of ∆ = 0.7 and different values of µ ∈ [.7, 2.1]. The values of α1/25
at different parameters represent the slopes of these straight lines. A
system size of Nx = 50, with cutoffs (Ns, Nd) = (9, 9) was used
for this plot.
Appendix E: Additional Numerical results
In this section we provide additional numerics which give
further support for the central claims of the main text regard-
ing the N-particle content of the Majorana zero modes. In
Figure 8 we clearly see how |NΓ3 | depends linearly on U for
a variety of system parameters. A similar story is also evident
in Figure 9 where we plot |NΓ5 |1/2 for a variety of system pa-
rameters. Although the linear dependence on U is clear we
see some apparent fluctuations in how the slope changes for
different values of µ.
We plot the values of α1/25 directly in Figures 10 and 11.
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FIG. 10. In the figure we plot the rate α1/25 as a function of µ.
We again see a quadratic dependence about the linearised dispersion
point at µ = 2. The plot shows some numerical instability. Note that
to fit these curves we take the |N5|1/4| and very small numerical er-
rors get magnified to some degree. A system size of Nx = 50, with
cutoffs (Ns, Nd) = (9, 9) was used for this plot.
FIG. 11. In the figure we plot the rate α1/25 as a function of ∆. A
system size of Nx = 50, with cutoffs (Ns, Nd) = (9, 9) was used
for this plot.
We note that α1/25 has the same general dependence on µ and
∆ as α3 . However we also see that the fluctuations in α
1/2
5
are not specific to the parameters used for Figure 9 above.
We suspect that the fluctuations are probably a numerical arte-
fact resulting from the finite cut-offs mentioned in section III.
Nonetheless, since we have not been able to remove this ef-
fect by going to larger system sizes (and larger cut-offs) we
cannot discount the possibility that it is due to some unknown
physical effect.
Appendix F: Complete operator sets for mapping between
ground states
In section V we argued that ground state correlation data
cannot be used to infer the structure of the Majorana mode in
the interacting regime. This is because the problem of find-
ing an operator such that |〈0e |O| 0o〉| = 1 is underdefined,
and there are many different ways of satisfying this criteria.
Nonetheless, it is still meaningful to try to an find a sensible
expansion (in position space operators Γa) of an operator O
that fits the aforementioned criteria.
Ideally we would like to find a sets of 2N−1 operators that
send some arbitrary state |ψ〉 (i.e one of the ground states
) to an orthonormal basis of states in the other sector. This
would allow us to uniquely capture the structure of the two
Majorana zero-mode operators which connect ground states
in even(odd) sectors. We find that it is relatively easy to find a
set of operators that gives an independent basis. Orthogonality
on the other hand, while achievable, requires one to employ a
procedure such as Gram-Schmidt and the resulting operators
end up being complicated superpositions which do not allow
us to extract any physical intuition.
Although orthogonality is not practical, it is possible to
come up with a set of operators that generate a partially or-
thonormal basis. This then does allow us some intuitive un-
derstanding of the Majorana zero-mode structure in the sense
implied by Ref. 24. This operator choice for the p-wave
system is outlined in Table I. An appealing property of this
choice is that the ppp-type operators are always ‘orthogo-
nal’ to m-type in the sense that for any state |ψ〉 we have
〈ψ |mx1px2px3px4 |ψ〉 = 0. Indeed, each sub-set of operators
picks out states that are always orthogonal to the states picked
out by the set immediately above or below them in the table.
The problem arises however in that, apart from the single par-
ticle rows Γ(1), each set of operators is not orthogonal with el-
ements of the same type when these operators overlap on one
common site, see section V. By the same reasoning, members
of the set mmmmm overlap with members of m, and states
obtained by operating with pppwill have to overlap with some
members of ppppppp etc. Therefore, even with this carefully
chosen set of operators, the condition |〈0e |O| 0o〉| = 1 does
not appear to be restrictive enough to define a unique operator.
Left-localised Right-localised
Γ(1) m p
Γ(3) p p p mmm
Γ(5) mmmmm p p p p p
Γ(7) p p p p p p p mmmmmmm
...
...
TABLE I. A set of 2n − 1 point correlators that can be used to de-
scribe the many-body Majorana operators. In the table the m stands
for mx, ppp stands for px1px2px3 etc. where mx = i(c
†
x − cx) and
px = c
†
x + cx .
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