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Resumen
En este trabajo abordaremos las condiciones de necesidad y suciencia
para la existencia de una medida invariante para el proceso estocástico
que da solución a la ecuación diferencial
dX = LXdt+ dY, X ∈ Rn,
donde Y = {Y (t) : t ≥ 0} es un proceso de Lévy n-dimensional y L ∈
R
n×n es una variación de la matriz Laplaciana de un grafoG de n vértices.





Xi(t) = 0, t ≥ 0.
El objetivo es calcular la distribución invariante y analizar la relación
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Cuando estudiamos la dinámica de un sistema o fenómeno en la ciencia, es posi-
ble modelarla a partir de un grafo, donde cada nodo representa un individuo y las
aristas maniestan la interacción entre dos elementos del sistema. Además de la re-
lación y comunicación generada internamente, los individuos pueden verse afectados
por impulsos recibidos aleatoriamente por parte de agentes externos al grafo. Por lo
tanto, para cada instante de tiempo podemos indagar sobre la probabilidad de ocu-
rrencia de eventos sobre cada individuo, es decir, es una probabilidad que depende
del tiempo.
Quisiéramos saber si existe una distribución µ∞ asociada al sistema modelado tal
que sea invariante en el tiempo, en otras palabras, si inicialmente el sistema está
regido por esa distribución µ∞, entonces el sistema se distribuye con µ∞ en cual-
quier instante de tiempo. Adicionalmente, nos interesa saber si dicha distribución
invariante tiene alguna relación con la topología del grafo que modela el sistema.
Este tipo de estudios es común en diversas áreas, por ejemplo, en [2] se plantea la di-
námica evolutiva de la estructura de una población nita de dos especies regidas por
un proceso estocástico, que es interpretado como la presencia de mutación. Obtienen
una distribución estacionaria que resulta ser para una de las especies, independiente
de la estructura de la población. Otro ejemplo de aplicación es en el área de hidrolo-
gía en [23], donde el modelo describe la evolución de una red interconectada del ujo
entre las laderas y los arroyos en escalas de tiempo diarias; el sistema estocástico
es interpretado como eventos de precipitación instantánea. Se obtiene una fórmula
para la densidad invariante del ujo en función de los parámetros geofísicos de la
red uvial y las propiedades estadísticas del campo de precipitación.
Para ser más precisos, consideremos G un grafo conexo de n vértices y L = (lij)n×n





−1 si {i, j} ∈ E, i = j
1
deg(j) si {i, j} ∈ E, i 6= j y vi es adyacente a vj
0 otro caso,
(I.1)
donde deg(j) es el grado del vértice j.
Denamos X : R+ → Rn, tal que Xi(t) representa cierta cantidad presente en el
nodo i en el tiempo t. Consideremos la ecuación diferencial determinista
dX = LXdt, t ≥ 0, (I.2)
que se interpreta como la dinámica de un sistema que satisface para cada nodo j
n∑
i=1
LijXj(t) = 0, t ≥ 0, (I.3)
es decir, cada vértice entrega a sus vecinos el total de la cantidad Xi(t) presente
en el tiempo t; a su vez, este nodo recibe una cantidad Xj(t)
deg(j)
de cada vecino j. De




Con el n de modelar el caso donde los nodos reciben impulsos por parte de agentes
externos, consideremos ahora la ecuación diferencial estocástica
dX = LXdt+ dY, (I.4)
en la cual Y = {Y (t) : t ≥ 0} es un proceso de Lévy n-dimensional. En este pro-
yecto consideramos Y tal que EY (t) = 0, para todo t ≥ 0; es decir, el sistema
es conservativo en promedio. Resolviendo la Ecuación (I.4), obtenemos el proceso
estocástico
X(t) = eLtX(0) +
∫ t
0
eL(t−r)dY (r) t ≥ 0, (I.5)
donde X es un proceso del tipo OrnsteinUhlenbeck de acuerdo a la denición dada
en el Capítulo 1.












siempre que el límite exista, donde
d
= signica que son iguales en distribución.
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La medida de probabilidad µ∞ es invariante para el proceso X si, X(0) tiene distri-
bución µ∞, es decir, X(0)
d
= µ∞, implica que X(t)
d
= µ∞, para todo t ≥ 0. Veremos
en este trabajo que la distribución límite es invariante.
El objetivo de este proyecto es establecer las condiciones sobre el proceso Y , para
garantizar la existencia del límite (I.6). Posteriormente calcularlo y relacionarlo con
la topología del grafo G.
Este tipo de problemas es estudiado en [26], cuyo resultado es obtenido en particular
para matrices L denidas positivas. En [14] se aborda el mismo problema de una
manera más general.
Para el caso particular del presente proyecto, obtenemos que la matriz L denida en
la Ecuación (I.1) tiene un valor propio λ = 0 con multiplicidad uno. La existencia de
este va ligada a la condición de conservación de la cantidad presente en el sistema.
Este valor propio establece las condiciones que debe satisfacer el proceso de Lévy Y
para certicar la existencia de la distribución invariante. Las principales condiciones
están sobre las matrices de covarianza asociadas a la descomposición del proceso Y ,
las cuales deben ser semidenidas positivas; esto signica que una de las coordena-
das el proceso Y puede conocerse a partir de las n− 1 restantes.
Para abordar el objetivo principal de este trabajo, en el primer capítulo citamos una
teoría preliminar requerida para el desarrollo del proyecto. Esto incluye resultados
de álgebra lineal, teoría de grafos y procesos estocásticos. En la sección de álgebra
lineal citamos resultados sobre matrices semidenidas positivas y la descomposición
Canónica de Jordan. En teoría de grafos denimos la matriz Laplaciana asociada
a un grafo. En la sección de probabilidad y procesos estocásticos principalmente se
citan varios lemas que demuestran la existencia de una sucesión de medidas de pro-
babilidad {µn}n tal que convergen a la distribución límite µ∞; concluyendo además
que este es innitamente divisible y puede ser caracterizado por medio de la Fórmula
de Lévy-Khintchine 1.3.7. Además denimos en esta sección los procesos de Lévy y
la integral estocástica.
En el segundo capítulo se citan resultados de la sección de procesos estocásticos de
los preliminares con el n de demostrar el Teorema principal 2.0.5, basados en [31].
En este teorema se exponen las condiciones de necesidad y suciencia para la exis-
tencia de una distribución invariante asociada al proceso estocástico (I.5). Para eso
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se utilizó una descomposición de Rn denida en la Ecuación (2.0.22) y se obtuvo una
expresión de la función característica de la distribución invariante µ∞ en términos
de la matriz L y las componentes del proceso de Lévy Y .
Teniendo conocimiento de las condiciones para la existencia de µ∞, en el tercer ca-
pítulo se aplican los requerimientos sobre un proceso de Lévy Y en particular, para
dar una expresión de la distribución invariante del sistema modelado a partir de
la ecuación diferencial estocástica (I.5). Se obtiene una expresión en términos de la
topología del grafo, en particular, de los valores propios de la matriz L denida en
(I.1). Además se calcularon el primer y segundo momento de µ∞.
Con el objetivo de comparar la teoría obtenida en este proyecto, en el último capí-
tulo se exponen los resultados de simulaciones numéricas para algunas familias de
grafos. Estos tipos de grafos fueron el estrella, el completo y el bipartido completo,
los cuales fueron seleccionados por la posibilidad de caracterizar teóricamente los
valores propios asociados a la matriz L y por los sistemas que estos pueden repre-
sentar; por ejemplo, el grafo bipartido completo es utilizado para el modelamiento de
problemas de recomendación y citación de autores, como en [15] y [7], asignación de
tareas a personas [10], recrear la conectividad de dos tipos de hábitat con su modelo
de selección y conguración espacial [13], entre otras. El grafo estrella puede mode-
lar redes de abastecimiento de materias primas de una empresa. El grafo completo
puede representar problemas como los estudiados en [1], que recrea la competición
de tres especies en un ambiente.
Para los tres grafos se realiza una comparación de la distribución invariante respecto
a cada tipo de nodo. Esto fue calculado numéricamente a través de la Transformada
inversa de Fourier discreta. Además se calculó la varianza para cada grafo, presen-
tando un análisis del cambio de la varianza respecto al tipo de nodo y la cantidad
de vértices que forman el grafo.
Capítulo 1
Preliminares
1.1. Conceptos de álgebra lineal y ecuaciones dife-
renciales ordinarias
Si tenemos un sistema de ecuaciones diferenciales ordinarias de la forma
dX
dt
= AX, t ≥ 0, (1.1.1)
donde X ∈ Rn, A ∈ Rn×n y condición inicial X(0), entonces la solución es
X(t) = eAtX(0), t ≥ 0, (1.1.2)
donde eAt se dene en (1.1.3).
Denición 1.1.1. Sea A una matriz n× n. Para t ≥ 0 denimos el operador lineal







Con el n de caracterizar la exponencial de una matriz, vamos a utilizar una descom-
posición de matrices. Antes de eso, citemos algunas características de las matrices
semidenidas positivas, cuya prueba se encuentra en [18].
Proposición 1.1.2. Sea A una matriz real simétrica tal que el rango de A es r,
que en adelante escribiremos rankA = r. Lo siguiente es equivalente:
xTAx ≥ 0 para todo x ∈ Rn.
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Conceptos de álgebra lineal y ecuaciones diferenciales ordinarias 6
Todos los valores propios son no negativos.
A = BTB para algún B tal que rankB = r.
Todos los menores principales dominantes de A son no negativos.
Lema 1.1.3. Una matriz A ∈ Rn×n es semidenida positiva si y solo si la parte
simétrica es semidenida positiva.




(A+ AT ) +
1
2
(A− AT ). (1.1.4)
donde 1
2
(A+AT ) es la parte simétrica de A y 1
2
(A−AT ) es la parte antisimétrica de A.
Denamos S = 1
2













De lo anterior obtenemos que xTSx = 0.
Por otro lado, como la matriz M = 1
2
(A+AT ) es simétrica, entonces, por resultados
dados en [18], la matrizM es diagonalizable, es decir, existe matriz unitaria U y una







D es matriz diagonal.


















La Ecuación (1.1.6) representa la norma del vector
√
DUx; por lo tanto, obtenemos
xTMx ≥ 0.











(A+ AT )x ≥ 0. (1.1.7)
Logrando así el resultado esperado. X
Conceptos de álgebra lineal y ecuaciones diferenciales ordinarias 7
Denición 1.1.4. Una matriz N ∈ Rn×n nilpotente de orden k es aquella tal que
Nk−1 6= 0 y Nk = 0.
El siguiente teorema es fundamental para el proyecto. El objetivo de este es extraer
una caracterización de la exponencial de una matriz A. La prueba de este teorema
se encuentra en [18] (Sección 7.8).
Teorema 1.1.5 (Descomposición Canónica de Jordan). Para cada A ∈ Rn×n
con distintos valores propios σ(A) = {λ1, λ2, . . . , λs} y para P matriz no singular
dada por
Ps =
 | | |v1 . . . vn−1 vn
| | |
 , (1.1.8)
siendo {v1, . . . , vn} los valores propios de A, denimos la matriz Λ







Esta matriz Λ es diagonal por bloques, donde cada J(λj) = N(λj) + λjI con N(λj)




. . . . . .
. . . 1
0
 . (1.1.10)
La submatriz J(λj) se denomina el segmento de Jordan asociado al valor propio λj.












. . . . . .
. . . 1
λj
 . (1.1.12)
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El número de bloques de tamaño i × i es vi(λj) = ri−1 − 2ri + ri+1, donde rk =
rank((A− λjI)k).
Teniendo en cuenta el Teorema anterior, de la denición de exponencial de una
matriz, cada bloque eJ(λi)t = eλiIteNit satisface
eJ(λi)t =

eλit eλitt eλit t
2
2!
· · · eλit tki
ki!
. . . . . . . . .
. . . . . . eλit t
2
2!




Así pues, por la forma de Jordan, la ecuación (1.1.2) puede escribirse como
X(t) = P diag
[
eJ(λ1)t, . . . , eJ(λs)t
]
P−1X(0) t ≥ 0. (1.1.14)
La ecuación anterior nos servirá para caracterizar el problema de interés dado en el
Capítulo 2.
1.2. Teoría de grafos
Un grafo es una pareja ordenada G = (V,E) tal que E ⊆ [V ]2, esto es, los elementos
de E son parejas pertenecientes a V . Los elementos de V son vértices o nodos del
grafo G y los elementos de E son las aristas o líneas. El boceto de un grafo consta de
puntos que representan los vértices y se unen por medio de lineas correspondientes
a las aristas.
Figura 1.1: V = {1, 2, . . . , 7}, E = {{1, 2} , {1, 3} , {1, 4} , {1, 5} , {1, 6} , {1, 7} , {2, 3} , {2, 4}}
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El ejemplo de la Figura 1.1 tiene 7 nodos y 8 aristas. Decimos que un vértice es
adyecente o vecino a otro nodo v si estan conectados mediante una arista. El con-
junto vecino o vecindad de un vértice v, denotado N(v) son aquellos vértices que
se conectan con v. De la Figura 1.1 el vértice 6 es vecino de 1 y el vecindad de 2 es
N(2) = {1, 3, 4}. El grado de un vértice v, denotado deg(v) es el número de aristas
incidentes a v. Del ejemplo del grafo dado en la Figura 1.1, deg(1) = 6.
Un camino es una secuencia de vértices de un grafo, siempre que exista una arista
entre cada vértice y el siguiente. Del ejemplo anterior, uno de los caminos que co-
nectan los vértices 2 y 5 es (2, 4, 1, 5). Decimos que un grafo G es conexo si para
cada par de vértices existe un camino de uno hacia el otro. El grafo de la Figura
1.1 es conexo y el de la Figura 1.2 es no conexo. Cada subgrafo conexo maximal lo
llamamos componente.
Figura 1.2: Grafo no conexo de 2 componentes
Dado un grafo G de n vértices, la matriz Laplaciana L̃ := (l̃ij)n×n se dene como
l̃i,j =

deg(i) si {i, j} ∈ E, i = j
−1 si {i, j} ∈ E, i 6= j y vi es adyacente a vj
0 otro caso,
(1.2.1)
Del ejemplo dado por la Figura 1.1, la matriz Laplaciana asociada al grafo es
L̃ =

6 −1 −1 −1 −1 −1 −1
−1 3 −1 −1 0 0 0
−1 −1 2 0 0 0 0
−1 −1 0 2 0 0 0
−1 0 0 0 1 0 0
−1 0 0 0 0 1 0
−1 0 0 0 0 0 1

. (1.2.2)
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Si G es un grafo no conexo, entonces la matriz Laplaciana es diagonal por bloques,
donde cada bloque representa la matriz Laplaciana de cada componente. Veamos
un resultado referente a los valores propios de la matriz Laplaciana de un grafo G
dado en [12] (Sección 1) y [17] (Sección 2).
Proposición 1.2.1. Sea G un grafo de n vértices. Si G es conexo, entonces el se-
gundo valor propio de la matriz Laplaciana satisface λ2 > 0. Si λi = 0 y λi+1 6= 0,
entonces el grafo G es no conexo y tiene i componentes.
Denición 1.2.2. Sean G un grafo conexo de n vértices y L(G) := (lij)n×n dada
por la siguiente variación de la matriz Laplaciana de G
li,j =

−1 si {i, j} ∈ E, i = j
1
deg(j) si {i, j} ∈ E, i 6= j y vi es adyacente a vj
0 otro caso,
(1.2.3)
Veamos algunas características de esta matriz L.
Lema 1.2.3. Si G es un grafo conexo de n vértices, entonces L(G) tiene valor pro-
pio cero de multiplicidad geométrica uno.
Demostración. Dado que G es conexo, entonces la matriz Laplaciana de G no es
diagonal por bloques. Por construcción de L(G), las columnas de la matriz suman
cero, es decir
L(G)T1 = 0; (1.2.4)
por lo tanto es una matriz singular. Como 1 es vector propio de L(G)T , entonces
cada i-ésima la es combinación lineal de las n− 1 las restantes. En consecuencia
rank(LT ) = rank(L) = n − 1. Luego, dim(ker(L)) = n − rank(L) = 1 , es decir, el
valor propio λ = 0 tiene multiplicidad geométrica 1.
X
Proposición 1.2.4. La matriz L(G) es semidenida negativa.
Demostración. La proposición es equivalente a probar que −L es semidenida po-
sitiva. Con base en el Lema 1.1.3, procedemos a demostrar que la parte simétrica
de −L es semidenida positiva utilizando las equivalencias de la Proposición 1.1.2.
Vamos a vericar que todos los menores principales dominantes son no negativos.
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Probemos entonces por inducción sobre el índice de la submatriz.
Para n = 2: Existen dos casos, si la arista v1v2 existe o no. Denotemos
1vivj =
{
1 si {i, j} ∈ E, i 6= j y vi es adyacente a vj
0 otro caso.
(1.2.5)























Supongamos por hipótesis de inducción que se cumple para k. De tal manera que el














· · · 1
 . (1.2.7)
Si realizamos operaciones elementales entre las para que la última columna tenga
ceros en las primeras k las, se sigue por hipótesis de inducción
det(−L̂k+1) = (−1)2k+2 det(−L̂k) ≥ 0. (1.2.8)
Por lo tanto, los menores principales dominantes son no negativos. Por la Proposición
1.1.2 obtenemos el resultado.
X
1.3. Teoría de la probabilidad
Sea (Ω,F ,P) un espacio de probabilidad. Una variable aleatoria es una función
X : Ω → Rn tal que X−1(B) ∈ F , para todo B ∈ B(Rn), donde B denota la sigma
álgebra de Borel de Rn. Denamos algunos atributos de la variable aleatoria X.
La distribución µX de X es la medida de probabilidad de Borel en Rn dada por
µX = P ◦X−1. (1.3.1)
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Establecemos también el p−ésimo momento de la variable aleatoria X dada por






, s ∈ Rn, i =
√
−1. (1.3.3)






Así que en el presente documento, para referirnos a la función característica de X
usaremos φX ó µ̂X .
Si X y Y son variables aleatorias independientes, entonces µXY = µX×µY , donde ×
denota la medida producto. Escribimos X ⊥ Y . La distribución de X + Y satisface
µX+Y (A) = (µX ∗ µY ) (A) =
∫
Rn
µY (A− x)µX(dx), A ∈ F , (1.3.5)
asimismo, la función característica satisface
φX+Y (s) = φX(s)φY (s), s ∈ Rn. (1.3.6)
Otro resultado importante que se puede extraer a partir de las funciones caracterís-
ticas es el Teorema de Inversión de Lévy presentado en [28] (Corolario 6.13).
Teorema 1.3.1 (Teorema de Inversión de Lévy). Dos variables aleatorias tie-
nen la misma distribución si y solo si tienen la misma función característica.
Existe una relación entre la derivada de la función característica en s = 0 y el p-
ésimo momento de X citada en la siguiente proposición, cuya prueba se encuentra
en [28] (Teorema 6.4) y [3] (Sección 1.1.6).





< ∞ para k ∈ N, entonces φ es k veces diferenciable y además para











Teoría de la probabilidad 13
Denición 1.3.3. Una sucesión de medidas de probabilidad {µn}n converge dé-







Escribimos µn ⇒ µ∞.
El siguiente Teorema nos guiará en el establecimiento de las condiciones que deben
satisfacer las funciones características de una sucesión de variables aleatorias para la
existencia de la distribución límite. La prueba se encuentra en [28] (Teorema 1.1.14).
Teorema 1.3.4 (Continuidad de Lévy). Si {φn}n es una sucesión de funciones
características y existe una función φ∞ : R
n → C tal que φ∞ es continua en s = 0,
y para todo s ∈ Rn φn(s) → φ∞(s) cuando n → ∞, entonces φ∞ es la función
característica de una variable aleatoria, es decir µn ⇒ µ∞.
Ya contamos con unos requerimientos para la existencia del límite de una sucesión
de medidas de probabilidad. Vamos a denir la siguiente caracterización de variables
aleatorias.
Denición 1.3.5. Una variable aleatoria X se dice innitamente divisible si para
cada n ∈ N, existen n variables aleatorias independientes e idénticamente distribui-
das Y (n)1 , Y
(n)
2 , . . . , Y
(n)
n , cuya suma tiene igual distribución a la de X. Denotemos
d
= para especicar que dos variables aleatorias tienen la misma distribución. Por lo





1 + · · ·+ Y (n)n , ∀n ∈ N. (1.3.9)
De la denición anterior podemos concluir que toda variable aleatoria cuya función
característica sea una exponencial, es innitamente divisible. Si la función caracte-
rística está dada por
φX(s) = e
ρ(s), s ∈ Rn, (1.3.10)
podemos reescribirlo como
φX(s) = e
ρ(s)/n . . . eρ(s)/n︸ ︷︷ ︸
n veces
, n ∈ N, s ∈ Rn, (1.3.11)
donde cada eρ(s)/n = φYi es la función característica de una variable aleatoria Yi.
Como obtenemos el producto de n funciones φYi para i ∈ {1, 2, . . . , n}, entonces por
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la propiedad dada en la Ecuación (1.3.6), se sigue que las variables aleatorias {Yi}ni=1
son independientes y por el Teorema de Inversión de Lévy 1.3.1 son idénticamente
distribuidas; concluyendo que X es innitamente divisible. En la Sección 1.4 citamos
algunos ejemplos de este tipo de variables aleatorias.
Veamos ahora una fórmula que nos da una caracterización de las variables aleatorias
innitamente divisibles de acuerdo a su función característica. Primero denamos lo
siguiente.
Denición 1.3.6. Sea π una medida de Borel denida en Rn − {0}. Decimos que







De la denición anterior, si tomamos 0 < ε ≤ 1, entonces mı́n {|x|2, ε} ≤ mı́n {|x|2, 1},
por lo tanto
π ((−ε, ε)c) <∞, ∀ε > 0. (1.3.13)
Por lo cual, mı́n {|x|2, 1} puede ser reemplazado por cualquier función que tenga
un comportamiento cuadrático al rededor del cero y acotada en el complemento.
Además, en [3] (Sección 1.2.4) se puede vericar toda medida nita en Rn − {0} es
una medida de Lévy. Teniendo en cuenta lo anterior, lo siguiente es equivalente para




π(dx) < ∞. (1.3.14)
Veamos ahora la caracterización de las variables aleatorias innitamente divisibles
y su función característica. La demostración del siguiente teorema se puede revisar
en [25] (Teorema 8.1). Denotemos
Br := {x ∈ Rn : |x| < r} . (1.3.15)
Teorema 1.3.7 (Fórmula de Lévy-Khintchine). Una variable aleatoria X es
innitamente divisible si y solo si existe una tripleta (a,R, π), donde a ∈ Rn, R ∈
R
n×n es una matriz semidenida positiva y π es una medida de Lévy, tales que para
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todo s ∈ Rn la función característica está dada por
φX(s) = exp
{












Escribiendo la ecuación anterior φX(s) = e
η(s), llamamos η : Rn 7→ C como el Sím-
bolo de Lévy de X, escribimos Symb(X) = η.
Citemos ahora un resultado dado en [31] (Lema 3), en el cual se caracteriza la
convergencia de variables aleatorias innitamente divisibles. Para eso tendremos en
cuenta el siguiente concepto.
Denición 1.3.8. Una sucesión de medidas {µn}n es creciente si para todo A per-
teneciente a la σ−álgebra de Borel de Rn y para todo n ∈ N satisface
πn+1(A) ≥ πn(A). (1.3.17)
Teorema 1.3.9. Tomemos una sucesión {µn}n de distribuciones innitamente divi-
sibles, tal que cada µ̂n(s) es representado a través de la Formula de Lévy-Khintchine
por medio de la tripleta (an, Rn, πn). Sea µ una medida de probabilidad en R
n. En-
tonces µn → µ si y solo si µ es innitamente divisible y µ̂ se representa a través
de la tripleta (a,R, π) obtenida de la Fórmula de Lévy-Khintchine, donde a,R, π
satisfacen las siguientes condiciones




















Si {πn}n es creciente, entonces es equivalente a 〈Rns, s〉 → 〈Rs, s〉.
III) an → a.
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1.4. Procesos de Lévy
Sean (Ω,F ,P) un espacio de probabilidad y {X(t) : t ≥ 0} colección de variables
aleatorias denidas todas en el mismo espacio de probabilidad. A esta sucesión la
llamamos proceso estocástico. Estos son utilizados para modelar la evolución en
el tiempo de fenómenos aleatorios.
Denición 1.4.1. Un proceso estocástico {X(t) : t ≥ 0} tiene incrementos indepen-
dientes siX(t2)−X(t1) ⊥ X(t1)−X(t0), para todo t0 < t1 < t2. Los incrementos son
estacionarios si para cada t, la distribución de X(s+t)−X(s) es independiente de s.
Denición 1.4.2. Y = {Y (t) : t ≥ 0} es un proceso de Lévy si satisface
i) Y (0) = 0 con probabilidad 1 (escribimos c.p.1),
ii) tiene incrementos independientes y estacionarios,
iii) X es estocásticamente continuo, es decir, para todo a > 0 y s ≥ 0
ĺım
t→s
P (|X(t)−X(s)| > a) = 0. (1.4.1)
iv) Las trayectorias son continuas por derecha y el límite por izquierda, denotado
como X(t−), existe c.p.1 para todo t ≥ 0.
La condición de incrementos independientes y estacionarios sobre los procesos de
Lévy implica que este es un proceso de Markov. La prueba de la existencia de una
medida de probabilidad que satisface las condiciones que denen un proceso de Lévy
se puede revisar en [25] y [3].
Vamos a establecer una de las caracterizaciones más importantes de procesos de
Lévy que relaciona variables aleatorias innitamente divisibles, su función caracte-
rística y dichos procesos. Para eso tomamos un proceso de Lévy X y calculamos
la función característica de X(t) con t ≥ 0. Para eso necesitamos el siguiente lema
dado en [3] (Lema 1.3.2).
Lema 1.4.3. Si X = {X(t) : t ≥ 0} es un proceso estocásticamente continuo, en-
tonces el mapeo t 7→ φX(t)(s) es continuo para cada s ∈ Rn, donde φX(t) es la función
característica de X(t).
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Teniendo en cuenta la Fórmula de Lévy-Khintchine, a partir de la siguiente pro-
posición podemos concluir que para toda variable aleatoria innitamente divisible
existe un Proceso de Lévy con la misma distribución. La prueba está basada en los
resultados de [3].
Teorema 1.4.4. Si X es un proceso de Lévy, entonces X(t) es innitamente divi-
sible para cada t ≥ 0. En particular, podemos escribir la función característica de
X(t) de la forma
φX(t)(u) = e
tη(u) u ∈ Rn, t ≥ 0, (1.4.2)
donde la función η es el símbolo de Lévy de X(1).
Demostración. Por denición X tiene incrementos estacionarios e independientes,


























obteniendo que es innitamente divisible. Por otro lado, por denición de función
característica y teniendo en cuenta que los incrementos son independientes y esta-














Por denición de función característica φX(t)(0) = 1. Dado queX es proceso de Lévy,
entonces es estocásticamente continua, así que por Lema 1.4.3, φX(t) es continua.
Por resultados dados en [3], la única solución a la Ecuación (1.4.4) es φX(t)(u) =
etη(u). Dado que X(1) es innitamente divisible, entonces por la Fórmula de Lévy-
Khintchine, η es el Símbolo de Lévy de X(1).
X
Dado un proceso de Lévy X = {X(t) : t ≥ 0}, denotemos ϕX como el símbolo de
X(1). En adelante escribiremos el Símbolo de Lévy de X(t) como
Symb (X(t)) = tSymb(X(1)) = tϕX , t ≥ 0. (1.4.5)
Procesos de Lévy 18
1.4.1. Ejemplos de procesos de Lévy
Los siguientes son procesos de Lévy:
Denición 1.4.5. Sea W = {W (t) : t ≥ 0} un proceso estocástico con W (t) ∈ Rn.
W es un movimiento Browniano estándar con matriz de covarianza Σ ∈ Rn×n si
la función característica de W (t) satisface








, s ∈ Rn, t ≥ 0. (1.4.6)
W se caracteriza por W (0) = 0 c.p.1, el mapeo t 7→ W (t) es continuo c.p.1, los
incrementos son independientes y estacionarios y W (t + s) − W (t) es distribuido
como normal con media cero y matriz de covarianza tI, escribimos N(0, tI).
Sean a ∈ Rn y Σ ∈ Rn×n simétrica y semidenida positiva. Decimos que X es un
movimiento Browniano con deriva a o el cambio promedio de X y matriz de difusión√









, s ∈ Rn, t ≥ 0. (1.4.7)
Podemos escribir X(t) = at+
√
ΣW (t). Los incrementos de X se distribuyen como





Denición 1.4.6. Sea λ > 0. {N(t) : t ≥ 0} es un proceso de Poisson con inten-







, s ∈ R, t ≥ 0. (1.4.8)
N es un proceso estocástico que toma valores en N ∪ {0}, es constante a tramos
y creciente, continuo por derecha y tiene incrementos independientes, tales que
N(t) − N(s) se distribuyen Poisson(λ(t − s)), para t > s ≥ 0. Decimos que N
tiene un salto en t si N(t) > N(t−). Los tiempos entre saltos siguen una distribu-
ción exponencial con parámetro λ.
Denición 1.4.7. Sean λ > 0 y {Yn : n ≥ 0} una secuencia de variables aleatorias
independientes e idénticamente distribuidas con Yn ∼ fY y con función característica
φY . Decimos que Z es un proceso de Poisson compuesto si la función característica
de Z(t) satisface
φZ(t)(s) = exp {λt (φY (s)− 1)} , s ∈ Rn, t ≥ 0. (1.4.9)
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Yn t ≥ 0, (1.4.10)
donde N(t) es una variable aleatoria que representa el número de saltos que han
ocurrido hasta el instante t.
1.4.2. Medidas aleatorias de Poisson
Sea X = {X(t) : t ≥ 0} un proceso de Lévy. Sabemos que X es continuo y X(t−)
existe. El proceso de los saltos ∆X = {∆X(t) : t ≥ 0} se dene
∆X(t) = X(t)−X(t−), t ≥ 0. (1.4.11)
Con el propósito de contar el número de saltos del proceso X de un tamaño especí-
co, denimos el siguiente concepto.





1A(∆X(s)), t ≥ 0, A ∈ B (Rn − {0}) . (1.4.12)
Por lo tanto, para A ∈ B (Rn − {0}), N(t, A) es el número de parejas (s,∆X(s)) ∈
[0, t]× A .
Para cada t > 0 y ω ∈ Ω, N(t, ·)(ω) es una medida de conteo en B(Rn − {0}). Por
otro lado,
E {N(t, A)} =
∫
N(t, A)(ω)P(dω) (1.4.13)
es una medida de Borel en B (Rn − {0}). Denotamos π(·) = E {N(1, ·)} como la me-
dida de intensidad de N . De acuerdo a resultados obtenidos en [3], π es una medida
de Lévy.
A partir de la siguiente proposición podemos concluir que los procesos de Poisson
pueden ser construidos a partir de la medida de Poisson. Este resultado se sigue en
[3].
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Proposición 1.4.9. Si A ∈ B(Rn − {0}) tal que 0 /∈ Ā, entonces {N(t, A) : t ≥ 0}
es un proceso de Poisson con intensidad π(A).
Sean f : Rn → Rn una función Borel medible y A ∈ B (Rn − {0}) tal que 0 /∈ Ā.






A través de la siguiente proposición dada en [3], concluimos que un proceso de Pois-
son compuesto puede formarse a través de la integral de Poisson.
Proposición 1.4.10. Sea A ∈ B(Rn − {0}) tal que 0 /∈ Ā. Para cada t ≥ 0,∫
A























donde πf = π ◦ f−1.
Denición 1.4.11. SeaN una medida de Poisson. Para cada t ≥ 0 yA ∈ B (Rn − {0})
tal que 0 /∈ Ā, denimos la medida de Poisson compensada
Ñ(t, A) = N(t, A)− tπ(A), (1.4.16)
donde π(A) = E(N(1, A)) es la intensidad del proceso de Poisson {N(t, A) : t ≥ 0}.
De acuerdo a resultados obtenidos en [3],
{
Ñ (t, A) : t ≥ 0
}
es una martingala res-
pecto a la ltración natural del mismo proceso X dada por FXt = σ {X(s) : s ≤ t}.
1.4.3. Descomposición de procesos de Lévy
Continuemos con otras caracterizaciones de los procesos de Lévy. El teorema ex-
puesto a continuación nos proporciona una forma de escribir todo proceso de Lévy.
La demostración del resultado se encuentra en [3]. En el presente trabajo nos res-
tringimos a procesos de Lévy con medida nita.
Teorema 1.4.12 (Descomposición de Lévy-Itô). Si Y es un proceso de Lévy,
entonces existe b ∈ Rn, un movimiento Browniano W , una matriz R ∈ Rn×n, una
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medida de Poisson N en R+ × (Rn − {0}) y una medida de Lévy π tal que ,








xÑ(t, dx), t ≥ 0, (1.4.17)
donde Ñ(t, ·) = N(t, ·)− tπ(·) es la medida de Poisson compensada.
Los dos primeros términos los podemos interpretar como un movimiento Browniano
con deriva a y matriz de difusión
√
R. Ya sabemos que la primera integral representa
un proceso de Poisson compuesto y la última simboliza la suma compensada de saltos
"pequeños". Reescribiendo la Ecuación (1.4.17), obtenemos








x (π(dx)) . (1.4.18)
Nótese que el primer y último término de Y son deterministas; además en [3] se
puede vericar que las componentes que denen el proceso Y son independientes.
Por otro lado, recordemos que Y (t) es innitamente divisible para todo t ≥ 0,
entonces, por Fórmula de Lévy-Khintchine 1.3.7, existe una tripleta (b,M, ν), con
b ∈ Rn, M ∈ Rn×n y ν medida de Lévy, tal que la función característica de Y (1)
para s ∈ Rn satisface
φY (1)(s) = exp
{












Si calculamos la función característica de Y (1) a partir de la Denición 1.3.3, tenien-
do en cuenta que las componentes de Y son independientes, obtenemos que a = b,
M = R y π = ν. Eso signica que toda variable aleatoria innitamente divisible tie-
ne asociado una componente Browniana con matriz de covarianza R, deriva a ∈ Rn
y medida de Lévy π.
1.5. Integración estocástica
Centrándonos en el proceso X que se trabajará en el presente proyecto dado por la
ecuación
X(t) = eLtX(0) +
∫ t
0
eL(t−r)dY (r), t ≥ 0, (1.5.1)
donde Y es un proceso de Lévy; la pregunta que nos concierne en el momento es sa-
ber cómo resolver la integral de la ecuación anterior. En particular, cómo computar
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integrales respecto al proceso estocástico Y . Este tipo de integral, se conoce como
Integral de Itô. La cual se dene inicialmente para un conjunto de funciones sim-
ples F : [0,∞) → Rn×n y nalmente se dene la integral para el resto de funciones
vía límite. Este resultado se sigue en [3] y [14].
Con el n de obtener una expresión para el símbolo asociado a la integral de Itô,












, Fk ∈ Rn×n,m ≥ 1. (1.5.2)
La prueba del siguiente lema está basada en resultados de [14].
Lema 1.5.1. Sea F una función simple y Y un proceso de Lévy n-dimensional,




F (r)dY (r) :=
∑
k












, s ∈ Rn, t ≥ 0, (1.5.3)
siendo ϕY el Símbolo de Lévy de Y (1).
Demostración. Denamos F T : [0,∞) → Rn×n, tal que F T (t) es la traspuesta de la
matriz F (t) para t ≥ 0. Ya que F es una función simples, entonces :












F T (rk)s · (Y (rk+1)− Y (rk))
}
.




























Nuevamente, como F es una función "simples", entonces







Lo cual demuestra el lema.
X
Sean ‖·‖2 la norma 2 de una matriz y H2(t,Rn×n) el espacio de funciones tal que si
F ∈ H2(t,Rn×n), entonces satisface∫ t
0
‖F (s)‖2 ds <∞. (1.5.4)
En [14] se verica que las funciones simples son densas en H2(t,Rn×n). Así que pode-
mos denir la Integral de Itô para toda función F ∈ H2(t,Rn×n) vía límite basados
en el artículo [14].
Teorema 1.5.2. Sea {Fn}n una sucesión de funciones simples tal que
ĺım
n→∞
Fn(s) = F (s), para todo s ∈ [0, t] , (1.5.5)

















Ya conociendo la denición de la integral de Itô para cualquier función, entonces
con el n de analizar las componentes del símbolo de IF (t) para F ∈ H2(t,Rn×n),
reescribimos para s ∈ Rn y t ≥ 0
Symb (IF (t)) (s) =
∫ t
0






















i [〈F (r)x, s〉 1B1 (F (r)x)− 〈F (r)x, s〉 1B1 (F (r)x)]π(dx)dr.
(1.5.7)
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Por lo tanto, el símbolo de IF (t) en términos de πFt está dado por






























Puesto que I(t) es innitamente divisible para todo t ≥ 0, entonces por Fórmula de

















x [1B1(F (r)x)− 1B1(x)]π(dx)
)
dr. (1.5.13)
Esta caracterización del símbolo de I(t) está basada en resultados del artículo [14].
Capítulo 2
Procesos del tipo
OrnsteinUhlenbeck y su densidad
invariante
En el presente capítulo basados en el artículo [31], estudiamos las condiciones para
la existencia de una medida nita invariante de la solución a la siguiente ecuación
diferencial estocástica
dX = AXdt+ dY (2.0.1)
donde A ∈ Rn×n es una matriz semidenida negativa y {Y (t) : t ≥ 0} es un proceso
de Lévy n-dimensional.
Basados en la descomposición de Lévy-Itô dada en la Sección 1.4.12, Y se puede
reescribir








x (N(t, dx)− tπ(dx)) t ≥ 0, (2.0.2)
donde a ∈ Rn, W es un movimiento Browniano con matriz de covarianza R ∈ Rn×n,
N es una medida de Poisson y π es una medida de Lévy.
Denición 2.0.1. Sea X un proceso de Lévy. Si Q es una matriz cuyos valores
propios tienen parte real no negativa, entonces el proceso estocástico que da única
solución a la ecuación diferencial estocástica




Y (t) = e−QtY (0) +
∫ t
0
e−Q(t−s)dX(s) t ≥ 0, (2.0.4)
donde e−Q es la exponencial de la matriz Q denida en la Sección 1.1 y la integral
estocástica tiene sentido de acuerdo a la Sección 1.5. Al proceso estocástico (2.0.4)
lo llamamos del tipo Ornstein-Uhlenbeck.
El proceso estocástico de interés que tiene solución a la ecuación diferencial (2.0.1)
es
X(t) = eAtX(0) +
∫ t
0
eA(t−r)dY (r) t ≥ 0, (2.0.5)




eA(t−r)dY (r) como la componente estocástica de X y eAtX(0)
como la componente determinista de X. Del Teorema 1.5.2, el símbolo de Z(t), para
t ≥ 0, s ∈ Rn satisface





















































































Así podemos reescribir la Ecuación (2.0.6), para s ∈ Rn












Si la distribución límite µ∞ del proceso X denido en la Ecuación (2.0.5) existe,












= ν ∗ ε, (2.0.12)
con ν como la distribución límite de la componente determinista y ε como la dis-
tribución límite asociada a la componente estocástica. Queremos indagar entonces
sobre las condiciones que debe cumplir el proceso Y para que la integral y el límite
de la Ecuación (2.0.12) exista. Así que, a continuación se plantearán resultados ba-
sados en el artículo [31] requeridos para el teorema principal.
Denición 2.0.2. Decimos que µ es una distribución invariante para un proceso
estocástico X, si dado que X(0)
d
= µ, entonces X(t)
d
= µ para todo t ≥ 0.
La siguiente proposición concluye que la distribución límite es invariante.
Proposición 2.0.3. i) Una medida de probabilidad µ es invariante para el pro-









ii) Sean a, s ∈ Rn y ν0 medida de la componente determinista dada por eAtX(0).

































entonces ν ∗ ε es invariante para (2.0.5) y ν es medida invariante para ẋ =
Ax+ a.
Demostración. i) Dado que µ es una distribución invariante, entonces si X(0)
d
=
µ, se sigue que X(t)
d
= µ para todo t ≥ 0. De la denición de función caracte-
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Dado que µ es distribución invariante y las componente estocástica y deter-
























































































así que por literal (i) aplicado a ϕY (s) = i 〈a, s〉, obtenemos que ν es invariante
para ẋ = Ax+ a.

















































Luego, para cada s ∈ Rn



























Por literal (i), ν ∗ ε es medida invariante del proceso denido en la Ecuación
(2.0.5).
X
En adelante nos referiremos a la distribución límite como la distribución invariante.
El siguiente lema que compete la distribución invariante de la componente deter-
minista complementa el resultado anterior. La prueba se encuentra en el artículo [31].
Lema 2.0.4. Existe una medida invariante ν para ẋ = Ax+a si y solo si a = −Ab,
para b ∈ Rn. La medida ν está dada por (2.0.15) en la Proposición 2.0.3.
Denamos el siguiente subespacio de Rn
K0 =
{
x ∈ Rn|eAtx→ 0 cuando t→∞
}
. (2.0.22)
Tengamos en cuenta la descomposición ortogonal dada por Rn = K0 ⊕K⊥0 para la
prueba del siguiente teorema.
Teorema 2.0.5. Sea X el proceso estocástico denido en la Ecuación (2.0.5), con
deriva a ∈ Rn, matriz de covarianza del movimiento Browniano R y medida de









dt <∞, s ∈ Rn. (2.0.23)
ii) Descomponiendo a = a1 + a0, donde a0 ∈ K0 y a1 ∈ K⊥0 ; existe un vector
b ∈ Rn tal que Ab = −a1.
iii) Existe medida de Lévy π∞ tal que para toda función f continua, acotada y que



































Demostración. Supongamos que µ∞ es distribución invariante para el proceso (2.0.5).
Por lo tanto, del literal (i) de la Proposición 2.0.3 y de la caracterización de ϕY dada
en (2.0.11) obtenemos:
|µ̂∞(s)|2 =









e〈x,s〉 − 1− i 〈x, s〉 1B1(x)
)
πt(dx)
+2i 〈at, s〉 − 〈s, Rts〉}|
=
∣∣∣µ̂∞(eAT ts)∣∣∣2 ∣∣∣∣exp{−〈s, Rts〉+ 2 ∫
Rn−{0}
(cos 〈x, s〉+ i sin 〈x, s〉 − 1)πt(dx)
}∣∣∣∣
=
∣∣∣µ̂∞(eAT ts)∣∣∣2 exp{−〈s, Rts〉 − 2 ∫
Rn−{0}
(1− cos 〈x, s〉) πt(dx)
}
(2.0.26)
La igualdad (2.0.26) vale para todo t en [0,∞). En particular variando t en los na-
turales obtenemos una sucesión acotada satisfaciendo que el término
∣∣∣µ̂∞(eATns)∣∣∣2
converge a 1 mientras que el término restante, denotado temporalmente como µn, es
decreciente y coincide con la función característica de distribuciones innitamente
divisibles. Más aún, como µn es decreciente y acotado, es convergente y su límite
es la función característica de una variable aleatoria µ en virtud del Teorema de
Continuidad de Lévy 1.3.4.
Considere las tripletas (an, Rn, πn) dadas por la Fórmula de Lévy-Khintchine (Teo-
rema 1.3.7) correspondientes a cada µn. De esta manera, obtenemos que se satisfacen

















an = a∞ (2.0.28)
para toda función f continua, acotada y que se anula en 0. Por lo tanto se cumple
la condición (iii).
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Veamos ahora que la sucesión de medidas de Lévy {πn} es creciente de acuerdo a la




















x : eArx ∈ Ω
)
≥ 0, entonces πn+1(Ω) ≥ πn(Ω); es decir, la sucesión de
medidas de Lévy es creciente. Luego, por el Teorema 1.3.9 tenemos que
ĺım
n→∞
〈u,Rnu〉 = 〈u,R∞u〉 , u ∈ Rn, (2.0.32)
por lo tanto, la condición (i) se satisface.
Por otra parte, dado que µ∞ es invariante, entonces existe una medida ν invariante
de la componente determinista. Por el Lema 2.0.4, la condición (ii) se satisface.
Veamos ahora que la medida de Lévy π está soportada en K0. Sea r > 0, por el



























es decir, para x ∈ Rn, tenemos eAtx→ 0 cuando t→∞, por tanto la medida de Lévy
π está soportada en K0. Sabiendo lo anterior, de la descomposición Rn = K0 ⊕K⊥0 ,
tomando s ∈ Rn como s = s0 + s1, con s0 ∈ K0 y s1 ∈ K⊥, el Símbolo de Lévy de





ei〈s0+s1,x〉 − 1− i〈s0 + s1, x〉1B1
]
π(dx)
















Adicionalmente, del literal (i) de la Proposición 2.0.3, la función característica de
X(t) para t ≥ 0 debe satisfacer
µ̂X(s0 + s1) = µ̂X(e

















































e〈s0,x〉 − 1− i 〈s0, x〉 1B1
]
π(dx). (2.0.37)





























































, s ∈ Rn, (2.0.41)
por lo tanto, si tomamos límite cuando t → ∞ en la Ecuación (2.0.39), sabiendo















Por otro lado, de (2.0.40), como a0 ∈ K0, entonces eAta0 → 0, cuando t → ∞, por



















, s ∈ Rn. (2.0.44)
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Luego, por la Ecuación (2.0.28), se sigue que la condición (iv) se cumple.
Supongamos ahora que se satisfacen las condiciones (i)− (iv). Por condición (iii) se
sigue que la medida de Lévy π está soportada en K0. Sea ν1 la medida invariante de
la componente determinista. De la condición (ii), existe b ∈ Rn tal que Ab = −a1,
entonces, por el Lema 2.0.4, se sigue que existe medida invariante ν para ẋ = Ax+a1.















, s ∈ Rn. (2.0.46)
Por otro lado, teniendo en cuenta los literales (i), (iii), (iv) y de los resultados de
















, s ∈ Rn. (2.0.47)
donde ϕY es el símbolo de Lévy de Y (1).
Finalmente, por la Proposición 2.0.3, obtenemos que la medida µ̂∞ = ε̂ ∗ ν es inva-
riante para el proceso (2.0.5).
X
Teniendo ya las condiciones para la existencia de la distribución invariante, proce-
demos dar una expresión para µ̂∞. De (2.0.47), para s ∈ Rn
ε̂(s) = exp
{







































donde π∞ es medida de Lévy por hipótesis. Por lo tanto, concluimos por Fórmula
de Lévy-Khintchine 1.3.7 que la distribución invariante asociada a la componente
estocástica es innitamente divisible. Por otro lado , si ν es la medida invariante de la
componente determinista, obtenemos que la función característica de la distribución
invariante µ̂∞ del proceso (2.0.5) para s ∈ Rn está dada por
µ̂∞(s) = ν̂(s) exp
{













Obteniendo una expresión para la distribución invariante del proceso estocástico
dado en la Ecuación (2.0.5).
Capítulo 3
Aplicación
En este capítulo vamos a aplicar los resultados obtenidos en el Teorema 2.0.5. Sean
G un grafo conexo de n vértices y X : R+ → Rn, tal que Xi(t) representa cierta
cantidad física del nodo i en el tiempo t. Sea L = (li,j)n×n la matriz de G dada por
la Ecuación (1.2.3). Consideremos la ecuación diferencial determinista
dX = LXdt, t ≥ 0. (3.0.1)
Para cada nodo j, dXj(t)
dt
se interpreta como el intercambio de la cantidad presente
en el vértice con sus vecinos. Además se satisface
n∑
i=1
LijXj(t) = 0 t ≥ 0, (3.0.2)
es decir,
LT1 = 0. (3.0.3)
La caracterización del sistema dada por la Ecuación (3.0.2) signica que cada nodo
entrega el total de cantidad que posee en el tiempo t a todos sus vecinos de forma
equitativa. Este a su vez recibe una cantidad Xi(t)
deg(i)
de cada vecino i. De lo anterior
se obtiene un sistema conservativo, es decir, la cantidad total
∑n
i=1 Xi(t) permanece
constante en cada instante t.
Consideremos la ecuación diferencial estocástica
dX = LXdt+ dY, (3.0.4)
con condición inicial X(0) = 0n y donde Y es un proceso de Lévy n-dimensional tal
que EY (t) = 0, para todo t ≥ 0 y está dado por
Y (t) =
√
RW (t) + Z(t), t ≥ 0, (3.0.5)
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donde W es un movimiento Browniano con matriz de difusión
√
R ∈ Rn×n, Z es un
proceso de Poisson compuesto con parámetro λ > 0 y el tamaño de los saltos está
dado por la sucesión de variables aleatorias {∆n}n independientes e idénticamente
distribuidas con ∆n ∼ f∆ para cada n ∈ N, donde f∆ es Gaussiana multivariada











RdW (t) + dZ(t). (3.0.6)
Teniendo en cuenta que Y es un proceso de Lévy, entonces por Teorema de Des-
composición de Lévy-Itô 1.4.12, existe vector a ∈ Rn, matriz semidenida positiva
R ∈ Rn×n, una medida de Lévy π y una medida de Poisson N tales que Y se puede
escribir








xπ(dx), t ≥ 0. (3.0.7)




= 0n, la matriz de
covarianza del movimiento Browniano es R, la medida de Poisson N es la inducida
por el proceso de Poisson compuesto Z y la medida de Lévy π es
π(dx) = λf∆(x)dx. (3.0.8)







π(dx) = λ <∞. (3.0.9)
De acuerdo a resultados obtenidos en el Capítulo 1, el proceso estocástico que da
solución a la Ecuación (3.0.4) es del tipo Ornstein-Uhlenbeck y está dado por:
X(t) = eLtX(0) +
∫ t
0
eL(t−s)dY (s) t ≥ 0, (3.0.10)
donde eLt es la matriz exponencial de L. Denamos eLtX(0) como la componente
determinista de X y
∫ t
0
eL(t−s)dY (s) como la componente estocástica de X.
3.1. Convergencia
El objetivo se centra ahora en encontrar la función de distribución de probabilidad














por tanto, nos interesa indagar sobre las condiciones de convergencia de la compo-
nente determinista y estocástica dadas por el Teorema 2.0.5.
Con el n de caracterizar la matriz exponencial de L, utilicemos la descomposición
Canónica de Jordan de la matriz L basados en el Teorema 1.1.5. Sabemos que L es
una matriz semidenida negativa por la Proposición 1.2.4 y el vector propio λn = 0
tiene multiplicidad uno por el Lema 1.2.3. Por lo tanto, si los valores propios de L
son {λ1, . . . , λn−1, 0} y los vectores propios son {v1, . . . , vn−1, vn}, entonces por el
Teorema de Descomposición de Jordan 1.1.5, la matriz P dada por
P =
 | | |v1 . . . vn−1 vn
| | |
 , (3.1.2)
es aquella que satisface L = PΛP−1, con Λ = diag [J(λ1), . . . , J(λn−1), 0] y donde
J(λi) es el bloque de Jordan asociado al valor propio λi. Así que podemos reescribir
el proceso X dado en (3.0.10) como
X(t) = PeΛP−1X(0) +
∫ t
0
eL(t−s)dY (s) t ≥ 0. (3.1.3)
Si nos centramos en la componente determinista, dado que los valores propios de L




cuando t→∞ con k ∈ Z≥0. Luego, cada bloque de Jordan eJ(λi)t es tal que converge















Conociendo ya el límite de la componente determinista, procedemos a indagar sobre
la convergencia de la componente estocástica de X basados en el Teorema 2.0.5.
Con el objetivo de simplicar cálculos y teniendo en cuenta que las columnas de la
matriz P forman una base de Rn, entonces denimos la base BP como la generada
por las columnas de P . Así que para cada x ∈ Rn, el vector en la base BP está dado
por
x̃ = P−1x. (3.1.5)
Luego, la ecuación diferencial (3.0.6) puede escribirse en términos de X̃:
dX̃ = ΛX̃dt+
√
R̃dW̃ (t) + dZ̃(t). (3.1.6)
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donde el proceso de Lévy en la base BP es
Ỹ (t) = P−1
√
RW (t) + P−1Z(t) (3.1.7)
=
√
R̃W̃ (t) + Z̃(t). (3.1.8)
La solución a la Ecuación (3.1.6) es
X̃(t) = eΛtX̃(0) +
∫ t
0
eΛ(t−s)dỸ (s), t ≥ 0. (3.1.9)
La matriz de covarianza de los incrementos asociada al movimiento Browniano en
la base BP es R̃ = P−1R (P−1)T y la matriz de covarianza de la intensidad de los
saltos es Σ̃ = P−1Σ (P−1)T .









Para evaluar la convergencia de la componente estocástica del problema en la base
BP , de acuerdo al Teorema 2.0.5 del capítulo anterior, debemos establecer condicio-
nes sobre la deriva ã, las matrices de covarianza R̃ y Σ̃ del movimiento Browniano
y de la intensidad de los saltos respectivamente. Las condiciones se sintetizan en el
siguiente teorema.
Teorema 3.1.1. Para que exista una medida de distribución invariante para el
proceso estocástico denido en la Ecuación (3.1.9), con Ỹ un proceso de Lévy n-
dimensional denido en (3.1.7), es necesario que:
i) Las matrices de covarianza Σ̃ y R̃ tengan ceros en las las y columnas n.
ii) E {∆2n} <∞ para cada n ∈ N.
Demostración. La presente prueba se basa en establecer las condiciones que se deben
satisfacer sobre el proceso de Lévy Y para la existencia de una distribución invariante
basados en el Teorema 2.0.5.
i) Inicialmente vamos a establecer los requerimientos para satisfacer la Condición



















Veamos las condiciones que se debe satisfacer un vector s ∈ Rn para que el
Límite (3.1.11) exista. Dado que P es base de Rn, podemos escribir s ∈ Rn
como s =
∑n
k=1 ckṽk, para ck ∈ R y ṽi = P−1vi con vi vector propio de L y












Si calculamos la integral de la matriz exponencial de Λ aplicada a ṽk, para














= (−λk)k(−kΓ(k) + Γ(k + 1,−tλk)), (3.1.13)
donde k̂ es el vector unitario en la dirección k y Γ es la función Gamma. Y






dt = (−λk)−k−1. (3.1.14)
















Por ende, cuando t → ∞ la integral de la Ecuación (3.1.15) no converge. Es
decir, para que se cumpla la Condición (iv) del Teorema 2.0.5, requerimos que
s ∈ Rn sea ortogonal a ṽn.
















Sabemos por resultados del Teorema 2.0.5 que la medida π está soportada en
K0, por lo tanto, satisface
π
{








es decir toma los vectores x ∈ Rn tal que eAtx → 0. Este límite lo podemos






PeΛtx̃ = 0. (3.1.18)
Por caracterización de la matriz exponencial de Λ, el límite (3.1.18) converge
si y solo si x̃ tiene cero en la componente n. Por lo tanto, para que exista el
Límite (3.1.16), requerimos que la medida π sea tal que∫
Rn−{0}
xπ(dx) <∞. (3.1.19)
Para el caso de la medida de Lévy denida en el presente proyecto dada en
(3.0.8), tenemos ∫
Rn−{0}
xπ(dx) = λEX <∞. (3.1.20)
Por lo tanto, se satisface la condición para la existencia del límite (3.1.16).
Por otro lado, recordemos que ã = 0 es el valor esperado de los saltos "pequeños"
del proceso de Poisson Compuesto Z̃. Como ã debe ser ortogonal a ṽn, enton-
ces la matriz de covarianza Σ̃ de la intensidad de los saltos en la base BP debe
tener ceros en la dirección del vector propio asociado a λn = 0, es decir, la la y
columna n debe tener ceros. Analizando este resultado desde el punto de vista

















Σji = 0, i ∈ {1, . . . , n}. (3.1.22)
Antes de continuar con las condiciones de la matriz de covarianza R̃ del movi-
miento Browniano, procedamos a vericar que la deriva ã satisface la Condición









por lo tanto Λb = −ã1 = 0n. Cumpliendo así esta condición.
Analicemos ahora las condiciones de convergencia sobre la matriz de covarianza
del movimiento Browniano W̃ . Requerimos por el Literal (i) del Teorema 2.0.5







dr, j ∈ {1, 2, . . . , n} . (3.1.24)



















c11 c12 . . . c1n




cn1 . . . r̃nn
 , (3.1.26)




para k,m ∈ N ∪ {0}, los cuales dependen de la multiplicidad del valor propio












Obteniendo así que la integral de las componentes cij converge en t. Dado que
r̃nn ∈ R, entonces obtenemos que este no converge en t. Por tal motivo, para ga-
rantizar la convergencia de la integral dada en la Ecuación (3.1.24) requerimos
que la matriz de covarianza R̃ del movimiento Browniano W̃ debe satisfacer
R̃nn = 0.










R es la matriz de difusión del
movimiento Browniano. Por lo tanto, para satisfacer la condición R̃nn = 0
requerimos que la n-ésima la de la matriz P−1
√






Rji = 0, i ∈ {1, . . . , n}. (3.1.28)
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Concluyendo que la n-ésima la y columna de la matriz R̃ debe ser igual al
vector de ceros.
Sabiendo las condiciones sobre la deriva ã, el movimiento Browniano W̃ y el
proceso de Poisson compuesto Z̃, concluimos que Ỹn(t) = 0 c.p.1 para todo
t ≥ 0.
Desde el punto de vista de la base original, las matrices de covarianza Σ de la
intensidad de los saltos del proceso de Poisson Z y R del movimiento Brow-
niano W deben satisfacer que las n−ésimas las y columnas de las matrices
P−1Σ(P−1)T y P−1R(P−1)T sean ceros, es decir, sean semidenidas positivas.
Lo anterior nos indica que existe una combinación lineal de los elementos ma-
trices R y Σ tal que es igual a cero, es decir, la cantidad presente en un nodo
se puede conocer a través de los demás vértices. Esto es consecuencia directa
de la propiedad conservativa del sistema.




π∞dt < ∞. (3.1.29)












Por resultados anteriores, sabemos que la medida de Lévy π está soportada
en K0. Además por las características de la matriz exponencial de Λ y por





























Dado que λi < 0, entonces para satisfacer la Condición (iii), necesitamos
E {X2i } <∞. Lo cual demuestra el teorema.
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X
Ya teniendo establecidas las condiciones sobre el proceso de Lévy Ỹ para la existencia
de la distribución invariante µ∞, obtenemos por el Teorema 2.0.5 que µ̂∞ = ε̂ ∗ δ,
donde ε es la distribución de la componente estocástica y δ la distribución de la
































































Por otro lado, conociendo el límite de la componente determinista dada por (3.1.10)
y teniendo en cuenta que la condición inicial es el vector de ceros, entonces δ̂ = 1.
Por lo tanto, la función característica de la distribución invariante del proceso X̃




















, s ∈ Rn.
(3.1.33)
Obtenemos entonces una expresión para la función característica de la distribución
invariante asociada al proceso X̃ en términos de la matriz de covarianza del movi-
miento Browniano W̃ , la función característica de la distribución de la intensidad
de los saltos y los valores propios de la matriz L.
Teniendo en cuenta lo anterior, procedemos a dar una expresión para la distribución










P T s, eΛtR̃eΛ
































Expresión en términos de la matriz de covarianza del movimiento Browniano R y la
función característica de la distribución asociada a la intensidad de los saltos.
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3.2. Primer y segundo momentos de la distribución
invariante
El primer momento de una variable aleatoria corresponde al valor esperado o media
de la variable aleatoria. El segundo momento central de una variable aleatoria se
denomina varianza. Esta es una medida de la dispersión respecto a la media.
Para obtener una expresión del segundo momento de la distribución invariante, nos
basaremos en la Proposición 1.3.2 que relaciona la derivada de la función caracte-
rística en s = 0 y los momentos. Por lo tanto, para calcularlo requerimos encontrar
el Jacobiano de la función característica. Para computar las derivadas necesitamos
las siguientes proposiciones, cuyas pruebas se pueden revisar en el libro [24]:
Proposición 3.2.1. Sea f(x, t) una función continua y |f(x, t)| ≤ g(t) para todo











f(x, t)dt converge a F (x) para todo x, tal que a ≤ x ≤ b,
si f y f1 =
∂f
∂x
son continuas, y si
∫ ∞
0
f1(x, t)dt es uniformemente continua para










El resultado que caracteriza el primer y segundo momento asociado a la distribu-
ción invariante µ∞ del proceso X denido en la Ecuación (3.0.10) se sintetiza en el
siguiente teorema.
Teorema 3.2.3. Si µ∞ es la distribución invariante del proceso estocástico (3.0.10),
entonces
i) E {X∞(t)} = 0.
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Demostración. i) Si µ∞ representa el proceso en la distribución invariante, en-
tonce su valor esperado está dado por









ii) De acuerdo a las Proposiciones 3.2.1 y 3.2.2, necesitamos que la función f(s, t) =〈
eΛtP T s, R̃eΛtP T s
〉
posea una derivada acotada por una función en términos
de t, tal que sea integrable. Resaltamos que este cálculo es equivalente para la
matriz Σ̃. Para realizar este cálculo debemos recordar que la matriz R̃ tiene


























Veamos ahora que satisface las hipótesis de las Proposiciones 3.2.1 y 3.2.2. Ya
que nos interesa conocer la derivada en cero, supongamos ‖si‖ ≤ 1.∥∥∥∥ ∂f∂si















Recordando que la matriz R̃ satisface que R̃n,· = R̃·,n = 0, se sigue que (3.2.4)
queda una combinación lineal de términos de la forma keλjt con k ∈ R y λj < 0.
Si denimos la Ecuación (3.2.4) como g(t), entonces g(t) → 0 cuando t → ∞,
por lo cual es integrable; así que se satisfacen las hipótesis de las Proposiciones
3.2.1 y 3.2.2. Del razonamiento anterior obtenemos que la primera derivada
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De lo anterior vericamos también lo que habíamos calculado en el literal ante-
rior para el valor esperado asociado a la distribución invariante. Si evaluamos
en si = 0, obtenemos que el primer momento es cero para todo i ∈ {1, . . . , n}.
Continuemos ahora con el Jacobiano de la función característica con el n
de calcular el segundo momento de la distribución invariante. Nos interesa
en particular conocer la segunda derivara parcial para la función f(s, t) =〈
eΛtP T s, R̃eΛtP T s
〉

















De acuerdo a las características de R̃, en la Ecuación (3.2.6) se tiene que λi +
λj < 0 para todo i, j ∈ {1, . . . , n}. Así que deniendo esta ecuación como
g(t), se sigue que g(t) → 0 cuando t → ∞, de tal forma que es integrable. De
esta manera, se satisfacen las hipótesis de las Proposiciones 3.2.1 y 3.2.2 . En


















































































La expresión (3.2.8) es dada en términos de los valores propios de la matriz
L, la matriz P asociada a la descomposición de Jordan de L y las matrices de




De acuerdo al capítulo anterior, pudimos concluir que la distribución invariante del
proceso
X(t) = eLtX(0) +
∫ t
0
eL(t−s)dY (s), t ≥ 0, (4.0.1)
dada en la Ecuación (3.1.34), está ligada a topología del grafo, explícitamente a la
matriz P asociada a la Forma Canónica de Jordan de L y a los valores y vectores
propios de L.
En el presente capítulo vamos a tomar tres tipos de grafos, con el n de establecer
las condiciones para la existencia de la distribución invariante de cada uno.
Basados en el Teorema 3.1.1, para cada tipo de grafo, requerimos determinar las ca-
racterísticas que deben cumplir las matrices de covarianza R del movimiento Brow-
niano y Σ de la intensidad de los saltos, para satisfacer las hipótesis del literal (i)
del Teorema 3.1.1.
Respecto a la condición (ii) del Teorema 3.1.1, necesitamos que la distribución de los
saltos satisfaga E {X2} <∞. Ya que estamos tomando una distribución Gaussiana
multivariada, por resultados dados en [20], se satisface esta condición.
4.1. Grafo estrella
Este tipo de grafo es un caso particular del bipartido. Se caracteriza por tener un
vértice conectado a todos los demás, pero no existe conexión entre los nodos de la
47
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periferia. En la Figura 4.1 se observa un ejemplo gráco.
Figura 4.1: Grafo estrella de 15 vértices.
La matriz L de este grafo de n vértices es de la forma
L =













Proposición 4.1.1. Los valores propios de L son 0,−1 y −2 con multiplicidad
geométrica 1, n− 2 y 1 respectivamente.
Demostración. Por proposición 1.2.3, el λ = 0 es valor propio de L con multiplicidad
1.
Para vericar que λ = −1 es un valor propio, se puede observar a continuación que
la matriz L+ I es singular
L+ I =

0 1 1 . . . 1
1










Puesto que la matriz tiene dos las linealmente independientes, se sigue que rank(L+
I) = 2, por lo tanto, dim(ker(L+ I)) = n− 2, es decir, la multiplicidad geométrica
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del valor propio λ = −1 es n− 2.
Por otro lado, para λ = −2, la matriz L+ 2I es singular y está dada por
L+ 2I =

1 1 1 . . . 1
1










Como se observa, es posible escribir cada la en términos de las n− 1 restantes, por
lo cual este valor propio tiene multiplicidad 1.
X
Basados en el Teorema de descomposición de Jordan 1.1.5, para el valor propio
λ = −1, el número de bloques de tamaño 1 × 1 es n − 2; por lo tanto, la matriz Λ











Conociendo ya los valores propios, podemos continuar caracterizando los vectores





















Por otro lado, para λ = −1, si escalonamos la matriz (4.1.2), obtenemos
L+ I =

1 0 . . . 0
0 1 1 . . . 1
0 0 0 . . . 0
 . (4.1.7)




































−(n− 1) 0 . . . 0 n− 1









Teniendo una expresión para la matriz P , queremos caracterizar P−1 en la la n.
Realizamos este procedimiento para denir las condiciones que deben satisfacer las
matrices de covarianza R del movimiento Browniano y Σ de la distribución de la
intensidad de los saltos basados en las Ecuaciones (3.1.22) y (3.1.28). Para calcular
la inversa utilizaremos el método de cofactores; por tal motivo, computamos inicial-
mente el determinante de P utilizando el siguiente lema:
Lema 4.1.2. Si tenemos una matriz de la forma
B =









con k ≥ 3, entonces detB = (−1)k−1k.
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Demostración. Probemos por inducción sobre el tamaño de la matriz. Caso base, si
n = 3, entonces
B =
−1 −1 11 0 1
0 1 1
 ; (4.1.11)
se sigue detB = 3. Supongamos ahora que se cumple para k y probemos para una
matriz de tamaño k + 1. Por lo tanto, el determinante es
|B| = (−1)2k+2
∣∣∣∣∣∣∣∣∣∣
















= (−1)k(k + 1). (4.1.12)
Logrando el resultado. X
Proposición 4.1.3. El determinante de la matriz P denida en la Ecuación (4.1.9)
es (−1)2n−12(n− 1)2.
Demostración. Realizando operaciones entre las, obtenemos que el determinante
está dado por
|P | = (−1)n+12(n− 1)
∣∣∣∣∣∣∣∣∣∣








Por el Lema 4.1.2, el resultado se sigue. X










Demostración. Calculando la inversa de la matriz a través de cofactores existen










−(n− 1) 0 . . . 0

























































P−1nj , para 2 < j < n. Realizando intercambio entre columnas, obtenemos la








−(n− 1) 0 . . . 0 0
1 −1 . . . −1 −1
...










Obteniendo el resultado que se quería.
X
Conociendo ya una expresión para P−1, recordemos de la sección anterior del Teore-
ma 3.1.1, que para garantizar la existencia de la distribución invariante requerimos




Σ deben ser igual al vector la de ceros,













Σij = 0, j ∈ {1, 2, . . . , n},
(4.1.27)
es decir, estas matrices deben sumar cero en las columnas y ser semidenidas posi-
tivas.
Por otro lado, de los momentos de la distribución invariante del proceso estocástico
(3.0.10) asociada al grafo estrella, obtenemos que la media es cero de acuerdo a
la Ecuación (3.2.2). El segundo momento, con base en el resultado obtenido en la
Ecuación (3.2.1) queda en términos las matrices de covarianza Σ̃ y R̃ y de los valores
propios caracterizados en la Proposición 4.1.1.
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Teorema 4.1.5. La varianza para cada nodo k en términos de las matrices Σ̃ y R̃
se divide en tres casos




(R̃ + λΣ̃)11. (4.1.28)










































Teniendo caracterizada la información requerida para la existencia de la distribu-
ción invariante µ∞ y la varianza de esta para cada nodo, en esta sección vamos a
analizar numéricamente el cambio que experimenta µ∞ respecto al tipo de vértice y
al número de total de nodos del grafo.
Tomamos λ = 1 como la intensidad del proceso de Poisson. Recordemos por el
Teorema 3.1.1 y la Ecuación (4.1.27), que las matrices de covarianza del movimiento
Browniano R ∈ Rn×n y de la intensidad de los saltos Σ ∈ Rn×n asociadas al proceso
de Lévy son semidenidas positivas y además tienen n− 1 grados de libertad. Para




Σ con el n de analizar el cambio que tiene la
varianza respecto al número total de vértices del grafo. La siguiente matriz satisface





















. . . . . . − 1
(n−1)2
− 1









La matriz es construida de esta manera para excluir los grados de libertad y para
que sea proporcional a la cantidad de nodos que conforman el grafo, con el n de
tener una clara percepción del cambio de la distribución invariante y su varianza
respecto al número de vértices. Además, para otorgar a todos los nodos la misma
varianza y covarianza.
Para cumplir con el propósito de esta sección, se realizó inicialmente un histograma
obtenido a partir de simulaciones del proceso estocástico X y se comparó con la dis-
tribución invariante µ∞. Esta fue calculada a partir de la transformada inversa de
Fourier discreta, utilizando el algoritmo de Transformada Rápida de Fourier. Para
la implementación de este algoritmo, se realizó una discretización de la expresión de
µ̂∞ y posteriormente se interpolaron los datos obtenidos.
En la Figura 4.2 se puede visualizar la trayectoria de los dos tipos de vértices; en las
cuales las líneas verticales simbolizan los saltos del proceso de Poisson compuesto.
En la Figura 4.3 se observa la comparación del histograma con la distribución inva-














Figura 4.2: Trayectoria para un grafo estrella de 10 vértices de (a) vértice central y
(b) vértice de la periferia.
A partir de la Figura 4.4 concluimos que si un sistema es modelado a partir de un
grafo estrella y el proceso de Lévy tiene asociado a sí matrices de la forma (4.1.31),
entonces la distribución invariante es igual para los vértices de la periferia y el nodo
central, es decir, la distribución invariante es indiferente a la clase de nodo.
Analizando el resultado desde el punto de vista de la varianza asociada al nodo
central y nodo de la periferia, en la Figura 4.5 se observa que la varianza para
cada tipo de nodo tiene un cambio marginal respecto al incremento del número de
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Figura 4.3: Histograma y distribución invariante para un grafo de 10 vértices (a) del
nodo central y (b) del nodo de la periferia.





tienen en cuenta los grados de libertad. Además concluimos que las varianzas para
los dos tipos de nodos son aproximadamente iguales. Asimismo, en la Figura 4.5 se
incluye una comparación de la varianza muestral y la obtenida a partir del Teorema
4.1.5.
Concluimos a partir de esta información que la distribución invariante de (4.0.1)





Σ de la distribución de la intensidad de los saltos son de la forma
(4.1.31), la distribución invariante es igual para los vértices de la periferia y del
centro y, además la varianza disminuye en menor escala a medida que el número de
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(a)








Figura 4.4: Comparación de la distribución invariante de los dos tipos de nodo, para
grafos de diferente tamaño. (a) 10 vértices. (b). 50 vértices. (c) 120 vértices.
vértices aumenta.
Grafo completo 58
Figura 4.5: Varianza vs. Número de nodos
4.2. Grafo completo
Un grafo completo de n vértices satisface que cada nodo está conectado con los res-
tantes n− 1 vecinos. En la Figura 4.6 se observa un ejemplo gráco.
Figura 4.6: Grafo completo de 5 vértices.




























Proposición 4.2.1. Los valores propios de la matriz L son 0 y − n
n−1 con multipli-
cidad geométrica 1 y n− 1 respectivamente.
Demostración. Por Proposición 1.2.3, el valor propio λ = 0 tiene multiplicidad 1.





















Se observa que es una matriz singular, por lo tanto es valor propio. Además,
dim(rank(L+ n
n−1I)) = n− 1.
X
De acuerdo al Teorema de descomposición de Jordan 1.1.5, el número de bloques de
tamaño 1× 1 asociado al valor propio λ = −n
n−1 es n− 1, luego, la matriz Λ asociada



















Por otro lado, para λ = − n







1 . . . . . . 1
0 . . . . . . 0
...
...
0 . . . . . . 0
 ; (4.2.5)






























Por ende, la matriz P asociada a la descomposición de Jordan de la matriz L que
representa un grafo completo es
P =

−1 . . . . . . −1 1





. . . . . .
...




Como hicimos en la sección anterior, nos interesa conocer la la n de P−1, ya que esta
nos dará las condiciones que deben satisfacer las matrices
√
Σ asociada a la intensi-
dad de los saltos del proceso de Poisson compuesto y
√
R del movimiento Browniano.
Teorema 4.2.2. La n−ésima la de la matriz P−1 asociada a la descomposición










Demostración. Recordemos por el Lema 4.1.2 que el determinante de P es igual
a (−1)n−1n. Utilizando el método de cofactores, para esta matriz P existen tres
posibles casos:








−1 −1 . . . . . . −1















































Completando el resultado. X
Debido a que la n−ésima la de la matriz P−1 es constante como en el caso del grafo





dadas por el Teorema 3.1.1, concluimos que estas matrices no pueden ser diagonales
y deben satisfacer la Ecuación (4.1.27).
Ya teniendo identicadas las condiciones que deben satisfacer las matrices
√
Σ y√
R, procedemos a analizar los momentos de este tipo de grafo. Sabemos que la
media es cero de acuerdo al resultado obtenido en (3.2.2).
El segundo momento, basados en la Ecuación (3.2.1) depende de los valores propios
de L caracterizados en la Proposición 4.2.1 y de las matrices P , Σ̃ y R̃.
Teorema 4.2.3. La varianza para cada nodo i en términos de las matrices Σ̃ y R̃
se divide en dos casos
























En esta sección analizaremos numéricamente los resultados obtenidos, con el n de
concluir la relación entre la distribución invariante y el número de vértices del gra-
fo. Como en el caso del grafo estrella, se realizaron simulaciones del proceso y se
comparó el histograma con la distribución invariante, que fue calculada a través de
la transformada inversa de Fourier discreta a través del algoritmo de Transformada
Rápida de Fourier, tal como se realizó en el grafo estrella.
Tomamos λ = 1 como la intensidad del proceso de Poisson. Para el caso del grafo
completo las matrices de covarianza del movimiento Browniano R ∈ Rn×n y de la
intensidad de los saltos Σ ∈ Rn×n deben satisfacer las condiciones dadas por el Teo-




Σ dadas en la
Ecuación (4.1.31).
Para el caso del grafo completo todos los nodos son iguales respecto a la estructura
del grafo. Además, de acuerdo a la matriz denida en (4.1.31), los vértices tienen
igual varianza y covarianza; por tal motivo, expondremos resultados de un único
nodo.
En la Figura 4.7 se observa una comparación del histograma y la distribución inva-
riante; además se incluye la trayectoria asociada a un vértice, en el cual las líneas
verticales indican el instante de tiempo en el cual se presentó un salto del proceso
de Poisson compuesto. Por otro lado, en la Figura 4.8 se realiza una comparación
de la distribución en relación con el número total de vértices.
En la Figura 4.9 se realiza la comparación entre la varianza obtenida en el Teorema
4.2.3 y la muestral. A partir de esta gráca observamos que se presenta una leve
disminución de la varianza respecto al incremento del número de nodos. Como en





que fueron creadas teniendo en cuenta los grados de libertad y fue escalada con el
número de nodos.
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De estos resultados podemos concluir que para los sistemas modelados a partir del
grafo completo, la distribución invariante de (4.0.1) es igual para todos los vértices.
La varianza disminuye levemente cuando el número de nodos aumenta, siempre que
las matrices de covarianza R y Σ del movimiento Browniano y de la distribución de














Figura 4.7: (a) Trayectoria de un vértice perteneciente a un grafo de 10 nodos. (b)












Figura 4.8: Comparación de la distribución invariante para grafos de diferente ta-
maño. (a) 10 vértices. (b) 50 vértices.(c) 120 vértices
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Figura 4.9: Varianza vs. Número de nodos.
4.3. Grafo bipartido completo
Un grafo bipartido es aquel cuyos vértices se pueden separar en conjuntos disjuntos
A y B, es decir, las aristas crean conexiones entre los dos conjuntos. En particular,
para el grafo bipartido completo, todos los elementos del conjunto A están conec-
tados con cada uno de los nodos de B y viceversa. En la Figura 4.10 se observa un
ejemplo gráco.
Figura 4.10: Grafo bipartido completo K5,2.
Si suponemos que la cardinalidad de los conjuntos A y B son k y r respectivamente,
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Proposición 4.3.1. Los valores propios de L son −2,−1, 0 con multiplicidad geo-
métrica 1, r + k − 2 y 1 respectivamente.
Demostración. El resultado del valor propio λ = 0 se sigue de la Proposición 1.2.3.

















es evidentemente una matriz singular, obteniendo entonces que este es un valor
propio. Se observa que tenemos dos las linealmente independientes, así que la mul-
tiplicidad de este es r + k − 2.

















de donde se observa que es posible escribir una la en términos de las r + k − 1
restantes, así que este es un valor propio y tiene multiplicidad 1.
X
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Basados en el Teorema de descomposición de Jordan 1.1.5, el número de bloques de
tamaño 1× 1 asociados al valor propio λ = −1 es n− 2, obteniendo entonces que la











Continuemos ahora con la caracterización de los vectores propios de la matriz L. El












Por otro lado, con el n de caracterizar los vectores propios correspondientes a
λ = −1 escalonamos la matriz L:
1 . . . 1
0 . . . 0 0k×r
...
...
0 . . . 0
1 . . . 1
0r×k 0 . . . 0
...
...























































← k + 1. (4.3.8)




























1 0 . . . 0 r
k










Como se ha realizado en las secciones anteriores, procedemos a caracterizar la la
(r + k) de la matriz inversa de P . Para eso, utilizamos el método de cofactores.
Con el n de facilitar el cálculo del determinante de la matriz P , realizamos opera-
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ciones elementales entre las y columnas extrayendo la siguiente matriz:
P =





















Obteniendo una matriz triangular superior por bloques, la cual tiene como determi-
nante el producto de las diagonales. Se sigue que el determinante del primer bloque
es (−1)k+1r. Por otro lado, el segundo bloque de la diagonal tiene la forma de la
Proposición 4.1.2, presentando una diferencia en la última columna, así que el de-
terminante es (−1)r−12r. Por lo tanto,
detP = (−1)k+r2r2. (4.3.12)
Teorema 4.3.2. La n−ésima la de la inversa de la matriz P de la descomposición

























































0 . . . 0 1













iii) P−1r+k,j, para 1 < j ≤ k. Realizando operaciones elementales entre las y colum-
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iv) P−1r+k,j, para k + 1 ≤ j < k + r. Realizando operaciones elementales entre las


















1 −1 . . . −1 −1













Consiguiendo nalmente el resultado.
X
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Sabiendo que la n-ésima la de P−1 es constante como en los tipos de grafos estu-





R dadas en el Teorema 3.1.1, estas deben satisfacer la Ecuación
(4.1.27).
El valor esperado de la distribución invariante del sistema que es modelado a par-
tir de un grafo bipartido completo es cero, de acuerdo a la Ecuación (3.2.2). Y el
segundo momento que depende de los valores propios de L dados en la Proposición
4.3.1, el parámetro λ y las matrices Σ̃ y R̃ se resume en el siguiente teorema.
Teorema 4.3.3. La varianza para cada nodo m en términos de las matrices Σ̃ y R̃
se divide en cuatro casos
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4.3.1. Simulaciones
Tal cual como se realizó en la sección 4.2.1, procedemos a analizar numéricamente la
relación entre el número de vértices y el cambio que se efectúa sobre la distribución
invariante. Denimos λ = 1 como parámetro del proceso de Poisson compuesto. Para
garantizar la existencia de la distribución invariante asociada este tipo de grafo de





denidas en (4.1.31), con el n de analizar el cambio que tiene la varianza de cada
tipo de nodo respecto al número total de vértices. Dadas las características de la
matriz (4.1.31), todos los nodos tienen la misma varianza.
Recordemos el grafo bipartido completo posee dos conjuntos de vértices disjuntos;
uno de ellos lo denotaremos con el conjunto menor y el otro el conjunto mayor.
En la Figura 4.11, se observan las trayectorias para cada tipo vértice, donde las
líneas verticales muestran la ocurrencia de un salto asociado al proceso de Poisson
compuesto. Y en la Figura 4.12 se observa la comparación entre la distribución in-
variante de los dos tipos de nodos con su respectivo histograma. La comparación de
las distribuciones de ambos tipos de nodos se observa en la Figura 4.13 , a partir


















Figura 4.11: Trayectoria para un grafo de 10 vértices de (a) vértice perteneciente al
grupo menor y (b) vértice perteneciente al grupo mayor.
En la Figura 4.14 se ilustra la comparación de la varianza obtenida analíticamente a
partir del Teorema 4.3.3 y la varianza muestral. Además se puede evidenciar que la
varianza para los dos tipos de nodos disminuye levemente a medida que el número
de vértices aumenta. Este hecho, se debe a la selección de las matrices R y Σ que
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Figura 4.12: Histograma y distribución invariante de un grafo de 10 vértices para
(a) Vértice del grupo menor y (b) Vértice del grupo mayor.
fueron construidas teniendo en cuenta los grados de libertad.
Concluimos de esta sección que la distribución invariante para (4.0.1) de un grafo
bipartido completo posee una varianza que disminuye en pequeña escala en relación
a la cantidad total de vértices que forman el grafo, siempre y cuando las matrices de
covarianza del movimiento Browniano R y Σ de la distribución de los saltos tengan
en cuenta los grados de libertad, es decir, sean construidas a partir de las matrices de
la forma (4.1.31). Además, la distribución invariante no depende del tipo de vértice.
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(a)








Figura 4.13: Comparación de la distribución invariante de cada tipo de nodo para
grafos de diferente tamaño. (a) 10 vértices. (b)50 vértices. (c) 120 vértices.
Grafo bipartido completo 76
Figura 4.14: Varianza vs. Número de nodos.
Conclusiones
En este trabajo se estudian las condiciones de necesidad y suciencia para la exis-
tencia de la distribución invariante µ∞ de un proceso estocástico X = {X(t) : t ≥ 0}
del tipo OrnsteinUhlenbeck que modela la dinámica de un sistema conservativo en
un grafo. Por tratarse de un sistema conservativo, entonces la matriz L que repre-
senta la estructura del sistema es semidenida positiva, cuyo valor propio cero tiene
multiplicidad geométrica uno.
El proceso X es generado por un proceso de Lévy Y = {Y (t) : t ≥ 0}, denido a
través de un movimiento Browniano con matriz de covarianza R ∈ Rn×n y un pro-
ceso de Poisson compuesto con parámetro de intensidad λ > 0 y distribución de los
saltos Gaussiana multivariada con media cero y matriz de covarianza Σ ∈ Rn×n. Las
condiciones sobre el proceso de Lévy Y para la existencia de µ∞ fueron determinadas
principalmente por la conservatividad del sistema, es decir, por el valor propio cero.
Para garantizar la existencia de µ∞, se determinó que R y Σ deben ser semidenidas
positivas y además deben satisfacer cierta condición respecto al producto matricial
con la matriz P−1, asociada a la descomposición canónica de Jordan de L.
Para analizar numéricamente los resultados obtenidos, se tomaron tres tipos de gra-





sumar cero por columnas para certicar la existencia de µ∞. Con el n de estimar
la relación entre la estructura del grafo y µ∞ se tomó el caso R = Σ.
Se expusieron grácas a partir de las cuales se concluyó que la distribución inva-
riante asociada a las tres clases de grafos es igual para todos los nodos, pues no
se hace distinción alguna entre los tipos de vértices que conforman el grafo. Para
el grafo completo este es un resultado esperado, pues todos los vértices tienen la
misma cantidad de conexiones; por el contrario, para el grafo bipartido completo y
estrella esta es una conclusión singular, pues cada uno de ellos tiene diferentes clases
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de nodos de acuerdo a la conectividad.
Tomando matrices de difusión inversamente proporcionales al número de nodos,
encontramos que para cada tipo grafo la varianza escala con el número total de
vértices, esto nos indica que a medida que el número de nodos aumenta, la forma
de la función de la distribución invariante se va a agrupando respecto a la media.
Además la varianza es igual para cada tipo de nodo.
Resaltamos asimismo que µ∞ no es Gaussiana, a pesar de que todas sus compo-
nentes si lo son. De acuerdo a resultados del Capítulo 1, esto se debe a que su
función característica no representa una Gaussiana. Esto nos lleva a concluir que las
componentes iniciales del proceso de Lévy que genera el proceso X determinan la
existencia de la distribución invariante bajo ciertas condiciones dadas en el Teorema
2.0.5, pero no necesariamente tendrá las mismas características.
Este trabajo abre las puertas a analizar el caso de la distribución invariante de
sistemas conservativos modelados por grafos aleatorios y por aquellos grafos deter-
ministas, en los cuales no es posible caracterizar todos los valores y vectores propios
de la matriz L asociada a cada grafo.
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