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ABSTRACT
We investigate the limitations of statistical absorption measurements with the SDSS optical spec-
troscopic surveys. We show that changes in the data reduction strategy throughout different data
releases have led to a better accuracy at long wavelengths, in particular for sky line subtraction, but
a degradation at short wavelengths with the emergence of systematic spectral features with an am-
plitude of about one percent. We show that these features originate from inaccuracy in the fitting
of modeled F -star spectra used for flux calibration. The best-fit models for those stars are found to
systematically over-estimate the strength of metal lines and under-estimate that of Lithium. We also
identify the existence of artifacts due to masking and interpolation procedures at the wavelengths
of the hydrogen Balmer series leading to the existence of artificial Balmer α absorption in all SDSS
optical spectra. All these effects occur in the rest-frame of the standard stars and therefore present
Galactic longitude variations due to the rotation of the Galaxy. We demonstrate that the detection of
certain weak absorption lines reported in the literature are solely due to calibration effects. Finally,
we discuss new strategies to mitigate these issues.
Keywords: methods: statistical, techniques: spectroscopic
1. INTRODUCTION
Large spectroscopic surveys provide samples of spectra
offering appealing opportunities for statistical analyses.
They enable the detection of signals buried in measure-
ment noise or population variance which, in some cases,
are unreachable by targeted observations on large tele-
scopes. When performing such analyses or when evaluat-
ing the statistical potential of spectroscopic surveys, it is
important to understand the limits inherent to the data.
In the optical, the Sloan Digital Sky Surveys I, II, and
III (SDSS, York et al. 2000; Eisenstein et al. 2011) have
been an important source of spectroscopic data for statis-
tical analyses for almost two decades. Considering only
the collecting power, combining a hundred SDSS spec-
tra is comparable to a one night spectroscopic exposure
of one object on an 8-meter telescope. The availability
of millions of spectra allows one to detect weak spectro-
scopic features distributed over a large area or a wide
redshift range – as long as systematic effects are con-
trolled. Statistical absorption measurements with SDSS
data have led to the detection of numerous signals of as-
trophysical interest: the cosmic baryon acoustic oscilla-
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tion feature (e.g., Busca et al. 2013; Bautista et al. 2017),
weak absorption by hydrogen and metals (measured over
three orders of magnitude in equivalent width) in the cir-
cumgalactic medium (e.g., Nestor et al. 2003; York et al.
2006; Pieri et al. 2014; Zhu & Me´nard 2013a; Zhu et al.
2014; Sardane et al. 2015; Lan & Fukugita 2017; Zhang
et al. 2016; Mas-Ribas et al. 2017), gaseous metals in the
ISM (e.g., Poznanski et al. 2012; Brandt & Draine 2012;
Murga et al. 2015) and the characterization of the weak
diffuse interstellar bands (e.g., Lan et al. 2015; Baron et
al. 2015a,b).
Extensive efforts have been made to optimally extract
1D spectra from the 2D spectra (e.g., Smee et al. 2013;
Bolton & Schlegel 2010), calibrate them (e.g., Schachter
et al. 1989, 1990; Bessell 1999), and improve the subtrac-
tion of the correlated sky emission lines (e.g., Wild &
Hewett 2005). In the context of statistical spectroscopic
studies of the SDSS I-II datasets, limitations due to cali-
bration and systematic effects have already been reached
and/or reported by a number of authors (Yan 2011; Zhu
& Me´nard 2013b; Lan et al. 2015). In this study, we
investigate absorption systematics in the context of the
SDSS I, II, and III optical surveys, i.e. the main sam-
ple from SDSS I-II and the BOSS survey from SDSS
III (Dawson et al. 2013). We show how these system-
atic effects have evolved through different data releases.
Our results are informative for the design and optimiza-
tion of ongoing and future spectroscopic surveys such as
SDSS-IV and V (Blanton et al. 2017; Kollmeier et al.
2017), DESI (Schlegel et al. 2011; Levi et al. 2013), PFS
(Takada et al. 2014) as well as surveys using integral field
units (e.g. MaNGA, Bundy et al. 2015). The SDSS tar-
gets F-type subdwarfs as standard stars. For simplicity,
we refer them as F stars in the paper.
2. DATA ANALYSIS
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2.1. Absorption spectra
Spectroscopic surveys provide us with a set of flux den-
sity measurements as a function of wavelength, angular
position and time: Fmeas(λ, φ, t). For the SDSS survey,
the flux density is sampled over a constant δλ/λ with
an angular aperture of a few arcsecond across. We are
usually not interested in raw measured flux Fmeas(λ) but
in calibrated flux Fsource(λ). A simple description of the
dominant effects can be captured by the relation
Fmeas = (Fsource + Fsky)×R , (1)
where Fsky represents the additive flux contribution from
the atmosphere and R is the response function of the ob-
serving system, which includes the detector and telescope
efficiency and the atmospheric transmission, quantities
which depend on λ, φ and t. As the main goal of our
study is to investigate the accuracy of absorption mea-
surements, we will for simplicity assume that Fsky can
be subtracted adequately and there are no other addi-
tive sources of light to be present. We will also assume
that it is possible to estimate the large-scale continuum
spectral density, Fˆc, of an ensemble of sources on the sky,
where i denotes a given object:
δ
(i)
F (λ, φ) =
F (i)(λ, φ)
Fˆ
(i)
c (λ)
. (2)
If Fˆc has been estimated using only large-scale informa-
tion, then δF carries the imprint of the small-scale prop-
erties of the response of the system, R(λ). We now have
an ensemble of flux residuals or an ensemble of vectors{
δ
(i)
F (λ, φ)
}
i
. (3)
Investigating their statistical properties can reveal the
presence of systematic effects. Beyond an inspection of
the mean absorption spectrum, one can explore the ori-
gin of potential spectral features using dimensionality
reduction techniques to gain insight into the nature of
certain features as well as reveal the existence of effects
undetectable in the mean but contributing to the over-
all higher-order moments. With SDSS-type spectra, the
variance is typically dominated by measurement noise.
As a result, a principal component analysis does not re-
veal any insightful eigen vector. Variations around the
mean can be characterized by cross-correlations with ob-
servables or spectroscopic templates.
2.2. The mean SDSS absorption spectra
We now investigate the limitations of statistical ab-
sorption measurements with different data releases of
the SDSS surveys. To first define flux fluctuation spec-
tra δiF (λ) (Eq. 2), we need to use sources for which we
can robustly estimate the continuum flux. To do so we
make use of SDSS-I/II quasar spectra from data release
7 (DR7, Abazajian et al. 2009; Schneider et al. 2010)
and SDSS-III quasar spectra from data release 9 (DR9,
Ahn et al. 2012; Paˆris et al. 2012) and 12 (DR12, Alam
et al. 2015; Paˆris et al. 2017) of the Baryon Oscilla-
tion Spectroscopic Survey (BOSS, Dawson et al. 2013).
Zhu & Me´nard (2013b) estimated the continuum flux of
virtually all the quasars observed by these surveys us-
ing a data-driven technique. They used non-negative
matrix factorization (NMF), a dimensionality reduction
technique, and a running median filter with 71 pixels
in size to model the rest-frame spectral energy distribu-
tions (SEDs) of the entire population of quasars. In our
analysis we use the sample provided by Zhu & Me´nard
(2013b)9. After decomposing quasar spectra onto the
NMF basis set, the authors selected quasars with eigen-
coefficients within 5σ of the mean eigen-coefficients of
all the input quasars. In addition, we restrict the sam-
ple to quasars with a redshift lower than 2.2 to avoid
the large variance from the Lyman alpha forest. This
selection yields about 74,000 DR7 quasar spectra, 6,100
DR9 quasar spectra and 25,000 DR12 quasar spectra.
We note that although the DR9 quasars are all included
in the DR12 sample, the two samples of quasar spectra
are reduced by two different versions of the pipeline.
We first compute the mean and median absorption
spectra 〈δF 〉(λ) for each dataset in the observer frame
to look for the presence of low-level systematics. We
estimate the corresponding uncertainty of each pixel by
bootstrapping each quasar sample 200 times. The two es-
timators lead to consistent results. As expected, the me-
dian presents a lower noise level. We will therefore focus
on it in the remainder of the paper. The median residual
spectra are shown in Figure 1. Ideally they should be
consistent with unity everywhere but a number of signif-
icant departures can be seen. In particular, we observe:
• The presence of the Calcium H&K absorption lines
at λλ3934, 3969 in both datasets. Residuals due
to Sodium D λλ5891, 5897 absorption lines are
present. They are mainly due to absorption by the
ISM of the Milky Way. This effect is expected as
we are using extra-galactic objects as background
sources. First discovered by Hartmann (1904) and
Heger (1919), these absorption lines have recently
been studied by Poznanski et al. (2012) and Murga
et al. (2015) and used to map out the distribution
of interstellar and circumgalactic matter across the
sky.
• At intermediate wavelengths, 4500 < λ < 7000 A˚, a
number of wiggles appear with significance greater
than 10σ. They are more numerous in the DR9
and DR12 composite spectra than in the DR7 com-
posite spectrum, indicating that the quality of the
data reduction has decreased with time in this re-
gion of the spectrum. The amplitude of the wig-
gles reaches up to 1% of the continuum level. They
are not related to the quasar SEDs as those ob-
jects span a wide redshift range. These systematic
features most likely originate from the calibration
process of the data.
• An absorption-like feature at the wavelength of Hα
is visible in DR9 and DR12 but not in DR7. We
note that Zhang & Zaritsky (2017) (see also Sethi
et al. 2017) interpreted the presence of this DR12
spectroscopic feature as Hα absorption from the
Milky Way halo. We will demonstrate below that
this feature is a calibration artifact. It is also worth
9 The catalogs can be found at http://www.guangtunbenzhu.
com/jhu-sdss-metal-absorber-catalog.
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Figure 1. Median residual spectra from SDSS I-II DR7, SDSS-III DR9 and SDSS-III DR12 data releases of quasar spectra. Several
wiggles around 4500-5800 A˚ and 6500 A˚ appear in DR9 and DR12 composite spectrum but not in DR7 spectrum. The 1σ uncertainty of
each pixel is shown with shaded bands.
pointing out that we do not observe any absorption
feature at the wavelength of Hβ.
• An emission-like feature is seen at the wavelength
of Lithium 6708 A˚.
• Broad emission-like features are seen at Hβ, Hγ,
and Hδ in DR9 but not DR12.
• At λ > 7000 A˚, we observe residuals due to OH
sky line subtraction. They are substantially weaker
in DR9 and DR12 compared to DR7, showing an
improvement of the sky model of the data reduction
pipeline.
In short, from DR7 to DR12, the quality of the data
reduction has improved in the red but degraded in the
blue.
We now focus on the bluer part of the spectrum, de-
void of OH sky emission lines and where the amplitude
4 Lan et al.
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Figure 2. Comparison between DR12 median quasar residual spectrum in blue and F-star model spectrum in red. The F-star model
spectrum is in the scale shown on the right y-axis. The scale is chosen to illustrate the consistency of features in two spectra.
of the wiggles has increased from DR7 to DR12. An in-
formed inspection of the wiggles seen for the DR12 data
at intermediate wavelengths, 4500 < λ < 7000 A˚, shows
that many of these fluctuations coincide with the posi-
tion of absorption lines in F-star spectra. This is shown
in Figure 2 where we superpose the DR12 median absorp-
tion spectrum and the small-scale structure of a F-star
model spectrum from Kurucz (1992) obtained by remov-
ing a running median filtered estimate of the flux. Find-
ing such a signature is expected at some level as SDSS
targets such stars and uses them as spectral calibration
standards. However we also observe that some features
do not show the same level of similarity with the model
F-star spectrum. These differences are highlighted with
shaded regions in the figure. In order to understand the
origin of all these features, we need to dive deeper into
the calibration processes of the SDSS surveys.
2.3. The SDSS spectroscopic calibration process
We now review the SDSS spectroscopic calibration pro-
cess. The relevant steps are described in Yan et al. (2016)
(their Section 2.2). We focus on the DR12 release as it
is the data reduction displaying the stronger systematic
fluctuations. Here we summarize the relevant key steps
involved in the flux calibration procedure after instru-
mental effects, i.e. flat field and bias, have been cor-
rected:
1. For each spectroscopic plate, SDSS-I / SDSS-III
observes 16/20 standard stars which are selected
to have colors consistent with the SDSS primary
standard BD+17 4708 (F8 subdwarf)10 (Abazajian
et al. 2004; Dawson et al. 2013; Yan et al. 2016).
For each flux-uncalibrated standard star spectrum,
a running median filter with 99 pixels in width is
applied to remove large scale fluctuations, mainly
due to the response function R(λ) in Eq. 1. A nor-
malized spectrum with small-scale information is
obtained and the apparent velocity of each stan-
dard star is estimated.
2. The normalized, small-scale spectrum is then fit-
ted by a series of normalized theoretical spectra
of F stars from Kurucz (1992) with ranges of ef-
fective temperature, surface gravity, and metallic-
ity11. This is done at the velocity of the standard
star. A best-fit theoretical spectrum with mini-
mum reduced χ2 is then selected.
3. A calibration vector is derived by taking the ratio
between the flux of the best-fit model and the un-
calibrated flux of the standard star at the velocity
of the observed standard star:
calibration vector = R(λ)−1 =
Fmodel(λ)
Fmeas(λ)
. (4)
The pipeline then combines individual calibration
vectors with S/N weighting and samples them us-
ing an iterative, multi-scale b-spline interpolation
10 The color selection can be found at http://www.sdss.org/
stdstar_colors/
11 The data of the theoretical spectra can be found
at https://svn.sdss.org/public/repo/eboss/idlspec2d/tags/
v5_7_0/templates/kurucz_stds_raw_v5.fits
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Figure 3. Demonstration of SDSS calibration process. Panel one: an example of un-calibrated spectrum. Panel two: the best-fit model
spectrum. Panel three: the derived calibration vector in the plate 4342. Panel four: small scale residuals in the calibration vector.
scheme to derive the final calibration vector. This
effective scale should be chosen carefully to effi-
ciently capture the response function of the instru-
ment and avoid over-fitting small scale residuals
due to the difference between modelled spectra and
observed ones. We will discuss the effect of this b-
spline interpolation scale on the final calibration
vectors below. All the spectra in the same plate
are then normalized by the final calibration vector.
The code performing this calibration procedure is avail-
able online12. Since the calibration vector is derived from
the ratio between the uncalibrated and theoretical spec-
tra, any mismatch between the two will generate features
which will be imprinted onto all the science spectra gen-
erated by the survey. In other words, it is important to
characterize the level of bias present in the calibration
vector.
To provide some visual guidance with the calibration
12 The main code for this procedure can be found
at https://svn.sdss.org/public/repo/eboss/idlspec2d/tags/
v5_7_0/pro/spec2d/spflux_v5.pro
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Figure 4. Difference between observed stellar absorption lines and best-fit model spectra. Upper panel: median composite spectrum of
1000 standard stars derived from uncalibrated spectra (black) and composite spectrum of the corresponding best-fit model spectra (red).
Lower panel: Ratio between the model and un-calibrated spectra with SDSS full resolution (thin green line) and a smooth version with
a cubic b-spline re-sampling (thick green line) using SDSS-III anchor points (purple points) and DR12 median residual spectrum (blue).
The difference between the uncalibrated and model spectra is consistent with the residuals observed in quasar spectra.
process, we show the different steps involved in Figure 3
using a representative standard star. The large-scale fea-
tures seen in the top panel are due to modulations in the
sensitivity of the system as well as absorption bands orig-
inating from the atmosphere. The discontinuity visible
at λ ∼ 6000 A˚ indicates the transition between the blue
and red detectors of the spectrograph. The second panel
of the figure shows the corresponding best-fit model spec-
trum (red). The calibration vector derived by taking the
ratio of the two is shown in the third panel with the green
line. Since we are interested in small scale features, we
filter out the large-scale features using a cubic b-spline
with break points separated by 50 A˚ and avoiding the at-
mospheric absorption bands. This continuum estimate is
shown by the cyan dashed line. The fluctuations around
that baseline are shown in the bottom panel of the fig-
ure where we focus on the bluer part of the wavelength
range, with λ < 6000 A˚. They reveal limitations in the
ability of the best-fit model to reproduce the amplitude
of the stellar absorption lines. For this one plate, the
observed residuals appear to be similar to those visible
in the median DR12 absorption spectrum. This shows
that, already at the level of a single plate, detectable
systematics are introduced by the calibration process.
To illustrate the origin of those systematic features, we
consider an ensemble of 1000 bright reference stars, ran-
domly selected from the DR12 sample. For each object,
we remove the large scale features due to the response
function of the spectrograph with a running median fil-
ter and stack the normalized uncalibrated spectra with a
median estimator. We apply the same procedure to the
best-fit model spectra of these reference stars. The up-
per panel of Figure 4 shows the composite spectra of the
standard stars in black and their corresponding best-fit
models in red. The bottom panel shows the ratio with
full SDSS spectral resolution (thin green line). This fig-
ure shows that, on average, the best-fit models tend to
have stronger absorption features than those of the ob-
served standard stars. This could be due to an inability
to converge to the right metallicity, the use of an inap-
propriate point spread function, or/and the inaccuracy
of the stellar models and atomic data for modelling the
absorption lines (e.g. Kurucz 1993; Heiter et al. 2015).
It is reasonable to think that this step of the calibration
process could be further improved. This currently limits
the accuracy of statistical studies with SDSS spectra at
the plate level.
We now look more closely at the amplitude of the fluc-
tuations. Figure 4 shows that the features in the SDSS
resolution ratio spectrum (thin green line) appear to be
narrower and have a larger amplitude. This difference
is even more severe if we consider the DR7 composite
absorption spectrum. This is due to the fact that the
SDSS pipeline does not use the calibration vector at full
resolution but subsamples it and then uses a spline inter-
polation to define it at every pixel. We perform a similar
analysis as the pipeline by using the anchor points of
SDSS-III (purple data points) to resample the full reso-
lution ratio spectrum and we find a good agreement be-
tween the smooth ratio spectrum (thick green line) and
the DR12 composite absorption spectrum. We have also
found that the number of anchor points for the spline in-
terpolation is lower for DR7 than DR12. As a result, the
effective calibration vector used in DR7 is intrinsically
smoothed and this explains why the residual features in
the DR7 composite absorption spectrum shown in Fig-
ure 1 are much weaker.
Another limitation of the best-fit model is seen by
the presence of an emission-line feature at the loca-
tion of LiI 6708 A˚ (e.g. Gerbaldi et al. 1995; Takeda
& Kawanomoto 2005) in the composite residuals. This
shows that the best-fit models under-predict the strength
of this line. This could be due to an adoption of an
inaccurate Li abundance or/and an adoption of incom-
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Figure 5. Origin of the broad Hα absorption. Upper panel:
10 randomly-selected DR12 calibration vectors around 6500 A˚.
Dashed lines show the large-scale features modeled by cubic b-
spline functions with break points separated by 50 A˚. Lower panel:
the DR12 quasar residual spectrum. The artificial smooth bump
at the wavelength of Hα in calibration vectors is introduced by the
spline interpolation over the masked region. The emission line fea-
ture around 6708 A˚ is due to that the model spectra underpredict
the strength of LiI 6708 A˚ absorption line.
plete stellar physics in the model (e.g., Kurucz 1996). As
a result, LiI is under-estimated in all reduced spectra.
All these systematic features, whether they are under-
or over-represented in the best fit F-star model spectra,
will imprint a systematic pattern in all the spectra of the
dataset. This pattern also reflects the velocity distribu-
tion of the standard stars across the sky and therefore
carries their velocity distribution.
2.4. Artificial hydrogen Balmer emission & absorption
lines imprinted on SDSS spectra
We now focus on the spectral regions corresponding to
the hydrogen Balmer lines. Figure 2 shows the behav-
ior of the DR12 composite absorption spectrum signifi-
cantly differs from that of the theoretical F-star spectra
at those locations. This is expected as the strength of
the stellar Balmer absorption line is orders of magnitude
stronger than those of the metal lines. Given that these
spectral regions are likely to result in substantial sys-
tematics in the calibration vector, no attempt is made to
fit them accurately. Instead, the pipeline applies masks
in the vicinity of the Balmer series and interpolates the
estimated calibration vectors in those regions. When a
spline interpolation is performed across a masked region,
the final estimate will carry the signature of the local cur-
vature of the original spectrum. At the location of Hα,
the curvature is such that the interpolated calibration
vector displays an absorption-like feature. This is illus-
trated in Figure 5 where we show 10 randomly selected
calibration vectors in DR12. As can be seen, at the Hα
wavelength, there is a smooth artificial curving bump
which appears in all the calibration vectors. For the ma-
jority of the objects, this artificial bump introduces an
artificial absorption-like feature at the wavelength of Hα
which will be imprinted into the final science spectra.
Its final amplitude will depend on the number of anchor
points used in the spline interpolation of the calibration
vector. This explains why the artificial Hα feature is
hardly noticeable in DR7 but is clearly present in DR9
and subsequent releases.
This absorption-like feature was reported by Zhang &
Zaritsky (2017) who analyzed the DR12 dataset. These
authors interpreted it as Hα absorption lines induced by
gas in the halo of the Milky Way. Sethi et al. (2017)
pointed out that such an amount of absorption is physi-
cally implausible. Our analysis now shows that this fea-
ture is artificial and fully explained by the limitations
of the spectroscopic calibration procedure. As pointed
out earlier, both the absorption features and the masks
related to spectroscopic features of standard stars are ex-
pected to carry the signature of the star velocity distribu-
tion. Their position in the observer frame is expected to
depend on the position in the sky and reflect the rotation
of the Milky Way.
Over time, the data releases have treated the Balmer
line regions in different ways. The presence of the arti-
ficial curvature was first reported by Busca et al. (2013)
in the context of the DR9 data release. To minimize this
effect, a different scheme was used in DR12 (Alam et al.
2015, see their Table 2) by using a linear function (in-
stead of an iterative b-spline procedure) to interpolate
the flux over the masked regions. Surprisingly, we ob-
serve that this data reduction change was only applied to
the Balmer β, γ and δ lines but not applied to the Balmer
α line. For the latter one, the original iterative spline in-
terpolation scheme has been used all along. As a result,
an absorption-like feature at the location of Balmer α is
found in SDSS data releases 9 up to now, i.e., the lat-
est data release 14 (Abolfathi et al. 2017). To illustrate
this, we show examples of calibration vectors for SDSS
BOSS DR9 (Dawson et al. 2013; Ahn et al. 2012), DR12
(Alam et al. 2015), eBOSS DR14 (Dawson et al. 2016;
Abolfathi et al. 2017) data release as well as calibration
vectors for the MaNGA survey (Bundy et al. 2015) DR14
data release (Abolfathi et al. 2017) in Figure 6. In the
upper panel, we show small scale features in calibration
vectors from the same plate (number 3647) processed by
the DR9 (blue), DR12 (green), and DR14 (red) pipelines.
The spectra are obtained by normalizing the large scale
features in calibration vectors with a cubic b-spline with
break points separated by 50 A˚. The three spectra are
mostly identical while the smooth curving features at the
wavelengths of Balmer series in DR9 disappear in DR12
and DR14. From DR12, the pipeline corrects the fea-
tures with linear interpolation across wavelength regions
with Balmer β, γ and δ lines (Alam et al. 2015). One can
also observe the change in the median residual spectra
of DR9 and DR12 in Figure 1. However, the Hα feature
remains uncorrected from DR9 to DR14. We also show
a DR7 calibration vector (black) in which most of the
wiggles are absent. As pointed previously, this is due to
the fact that the DR7 pipeline interpolates the calibra-
tion vectors using an effective scale larger than that used
in subsequent data releases.
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Figure 6. Small scale features in calibration vectors. Upper panel: small scale features in a calibration vector of plate 406 from DR7
(black) and plate 3647 from DR9 (blue), DR12 (green), and DR14 (red) data release. Lower panel: small scale features in a calibration
vector of MaNGA survey (plate number 8440). The gray bands indicate the masked wavelength regions. Note that the Hα absorption
bump remains uncorrected.
In the lower panel of the figure, we show an exam-
ple of small scale features in DR14 MaNGA calibration
vectors obtained with the same method. We note that
the MaNGA survey uses a different pipeline for calibra-
tion. Therefore, the systematic features differ from the
features in quasar spectra. However, we find that the
imprints of Balmer series, including the Hα feature, sim-
ilar to the ones in DR9 BOSS calibration vectors. This
illustrates that the current dataset of the MaNGA sur-
vey may suffer from similar systematic features as those
found in BOSS/eBOSS quasar spectra.
2.5. Correlation spectra
We can obtain further insight into the origin of the
systematic spectroscopic fluctuations and their depen-
dencies on observables by measuring cross-correlations
with an external observable X. As we are looking for
unknown systematics, we use a Spearman rank-order co-
efficient to be generic:
CδF X = 〈Rank(δF ) · Rank(X)〉 (λ) . (5)
We have estimated the cross-correlation with observables
X, such as air-mass, seeing, sky location, ISM column
density, etc. The results for DR12 are shown in Figure 7.
To enhance the signal to noise ratio, we smooth individ-
ual quasar spectra with a 1-pixel Gaussian kernel before
calculating the correlation spectra. The corresponding
uncertainties are obtained by bootstrapping the quasar
sample 200 times. As can be seen in the figure, corre-
lations with Galactic longitude reveals many pixels with
significant values. They are found around the 5000 A˚ and
the Hα. The same spectral regions show even stronger
correlation coefficients with the velocity of the standard
stars used in each SDSS spectroscopic plate. This de-
pendence reflects the connection between the systematic
fluctuations in the composite absorption spectrum and
the properties of the observed standard stars. We also
detect correlations with Galactic latitude and dust col-
umn density at the location of the Calcium and Sodium
absorption lines. This is expected as they all trace the
column density of the ISM.
3. SUMMARY
Large spectroscopic surveys provide us with samples
of spectra, offering appealing opportunities for statisti-
cal analyses. They enable the detection of emission and
absorption signals buried into measurement noise and/or
population variance. Pushing the accuracy of statistical
studies with such datasets requires understanding their
limitations by systematic effects. We have studied these
limitations in the context of absorption measurements
with the Sloan Digital Sky Surveys I, II, III and IV (up
to data release 14).
Using quasar spectra, we have shown that changes in
the data reduction strategy throughout different data re-
leases have led to a better accuracy at long wavelengths
but a degradation at short wavelengths with the emer-
gence of systematic spectral features with an amplitude
of about one percent. We have shown that these fea-
tures originate from the spectroscopic calibration pro-
cess which relies on the comparison between observed
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Figure 7. Spearman’s rank-order correlation spectra. The correlation spectra with velocity of the standard stars and longitude show
significant oscillation features, which are originated from the velocity dependence of calibration vectors. The grey bands indicate 1σ regions.
and modeled F-stars. In particular, we find that
• The best-fit F-star models tend to over-predict the
strength of metal lines and under-predict that of
Lithium. Such effects can be seen at the plate-level,
based on 20 reference stars.
• Different levels of residuals are found at the loca-
tion of the hydrogen Balmer β, γ and δ across the
different data releases, due to changes in the type
of interpolation scheme used to describe the corre-
sponding masked regions. Surprisingly, the treat-
ment of the Balmer α line has not changed up to
the latest data release (DR14) and results in the
presence of an artificial absorption line.
We have shown that the Hα absorption-like feature
reported by Zhang & Zaritsky (2017) and inter-
preted as circum-galactic absorption is an artificial
feature introduced by the calibration process.
• All these systematic features imprint a systematic
pattern in all the reduced spectra. This pattern
also reflects the velocity distribution of the stan-
dard stars across the sky and therefore carries their
velocity distribution.
Our analysis shows that a more accurate calibration pro-
cedure can be implemented. Having learned from the
SDSS experience, our advice for the design and data re-
duction strategy of future surveys is as follows:
• Composite continuum-normalized spectra for sam-
ples of sources should be systematically measured
at different steps of the data reduction to check
for the existence of systematic effects. In addi-
tion, cross-correlations between flux fluctuations
and various observables such as dust reddening,
Galactic latitude & longitude, standard star veloc-
ity, etc. should be used as quality checks. Informa-
tive tests can be performed using only a limited set
of reference sources (about 20 in the case of SDSS).
• Spectroscopic calibration procedures relying on ref-
erence stars should carefully investigate the re-
quired accuracy of the chosen library of stellar spec-
tra (whether it is defined theoretically of empiri-
cally, e.g. Yan & the MaStar Team (2017)), the
sampling resolution of the stellar parameters and
the characterization of the PSF to ensure that the
best fit spectra do not induce systematic features.
• A Sloan-like calibration process uses small-scale
spectroscopic information to derive large-scale cal-
ibration. The corresponding calibration vector
needs to be sampled on a carefully chosen wave-
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length scale such that small-scale features poten-
tially left by imperfect modeling of the reference
stellar spectra do not propagate to the science spec-
tra.
• While SDSS selects F-stars as calibration stan-
dards, it is also possible to use other sources as
calibration stars. For example, an intriguing set of
quasi-perfect black-body objects has been reported
by Suzuki & Fukugita (2017) recently. These ob-
jects have no absorption features and their SEDs
can be described with just two parameters. It will
be interesting to characterize their properties and
estimate their number density on the sky. If they
have a sufficient number density, they can be ex-
cellent candidates as calibration standards.
Upcoming spectroscopic surveys such as SDSS-V, DESI,
PFS, 4MOST (de Jong et al. 2016) and MOONs (Cira-
suolo & MOONS Consortium 2016) would benefit from
such considerations.
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