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Abstract
We consider a piecewise analytic real expanding map f : [0, 1] →
[0, 1] of degree d which preserves orientation, and a real analytic pos-
itive potential g : [0, 1] → R. We assume the map and the potential
have a complex analytic extension to a neighborhood of the interval
in the complex plane. We also assume log g is well defined for this
extension.
It is known in Complex Dynamics that under the above hypothesis,
for the given potential β log g, where β is a real constant, there exists a
real analytic eigenfunction φβ defined on [0, 1] (with a complex analytic
extension) for the Ruelle operator of β log g.
Under some assumptions we show that 1
β
log φβ converges and is a
piecewise analytic calibrated subaction.
Our theory can be applied when log g(x) = − log f ′(x). In that
case we relate the involution kernel to the so called scaling function.
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0. INTRODUCTION
We consider a piecewise real analytic expanding map f : [0, 1]→ [0, 1] of
degree d which preserves orientation and a real analytic positive potential
g : [0, 1]→ R.
We assume the map and the potential have a complex analytic extension
to a neighborhood of the interval in the complex plane. We also assume that
log g is well defined for this complex neighborhood and for the extension of
g.
In our notation A = log g, with A analytic, then we denote
m(A) = max
ν an invariant probability for f
∫
A(x) dν(x),
and µ∞A any probability which realizes the maximum value. Any one of
these probabilities µ∞A is called a maximizing probability for A. In general
these probabilities do not necessarily give positive weight to every open set.
An important result in Complex Dynamics is the following: under the
above hypothesis, for a given real analytic potential β log g, where β ≥ 0 is
a real constant, there exists a real analytic positive eigenfunction φβ defined
on [0, 1] for the real Ruelle operator Pβ log g of the potential β log g (see [55]
[21] [54]). The existence of a complex analytic extension of g to the interval
[0, 1] (see, for instance, section 2.5 beginning in page 96 [5], or, [54], [44]) is
a key point in our proof.
We denote µβ the equilibrium state for β log g. We recall that any accu-
mulation point µβn , n→∞, is a maximizing probability for the real function
log g (restricted to the interval [0, 1], see for instance [22] [6] [17]. We will
present precise definitions later.
It is known that any convergent subsequence of the equicontinuous family
1
β
log φβ is a calibrated subaction (see [17]). Calibrated subactions play a
very important role in the understanding of the properties of the maximizing
probabilities (see [34] [17] [2]).
A pertinent question is to know if there exists a real analytic calibrated
subaction? There are examples where there is no real analytic calibrated
subaction (see [6]). Under what hypothesis one can find real analytic cal-
ibrated subactions? Is it possible to get piecewise real analytic calibrated
subactions under some reasonable conditions? Our purpose here is to ad-
dress these questions.
A natural strategy would be to consider the complex extension of 1
β
log φβ
to a certain complex neighborhood Oβ of [0, 1] and then to use the criteria
of normal families when β → ∞. One problem we have to face in this ap-
proach is that the results in the literature concerning the existence of the
eigenfunction φβ do not give a sharp information on the size of Oβ when
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β changes. Our result shows that in general there is no uniform control of
this size in the limit β → ∞. This implies that the naive strategy has low
chance to work.
1 Definitions and statement of the main result
A calibrated subaction for A = log g is a function V such that
sup
y such that f(y) = x
{V (y) + log g(y) − m(log g) } = V (x).
If the maximizing probability is unique the calibrated subaction is unique,
up to an additive constant (see [6] (Lemme C) or [2] (Proposition 5)).
In Statistical Mechanics the parameter β ≥ 0 is associated to the inverse
of the temperature. Then, one can say that the limit probability of µβ, when
β →∞, corresponds to the case of the equilibrium at temperature zero (see
[2], [4]). We refer the reader to [34] [22] [32] [48] [27] [36] [11] [12] and [17]
for general references and definitions on Ergodic Optimization.
We recall that the Bernoulli space is the set {1, 2, ..., d}N = Σ. A general
element w in Σ is denoted by w = (w0, w1, .., wn, ..).
In section 6 we will assume that d = 2.
We denote Σˆ the set Σ × [0, 1] and ψi indicates the i-th inverse branch
of f . We also denote by σ the shift on Σ. Finally, T−1 is the backward shift
on Σˆ given by T−1(w, x) = (σ(w), ψw0(x)). In order to analyze the analytic
properties of the dynamics of f we have to consider the underlying dynamics
of the inverse branches, and, then it is natural to consider the extend system
T acting on Σˆ. This kind of approach (in some sense) appears also in the
study of the scaling function (see [55]).
Definition 1.1. Consider A : [0, 1] → R Ho¨lder. We say that W : Σˆ → R
is a involution kernel for A, if there is a Ho¨lder function A∗ : Σ → R such
that
A∗(w) = A ◦ T−1(w, x) +W ◦ T−1(w, x)−W (w, x).
We say that A∗ is a dual potential of A, or, that A and A∗ are in invo-
lution.
Above we denote A(x) and A∗(w) to stress the difference of the domains
of each one. Note that A ◦ T−1(w, x) = A(ψw0(x)).
Remark 1.1. In order to show W is an involution kernel for A we just
have to show that A ◦ T−1(w, x) +W ◦ T−1(w, x) −W (w, x) is continuous
and just depends on w (see [2]).
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Given a Ho¨lder potential A = log g, the existence and properties of an
associated Ho¨lder continuous involution kernel W was presented in [2], for
the purpose of getting a Large Deviation Principle.
We show here the existence of W (w, x), x ∈ [0, 1], w ∈ {1, ..., d}N, which
is an analytic involution kernel for A(x) = log g(x), and a relation with the
dual potential A∗(w) = (log g)∗(w) defined in the Bernoulli space {1, ..., d}N .
In this case we have W : {1, ..., d}N × [0, 1]→ R, and, by analytic we mean:
for each w ∈ {1, ..., d}N fixed, the function W (w, .) has a complex analytic
extension to a neighborhood of [0, 1].
Here we assume that the maximizing probability for A is unique which
implies the maximizing probability for A∗ is also unique (see [2]). We denote
by V ∗ the calibrated subaction for A∗.
We denote by I∗ the deviation function for A∗ (see [2]).
Suppose V is the limit of a subsequence 1
βn
log φβn , where φβn is an
eigenfunction of the Ruelle operator for βnA. Suppose V
∗ is obtained in an
analogous way for A∗. Then, there exists γ such that
γ + V (x) = sup
w∈Σ
[W (w, x) − V ∗(w) − I∗(w) ]. (1)
This expression has interesting relations with the additive eigenvalue
problem (see [5] [13])
We consider on Σ = {0, ..., d − 1}N the lexicographic order. We will
consider, by technical reasons, the case where f : (0, 1)→ (0, 1) has positive
derivative. In the most of the cases we will consider, d = 2, in order to avoid
an unnecessary heavy notation.
Following [40] we define:
Definition 1.2. We say a continuous G : Σˆ = Σ × [0, 1] → R satisfies the
twist condition on Σˆ, if for any (a, b) ∈ Σˆ = Σ× [0, 1] and (a′, b′) ∈ Σ× [0, 1],
with a′ > a, b′ > b, we have
G(a, b) +G(a′, b′) < G(a, b′) +G(a′, b). (2)
Definition 1.3. We say a continuous A : [0, 1] → R satisfies the twist
condition, if some of its involution kernels satisfies the twist condition.
Note that if the above is true for some involution kernel it will be also
true for any involution kernel (see [40]).
We will assume the twist condition for W (sometimes called supermod-
ular condition as in section 5.2 in [47]), which is a very natural assumption
for the cost in optimization problems (see [5] and the Monge condition in
[19]).
The twist condition will assure that for the lexicographic order in Σ
(can be any lexicographic order) the multi-valuated function x → w(x) is
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monotonous decreasing (to be proved later). In the case f is a two to one
map (that is, d = 2), a special point, which will be called turning point, will
play an important role.
The turning point c (see fig. 1) is defined by
c = sup{x | w(x) = (1w1 w2...) for some the possible w(x)}.
All results before section 6 are for the general case of a finite d. However,
our main result, which is Theorem 7.2, is for the case d = 2. It claims that:
Theorem 1.1. Assume that
a) the maximizing probability µ∞A is unique,
b) has support in a periodic orbit,
c) log g is twist.
If d = 2 and the turning point c is eventually periodic for f , then the
calibrated sub-action V : [0, 1] → R for the potential A = log g is piecewise
analytic, with a finite number of domains of analyticity.
There are several examples where the hypothesis of the theorem are true
(see section 7). We show that expression (1) above can be used to find
explicit calibrated subactions in some cases (see Example 2 in section 7).
Motivation and discussion on assumptions
As a motivation for the study of the above problem we mention the
papers [1] [58] which consider the fat attractor. For a fixed potential A =
log g (called τ in the notation of [1]) there exist an extra-parameter λ. In
[1] it is shown that the boundary of this attractor is related the graph of
a certain function uλ. When λ → 1, we have that this uλ (normalized)
converges to a calibrated subaction for A (see [7] [3]). One of the conjectures
presented in [1], when translated to our language, claims that, if A is C2-
generic, then the uλ is piecewise differentiable. The function denoted by S
in [58] corresponds to the involution kernel here. The techniques we consider
here, namely, duality and the involution kernel, will be used on that context
in a forthcoming paper in order to understand the unstable manifold of some
special points in the boundary of the attractor.
In the setting of the fat attractor [58] [1] the turning point corresponds
to the projection on S1 of the intersection of certain unstable manifolds in
the boundary of the attractor [41].
The theory described here can be applied when log g(x) = − log f ′(x).
In that case we relate the involution kernel W to the scaling function (see
[55] [31] [44]). The dual potential A∗ of A = − log f ′(x) will be the scaling
function. The dual relation, via the involution kernel, we consider here is a
generalization of the relation of − log f ′(x) and the scaling function. More
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precisely, in this case, eW (w,x), (w, x) ∈ Σ× [0, 1], coincides with the function
|Dψw(x)| on the variables (w, x) of [44].
The twist condition (see [26]) on the involution kernel (it is a condition
that depends just on A) plays the same role in Ergodic Transport Theory
than the convexity hypothesis in Aubry-Mather Theory (see [45] [16] [25]
[43]). Here we will assume this hypothesis which was first considered in [37]
and [40]. Examples of potentials A such that the corresponding involution
kernel satisfies the twist condition appear there. The twist condition is an
open property in the variation of the analytic potential A = log g defined in
a fixed open complex neighborhood of the interval [0, 1].
It will be clear from our proof that in the case the support of the maxi-
mizing probability is not a periodic orbit (a Cantor set for instance), then,
one gets an infinite number of distinct domains of analyticity. In this case
the turning point will not be eventually periodic.
We point out that a main conjecture in Ergodic Optimization claims
that generically (in the Ho¨lder topology) on the potential A the maximizing
probability has support in a periodic orbit (see [17] for related results).
Therefore, the assumption that the maximizing probability is a periodic
orbit makes sense.
We point out that in the case f reverses orientation (like ,−2x (mod
1)), then there is no potential A = log g which is twist for the dynamics on
Σ × [0, 1]. A careful analysis (for different types of Baker maps) of when it
is possible for A to be twist for a given dynamics f is presented in [40]. We
will not consider this case here.
Strategy of the proof
By compactness, for each x there exists at least one w(x) such that
γ + V (x) = sup
w∈Σ
[W (w, x)− V ∗(w)− I∗(w) ] =
[W (w(x), x) − V ∗(w(x)) − I∗(w(x)) ].
For each fixed w we will prove thatW (w, x) is analytic in x (in a complex
neighborhood of [0, 1]).
As for a fixed w, W (w, x) is analytic on x (see corollary 5.3), a result
on piecewise analyticity of V is obtained if we are able to assume conditions
to assure that w(x) ∈ Σ is locally constant as a function of x ∈ [0, 1] (up
to a finite set of points x). In some case there exist just a finite number of
possible points w(x) (see fig 2).
Section by section description of the proof
In Section 2 we present some more basic definitions and in Section 3
we show the existence of a certain function hw(x) = h(w, x) which defines
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by means of log(h(w, x)) an involution kernel for log g. In Section 4 we
present some basic results in Ergodic Optimization, and, we describe the
main strategy for getting the piecewise analytic sub-action V . Section 4
shows the relation of the scaling function (see [56] [31]) with the involution
kernel, and, the potential log g = − log f ′. In fact, we consider in this section
a more general setting considering any given potential log g. A main point
we will need later is the proof of the analyticity on the variable x for w fixed.
This is the purpose of Section 5. In Section 6 (and also 4) we consider Gibbs
states for the potential β log g, where β is a real parameter. In Section 7 and
8 we show the existence of the piecewise complex analytic calibrated sub-
action. The main idea is to get the piecewise analyticity for the subaction
from the analyticity of the involution kernel. We need in this moment a
finiteness condition for the set optimal points. The turning point will play
an essential rule in this analysis. In the end of this section an example shows
that using our technique it is possible to get explicit computations and to
be able to exhibit a calibrated subaction in some complicated examples.
w(x)
S1
x
1
0
{0,1}
c
fig. 1 The turning point c
Finally, in the last section we present a result of independent interest
for the case where the maximizing probability is not a periodic orbit: we
consider properties of the involution kernel for a generic x.
We will use here some ideas from Transport Theory (see [59] [60]) to
show our main result. We point out that, in principle, this area has no
dynamical content. But, considering a cost function (the involution kernel
to be defined later) with dynamical properties one can obtain interesting
properties in Ergodic Theory. The fundamental relation (Proposition 6.1)
and a subsequent lemma show that the underlying dynamics spread optimal
pairs for the dual Kantorovich problem. This is a special attribute of Ergodic
Transport Theory. In [40] the main issue was the understanding of points in
the support of the maximizing measure. Here we focus on properties outside
the support.
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After this paper was written we discovered that some of the ideas de-
scribed in section 3 appeared in some form in [51] [31] (but, as far as we can
see, not exactly like here).
2 Onto analytic expanding maps
We will consider a complex analytic extension of the real Ruelle operator
Plog g and general references for this topic are [50] [54] [53] page 14. We
describe briefly below the extension of the Ruelle operator to an action in
complex functions defined in a small neighborhood of I.
The results we state below can be found basically in [52] section 2 pages
165-167 adapted to the present situation.
Denote I = [0, 1]. We say that f : I → I is an onto map if there exists a
finite partition of I by closed intervals
{Ii}i∈{1,2,..,d}, (3)
with pairwise disjoint interiors, such that
- For each i we have that f(Ii) = I,
- fi is monotone on each Ii.
Definition 2.1. We say that f is expanding if f is C1 on each Ii and there
exists λ˜ > 1 such that
inf
i
inf
x∈Ii
|Df(x)| ≥ λ˜.
Denote by
ψi : I → Ii
the inverse branch of f satisfying
ψi ◦ f(x) = x
for each x ∈ Ii.
We will say that an expanding onto map is analytic if there exists an
simply connected, precompact open set O ⊂ C, with I ⊂ O, such that, each
ψi has a univalent extension
ψi : O → ψi(O).
We assume we can choose O such that
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- ψi has a continuous extension
ψi : O → C.
- We have
ψi(O) ⊂ O.
- Moreover
sup
i
sup
x∈O
|Dψi(x)| ≤ λ =
λ˜−1 + 1
2
< 1.
Consider a finite word
γ = (i1, i2, . . . , ik),
where ij ∈ {1, 2, .., d}. Denote |γ| = k. Define the univalent maps
ψγ : O → C
as
ψγ = ψik ◦ ψik−1 ◦ · · · ◦ ψi1 ,
We will denote
Iγ := ψγ(I).
Given either an infinite word
ω = (i1, i2, . . . , ik, . . . ) ∈ Σ := {1, 2, .., d}
N ,
or a finite word with |ω| ≥ k, define its k-truncation as
ωk = (i1, i2, . . . , ik).
Note that for k ≥ 1
ψωk = ψik ◦ ψωk−1 .
For every finite word γ we can define the cylinder
Cγ = {ω ∈ {1, 2, .., d}
N : ω|γ| = γ}. (4)
W(x,w )a W(x, w )b
S1
x
R
Fig 2) The graph of an specific example of a piecewise analytic subaction
associated to a maximizing probability which is an orbit of period 2. It is the
maximum of W (. , wa) and W (. , wb), where {wa, wb} ⊂ {1, 2}N is an orbit of
period 2 for the shift.
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3 Analytic potentials, spectral projections and in-
variant densities
Some of the results presented in this section extend some of the ones in [44].
We say that a function
g : ∪i int Ii → R
is a complex analytic potential if there are complex analytic functions gi : ψi(O)→
C such that
- The functions gi and g coincides in the interior of Ii.
- The functions gi have a continuous extension to ψi(O).
- There exists θ < 1 such that
0 < inf
x∈ψi(O)
|g′i(x)| ≤ sup
x∈ψi(O)
|g′i(x)| ≤ θ.
- We have
gi(R ∩ ψi(O)) ⊂ R
+.
Denote
h˜i(x) = gi(ψi(x)).
For every finite word γ we will define by induction on the lengths of the
words the function
h˜γ : O → C
in the following way: Let γ = (i1, i2, . . . , ik+1). If |γ| = k + 1 = 1 define
h˜γ(x) = gi1(ψi1(x)), otherwise
h˜γ(x) = h˜γk(x) · gik+1 ◦ ψγk+1(x) = h˜γk(x) · h˜ik+1 ◦ ψγk(x).
As the functions we consider have complex analytic extensions, then, h˜γ
is complex analytic, but it is real when restricted to the interval I.
Definition 3.1. Define the Perron-Frobenious operator
Plog g : C(I)→ C(I).
as
(Plog g q)(x) =
∑
i
h˜i(x) q(ψi(x)).
Note that
(Pnlog g q)(x) =
∑
|γ|=n
h˜γ(x) q(ψγ(x)).
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From [50] there exists a probability µ˜, with no atoms and whose support
is I, a Ho¨lder-continuous and positive function v and α > 0 such that
Pnlog gv = α
nv, µ˜(v) = 1, (5)
and
µ˜(Pnlog gq) = α
n µ˜(q)
for every q ∈ C(I). Let vµ˜ be the measure absolutely continuous with
respect to µ˜ and whose Radon-Nikodyn derivative with respect to µ˜ is v,
that is, for every Borel set A we have
vµ˜(A) =
∫
A
v(x) dµ˜(x).
Then the probability vµ˜ is f -invariant. Let ω be either an infinite word
ω = (i1, i2, . . . , ik, . . . ) or a finite word with |ω| ≥ k + n. Then
µ˜(Iωk+n) =
1
αn
∫
Iωk
h˜ωn+k−ωk(x) dµ˜(x), (6)
where ωn+k − ωk is the word
(ik+1, ik+2, . . . , ik+n).
The above expression is sometimes called the conformality of the prob-
ability µ˜.
For every finite word γ, define
hγ =
h˜γ
α|γ|µ˜(Iγ)
.
hγ is complex analytic but it is real when restricted to I.
Note that for |ω| ≥ k + 1
hωk+1(x) = hωk(x)·gik+1◦ψωk+1(x)
µ˜(Iωk)
α µ˜(Iωk+1)
= hωk(x)·h˜ik+1◦ψωk(x)
µ˜(Iωk)
α µ˜(Iωk+1)
.
(7)
Let U ⊂ C be a pre-compact open set. Consider the Banach space B(U)
of all complex analytic functions
h : U → C
that have a continuous extension on U , endowed with the sup norm.
The following lemma (see theorem 2.3.2 in page 15 in [?]) is a well-
known result on holomorphic functions which is very much used in complex
dynamics [55] [46].
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Lemma 3.1. If U,U1 ⊂ C are relatively compact open sets such that U1 ⊂ U
then the inclusion ı : B(U) → B(U1) is a compact linear operator. So every
bounded sequence fn ∈ B(U) has a subsequence fni such that fni converges
uniformly on U1 to a continuous function that is complex analytic in U1.
Moreover if Un is a sequence of open sets such that Un ⊂ U and
∪nUn = U,
we can use a diagonal argument to show that we can find a subsequence fni
and a bounded complex analytic function f on U such that fni converges
uniformly to f on each compact subset of U .
Theorem 3.1. There exists K > 0 with the following property: For every
infinite word ω the sequence hωk is a Cauchy sequence in B(O). Let hω be
its limit. For every ω and x ∈ O we have
1
K
≤ |hω(x)| ≤ K.
Proof. Indeed since
ψik+1(Iωk) = Iωk+1 ,
we have from the conformality property (6)
α µ˜(Iωk+1) =
∫
Iωk
gik+1 ◦ ψik+1(y) dµ˜(y). (8)
Since gi is analytic and
diam ψωk+1(O) ≤ Cλ
k+1,
by Eq. (7) we have that if δk,x,y is defined by
gik+1 ◦ ψik+1(y)
gik+1 ◦ ψik+1(x)
= 1 + δk,x,y,
then,
|δk,x,y| ≤ Cλ
k+1.
for every x, y ∈ ψωk(O). Here C does not depend on either x, y ∈ O, k ≥ 1,
or ω. In particular, if δ˜k,x is defined by
gik+1 ◦ ψωk+1(x)
µ˜(Iωk)
α µ˜(Iωk+1)
= 1 + δ˜k,x,
then, by conformality of µ˜ and the usual bounded distortion argument (for
instance [42] page 169)
|δ˜k,x| ≤ Cλ
k.
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for x ∈ O. This implies that for m > n, if ǫn,m is defined by
hωm(x)
hωn(x)
= 1 + ǫn,m,
then,
|ǫn,m| ≤ C1λ
n (9)
for some C1. Here C1 does not depend on x, y ∈ O, k ≥ 1, or ω.
Let m0 large enough such that C1λ
m0 < 1. Then
inf
y∈O,|γ|<m0
|hγ(y)|
∞∏
k=m0
(1−C1λ
k) ≤ |hωk(x)| ≤ sup
y∈O,|γ|<m0
|hγ(y)|
∞∏
k=m0
(1+C1λ
k)
for every x ∈ O, infinite word ω and k ≥ 1. In particular there exists K > 0
such that
1
K
≤ |hωk(x)| ≤ K (10)
for every k ≥ 1, x ∈ O and infinite word ω. The family hωk is equicontinuous.
Indeed, by estimate (9) we have that
hωm(x)− hωn(x)
hωn(x)
= ǫn,m,
and by (10) we have that hωn is bounded above and below. Then, we
conclude that hωk converges.
Denote
hω = lim
k
hωk .
It follows from Eq. (10) that
1
K
≤ |hω(x)| ≤ K (11)
for every x ∈ O and infinite word ω.
For each ω the function hω is complex analytic. It is the extension of a
strictly positive real function defined on I.
Corollary 3.1. For each ω ∈ Σ the function log hω(·) : I → R has a complex
analytic extension to O.
Proof. Since O is a simply connected open set, the funtions hω are complex
analytic, and hω(x) 6= 0 for every x ∈ O, the result follows from the property
of the normal families in Complex Analysis (see [14] Cor. 6.17).
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We use the notation hω(x) = h(ω, x), hωk(x) = h(ωk, x), for x ∈ [0, 1]
and ω ∈ {1, 2, .., d}N , according to convenience.
For every µ˜-integrable function z : I → R we can define the signed mea-
sure zµ˜ as
(zµ˜)(A) =
∫
A
z(x)µ˜(x)
for every Borel set A ⊂ I.
Theorem 3.2. Let
z : I → R
be a positive Ho¨lder-continuous function. Then, the sequence
ρz(x) := lim
k
∑
|γ|=k
hγ(x) [ (z µ˜ ) (Iγ)] = lim
k
∑
|γ|=k
hγ(x)
∫
Iγ
z d µ˜,
converges for each x ∈ O. This convergence is uniform on compact subsets
of O. Indeed
ρz(x) = v(x)
∫
z dµ˜,
where v is the complex analytic extension of the function v defined in (5).
Furthermore, there exists a probability µ over the Borel sigma algebra in the
space of infinite words such that
v(x) = ρv(x) =
∫
hω(x) dµ(ω). (12)
Proof. Define ρ(k) : O → C as
ρ(k)(x) :=
∑
|γ|=k
hγ(x)
∫
Iγ
z d µ˜.
Firstly we will prove that
ρ(k)(x)→k v(x)
∫
z dµ˜, (13)
for each x ∈ I. Indeed for x ∈ I
∑
|γ|=k
hγ(x)
∫
Iγ
z d µ˜ =
∑
|γ|=k
hγ(x) z(ψγ(x))(1 + ǫx,γ)µ˜(Iγ)
=
∑
|γ|=k
hγ(x) z(ψγ(x))µ˜(Iγ) + ǫ˜x,k
= α−k
∑
|γ|=k
h˜γ(x) z(ψγ(x)) + ǫ˜x,k
14
= α−k(P klog gz)(x) + ǫ˜x,k.
Here,
|ǫx,γ |, |ǫ˜x,k| ≤ Cη
k,
for some η < 1.
It is a well know fact that
lim
k
α−k(P klog gz)(x) = v(x)
∫
z dµ˜.
So
lim
k
ρ(k)(x) = v(x)
∫
z dµ˜.
for x ∈ I.
Next we claim that ρ(k) converges uniformly on compact subsets of O
to a complex analytic function ρz. Note that by Eq. (10) we have
|
∑
|γ|=k
hγ(x)
∫
Iγ
z d µ˜| ≤ K sup
x∈I
|z(x)|
∑
|γ|=k
µ˜(Iγ) ≤ K sup
x∈I
|z(x)|,
for every x ∈ O, so in particular the complex analytic functions ρ(k) are
uniformly bounded in O. By Lemma 3.1 every subsequence of ρ(k) has a
subsequence that converges uniformly on compact subsets of O to a complex
analytic function defined in O, so to prove the claim it is enough to show that
every subsequence of ρ(k) that converges uniformly on compact subsets of
O converges to the very same complex analytic function. Indeed we already
proved that such limit functions must coincide with
v(x)
∫
z dµ˜
on I. Since the limit functions are complex analytic, if they coincide on I
they must coincide everywhere in O. This finishes the proof of the claim.
In particular taking z(x) = 1 everywhere, this proves that v : I → R has a
complex analytic extension v : O → C. Consequently for every function z
ρz(x) = v(x)
∫
z dµ˜,
once we already know that these functions coincide on I. For any given z
we have that ρz(x) = v(x)
∫
z dµ˜ is an eigenfunction of the Ruelle operator.
So we got a spectral projection in the space of eigenfunctions.
Now we will prove the second statement. Consider the unique probability
µ defined on the space of infinite words such that on the cylinders Cγ ,
|γ| <∞, it satisfies
µ(Cγ) = (vµ˜)(Iγ) =
∫
Iγ
v d µ˜.
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Note that µ extends to a measure on the space of infinite words because
vµ˜ is f -invariant and it has no atoms. For each fixed x ∈ O, the functions
ω → hωk(x) are constant on each cylinder Cγ , |γ| = k. So∫
hωk(x) dµ(ω) =
∑
|γ|=k
hγ(x)µ(Cγ).
By the Dominated Convergence Theorem∫
hω(x) dµ(ω) = lim
k
∫
hωk(x) dµ(ω) = lim
k
∑
|γ|=k
hγ(x) µ(Cγ) =
lim
k
∑
|γ|=k
hγ(x) (vµ˜)(Iγ).
Corollary 3.2. The function ρz = v(x)
∫
z dµ˜ is a α-eigenfunction of Plog g
Plog g(ρz) = α · ρz.
Therefore, any ρz is an eigenfunction for the Ruelle operator for A =
log g. Later we will consider a real parameter β and we will denote by φβ(x)
a specific normalized eigenfunction of the Ruelle operator for β log g.
The two results described above are in some sense similar to the ones in
[55] section 9, [44], [2]. We explain this claim in a more precise way in the
next section.
The results described in this section correspond in [44] to the potential
log g = A = − log f ′.
4 Maximizing probabilities, the dual potential and
Scaling functions
From Corollary 3.2, given A = β log g, there exists αβ and ρβ, such that,
Pβ log g(ρβ) = αβ ρβ, where ρβ has a complex analytic extension to a neigh-
borhood Oβ . The φβA is colinear with ρβ and satisfies the normalization
described above. Therefore, we get from Corollary 3.2 the expression
ρβ(x) =
∫
hω(x) dµ(ω).
Our main purpose in this section is to get the following:
Proposition 4.1. For any β we have that log hω(x) = log hβ(ω, x) is well
defined and is an involution kernel for β log g. For ω and β fixed, the func-
tion log hβ(ω, .) has a complex analytic extension to a complex neighborhood
O of [0, 1].
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Given a finite word γ = (i1, i2, . . . , ik), k > 1, define σ
⋆(γ) = (i2, . . . , ik).
For infinite words we define σ⋆ as the usual shift function. The scaling
function s : Σ→ R of the potential g is defined as
s(ω) = lim
k→∞
µ˜(Iωk)
µ˜(Iσ⋆(ωk))
.
This definition is the natural generalization of the scaling function in
[56] and [31]. If we take log g = − log f ′ then we get their result. It will
follow from our results the existence of an involution kernel which provides
a co-homology between the scaling function [ log(α s) ](w) and log g(x) =
− log f ′(x). The constant α is the eigenvalue defined before in section 1.
To verify that the above limit indeed exists, note that by Eq. (8) and
since g is a Ho¨lder-continuous function we have that
µ˜(Iωk+1)
µ˜(Iσ⋆(ωk+1))
=
∫
Iωk
g ◦ ψik+1(y) dµ˜(y)∫
Iσ⋆(ωk)
g ◦ ψik+1(y) dµ˜(y)
= (1 + ǫk)
µ˜(Iωk)
µ˜(Iσ⋆(ωk))
,
where |ǫk| ≤ Cλ
k. So s(ω) is well defined.
Note that, since v > 0 is a Ho¨lder function and Iωk ⊂ Iσ(ωk),
s(ω) = lim
k→∞
(vµ˜)(Iωk)
(vµ˜)(Iσ⋆(ωk))
= lim
k→∞
µ(Cωk)
µ(Cσ⋆(ωk))
,
so the the scaling function s is the Jacobian of the measure µ.
The dual potential g⋆ is defined as
g⋆(ω) := αs(ω).
Lemma 4.1. We have that
g⋆(ω)
g(ψi0(x))
=
h(σ(ω), ψi0(x))
h(ω, x)
.
Proof. Indeed
h(σ(ω), ψi0(x))
h(ω, x)
= lim
k
h(σ(ωk), ψi0(x))
h(ωk, x)
.
lim
k
h˜(σ(ωk), ψi0(x))
h˜(ωk, x)
αkµ˜(Iωk)
αk−1µ˜(Iσ∗(ωk))
= lim
k
α
g(ψi0(x))
µ˜(Iωk)
µ˜(Iσ(ωk))
=
α
g(ψi0(x))
s(ω)
From the above we finally get Proposition 4.1.
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5 Analyticity of the involution kernel
From last section we get that for each value β ≥ 0
ρβA(x) =
∫
eWβ(w,x) dνβA∗(w) =
∫
hβ(w, x) dνβA∗(w),
is an eigenfunton for the Ruelle operator of the potential β log g. The invo-
lution kernel Wβ depends of the variable β.
Remark: There is a main difference from the reasoning of this section
to the procedures in [2]. We will explain this. Suppose W1 is an involution
kernel for log g (that is, β = 1). Therefore, given a real value β we have
β (log g)∗(w) = β log g ◦ T−1(w, x) + β W1 ◦ T
−1(w, x) − βW1(w, x).
The involution kernel is not unique (see [2]). We point out that log(hβ(w, x))
is not necessarily equal to βW1. This will require an extra work. We will
need to show the existence of aH∞(w, x) (complex analytic on x), such that,
hβ(w, x) ∼ e
β H∞(w,x) (in the sense that limβ→∞
1
β
log hβ(w, x) = H∞(w, x)).
In other words, we want to replace Wβ by a βH∞ (in the notation that will
be followed later).
We will show in Corollary 5.3 that for each fixed w the family 1
β
log hβ(w, x),
β > 0, is normal.
Remember that for a given w ∈ Σ, we have hω = limk hωk .
Proposition 5.1. Let K ⊂ O be a compact. There exists C such that the
following holds:
A. For every β ≥ 1 and x ∈ K, ω ∈ Σ, we have
e−βC ≤ |hβ(ω1, x)| ≤ e
βC (14)
B. For every β ≥ 1, x ∈ K, ω ∈ Σ and k ≥ 1 we have
e−Cβλ
k
≤
∣∣∣hβ(ωk+1, x)
hβ(ωk, x)
∣∣∣ ≤ eCβλk . (15)
C. For every finite word γ there is a function
qγ : R×O → C,
that is holomorphic on x, real valued for x ∈ R and which does not
depend on K, such that for every x ∈ O, β ≥ 1, ω ∈ Σ we have
hβ(ωk+1, x) = e
qωk+1(β,x). (16)
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Furthermore
|qω1(β, x)| ≤ Cβ (17)
and
|qωk+1(β, x) − qωk(β, x)| ≤ Cβλ
k (18)
for every β ≥ 1, x ∈ K, ω ∈ Σ and k ≥ 1.
Proof of Claim A. Recall that for i ∈ {1, . . . , d}
hβ(i, x) =
gβi (ψi(x))
αµ˜β(Ii)
=
gβi (ψi(x))∫
I
gβi (ψi(y))µ˜β(y)
, (19)
so
|hβ(i, x)| =
1∫
I
g
β
i (ψi(y))
|gβi (ψi(x))|
µ˜β(y)
.
Since gi are holomorphic on ψi(O), gi 6= 0 in ψi(O), for every compact
K ⊂ O there exists C1 such that
e−C1 ≤
|gi(ψi(x))|
|gi(ψi(y))|
≤ eC1 (20)
for every x, y ∈ K and i. Since µ˜β(I) = 1, it is now easy to obtain Eq.
(14).
Proof of Claim B. Since gi are holomorphic on ψi(O), gi 6= 0 in ψi(O), for
every compact K ⊂ O there exists C2 such that
e−C2|x−y| ≤
∣∣∣gi(ψi(x))
gi(ψi(y))
∣∣∣ ≤ eC2|x−y| (21)
for every x, y ∈ K and i. Note that every such compact is contained in
a larger compact set K˜ ⊂ O such that ψi(K˜) ⊂ K˜ for every i, so we can
assume that K has this property. Let x ∈ K. By Eq. (8)
hβ(ωk+1, x)
hβ(ωk, x)
=
h˜β(ωk+1, x)
h˜β(ωk, x)
αkβ µ˜β(Iωk)
αk+1β µ˜β(Iωk+1)
=
gβik+1(ψωk+1(x))
αβ
µ˜β(Iωk)
µ˜β(Iωk+1)
=
gβik+1(ψωk+1(x))
αβ
αβµ˜β(Iωk)∫
Iωk
gβik+1 ◦ ψik+1(y) dµ˜β(y)
=
gβik+1(ψωk+1(x))µ˜β(Iωk)∫
Iωk
gβik+1 ◦ ψik+1(y) dµ˜β(y)
(22)
=
µ˜β(Iωk)∫
Iωk
g
β
ik+1
◦ψik+1 (y)
g
β
ik+1
(ψωk+1 (x))
dµ˜β(y)
. (23)
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In particular
∣∣∣hβ(ωk+1, x)
hβ(ωk, x)
∣∣∣ = µ˜β(Iωk)∫
Iωk
g
β
ik+1
◦ψik+1 (y)
|gβik+1
(ψωk+1 (x))|
dµ˜β(y)
.
For every y ∈ Iωk we have
ψik+1(y), ψωk+1(x) ∈ ψωk+1(O)
From Eq. (34) we obtain
e−Cβλ
k
≤ e−Cβ diam ψωk+1(O) ≤
gβik+1 ◦ ψik+1(y)
|gβik+1(ψωk+1(x))|
≤ eCβ diam ψωk+1 (O) ≤ eCβλ
k
So
e−Cβλ
k
≤
|hβ(ωk+1, x)|
|hβ(ωk, x)|
≤ eCβλ
k
.
Proof of Claim C. Since gi ◦ ψi : O → C does not vanish and O is a simply
connected domain, there exists a (unique) function ri : O → C such that
gi ◦ ψi = e
ri on O and Im ri(x) = 0 for x ∈ R. Since ψγ(O) ∩ I 6= ∅ and
diam ψγ(O) ≤ λ
|γ| we have that
|Im ri(ψγ(x))| ≤ C3λ
|γ| (24)
for every x ∈ O and every finite word γ.
Define
qi(β, x) = βri(x) + log
1∫
Ii
gβi ◦ ψi(y) dµ˜β(y)
.
and qγ , with γ = (i1, . . . , ik+1), by induction on k, as
qγ(β, x) = qγk(β, x) + βrik+1(ψγk(x)) + log
µ˜β(Iγk)∫
Iγk
gβik+1 ◦ ψik+1(y) dµ˜β(y)
.
It follows from Eq. (22) that qγ satisfies Eq. (16), so
Re qγ(β, x) = log |hβ(γ, x)|,
in particular by Eq. (14) e (15) we have
|Re qω1(β, x)| ≤ C4β (25)
and
|Re qωk+1(β, x) −Re qωk(β, x)| ≤ C5βλ
k (26)
20
for β ≥ 1. Furthermore for every β ∈ R, ω ∈ Σ and k ≥ 1
|Im qωk+1(β, x)− Im qωk(β, x)| = |β Im rik+1(ψωk(x))| ≤ C6|β|λ
k.
Moreover for β > 0 we have
|Im qi(β, x)| = |β||Im ri(ψωk(x))| ≤ C7|β|.
For every x ∈ O define
Hβ,k(ω, x) :=
1
β
qωk(β, x).
In particular, if x ∈ I we have that hβ(ωk, x) is a nonnegative real number
by our choice of the branches ri, so
Hβ,k(ω, x) =
1
β
log hβ(ωk, x)
for x ∈ I. It follows from Proposition 5.1 that for every compact K ⊂ O
there exists D such that
|Hβ,1(ω, x)| ≤ D, (27)
|Hβ,k+1(ω, x)−Hβ,k(ω, x)| ≤ Dλ
k (28)
for x ∈ K, and every k and ω. So there exists some constant C8 such that
|Hβ,k(ω, x)| ≤ C8
for every k, ω, x ∈ K. This implies that the family of functions
F1 = {Hβ,k(ω, ·)}k,ω,β≥1
is a normal family on O, that is, every sequence of functions in this family
admits a subsequence that converges uniformly on every compact subset of
O. In Theorem 3.1 we showed that for every x ∈ I we have
lim
k
hβ(ωk, x) = hβ(ω, x) > 0,
so
lim
k
Hβ,k(ω, x) =
1
β
log hβ(ω, x),
for x ∈ I. It follows from the normality of the family F that the limit
Hβ(ω, x) := lim
k
Hβ,k(ω, x)
exists for every x ∈ O and that this limit is uniform on every compact subset
of O. Moreover
F2 = {Hβ(ω, ·)}ω,β≥1
is also a normal family on O.
We consider in Σ the metric d, such that d(ω, γ) = 2−n, where n is the
position of the first symbol in which ω and γ disagree.
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Corollary 5.1. For every compact K ⊂ O there exists C9 such that
|Hβ(ω, x)−Hβ(γ, y)| ≤ C9|x− y|+ C9d(ω, γ) (29)
for every x, y ∈ K.
Proof. Since the family F2 is uniformly bounded on each compact set K ⊂
O, we have that the family of functions
F3 := {H
′
β(ω, ·)}ω,β≥1
has the same property, so it is easy to see that for every compact K ⊂ O
there exists C such that
|Hβ(ω, x)−Hβ(ω, y)| ≤ C10|x− y|.
Note also that Eq. (28) implies
|Hβ(ω, x) −Hβ(ωk, x)| ≤ C11λ
k,
Let k + 1 = log(d(γ, ω))/ log λ. Then γk = ωk and we have
|Hβ(ω, y)−Hβ(γ, y)| ≤ |Hβ(ω, y)−Hβ(ωk, y)|+|Hβ(γk, y)−Hβ(γ, y)| ≤ C12d(ω, γ).
Corollary 5.2. There exists a sequence βn > 0 satisfying βn → ∞ when
n→∞ such that the limit
H∞(ω, x) = lim
n→∞
Hβn(ω, x), (30)
exists for every (ω, x) in
{1, . . . , d}N ×O.
Moreover for every compact K ⊂ O there exist C13 such that
|H∞(ω, x)−H∞(γ, y)| ≤ C13|x− y|+Cd(ω, γ) (31)
and the limit in Eq. (30) is uniform with respect to (ω, x) on
{1, . . . , d}N ×K (32)
In particular for each ω we have that x→ H∞(ω, x) is holomorphic on O.
Proof. By Corollary 5.1, the family of functions Hβ is equicontinuous on
each set of the form (32), where K is a compact subset of O. So given
a compact K ⊂ O and any sequence βj → +∞, as j → ∞, there is a
subsequence βji such that the limit
lim
i→∞
Hβji (ω, x)
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exists and it is uniform on the set of the form (32). Then, choosing an
exhaustion by compact sets of O and using Cantor’s diagonal argument we
can find a sequence βn → +∞ such that the limit
H∞(ω, x) = lim
n→+∞
Hβn(ω, x)
exists and it is uniform on every set of the form (32), with compact K ⊂ O.
Eq. (31) follows directly from Eq. (29).
This shows the main result in this section:
Corollary 5.3. For any w fixed, H∞(ω, x) is analytic on x.
From Corollary 5.2 (the convergence is uniform) and from (12)
ρv(x) =
∫
hω(x) dµ(ω),
we get that for any x ∈ [0, 1]
V (x) = lim
β→+∞
1
βn
log φβn(x) = sup
w∈Σ
(H∞(w, x) − I
∗(w)).
Proposition 5.2. The function H∞(w, x) is an involution kernel for g.
Proof. Consider g fixed. Let βn be a sequence as in Corollary 5.2. For any
βn we have
(gβn)⋆(ω)
gβn(ψi0(x))
=
hβn(σ(ω), ψi0(x))
hβn(ω, x)
.
Taking 1
βn
log in both sides and taking the limit n→ +∞ we get that
g(T−1(ω, x)) + H∞(T
−1(ω, x)) − H∞(ω, x)
depends only in the variable w.
Therefore, H∞(w, x) is an involution kernel (see Remark 1.1).
6 A piecewise analytic subaction
We suppose in this section that the maximizing probability for A = log g is
unique (then the same happen for A∗, see [17]) in order we can define the
deviation function I∗.
Given the analytic involution kernel H∞(w, x) and a fixed calibrated V
∗
(unique up to additive constant) define W (w, x) = H∞(w, x) + V
∗(w). We
point out thatW is also analytic on the variable x ∈ (0, 1) for each w fixed).
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The reason for the introduction of such W (and not H∞) is that, in this
section, instead of
γ + V (x) = sup
w∈Σ
[H∞(w, x) − I
∗(w)],
it will be more convenient the expression
γ + V (x) = sup
w∈Σ
[ (W (w, x) − I∗(w)) − V ∗(w) ].
We assume without lost of generality that the above γ (see [2] [40]) is
zero.
For each x we get one (or, more) w(x) such attains the supremum above
by compactness. Therefore,
V (x) =W (w(x), x) − V ∗(w(x)) − I∗(w(x)) .
If there exists w˜ such that for all x ∈ (a, b)
V (x) = sup
w∈Σ
(H∞(w, x)− I
∗(w)) = H∞(w˜, x)− I
∗(w˜) =W (w˜, x)−V ∗(w˜)−I∗(w˜),
then V is analytic on (a, b).
Let us consider for a moment the general case (A not necessarily twist)
.
We denote by M the support of µ∗∞A.
As I∗ is lower semicontinuous and W − V ∗ is continuous, then for each
fixed x, the supremum of H∞(w, x) − I
∗(w) in the variable w is achieved,
and we denote (one of such w) it by w(x). In this case we say w(x) is
optimal for x. We also say that (w(x), x) is an optimal pair of points x ∈
[0, 1], w(x) ∈ {0, 1}N. One can ask if this w(x) is independent of x, and
equal to a fixed w˜. This would imply that V is analytic. If for all x in a
certain open interval (a, b), the w(x) is the same, then V is analytic in this
interval. We will show under some restrictions that given any x we can find
a neighborhood (a, b) of x where this is the case. The number of possible
intervals can be infinite. We will give later a characterization when it is
finite or infinite.
Note that given x, any optimal w(x) satisfies I∗(w(x)) is finite (otherwise
a w with finite I∗(w) will be better). This is a strong restriction in the set
of possible w(x), because if I∗(w) is finite, then the ω-limit of w have to be
in the support of µ∞A∗ (see section 5 [37]).
Example 1. We present examples of optimal pairs.
If µˆmax is the natural extension of the maximizing probability µ∞A, then
for all (p∗, p) in the support of µˆmax we have the following expression taken
from Proposition 5 in [2]
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V (p) + V ∗(p∗) = W (p∗, p) .
If (p∗, p) in the support of µˆmax (then, p ∈ [0, 1] is in the support of µ∞A
and p∗ ∈ Σ is in the support of µ∗∞A), then
V (p) = sup
w∈Σ
W (w, p)− V ∗(w) − I∗(w) =
W (p∗, p)− V ∗(p∗)− I∗(p∗) = W (p∗, p)− V ∗(p∗) .
Therefore, (p∗, p) is an optimal pair if (p∗, p) is in the support of µˆmax.
That is, w(p) = p∗.
If the potential log g is twist, then for any given p in the support of µ∞A,
there is only one p∗, such that (p, p∗) is in the support of µˆmax (see [40]) up
to one orbit. If the maximizing probability for A is a periodic orbit, then the
p∗ associated to a p is unique.
In order to simplify the notation we assume that m(A∗) = 0.
If we denote
R∗(w) = V ∗ ◦ σ(w)− V ∗(w)−A∗(w), (33)
then we know that R∗ ≥ 0 because V ∗ is calibrated.
Note that the main result in [2] claims that the explicit expression of the
deviation function is
I∗(w) =
∑
n≥0
R∗ (σn(w) ). (34)
Given A, we denote for x, x′ ∈ [0, 1] and w ∈ Σ
∆(x, x′, w) =
∑
n≥1
A ◦ ψw,n(x)−A ◦ ψw,n(x
′).
The involution kernel W can be computed for any (w, x) by W (w, x) =
∆A(x, x
′, w), where we choose a point x′ for good [CLT].
Note that for any x, x′, w, we have thatW (w, x)−W (w, x′′) = ∆(w, x, x′′).
Given A, suppose R satisfies
R(x) = V ◦ f(x)− V (x)−A(x),
where V is a calibrated subaction. Consider a fixed involution kernel W .
The next result (which does not assume the twist condition) claims that the
dual of R is R∗, and the corresponding involution kernel is (V ∗ + V −W ).
Proposition 6.1. (Fundamental Relation)(FR)
R(ψw(x)) = (V
∗ + V −W )(w, x) − (V ∗ + V −W )(σ(w), ψw(x)) +R
∗(w).
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Proof. As R∗(w) = V ∗(σ(w)) − V ∗(w)−A∗(w), we get
V ∗(w)− V ∗(σ(w)) +R∗(w) = −A∗(w),
and, now using x = f(ψwx), we get
V (x)−V (ψwx) = V (f(ψwx))−V (ψwx)−A(ψwx)+A(ψwx) = R(ψwx)+A(ψwx).
Substituting the above in the previous equation we get
(V ∗ + V −W )(x,w)− (V ∗ + V −W )(ψwx, σ(w)) +R
∗(w) =
[V ∗(w) − V ∗(σ(w)) +R∗(w)] + [V (x)− V (ψwx)]−W (x,w) +W (ψwx, σ(w)) =
−A∗(w) +R(ψwx) +A(ψwx) +W (ψwx, σ(w)) −W (x,w) =
R(ψwx),
because A∗(w) = A(ψwx)+W (ψwx, σ(w))−W (x,w). So the claim follows.
Note that R ≥ 0, because V is a calibrated subaction.
Note also that given w = (w0, w1, ..), then, ψw(x) depends only of w0.
We can use either notation ψw(x), or ψw0(x).
We know that the calibrated subaction satisfies
V (x) = max
w∈Σ
(−V ∗ − I∗ +W )(w, x).
Then, we define
b(w, x) = (V ∗ + V + I∗ −W )(w, x) ≥ 0,
and,
ΓV = {(w, x) ∈ Σ× [0, 1] |V (x) = (−V
∗ − I∗ +W )(w, x)},
which can be written in an equivalent form
ΓV = {(w, x) ∈ Σ× [0, 1] | b(w, x) = 0}.
Remark 6.1. Note, that b(w, x) = 0, if and only if, (w, x) is an optimal
pair.
Using R∗(w) = I∗(w)− I∗(σ(w)) (it follows from (34)), the FR becomes
R(ψwx) = (V
∗+V−W )(w, x)−(V ∗+V−W )(σ(w), ψw(x))+I
∗(w)−I∗(σ(w)),
or
R(ψwx) = b(w, x) − b(σ(w), ψw(x)) (FR1).
From this main equation we get:
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Lemma 6.1. If T−1(w, x) = (σ(w), ψw(x)), then
a) b− b ◦ T−1(w, x) = R(ψwx);
b) The function b it is non-decreasing in the trajectories of T;
c) ΓV is backward invariant;
d) when (w, x) is optimal then R(ψw(x)) = 0.
Proof: see [18].
In this way T−n spread optimal pairs.
As R ≥ 0, then the function b is a kind of Lyapunov function for the
iteration of T−1.
From now on we assume d = 2.
It is known that if A is twist, then x → wx (can be multi-valuated) is
monotonous non-increasing (see [5] [37] [18]). We recall the proof:
Proposition 6.2. If A is twist, then x→ wx is monotonous non-increasing.
Proof. Suppose x < x′, and, that (wx, x), (wx′ , x
′) are two optimal pairs.
We will show that wx ≥ wx′ .
Indeed, as
V (x) = sup
w∈Σ
(W (w, x)− V ∗(w)− I∗(w)) =W (wx, x)− V
∗(wx)− I
∗(wx),
then
W (w, x) − V ∗(w) − I∗(w) ≤W (wx, x)− V
∗(wx)− I
∗(wx), (∗)
for any w, and we also have that
V (x′) = sup
w∈Σ
(W (w, x′)− V ∗(w)− I∗(w)) =W (wx′ , x
′)− V ∗(wx′)− I
∗(wx′).
Therefore,
W (w, x′)− V ∗(w)− I∗(w) ≤W (wx′ , x
′)− V ∗(wx′)− I
∗(wx′), (∗∗)
for any w.
Suppose, x < x′. Substituting wx′ in the first expression (*), and wx in
the second one (**) we get
∆(x, x′, wx′) ≤ ∆(x, x
′, wx),
where W (x,w)−W (x′, w) = ∆(x, x′, w). So the twist property implies that
wx′ ≤ wx.
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We showed before that the twist property implies that for x < x′, if
b(w, x) = 0 and b(w′, x′) = 0, then w′ < w, which means that the optimal
sequences are monotonous non-increasing. Remember, that we define the
“turning point c” as being the maximum of the point x that has his optimal
sequence starting in 1:
c = sup{x | b(w, x) = 0 ⇒ w = (1w1 w2...)}.
The main criteria is the following:
“If x ∈ [0, 1] has the optimal sequence w = (w0 w1 w2 ...) then
w0 =
{
1, if x ∈ [0, c]
0, if x ∈ (c, 1]
Starting from (x0, w0) we can iterate FR1 by T−n(w, x) = (wn, xn) in order
to obtain new points w1, w2 ... ∈ Σ. Unless the only possible optimal point
w(x), for all x, is a fixed point for σ, then, 0 < c < 1.
Note that for c there are two optimal pairs (w, c) and (w′, c), where the
first symbol of w is zero, and, the first symbol of w′ is one.
The next lemma shows an interesting property of optimal pairs. If the
maximizing measure for A is supported in a periodic orbit, then the optimal
pair (wp, p), for such points p in the periodic orbit, could not be unique
(that is, there exists more the one wp for a fixed p). This can happen (and
there examples) in the case the turning point c belongs to the pre-image of
the maximizing periodic orbit.
Lemma 6.2. If A satisfies the twist property, then c is solution of
V (ψ1x) +A(ψ1x) = V (ψ0x) +A(ψ0x).
Proof. As for y < c, we have b(w = (1 ...), y) = 0, taking limit of y on
the left side of c, then, we have from FR1, that R(ψ1y) = 0. From this
follows R(ψ1c) = 0, which means V (c) = V (ψ1c) + A(ψ1c). Analogously,
taking limit of y on the right of c, we get V (c) = V (ψ0c) + A(ψ0c). Thus,
V (ψ1c) +A(ψ1c) = V (ψ1c) +A(ψ1c).
A point x is called eventually periodic (or, pre-periodic), if there is n 6=
m, such that, fn(x) = fm(x).
Lemma 6.3. (Characterization of optimal change) Let c ∈ (0, 1) be the
turning point then, for any x < x′, such that, b(w, x) = 0 and b(w′, x′) = 0,
we have w 6= w′, if, and only if, there exists n ≥ 0 such that fn(c) ∈ [x, x′].
Moreover, if x, x′ are such that w(x) and w(x′) are identical until the n
coordinate, then, fn(c) ∈ (x, x′).
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Proof.
Step 0
If x < x′ ≤ c, then, w0 = w
′
0 = 1, else if c < x < x
′, then w0 = w
′
0 = 0.
Suppose w0 = w
′
0 = i ∈ {0, 1} then applying FR1 we get ψix < ψix
′ and
b((w1 w2 ...), ψix) = 0 and b((w
′
1 w
′
2 ...), ψix
′) = 0.
Step 1
If ψix < ψix
′ ≤ c, then, w1 = w
′
1 = 1, else, if c < ψix < ψix
′, then
w1 = w
′
1 = 0. Otherwise, if ψ1x < c < ψ1x
′ we can use the monotonicity of
f in each branch in order to get x < f(c) < x′. Thus
w1 6= w
′
1 ⇔ x < f(c) < x
′.
The conclusion comes by iterating this algorithm.
Lemma 6.4. The set
B(w) = {x | b(w, x) = 0}
is closed and connected, that is, an interval (could be a single point). More
specifically, if B(w) = [a, b], then, a and b are adherence points of the orbit
of c.
In particular, if c is pre-periodic, then, for any non-empty B(w), there
exists n,m such that B(w) = [fn(c), fm(c)] (unless B(w) is of the form
[0, b], or [a, 1].
Proof. Indeed, remember that ψi, for i = 0, 1, are order preserving. If, x < y,
and, x, y ∈ B(w), then, we claim that each z ∈ (x, y) satisfies z ∈ B(w).
Indeed, otherwise if w˜ 6= w is the optimal sequence for z, we know that there
is K > 0 such that w˜j = wj for j = 0, .., k − 1 and w˜k 6= wk. On the other
hand
ψk,wx < ψk,w˜z < ψk,wy.
Without lost of generality suppose wk = 1 then w˜k = 0 a contradiction by
twist property, analogously if wk = 0 then w˜k = 1 a contradiction again.
The closeness follows from the continuity on x of the function b: if,
xn ⊂ B(w), and xn → x¯, we observe that
b(w, xn) = 0⇔ V (xn) + V
∗(w) + I∗(w)−W (w, xn) = 0,
and this implies b(w, x¯) = 0, that is, x¯ ∈ B(w).
For the second part it is enough to see that, for each extreme of the
interval, for example b, if the optimal w is not constant in the right side, for
any δ > 0 there is a image of c, namely f j(c) ∈ [b, b + δ) taking δ → 0 we
get f j(c)→ b+.
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Remark 6.2. Each set B(w) = [a, b] is such that a = fn(c), or, a it is
accumulated by a subsequence of f j(c) from the left side. Similar property
is true for b (accumulated by the right side).
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Lemma 6.5. Let c ∈ (0, 1) be the turning point. Let us suppose the c is
isolated from his orbit, which means that, there is δ > 0, w−, w+, such that,
b(w−, x) = 0, for any x ∈ (c− δ, c], and, b(w+, x) = 0, for any x ∈ [c, c+ δ),
then, there is no accumulation points of the orbit of c. In this case c is
pre-periodic.
Proof. Take N > 0, such that 1
2N−1
< δ, and, consider the sequence
{c, f(c), ..., fN−1(c)},
which gives an partition, which will be denoted by: {I0, I1, ..., IN−1}. Note
that the points f j(c), j = 0, ..., N − 1, are not order by j. A typical interval
would be of the form Ik = (f
jk , f jk+1). One of the Ij contains the point 0 in
the boundary, and one contains the point 1 in the boundary. It may happen
that a certain f r(c) ∈ Ij, but, then r > N − 1.
Since each interval IJ does not have in its interior points of the form
fk(c), k ≤ N − 1, we get from Lemma 6.3 above that:
b(w, x) = 0→ w ∈ i0i1...iN−1,∀x ∈ Ij,
where i0i1...iN−1 ⊂ Σ denotes the cylinder with the corresponding symbols.
That is, the discrepancy of the corresponding w have to be at order bigger
than N − 1.
If c is eventually periodic there exist just a finite number intervals B(w)
with positive length. The other B(w) are reduced to points and they are
also finite.
On the other hand, we claim that Ij = [a, b] can have in its interior at
most one in the forward orbit of c.
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Indeed, if Ij ∩ {f
N (c), fN+1(c), ...} = ∅, then the optimal w will be con-
stant and Ij of the form [f
n(c), fm(c)]. Else, if fk(c) ∈ Ij∩{f
N (c), fN+1(c), ...} 6=
∅, for k ≥ N , we denote by k the minimum one where this happens. Then,
we get
b(w, x) = 0→ w ∈ i0i1...ik−1,∀x ∈ Ij .
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If, we iterate the k − 1 times the FR1, then c ∈ Zj = ψik−1 ...ψi0Ij.
By the choice of N we get Zj ⊂ (c − δ, c + δ) (see Fig. 4). Dividing
Ij = [a, f
k(c)] ∪ [fk(c), b] we get
b(w, x) = 0→ w = (i0i1...ik−1 ∗ w
−),∀x ∈ [a, fk(c)],
and,
b(w, x) = 0→ w = (i0i1...ik−1 ∗ w
+),∀x ∈ [fk(c), b].
Therefore, there is no room for another f r(c), r 6= k, to belong to Ij .
Remark 6.3. The main problem we have to face is the possibility that the
orbit of c is dense in [0, 1].
In the case f is d to one, we have to consider a finite number of turning
points, and, similar results can also be obtained.
7 The countable and the good conditions
We can see from last section that the subaction V will be analytic, up to a
finite number of points, if and only if, the point c is eventually periodic. We
would like to have sufficient conditions for this happen.
We point out that if the maximizing probability for A is a periodic orbit,
then, the same happen for A∗ (see [40] [2]).
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Remember that a necessary condition for w to be optimal for a some x
is that I∗(w) <∞.
In [37] proposition 19 page 40 it is shown that, if I∗(w) is finite, then
lim
n→∞
1
n
n−1∑
j=0
δσj (w) = µ
∗
∞A.
In principle, it can exist an uncountable number of points w such that
the above limit can occur.
Definition 7.1. We say a continuous A : [0, 1]→ R satisfies the the count-
able condition, if there are a countable number of possible optimal w(x),
when x ranges over the interval [0, 1].
We denote by M the support of the maximizing probability periodic
orbit for A∗.
Consider the compact set of points P = {w ∈ Σ, such that σ(w) ∈ M ,
and w is not on M}.
Definition 7.2. We say that A is good, if for each w ∈ P , we have that
R∗(w) > 0, where A∗ is a dual of A.
If A is good, according to [18], a point w satisfies I∗(w) <∞, if, an only
if, w is in the pre-image of the maximizing periodic orbit. Such set of w is
countable, therefore, if A is good, then A satisfies the countable condition.
The good condition, in principle, is more easy to be checked.
Lemma 7.1. Suppose A satisfies the twist and the countable condition.
Then there is at least one B(w) with positive length of the form (fn(c), fm(c)).
Moreover, for any subinterval (a, b) there exists at least one B(w) with pos-
itive length of the form (fn(c), fm(c)) inside (a, b).
Proof. Denote the possible w, such that, I∗(w) <∞, by wj , j ∈ N.
For each wj , j ∈ N, denote Ij = B(w
j), the maximal interval where for
all x ∈ Ij, we have that, (x,w
j) is an optimal pair. Some of these intervals
could be eventually a point, but, an infinite number of them have positive
length, because the set [0, 1] is not countable. We consider from now on just
the ones with positive length.
Note that by the same reason, in each subinterval (e, u), there exists an
infinite countable number of B(w) with positive length.
We suppose, by contradiction, that each interval B(w) = [a, b], with
positive length is such that, each side is approximated by a sub-sequence of
points f j(c).
Take one interval (a1, b1) with positive length inside (0, 1). There is
another one (a2, b2) inside (0, a1), and one more (a3, b3) inside (b1, 1).
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If we remove from the interval [0, 1] these three intervals we get four
intervals. Using our hypothesis, we can find new intervals with positive
length inside each one of them. Then we do the same removal procedure
as before. This procedure is similar to the construction of the Cantor set.
If we proceed inductively on this way, the set of points x which remains
after infinite steps is not countable. An uncountable number of such x has a
different w(x). This is not possible because the optimal w(x) are countable.
Then, the first claim of the lemma is true.
Given an interval (a, b) ⊂ (0, 1), we can do the same and use the fact
that (a, b) is not countable.
Lemma 7.2. Suppose A satisfies the twist and the countable condition. If
c is the turning point, then, there is δ > 0, w−, w+, such that, b(w−, x) = 0,
for any x ∈ (c− δ, c], and, b(w+, x) = 0, for any x ∈ [c, c+ δ).
That is, c is isolated of its forward orbit by both sides.
Proof. If there exist just a finite number of intervals, then c is eventually
periodic. We will suppose c is not eventually periodic, and, we will reach a
contradiction. Therefore, if fn(c) = fm(c), then m = n.
Denote by Ij = [aj , bj ]. We denote I0 the interval of the form [0, b0],
and, I1 the interval of the form [a0, 1]. From last lemma, there is j 6= 0, 1,
and nj and mj, such that aj = f
nj(c) and bj = f
mj(c).
Suppose first that nj < mj .
Consider the inverse branch ψ
i
j
1
, where ij1 = i1 is such that ψi1((f
nj)(c)) =
fnj−1(c). This i1 do not have to be the first symbol of the optimal w for
fnj(c). Then, ψi1(Ij) is another interval, which is strictly inside a domain
of injectivity of f , does not contain any forward image of c, and in its left
side we have the point fnj−1(c).
Then, repeating the same procedure inductively, we get i2, such that
ψi2((f
nj−1)(c)) = fnj−2(c),
determining another interval which does not contain any forward image of
c, and in his left side we have the point fnj−2(c). Repeating the reasoning
over and over again, always taking the same inverse branch which contain
fn(c), 0 ≤ n ≤ nj, after nj times we arrive in an interval of the form (c, rj).
Note that each inverse branch preserves order. It is not possible to have
an iterate fk(c), k ∈ N, inside this interval (c, rj) (by the definition of Ij).
Then, the optimal w for x in this interval (c, rj) is a certain w˜j which can
be different of σnj(wj).
Suppose now that nj > mj.
Using the analogous procedure we get that there exists rj, such that the
optimal w(x) for x in the interval (rj, c) is a certain wˆj .
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If both cases happen, then c is eventually periodic.
The trouble happens when just one type of inequality is true. Suppose
without lost of generality that we have always nj < mj .
Let’s fix for good a certain j.
Therefore, all we can get with the above procedure is that c is isolated
by the right side
In the procedure of taking pre-image of fnj(c), always following the
forward orbit fn(x), 0 ≤ n ≤ nj, we will get a sequence of i1, i2, ..., inj . In
the first step we have two possibilities: ψi1(f
m−j(c)) = fmj−1(c), or not.
If it happens the second case, we are done. Indeed, the interval ψi1 [f
nj(c), fmj (c))]
does not contain forward images of c (otherwise [fnj(c)), fmj (c))] would also
have). Now we follow the same procedure as before, but, this time following
the branches which contains the orbit of fm(c), 0 ≤ m ≤ mj. In this way,
we get that c is isolated by the left side.
Suppose ψi1(f
mj(c)) = fmj−1(c). Consider the interval, [fnj−1(c)), fmj−1(c))],
which do not contain forward images of c.
Now, you can ask the same question: ψi2(f
mj−1(c)) = fmj−2(c)? If this
do not happen (called the second option), then, in the same way as before,
we are done (c is also isolated by the right side). If the expression is true,
then, we proceed with the same reasoning as before.
We proceed in an inductive way until time nj. If in some time we have the
second option, we are done, otherwise, we show that any x ∈ (c, fmj−nj (c))
has a unique optimal w(x) (there is no forward image of c inside it).
Denote k = mj − nj for the j we fixed.
From the above we have that for any B(w), which is an interval of the
form [fni(c)), fmi(c))], for any possible i, it is true that mi − ni = k.
We claim that the set of points x which are extreme points of any B(w˜),
and, such that x can be approximated by the forward orbit of c is finite.
Suppose without lost of generality that x is the right point of a B(w) =
(z, x).
If the above happens, then, by the last lemma, applied to (a, b) = (x, ǫ), ǫ
small, we have an infinite sequence of intervals of the form [fni(c)), fni+k(c))],
such that fni(c)→ x, as ni →∞. Therefore, x is a periodic point of period
k. There are a finite number of points of period k. This shows our main
claim. Finally, c is eventually periodic.
Theorem 7.1. Suppose A satisfies the twist and the countable condition,
that the maximizing probability is unique, and, also that it is a periodic orbit,
then V is analytic, up to a finite number of points.
Proof. It follows from Lemma 7.2 and Lemma 6.5.
Therefore, we get:
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Theorem 7.2. Suppose A satisfies the twist condition and that the turning
point is eventually periodic, that the maximizing probability is unique, and,
also that it is a periodic orbit, then V is analytic, up to a finite number of
points.
The next example shows that the theory we just presented above allows
one to compute, via an algorithm, the calibrated sub-action V . By this,
we mean that, if we know W , and, we have some information about the
combinatorics of the position of the maximizing orbit, then, we can get the
subaction V .
Example 2. We assume that m(A) = 0 and T (x) = 2x (mod 1).
In this example we consider an measure supported in a periodic orbit of
period 4, x0 =
1
15 it is easy to see that in this case the optimal measure on
Σˆ is supported in:
(
1
15
, 1000...), (
2
15
, 0100...), (
4
15
, 0010...), and (
8
15
, 0001...).
By definition the turning point c should be between 115 and
2
15 . Let us
consider two cases:
Case 1: Suppose that c = 216 , that is a eventually periodic point, but
more than that, c is a pre-image of order 4 of the fix point 1.
The orbit of c, which is given by c = 216 , f(c) =
4
16 , f
2(c) = 816 , f
3(c) =
1. In this way the w(x) of the optimal pairs should be constant in the inter-
vals:
I1 = [0, c], I2 = [c, f(c)], I3 = [f(c), f
2(c)], I4 = [f
2(c), f3(c) = 1].
In this case the c is pre-periodic.
Note that the fk(c) are monotonous in k. This is not always the case
for other examples.
Since there is one only periodic point in each interval we get:
b(x, 1000...) = 0, ∀x ∈ I1
b(x, 0100...) = 0, ∀x ∈ I2
b(x, 0010...) = 0, ∀x ∈ I3
b(x, 0001...) = 0, ∀x ∈ I4.
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Using the definition of b we get
V (x) =


−V ∗(1000...) − 0 +W (x, 1000...), ∀x ∈ I1
−V ∗(0100...) − 0 +W (x, 0100...), ∀x ∈ I2
−V ∗(0010...) − 0 +W (x, 0010...), ∀x ∈ I3
−V ∗(0001...) − 0 +W (x, 0001...), ∀x ∈ I4
The fundamental relation allow us to write:
V (x) =


V (ψ1000...x) +A(ψ1000...x), ∀x ∈ I1
V (ψ0100...x) +A(ψ0100...x), ∀x ∈ I2
V (ψ0010...x) +A(ψ0010...x), ∀x ∈ I3
V (ψ0001...x) +A(ψ0001...x), ∀x ∈ I4
In particular, applying in x0 we have:
V (x0) = V (ψ1000...x0) +A(ψ1000...x0) = V (f
3x0) +A(f
3x0)
V (f(x0)) = V (ψ0100...f(x0)) +A(ψ0100...f(x0)) = V (x0) +A(x0)
V (f2(x0)) = V (ψ0010...f
2(x0)) +A(ψ0010...f
2(x0)) = V (f(x0)) +A(f(x0))
V (f3(x0)) = V (ψ0001...f
3(x0)) +A(ψ0001...f
3(x0)) = V (f
2(x0)) +A(f
2(x0))
Since V is unique up to constants we can choose V (x0) = 0 for instance
an solve the system finding:
V (x0) = 0, V (f(x0)) = A(x0),
V (f2x0) = A(x0)−A(f
2(x0)) and V (f
3x0) = −A(f
3x0)
Using this results in the previous formula for V we get the values of V ∗:
1- V (x0) = 0 = −V
∗(1000...) − 0 +W (x, 1000...), thus
V ∗(1000...) =W (x0, 1000...).
2- V (T (x0)) = A(x0) = −V
∗(0100...)− 0 +W (f(x0), 0100...), thus
V ∗(0100...) = −A(x0) +W (f(x0), 0100...).
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3- V (f2(x0)) = A(x0) +A(f(x0)) = −V
∗(0010...) − 0 +W (f2(x0), 0010...),
thus
V ∗(0010...) = −A(x0)−A(f(x0)) +W (f
2(x0), 0010...)
4- V (f3(x0)) = −A(f
3x0) = −V
∗(0001...)− 0 +W (f3(x0), 0001...), thus
V ∗(0001...) = A(f3x0) +W (f
3(x0), 0001...)
So the explicit formula for V depends on A and is given by
V (x) =


W (x, 1000...)−W (x0, 1000...), ∀x ∈ I1
A(x0) +W (x, 0100...) −W (f(x0), 0100, ∀x ∈ I2
A(x0) +A(f(x0)) +W (x, 0010...)−W (f
2(x0), 0010...), ∀x ∈ I3
−A(f3x0) +W (x, 0001...)−W (f
3(x0), 0001...), ∀x ∈ I4
Or
V (x) =


∆(x, x0, 1000...), ∀x ∈ I1
A(x0) + ∆(x, f(x0), 0100...), ∀x ∈ I2
A(x0) +A(f(x0)) + ∆(x, f
2(x0), 0010...), ∀x ∈ I3
−A(f3x0) + ∆(x, f
3(x0), 0001...), ∀x ∈ I4
8 The optimal solution when the maximizing prob-
ability is not a periodic orbit
We are going to analyze now the variation of the optimal point when the
support of the maximizing probability is not necessarily a periodic orbit.
What can be said in the general case?
Consider the subaction defined by,
V (x) = sup
w∈Σ
(H∞(w, x) − I
∗(w))
Remember that as I∗ is lower semicontinuous and H∞ = W − V
∗ is
continuous, then for each fixed x, the supremum of H∞(w, x)− I
∗(w) in the
variable w is achieved, and we denote (one of such w) it by w(x). In this
case we say w(x) is an optimal point for x.
We want to show that w(x) is unique for the generic x
Define the multi-valuated function U : [0, 1]→ Σ given by:
U(x) = {w(x)|x ∈ [0, 1]}
As graph (U) is closed in each fiber, and Σ is compact we can define:
u+(x) = maxU(x), and u−(x) = minU(x).
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Since the potential A is twist we know that U is a monotone not-
increasing multi-valuated function, that is,
u−(x) ≥ u+(x+ δ),
when x < x+ δ. In particular are monotone not-increasing single-valuated
functions.
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We claim that u+ is left continuous. In order to conclude that, take
a sequence xn → x on the left side. Consider, the sequence u
+(xn) ∈ Σ,
so its set of accumulation points is contained in U(x). Indeed, suppose
lim inf u+(xn)→ w˜ ∈ Σ. In one hand, we have, V (xn) = H∞(u
+(xn), xn)−
I∗(u+(xn)). Taking limits on this equation and using the continuity of V
and H∞ and the lower semicontinuity of I
∗ we get,
V (x) ≤ H∞(w˜, x)− I
∗(w˜).
Because lim inf I∗(u+(xn)) ≥ I
∗(w˜). So w˜ ∈ U(x). On the other hand, u+
is monotone not-increasing, so u+(xn) ≥ u
+(x). From the previous we get
lim supu+(xn) ≥ u
+(x) ≥ w˜ = lim inf u+(xn),
that is,
lim
xn→x−
u+(xn) = u
+(x).
Now consider a sequence xn → x on the right side. Take, the sequence
u+(xn) ∈ Σ, so its set of accumulation points is not necessarily contained
in U(x). However it is the case. Let xnk be a subsequence such that,
u+(xnk)→ w˜.
We know that V (xnk) = H∞(u
+(xnk), xnk)− I
∗(u+(xnk)). Taking limits
on this equation and using the uniform continuity of V and H∞ we get
I∗(w˜) ≤ lim inf
k→∞
I∗(u+(xnk)) =
38
= lim inf
k→∞
H∞(u
+(xnk), xnk)− V (xnk) = H∞(w˜, x)− V (x).
In other words, V (x) ≤ H∞(w˜, x)− I
∗(w˜), that is, w˜ ∈ U(x). So
cl(u+(xn)) ⊆ U(x).
Since u+ is monotone not-increasing, u+(xn) ≤ u
+(x), thus
lim supu+(xn) ≤ u
+(x),
that is, u+ is right upper-semicontinuous.
It is known that for any USC function defined in a complete metric space
the set of points of continuity is generic.
Therefore, we get that:
Theorem 8.1. For a generic x we have that U(x) = {u+(x) = u−(x)} and
w(x) is unique.
Proof. Indeed, suppose that there is a point in the set of continuity of u+(x)
such that, u+(x) > u−(x) so the monotonicity of U implies that
u+(x) > u−(x) ≥ u+(x+ δ),
for all δ > 0. Contradicting the continuity.
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