In the past few decades, multi-objective particle swarm optimization (PSO) has increasingly attracted attention from scientists. To obtain a set of more accurate and well-distributed solutions, many variations of multi-objective PSO algorithms have been proposed. However, for complicated multi-objective problems, existing multi-objective PSO algorithms are prone to falling into local optima because of their weak global search capability. In this study, a modified multi-objective particle swarm optimization algorithm based on levy flight and double-archive mechanism (MOPSO-LFDA) is proposed to alleviate this problem. On one hand, in the evolution process of the particles, levy flight is combined with PSO to avoid the algorithm falling into local optima. By expanding the search scope of the particles, levy flight can improve the global search ability of the particles and make them jump out of local optima with a high probability. On the other hand, when maintaining external archives, in addition to the primary external archive, a secondary external archive is created to avoid unnecessary removal of the particles that may be generated by traditional maintenance approaches. With the proposed double-archive mechanism, more useful particles can be kept, and thus the diversity of the solutions is increased. Moreover, in terms of accelerating the convergence rate, a novel leader selection strategy is presented, which selects particles closer to the boundary of the attainable objective set and with larger crowding distance as leaders in optimization. The proposed algorithm outperforms existing state-of-the-art multi-objective algorithms on benchmark test functions for its fast convergence and excellent accuracy.
I. INTRODUCTION
Traditional single-objective optimization algorithm such as genetic algorithm (GA) and particle swarm optimization (PSO) could find the optimal solution to a problem quickly and efficiently in most cases. However, in the scientific research and engineering practice, the problems to be optimized often have more than one optimization objective, which are called multi-objective problems (MOPs) [1] , [2] . The single-objective optimization algorithm could not find The associate editor coordinating the review of this manuscript and approving it for publication was Jagdish Chand Bansal. the appropriate optimal solutions for these MOPs. In MOPs, the objectives to be optimized are normally in conflict with respect to each other, and the optimization of one of the objectives must be substituted by other objectives, so it is difficult to evaluate the merits of the solutions of MOPs.
We aim to find good trade-off solutions that represent the best possible compromises among the objectives [3] . To solve these MOPs, many kinds of multi-objective evolutionary algorithms (MOEAs) such as NSGA-II [4] , PAES [5] and SPEA2 [6] have been proposed. PSO was first developed by Kennedy and Eberhart based on bird foraging behavior combined with evolutionary computation [7] . Due to its simple implementation, low computational cost and high efficiency, multi-objective optimization based on PSO has been widely used to tackle MOPs [8] . To obtain a set of more accurate and well-distributed solutions, many multi-objective PSO algorithms and their variations have been proposed. They can be roughly classified into four categories: indicatorbased approaches, sub-population approaches, decomposition approach and Pareto-based approaches.
The indicator-based approaches guide the search direction of the swarm in the evolution process by an evaluation indicator. They can find correct solutions for simple problems with low dimensions. But its computational cost will increase exponentially with the increase of the number of objectives or the problem dimensionality. The subpopulation approaches generate several subpopulations, each of which optimizes a single objective and each subpopulation exchanges information in the process of evolution [3] . Due to their built-in defects, these two approaches have not been widely adopted. Nowadays, decomposition approaches and Pareto-based approaches are more competitive.
The decomposition approaches decompose MOPs into several single-objective problems(SOPs). By minimizing each subproblem, rather than using Pareto-ordering, a set of approximate solutions to the Pareto optimal set are obtained [1] . The representative one was proposed in [9] , it adopted the decomposition approach of penalty boundary intersection (PBI) to select the global best solutions and avoided the use of an external archive. Since it does not use external archive to store non-dominant solutions, the diversity of the solutions may not be guaranteed when handling complicated MOPs.
In recent decades, more and more multi-objective PSO algorithms based on Pareto approaches have been developed. In [10] , a multi-objective particle swarm optimization algorithm (MOPSO) was first proposed to solve MOPs. In MOPSO, those global and personal best particles were generated by non-dominant solutions using Pareto dominance approach. The algorithm also used a variation of the adaptive grid to produce well-distributed Pareto front(PF). Although MOPSO has better convergence rate and accuracy than the traditional MOEAs, when solving MOPs with multiple local fronts, the convergence accuracy of the algorithm may reduce. In addition, the diversity of non-dominant solutions obtained by the algorithm is not good enough. In [11] , the mechanism of crowding distance was incorporated to maintain the external archive to increase the diversity of solutions. On this basis, various related variants have been developed successively, such as the algorithm proposed in [8] . It modified the original crowding distance and turned it into a cycle crowding distance with better applicability. In [12] , the phenomenon of swarm explosion was discovered, and speed-constrained Multi-objective Particle Swarm Optimization (SMPSO) was proposed. To improve the convergence performance, SMPSO incorporated a velocity constriction procedure, when the velocity of the particles become too high, the velocity constriction procedure would limit it to a certain range to prevent the particles from moving irregularly toward the upper and lower limits of their positions.
Cheng et al. [13] found that PSO has the disadvantage of premature convergence, and the teaching-learning-based optimization (TLBO) algorithm can obtain better convergence accuracy on many benchmark test functions. They proposed a novel hybrid teaching learning-based particle swarm optimization (HTL-PSO). In [14] , the random drift particle swarm optimization algorithm was applied to multiobjective optimization and achieved a better search performance. To maintain the diversity of solutions, the algorithm applied adaptive grids method. Furthermore, a competitive mechanism based multiobjective particle swarm optimizer was proposed in [15] , where the particles were updated based on the pairwise competitions in the current swarm instead of the global or personal best particles. In [16] , a double search strategy was adopted to balance the exploration and exploitation ability of the swarm. The circular transposon mechanism was also applied to improve the accuracy of the solutions set.
These algorithms have good performance on most MOPs. However, they will encounter some difficulties when dealing with the MOPs with non-convex Pareto functions and multimodal functions. Moreover, the traditional method of maintaining external archives through crowding distance like in [8] , [11] , [12] , is prone to unnecessary removal of particles. To solve this problem and further increase the diversity of solutions, it is necessary to improve this strategy for maintaining external archives. Finally, most existing algorithms cannot converge fast when dealing with these problems. They all need to be evaluated many times before they can converge to a stable and small IGD value.
In this paper, a modified multi-objective particle swarm optimization algorithm, which is based on levy flight and double-archive mechanism (MOPSO-LFDA), is proposed to alleviate the problems mentioned above. To enhance the convergence performance of PSO, the levy flight is improved and combined with PSO in the evolution process of the particles to balance the exploration and exploitation ability of the swarm. The levy flight is a random walk that conforms to levy distribution. Since the long jump made by levy flight makes the search more efficient, it can also improve the search efficiency under an uncertain environment and expand the search range [17] , [18] . Therefore, this combination can improve the global search ability of particles and make them jump out of local optima with a high likelihood. In terms of improving the diversity of solutions, besides the primary external archive, a secondary archive is created to store particles that will be eliminated from the primary archive. The particles in the secondary archive will still be taken back to the primary archive for comparison. As a result, this mechanism can keep as many useful particles as possible and thus the diversity of the solutions is increased. Moreover, to accelerate the convergence rate of the algorithm, a novel leader selection strategy is presented. The particle, which is not only closer to the boundary of the attainable objective set, but also has a larger crowding distance, will be selected as the leader. By this way, the population will converge to PF faster under the guidance of leader. Thus, the proposed MOPSO-LFDA algorithm has enhanced the convergence performance, improved the diversity of solutions, and accelerated the convergence rate. To verify the effect of the proposed algorithm, the algorithm was applied to several benchmark test functions and gene selection.
The reminder of the paper is organized as follows. In Section 2, the multi-objective optimization, particle swarm optimization, and levy flight are introduced briefly. The detail of the proposed algorithm is presented in Section 3. The experimental results on several benchmark test functions and gene selection are given in Section 4. Finally, we discuss possible future work and conclude this study in Section 5.
II. PRELIMINARIES A. MULTI-OBJECTIVE OPTIMIZATION
In general, the definition of MOPs can be described as follows [1] :
where x = (x 1 , x 2 , · · · , x n ) T is the vector of n− dimensional decision variables, f i : R n → R, i = 1, 2, · · · , k are the objective functions and g i , h j : R n → R, i = 1, · · · m, j = 1, · · · p are the inequality and equality constraints of the problem.
To better understand MOPs, some general definitions related to Pareto optimality are necessary.
Definition 2 (Pareto Optimal):
A solution x * ∈ is said to be a Pareto optimal or a nondominated solution, if and only if
Definition 3 (Pareto Optimal Set):
A set P containing all the Pareto optimal is a Pareto optimal set, which can be defined as
Definition 4 (Pareto Front): The region Pareto front (PF) generated by the objective function values of all Pareto optimal solutions is Pareto front, which can be defined as 
PSO, which was first proposed by Martínez and Coello [9] , is a meta-heuristic algorithm that simulates bird flight foraging to solve nonlinear optimization problems. Each particle in PSO represents a potential solution. Particles travel at a certain velocity in the search space, which are dynamically adjusted according to its own flying experience and that of its companions. The particles in the swarm iteratively update their velocity v t+1 and position x t+1 according to the following equations:
where w ≥ 0 represents the inertia factor, a large w will make the algorithm have a strong global search capability, and the smaller it is, the stronger the local search capability of the algorithm. The parameters c 1 , c 2 ≥ 0 are the constraints on the velocity, r 1 , r 2 are two random variables having a uniform distribution in the range (0, 1), v i , x pb,i and x gb,i represent the velocity, the personal best and the global best position for the i th particle, respectively.
C. LEVY FLIGHT
Levy flight was proposed by Paul Levy in 1937. It is a non-Gaussian stochastic process, and its random walk is derived from the Levi's stable distribution. The distribution is a simple power-law formula L(s) ∼ |s| −1−β where 0 < β < 2 is an index [17] , [18] . In other fields of swarm intelligence optimization, the levy flight is often used in combination with other swarm intelligence optimization techniques to improve the convergence performance of algorithms and this combination can improve the performance in a certain extent [19] - [22] . To understand levy flight better, some general definitions related to it are necessary:
Definition 1 (Levy Distribution): In general, a simple version of levy distribution can be defined as:
where parameter µ is location or shift parameter, γ > 0 is scale parameter that controls the scale of distribution. Definition 2: In general, the levy distribution should be defined by the Fourier transform: where α is a parameter within [−1, 1] interval, it is known as skewness or scale factor. Parameter β ∈ (0, 2) is also referred to as levy index.
III. THE PROPOSED MOPSO-LFDA ALGORITHM
To alleviate the problem that the convergence accuracy of current multi-objective PSO algorithms is not high and easy to fall into local optima when solving complicated MOPs such as non-convex functions and multimodal functions, an improved levy flight is adopted in combination with PSO in this study. For increasing the diversity of the solutions, a modified double-archive mechanism is proposed. In terms of accelerating the convergence rate, a novel leader selection strategy is also developed. Fig.1 illustrates the flowchart of the proposed MOPSO-LFDA algorithm and Section 3.1 covers the details of the proposed algorithm.
Section 3.2-3.4 describe the improved levy flight strategy, the modified double-archive mechanism, and the novel leader selection strategy. Section 3.5 discusses the time complexity of the proposed algorithm.
A. THE STEPS OF THE PROPOSED MOPSO-LFDA ALGORITHM
The steps of the proposed MOPSO-LFDA algorithm are summarized as follows and the details are given in Sections 3.2-3.4.
Step 1: Initialize the position and velocity of particles, the corresponding parameters, and the set two external archives A and B to empty.
Step 2: Evaluate all particles and add the non-dominated solutions into the external archive A.
Step 3: Select the global best particle as leader using Algorithm 3, the strategy is discussed in detail in section 3.4.
Step 4: For each particle, if the value of its parameter flag does not exceed the threshold T , update the position and velocity of particle according to Eq. (7) and the approach in [12] is adopted to constrain its velocity, otherwise, update the particle using levy flight with Eqs.(10)-(12).
Step 5: Update the value of flag using Algorithm 1, the detailed strategy is described in section 3.2.
Step 6: Evaluate all the particles and update archive A.
Step 7: If archive A is full, maintain the archive with doublearchive mechanism, the mechanism is discussed in detail in section 3.3.
Step 8: If the optimization target is not satisfied, Step3-
Step7 are repeated, otherwise, output the PF.
B. THE IMPROVED LEVY FLIGHT STRATEGY
Most multi-objective PSO algorithms have low convergence accuracy when dealing with complex MOPs. The fundamental reason is that most of these algorithms only adopt PSO as search strategy alone, and PSO can fall into local optima easily [13] . Although they all use some perturbation strategies to prompt the algorithm to jump out of local optima, these strategies have certain applicable limitations. Levy flight is a random walk that conforms to levy distribution. The long jump made by levy flight can make the search more efficient, it can also improve the search efficiency under an uncertain environment and expand the search range. Therefore, in this paper, levy flight is combined with PSO in the evolution process of the particles to improve the convergence performance of the multi-objective PSO algorithm on different MOPs. The main idea of the algorithm is that when a particle in the population does not evolve into a better one after several iterations, the strategy of levy flight is applied to it. In MOPs, the quality of the particles is not easy to measure, and how to measure whether a particle evolves into a better particle is a critical problem. The approach of this paper is to compare the particle with its corresponding personal best position after each iteration, and then judge whether it evolves into a better particle. Before that, we added a new parameter flag to each particle in the population to measure whether the particles tend to fall into local optima. The specific approach is that, after each iteration, if the particle has evolved into a better particle via comparison, update its corresponding personal best position and reset the value of flag to 0, otherwise, the value of parameter flag of corresponding particle is increased by one.
In early iterations, if the value of parameter flag is high, which means that this particle does not evolve into a better particle after several iterations, then it has a high probability of falling into local optima. Of course, in late iterations of the algorithm, the value of flag will also increase due to the generation of abundant non-dominant solutions. If the value of flag is high at this time, it may mean that the algorithm converges to the global optima. So, it is necessary to add another threshold parameter T to control the frequency of using levy flight. The value of the parameter T is variable, lower in the early iterations and higher in the late iterations so that the algorithm has a better global search capability in the early iterations and a better local search capability in the late iterations. The detailed comparison process can refer to the following Algorithm 1.
Algorithm 1 Pseudocode of the Particle Comparison Process
Input: Population Output: Population'
Generate a random number r; if r > 0.5 then
At the beginning of each iteration, the algorithm compares whether the value of flag of each particle exceeds the threshold value T . If it exceeds the threshold, the position of the particle will be changed with levy flight. Otherwise, the position of the particle velocity will be updated by following Eq. (7) . The formula for updating the position of particle using levy flight is as follows:
where u and v are drawn from normal distributions:
In general, the parameter α is set to 0.01 to prevent it from being so aggressive that the new generated solutions jump outside of the design domain. The parameter β is set to 1.5 by following [17] . Notice that when updating the step size S, there is a certain probability that the position of the current particle is subtracted from the position of the global best particle. When updating the position of a particle with levy flight, particles can jump in the direction of the global best particle with a certain probability, rather than jumping randomly all the time.
C. THE MODIFIED DOUBLE-ARCHIVE MECHANISM
The external archive mechanism is widely used in most MOPSO algorithms to store elite solutions, which is retained to guide the evolution of the population. The diversity of solutions obtained by the algorithm can also be guaranteed by using external archive. However, when the archive is full, as was adopted in [11] , [12] , [16] , there are some problems with the traditional approach of maintaining external archive by directly eliminating particles with the smallest crowding distance. One solution that is considered crowded may become less crowded when other nearby solutions that cause its crowding are eliminated.
For example, as shown in Fig.2 , the current solution numbered 5 is the one with the smallest crowding distance to be eliminated, and the neighboring solution 6 is the one that causes its crowding. When the external archive is full, the conventional approach eliminates solution 5 directly. However, in the following iteration cycle, solution 6 is dominated due to the addition of solution 7, so solution 6 should be eliminated at this time. Once solution 6 is eliminated, solution 5 is not the solution with the smallest crowding distance. Therefore, the traditional approach can result in some unnecessary removal. Due to this problem, some solutions, which might be useful in terms of the diversity of the solution set, may be eliminated from the archive.
In this paper, a double-archive mechanism is proposed to overcome this problem. Different from the existing doublelevel archives strategy in [23] - [25] , the principle of the double-archive mechanism can be seen from Fig.3 . Briefly speaking, we create a secondary archive as a temporary repository to store the poorer particles with smaller crowding distance in the primary archive. The specific method is described as follows: We first initialize the size of primary and secondary archives, then create a primary archive and the nondominated solutions are stored in the primary archive in the iterative process of the population. When the primary archive is full, a secondary archive is established to store the particles with smallest crowding distance in the primary archive temporarily. When the secondary archive is full, we take out the particle, which added in secondary archive first (i.e. the first particle in secondary archive), and compare it with particles in primary archive, then verify whether the crowding distance of this particle is still the smallest. If so, eliminate it directly. If not, add it to the primary archive and eliminate the solution dominated by this particle.
In this way, the above problems caused by the unnecessary removal of particles can be avoided, so that each particle in the archive can be used more efficiently. Moreover, the particles that should be eliminated before can be preserved in this way, so the diversity of the solutions will be improved slightly. Detailed process can refer to the following Algorithm 2.
D. A NOVEL LEADER SELECTION STRATEGY
The conventional leader selection approach in [11] , [12] , [16] is to select the particle with larger crowding distance in the external archive. This is certainly feasible, it can avoid the solutions obtained by the algorithm to concentrate in a certain region, and thus the diversity of the solutions can be guaranteed.
However, these algorithms cannot converge fast enough when dealing with complicated problems. They all need to be evaluated many times before they can converge to a stable and small IGD value. By analyzing the fundamental cause of the problem, it can be found that, due to the incomparability of non-dominated particles, with the increase of non-dominated particles in the external archive, the conventional approach of selecting non-dominated particles only with the largest crowding distance as leader is a little insufficient. In this paper, particles that not only have a larger crowding distance but also closer to the boundary of the attainable objective set will be expected to selected as leaders.
However, in practical problems, the boundary of the attainable objective set of the problem is unknown in advance. Thus, we cannot simply calculate the nearest Euclidean distance between the candidate particle and the boundary of the attainable objective set to measure their distance. Inspired by the idea of the PBI proposed in [26] , what we can calculate is the distance between the current candidate solution and the reference point. Based on this assumption, the indicator Dist is calculated. The detailed illustration of indicator Dist can refer to Fig.4 :
For the minimization problem, for each candidate solution F(x) in the attainable objective set, we define the indicator Dist as:
where
and the parameter θ is a penalty factor, the larger the value of θ, the greater the influence of d 2 on Eq.(13), on the contrary, the greater the influence of d 1 on Eq. (13) . In this paper, the value of θ is set to 5. z * = z * 1 , z * 2 , · · · , z * m T , vector emanating from the reference point, d 1 is the distance between z * and y, d 2 is the distance between F(x) and λ.
The smaller the indicator Dist is, it indicates that the current candidate particle is closer to the reference point and the current direction vector. Because the particles chosen by this strategy depend on the direction vector λ, in each iteration of the algorithm, vector λ is initialized randomly as shown in Fig.5 . In this way, it will ensure that the selected particles will be distributed randomly in the attainable objective set rather than in a local region. Thereafter, the diversity of the solutions obtained by the algorithm is also increased.
When selecting the leader, firstly, the particles in the primary archive are sorted by crowding distance, and then select the particles (e.g. 10%) with larger crowding distance as candidates, then calculate the value of Dist of the selected particle separately. Finally, the candidate solution with the smallest Dist value is selected as the leader. In this way, the selected particle is not only with larger crowding distance but also is closer to the boundary of the attainable objective set.
Since the selected leader is closer to the boundary of the attainable objective set, it will guide the population towards the PF at the boundary of the attainable objective set. Thus the convergence rate of the algorithm is accelerated. In the actual operation of the algorithm, in order to deal with all kinds of different PFs, some disturbance factors are added to the leader selection. In other words, the algorithm will use the strategy proposed in this paper to select the leader with a certain probability. Besides, it will select one of the particles in candidates as the leader randomly. The detailed process can refer to the following Algorithm 3.
Algorithm 3 Pseudocode of the Leader Selection Strategy
Input: Archive A, z * Output: leader repeat λ ← RandomInitialize(λ); Compute the crowding distance of each solution in archive A; Sort the solutions in A in ascending crowding distance values; Select particles (e.g. 10%) with larger crowding distance in the archive A; if rand > 0.5 then for i = 1 : n(n is the number of the 10% selected particle) do Compute P(i).Dist by Eq.(13) and Eq. (14); end for Select the particle with the smallest Dist value as leader; else Select a particle randomly as leader from the 10% selected particles; end if until t reaches at the itermax return leader
E. TIME COMPLEXITY OF THE MOPSO-LFDA ALGORITHM
The time complexity of the proposed algorithm in each iteration is mainly affected by the number of the objectives k, the size of the population N p , the size of the primary archive γ 1 and the size of the secondary archive γ 2 . According to section 3.1, the time complexity of the proposed MOPSO-LFDA algorithm in each iteration is determined by the main loop from Step 3-Step 7. This main loop can also be divided into three parts.
The first part is leader selection strategy from Step 3. The time complexity of this part mainly includes two components: crowding distance calculation and leader selection. Since the selection of a leader only involves primary archive A, and this strategy only selects 10% of the particle in archive A to calculate the value of Dist, therefore, the time complexity of this part is O (10%kγ 1 + kγ 1 ) ∼ O (kγ 1 ).
The second part includes Step 4 and Step 5, which contain the update of particles using the approach of PSO and levy flight. The time complexity of this part is determined by the size of the population. Therefore, its time complexity is O(kN p ).
The final part is about the maintenance of two external archives from Step 6 and Step 7. It includes adding nondominant solutions to the primary archive A with time complexity of O (kγ 1 ), calculating the crowding distance when the archive A is full with time complexity of O (kγ 1 ), removing particles with smaller crowding distance from archive A to archive B, which has time complexity O (kγ 2 ), and putting the particles in archive B into archive A for comparison, and the time complexity is O (kγ 1 γ 2 ). Therefore, the time complexity of this part is O (kγ 1 + kγ 1 
As a result, the time complexity of the proposed MOPSO-LFDA algorithm is O kγ 1 
Since the value of k is much smaller than γ 1 and γ 2 , the time complexity of the proposed MOPSO-LFDA algorithm is O (γ 1 γ 2 ). The time complexity of other popular multi-objective optimization algorithms is mostly O (γ 1 ), Therefore, the time complexity of the proposed algorithm certainly has an advantage, as long as the capacity of secondary archive B is well controlled.
IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. TEST FUNCTIONS AND PARAMETERS SETTING
In this section, to verify the effective performance of the proposed MOPSO-LFDA, several benchmark test functions including ZDT (ZDT1-4, ZDT6) [27] , DTLZ (DTLZ1-3, DTLZ5-6) [28] are used to test the proposed algorithm. The test results will be compared with several state-ofthe-art MOPs algorithms including MOQPSO-DSCT [16] , dMOPSO [9] , SMPSO [12] , NSGA-II [4] and MOEA/D [26] . All algorithms are mentioned above in section 1. MOQPSO-DSCT is a newly proposed algorithm for multi-objective problems, due to its double search strategy and quantum model, the algorithm can obtain a set of accurate solutions, due to its circular transposon mechanism, its solutions can be well-distributed. Thus, it is necessary to compare the performance of MOPSO-LFDA and MOQPSO-DSCT to test the performance of the levy flight strategy in convergence performance and double-archive mechanism in diversity.
SMPSO takes the strategy of limiting the velocity of particles so that particles can search the space more effectively and obtain accurate solutions. Because MOPSO-LFDA adopts the strategy in SMPSO to constrain the velocity, it is necessary to compare the performance of MOPSO-LFDA and SMPSO to test whether the addition of levy flight strategy, doublearchive mechanism and the novel leader selection strategy can increase the convergence and diversity of the solutions. The comparison between MOPSO-LFDA, and dMOPSO can test whether double-archive mechanism is more effective in increasing the diversity of the solutions than that without archive. The comparison between MOPSO-LFDA, NSGA-II, and MOEA/D can test whether PSO is more effective than traditional evolutionary algorithms when dealing with multi-objective problems. To verify the effect of the proposed algorithm in practical application, the MOPs in the gene selection are considered in our experimental studies.
In the experiment, the size of population is set to 100, the maximum evaluation is set to 30000. The size of the primary external archive A is set to 100 and the size of the secondary archive B is set to 30. The parameter T used to control the frequency of levy flight is set from 5 to 30. All parameters in different algorithms are described in Table 1 . All algorithms except MOPSO-DSCT are run on the PlatEMO platform [29] . A total of 30 independent runs are conducted and the median value is reported. The algorithms are executed on MATLAB R2018a, Intel(R) Core(TM) i5-4200M, 2.5GHz, 8GB RAM.
B. PERFORMANCE INDICATOR
For assessing the performance of the proposed algorithm, the inverted generational distance (IGD) [30] is adopted as the performance indicator. It mainly evaluates the convergence and diversity performance of the algorithm by calculating the sum of minimum distance between each point (individual) on the true PF and the solution set obtained by the algorithm. The smaller the IGD, the better the algorithm's comprehensive performance including convergence and diversity is.
Details can refer to the following equation:
where P is the solution set distributed on the true PF uniformly, and |P| are the number of individuals of the solution set distributed on the true PF. Q is the Pareto optimal solution set obtained by the algorithm, d(v, Q) is the minimum Euclidean distance from the individual v in P to population Q. Therefore, IGD evaluates the comprehensive performance of the algorithm by calculating the mean of the minimum distance between the point set on the true PF and the solution set obtained by the algorithm. An additional indicator, hypervolume (HV), is also used to evaluate the performance of the algorithm. The reference point used in HV is set to (1,1) for ZDT functions, (1,1,1) for DTLZ functions.
To evaluate the distribution of the optimal solution set obtained by the algorithm, an evaluation indicator Spread is adopted in this paper. The calculation equation is as follows: x∈P d(x, P) , and m represents the number of objective functions, and (E 1 , · · · , E m ) represents the extreme points on the Pareto optimal boundary. The indicator Spread can reflect the distribution ability of the optimal solution set in the objective space, the smaller the Spread, the better the distribution of the optimal solution set is. Table 2 and Table 3 shows the mean and standard deviation values of IGD and HV for all the algorithms mentioned above on each benchmark test functions. Table 4 illustrates the spread value of all algorithms on each benchmark test function, where the best values are highlighted. The approximated PFs obtained by all the comparison algorithms are shown in Fig. 6 -15 . The convergence curves of all comparison algorithms on each benchmark test function are shown in Fig. 16 .
C. EXPERIMENTAL RESULTS AND DISCUSSIONS
It can be observed from Table 2 -4 that the performance of the proposed algorithm MOPSO-LFDA on ZDT1 to ZDT4, ZDT6 and DTLZ3 is significantly outperformed by the comparison algorithm in terms of both IGD and Spread values, the performance of the algorithm on DTLZ5 and DTLZ6 is almost the same as that of the newly proposed algorithm MOQPSO-DSCT, the performance of the MOPSO-LFDA on DTLZ1 and DTLZ2 is slightly worse than that of MOEA/D, because the genetic operators it adopted are more suitable than PSO operator for solving these MOPs with many local fronts [31] . From the results of HV in Table 3 , in addition to ZDT3, the algorithm has the best results on the several benchmark test functions mentioned above. From Fig. 16 , it can be seen that the proposed MOPSO-LFDA has a promising convergence rate on most MOPs. From the above empirical results, we can conclude that the MOPSO-LFDA proposed in this paper can obtain a set of accurate and well-distributed solutions on most MOPs with a faster convergence rate.
ZDT1 and ZDT2 are two-objective functions, while ZDT1 has a convex PF and ZDT2 has a non-convex PF [13] . As can be seen from Table 2 and Table 3 , most of the algorithms listed in this paper can converge to the optimal PF with very small IGD and HV values, only dMOSPO and MOEAD perform slightly bad. Seen from Table 2 and Table 3 , SMPSO and NSGA-II achieve good convergence performance on ZDT1 and ZDT2. However, each of them still obtains a high Spread value in Table 4 , which shows a poor solution distribution. Only MOPSO-LFDA can obtain a set of accurate and well-distributed solutions with the minimum IGD value and the minimum Spread value. Moreover, the variances of these three evaluation indicators obtained by this algorithm after 30 experiments are also the minimum. Therefore, MOQPSO-LFDA achieves the best performance on ZDT1 and ZDT2.
ZDT3 is a two-objective function, its Pareto front is disconnected [13] and has the characteristic of non-convex front. From Fig. 8 , it can be seen that dMOPSO, NSGA-II and MOEA/D perform terribly on this benchmark test function, and NSGA-II even didn't converge to the optimal PF completely. Thus, PSO has advantages over EA algorithms in solving such problems. The main problem with dMOPSO and MOEA/D is that the distribution of their solutions is poor. MOPSO-LFDA, MOQPSO-DSCT and SMPSO have the similar performance as illustrated by Fig. 8 . However, from Table 2 , it is observed that MOPSO-LFDA performs best, because it has the lowest IGD value and its standard deviation is also lowest. From Table 4 , it can be seen that MOPSO-LFDA achieves the best distribution performance on ZDT3 with the lowest Spread value. Besides, MOPSO-LFDA also has the fastest rate of convergence on ZDT3 thanks to the novel leader selection mechanism, which can be clearly seen from Fig. 16 .
Alternatively, ZDT4 is a two-objective multimodal function which has a lot of local PF [13] , due to this reason, many MOPs algorithms are prone to falling into the local optima when dealing with this problem and cannot find the optimal PF. As shown in Fig. 9 , the comparison algorithm selected in this paper has good performance in dealing with this problem. Only SMPSO, when dealing with ZDT4, gets stuck at the local optima and thus is far away from the optimal PF, while MOPSO-LFDA can find the Pareto optimal solutions. Therefore, the levy flight strategy proposed in this paper can improve the capability of the algorithm to jump out of the local optima. When comparing with other algorithms, it is obvious that the solutions obtained by dMOPSO, NSGA-II and MOEA/D are not well-distributed. As for MOPSO-LFDA and MOQPSO-DSCT, their performance is similar, but it can be seen from Table 2 -4 that the IGD, HV and Spread value of MOPSO-LFDA is slightly better than that of MOQPSO-DSCT. The convergence curves in Fig. 16 also indicate that MOPSO-LFDA has a faster rate of convergence than MOQPSO-DSCT. Thus, MOPSO-LFDA shows the best performance on ZDT4.
ZDT6 is a two-objective function and its PF is non-convex and non-uniformly spaced [13] . The PF obtained by all the comparison algorithms are shown in Fig. 10 . It is clearly seen that all the algorithms can find the optimal PF, only the solutions obtained differ slightly in terms of diversity. As can be seen from Table 2 and Fig. 16 , MOPSO-LFDA performs best due to its lowest IGD value and the fastest rate of convergence. Moreover, it can be seen from Table 3 that the value of HV obtained by MOPSO-LFDA on this function is also the best. Thus, MOPSO-LFDA has the best convergence and diversity on this benchmark function.
DTLZ1 is a three-objective function with a liner Paretooptimal front. It a multimodal function that contains many local Pareto hyper-planes [13] . The PF obtained by all the comparison algorithms are shown in Fig. 11 . It shows that the dMOPSO and SMPSO cannot find the correct Pareto optimal solutions, while the other four algorithms including the proposed MOPSO-LFDA can converge to the true PF. The solutions obtained by MOEA/D are the most evenly distributed. This is also confirmed by the IGD, HV and Spread values in Tables 2 -4 . Although the MOPSO-LFDA proposed in this paper does not perform as well as MOEA/D on DTLZ1, because the crossover and mutation operations adopted by MOEA/D have more advantages in dealing with such problem, the proposed MOPSO-LFDA demonstrates the overall best performance compared with existing multiobjective PSO algorithms. Fig. 16 visualizes the convergence curves of the proposed MOPSO-LFDA and other compared algorithms, it can be observed that the proposed MOPSO-LFDA has a promising convergence rate. As a result, the proposed MOPSO-LFDA is promising in comparison with existing algorithms in dealing with MOPs like DTLZ1, which has many local fronts.
DTLZ2 is a three-objective function and has a spherical PF [13] . From Table 2 , Table 3 and Fig. 12 , MOPSO-LFDA's performance on DTLZ2 was not the best. The main problem is that MOPSO-LFDA cannot make solutions spread well along the entire PF. MOEA/D performs best on DTLZ2 with the lowest IGD value and the highest HV value. As for the distribution of the solutions, Table 4 shows that the MOEA/D has the lowest Spread value. This is mainly due to the fact that the Pareto front of DTLZ2 is spherical and the weight vector generated by this algorithm is uniformly distributed. Although MOPSO-LFDA does not have these advantages, the algorithm can also find the Pareto optimal solutions, and its convergence and diversity performance are only secondary to MOEA/D. DTLZ3 is a more challenging problem than DTLZ1 in terms of verifying the global convergence capability, which contains a number of 11 5 − 1 local fronts [28] . As can be seen from Table 2 , several algorithms listed in this paper do not perform well on DTLZ3. The main problem lies in the large variance of IGD values obtained from 30 experiments, which means that these algorithms have a certain probability of falling into local optima on DTLZ3. Only the proposed MOPSO-LFDA and NSGA-II have smaller mean and variance of IGD, which means that these two algorithms have a lower probability of falling into local optima. It can also be confirmed by the PF corresponding to the median IGD value in Fig. 13 . As for the proposed MOPSO-LFDA and NSGA-II, the IGD and HV values in Table 2 and Table 3 show that MOPSO-LFDA is significantly outperformed by NSGA-II. In addition, Fig. 16 also shows that MOPSO-LFDA can rapidly converge with obvious advantages. DTLZ5 and DTLZ6 are three-objective function that are used to test the ability to converge into a degenerated curve [13] . It is observed from Fig. 14 and Fig. 15 that the solutions obtained by dMOPSO and MOEA/D on DTLZ5 and DTLZ6 are far away from the optimal PF. Although SMPSO and NSGA-II can converge to the optimal PF, they cannot obtain a set of well-distributed solutions. MOPSO-LFDA and MOQPSO-DSCT have a more competitive convergence performance than other algorithms. It is clear from Table 2 -4, their IGD, HV and Spread values are very close. On DTLZ5, MOPSO-LFDA outperforms MOQPSO-DSCT, but on DTLZ6, the performance of MOQPSO-DSCT is slightly better. It can also be seen from the convergence curve in Fig. 16 that the two algorithms have little difference in the convergence rate. Therefore, MOPSO-LFDA outperforms the other four algorithms significantly and performs as well as MOQPSO-DSCT on DTLZ5 and DTLZ6.
D. DISCUSSION ON THE EFFECTIVENESS OF THE STRATEGIES PROPOSED BY THE ALGORITHM
In this section, to verify the effect of the modified double archives mechanism proposed in this paper on increasing the diversity of solutions, the comparison between MOPSO-LFDA and MOPSO-LFDA with single archive is carried out. The specific mean and standard deviation values of IGD are shown in Table 5 and Table 6 , where the best values are highlighted. From Table 5 and Table 6 , it can be seen that, by the double archives mechanism, MOPSO-LFDA can obtain smaller IGD values. Only on DTLZ3, there is a certain probability that the algorithm proposed cannot converge. Therefore, the modified double archives mechanism proposed in this paper is effective in increasing the diversity of solutions.
To verify the performance of the novel leader selection strategy, the comparison between MOPSO-LFDA and MOPSO-LFDA without the novel leader selection strategy is carried out. The MOPSO-LFDA without the novel leader selection strategy adopts the traditional approach of selecting the particle with larger crowding distance as a leader. The convergence curves of the MOPSO-LFDA compared with MOPSO-LFDA without the novel leader selection strategy are presented in Fig. 17. From Fig. 17 , it can be seen that MOPSO-LFDA can converge to a small and stable IGD value faster especially on ZDT1 3 and DTLZ6 through the novel leader selection strategy proposed in this paper. It also slightly increases the diversity of the solutions, which is reflected in that the IGD value of the solutions is slightly smaller through this strategy. Therefore, the novel leader selection strategy is effective in accelerating the convergence rate.
E. A CASE STUDY ON GENE SELECTION
Gene selection can be regarded as a MOP which involves both minimizing the size of the selected gene subset and maximizing the prediction accuracy. Its goal is to identify an optimal subset of genes from the expression profile dataset by reducing redundant, unrelated or noisy genes [32] . The detailed description of gene expression profile dataset used in this paper are shown in Table 7 . Traditional methods of gene selection including filter, wrapper and hybrid methods often regard gene selection as a single-objective problem. In this section, the proposed MOPSO-LFDA is adopted to solve the MOP in the gene selection, the MOP in the gene selection can be described as follows:
where accuracy(i) represents the classification accuracy of the i th particle on validation dataset in extreme learning machine(ELM) [33] , geneNum(i) represents the number of genes selected by the i th particle, and N represents the number of genes in the original dataset. The procedure of multi-objective optimization in the gene selection is as follows: Firstly, the original data set is divided into training set, validation dataset and testing set. Then, the original gene dataset will be filtered by using the IIC method mentioned in [34] , and the first 400 genes are selected to establish the primary gene pool. Secondly, the position of the particles is initialized to a random number in [0, 1], and each dimension of the particles represents a gene. Note that, if the value of a particle in the d th dimension is encoded as a number greater than 0.5, it means that the d th dimensional gene on the expression profile data set is selected, otherwise it is not selected. Finally, all particles are evaluated according to Eq.(17), and then MOPSO-LFDA is used to update the particles and find the optimal solutions. If termination conditions are met, the final selected gene subset will be output, otherwise the search will continue. In this experiment, the population size of the particles is set to 50. The maximum number of iterations in population is set to 100, and the settings of the external archive are consistent with those described in Section 4.1. Table 8 -9 shows the mean and standard deviation of the classification accuracy and the selected subset of genes, where the mean and standard deviation of the classification accuracy is the result of running each subset of genes 100 times on testing set. Table 8 shows the experimental results of applying MOPSO-LFDA proposed in this paper as an optimization function to gene selection. Table 9 shows the experimental results of applying the MOQPSO-DSCT, which has better performance among the comparison algorithms in this paper as an optimization function to gene selection. As can be seen from Tables 8 and Table 9 , in the Brain cancer dataset, the MOPSO-LFDA proposed in this paper has a slight advantage in gene selection compared with MOQPSO-DSCT. The main advantage is that the classification accuracy of its selected gene subset on the testing set is slightly higher than that of MOQPSO-DSCT. Moreover, in one experiment of MOQPSO-DSCT on the brain cancer data set, the number of gene subsets selected reaches 15, which is much higher than the average level. The performance of the MOPSO-LFDA in the Lung cancer dataset is nearly same as that of MOQPSO-DSCT. Therefore, the algorithm proposed in this paper can be used to deal with MOP in gene selection. In addition, compared with the algorithm proposed in [34] , although the testing accuracy on ELM obtained by the method proposed in this paper is lower than that in [34] , this is because the method in [34] adds some other strategies for the gene expression profile dataset specifically, such as taking into account the gene-to-class sensitivity information.
V. CONCLUSION
In this paper, a modified multi-objective particle swarm optimization algorithm based on the improved levy flight and double-archive mechanism (MOPSO-LFDA) was proposed. In the process of evolution, the particle combines with levy flight to balance the exploration and exploitation ability of the swarm. When maintaining external archives, a secondary archive was created to store the particles temporarily that will be eliminated from the primary archive to avoid unnecessary removal of particles. An novel leader selection strategy was also presented. When selecting the leader, a particle that has a larger crowding distance and is closer to the true PF is selected by this strategy. Experimental results demonstrated the proposed algorithm performs well in terms of both the quality of the resulting approximation sets and convergence rate in comparing with other comparison algorithms. In the end, we applied the algorithm proposed in this paper to the problem of gene selection and achieved some results.
However, when dealing with DTLZ problems, such as DTLZ3, the performance of the algorithm is not stable enough. There is still a small likelihood to fall into the local optima. Furthermore, the performance of the algorithm may decrease when dealing with large-scale problems. Our work will focus on two aspects. First, we will make further improvements to the algorithm for complicated MOPs and large-scale problems to make the algorithm have better and more stable performance. Second, we will apply the algorithm proposed in this paper to more real-world optimization problems.
