Abstract-Current computing systems depend on adapiation mechanisms to ensure that they remain in quiescent operating regions. These regions are oflen defined using efficiency, fairness, and stability properties. To that end, traditional research works in scalable server architectures and protocols have focused on promoting these properties by proposing even more sophisticated adaptation mechanism, without the proper attention to security implications. In this paper, we exemplify such security implications by exposing the vulnerabilities of admission control mechanisms that are widely deployed in Internet end systems to Reduction of Quality (RoQ) attacks. RoQ attacks target the transients of a system's adaptive behavior as opposed to its limited steady-state capacity. We show that a well orchestrated RoQ attack on an end-system admission control policy could introduce significant inefficiencies that could potentially deprive an Internet end-system from much of its capacity, or significantly reduce its service quality, while evading detection by consuming an unsuspicious, small fraction of that system's hijacked capacity. We develop a control theoretic model for assessing the impact of RoQ attacks on an end-system's admission controller. We quantify the damage inflicted by an attacker through deriving appropriate metrics. We validate our findings through real Internet experiments performed in our lab.
I. INTRODUCTION
End-system computing systems and networks (such as web servers and content delivery networks) have emerged as crucial building blocks of our current Internet infrastructure with profound impact on our economy and society. Due to the open nature of access to these end-systems, the designs of such systems have grown to be quite sophisticated to enable them to adapt adequately in response to the often erratic load offered by legitimate requests. However. as the complexity in these adaption mechanisms increases, it becomes harder to understand their dynamic behavior. Specifically, they may exhibit elaborate dynamic behaviors due to resource management strategies in general (as in scheduling, load balancing, caching, etc.) and system adaptation strategies in particular (as in admission control, congestion control, etc.). These dynamics are quite hard to capture analytically or even empirically. As a result, our models of computing system components often tend T h i s work was supported in part by NSF grants ANI-0095988, ANI-9986397, EIA-0202067 and ITR ANI-0205294. 
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to abstract away such dynamics and focus instead on static properties obtained through aggregations over time scales that are long enough to hide the transients of adaptation; meuics used to monitor and evaluate a system's performance (such as utilization, delay, jitter, and admission rates) are typically expressed as shapeless mean values, which do not give us insights into the inefficiencies caused by transients over time scales shorter than those used i n measuring such metrics. Such relatively little attention by computing system designers and practitioners to system dynamics stands in sharp contrast to how other engineered systems, such as electric and mechanical systems, are evaluated. For such systems, the characterization of system dynamics is front and center to protect against oscillatory behaviors and instabilities.
Traditionally, system dynamics are "safely ignored", if one can ensure that such dynamics will not interfere, or that they will have negligible impact on the overall performance of the system, which is typically measured using metrics that gauge efficiency and responsiveness. Such assurances are warranted for closed systems with predictable. non-adversarial workloads. However, for open systems, system dynamics cannot be "safely ignored" as they could be exploited by adversaries.
Indeed, the main goal of this paper is to show that such exploits are not only plausible, but that their impact could be significant. Notice that while system dynamics could be shown not to interfere with, or significantly impact the fidelity of an end-system under non-adversarial (even if bursty or erratic) workloads, the same could not be said for adversariallyengineered workloads. In this paper we show that a determined adversary could bleed a system's capacity or significantly reduce its service quaIity by subjecting it to a fairly Lowintensity (but well orchestrated and timed) request stream that causes the system to become very inefficient, or unstable.
Whiie in [I] , [Z] we gave an example of such attacks-which we termed Reduction of Quality (RoQ; as in "rock") attackson Internet resources employing Active Queue Management (AQM) schemes, in this paper, we focus on RoQ exploits of adaptation strategies that are widely deployed in Internet endsystems. An Illustrative RoQ Exploit: Current adversarial strategies for Denial of Service (DOS) are briife force [3]. An attacker may render a system, say a Web server, useless by subjecting that system to a sustained attack workload (e.g.. syn attack) that far exceeds that system's capacity. The result is that legitimaie requests experience a much degraded response from a persistently overloaded system-or even are denied access to that system altogether. Could an attacker achieve similar outcomes without overloading the system in a persistent manner? Thc answer is yes. To expIain why this is the case, we give a simple illustrative example.
Consider an admission controller that sets its admission rate of incoming requests as a funclion of the utilization of its backend system [4].
[5], [6] . Now, consider a point in time when the offered load is low enough for the admission controller to allow a large percentage of all requests to go through. At this point, a surge in demand (e.g., a large number of requests) in a very short period of time would push the system into overload.
This, in turn, would result in the admission controller shutting off subsequent legitimate requests for a long time-given the fact that under overloaded conditions, the system operates in an inefficient region (e.g., due to thrashing). Once the system "recovers" from the ill-effects of this unsuspected surge in demand, an attacker would simply repeat the process. Albeit simplistic, this attack illustrates how adaptation strategies may he exploited by adversaries to reduce system's fidelity.
Paper Outline: Section I1 summarizes the premise and the definition of RoQ attacks with a focus on the notion of attack potency to quantify the impact of RoQ attacks. We also present an analytical model whereby the transients of adaptation are simply the result of an optimization process which forces an end-system to converge to a stable operating point. Under such model, one could view a RoQ attack as an persistent attempt to regularly knock the system off its stable (or quiescent) operating point. In Section 111, we present a more detailed analytical model for an admission controller employed in an end-system web server. We derive closed formulas to quantify the damage inflicted by an attacker. In Section IV, we present results from Web server experiments we have conducted, which confirm the feasibility of RoQ attacks and provide further validation of the insights we gained from analysis and simulations. In Seciion V, we briefly discuss related work, noting that throughout this paper, we point to various pieces of research work as appropriate. We conclude in Section VI with if summary and with future directions.
ROQ ATTACK PREMISE AND DEFINITION
This paper leverages some of the models and analysis of RoQ attacks presented in earlier work of ours [l]. In this section, we briefly review the premise of RoQ attacks, emphasizing its novel conception of the attacker's goaI: namely to maximize damage per unit attack load (or cost). We then illustrate the general framework whereby the transients of adaptation are the result of an optimization process which forces the system's operation into a stable regime. 
A. Attack Goal and Definition
E. Adaptation as an Optimization Process
We consider a system subjected to multiple request streams, each of which offers a load characterized by a rate z , of requests. In a web server setting, z, would represent the request rate for a particular service r (e.g., in hitskec). The value of 2, is adapted based on feedback received from the system (equivalently, prices 
In analyzing the convergence of such system to steady-state rates s : , we resort to optimal control theory to show that the evolution of the system leads to optimizing some objective (~~( t ) ) .
RoQ
Given that the system converges to a fixed point x:, one would be interested in the rate of convergence as this will determine the speed with which transients subside. An optimized RoQ exploit would leverage such transients of adaptation to knock the system off whenever it is about to stabilize. Let j t determines the rate of convergence of the system-a higher value indicates faster convergence. Notice that for a linearized system, in the form of $ = Ly where L is a matrix and y is a vector of state variables, the smallest eigen value of L determines the rate of convergence, p.
The analysis we have conducted so far could be used to provide insights into the effect of adversarial attacks that aim to exploit the optimization process that leads the system to converge to steady-state rates z:. We do so next.
Assume that the system had already stabilized to its steadystate i~: values. Since a resource is used to its almost maximum capacity, the additional attack load is likely to push the , resource towards saturation where the fed-back prices are extremely high-see Figure 1 . Since the RoQ attack involves a sustained rate of S for T units of time, the system will be pushed to a new stable point. say (s')f. Figure 1 . Such higher prices result in Faster convergence (i.e., higher p ' ) and lower (z'):. As soon as the system stabilizes to (x'):, an optimized KoQ exploit would cease, allowing the system to return to its original state x:. This pattern then repeats as illustrated in Figure 2 , in effect forcing the system to spend its time oscillating between different states, due to the presence and absence of the attack traffic. Note that in general, the attack traffic may destroy the "contractive" mapping property of the pricing function and so the system may not converge to a fixed point while under attack.
Having defined the RoQ exploit, we now turn our attention to assessing its potency as defined in Equation 1. With respect to our analytical model parameters, one may capture the "damage" caused by the attack using the expression b( 3 + i).
Intuitively, this expression represents the wasted capacity (or other service qualities such as delay and rate jitter, as we discuss later) during instability. Also, one may capture the "cost" of the attack by (6/(+ i $)). Intuitively, the cost increases with increasing the attacker's peak rate and decreases with longer attack period. Again, we emphasize that the definition of potency allows for many other instantiations of "damage" and "cost" (which may be more meaningful as we will do later in the paper) and that our specific choices above are for illustrative purposes. Accordingly, we calculate potency using equation 4, where fl reflects the relative values that an attacker attributes to "damage" versus COS^', or equivalently the desired level of aggression.
(4)
In the next section, we will consider a more elaborate analytical model to gain further insights into more compIicated adaptation dynamics of specific systems that we could not cast in the generic optimization process we relied upon in this section.
ROQ ATTACKS ON END-HOSTS
Adaptation Through Admission Control: Admission controllers-a common fixture of computing systems and networks-are used to protect against overload conditions by rejecting (or postponing) requests (or offered load) that would push a system beyond a quiescent operating point. Admission control strategies are employed in operating systems, database servers, real-time and multimedia servers, among many others.
As the example in Section I illustrated, admission controllers may br targets of RoQ exploits. In this section. we instantiate from the general model we presented in Section 11, a detailed model for studying the vulnerabilities of admission controllers.
A. Model Derivation
The operation of a server (say a web server) whose load is regulated by an admission controller is modeled by three components: the admission controller, the server, and the feedback Inonitor. The admission controller determines the percentage of requests that should be accepted (i.e., admitted) for service. This admissioii rare is based on the deviation of the server's state (utilization) from a desirable set value. In this paper, we use a PI controller [71 to translate the error signal (deviation in utilization from a set value) to an admission rate. The impact of using other forms of controIlers can also be studied using this same framework. For instance, one can think of an
Additive-Increase Multiplicative-Decrease ( A m ) admission controller. AIMD admission control would shut off admission rate (when system gets to overload) exponentialIy but would only increase it, when the system is under-loaded, linearly.
Admitted requests are then processed by the server. The feedback monitor periodically measures the server's utilization and reports back a value thereof (e.g., average over a time interval or EWMA) to the admission controller. This feedback control system is depicted in Figure 3 . Instantiating our general model of Section 11, the pricing function of the admission confrdcr is given by the relationship between the admission ratio of web requests a ( . ) and the utilization of the server p ( . ) . The latter is a function of the current total number of requests pending inside the system n( .), which in turn evolves as a function of both the admission rates of requests .n(.) and the service rate of the web server. Figure 4 shows two specific (simple) examples of the relationships between i a ( . ) and p ( . ) , and between p ( . ) and the web server (plant) service rate, A natural goal of a RoQ exploit on an admission controller is to maximize the damage caused by a periodic adversarial attack of magnitude 114, where damage constitutes the reduction in the number of legitimate requests admitted to the system per attack period, or equivalently the difference between the admission rate under normal conditions and that achieved when the exploit is mounted. Let R, denote the number of rejected requests due to a single periodic attack with parameters k1 = 6 x T , over an attack period. T . Thus, the attack potency Il = R,/M, As in the generic analytical model of Section 11, the attack traffic can effectively reduce the service rate of the resource by pushing the system into high utilization, leaving the system in a "thrashing" mode of operation where it takes a long time to recover.
Considering a discrete-time model, equation 5 represents a PI controller, where the admission ratio, a ( i ) . at time i, is updated based on the error signal between the target utilization, p*. and the current utilization, p ( i ) . h' is the PI controller's constant, which plays an important role in how aggressive the controller reacts to the error signal. In particular, a higher value of K will tend to cause the admission controller to react more aggressively to the error signal, but possibly causing transients in the utilization to be reflected in the admission ratio. A lower value of K will lend to achieve higher stability margins, but possibly causing the admission controller to be less responsive to sudden changes id utilization. 
Notice that p ( . ) has a lower bound of 3, which represents the utilization when the offered load is zero, reflecting the utilization of the system due to background operating-system services, etc. When n.(i) < N , the server operates efficiently; its utilization increases slowly in proportion to n,(i) as dictated by the (small) constant A. Beyond N , utilization increases quickly in proportion to n(i) as dictated by the constant C > A, until it reaches its upper bound of 1. Given the admission rate cr(i) and arrivals X ( i ) at time i, the number of requests admitted at time i is given by is true, and w is the fhrashing index, a constant that represents the severity of degradation in service rate as pi.) increases beyond po. Equation 7 implies that as long as p( .) is less than po, the system is operating at its rated capacity. However, once it gets into overload, its capacity is reduced.
We assess the vulnerabilities of the above-modeled admission controller to a RoQ exploit comprising periodic bursts of 6 requesrskec sent over a short duration T , with a period T , For simplicity, we assume that T = 1.
Let a(0) denote the admission rate for a steady-state (constant) arrival rate of X prior to an attack starting at time 0.
Assuming that 6 is of a high-enough value to force p(.) to reach unity, we get a constant error signal of p*-1. Thus the PI conrroller (cf. equation 5 ) will start decreasing the admission rate in fixed steps of K(p* -1). One can easily see that at
. Clearly, p ( . ) will remain at one until the load is low enough to decrease p to a value lower than unity, Let's denote by 6 the period of time during which p(.) remains at one.
During 8. the total number of requests admitted to the system will include whatever was admitted from the attack traffic, plus whatever was admitted from regular arrivals, based on the changing values of the PI controller-namely, h ( 0 ) i-A(a(O)+a(l) ... +a(O)). During that time. since p is stuck at one, the departure rate is equal to pmaX -w (1 -P o ) which we denote by pLmin-the minimum departure rate. Thus 6 can be expressed as:
Notice that the summation Ci-;o a(i) is equal to:
This allows us to derive a second-order equation which can be Solved for (the positive value of) 8 and is given by:
Since is typically relatively small compared to pmin and Xa(0), one could approximate the above equation
numerical solution in the absence of this approximation matches very closely the closed-form solution given in equation 11. Thus, at any time i after 8, the admission rate is given by:
Notice that the attacker's ,traffic 6 only appears in the constant coefficient of the above second-order equation. This means that as the attacker's traffic increases, the positive root of the above equation will be larger, resulting in a larger value of 0, implying a longer time for the server to fully react to the attack. This can be easily seen when we solve for the roots of the second-order equation of the form as2 + 68 + c = 0: the term b2 -4ac is always positive since c is negative and it gets larger as the magnitude of c gets larger, so the value of the positive root increases.
During B. and as the system reacts to the overload caused by the burst of attack traffic, the admission controller would have rejected RQ (legitimate) requests. The value of RQ can be easily derived using equation 9: #I and $2, corresponding to whether the number of pending requests is less than N OT larger than N , respectively. Thus, after time 0 f 41 4-d2, the admission rate will once again reach a(O), which represents the initial condition before the attack was waged.
Next, we derive how long it takes the system to again get its admission rate close enough to a(0). This period is divided into two regions as dictated by the piecewise linear function of load on utilization. We start by calculating the admission rate starting from a(@). At time 0-t 1, the admission rate a(8+ 1) is given by:
We are now ready to compute the number of (legitimate) requests which are rejected as a result of the RoQ attack (in a single period 7'). The total number of rejected requests are those rejected during 13 -t 41 + d2. During the period qh, f i e total number of rejected requests Rq,, is given by:
Similarly, during 4 2 , the total number of rejected requests R+2 is given by:
where e ( @ ) = p* -p ( B ) is the error signal to the PI controller and Kl and K2 are given by h'(p* -3 ) and (1 -KAX),
respectively. In the above derivation steps of equation 13,
since the attack had subsided and the admission ratio is at its lowest value, whatever requests get admitted in one time step are served by the end of this time step; thus the number
The above results can be used to calculate the potency of the attack, which is given by: of pending requests .(.) is simply given-by the number of admitted requests m(.) = .y(.)A.
B. NuriiericaE Solurion
We numerically solve the above system. We assume that legitimate requests arrive at a rate X of 100 requests per unit time, The number of pending requests n(.) drives p i . ) as shown in Figure 4 (left), with constants A = 0.00267, B = 0.2, C = 0.024, D = -1.4: K = 0.01 and A' = 75. The service rate p(.) is driven by p ( . ) as shown in Figure 4iright ), with pmax = 90. p m i n = (0, po = 0.8, and w = 70. Figure   5 (left) shows the results we obtained. It shows the admission rate as well as the utilization of the back-end system over time. Clearly, within 50 time units of operation, the system converges to an efficient operating region with admission rate at 0.875 and utilization is around its target value of 0.7. The RoQ attack starts at time 150 for a duration of r=l second and is repeated every T=50 seconds, producing a potency of over 100, i.e., one request from the attacker results in over 100 legitimate requests being denied service. Figure S( 19) . Clearly, the value of K is critical as it reflects the sensitivity of the PI controller to the error signal. Notice that the model we adopted in this section does not capture some other important adaptation parameters. For instance, it assumed a feedback delay of unit value--i.e., the utilization at time i drives the admission decision at time i -t 1. In a practical setting, this feedback delay will slow the controller's reaction making it even more vulnerable. The effect of feedback delay will be illustrated in Section IV. c C. Discussion Measurement-Based On-Line Tuning of RoQ attacks: In the above numerical analysis, we assumed that the attacker knows exactly when the system will recover from the attack so the attacker can correctly time its next burst. In a real setting, the attacker wouldn't know exactly when the system had recovered. A promising approach to correctly time the attack traffic is to use measurements to probe the state of the admission controller. In particular, it is reasonable to assume that the attacker can send few requests and estimate the admission ratio based on its own requests. This will enable the attacker to effectively figure out whether the admission controller has recovered or not and more importantly when is the best time to repeat its attack. Detection and lkace-back: An adversary mounting a RoQ attack does not have to overwhelm the web server constantly in order for its attack to be effective. Moreover, the transients induced by the attack are not much different from those that are possible under normal operation (except that they do not subside), These dimensions of RoQ attacks make it challenging for a network resource to even realize that it is under attack. Notice that tracing back the perpetrators and taking counter measures is challenging since the attacker could be launching its attack through zombie clients, with different IP addresses. This adds to the complexity of detection and trace-back. Tradeoffs Between Efficiency and Tolerance to RoQ Expbits: Tuning an admission controller parameters to achieve the best performance may lead to settings that would make the system quite vulnerable to RoQ exploits. On the other hand, selecting parameters that may minimize the damage from RoQ exploits may lead to very inefficient "normal" operation. For example, as Figure Wight) suggests, a larger talue of h' will lower the potency of a given attack. However, a large value of I t ' implies that the system will react swiftly to minor changes in its workload. Under normal operations, this is quite undesirable as it compromises stability. For instance, it may be advantageous for the settings of an adaptation mechanism (e.g., the values of h' and ,umin) to be adjusted on-line, based on whether or not the system is suspected to be under a RoQ exploit.
Load Balancing and ProfiPng as Targets of RoQ Exploits:
End-hosts employ other forms of adaptations to ensure scalability [8], [9] , [lo] : [ll] , [12] , [13] , [14] , [151. Load balancing is just another form of an adaptation policy that could be exploited using RoQ attacks, There are many approaches to load balancing. However, they all share some commonalities between them (e.g., an inherent feedback delay). Thus, it is possible to cast the load balancing as an optimization process subject to pricing functions (as we have done earlier), which would be vulnerable to RoQ exploits as well.
IV. INTERNET EXPERIMENTS
In this section, we assess the impact of RoQ attacks on an admission controller that lies in front of a Linux web server through real experiments performed in our lab. We conduct a series of experiments to investigate the effect of different values of the control parameter K in the presence and absence of feedback delay. Due to the wide deployment of web servers in the current Internet, we used a web server as an example of an end-system functionality that is subject to admission control. We could have instead used an application server or a database server? In our experiments and similar to our analysis, we used a simple PI controller to derive the admission ratio. Other controllers, such as AYMD controller, could have been used as potential targets for RoQ attacks.
Notice that our main goal in this section is to give evidence that such attacks could be carried out, as opposed to fully characterizing the possible damage that could be inflicted. A full characterization for the damage is hard to assess due to the following two limilations: (1) When faced with severe thrashing, Linux, on which the web server in our experiments runs, starts killing threads to get itself out of thrashing. This behavior, while acceptable for simple HTTP transactions (such as file transfer) is not acceptable in other more realistic and prevalent scenarios--e.g., when HTTP sessions we involved, and when backend system state could be compromised. This is precisely why the analytical model we used in the previous section assumed that the admission controller is the only entity that is responsible for admitting and rejecting requests and that it doesn't "kill" threads if the system is thrashing. This is important to ensure threads integrity in many scenarios. For example, a database server with too many admitted transactions, cannot simply kill web server threads to get rid of thrashing. This may result in a vidation of the system's integrity which? in return, could impose longer periods for recovery.s
Linux' interference with our admission controller (by imposing its own admission control) makes it impossible for us to assess the true impact of a RoQ attack once Lioux starts its own thrashing prevention measures. Thus our experiments were only carried out under moderate load levels-i.e., at thrashing levels that did not trigger Linux's thread killing measures. This naturally puts an upper-limit on the achievable potency values that we are able to observe and reliably measure in our laboratory experiments. In other words, the results we show should be viewed as lower bounds on the achievable potencies. Indeed, they will tend to be lower than those predicted analytically, since our models did not account for the existence of an outside mechanism (namely Linux' behavior in overloads) that "clears" thrashing. Httperf We have implemented an admission controller to the web server, where requests from the clients are admitted to the server based on a dynamicaIly adjusted admission ratio. ated the target of h e PI controller to be the memory utilization, measured as h e ratio between used (physical) memory and total (physical) memory. When memory utilization is very high. frequent paging activities cause the system to thrash and as a result the service rate will dramatically decline. RoQ attacks then would push the system into thrashing, causing a decline in the admission ratio and hence a denial of service to legitimate requests for a long period of time until thrashing clears up). This process would repeat once the system recovers. Figure 7 illustrates the evolution of the admission ratio as a function of time. Under normal workload conditions (i.e., no overloading), the memory utilization is fairly low, and the admission ratio is about 1. At time 120. 800 requests are injected as a Roo attack is initiated. As a result. the system is pushed into thrashing causing high memory utilization and associated paging activities. This inefficient period lasts for more than ZOOsec, until around time 500 when the admission controller recovers to admitting all legitimate requests. At time 740, another SO0 requests are injected causing the same scenario to repeat. When h ' was chosen to be 0.01, the RoQ attacks achieved a potency of 8, i.e., a single attack request caused denial of service €or 8 legitimate requests. We modified our control rules to keep a short history of past utilization measurements, and applied the control rules on past values rather than the latest. Figure 9 shows how the potency increases as feedback delay increases. When the feedback delay is around 60 seconds, the potency is higher than I&! Intuitively, long feedback delays have the effect of admitting more requests a i the beginning since the admission controller does not know about the system state and whether it is thrashing. This confirms the known impact of feedback delay on the stability of control systems by causing them to become unstable, and in our case here, more vulnerable to RoQ exploits. Having a fixed thread pool, indeed reduces the impact of RoQ attacks, but this comes at a cost-there is a serious risk that the web-server might become underutilized. Since requests could have very different characteristics, in terms of resources they require. having a fixed pool of threads, and assuming the worst-case scenario, would prevent the web-server from adapting to different mixtures of requests. In fact, this has prompted research studies into how the thread pool size may be adjusted dynamically based on current requests' profiles 1191, 1201.
Having a dynamically-adjusted thread pool size is simply another paradigm for implementing admission control. Indeed, thread pool size adaptation could be exploited through RoQ attacks by forcing the thread pool size to oscillate between its two extremes (for example, by alternately subjecting the system to short requests. that don't take a lot of resources and long requests that would consume a lot o'f resources, which will cause the pool size to keep changing). Such tradeoff is very important to highlight. Do we want systems that are more resilient to attacks but less efficient, or systems that are efficient but susceptible to attach? Admission Control versus Buffering: In our analysis and experiments, we have assumed that upon the onset of thrashing, requests are "rejected". An alternative approach would have been to simply delay (or buffer) the admission of such requests to thc system. Buffering of requests is akin to smoothing the burstiness of the workload. Thus, assuming that the long-term average of the offered load (including that of the attack traffic)
is below the capacity of the system to efficiently service that workload, buffering (i.e., delayed service as opposed to denial of service) could be an effective defense against RoQ exploits. This is true, but only if the delays that result from buffering could be tolerated. For many applications, such delays may not be acceptable, or may induce unintended consequences (e.g., triggering timeouts at other layers, which will effectively result in a denial of service). Buffering (as a defense mechanism against RoQ exploits) simply changes the nature of damagefrom a reduction in the capacity of the system to service requests to a reduction in the fidelity (response time jitter) of the system, Incidentally, using response time jitter as the damage due to a RoQ attack exploit could well be the goal of the adversary in the first place (e.g., for interactive or real-time applications, including gaming, on-line bidding, etc.) v. RELATED WORK To our knowledge, the work presented in this paper is the first to expose vulnerabilities in the dynamics of adaptation mechanisms employed in an end-system using a control theoretic framework. That said, the work presented in this paper relates to a fairly large body of literature. We briefly exemplify the different dimensions of this body of work below. In [36] , nonlinear optimization theory was used to optimize the performance of web servers through breaking sessions into stages and performing admission control with an eye on maximizing an application-specific reward function. Again, these studies did not focus on the adversarial aspect we considered in this paper, but rather on controlling and optimizing the web server behavior. Indeed, they did not even recognize or consider the adaptation strategies that they advocated as model, DOS attacks could be classified as RoQ attacks with an infinite aggressiveness index (defined in Section II), which imply that the attacker's ultimate goal is to maximize the damage at any cost. In this paper, we have focused on attacks whose perpetrators are not focused on denying access (i.e.. targeting availability), but rather they are focused on bleeding the system of its capacity, or simply pushing it to operate in inefficient operating regions to reduce some aspect of service quality. More importantly, in this paper, we have focused on the harder-to-detect, low-intensity attacks, i.e., with modest aggressiveness compared to the aggressiveness required for DOS attacks. On the other hand, the "shrew" attack proposed in [43] is an example of a low-intensity, harder to detect attack which targets a set of flows to cause them to timeout.
Adaptation through
Clearly, the scope of shrew attacks are limited to targeting TCP flows only and those who employ the timeout mechanism. RoQ attacks have much broader scope for targeting adaptation mechanisms that can be found in modern computing systems.
VI. CONCLUSION
In this paper, we exposed a variant of RoQ attacks that target end-systems through exploiting the transients of their adaptation mechanisms. RoQ attacks are identified as those attempting to maximize the marginal utility of the attacker's workload. We have shown that RoQ attacks can indeed introduce significant inefficiencies in an end-system, while evading detection by consuming a small portion of the hijacked capacity over longtime scales. This is achieved through exploiting the transients of the underlying system adaptation mechanism. Using a control-theoretic model for an admission controller employed in a web server setting, we derived closed formulas to assess the impact of a RoQ attack through the "potency" metric. We confirmed our findings through real internet experiments performed in our lab. We believe that it is very important to develop a general understanding of the design principles that could be adopted to protect against RoQ exploits. In particular, the tradeoff between performance under normal operation and resiliency against RoQ exploits is important to highlight.
We believe that with the proper understanding of the dynamics involved, one can choose between different adaptation strategies based on risks and rewards behind each of them.
