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Institute for Nuclear and Energy Technologies  
Structure and Activities of the Institute for Nuclear  
and Energy Technologies 
Thomas Schulenberg 
 
Mission 
The Institute for Nuclear and Energy Technol-
ogies (Institut für Kern- und Energietechnik, 
IKET) is situated with its offices and research 
laboratories on the North Campus of KIT. It is 
focused on nuclear, fusion and renewable en-
ergy technologies for electric power production 
and on hydrogen technologies for energy stor-
age in chemical form. Its research topics in-
clude analyses and tests of thermal-hydraulic 
phenomena, combustion phenomena and neu-
tron physics which are typical for normal oper-
ation or for accidental conditions in nuclear 
power plants, for future nuclear fusions reac-
tors, for geothermal or solar power plants, but 
also for mobile systems. Most subjects are ap-
plication oriented, supported by some basic re-
search projects, if needed. 
Organizational structure  
IKET is structured into nine working groups as 
indicated in Fig. 1. Working groups on Accident 
Analyses, on Accidents Management Systems 
and on Transmutation as well as the AREVA 
Nuclear Professional School have been con-
centrating in 2016 primarily on nuclear applica-
tions, whereas the Karlsruhe Liquid Metal La-
boratory (KALLA) and the Hydrogen group 
were addressing nuclear as well as renewable 
energy technologies. The working group on 
Magneto-Hydrodynamics is primarily working 
on nuclear fusion applications, whereas the 
working group on Energy and Process Engi-
neering is rather concentrating on geothermal 
energies. Thus, the institute covers a wide field 
of different energy technologies, and the share 
Fig. 1: Organizational structure of the Institute for Nuclear and Energy Technologies (IKET) 
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of its personnel resources on the different re-
search topics is determined each year by the 
worldwide market request for energy research. 
By the end of 2016, IKET had employed more 
than 110 (full time equivalent) scientists, engi-
neers, technicians and other personnel. 
Around half of the employees were funded in 
2016 by the Helmholtz Association (HGF), the 
others by third party funds of the European 
Commission, by industry, by German minis-
tries or by other research funds. Doctoral stu-
dents as well as students of the Baden-
Wuerttemberg Cooperative State University 
(DHBW) were filling around 20% of these posi-
tions at IKET. In addition, students perform 
their bachelor or master theses or spend an in-
ternship in the research laboratories of IKET. 
IKET contributed in 2016 to the HGF programs 
“Nuclear Waste Management and Safety 
(NUSAFE)”, “Renewable Energies (RE)”, 
“Storage Systems and Cross-Linked Infra-
structures (SCI)”, as well as “Nuclear Fusion 
(FUSION)”. More than 2/3 of all IKET person-
nel was needed to solve issues on nuclear 
safety, on severe accident research or on al-
ternatives for nuclear waste management. 
 
International collaboration 
Most studies performed at IKET are embedded 
in international research projects. In nuclear 
safety research, A. Miassoedov is coordinating 
the European project SAFEST on severe acci-
dent research, addressing European safety 
targets, as well as the European project 
ALISA, providing transnational access to large 
infrastructures in Europe and China for severe 
accident research. Moreover, his research 
group at IKET is contributing to the European 
project IVMR on in-vessel melt retention for se-
vere accident mitigation, to the European pro-
ject FASTNET, predicting the potential radio-
active source-term during nuclear accidents, 
as well as to a collaboration with French re-
search organizations on ex-vessel core melt 
mitigation systems, which may be retrofitted in 
existing pressurized water reactors.  
Regarding the rapid increase of nuclear power 
in China, where currently 6 to 7 new nuclear 
reactors are commissioned each year, the 
transfer of safety technology from Europe to 
China is highly appreciated on both sides. This 
is expressed also by the recent appointment of 
A. Miassoedov as an adjunct professor by 
Xi’an Jiaotong University in China, building-up 
a long-term partnership between both research 
organizations.  
Research on emergency management for nu-
clear accidents is primarily continued in Eu-
rope. W. Raskob is coordinating the European 
project PREPARE, producing integrated tools 
and platforms for radiological emergency pre-
paredness and post-accident response in Eu-
rope. He coordinates also the new European 
project CONFIDENCE to improve the decision 
support for nuclear accident management un-
der high uncertainty. The RODOS software, 
developed by this team, is being extended 
since 2016 to account also for risks of torna-
dos, flooding and bush fire in the restricted 
area around Chernobyl. Moreover, China de-
cided to customize the real-time online deci-
sion support system RODOS to Chinese con-
ditions. Supported by the European Com-
mission, IKET installed the RODOS system in 
the Chinese emergency center in Beijing. 
Though liquid metal cooled nuclear energy 
systems are currently not considered in Ger-
many, IKET is contributing to the safety as-
sessment of such innovative systems by par-
ticipation to the European projects SESAME, 
dedicated to thermal-hydraulics and safety of 
liquid metal cooled systems, and to the Euro-
pean project ESNII+ improving the safety per-
formance of sodium-cooled fast reactors. 
Moreover, by participation in OECD and IAEA 
projects on liquid metal cooled reactors, scien-
tists at IKET are self-committed to keep their 
expertise in nuclear engineering even outside 
the frame of German energy policy. Their ex-
pertise is acknowledged also by utilities and 
Institute for Nuclear and Energy Technologies 
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regulators in France and Japan, confirming a 
high quality of nuclear research at IKET. 
International collaboration in nuclear fusion is 
organized by ITER, F4E and EUROfusion, to 
which the Magneto-Hydrodynamics Group of 
IKET is contributing with experimental and nu-
merical studies on liquid metal flow in blankets 
for fusion reactors. 
Outside nuclear fusion and fission research, O. 
Jedicke at IKET is coordinating the European 
projects H2FC on the European infrastructure 
supporting hydrogen and fuel cell technology, 
and the European project SUSANA, aiming at 
verification and validation of CFD software for 
analyses of hydrogen risks. In 2016, a new Eu-
ropean project NET-tools has been granted, 
with the objective of novel education and train-
ing tools, based on digital applications related 
to hydrogen and fuel cell technologies. This 
project, again, is coordinated by O. Jedicke, 
IKET. 
 
Some research highlights of 2016 
Out of the large number of research results in 
2016, a few examples shall be highlighted here 
to illustrate the wide scope of research fields at 
IKET. 
Liquid metals are offering an excellent poten-
tial as heat carrier in concentrated solar power 
plants: With their high boiling point, the solar 
receiver can be operated at high temperature, 
enabling a better thermal efficiency of the 
power plant. The good thermal conductivity, on 
the other hand, can homogenize hot spots of 
the solar receiver, which might arise due to im-
perfect heliostat mirrors. In its SOMMER test 
facility, the Karlsruhe Liquid Metal Laboratory 
KALLA has completed the installation of a pla-
nar heliostat mirror, which follows the sun, 
shining on a parabolic mirror, which concen-
trates the solar power onto the receiver. The 
receiver, Fig. 2, is made of parallel stainless 
steel tubes, which are cooled inside with liquid 
lead-bismuth. The solar power distribution to 
be expected on the tube surfaces has been 
measured in 2016 with a new method, confirm-
ing the appropriateness of the design. The liq-
uid metal loop of the solar receiver shall be 
completed in 2017. 
 
Fig. 2: Liquid metal solar receiver of the concentrated 
solar power facility SOMMER of the KALLA lab. 
 
An organic Rankine cycle with supercritical 
propane is being installed by the Energy and 
Process Engineering Group of IKET. Com-
pared with conventional, subcritical Rankine 
cycles, this innovative approach shall enable a 
heat-up of the working medium with minimum 
exergy losses, and thus a maximum thermal 
power from low temperature energy sources. 
The new test facility MONIKA comprises a 
heating unit, a geothermal energy source for 
test, the Rankine cycle including pump, heat 
exchanger, turbine and condenser, as well as 
the propane supply unit with gas purification for 
a thermal cycle power of about 1 MW. In 2016, 
all major components of MONIKA have been 
tested individually before delivery. Finally, they 
were shipped to KIT and installed on the test 
site. Fig. 3 shows the pump and the hot side 
heat exchanger of MONIKA. Commissioning of 
the test facility will follow in 2017. 
Institute for Nuclear and Energy Technologies 
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Fig. 3: Pump and heat exchanger of the organic Ran-
kine cycle MONIKA at IKET. 
 
Already since the 1990s, but in particular since 
the catastrophic failure of the boiling water re-
actors in Fukushima, severe accident mitiga-
tion for existing nuclear power plants became 
a top priority research issue of the Accident 
Analysis Group of IKET. In case of a failure of 
the reactor pressure vessel, the interaction of 
the core melt with concrete in the reactor cavity 
can be mitigated with a cooling structure, com-
prising a porous concrete layer, which is fed by 
cooling water from a pool inside the contain-
ment, and a dense, sacrificial concrete layer on 
top. In 2016, such core catcher design has 
been tested at IKET with more than 1t of ther-
mite and zirconium melt poured onto it to sim-
ulate the core melt. The residual heat was sim-
ulated by addition of Zr and thermite, which 
was supplied to the melt during the test. A core 
melt layer of up to 60 cm height at a tempera-
ture of around 1900°C could be cooled suc-
cessfully with this concept. Fig. 4 shows a cut 
through the porous concrete, with the cooled 
oxide and metal layers on top, inside the test 
crucible.  
 
Fig. 4: Result of a successful core catcher test with 
1150 kg of metal and oxide at 1900 °C from a thermite 
reaction 
 
Severe accident mitigation will be even more 
challenging for liquid metal cooled reactors. 
While the sodium cooled reactor ASTRID is 
being developed in France, aiming at a sus-
tainable nuclear energy supply, the Transmu-
tation Group at IKET is focusing on analyses of 
potential severe accidents of such reactors. 
The multi-physics code SIMMER, to which 
IKET is contributing, simulates a severe acci-
dent progression, e.g. in case of an unpro-
tected loss of flow through the reactor core, in-
cluding reactivity response, thermal and me-
chanical consequences, and even degradation 
of the core. In 2016, code applications have 
been extended to three dimensions, which can 
simulate flow conditions inside a pool reactor 
more realistically. SIMMER analyses of a new 
ASTRID design, Fig. 5, which have been per-
formed in 2016, could confirm that an unpro-
tected loss of flow accident would result in less 
damage. Long term consequences of such ac-
cidents shall be studied in 2017. 
Institute for Nuclear and Energy Technologies 
5 
 
Fig. 5: SIMMER model of the ASTRID primary system. 
 
Besides research performed in the area of nu-
clear emergency management, the Accident 
Management Systems Group is active in the 
area of protection of critical infrastructures (CI). 
In cooperation with institutes of KIT Campus 
South, an agent-based simulation system was 
developed to describe the dependencies of CIs 
on electricity and water supply for a future 
smart city. So far, IKET is focusing on health 
care, and comprehensive models were devel-
oped covering hospitals, pharmacies, dialysis 
centers and retirement homes. The objective 
of this work is to investigate sensible manage-
ment options, in particular focusing on optimi-
zation processes to keep the performance of 
the CI on a level that allows the secure supply 
of the population with all their needed prod-
ucts.  
 
Fig. 6: Key components of critical infrastructures consid-
ered in the agent-based simulations. 
 
The AREVA Nuclear Professional School at 
IKET is committed to education and training of 
post-graduate students and young profession-
als in nuclear engineering. Up to 20 courses on 
science and technology of nuclear reactors 
have been offered in 2016, including i.a. neu-
tron physics, thermal-hydraulics, stress anal-
yses, accident management and a new course 
on human-machine-interaction. Five doctor-
ates on nuclear engineering have been com-
pleted at IKET in 2016, which were covering 
numerical predictions of two-phase flow in fuel 
assemblies and in safety systems, numerical 
simulations of core melt retention, reactor 
physics, and magneto-hydrodynamic effects of 
liquid metal flow in blankets of nuclear fusion 
reactors. As an example of advanced model-
ling of two-phase flow, the dissertation of Mat-
thias Benz is using a statistical approach to de-
scribe the wavy interface of a stratified flow of 
water and steam, whereas the dissertation of 
Matthias Viellieber introduces coarse grid com-
putational fluid dynamics for industrial applica-
tions. 
The Magneto-Hydrodynamics Group at IKET is 
focusing on blanket development and test for 
nuclear fusion reactors. Experiments for meas-
uring the magneto-hydrodynamic pressure 
drop in a scaled mock-up of the helium cooled 
lead lithium (HCLL) test blanket module (TBM) 
for ITER have been performed in the MEKKA 
facility at IKET. The mock-up consists of 8 
breeder units (BUs) connected two by two at 
the first wall through small openings. Breeder 
units are fed and drained by a system of man-
ifolds. A photograph of the test section in front 
of the magnet is shown in Fig. 7. The pressure 
drop is measured conventionally with pressure 
taps, whereas velocities can be concluded 
from electric potential measurements outside 
the test module. 
Institute for Nuclear and Energy Technologies 
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Fig. 7: Test section of a breeder unit being installed in the 
MEKKA facility. 
 
Besides model and numerical code develop-
ment the Hydrogen Group of IKET was contin-
uing its experimental work on fundamental dy-
namic combustion behavior of premixed sy-
stems. Experiments for flame acceleration and 
deflagration-to-detonation-transition in micro 
channels have been inspired by industry part-
ners, who integrate fuel cells and electrolysers 
in their systems. They had observed surpris-
ingly fast combustion regimes in these rela-
tively small structures. Complementing the re-
lated flat layer experiments executed in 2015, 
experiments have been conducted in a small 
but long channel, with transparent walls, open 
ends and variation of the cross-sectional di-
mensions. 
 
Fig. 8: Symmetric flame front progression in a transparent 
duct 
 
Fig. 8 shows a sequence of frames taken from 
high speed videography of this 1.8 meter long 
and 2 cm high (and deep) transparent duct. 
Each frame is arranged below the other. Thus, 
the vertical coordinate coincides with the time 
coordinate. The illuminated zone indicates the 
flame front spreading symmetrically to the left 
and right from the central point of ignition. The 
angle enclosed by this flame front line and the 
central vertical symmetry line indicates the 
flame speed. Short after ignition (top line), we 
see a stable deflagration with a pale flame, 
which accelerates only after a certain time to 
turn finally into a detonation. This deflagration-
to-detonation-transition is visible by the strong 
flashing light emitted in the lower left and right 
corner of Fig. 8. In general, the stability of 
flame, effective flame speed and associated 
pressure developing in such narrow channels 
were found to be strongly dependent on the 
cross-sectional area, the congestion and mix-
ing properties. The data generated with these 
experiments are used for further model and 
code validation.  
 
 
 
 
 
time 
duct length coordinate 
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Group: Magnetohydrodynamics 
Magnetohydrodynamics for Liquid-Metal Blankets  
Leo Bühler, Thomas Arlt, Hans-Jörg Brinkmann, Victor Chowdhury, Christina Köhly,  
Chiara Mistrangelo 
 
Overview of MHD phenomena related 
to electromagnetic flow coupling  
For the development of liquid metal blankets 
for fusion reactors, the analysis of magnetohy-
drodynamic (MHD) effects, caused by the in-
teraction of the flowing electrically conducting 
medium with a strong imposed magnetic field, 
is of crucial importance. In complex geomet-
rical configurations, electric currents flow from 
one fluid domain into the adjacent ones pass-
ing through common electrically conducting 
walls. The resulting electromagnetic coupling 
between parallel ducts modifies velocity and 
pressure distributions compared to the ones in 
single channels. In order to complement earlier 
work [1] [2] [3], we investigate numerically 
MHD flows of incompressible, electrically con-
ducting, viscous fluids in channels that are 
coupled via conducting walls. A uniform trans-
verse magnetic field is applied, which is in-
clined at an arbitrary angle  to the z-axis, as 
shown in Fig. 1. The flow in the ducts is driven 
by given pressure gradients that can vary from 
one channel to another. 
 
 
Fig. 1: Electrically coupled channels exposed to an ar-
bitrary oriented magnetic field. 
 
The steady state flow is governed by the di-
mensionless equations for conservation of mo-
mentum, mass, charge, and by Ohm’s law: 
 
 
 
,
1
ˆ 2
2
Bjvx 
Ha
p  (1) 
 ,0         ,0  jv  (2) 
 . Bvj    (3) 
 
The non-dimensional parameter in (1) is the 
Hartmann number Ha=BL(/)1/2. Its square 
describes the ratio of electromagnetic to vis-
cous forces. The variables v, j, B,  and  de-
note velocity, current density, magnetic field, 
and electric potential, scaled by u₀, σu₀B, B, and 
u₀BL, respectively. The typical length L of the 
problem is the half-width of a duct and the 
characteristic velocity u₀ is obtained from the 
given pressure gradient as xp/σB². Density 
, electric conductivity , and kinematic viscos-
ity , are constant. Since the walls of the ducts 
are electrically conducting, equations for elec-
trical variables are solved also in the solid do-
mains.  
Results discussed in this section refer to a con-
stant Hartmann number Ha = 250. We begin 
with the description of cases in which the flow 
in the 3 ducts is driven by the same pressure 
gradient p1,2,3 = p. We consider first two lim-
iting cases, i.e., when the magnetic field is ap-
plied in y-direction ( = 90°), and when B is par-
allel to z ( = 0°) to provide a complete picture 
of the influence of the inclination of the mag-
netic field on electromagnetic coupling in 
ducts.  
Group: Magnetohydrodynamics 
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Fig. 2: Velocity distribution for the flow with (= 90°). 
 
Fig. 2 shows the velocity distribution in three 
channels, when B is parallel to y. Currents in-
duced in the fluid cross the internal separating 
walls, which behave as if they were almost per-
fectly conducting. Therefore, in the side layers 
along dividing walls only a slight increase of ve-
locity compared to the core value is observed. 
At external sidewalls, current flows preferen-
tially in magnetic field direction and induced 
Lorentz forces are much smaller than the ones 
in boundary layers at internal walls. As a result 
high velocity jets occur along the external walls 
as expected for MHD flows in electrically con-
ducting ducts. Consequently, the lateral chan-
nels carry a larger flow rate than the central 
one.  
 
Fig. 3: (a) Velocity and (b) electric potential contours 
and current streamlines for (= 0°). 
Velocity and electric potential distributions are 
depicted in Fig. 3 for the case in which the 
magnetic field is aligned with the z-direction. In 
layers parallel to B, jets with high velocity are 
present and the core flow in the central duct is 
uniform. Current streamlines in duct 2 are sym-
metric with respect to the center of the duct, 
while in channel 1 and 3 they are asymmetric. 
In this case, with  = 0° and equal driving pres-
sure gradients, there is no exchange of current 
through common Hartmann walls, perpendicu-
lar to B, and the influence of electromagnetic 
coupling appears weak. 
Let us consider now the case, when the mag-
netic field is inclined at an angle  = 15° to the 
z-direction. Fig. 4 displays typical electric cur-
rent paths together with contours of electric po-
tential (a) and axial velocity (b). Potential con-
tours show that, as a result of the elec-
tromagnetic coupling of neighboring flow do-
mains, cores exist that extend through the 
three ducts across the dividing walls. They are 
separated by internal layers that spread along 
magnetic field lines starting from duct corners. 
Along magnetic field direction, current density 
is constant, electric potential varies linearly, 
and according to Eq. (3) also the axial velocity 
has a linear variation.  
 
Fig. 4: Typical current loops for = 15°. Contours of 
(a) electric potential, (b) axial velocity. 
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In the internal layers the velocity increases 
when moving towards the channel corners, as 
visible in Fig. 4(b) and in Fig. 5.   
 
Fig. 5: Velocity distribution for the case with = 15°. 
 
Two types of characteristic current paths can 
be identified for this flow (see Fig. 4): those that 
close in a single duct (a) and the ones that cou-
ple two channels (b). The second kind of loops 
that connects two ducts is such that leakage 
currents, before turning in the adjacent chan-
nel, flow either along the separating walls or 
along top and bottom walls.  
 
Fig. 6: (a) Typical current loops and contours of axial ve-
locity, (b) velocity distribution for the flow with = 60°. 
Cores are marked by numbers. 
 
For larger , the electromagnetic coupling be-
comes stronger. An example is plotted in Fig. 
6 for  = 60°. Current paths marked in black 
show how the induced current flows from one 
duct to the next one forming large loops that 
couple all the three channels. Regions near the 
corners still exist, from which the internal lay-
ers originate, where current closes just in a sin-
gle duct. In Fig. 6, dashed lines trace the inter-
nal layers that split the cross-section in 7 cores. 
Core 3 as well as core 5 are hydraulically split 
in two parts by the dividing walls, but they are 
strongly electrically coupled.  
 
Fig. 7: Average velocity in the ducts and total mean value 
for = 15° and 4 cases: 1) p1,2,3=p, 2) p1,3 =p, p2=0, 
3) p1,3=0, p2=p, 4) p1=p, p2,3=0. 
 
Effects of electromagnetic coupling on velocity 
in parallel ducts can be seen when the driving 
pressure gradient in one or more channels is 
zero. In Fig. 7 average velocity in individual 
ducts and in the total cross-section are com-
pared for different combinations of the applied 
driving pressure gradients. All cases can be 
derived by combining cases 3 and 4. In case 1, 
while for the flow with  = 90° the flow rate was 
larger in lateral ducts, for  = 15° the opposite 
situation can be found due to the inclination of 
B.  
Fig. 8 and Fig. 9 display 3D views of velocity 
for flows driven only in lateral channels for two 
orientations of the magnetic field,  = 90° and 
 = 15°.  
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Fig. 8: Velocity distribution in a cross-section for flows 
driven only in lateral ducts and = 90°. 
 
In the first case, when ducts are coupled at 
walls parallel to B, core velocity in duct 2 re-
mains zero. Reversed flow occurs in parallel 
layers. In the second case for  = 15°, ducts 1 
and 3 drive the flow in the entire middle chan-
nel. Further results and details on electromag-
netic flow coupling have been published in [4], 
[5], [6], [7]. 
 
 
Fig. 9: Velocity distribution in a cross-section for flows 
driven only in lateral ducts and = 15°. 
 
MHD flow and heat transfer in model 
geometries for WCLL blankets 
One of the liquid metal blanket concepts con-
sidered as option for a DEMOnstration fusion 
reactor is the water-cooled lead lithium (WCLL) 
blanket. It consists of modules attached along 
the poloidal direction to a back supporting 
structure. Pressurized water cools the walls 
and breeding zone. In a design concept devel-
oped by CEA a large number of cooling pipes 
arranged in radial-poloidal planes is immersed 
in the liquid metal which results in a complex 
flow path for the PbLi [8] (see Fig. 10). Internal 
plates that form rectangular ducts in which the 
liquid metal is confined reinforce the breeder 
zone. 
 
Fig. 10: WCLL blanket according to a design concept de-
veloped by CEA. 
 
In order to assess the impact of MHD phenom-
ena on flow distribution and heat transfer in the 
WCLL blanket concept, numerical investiga-
tions are carried out to study MHD flows in ge-
neric model geometries. Flows are driven by 
applied pressure gradients or by buoyancy 
caused by non-uniform thermal conditions, due 
to imposed volumetric heat sources and heat 
removal by cooling pipes.  
MHD flows are considered in a WCLL model 
geometry consisting of an electrically insulat-
ing rectangular duct with an internal coaxial 
cooling pipe (see Fig. 11). The channel is filled 
with liquid metal heated by a volumetric ther-
mal source. It is assumed that the axial length 
is long enough that the flow adjusts to fully de-
veloped thermal and hydraulic conditions. The 
model-problem aims at getting insight in details 
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of MHD flows around obstacles such as cool-
ing pipes with heat transfer and buoyancy. A 
proper understanding of these buoyant-MHD 
effects is required for interpretation of data of 
future 3D simulations or upcoming experi-
ments. Numerical simulations have been per-
formed by means of a finite volume code de-
veloped based on the software package 
OpenFOAM [9].  
 
Fig. 11: Sketch of model geometry and coordinates. A 
circular cooling pipe is inserted into a liquid metal filled 
rectangular channel. 
 
In a first series of simulations velocity, poten-
tial, and current distributions have been deter-
mined for pressure driven MHD flows in the 
model geometry.  
Fig. 12 shows contours of potential and 
streamlines of electric current density for a rel-
atively small Hartmann number Ha=10. The to-
pology of current density consists of closed 
current recirculations near the corners and 
above and below the pipe. There exists a well-
defined region around the pipe from which cur-
rents cannot escape.  
 
Fig. 12: Contours of potential  and electric current 
streamlines for pressure driven flow at Ha=10. 
 
A comparison with results for Ha=1000 dis-
played in Fig. 13 shows that the flow develops 
uniform cores to the right and left (Cright and 
Cleft) and other cores above and below the pipe 
(Cpipe). The cores are separated from each 
other by tangent layers of thickness t∼Ha-1/2 
that spread along magnetic field lines. At the 
right and left duct walls, we find the well-known 
parallel Shercliff layers of thickness s∼Ha-1/2. 
The Hartmann layers with thickness H∼Ha-1 at 
Hartmann walls, where the magnetic field has 
a normal component, are so thin that they are 
not visible in the figure. Although both figures 
look quite different, the overall topology re-
mains unchanged. With increasing Ha the crit-
ical points move closer to the Hartmann walls 
and the two saddle points at y=0 move into the 
tangent layer. Closed current recirculations are 
present above and below the pipe in Cpipe, in-
volving roughly half the cores, the tangent lay-
ers and the Hartmann layers at the pipe (inside 
closed blue loop). The four areas enclosed by 
the red limiting streamlines represent other re-
gions with locally closed current recirculations, 
mainly located in the outer cores Cright and Cleft 
with current closure through the Shercliff, Hart-
mann and tangent layers. Current lines that in-
volve and couple all different cores across the 
tangent layers are those located between the 
red and blue loops.   
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Fig. 13: Contours of potential  and electric current 
streamlines for pressure driven flow at Ha=1000. 
 
Profiles of velocity are shown for Ha=10 and 
1000 in Fig. 14 and Fig. 15. For high Hartmann 
numbers we observe in all cores uniform ve-
locities along magnetic field direction y with 
thin viscous Hartmann layers at the duct walls 
and pipe. It is interesting to notice that the ve-
locity profiles in both cases exhibit similar fea-
tures (apart from the thickness of Hartmann 
and parallel layers) although the current distri-
butions are significantly different. 
 
Fig. 14: Axial velocity profile for pressure driven flow at 
Ha=10. 
 
 
Fig. 15: Axial velocity profile for pressure driven flow at 
Ha=1000. 
 
In the following it is assumed that the flow is 
purely driven by buoyancy, i.e. we consider a 
long rectangular closed cavity filled with a vol-
umetrically heated fluid. The latter is cooled by 
a central circular pipe. In this case, the average 
velocity in a cross section is zero. At some dis-
tance from the ends of the cavity, temperature 
is independent of the flow. Contours of tem-
perature are shown in the lower half of Fig. 16 
for the flow at Ha=10. Around the cooling pipe 
the isotherms form nearly concentric circles. 
From a hydrodynamic point of view, it is ex-
pected that the cold fluid around the pipe 
moves downward, while the hot fluid near the 
outer walls moves upward. This is in fact al-
most the case for low Hartmann numbers as 
displayed in Fig. 17. 
However, this behavior changes completely for 
higher magnetic fields. While temperature and 
resulting buoyancy forces remain unchanged, 
regions of high downward velocity detach from 
the pipe and align themselves with magnetic 
field lines, forming tangent layers (see Fig. 18 
for Ha=1000). Even if there exists a radial dis-
tribution of temperature, the velocity has a ten-
dency to form uniform cores along y, i.e. the 
flow exhibits a sort of quasi-2D state. The high-
est downward velocities are observed in the 
tangent layers, where the fluid moves down 
even in regions where buoyancy points up-
ward. Electric current paths become quite 
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complex for higher Ha. We have seen that in 
pressure driven flows a significant amount of 
current flows along the tangent layers but for 
buoyant flows currents just cross these layers. 
The present model problem might appear as 
an idealized case due to assumed fully devel-
oped conditions for infinite poloidal length. 
Nevertheless, already for this simple case the 
flow patterns are quite complex. Further results 
and details on magneto-convection and flow 
related to WCLL blankets have been published 
in [10], [11], [12], [13]. 
 
Fig. 16: Electric current streamlines and distribution of 
temperature (lower half) and of vertical velocity (upper 
half) for buoyancy driven flow at Ha=10 .  
 
Fig. 17: Axial velocity profile for buoyancy driven flows 
at Ha=10. 
 
Fig. 18: Axial velocity profile for buoyancy driven flows 
at Ha=1000. 
 
Pressure distribution in an 
experimental test-section for  
a HCLL blanket 
In the Helium Cooled Lead Lithium (HCLL) 
blanket to be tested in ITER the eutectic alloy 
PbLi is used as breeder material and the gen-
erated heat is removed by helium flowing in 
channels grooved in the walls. In the proposed 
design concept, a number of rectangular 
Breeder Units (BU) is arranged in columns to 
form a blanket module. In the breeder zones a 
small liquid metal flow rate is required to circu-
late the PbLi towards external systems for pu-
rification and tritium extraction. In the mani-
folds that feed and drain the BUs PbLi flows 
with higher velocities due to the smaller cross-
sections and because one manifold has to dis-
tribute (or collect) the liquid metal into (from) 4 
BUs. The interaction of the liquid metal with the 
magnetic field that confines the fusion plasma, 
leads to intense MHD effects and higher pres-
sure drop in the manifolds. In order to investi-
gate pressure and velocity distribution in a 
scaled mock-up, the European HCLL test blan-
ket module for ITER has been fabricated.  
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Fig. 19: Exploded view of the MHD mock-up. The liq-
uid metal flow scheme is indicated by arrows. Pairs of 
BUs are hydraulically connected by means of small 
opening at the FW.  
 
 
Experiments have been performed in the 
MEKKA laboratory of IKET. As working fluid 
the eutectic alloy NaK, which is liquid at room 
temperature, is used. Due to its larger electric 
conductivity and smaller density compared to 
PbLi used in fusion reactors, it is possible to 
achieve characteristic flow parameters of the 
same order as the ones in real applications 
even if the maximum available magnetic field 
in laboratory is limited to 2.1 T. An exploded 
view of the mock-up is displayed in Fig. 19. The 
main body consists of a single piece, which 
forms all walls of the BUs, first wall, stiffening 
plates, back plate and the wall that separates 
distributing and collecting regions in the mani-
fold. Solid dummy elements simulate partial 
blockage by helium manifolds. The main di-
mensions of the scaled mock-up are 
798.9×257.5×121.8 mm³. All components are 
made of austenitic steel that has good compat-
ibility with the working fluid NaK.  
Pressure differences between several points 
on the mock-up have been measured using a 
piping system that connects the pressure taps 
to capacitive pressure transducers located out-
Fig. 20: Sketch showing pressure taps. 
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side the magnet. The measuring system is de-
signed to measure a pressure difference be-
tween lines Hi and lines Lk, both connected to 
the test section. In the current installation we 
have i=1,2...5 and k=1,2,....24. The connection 
scheme is shown in Fig. 20. The pressure dis-
tribution is recorded along typical flow paths 
marked by different colors in Fig. 21, Fig. 22 for 
various Hartmann numbers Ha and Reynolds 
numbers Re.  
Fig. 21 shows the measured distribution of 
pressure for Ha=1000 and Re=1014. The dimen-
sional pressure p∗ is normalized as 
p=p*/(σu₀LB²). Data is plotted along the coordi-
nate s that starts at the pressure tap H1 and 
ends at L21 at the exit of the draining manifold 
(cf. Fig. 20). The main contributions to the total 
pressure drop (H1L21) occur in inlet and outlet 
circular pipes, (H1H2), (L20L21), in the feeding 
and draining manifolds (M), (H1H5) and 
(L5L21), across gaps at the back plate (e.g. 
H2L1) and at the first wall (e.g. L2L3). At this 
location the fluid turns in poloidal direction to 
enter the connected BU by passing across a 
number of small openings. As a result the ve-
locity increases locally due to the reduction of 
the cross-section along the liquid metal flow 
path and inertia forces become stronger. This 
yields the additional pressure loss. The pres-
sure drop inside breeder units is very small 
compared to contributions mentioned above, 
since the liquid metal flows slowly in the large 
rectangular boxes. It is interesting to observe 
that the pressure difference between the en-
trance and the exit of a pair of hydraulically 
connected BUs is not the same for all couples 
of BUs. The pressure drop in BU1-BU2 and 
BU7-BU8 is much larger compared to the one 
in BU3-BU4 and BU5-BU6. This indicates that 
there is a higher flow rate in the external pairs 
of BUs. This is related to the geometry of the 
manifolds whose cross-section remains con-
stant along the entire path of the liquid metal, 
while the velocity changes. In the feeding man-
ifold the flow rate reduces progressively and 
therefore also the pressure drop. In the drain-
ing manifold the flow rate increases as well as 
the pressure loss. A more uniform flow parti-
tioning among breeder units could be only 
achieved by modifying the design of the mani-
fold so that the average velocity in the manifold 
keeps a constant value along the liquid metal 
path. 
 
Fig. 21: Pressure distribution along typical flow paths 
in the blanket module for Ha=1000 and Re=1014. The 
main contributions to the total pressure drop occur in 
the manifolds (H1H5, L5L21) and at the first wall in 
BU12 and BU78. 
 
 
Fig. 22: Pressure distribution along typical flow paths 
in the blanket module for Ha=4000 and two Reynolds 
numbers, Re=303, 470. 
 
By increasing the magnetic field strength the 
influence of inertia on pressure distribution be-
comes progressively weaker and for Ha≥3000 
nondimensional pressure losses in the mock-
up are practically unaffected by the flow rate, 
even for the highest Reynolds numbers that 
could be reached in the experiments. An ex-
ample of pressure distribution at larger Ha is 
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plotted in Fig. 22. Further work in support of 
HCLL blanket design has been published in 
[14] [15].  
 
Instabilities in magnetohydrodynamic 
boundary layers 
Magnetically induced instabilities and first oc-
currence of time-dependent motion has been 
investigated as contribution to the Helmholtz 
Alliance LIMTECH.  As an example, the stabil-
ity of Hunt flow [16] is considered since the 
magnetically induced jets, which develop in 
duct flows with insulating sidewalls and con-
ducting Hartmann walls, represent a well-de-
fined prototype for potentially unstable MHD 
flows. 
Instability of Hunt-type flow has been investi-
gated experimentally in 2016 for ducts with as-
pect ratios different from one (previous work). 
The aspect ratio of the duct was A = 1 ⁄ 3 and 
measurements were performed in a wide 
range of Hartmann numbers 500 ≤ Ha ≤ 2000 
and Reynolds numbers 500≲Re≲37000. Re-
sults for the time-averaged velocity distribution 
in transverse direction are presented in Fig. 23 
for Ha=2000 and various Re. For the smallest 
Re good agreement between measurements 
and laminar theory can be observed. The ve-
locity profile becomes non-symmetric for 
Re ≥ 5054. As a result the jet at z = 0.3 becomes 
unstable much earlier, while the other one at 
z =  − 0.3 does not show any thickening until 
Re = 25782. A map of flow regimes showing 
transitions between stable laminar flow, unsta-
ble flow with very small fluctuations (unstable 
1), and unstable flow with large amplitude (un-
stable 2) is displayed in Fig. 24. Further results 
and more details can be found in [17], [18]. 
First numerical simulations performed at KIT 
using OpenFOAM for parameters as used in 
the experiments confirm the onset of instabili-
ties in agreement with predictions of a linear 
stability analysis [19], [20], [21]. The magnitude 
of observed perturbations is initially extremely 
small but grows to significant magnitude for 
higher Reynolds numbers. Results for other 
aspect ratios and wall conductivities have been 
published in [22], [23], [24]. 
 
Fig. 23: Mean velocity profiles for Hunt flow at aspect 
ratio A=1/3. 
 
 
Fig. 24: Critical Reynolds number as a function of Ha 
for aspect ratio A=1/3. 
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A Benchmark on Dose Rate Calculations for PWR  
Spent Fuel Assembly  
Barbara Vezzoni, Fabrizio Gabrielli, Andrei Rineiski 
 
Introduction 
In November 2014, the U.S. Department of En-
ergy (DOE) and the French Commissariat à 
l'Énergie Atomique et aux Énergies Alterna-
tives (CEA) proposed to the NEA Expert Group 
on Advanced Fuel Cycle Scenarios (WPFC/ 
AFCS) a benchmark on dose rate calculations 
for Irradiated Fuel Assembly. CEA and DOE 
conducted a comparative study on dose rate 
calculations for typical Pressurized Water Re-
actor (PWR) spent fuel assemblies (with UOX 
and MOX fuels). The goal was to verify each 
organisation’s gamma dose rate calculation 
methodology, especially for cases in which 
quantitative measurements of proliferation re-
sistance are desired. The 30-year dose rates 
calculated by CEA and DOE were roughly 
three times lower than that of the reference 
study [1, 2]. In order to verify those results the 
benchmark has been extended to more inter-
national participants in the framework of NEA 
collaborations. Two phases of the study have 
been considered:  
1) A verification phase – concluded on Febru-
ary 2017 – focusing on code-to-code com-
parisons for the dose rate calculated after 
30 y and 3.7 y decay of UOX and MOX fuel 
[3]; and 
2) A validation phase – on going – oriented to 
the comparison against experimental data 
available in literature [4-6].  
The KIT/IKET (TRANS group) has contributed 
to the verification phase of the benchmark by 
assessing a dedicated dose rate calculation 
methodology using stochastic and determinis-
tic codes. Related to this activity, the TRANS 
group has supported a master thesis work (C. 
Corrà) carried out in collaboration with Politec-
nico di Milano (Italy) in the frame of the GEN-
TLE (Graduate and Executive Nuclear Training 
and Lifelong Education) project of the EU [7].  
Background 
The plutonium that is created in UOX fuel dur-
ing irradiation and sometimes recycled in the 
form of mixed oxide (MOX) fuel can be an ac-
quisition target for those wishing to obtain it for 
weapons use. If the UOX and MOX fuel as-
semblies were recently discharged after nor-
mal residence times from civilian reactors, then 
the significant amount of gamma radiation from 
the fuel assemblies make them unattractive to 
theft, thereby providing an inherent barrier of 
self-protection. The U.S. Nuclear Regulatory 
Commission (NRC) and International Atomic 
Energy Agency (IAEA) consider the “self-pro-
tecting” dose rate to be 1 Sievert per hour 
(Sv/h) at 1 meter from the fuel assembly [8].  
The dose rate from a spent fuel assembly de-
creases with time after discharge due to radio-
active decay of the gamma-emitting isotopes, 
therefore, an accurate prediction of this dose 
rate after decades of cooling becomes more 
and more important for SNF remaining for 
longer time in interim storage as it is the case 
for several industrialized countries (U.S., 
France, Germany, …). 
The accurate prediction of this dose rate de-
pends on factors such as the assembly’s 
power history, composition, and geometry as 
well as the calculated gamma source and radi-
ation deposited on the target. Therefore, in ad-
dition to gamma transport calculations, the de-
pletion, decay, and gamma source calculation 
approaches need to be precisely carried out. 
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Several international institutes have partici-
pated to the verification phase of the bench-
mark exercise: CEA from France, ANL from 
U.S.A., CIEMAT from Spain, AREVA from 
France, ENEA from Italy, CNL from Canada; 
INL from USA, VTT from Finland, SCK-CEN 
from Belgium and KIT from Germany. This 
large participation has allowed extensively 
comparing codes and methods for the three 
benchmark steps: depletion, decay and irradi-
ation. 
The TRANS group contribution is considered 
as part of the activities on-going at KIT con-
cerning safety of Spent Nuclear Fuel (SNF) 
and waste characterization including inventory 
calculations and interim storage characteriza-
tion. 
 
Specifications of the verification 
benchmark 
For the verification part of the benchmark, two 
spent fuel assembly models were analyzed: a 
15x15 PWR assembly with UOX fuel 
(3.11 wt% 235U and 33 GWd/tHM burnup) and 
a 17x17 PWR assembly with MOX fuel (aver-
age 9.6 wt% Pu and 60 GWd/tHM burnup). For 
each fuel assembly type, the depletion, the de-
cay, and the radiation calculations have been 
performed. Fig. 1 shows the two assembly 
models. 
 
Fig. 2: KIT calculation scheme, codes and parametric 
studies considered 
 
KIT methodology for dose rate 
calculations 
In Fig. 2 the general calculation flow chart used 
at KIT for Dose Rate analyses is shown as well 
as a synthesis of the parametric studies carried 
out for the depletion and the radiation phases. 
Depletion 
For the Depletion part, the ECCO/ERANOS 
codes were used [9-10]. These codes have 
been developed for fast reactor studies but 
(a) 
 
(b) 
Fig. 1: a) 15x15 UOX fuel assembly (FA) with 17 water tubes, b) 17x17 MOX assembly, 24 tubes 
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have been recently used also in Light Water 
Reactor (LWR) analyses by the TRANS group 
(e.g. on fuel cycle [11]). In order to take into 
account the self-shielding variation during 
LWR irradiation, at every burnup step, updated 
self-shielded microscopic cross section have 
been calculated by means of the ECCO cell 
code. Differences in the methodology adopted 
for the UOX and MOX fuels are reported in Ta-
ble 1. 
Several parametric studies have been carried 
out for this phase: 
1) impact of burnup step during the 
ECCO/ERANOS calculation (34 x 20.2 → 
68 x 10.1) 
2) impact of modified pin model to take into ac-
count the rim effect (fuel zone subdivided in 
5 concentric equal volume zones) 
Table 1: KIT calculation scheme for depletion 
Fuel 
type 
Calculation scheme for depletion Description 
UOX 
 
Microscopic cross-sections 
(XSs) calculated by ECCO 
actual subassembly (SA) ge-
ometry. 
UOX fresh fuel pins have the 
same enrichment. Therefore, 
the fuel assembly has been 
approximated with a SA 
equivalent pin ERANOS 
model for depletion. 
The 172 energy groups self-
shielded XSs have been pro-
cessed at every BU step (ca. 
1.5 GWd/ton iHM each). 
MOX 
 
Microscopic cross-sections 
calculated by ECCO actual 
subassembly (SA) geometry. 
MOX fresh fuel pins do not 
have the same enrichment. 
Therefore, actual geometry 
has been considered for the 
ERANOS model for deple-
tion. ¼ SA has been mod-
eled using XY coordinates. 
The 12 equivalent energy 
groups effective XSs (con-
densed from 1968 gr.) for 
each burnable zone have 
been reprocessed at every 
BU step (ca. 1.5 GWd/ton 
iHM each). 
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3) use of TRAIN code (burnup KIT code [12]) 
taking into account decay heat contribution 
in the flux normalization 
4) use of TRAIN code (burnup KIT code [12]) 
with different normalization schemes: a) at 
t=0, b) at the beginning of each sub-inter-
val, c) at the beginning of each sub-interval 
but linear between each sub-interval. 
The results have allowed improving the deple-
tion procedure for LWR used in the group. An 
extended BU chain for ERANOS has been in-
deed implemented and tested [7]. 
Decay 
The composition after depletion calculated with 
ECCO/ERANOS procedure (Table 1) is used 
as input (after rescaling to the fuel assembly 
total mass) for the ORIGEN2.2 code. The com-
position evolution during natural decay has 
then been modeled by ORIGEN as well as the 
photon energy emission rate in 18 energy 
groups. The composition and the emission rate 
after decay have been then provided as input 
for the irradiation step. An example of calcu-
lated gamma source after 30 y decay for the 
UOX case is shown in Fig. 3. 
 
Fig. 3: UOX computed photon release rate in comparison 
with CEA and DOE reference plot. The different energetic 
structure of the CEA can be easily noticed on the green 
line trend. 
 
Irradiation 
3D heterogeneous fuel assembly models for 
UOX and MOX fuel have been assessed by us-
ing MCNPX-2.7.0 code (Fig. 4-A/B). The fuel 
composition and gamma source calculated 
with ORIGEN2.2 have been spread uniformly 
axially and radially in all the fuel pins. The as-
sembly is located in air and the gamma dose is 
evaluated at 1m from the assembly faces at the 
axial mid plane (Fig. 4-b). 
 
 
Fig. 4: A) UOX MCNPX mode (XY plane), B) MOX 
MCNPX mode (XY plane), C) UOX MCNPX mode (XZ 
plane), and D)  UOX MCNPX mode (XY plane) plus 
tally locations. 
 
The reference KIT calculation has been done 
using TENDL14 library, Tally F2 (surface) av-
eraged over 4 x 100 cm2 surfaces located at 
the axial mid plane and 1m from the FA surface 
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as in Fig. 4.C. In order to investigate the impact 
of different options, several parametric studies 
have been carried out also for this phase: 
1) Impact of tally surface (Tally F2 – 
400/100 cm2)  
2) Impact of tally type (Tally F4 vs. F2, 
namely volumetric vs. superficial) 
3) Impact of TENDL distributions (TENDL-
2012 vs. TENDL 2014) 
4) Impact of fuel density 
5) Impact of tally location (distances from the 
FA center, axial locations, etc.).  
The results have allowed improving the 
gamma irradiation calculation for LWR used in 
the group. The same approach can be applied 
to other problems, e.g. dose rate calculation for 
CASTOR at interim storage. 
 
Conclusions and outlook 
The KIT/IKET (TRANS group) has contributed 
to the verification phase of the benchmark on 
dose rate calculations for Irradiated Fuel As-
semblies carried out in the framework of the 
NEA/AFCS activities. The results obtained for 
the verification phase by all the participants are 
in very good agreement (std. dev. of 14% for 
UOX and 10% for MOX at 30 years). KIT re-
sults differ to the average value of 5% for the 
UOX case and 3% for the MOX case, respec-
tively. 
An overall summary of the results obtained 
during the verification phase will be published 
by the end of 2017 [3] including an analysis of 
the different sensitivity studies carried out to 
confirm this good agreement: homogene-
ous/heterogeneous assembly geometry, axial 
burnup distribution, pin-by-pin gamma source 
distribution, gamma source group structure, 
Bremsstrahlung effect, X radiation from beta 
sources, neutron dose rate contribution, but 
also tally geometry description, Monte Carlo 
flux estimators, flux to dose conversion factors, 
etc.  
The NEA/AFCS activity is planned to go on 
with the second phase of the benchmark aim-
ing at validating the calculation procedures, by 
a comparison with available experimental data 
of measured dose rates from commercial 
spent fuel through air after few years of cooling 
[4-6]. 
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Introduction 
The analysis of severe accidents in LWRs at 
IKET-UNA is focused on the in- and ex-vessel 
core melt behavior. The overall objective is to 
investigate the core melt scenarios from the 
beginning of core degradation to melt forma-
tion and relocation in the vessel, possible melt 
dispersion to the reactor cavity and to the con-
tainment, and finally corium concrete interac-
tion and corium coolability in the reactor cavity. 
The experimental platform includes three ex-
perimental facilities:  
- LIVE to investigate the melt pool behavior 
in the RPV lower head;  
- DISCO to study the melt dispersion to the 
reactor cavity and direct containment heat-
ing;  
- MOCKA to study molten corium concrete 
interaction.  
The results of the experiments are being used 
for the development and validation of codes 
applied for safety assessment and planning of 
accident mitigation concepts, such as MEL-
COR and ASTEC. The strong coupling be-
tween the experiments and analytical activities 
contributes to a better understanding of the 
core melt sequences and thus improves safety 
of existing reactors by severe accident mitiga-
tion measures and by safety installations 
where required.  
 
LIVE experiments 
The main objective of the LIVE program is to 
study the late in-vessel core melt behavior and 
core debris coolability both experimentally in 
large scale 2D and 3D geometry and in sup-
porting separate-effects tests. 
Two large-scale test facilities are involved in 
the LIVE experimental programme, the hemi-
spheric LIVE3D and the semi-circular LIVE2D, 
are both 1 m in diameter, the 1:5 length scale 
of a reactor vessel. The LIVE2D test vessel 
has a width of 12 cm. Its two vertical sidewalls 
are thermally insulated. The curved steel ves-
sel walls of LIVE3D and LIVE2D have a thick-
ness of 2.5 cm, and are enclosed in a cooling 
vessel. Simulant materials of core melt are wa-
ter and nitrate salt mixture with either non-eu-
tectic molar composition of 80% KNO3-20% 
NaNO3 or eutectic composition (50% KNO3- 
50% NaNO3). The solidification range of the 
non-eutectic mixture is 224 °C to 284 °C. To 
simulate different patterns of melt relocation, 
there is a melt preparation furnace and pouring 
arrangement. Resistant heating elements sim-
ulate the decay heat source. The power of 
each heating element can be individually ad-
justed to realize either volumetric heating in the 
whole pool or defined volume-related heating 
density. The curved sidewall can be cooled ex-
ternally with water either in large flow rate or in 
nucleate boiling condition. Both top insulation 
and top cooling condition are available. The in-
sulation lid simulates a closed hot environment 
in the reactor vessel, whereas the top cooling 
lid mimics the situation of water injection on the 
melt surface. 
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The measured data includes 3D melt tempera-
ture distribution, boundary layer temperatures 
and crust temperatures, 3D wall temperature 
distribution at the inner and outer surface, a 
precise temperature vertical profile at a certain 
radial position, cooling water parameter of the 
external and top cooling. In the case of test 
with insulation lid, the temperature in the gas 
gap between the melt surface and the insula-
tion lid is measured. The melt sample before, 
during and at the end of a test can be taken for 
the determination of composition and the melt-
ing temperature. Crust profile at the end of an 
experiment can also be measured after the liq-
uid melt is extracted from the vessel.  
In 2016 upgrading of LIVE2D facility to study 
the thermos-hydraulic and heat transfer behav-
ior of a stratified melt pool was performed. The 
results of the OECD MASCA project demon-
strate a very complex process of layer partition 
between oxide and metal in the corium with the 
consequence that two or three melt layers may 
coexist: one heavy metallic layer at the bottom, 
an oxide layer in between and one light metal-
lic layer at the top can occur during the evolu-
tion of a melt pool. The sidewall heat transfer 
in the light metallic layer atop of the oxide layer 
is considered especially vital for the coolability 
of the vessel, since this layer receives a large 
portion of the heat from the underlying oxide 
layer and has only limited heat transfer area on 
the sidewall. The vessel wall becomes non-
coolable when the heat flux on the wall ex-
ceeds the cooling limit of the external coolant.  
The demand on the upgrading of LIVE2D facil-
ity includes the selection of two safe and stable 
simulant materials which can separate from 
each other physically and chemically, the in-
stallation of a transparent plate on the vertical 
sidewall for the optic observation of the melt 
pool, additional instrumentation to capture the 
detailed character of two-layer heat transfer 
and at last the additional safeguard measures 
to guarantee personal safety and safe opera-
tion.   
 
Selection of simulant materials 
The eutectic nitrate salt with the molar compo-
sition of 50% NaNO3 - 50% KNO3 as the oxide 
melt and a thermal oil “Therm 240” as the up-
per metallic layer are selected. The two mate-
rials differ large in density and are not solvable 
in another. The long-term exposure test, labor-
scale hot test and combustion test of the two-
component mixture confirmed the stability of 
the two materials with each other and with ves-
sel installations. The pre-calculation of the heat 
transfer behaviour in the two-layer melt in 
LIVE2D geometry with different upper layer 
thickness provided further information of the 
possible operational temperature ranges. The 
liquid-state temperature of the nitrate is 224°C-
380°C and the thermal oil can be used from 
ambient temperature to 250°C. 
 
Replacement of LIVE2D vertical wall with a 
glass wall 
The vertical wall with transparent material can 
provide very important information of the melt 
during the transient process of layer separa-
tion, interlayer crust formation and stability, 
and the cooling effect of a gap along the vessel 
wall in the oxide layer. Also turbulent flow pat-
terns of the liquid melt during the steady-state 
melt can be obtained. The transparent material 
should withstand thermal shock, large temper-
ature gradient and be chemically stable with 
the simulant melt material. Borosilicate glass 
was firstly employed (Fig. 1). However, this 
material cannot withstand the dramatic tem-
perature gradient projected from the melt pool. 
Fused quartz material with very small thermal 
expansion rate is a more suitable material and 
will be applied. Another challenge is to guaran-
tee the tightness between the plate and the 
curved vessel wall in a varying melt tempera-
ture under the different thermal expansion rate 
of the materials. A double-layer construction 
with each layer of 15 mm-thick quartz plate and 
an interlayer gap of about 18 mm is designed. 
The plates are positioned in a flange with 
enough freedom of thermal expansion. A high-
Group: Accident Analysis 
29 
temperature silicon sealing is applied between 
the plates and the flange. With the double-
layer construction the thermal loss through the 
plates is estimated less than 3% of the heat in-
put. 
Additional instrumentations 
Following instrumentation was added to the fa-
cility: 
- 3 mobile thermocouple trees mounted on 
the top lid to measure the temperature pro-
file in the upper layer, 
- 3 pairs of thermocouple on the vessel inner 
and outer surface for the determination of 
heat flux distribution in the upper layer, 
- 9 thermocouples, which are vertically ar-
ranged near the symmetric axis, to meas-
ure the vertical temperature profile in the 
melt. 
 
Safety measures 
Two additional safety measures were imple-
mented for the melt stratification test: 
- Power supervision and automatic function 
in case of heating element failure or fire, 
- Oil vapor extraction installations above the 
test vessel. Oil vapor can the collected and 
brought out of the experimental building.  
Besides the upgrading of LIVE2D facility, a 
LIVE3D test was performed using water as 
simulant material. Both top insulation and top 
cooling conditions were realised. There were 
two pool heights during the top insulation con-
dition. For each boundary condition, two levels 
of heat input were performed. The LIVE3D wa-
ter test complemented the previous tests in 
LIVE program and other studies, and will pro-
vide data for the understanding of the heat 
transfer of crust-free melt. 
 
Fig. 1: Upgraded LIVE2D facility with the transparent 
side wall. 
 
MOCKA experiments 
The MOCKA facility is designed to investigate 
the corium/concrete interaction in an antici-
pated core melt accident in LWRs, after the 
metal melt is layered beneath the oxide melt. 
The experimental focus is on the cavity for-
mation in the basemat and the risk of a long-
term basemat penetration by the metallic part 
of the melt. 
In MOCKA experiments cylindrical concrete 
crucibles with an inner diameter of 25 cm are 
used. Both the sidewall and the bottom are in-
strumented with Type K thermocouple assem-
blies to determine the concrete erosion as a 
function of time. The initial melt consists of 42 
kg Fe together with 4 kg Zr, overlaid by 68 kg 
oxide melt (initially 56 wt.% Al2O3, 44 wt.% 
CaO). The melt temperature at start of interac-
tion is approximately 1900 °C. The CaO admix-
ture lowers the solidus temperature and the 
viscosity of the oxide melt. The resulting soli-
dus temperature of approx. 1360 °C is suffi-
ciently low to prevent a formation of an initial 
crust at the oxide/concrete. To allow for a long-
term interaction, internal heating is provided by 
alternating additions of thermite and Zr metal 
to the upper oxide layer of the stratified melt. 
The heat generated by the thermite reaction 
and the exothermal oxidation reaction of Zr is 
mainly deposited in the oxide. Due to density-
driven phase segregation the metal melt at the 
bottom of the crucible is fed by the enthalpy of 
Fe melt which is generated in the oxide phase 
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by the thermite reaction of the added thermite. 
Approximately 75 % of the heating power is de-
posited in the oxide phase and 25 % in the iron 
melt. In this way a rather prototypic heating of 
both melt phases is achieved. The heating 
method used in MOCKA allows investigation of 
MCCI process with reinforced concrete.  
In 2016, two MOCKA experiments with rein-
forced concrete have been performed. An up-
side-down view of the rebar structure used in 
MOCKA experiments is given in Fig. 2. The 
first test, MOCKA 5.8, was a test with siliceous 
concrete and 12 wt% rebars and the second 
test, MOCKA 7.3 was a test with LCS (Lime-
stone Common Sand) concrete and 12 wt% re-
bars. The findings of the two tests confirm the 
results of the previous performed experiments.  
 
Fig. 2: Upside-down view of the rebar structure of 
MOCKA experiments. 
 
The efficient heat transfer from the metal melt 
to the concrete leads to a fast decrease in tem-
perature. The metal melt temperature near to 
the concrete surface decreases below the sol-
idus temperature of the iron melt, which in turn 
give rise to formation of a crust. From the post-
test analyses there are no indications that the 
formed crusts are permeable to gravels. The-
refore, the crust will temporary prevent further 
melt front progression. In all experiments, a 
considerable delay of the arrival of the metal 
melt was observed by an electrical circuit with 
in concrete embedded electrodes if compared 
with the thermocouples findings, Fig. 3 (for 
MOCKA 5.6 test). Consequently, the estimated 
progression rate by the thermocouple readings 
during the early phase of the interaction does 
not represent the progression of the encrusted 
metal melt into the concrete. A considerable 
heat-up of a rather thick layer of concrete 
ahead the crust leads to a loss of structural sta-
bility of the concrete. 
 
Fig. 3: Detection of the metal melt front. 
 
The rebars in the concrete elevate the 
melt/concrete interface temperature up to the 
melting temperature of the reinforcing steel, 
i.e. 1528 °C. This should result in higher melt 
pool temperatures than during MCCI with con-
crete without reinforcement for which a con-
crete decomposition temperature of approxi-
mately 1300 °C was estimated. After a fast 
initial decrease in melt temperature, the tem-
perature of the oxide melt clusters around 
1600 °C in both experiments. As the thermal 
properties of the pure concrete and that of the 
reinforced concrete do not differ much and, in 
addition, the same internal heating power was 
generated, in all experiments under considera-
tion, the former estimated decomposition tem-
perature of the pure concrete cannot be used 
to prescribe the temperature boundary condi-
tion for the MCCI process. Based on MOCKA 
experimental findings the melt/concrete inter-
face temperature which is relevant to the MCCI 
process must be as least as high as the melting 
temperature of the commonly used reinforcing 
steel, i.e. approximately 1528 °C. 
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MIT3BAR experiment in the MOCKA 
test facility  
In the frame of the French MIT3BAR program 
one large-scale experiment has been per-
formed in September 2016 in the MOCKA test 
facility in cooperation with CEA to investigate 
the technical feasibility and realization of a 
modified CometPC concept in existing power 
plants, especially with respect to the geometric 
limitations.  
The original CometPC concept of corium cool-
ing is developed to arrest and cool ex-vessel 
corium melts in the case of core melt acci-
dents. After erosion of a sacrificial concrete 
layer the melt is passively flooded by a layer of 
porous, water filled concrete (CometPC = 
Comet Porous Concrete). The open porosity of 
the concrete is adjusted for the appropriate 
coolant water flow into the melt. Horizontal dis-
tribution of the water is achieved by a second, 
high porosity concrete layer underneath. The 
modification of the original COMETPC concept 
consists of higher thicknesses of the porous 
concrete layers. 
In the experiment the cooling of an oxidic and 
metallic corium melt in a cylindrical cavity (in-
ner diameter 920 mm) with walls made from 
castable refractory and the modified cooling 
device at the bottom was investigated (Fig. 4). 
The cooling device consisted of a round, flat 
concrete sump made of siliceous concrete with 
an above located high porosity concrete layer 
with a height of 8 cm and a low porosity con-
crete layer with a height of 23 cm. This layer 
with low porosity limited the water flow to the 
melt to a certain value. The cooling device was 
completed by a 5 cm standard siliceous con-
crete layer on top of the low porosity concrete 
layer.  
The melt was generated by a thermite reaction 
of 1150 kg thermite/CaO mixture. The resulting 
melt consisted of 430 kg iron melt, overlaid by 
720 kg oxide melt. For the first time for a 
CometPC-type experiment, both oxidic and 
metallic melt layers were heated by alternating 
additions of thermite and Zr metal. The mass 
ratio of the added thermite and Zr as well as 
the time sequence of the additions were esti-
mated to provide a prototypic heating of both 
melt phases. 
 
Fig. 4 : MIT3BAR test crucible  
 
After a rather homogeneous erosion of the 
sacrificial concrete layer the melt was pas-
sively flooded by bottom injection of coolant 
water through two porous concrete layers with 
different heights and porosities. The selected 
effective water pressure of 0.2 bar over the 
static pressure of the melt at the time of melt/ 
water contact provided a water inflow rate of 
approximately 1.4 l/s. The resulting evapora-
tion process created a porous structure of the 
melt, from which the heat was easily extracted 
(Fig. 5). The sufficiently high porosity of the so-
lidified oxide melt provided a long-time coola-
ble configuration of the oxide melt. The exper-
iment demonstrated that the modified 
CometPC concept is able to stop and cool the 
melt. 
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Fig. 5: Ejection of melt during the cooling process 
 
DISCO experiments 
KIT in cooperation with IRSN conducted a se-
ries of experiments in the DISCO facility, with 
geometry roughly typical of a PWR at reduced 
scale, involving ex-vessel Fuel Coelant Inter-
action (FCI) with melt injection from a pressur-
ized vessel (~10 bars). The melt was a mixture 
of Fe and Al2O3 (10–16 kg). One experiment 
was conducted in the LACOMECO frame. Two 
tests led to spontaneous explosions, the 
strengths of which were moderate due to late 
triggering of the explosion after the start of the 
ejection. The calculations performed with 
MC3D indicate two possible triggering events: 
a possible flow back of the water on the jet and 
the change of configuration of melt flow at the 
break (Fig. 6). Another outcome is the confir-
mation of the strong oxidation of the iron and 
hydrogen production, similarly to DCH tests 
(where there was no water in the pit). A visual-
ization of melt-water interaction is needed to 
compare it with the calculation. 
To allow visualization, the DISCO facility was 
upgraded by a vessel with glass windows is in-
serted instead of a steel pit (Fig. 7). The water 
pool has a cross-section of 0.7 m x 0.7 m and 
a height of 1.40 m. The maximum volume is 
0.686 m³. However, in order to observe the wa-
ter level rise, the water volume should not be 
more than 0.63 m³, preferably about 0.52 m³ or 
less. In comparison, the water reservoir in the 
cylindrical pit of the previous FCI experiments 
has a diameter of 0.54 m and a height of 0.54 
m corresponding to a volume of 0.124 m³. 
Three sides of the vessel are provided with 
glass windows the fourth side is made of steel 
and will be used for instrumentation, e.g. pres-
sure transducers and thermocouples at differ-
ent positions and a level meter to measure the 
water movement. Two high-speed cameras 
and a video camera observe and record the in-
teraction. After the experiment a post-test de-
bris characterization (fragmentation or cake, 
size distribution) will be performed. 
Fig. 6:. MC3D-Simulation of the DISCO FCI-1 experiment 
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Fig. 7: DISCO vessel for visualization of the melt jet 
interaction with water 
To concentrate on the visualization some sim-
plifications are necessary. A steam atmos-
phere would cause fogging on the windows, 
thus affecting the view through the glass. 
Therefore, an air atmosphere is required. The 
pressure in the containment can be as high as 
in the FCI tests: 2 bar abs. As driving gas in the 
Reactor Cooling System (RCS) nitrogen in-
stead of steam would be preferable, because 
no preheating of the RCS would be necessary. 
Table 1 shows the conditions of the experiment 
which are similar to these of the LACOMECO 
test. The DISCO-Q experiment is in prepara-
tion and will be carried out in April 2017. 
 
Application of the MELCOR code 
One of tasks of MELCOR code application was 
to compare the results of analysis of an acci-
dent sequence in a generic German PWR be-
tween MELCOR and ATHLET-CD in coopera-
tion with HZDR. A SBLOCA accident 
sequence without secondary and with HPIS 
was selected for this comparison. 
IKET-UNA created the MELCOR input on the 
basis of the provided documentation by HZDR. 
The MELCOR model is a two loop model, 
which is similar to the two loop ATHLET-CD 
model: a single loop, which represents the loop 
connected to the pressurizer and a triple loop, 
which represents the remaining three loops of 
the plant. Fig. 8 shows the nodalization 
scheme of the model. All main components 
and plant systems necessary for the simulation 
of the SBLOCA accident are taken into ac-
count. 
The general comparison of the main parame-
ters between the both ATHLET-CD and MEL-
COR showed that qualitatively good agree-
ment is reached for the pressure in the primary 
circuit (Fig. 9). Differences between the both 
codes are more visible in the late phase of the 
accident scenario, for example, when the melt 
starts to relocate to the RPV lower plenum. 
Further work is necessary to analyse more 
deeply the differences especially in the late 
phase of the accident progression. 
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Liquid metals have been proposed in the past 
as high temperature heat transfer media in 
concentrating solar power (CSP) systems. 
IKET contributes experience in liquid metal 
technology to investigate the performance of 
liquid metals in CSP within a Helmholtz-Alli-
ance joint research project called LIMTECH. 
The overall goals of this project are planning, 
design, construction and operation of a small 
concentrating solar power system in the 10 kW 
thermal range (named SOMMER) using liquid 
metal as heat transfer fluid for re-gaining oper-
ation experience, validating the design meth-
odology and providing a complete design con-
cept for a pilot CSP plant based on liquid metal 
technology, up to evaluation of O&M cost and 
levelized cost of electricity. 
 
Scientific achievements 
The liquid metal loop at KIT is under construc-
tion. The measurement system for the incident 
heat flux on the receiver has been further de-
veloped and will be used in the upcoming ex-
perimental campaign [3, 4]: 
The solar receiver of the SOMMER plant shall 
be tested at an average heat flux of 1 MW/m2 
and a total power of 10 kW. Ray tracing simu-
lations of the flux distribution on the receiver 
revealed that local peaks of up to 2.5 MW/m2 
had to be expected directly in the focal point of 
                                                     
1 Canting: The mirror facets are not perfectly arranged in a plane but tilted slightly so that the projected images of all 
facets overlap in the receiver plane. This allows for more precisely hitting the receiver with the reflected sunlight. The 
design distance of the heliostat mirror is, however, larger than the distance to the receiver obtained in the SOMMER 
facility. 
2 Why?: These systems require a reference flux gauge mounted in the measuring plane. In SOMMER the flux is meas-
ured a distance in front of the receiver and the rays approach the receiver from within a view angle of 90° horizontally 
and vertically. As a result the reference acquires values not valid in the plane of measurement. 
the concentrating parabolic mirror. An un-
cooled piece of carbon steel easily begins to 
melt after a few seconds when exposed to 
such high fluxes. The heliostat mirror, shown in 
Fig. 1 that was obtained for the SOMMER pro-
ject is slightly canted1 for its operation in a solar 
tower power facility, resulting in two peaks ra-
ther than one with the benefit of a more evenly 
distributed flux on the receiver. 
 In order to determine the thermal efficiency of 
the solar receiver in the SOMMER facility the 
solar power needs to be determined before it 
is absorbed, reflected and re-radiated by the 
receiver surface. Commonly used methods for 
the measurement of the flux such as a moving 
Lambertian target were found not to be suita-
ble2. An existsing concept using a set of mov-
ing heat flux microsensors (HFM) was adopted 
and adjusted (Fig. 2) for the service in the 
SOMMER facility with the improvement that 
only a single sensor is required instead of sev-
eral while at the same time increasing the res-
olution of the obtained image. 10000 values 
can be measured on a plane of 100 mm by 
100 mm. The heat flux microsensor is already 
calibrated by the manufacturer at purchase. 
The sensor used in SOMMER will be coated 
with Pyromark 2500, a coating with accessible 
and well-published spectral properties. The 
HFM is mounted on the tip of a double-pivoted 
rotating arm, which moves the sensor on a cir-
cular path. A linear motion component is su-
perimposed by a linear actuator. 
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Fig. 2: Device for the measurement of solar flux and 
its distribution on the receiver surface. 
 
As a result the sensor is moved across the re-
ceiver plane and constantly scanning the local 
flux values. Proper interpolation between those 
discrete samples generates a surface which 
upon integration allows to calculate the inci-
dent power.  
In 2016 the device was tested in the solar fur-
nace of the SOMMER facility for the first time. 
The measured flux distribution (on the right of 
Fig. 3) is quite similar to the previously simu-
lated distribution on the left. 
During a later test at DNI = 770 W/m² the 
predicted peak flux was nearly reached (Fig 4) 
while the shutter blinds let only pass 80% of 
the light onto the parabolic mirror. 
The expected uncertainty of the value of total 
power measured is below 6%. The images in-
dicate that the design power of the SOMMER 
plant as well as the expected peak and aver-
age flux can be obtained during the upcoming 
experimental campaign. Once some minor me-
chanical improvements of the system are com-
pleted the device can be used in the SOMMER 
project.  
In addition to the progress in the measurement 
of solar flux a detailed study on the applicability 
of liquid metals as thermal storage fluid and the 
possible storage configurations has been done 
[1]. It emerges that the direct one tank system 
with filler material is a very promising option, 
together with the possibility of including phase-
change-material (PCM) capsules. Further re-
search on this topic is currently ongoing. 
Fig. 1: Heliostat mirror of the SOMMER project, reflected in the lower left facet: the concentrating parabolic mirror. 
HFM 
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Fig. 4: Vertical cut of the flux distribution on the receiver 
at DNI = 770 W/m² and 80% opening of the shutter blinds 
 
A comparison between 1D-models and 3D-
models for the design of the receiver panel has 
been done. The results highlight the necessity 
of knowing the distribution of the Nusselt num-
ber on the non-homogeneously heated sur-
face, in order to properly predict the wall tem-
perature with the 1D simplification.  
A detailed numerical analysis of turbulent 
aided mixed convection to a liquid metal flow-
ing in an annulus has been done [2]. It has 
been shown that the results and conclusions 
obtained for medium-to–high Prandtl number 
fluids cannot be extrapolated to the case of liq-
uid metal flows. 
Networking 
A collaboration with the Australian National 
University (ANU) has been established. They 
are studying a CSP system with sodium as 
heat transfer fluid. 
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Introduction 
For almost three decades, the European Com-
mission has promoted and supported the de-
velopment of a non-commercial computer-
based decision support system for off-site 
emergency management and rehabilitation is-
sues after nuclear accidents, RODOS, and its 
Java based successor since 2010, JRodos. 
The final version of RODOS (PV 7.0) and cur-
rent versions of JRodos are installed in na-
tional emergency centres of several European 
countries, such as Austria, Germany, Bulgaria, 
Czech Republic, Finland, Hungary, The Neth-
erlands, Poland, Portugal, Russia, Spain, Slo-
vakia, Slovenia, Switzerland and outside Eu-
rope in Hong Kong. Installation in Central 
Europe and the former Soviet Union has been 
achieved with support from the European 
Commission’s ECHO, PHARE and TACIS pro-
grams, respectively.  
In 2016, two JRodos installations in China and 
Ukraine, supported by the European Commis-
sion, have been completed. 
 
Installation approach 
The Installation is typically subdivided into sev-
eral tasks. First, hard and software compo-
nents for the emergency centre operating JRo-
dos have to be defined. In a second step, the 
connection to data providers has to be estab-
lished. Data provider are typically national 
weather services with their weather forecast 
data, the power plants with their radiological 
and meteorological data and finally national 
monitoring networks that can be linked to the 
system. Finally the collected data has to be in-
tegrated into the system which requires on the 
one hand side adaptation of the data format 
and on the other hand provision of data links to 
obtain the real-time monitoring data from the 
power plant (typically every 10 or 30 minutes) 
and the numerical weather forecast data on a 
regular basis (at least once per day). The key 
task is the data collection itself. The data to be 
collected can be subdivided into 
• plant and site characteristics for each NPP 
in the country, 
• map data such as buildings, vegetation, 
land use, roads and borderlines  
• statistical data such as demographic, agri-
cultural production and economic data, 
• relevant parameters of food-chain and in-
gestion models, 
• relevant data for the hydrological model 
chain, 
• intervention criteria for countermeasures 
and emergency plans, and 
• translation of the JRodos user interface 
into the national language. 
In particular the collection of parameters for the 
foodchain and dose module takes most of the 
resources foreseen in such contracts. As JRo-
dos is delivered with a default dataset covering 
the whole world, test installations can be per-
formed at any time to support the data collec-
tion.  
Once the data collection is complete, a final in-
stallation is carried out which is further tested 
Group: Accident Management Systems 
42 
in its operational environment by applying test 
procedures that were specifically developed 
for that installation. The whole process is ac-
companied by training course and methodo-
logical support for the organisation operating 
the emergency centre. 
 
Objectives 
Ukraine 
The aim of this project was to improve the tech-
nical capabilities of the Ukrainian government 
for the detection, planning and practical man-
agement and initiation of countermeasures for 
protection of personnel, population and envi-
ronment in the case of nuclear accident at any 
Ukrainian NPP. This should be achieved by in-
stalling the JRodos decision support system 
operational within an operational emergency 
centre in Kiev (Centre of Prognosis of Radia-
tion Accident Consequences “CPRAC”) and in 
attrition at the regulator, at the main emer-
gency centre of SE NNEGC Energoatom and 
all four NPPs.  
China 
The objective here was to customise the JRo-
dos decision support system for emergency 
management for use in China, install it in the 
National Nuclear Emergency Response Tech-
nical Assistance Centre (NNERTAC), provide 
training on its use and verify its operability. The 
functional test of the system should be demon-
strated at different Chinese NPPs. 
 
Work performed and progress 
achieved 
General 
Even if the objectives for both installations in 
Ukraine and China looked similar, the method-
ology applied was very different. In Ukraine, a 
“typical” installation process was performed. 
KIT was responsible for data collection, cus-
tomisation of data and implementation of the 
data into the JRodos system. A local subcon-
tractor and the beneficiaries supported the 
work. In China, KIT had only a supervising role 
and no access to the JRodos installation. Data 
collection, customisation and implementation 
was solely performed by the Chinese benefi-
ciaries. This caused a high burden to KIT in 
documentation and explanation of tasks typi-
cally performed by KIT experts. In this respect, 
the installation in China was very demanding 
and required many personal contacts of the 
team with counterparts in China. Only during 
visits, the installation progress could be deter-
mined and problems encountered solved. 
 
Tasks 
The following highlights result from both instal-
lations. The most demanding task is the cus-
tomisation of the food chain and dose module 
FDMT. To operate FDMT in all areas of the 
world, so called “radioecological regions” were 
introduced. A radioecological region is defined 
as a region with similar vegetation and dietary 
characteristics. This requires interaction with 
agricultural services in that particular country. 
Typically a country is subdivided into 5 regions 
as was done for Ukraine (Fig. 1).  
 
 
Fig. 1: Subdivision of Ukraine in 5 radioecological regions 
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For China, the climatic regions and vegetation 
characteristics necessitated a larger number of 
regions. Therefore, the FDMT model had to be 
expanded and can now accommodate up to 25 
different regions. China was subdivided into 9 
regions (Fig. 2). In addition, the KIT team had 
to add rice as new foodstuff into FDMT as rice 
is one of the dominant foods in China. 
Besides the customisation of the FDMT model, 
the integration of real-time data from the nu-
clear power plants (NPPs) as well as the nu-
merical weather data from the national weather 
provider are the keys of success for such an 
installation. With the weather data from the 
NPPs, the atmospheric transport and disper-
sion models can be operated in their prognos-
tic and diagnostic modes. Fig. 3 and 4 show 
examples from Ukraine and China, respec-
tively. Numerical weather data is delivered op-
erationally to the emergency centres. As 
fallback, weather data from the US are freely 
available. The US National Oceanic and At-
mospheric Administration NOAA operates four 
different NOMADS Servers that host National 
Centres for Environmental Prediction (NCEP) 
model products. The NCEP service can be ac-
cessed via the following web page: 
www.ncep.noaa.gov/. 
Fig. 2: Subdivision of China in 9 radioecological regions 
Fig. 3: Total area covered by wind field model for Ukraine 
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Fig. 4: Wind field around Tianwan 
Fig. 5: Map information in the 30 km cycle around an NPP 
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It offers a forecast of up to several days with 
updates every 6 hours. The data cover the 
whole world with a resolution of either 0.5 or 
0.25 degrees.  
For visualisation, specific maps around the 
NPPs have to be prepared. In Ukraine, a com-
pany extracted the relevant data from infor-
mation available and KIT integrated them into 
the JRodos system (see Fig. 5). For China, the 
beneficiaries there collected the necessary in-
formation and integrated them into the formats 
required by JRodos (see Fig 6.)  
The final task is the translation of the user in-
terface and partially the map results into the 
national language (see Fig. 7 and Fig. 8). With 
the JRodos system, it is possible to use any 
character set as is seen for Ukraine and China. 
 
Lessons learned 
There are two aspects which are most im-
portant in the installation process of the JRo-
dos system in a national context. First, the con-
tractor has to be flexible in case the beneficiary 
has a request which was not foreseen either in 
the contract or not foreseen to be realised at a 
particular time. Second, in particular the data 
collection process for the foodchain and dose 
module FDMT is not trivial and sometimes the 
first attempt to find good data sources is not 
successful. In this respect, the time frame de-
fined at the inception meeting should be re-
garded as guidance document, however, if jus-
tified, deviations should be possible. 
The local subcontractor is extremely important 
as he knows the local conditions and the or-
ganisational structures of the beneficiaries and 
national organisations which have to be appro-
ached for data delivery. A careful selection of 
such a subcontractor is mandatory and the 
30% of resources allocated for that task is a 
good investment. 
The Chinese installation was special, as KIT 
was only supervising the data collection and 
implementation. This made the direct interac-
tion between beneficiaries and KIT mandatory 
and regular meetings in China were foreseen. 
However, supervising of a task without access 
to an installation – except during the visits – 
was nearly impossible and only successful as 
all parties were highly interested in a positive 
outcome of the installation process. Finally, the 
selection of an interpreter who knows the sub-
ject is also a key for success as otherwise KIT 
would have had severe problems in communi-
cating technical details during the meetings in 
China. 
Fig. 6: Map information around Tianwan 
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Fig. 7: Ukrainian user interface 
Fig. 8: Chinese user interface 
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Reviewing both approaches, the full integration 
of KIT in the data collection and integration as 
in Ukraine and the supervising approach which 
was carried out in China, one has to state that 
the first is more appropriate for a successful 
implementation of JRodos to national condi-
tions.  
 
Conclusions  
JRodos is a decision support system for off-
site emergency management following re-
leases of radioactive material into the environ-
ment. It contains detailed simulation models for 
predicting and analysing the resulting contam-
ination, health and economic consequences. 
JRodos is a non-commercial system with an 
active user community that influences system 
extensions and development trends. The de-
fault database is for use in Central Europe. A 
world-wide database and the supported cou-
pling to a set of globally applicable meteorolog-
ical weather forecast data allows general appli-
cation for any point worldwide. Furthermore, 
inherent features and tools allow the adapta-
tion of models, data bases, and the user inter-
face to national conditions and user prefer-
ences. 
The adaptation to national conditions in coun-
tries operating the system in national emer-
gency centres requires collecting data for sev-
eral of the simulation models as the default 
database might be not applicable. KIT sup-
ports this process either by actively collecting 
the data itself and implementing them or by su-
pervising the whole process.  
As a consequence each installation has im-
proved the system with respect to functionali-
ties and stability – acceptance and verification 
tests had to be developed for each national in-
stallation. Furthermore, the documentation of 
the system was much improved aiming to min-
imise the effort of KIT in explanations and train-
ing. In this respect also self-learning training 
courses were developed which support the first 
installation of the system without having partic-
ipated in a detailed training course. The inte-
gration of these countries into the RODOS 
User Group (RUG) is very important. The aim 
of the RUG is to exchange information about 
the use of JRodos and to discuss the way of 
further development of the system. With about 
15 organisations supporting the maintenance 
and further development of the system, the 
RUG is an important factor for the stability and 
sustainability of JRodos.  
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Introduction 
In 2016 the Hydrogen Group continued to de-
velop the in-house CFD HyCodes, GASFLOW 
and COM3D, and conducted several experi-
mental programs to deepen the understanding 
of the transient flame acceleration and defla-
gration-detonation-transition or to provide 
model validation data. Still the code develop-
ment is accommodated in the nuclear program 
NUSAFE and therefore suffers from continu-
ous budget constraints. However, the quite 
successful commercial licensing of GASFLOW 
and COM3D provides additional financial re-
sources for the general safety research done 
at the Hydrogen Group. 
The next chapters describe outstanding activi-
ties of the group: one highlights CFD code re-
lated development, the dynamic grid refine-
ment for COM3D, the other is about 
experiments investigating the dynamic hydro-
gen flame behavior in micro-channels. 
 
Dynamic computational grid in COM3D 
On 1st December 2016 the new version 
COM3D 5.0 was released. The new version 
COM3D is the optimized version and contains 
lots of new features. 
Higher calculation efficiency 
First of all, the new version COM3D keeps the 
same capability in uniform grid simulation as 
the old version 4.10. But the calculations made 
by the new version are more efficient than the 
old version.  
COM3D version 5.0 is built upon the MPI par-
allel C++ library pGrid. The library is developed 
by the hydrogen safety group. One of the most 
important techniques contained in the library is 
its new style of data index system: c-index. The 
new index system allows the code continu-
ously and efficiently reading and writing of the 
memory. Additionally, in the coding, new ver-
sion COM3D uses a more efficient thermo-dy-
namic library and avoids some unnecessary 
calculations. Therefore the new version 
COM3D has better calculation efficiency than 
the old version, especially for some industrial 
problems which contain huge amount of solid 
structures.  
Fig. 1 shows the time costs of the COM3D V5.0 
and COM3D V4.10 in simulation of 2D turbu-
lent flow. Shown by the comparison, the calcu-
lation speed of the new version COM3D is 
about 2 times faster than the old version. 
 
Fig. 1: Time Cost for 2D turbulent flow simulations 
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Implementation of Local Mesh Refinement: 
One of the most important reasons for devel-
oping the new library pGrid is to implement the 
technique local mesh refinement (LMR) to 
COM3D. Currently the technique is imple-
mented partially in the version 5.0. 
The block-structured patch-based local mesh 
refinement implemented in COM3D is first in-
troduced by Berger and Oliger in 1984. With 
the help of such technique high resolutions can 
be achieved locally in the computational do-
main. Fig. 2 shows a 2D domain in which the 
LMR is used, compared with uniform grid 
structure such technique can save large 
amounts of computational efforts in numerical 
simulations. 
 
Fig. 2: 2D computational domain with local mesh refine-
ment. 
 
Currently, the technique of local mesh refine-
ment has been implemented in most part of the 
COM3D: in the solution of Euler equations the 
LMR is fully implemented; in the solution of the 
turbulence part (equation right hand side, 
ERHS), since the complexity of LES models, 
LMR has been implemented in RANS models 
only (standard NS model, standard k-e model, 
RNG k-e model and SST k-o model); in the so-
lution of chemical reaction part LMR has been 
fully implemented. 
To test the implementation of LMR, several 
verification and validation cases are used. 
The first case presented is a 2D convection dif-
fusion flow case. The problem domain is de-
picted in Fig. 3. 
 
Fig. 3: Domain of 2D convection diffusion verification 
case 
 
Initially, the computational domain is filled with 
Oxygen gas and has 5m/s velocity in horizontal 
direction. Left bound of the computational do-
main is set as the velocity inflow bound, the 
middle 0.01m width bound is set as the Nitro-
gen gas inflow bound and the other parts are 
set as the Oxygen gas inflow boundary (inflow 
velocity of the inflow bound is also 5m/s). Right 
bound of the computational domain is set as 
the open boundary. The 2D problem has an 
analytical solution when a constant diffusion 
coefficient is given. 
Fig. 4: Grid setting in 2D convection diffusion problem 
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To control the numerical diffusion, local mesh 
refinement is used around the Nitrogen 
Source. Fig. 4 shows the grid setting of the 
computational domain. In the domain two dif-
ferent resolutions are used: resolution of the 
base level is 1mm; resolution of the finer re-
finement level is 0.25 mm. Therefore the most 
computational efforts are focused on the calcu-
lation of Nitrogen diffusion. 
Fig. 5 and 6 show the comparison between the 
numerical solution and analytical solution at 
time 0.0084s. Fig. 5 shows the comparison of 
the Nitrogen volume fractions in the central line 
along the horizontal direction. Fig. 6 shows 
comparison of the Nitrogen volume fraction in 
the vertical line 20 mm away from the velocity 
inflow boundary.  
 
Fig. 5: Comparison of Nitrogen fraction in the central 
line 
 
 
Fig. 6: Comparison of Nitrogen fraction in the vertical 
line 
 
Both two comparisons show that the calcula-
tion with LMR has a quite good compatibility 
with the analytical solution. In the view of veri-
fication the implementation of LMR in code 
COM3D is successful. 
Code to code validation for 2D step flow: 
For code development in grid structure, keep-
ing the identical performances as the old ver-
sion is also quite important. So the second test 
for the implementation of LMR is code to code 
validation: the comparison between COM3D 
version 5.0 and COM3D version 4.10 in simu-
lation of 2D step flow.  
 
Fig. 7: Domain of 2D step flow 
 
The domain of the 2D step flow problem is di-
vided into 4 parts: the solid region, where the 
step is located; the high speed region, where 
the flow has the speed of 44.2m/s in horizontal 
direction; the low speed region, where the flow 
has the speed of 38.67m/s in horizontal direc-
tion, and the zero speed region, where the gas 
has no flow speed. Left border of the computa-
tional domain is set as the velocity inflow 
boundary, having the constant 44.2m/s gas in-
flow, and the right border of the domain is set 
as the open boundary. 
In the 2D problem, due to big a velocity gradi-
ent, a big flow vortex is produced after the step. 
To resolve the big vortex, local mesh refine-
ment is used around the step region. Fig. 8 
shows the grid setting of the computational do-
main: a resolution of 4 mm is used to construct 
the base level of the computational domain; a 
refinement of 1 mm is used on the finer refine-
ment level to resolve the region around the 
step. 
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In contrast, to achieve the resolution of 1 mm 
in the step region, a resolution of 1 mm must 
be used uniformly in the numerical simulation 
of COM3D version 4.10. 
 
Fig. 9: Mass velocity in horizontal direction at 0.05s 
 
Fig. 9 shows the comparison of mass velocity 
in horizontal direction at time 0.05s. In the com-
parison it is not difficult to find that the result 
achieved by COM3D version 5.0 is the same 
as the result achieved by COM3D version 
4.10. Since the existence of the strong vortex 
around the step, standard k-e model is used in 
the right hand part. Fig. 10 shows the compar-
ison of turbulence kinetic energy at time 0.05s. 
The comparison shows that the COM3D ver-
sion 5.0 can perform the same as the old ver-
sion 4.10 in the resolved part (the region where 
is covered by the resolution 1mm). In general, 
calculation with LMR in COM3D version 5.0 
has identical performances to the old version 
COM3D.  
 
Fig. 10: Turbulence kinetic energy at 0.05s 
Experimental investigation of flame 
acceleration and deflagration-to-
detonation-transition in micro 
channels 
Besides model and numerical code develop-
ment the Hydrogen Group of IKET was contin-
uing its experimental work on fundamental dy-
namic combustion behavior of premixed sy-
stems. Experiments for flame acceleration and 
deflagration-to-detonation-transition in micro 
channels have been inspired by industry part-
ners, who integrate fuel cells and electrolysers 
in their systems. They had observed surpris-
ingly fast combustion regimes in these rela-
tively small structures. Complementing the re-
lated flat layer experiments executed in 2015, 
experiments in a small but long duct, channel 
respectively, with transparent walls, open ends 
and variation of the cross-sectional dimensions 
have been conducted (see Fig. 11). 
Fig. 12 shows a sequence of frames taken 
from high speed videography of this 1.8 meter 
long and 2 cm high (and deep) transparent 
duct. Each frame is arranged below the other. 
Thus, the vertical coordinate coincides with the 
time coordinate. The illuminated zone indi-
cates the flame front spreading symmetrically 
to the left and right from the central point of ig-
nition. The angle enclosed by this flame front 
line and the central vertical symmetry line indi-
cates the flame speed. So it is easy to see the 
after a short deceleration phase after ignition 
the relatively pale blue flame is a relatively 
slow, but stable deflagration, which acceler-
ates only after a certain time, to finally turn into 
a detonation. This deflagration-to-detonation-
transition (DDT) is clearly marked by the strong 
flashing light emitted in the lower left and right 
corner of Fig. 12. 
Fig. 8: Grid setting in 2D step flow 
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In total about 600 experiments have been con-
ducted with variations of the concentration of 
H2-O2, location of the ignition point (in the mid-
dle or at the open end), and the cross-sectional 
area of the channel (quadratic with edge 
lengths of 4, 8, 10 and 20 mm). The influence 
of turbulence was investigated by applying a 
turbulence generating grid or spiral. Addition-
ally the influence of confinement was tested for 
the open end ignition cases, by closing the 
channel end opposite to the ignition location. 
The main objective was to provide an overview 
on the transient behavior of the flame, mani-
fested in the flame acceleration and deflagra-
tion-to-detonation transition. Additionally the 
detonation cell size was measured, linking the 
work to the assessment of more fundamental 
properties of these pre-mixed systems. The 
measured values have been compared to the-
oretical prediction by Gavrikov et al. 
For both cases, with ignition in the middle and 
at the free end, a clear tendency for slower 
flames and a less probable DDT was observed 
for increasing channel cross-section dimen-
sions. However, for the cases with ignition at 
the free end this was much more pronounced. 
No DDT was observed any more for channel 
larger than 8mm. 
Fig. 11: Experimental set-up for transient flame behavior in micro-channels (red rectangle marks the cut-out of 
the transparent channel as used as a frame in Fig. 12 
Fig. 12: Symmetric flame front progression and deflagration-to-detonation in transparent micro-channel 
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The ignition in the middle promoted much 
faster flames and shorter run-up distances to 
the DDT point. The concentration bandwidth, 
for which fast flames and DDT could be ob-
served, is increasing with decreasing channel 
dimensions. 
This DDT was strongly promoted in obstructed 
channels, what was realized in the experiment 
presented in Fig. 12 with a lengthy spiral intro-
duced into the channel. This flow obstacle is 
visible in the figure as the dim horizontal zigzag 
lines, identically repeated in each frame.  
In general, the stability of flame, effective flame 
speed and associated pressure developing in 
such narrow channels were found to be 
strongly dependent on the cross-sectional 
area, the congestion and mixing properties. 
The data generated with these experiments is 
summarised in Fig. 13 and is going to be used 
for further model and code validation. 
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Introduction 
In short pulsed accelerator driven neutron 
sources such as the Spallation Neutron Source 
(SNS) in Oakridge, TN and the Japanese 
Spallation Neutron Source (JSNS) heavy liquid 
metal is used as target material. The high en-
ergy proton beam deposits energy into the liq-
uid during a sub-micosecond time frame [1]. 
This energy deposition results in very high 
heating rates. Since the timescale of the proton 
pulse is too short to allow the target material to 
expand during the pulse, the thermal expan-
sion is impeded thus compressing the target 
material. This in turn results in the production 
of large amplitude pressure waves propagating 
through the target [2]. Once this pressure wave 
hits the target wall a negative pressure is in-
duced due to the elasticity of the target wall. 
Moreover, if the short term tensile strength of 
the spallation material is met caviation in form 
of cavitation bubbles will occur. Collapse of 
cavitation bubbles in the vicinity of the target 
wall is accompanied by the characteristic dam-
age pitting. 
In case of a long pulsed spallation neutron 
source the amplitude of the induced pressure 
wave due to the proton beam heating is not as 
pronounced as for short pulsed sources. This 
is due to the lower energy per single pulse cor-
responding to the longer pulse length. The in-
creased timescale allows the target material to 
partially adjust to the thermal expansion. 
Therefore, for a long pulse target the maximum 
pressure amplitude is no longer proportional to 
the total energy per pulse [3]. Instead, the sud-
den change in heating rate at the beginning 
and end of each pulse becomes the source for 
pressure waves. Yet all effects observed in 
short pulsed spallation targets may be relevant 
to long pulse targets as well. This includes in-
duced pressure waves, cavitation and poten-
tially pitting damage fortunately occurring at a 
lower repetition rate. The target container suf-
fers during normal operation and beam trips 
substantial straining due the notable thermal 
volumetric expansion of the spallation material. 
Even in continuous spallation sources using 
liquid metal cooled targets beam trips can in-
duce pressure waves. A nuclear reactor appli-
cation of a continuous source is proposed for 
the accelerator driven system MYRRHA (Multi-
purpose hYbrid Research Reactor for High-
tech Applications). When the proton beam re-
starts after a beam interruption an initial high 
pressure zone is formed within the spallation 
zone. This high pressure zone then propaga-
tes outwards towards the target enclosure 
where reflection results in a negative pressure 
zone. If the tensile strength of the fluid is ex-
ceeded, cavitation and potentially pitting dam-
age will occur. 
The simulation of proton beam induced pres-
sure waves are numerically challenging. Since 
applicable numerical time-steps become ex-
tremely small, the transient phenomena of 
pressure wave propagation need an exceed-
ingly large number of time-steps. According to 
the CFL criteria the time-step is determined by 
the ratio of minimum grid size and characteris-
tic flow velocity. In simulations covering pres-
sure wave propagation compressibility of the 
fluid must be considered. Instead of the fluid 
velocity sound speed enters the CFL criteria. 
Unfortunately, the ratio of fluid velocity and 
sound speed, i.e. the Mach number is very 
small in target applications so that a pressure 
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more time-steps compared to an incompressi-
ble simulation.  
Aero acoustics faces exactly the same prob-
lem.  The Multiple Pressure Variable (MPV) 
approach was developed in aero acoustics to 
efficiently simulate weakly compressible flows. 
The MPV approach is based on a single time 
scale multiple space scale asymptotic analysis 
derived for subsonic flow by an asymptotic se-
ries expansion in the Mach-number.  
We develop a MPV method for liquid metal ap-
plications and apply it to two target geometries, 
specifically the META:LIC [4] and MYRRHA 
targets. For each target, simulations are con-
ducted which allow estimation of proton beam 
induced pressure waves. 
 
Multiple pressure variables method for 
liquid metal application 
A detailed asymptotic analysis of the com-
pressible Euler equations has been performed 
by Klainerman and Madja [4]. Klein [6] ex-
tended this analysis to a multiscale asymptotic 
expansion for all physical variables 𝒘 =
𝜌, 𝑼, 𝑝 and 𝑤 = 𝑓(?̂?, 𝜉, 𝑡) = 𝑓(?̂?, 𝑀?̂?, 𝑡) in pow-
ers of the Mach number 
𝒘 =  𝒘(0) + 𝑀 𝒘(1) + 𝑀2𝒘(2) + ⋯. (1)
 
Here 𝑥 is the local variable associated with 
convective phenomena, while 𝜉 = 𝑀𝑥 is a 
large scale coordinate and is associated with 
acoustic wave propagation. This asymptotic 
expansion is then substituted into the non-di-
mensionalized governing equations. All terms 
with same exponent of the Mach number are 
collected and separately equated to obtain a 
series of asymptotic limit equations. The as-
ymptotic analysis shows constant spatially 
leading order pressure 𝑝(0). However, 𝑝(0) var-
ies in time and serves to satisfy the equation of 
state [10], therefore is called thermodynamic 
pressure. Furthermore, the analysis clarifies 
that the pressure term 𝑝(1) is a function of the 
waves hence it is called acoustic pressure. The 
second order pressure 𝑝(2) depends on tem-
poral and both spatial scales. It assures the 
compliance with the incompressible ∇ ∙ 𝑼 = 0 
contraint.  
The characteristic Mach number of proton 
beam induced pressure waves in liquid metal 
spallation targets is due to the very low com-
pressibility of liquid metals typically in the order 
of 𝟏𝟎−𝟒. Due to these very low Mach numbers, 
an acoustic length scale becomes extremely 
long so distinction of the acoustic scale 𝝃 is no 
longer applicable. Formally a numerical, yet 
more efficient two pressure variable approach 
suffixes, which was previously introduced by 
Park [8]. 
 
Governing equations 
The compressible conservation equations for 
density 𝝆, momentum 𝝆𝑼 and total energy per 
unit volume 𝑬 are: 
𝜕𝑡𝜌 + ∇ ∙ (𝜌𝑼) = 0 (2) 
𝜕𝑡(𝑼𝜌) + ∇ ∙ ((𝜌𝑼)⨂𝑼) + ∇𝑝 = ∇ ∙ 𝜏 + 𝜌𝒈 (3) 
𝜕𝑡𝐸 + ∇ ∙ [𝑼(𝐸 + 𝑝)] = ∇ ∙ (𝜏𝑼) − ∇ ∙ 𝒒 (4) 
where τ is stress tensor, 𝑝 pressure, t time and 
g the gravitational acceleration.  
The heat flux q is given by Fourier’s law 𝒒 =
 −𝜆∇𝑇, where the heat flux is associated with 
temperature T and the thermal conductivity λ. 
Above system of equations is closed by the 
thermal and caloric equation of state of the 
fluid. The thermal equation of state for fluids is 
generally given in terms of pressure, tempera-
ture and specific volume. The caloric equation 
of state is provided in terms of internal energy 
or enthalpy [7]. To simulate general fluids, it is 
desirable to use a formulation of the energy 
equation in terms of pressure and enthalpy [9]. 
spatial variable. It is associated with acoustic resolving simulation requires several orders 
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Neglecting without loss of generality thermal 
dissipation and hydrostatics the following 
equations are used to derive a multiple pres-
sure variables formulation for liquid metal ap-
plications: 
𝜕𝑡𝜌 + ∇ ∙ (𝜌𝑼) = 0 (5) 
𝜕𝑡(𝑼𝜌) + ∇ ∙ ((𝜌𝑼)⨂𝑼) + ∇𝑝 = ∇ ∙ 𝜏 (6) 
𝜕𝑡𝑝 + 𝑼 ∙ 𝛻𝑝 + 𝑝 (𝛻 ∙ 𝑼) =
−𝛻𝒒 − 𝜌
𝜕ℎ
𝜕𝑡
− 𝛻 ∙ (𝜌 𝑼 ℎ)
 (7) 
Equations (5) - (7) are non-dimensionalized so 
that the material properties appearing in the 
equations are replaced by dimensionless 
quantities. Therefore, this system of equations 
is valid for a class of physically similar prob-
lems. Reference length, velocity, density and 
pressure are used for non-dimensionalization. 
The specific enthalpy is made dimensionless 
with the reference velocity squared. Dimen-
sionless independent and dependent variables 
are denominated ?̂?, ?̂?, 𝑼,̂  ?̂?, ?̂?, ℎ̂. The nabla op-
erator in terms of non-dimensional spatial var-
iables is ∇̂. The equations read in non-dimen-
sional notation: 
𝜕?̂??̂? + ∇̂ ∙ (?̂? ?̂?) = 0 (8) 
?̂?(𝜕?̂??̂? +  (?̂? ∙ ∇̂)?̂?) =  −𝑀
−2 ∇?̂? + 𝑅𝑒−1 Δ?̂? (9) 
𝜕?̂??̂? +  ?̂? ∙ ∇̂?̂? +  ?̂? (∇̂ ∙ ?̂?) =  −𝑀
2(?̂? 𝜕?̂? ℎ̂
+∇̂ ∙ (𝜌 ̂ ?̂? ℎ̂) +  (𝑅𝑒𝑃𝑟)−1 ∇̂ ∙ (𝜆 ∇?̂?)),
 (10) 
where 𝑀 = 𝑈𝑟𝑒𝑓/𝑐𝑟𝑒𝑓 represents the global 
Mach number with 𝑐𝑟𝑒𝑓 as the reference speed 
of sound. Reynolds and Prandtl numbers are 
denoted in suitable non-dimensional parame-
ters Re and Pr, respectively.  
The incompressible limit is as the Mach num-
ber tends to zero. The term 1/𝑀2 multiplying 
the pressure gradient in the momentum equa-
tion shows singular behavior which is unfavor-
able for numerical methods. For simplicity hats 
denoting the dimensionless values are 
dropped below.   
Multiple pressure variables approach 
The reduced MPV approach only considers the 
leading and second order pressure terms. 
When eliminating the first order pressure or 
acoustic pressure its longwave contribution is 
contained within the second order pressure 
𝑝(2). The reduced MPV ansatz introduced an-
alogue to [8] is given by 
𝑝(𝑥, 𝑡) = 𝑝(0)(𝑥, 𝑡) + 𝑀2 𝑝(2)(𝑥, 𝑡) (11) 
Following the previous asymptotic analysis 
[4][6][8][10] the leading order pressure is de-
fined as the average pressure within the whole 
computational domain Ω. 
Inserting the reduced MPV Ansatz Equation 
(11) yields the following enthalpy equation: 
𝑀2𝜕𝑡𝑝
(2) + 𝜕𝑡𝑝
(0) + (𝑼 ∙)𝛻𝑝 + 𝑝 (𝛻 ∙ 𝑼) =
−𝑀2((𝑅𝑒𝑃𝑟)−1∇  ∙ (𝜆 ∇𝑇) + 𝜕𝑡𝐻 +
∇ (𝑼𝐻)   (12) 
where 𝐻 = 𝜌 ∙ ℎ is enthalpy. This system of 
equations is implemented in our code. 
 
Spallation Targets 
META:LIC - MEgawattTArget:Lead 
bIsmuthCooled 
The META:LIC target [4],[11] is a liquid metal 
target developed as comparative target solu-
tion for the European Spallation Source (ESS) 
according to ESS specifications [12]. Lead Bis-
muth Eutectic (LBE) is chosen as both target 
material and primary coolant. Fig 1 depicts the 
target module which is double walled. As 
shown, the target module consists of a proton 
beam guide with a safety window (not shown), 
an inflow channel leading to a nozzle produc-
ing a uniform block velocity profile, a U-bend 
with an expansion chamber and spoiler enforc-
ing flow detachment to counteract the effects 
of the thermal expansion and pressure waves 
in the LBE due to the pulsed proton beam, and 
an outflow duct. The flow is pumped upwards 
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into the inclined inflow channel, then acceler-
ated by the nozzle. Next the LBE flows through 
the proton beam interaction zone which is in-
clined relative to the horizontal plane by 15 de-
grees. The LBE returns to the pool through an 
U-bend and outflow duct. A horizontal proton 
beam enters the liquid metal through a solid 
wall approximately 1.5mm thick. The small in-
clination angle of the proton beam interaction 
zone provides almost coaxial LBE flow and 
proton beam. This results in a fairly uniform 
heating of the coolant so that a minimal coolant 
flow rate can be established.  Moreover, the 
flow component perpendicular to the proton 
beam transports the fluid across the beam in a 
fairly short time. This is advantageous for 
pulsed beams, as successive beam pulses in-
teract with fluid that was not subjected to the 
beam previously.  
The META:LIC target suffers of both, pressure 
pulses due to the pulsed nature of the proton 
beam and the strain on the target container 
due to the thermal expansion of the LBE [3]. 
 
Fig. 1: META:LIC window target module 
 
MYRRHA - Multi-purpose hYbrid 
Research Reactor for High-tech 
Applications 
The MYRRHA reactor is a flexible experi-
mental ADS system currently under develop-
ment at SCK-CEN, demonstrating the coupling 
of an accelerator, spallation target and subcrit-
ical core at a reasonable power level. Further-
more, it is planned as a flexible irradiation fa-
cility and its reactor is supposed to work both 
in critical and subcritical mode [13], [14]. In an 
ADS, the reactor runs in subcritical mode. The 
spallation neutrons provided from the acceler-
ator and target are needed to maintain fission. 
When MYRRHA is operated in ADS mode, the 
central position of the core is occupied by the 
so called spallation target assembly. 
A sketch of the planned tube type spallation 
target is shown in Fig. 2. As depicted in the fig-
ure, the proton beam is guided by the beam 
tube into the central core region, where it en-
ters the spallation zone through the proton 
beam window, which separates the accelerator 
vacuum from the target material. The proton 
beam window is cooled by the upward flowing 
primary coolant under forced convection sup-
ported by the primary pumps. 
 
Fig.2: Sketch of the spallation region of MYRRHA win-
dow spallation target assembly. 
 
META:LIC target calculations 
Results of the MPV calculations for the 
META:LIC target of a single proton beam pulse 
are shown for various spatial and temporal res-
olutions. Initial conditions correspond to fully 
developed flow. The caloric and thermal equa-
tions of state for LBE proposed in [15] are 
used.  
 
Geometry, boundary and initial 
condition 
The geometry used for the META:LIC simula-
tions as well as the applied boundary patches 
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are displayed in Fig. 3. Due to symmetry con-
siderations only half of the target width is sim-
ulated. The inflow velocity is 1.5 m/s as speci-
fied. At the wall boundaries, a no slip condition 
is applied. At the inlet and outlet, wave trans-
missive boundary conditions reduce undesira-
ble pressure wave reflections. The inlet tem-
perature is set to 500 K. Using the averaged 
speed of sound of LBE within the simulated ge-
ometry, a global Mach number of M = 0.0015 
is determined. For the calculations, three dif-
ferent mesh resolutions were used, namely 
0.37, 0.91 and 2.12 million cells. Five different 
time-steps are analysed: 2, 0.4, 0.2, 0.02 and 
0.01 ms. Five time-steps are used to find the 
optimal balance between accuracy, resolution 
and dissipation of the numerical scheme. 
 
 
 
Fig. 3: Geometry and boundary conditions (left), power 
density distribution in [W/m³] (right) for the META:LIC 
target 
 
The proton beam specifications are taken from 
[12] and displayed in Table 1. For all presented 
calculations, a single proton beam pulse is as-
sumed. Fig. 3 (bottom) displays the power den-
sity distribution of the proton beam in the liquid 
metal target META:LIC. 
Table 1: Proton beam specifications for  
ESS and MYRRHA. 
 META:LIC MYRRHA 
Time  
structure  
Pulsed  Continuous  
(microstructure) 
  200 μs beam 
holes (at 1 — 
250 Hz)  
(nominal macro-
structure)   
Pulse 
length 
2 ms  
Pulse repe-
tition rate 
14 Hz  
Beam en-
ergy 
2.5 GeV 600 GeV 
Average 
beam cur-
rent 
2 mA 0.1 – 4 mA 
Beam  
profile 
Parabolic 
160 mm x 
60 mm 
Circular  
Ø 85 mm 
 
Simulation Results 
The velocity and temperature distribution at the 
end of a single proton beam pulse is shown in 
Fig. 4. There is no visible distortion of the ve-
locity field due to the thermal heating of the 
LBE. Fig. 4 (bottom) displays the total temper-
ature rise of about 90 𝐾 during a single proton 
beam pulse.  
Snap shots of the pressure during a single pro-
ton pulse on the coarse mesh for Δt = 0.02 ms 
is displayed in Fig. 5. Fig. 5 (a) shows the pres-
sure in the target module at the beginning of 
the pulse when the proton beam first hits the 
liquid metal. During this stage a pressure am-
plitude of approximately 7 bar is attained. The 
pressure then rises during the continued en-
ergy deposition up to approximately 17 bar at 
the end of the pulse, when the heat deposition 
stops, see Fig. 5 (b). Once the heat deposition 
stops, a negative pressure zone is formed due 
to the inertia of the surrounding fluid, which still 
conforms to the thermal expansion. Fig. 5 (c) 
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depicts the pressure distribution approximately 
2ms after the heat deposition stops. A negative 
pressure of –10 bar is reached. In the algo-
rithm, strain is limited to -10 bar. In reality, the 
physical limitation is given by an unknown ten-
sile strength of LBE. Exceeding the limit leads 
to cavitation. 
 
 
Fig. 4: Velocity magnitude in [m/s] (top) and Tempera-
ture in [K] (bottom) distribution at the end of a single 
proton pulse 
 
Fig. 6 displays the temporal evolution of a sin-
gle pressure pulse for different numerical time-
steps on the mesh with 0.37 million cells. The 
largest chosen time-step corresponds to the 
proton beam pulse length, and the smallest is 
200 times smaller. The blue line in Fig. 6 (top) 
displays the resulting pressure evolution if the 
pressure pulse is under resolved with a single 
time-step. The red dashed line shows very low 
temporal resolution with a ten times smaller 
time step. Comparing the maximum pressure 
amplitude of these two calculations Fig. 6 
shows a difference of approximately 5 bar, the 
same discrepancy can be observed for the 
negative pressure after the heat deposition 
stops. Using a time-step of 0.01 ms results in 
a pressure amplitude of approximately 14 bar 
and a negative pressure of –7 bar. From Fig. 6 
it follows that the pressure peak is largest for a 
time step of 0.2 to 0.4 ms. Small time-steps in-
crease numerical dissipation and thus the 
pressure amplitude. However, it can also be 
observed that increasing time resolution allows 
for fluctuations of the pressure during the 
pulse. These fluctuations are due to the now 
resolved pressure reflections at the wall 
boundaries. For conservative estimations, we 
propose to use intermediate time-steps. 
(a) 
(b) 
 
(c) 
Fig. 5: Pressure distribution at beginning of pulse (a), 
end of pulse (b) and at t = 1.077s for a time-step of 
0.02ms. 
 
Fig. 6 (top) displays the influence of the mesh 
resolution on the pressure evolution. Here, the 
pressure as a function of time is shown for 
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three different numerical grids and two differ-
ent time-step length. The figure shows that 
there is virtually no difference in the pressure 
evolution for the different meshes. This is the 
case for both time-steps 
 
 
Fig. 6: Pressure [bar] vs time [s] for different time-
steps (top) and pressure [bar] vs time [s] for different 
spatial resolutions (bottom). 
 
MYRRHA target calculations 
Geometry, boundary and initial 
conditions 
A simplified axisymmetric two-dimensional ge-
ometry is used for the simulations. The influ-
ence of the original hexagonal shape of the as-
sembly on the resulting fluid flow is neglected 
for a first investigation of proton beam induced 
pressure waves. Fixtures, such as flow 
straighteners downstream of the proton beam 
interaction zone, are disregarded for the same 
reason. Fig. 7 (top) displays the simulated ge-
ometry as well as the applied boundary 
patches.  
At the inlet boundary condition, an inflow ve-
locity of 0.45 m/s is chosen to limit the outlet 
velocity in accordance to the erosion limit. At 
the wall boundaries, a no slip condition is ap-
plied.  At the inlet and outlet, wave transmis-
sive boundary conditions reduce undesirable 
pressure wave reflections at both. The inlet 
temperature is set to 543 K. 
 
 
Fig. 7: MYRRHA geometry and boundary conditions 
(top), power deposition and sample points (bottom). 
 
For the calculations, the global Mach number 
is 0.0005. The behavior of the pressure is eval-
uated at several sample points (P1 –P5), which 
are located along a straight line in the area with 
the highest energy deposition. P5 is in the re-
gion with the highest energy deposition and 
also closest to the proton beam window, point 
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P1 is 0.155m upstream of P5. Fig. 7 (top) dis-
plays the position of the sample points.  
The specifications of the MYRRHA accelerator 
are taken from [16] and listed in Table 1. For 
the CFD simulations, a peak current of 4mA is 
assumed. According to [16], the nominal time 
macrostructure of the proton beam features 
200 μs beam holes at frequencies of 1 – 
250 Hz. Simulated frequencies are 100Hz and 
250 Hz. The intended sweeping of the proton 
beam is not considered in present calculations. 
This sweeping might result in slightly higher 
pressure wave amplitudes. Fig. 7 (bottom) dis-
plays the power distribution in LBE in kW/cm³ 
per 1 mA. 
 
Nominal proton beam operation 
at 250Hz 
For this simulation, a nominal macrostructure 
with 200 μs beam holes at a frequency of 
250 Hz is assumed. Fig. 8 displays the pres-
sure history at sample point P5 (red dashed 
line) and P1 (blue continuous line) for a simu-
lation time of 0.05s, which corresponds to 13 
beam pulses. The figure shows that for normal 
operation conditions the pressure fluctuates by 
approximately ±0.2 bar at Point P5, the area 
with the highest energy deposition and ±0.15 
bar at Point P1. 
 
Fig. 8: Pressure [bar] vs time [s] with nominal beam 
operation at 250 Hz 
 
Beam trip results for 100 Hz and  
250 Hz 
The investigation of the influence of beam trip 
on the temporal behavior of the pressure at 
Point P1 has been performed for a nominal 
macrostructure frequency of 100Hz and 
250Hz. The simulated beam trips begin with 
normal proton beam operation as shown in 
Fig. 8. Then the beam is interrupted for a pre-
defined period. In the simulated case this was 
a beam trip of 0.01 and 0.001s. These short 
beam trips are not limited in occurrence ac-
cording to the MYRRHA accelerator beam re-
quirements given in [16]. Following a beam 
trip, the proton beam returns to normal opera-
tion. The time-step width for the simulation is 
chosen to be 1*10-4 s. Therefore, the beam trip 
with a duration of 0.001 s is discretized by 
10  time-steps and the second beam trip with 
100 time-steps.  
Fig. 9 depicts both described beam trips for a 
nominal operation macrostructure of 100Hz 
(left) and for an operation macrostructure of 
250Hz (right). For the shorter beam trip dura-
tion, depicted by the blue continuous line, peak 
pressure amplitudes of approximately 2 bar 
and 2.1 bar are calculated. For the second 
beam trip, with a duration of 0.01s shown by 
the red dashed line, the peak pressures reach 
about 1.75 bar. For both macrostructures and 
beam trip durations, the maximum pressure 
drop due to the sudden loss of proton beam 
heating is about 0.45 bar. The pressure oscil-
lations following the peak pressure values are 
mainly due to wall boundary reflections. Small 
inlet outlet reflections are still observable and 
could be omitted by extending the computa-
tional domain. For an experimental facility, 
these pressure pulses may be tolerable, but for 
long term ADS operation fatigue should be ad-
dressed. 
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Fig. 9: Pressure [bar] vs time [s] for beam trip dura-
tions of 0.01s and 0.001s for 100 Hz (top) and 250 Hz 
(bottom). 
 
Conclusion 
Liquid metal spallation targets are subjected to 
time dependent heat deposition for both con-
tinuous and pulsed operation. With a traditional 
CFD approach, analysis of beam trips and the 
pulsed temporal structure require extensive 
numerical simulations. In particular, the acous-
tics limit forces extremely short temporal time 
steps. The simulation of the MYRRHA and 
META:LIC heavy liquid metal target using MPV 
method demonstrate that the restrictive time-
step limitation can be overcome by the asymp-
totic approach. Both targets show pressure 
pulses with an amplitude of the order of bars 
which need consideration since pitting damage 
or fatigue can occur and should be controlled. 
Final verification of this damage requires addi-
tional experimental investigations on the ten-
sile strength of the chosen liquid metal.   
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In 2016, a four-year project founded by the 
German Federal Ministry for Economic Affairs 
and Energy has been successfully completed. 
The project dealt with the serious issues of 
scaling and outgassing in geothermal power 
plants in Germany. Several influencing param-
eters have been studied and many aspects of 
the scaling and outgassing problems have 
been addressed. When knowing how different 
parameters influence these effects, plant oper-
ators can handle them better. This will improve 
system efficiency and running costs. 
 
Barite scaling 
In geothermal power plants, geothermal brines 
from several kilometres below the earth sur-
face are used for power generation. Depend-
ing on local conditions they can contain up to 
350 g/L of dissolved salts [1]. In the case of 
pressure and temperature changes, these 
salts can become supersaturated and thus 
precipitate.  
Especially in the Upper Rhine Graben, barium 
sulfate (barite, BaSO4) is a serious issue. It is 
an extremely insoluble salt [2, 3], the petro-
leum industry speaks of a “particularly intracta-
ble scaling agent” [4]. Once formed, it cannot 
be removed by the addition of acids; in fact, it 
requires mechanical removal. 
The precipitation of barite from a solution with 
barium and sulfate ions is influenced by differ-
ent parameters. These include 
 
 Supersaturation 
 Overall salt concentration 
 Shear rate (flow conditions) 
 Contact surface 
 Crystallization nuclei 
 Molar ratio n(Ba2+)/n(SO42-) 
For the experiments with constant shear rates, 
an annular gap apparatus was used (Fig. 1). 
Details of the experimental setup, the proce-
dure and the measurement of the reaction pro-
gress are given in [5, 6]. The dependency of 
the barite precipitation rate on the other para-
meters was also studied in stirred solutions in 
glass vessels. 
 
Fig. 1: Annular gap apparatus 
 
The starting point of each reaction experiment 
was the separate addition of barium and sul-
fate ions to the following model brines:  
 Type North German Basin (NGB):  
104 g/L NaCl and 161 g/L CaCl2  
 Type Upper Rhine Graben, I (URG-I) 
77.1 g/L NaCl and 24.8 g/L CaCl2 
 Type Upper Rhine Graben, II (URG-II) 
70.6 g/L NaCl and 21.9 g/L CaCl2 
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Fig. 2 shows the barium ion concentration ver-
sus time in two different model brines (NGB: 
violet and pink, URG-I: dark and light green) at 
two different supersaturations (given by the 
saturation index SI, higher values mean higher 
supersaturation).  
 
Fig. 2: Barium ion concentration c normalized to the 
initial concentration c0 versus time t at different satura-
tion indices SI 
♦ NGB SI = 1.47 
♦ URG-I SI = 1.46 
■ NGB SI = 1.96 
▲ URG-I SI = 1.96 
 
 
Fig. 3: Barium ion concentration c normalized to the 
initial concentration c0 versus time t at different shear 
rates (SI = 1,96): 
Blue: two identical experiments at 0 min-1 
Green: two identical experiments at 2 min-1 
Yellow: two identical experiments at 40 min-1 
 
A decreasing barium ion concentration means 
that the concentration of precipitated barite is 
rising at the same time. At both supersatura-
tions, the barium ion concentration decreases 
faster in the URG-I brine (green lines) with the 
lower overall salt concentration. This effect is 
more pronounced at the lower supersaturation. 
Comparing the two supersaturations, barite 
precipitates slower at the lower supersatura-
tion in both model brines. 
Fig. 3 shows the barium ion concentration ver-
sus time at three different rotational speeds of 
the annular gap apparatus, thus representing 
different shear rates. Lines of the same color 
represent two experiments at identical condi-
tions. It can be seen that with higher shear rate 
the precipitation becomes faster. 
From all the experiments, the following de-
pendencies result: The barite precipitation rate 
rises with 
 lower overall salt concentration 
 rising supersaturation 
 higher shear rate 
 when providing crystallization nuclei 
 with higher sulfate excess 
 
Targeted crystallisation 
Crystallization nuclei accelerate the barite pre-
cipitation from geothermal brines. This process 
has been studied in a crystallization reactor 
(Fig. 4). A BaCl2 solution and a Na2SO4 solu-
tion, both based on a model brine, were mixed 
continuously in a y mixer to form barite. The 
mixture then passes the reactor, filled with a 
specific amount of barite crystallization nuclei. 
The Barite concentration was measured after 
passing through the reactor at different reten-
tion times.  
After a retention time of 1 minute, an experi-
ment run at 80 °C showed a decrease in bar-
ium ion concentration: without nuclei, the con-
centration decreased to 90 % of the initial 
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concentration, with the nuclei, the concentra-
tion falls to 78 %. 
  
Fig. 4: Reactor for the targeted crystallization of barite on 
crystallization nuclei. 
 
With this result, the construction of a crystalli-
zation apparatus for the targeted crystallization 
of barite would be a promising concept. With 
such an apparatus, a certain amount of barite 
crystals can precipitate at a specific location in 
the plant, thus lowering the supersaturation of 
barite and the probability that barite precipi-
tates in critical plant components. 
 
Geochemical monitoring in 
Unterhaching 
Among other parameters, the gas content and 
composition of the brine have been monitored. 
The geothermal brine in Unterhaching in the 
German Molassebecken contains 200 stand-
ard milliliters of gas per liter fluid. This value 
showed a fluctuation of only 5 % during the 
project (monitoring once a year from 2012 to 
2015). The composition of the gas will be 
shown in Fig. 7; these values have been meas-
ured between April and July 2014. 
The amount of total dissolved salts has only 
slightly increased by 10 % from 614 mg/L 
(2012) to 676 mg/L (2015). This increase can 
be due to several influencing factors, e. g. 
cleaning procedures with acids. 
Precipitation and degassing bypass 
The precipitation and degassing bypass 
(Fig. 5) has been developed at the IKET and 
aims at the on-site investigation of precipitation 
from geothermal brines and the online analysis 
of gases at different pressures. It consists of a 
degassing unit, DB1, where the gas content 
and the gas composition can be determined 
via the liquid level and gas chromatography, 
respectively.  
WT1, WT2, and WT3 are heat exchanger units 
kept at different lower but constant tempera-
tures. They are used to determine the precipi-
tation from the geothermal brine at different 
temperatures. The bypass is connected to the 
geothermal water loop of the plant via a heated 
transfer line. 
 
Fig. 5: Precipitation and degassing bypass apparatus 
 
To determine the gas flow rate temperature, 
pressure and volume flow were kept constant, 
and the fluid level of the degassing unit was 
measured. From the rate of level change, the 
gas flow rate was calculated. 
Fig. 6 shows the gas flow rate when degassing 
the geothermal fluid at different pressures. It 
can clearly be seen, that at a pressure higher 
than 4 bar no outgassing occurs. With de-
creasing pressure, the gas flow rate increases. 
filter 
reactor 
Y-mixer 
pumps: 
filter 
reactor 
Y 
mixer 
BaCl2 
Na2SO4 
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Fig. 6: Gas flow rate at different pressures 
 
Fig. 7 shows the composition of the gas at dif-
ferent pressures, as measured online by the 
gas chromatograph. At nearly all pressures, 
the methane ratio is above 50 % by volume. 
With rising pressure the CO2 ratio falls 
whereas the methane and nitrogen ratios in-
crease. 
Fig. 8 shows the net calorific value of the gas 
and the resulting power output. The net calo-
rific value of the gas is between 14 and 
25 MJ/kg, which is in the same order of magni-
tude as town gas and thus the “geothermal 
gas” could be used for combustion.  
 
Fig. 7: Composition of the gas phase at different pres-
sures. 
 
Fig. 8: Net calorific value NCV of the gas phase and 
power output. 
 
New measurement and diagnosis tools 
Outgassing of dissolved gases in geothermal 
brines leads to two-phase-flow in the power 
plant causing pressure shocks that can dam-
age plant components. To avoid this, an ultra-
sonic measurement procedure has been de-
veloped helping to detect gas bubbles in pipe 
flows (Fig. 9).  
  
Fig. 9: Test facility for the ultrasonic apparatus meas-
uring the void content 
 
An ultrasonic signal is sent through a pipe, re-
flected at the opposite pipe wall and then de-
tected. Fig. 10 shows a typical ultrasonic sig-
nal. The peaks on the left represent the 
reflections of the first inner wall of the tube; the 
peaks on the right represent the reflections of 
the back wall. 
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Fig. 10: Typical ultrasonic signal without bubbles  
 
Bubbles present in the pipe will reduce the 
back wall echo (marked with the green line in 
Fig. 10) and increase the noise of the back wall 
echo. These parameters can be used to meas-
ure the amount of undissolved gas in the brine. 
A more sensitive parameter, that responds 
even to small amounts of gas bubbles, is the 
coefficient of variation of the back wall echo.  
Fig. 11 shows the dependency of the coeffi-
cient of variation on the gas content at stain-
less steel tubes with different wall thicknesses. 
Even with the thickest tube, this parameter is 
very suitable to detect the smallest amounts of 
gas bubbles of about 0.2 %. 
 
Fig. 11: Coefficient of variation of the back wall echo ver-
sus gas content in tubes with different wall thicknesses 
 
Another tool, a quake catcher, has been devel-
oped to detect hydrostatic locks in the piping 
system of a geothermal plant. It consists of an 
acceleration sensor, a memory card and a bat-
tery connected to an Arduino Uno microcon-
troller board. The Arduino was programmed to 
record the accelerations in x-, y- and z-direc-
tion and to write them on the memory card. The 
quake catcher can easily be mounted on the 
piping system of the plant and show when and 
how many hydrolocks occur during a certain 
period of time. 
 
Inhibition of calcium carbonate 
In Unterhaching, calcium carbonate (CaCO3) 
scaling is formed during plant operation. To 
prevent the formation of CaCO3 crystals, differ-
ent anorganic and organic inhibitors have been 
tested. Polyelectrolytes can form dative bonds 
with cations or anions and thus separate the 
ions from their counterparts. Those sub-
stances can block crystal growth points and 
thus alter the morphology and the size of the 
crystals [7,8]. 
Seven different inhibitors were studied in terms 
of thermal stability, compatibility with the geo-
thermal water, and suitability at the low pH of 6 
of the geothermal water. Four of the seven in-
hibitors passed these investigations and were 
then tested for efficiency. For this, a model ge-
othermal water was prepared, the inhibitor as 
well as calcium chloride and sodium hydrocar-
bonate were added in five steps. The pH was 
monitored; a continuous decrease of the pH in-
dicates the formation of solid CaCO3. The ex-
periments show that all four inhibitors delay the 
formation of CaCO3. The largest delay 
achieves the phosphonate-based inhibitor 
CUBLEN D 5113.  
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