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Beaucoup de problèmes de modélisation se ramènent à solutionner un système
d'équations et à compter le nombre de solutions possibles. Des sous-problèmes im-
portants consistent à borner le nombre de solutions d'un système, ou encore à
montrer que le nombre de solutions est ni. Dans cet article, notre matériel de
base est le théorème de Rolle, et nous montrons comment Askold Khovanskii est
parti de questions très simples pour construire une théorie très puissante et élé-
gante : la théorie des  fewnomials . Michel Rolle est un mathématicien français
à cheval sur le 17e et le 18e siècle (1652-1719). Askold Khovankii est un mathé-
maticien russe. Le congrès international se tient tous les 4 ans. Les conférenciers
invités sont les mathématiciens dont les travaux de recherche représentent les
développements les plus signicatifs dans les années précédant le congrès. Pour
sa théorie des fewnomials. Askold Khovanskii a été conférencier invité au congrès
international des mathématiciens de 1983 à Varsovie.
Rappelons le théorème de Rolle qui est illustré à la gure 1.
Théorème 1.1. Si une fonction f : [a, b] → R est continue sur [a, b] et
dérivable sur ]a, b[, et si f(a) = f(b), alors il existe c ∈]a, b[ tel que f ′(c) = 0.
Exemple 1.2. Tout polynôme P (x) à coecients réels de degré n a au plus
n racines rélles. Ceci se prouve facilement par induction. En eet, c'est vrai
pour un polynôme de degré 1. Supposons maintenant que ce soit vrai pour tout
Figure 1. Le théorème de Rolle
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polynôme de degré n, et soit P (x) un polynôme de degré n + 1. Supposons que
P (x) ait au moins n + 2 racines réelles x1 < x2, · · · < xn+2. Alors, entre deux
racines consécutives xj and xj+1 il existe au moins une racine de la dérivée
P ′(x). Ceci donne au moins n + 1 racines pour P ′. Contradiction, puisque P ′
est de degré n. Cette propriété de nitude du nombre de racines d'un polynôme
P (x) vient du caractère algébrique de la fonction P (x). Un fait remarquable est
que le théorème de Rolle permet aussi de compter les racines multiples.
Cependant, ce ne sont pas tous les polynômes de degré n qui ont de l'ordre
de n racines. En eet, considérons le polynôme xn − 1. Quelle que soit la taille
de n, ce polynôme a au plus deux racines réelles.
Pourquoi ?
Réponse
 Parce qu'il a peu de monômes. Un théorème général résumant cette pro-
priété est le théorème de Descartes que l'on décrira ci-dessous.
 Mais Khovanskii est allé plus loin. Pourquoi un polynôme avec peu de
monômes a-t-il peu de racines réelles ? Nous allons voir sa réponse.
Commençons par une observation qui va nous préparer au théorème de
Descartes.
Proposition 1.3. Un polynôme P (x) =
∑m
i=1 aix
ni , où n1 < n2 < · · · < nm
et ai 6= 0 pour tout i, a au plus m− 1 racines réelles positives et au plus m− 1
réelles négatives, en comptant les multiplicités. Il a donc au plus 2(m − 1) + n1
racines réelles en comptant les multiplicités.
Démonstration. La preuve se fait par induction sur m. Si m = 1, on a un
seul monôme qui ne s'annule qu'en x = 0 avec multiplicité n1. Supposons que




ni . Il sut de s'occuper des racines positives et de remarquer
que les racines négatives sont les racines positives du polynôme P (−x). Alors x
est une racine positive de P (x) si et seulement si x est une racine positive de
Q(x) = P (x)xn1 . On a Q(x) = a1 +
∑m+1
i=2 aix
si , où si = ni − n1 > 0. Entre deux
racines positives de Q(x) il existe une racine positive de Q′(x). Mais Q′(x) =∑m+1
i=2 siaix
si−1 a au plus m − 1 racines positives par l'hypothèse d'induction.
Donc, Q(x) a au plus m racines positives. 
Déjà nous voyons une généralisation importante : dans la preuve de la propo-
sition, lorsque nous avons déterminé une borne supérieure pour le nombre de
racines positives, nous n'avons utilisé à aucun moment le fait que les ni sont des
entiers. La proposition reste vraie avec la même preuve si les ni sont des nombres
réels ! C'est le corollaire
Corollaire 1.4. Une fonction f(x) =
∑m
i=1 aix
αi , où α1 < α2 < · · · < αm
et ai 6= 0 pour tout i, αi ∈ R, a au plus m−1 racines réelles positives en comptant
les multiplicités.
La fonction f(x) du corollaire 1.4 n'est plus algébrique sur ]0,∞[, mais seule-
ment analytique. Pourtant, elle a, comme un polynôme, un nombre ni de racines.
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Pourquoi ?
Nous y reviendrons. Mais nous allons commencer par raner la proposi-
tion 1.3 pour aboutir au théorème de Descartes. En eet, pour qu'un polynôme
P (x) ait des racines positives, il faut que tous ses coecients ne soient pas de
même signe.
Théorème 1.5. (théorème de Descartes) Soit P (x) =
∑m
i=1 aix
ni , où n1 <
n2 < · · · < nm et ai 6= 0 pour tout i, un polynôme, et soit r le nombre de
changements de signe dans la suite des coecients a1, . . . , am. Alors P (x) a au
plus r racines réelles positives en comptant les multiplicités.
Démonstration. La démonstration suivante utilisant le théorème de Rolle
a été donnée par Laguerre. Elle se fait par induction sur r. Le théorème est vrai
pour r = 0. Supposons qu'il soit aussi vrai si on a r changements de signe et
considérons un polynôme P (x) avec r+1 changements de signe. Nous allons écrire
P (x) =
∑r+1
j=0 pj(x), où pj(x) est une somme de monômes dont les coecients
sont de même signe, et les coecients de pj et pj+1 sont de signe opposé. Il est
clair que xα n'a pas de racine réelle positive pour tout nombre réel non nul α.
Donc, le nombre de racines réelles positives de P (x) est le même que le nombre
de racines positives de Q(x) = P (x)xα . Par le théorème de Rolle, ce nombre est au






où qj(x) = p
′
j(x)x − αpj(x). Le nombre de racines positives de Q′(x) est bien
sûr celui de R(x) =
∑r+1
j=0 qj(x). Pour montrer le théorème, il sut de voir qu'on
peut bien choisir le α de sorte que R(x) n'ait que r changements de signe, et donc,
au plus r racines. Regardons maintenant chacun des qj . Supposons que pj(x) =∑sj
i=1 bijx
kij où k1j < k2j < · · · < ksjj . Alors qj(x) =
∑sj
i=1 bij(kij − α)xkij . Il
sut donc de choisir α tel que, par exemple, ks00 < α < k11, c'est-à-dire que
α est compris entre le plus grand exposant de p0 et le plus petit exposant de
p1. Alors, le signe des coecients des qj est le même que celui des coecients
des pj pour j ≥ 1, et l'inverse du signe des coecients de p0 quand j = 0.
Donc, on a éliminé un changement de signe en passant de P (x) à Q(x), soit le
changement de signe entre p0 et p1. Ainsi, de par l'hypothèse d'induction, R(x)
a au plus r changements de signe, et donc, r racines. Par suite, P (x) a au plus
r + 1 racines. 
Encore une fois, nous aurions pu remarquer que le théorème serait resté vrai
si les ni avaient été des nombres réels plutôt que des entiers.
Ces théorèmes se généralisent aux systèmes de n polynômes à n variables,
mais nous nous contenterons de citer les résultats sans les prouver.
Théorème 1.6. (théorème de Bezout) Si P (x, y) et Q(x, y) sont deux poly-
nômes à coecients réels de degrés respectifs m et n, alors le système d'équations{
P (x, y) = 0,
Q(x, y) = 0,
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a au plus mn solutions (xi, yi) dans R2 en comptant les multiplicités.
Il y a moyen de donner une preuve de ce théorème en utilisant la théorie de
l'élimination et en se ramenant au cas d'un polynôme à un variable. Ce qui nous
intéresse plutôt, ce sont les généralisations qu'en a données Khovanskii dans le
cas de systèmes où P (x, y) et Q(x, y) ont un petit nombre de monômes.
Théorème 1.7. (Khovanskii) Le nombre de solutions réelles non dégénérées
d'un système de n équations polynomiales à n inconnues ayant q monômes est
inférieur ou égal à
2q(q−1)/2(n+ 1)q.
Nous avons laissé en suspens deux grandes questions auxquelles Khovanskii
a donné une réponse.
(1) Pourquoi les polynômes ou systèmes polynomiaux ayant peu de monômes
ont peu de solutions réelles ?
(2) Pourquoi certaines fonctions analytiques ont des propriétés de nitude
comme les fonctions algébriques ?
Ces questions ne sont que des cas particuliers de la grande théorie créée par
Khovankii qui continue, depuis plus de 25 ans, d'être ranée pour solutionner
des problèmes de recherche de plus en plus complexes.
2. La théorie des fewnomials
La théorie des fewnomials explique pourquoi les polynômes ou systèmes poly-
nomiaux ayant peu de monômes ont peu de solutions réelles. En eet, revenons
sur l'exemple du polynôme P (x) = xn − 1. Ce polynôme a n racines complexes
qui sont les n racines de l'unité. Ces racines ont
 même module,
 des arguments uniformément répartis dans [0, 2π].
La première propriété ne se généralisera pas pour un polynôme quelconque ayant
un petit nombre de monômes, mais la deuxième restera valide sous une forme
plus faible. Voici le théorème montré par Khovanskii. Il est un peu technique,
mais il faut faire l'eort d'en comprendre l'idée.
Théorème 2.1. On considère un système P (x1, . . . , xn) = 0, où
P = (P1, . . . , Pn) et les Pj(x1, . . . , xn) sont des polynômes dans R[x1, . . . , xn].
Soit
Tn = S1 × · · · × S1︸ ︷︷ ︸
n
le tore de dimension n qui est donné par le produit cartésien de n cercles. Sur Tn
on considère des coordonnées angulaires (θ1, . . . , θn) modulo 2π. Soit Ω une région
de Tn. À chaque solution de composantes non nulles x = (x1, . . . , xn) ∈ Cn de
P (x) = 0, on associe le vecteur θ = (θ1, . . . , θn) où θj = arg xj. Soit N(P,Ω) le
nombre de θ dans Ω. Alors, il existe des constantes Π = Π(Ω, Newton) et φ(n, g),
où Π dépend de Ω et de l'enveloppe convexe des exposants des monômes du sys-
tème (aussi appelé polygone de Newton ), et φ dépend du nombre de monômes g
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du système P (x) = 0 et de la dimension n telles que
|N(P,Ω)−N(P,Tn)| vol(Ω)
vol(Tn)
≤ Π φ(g, n).
En pratique, le produit Π φ(g, n) est petit lorsque le système a peu de
monômes, ce qui signie que le quotient N(P,Ω)N(PTn) est assez proche de
vol(Ω)
vol(Tn) . Le
concept de polygone de Newton est un concept technique qui ne sera pas décrit
ici.
3. Les fonctions de Pfa
Il existe une classe de fonctions analytiques qui ont de bonnes propriétés de
nitude comme les fonctions algébriques. Ce sont les fonctions de Pfa. La raison
en est que ces fonctions ont une origine algébrique. Dans le cas des fonctions à








où P (x, y) et Q(x, y) sont des polynômes à coecients réels. (En fait, toutes les
solutions d'un tel système ne seront pas des fonctions de Pfa, mais seulement
les solutions séparantes. Nous discuterons cette distinction plus bas.)
Exemple 3.1. (1) La fonction y = xα, où α ∈ R est une fonction de







Rappel : ce sont des fonctions de cette forme qui ont été utilisées dans
le corollaire 1.4.





(3) La fonction y = x lnx est une fonction de Pfa. En eet, elle est solu-







L'avantage de cette approche est que, lorsque nous considérons une équation
diérentielle, nous n'avons pas une fonction de Pfa, mais toute une famille de
fonctions de Pfa qui sont solutions de la même équation diérentielle. Cela a
permis à Khovanskii de généraliser le théorème de Rolle sous la forme suivante.
Théorème 3.2. (théorème de Rolle pour les systèmes dynamiques). On con-
sidère une région du plan, Ω, remplie de solutions d'une équation diérentielle de
la forme (1), et une solution particulière (séparante) γ (voir gure 2). Soit C une
courbe de classe C1 dans Ω. Alors, entre deux points d'intersection consécutifs
de γ et de C il existe sur C un point où C est tangente à une des solutions de
l'équation diérentielle (1) (un tel point est appelé un point de contact).
6 De Rolle à Khovanskii
Figure 2. Le théorème de Rolle pour les systèmes dynamiques
Figure 3. Points d'intersection et points de contact d'une solu-
tion séparante γ avec une courbe algébrique (en rouge)
La gure 2 illustre parfaitement la signication du théorème. Le théorème
de Rolle que nous connaissons est un cas particulier de ce théorème. Il sut de
regarder l'équation diérentielle dydx = 0, dont les solutions sont données par la
famille des droites horizontales y = C.
Définition 3.3. Une courbe algébrique de degré n est l'ensemble des points
(x, y) du plan tels que F (x, y) = 0, où F ∈ R[x, y] est un polyôme en x, y à
coecients réels.
Corollaire 3.4. Le nombre de points d'intersection isolés d'une courbe al-
gébrique F (x, y) = 0 de degré m avec une solution séparante d'un système dif-
férentiel de la forme (1) de degré n est au plus m(n+m). (Le degré d'une équation
de Pfa (1) est le maximum des degrés de P et Q.)
Démonstration. Sur chaque composante fermée, le nombre de points d'in-
tersection est inférieur ou égal au nombre de points de contact. Sur chaque com-
posante innie, on a au moins un point de contact entre deux points d'intersec-
tion. Donc, le nombre de points d'intersection est inférieur ou égal au nombre de
points de contact plus le nombre de composantes innies (gure 3). Le nombre
de points de contact est le nombre de solutions du système{
FxQ+ FyP = 0,
F = 0,
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puisque FxP + FyQ = 0 exprime que ∇F = (Fx, Fy) est perpendiculaire au
champ de vecteurs (P (x, y), Q(x, y)). La première équation est polynomiale de
degré m− 1 +n et la deuxième de degré m. Donc, par le théorème de Bezout, le
nombre de solutions est inférieur ou égal à m(m+ n− 1).
Il faut maintenant borner le nombre de composantes innies. Les composantes
innies intersectent tout cercle x2 + y2 = R en au moins deux points. Donc, le
nombre de composantes innies est inférieur ou égal à la moitié du nombre de
points d'intersection de {
x2 + y2 = R,
F (x, y) = 0,
soit 122m = m. Le nombre de points d'intersection est donc inférieur ou égal à
m(m+ n− 1) +m = m(m+ n).

Regardons le miracle qui s'est produit : on a transformé la recherche du
nombre de solutions d'un problème analytique en la recherche du nombre de
solutions de deux problèmes algébriques. Donc, on a mis en évidence le caractère
algébrique caché qui explique la nitude du nombre de solutions.
Définition 3.5. On considère une équation de Pfa (1), dont on oriente les
trajectoires selon la direction du champ de vecteurs tangents (P (x, y), Q(x, y)).
Une solution (ou un ensemble ni de solutions), γ, est une solution séparante
de l'équation de Pfa si γ est la frontière orientée d'un domaine dans R2.
La gure 4 donne des exemples de solutions non séparantes et séparantes.
On voit que la condition que la solution est séparante est exactement ce qu'il
faut pour que le théorème 3.2 fonctionne.
(a) spirale non
séparante
(b) La réunion des deux
droites extrêmes est non sé-
parante.
(c) La réunion des deux
droites extrêmes est sé-
parante.
Figure 4. Exemples de solutions non séparantes et séparantes
Ce théorème se généralise à des systèmes dans Rn qui sont un mélange d'équa-
tions algébriques et d'équations pfaennes. De nombreuses variantes de la méth-
ode existent que nous ne discuterons pas ici. Et les chercheurs qui utilisent la
méthode créent les nouveaux ranements que leurs systèmes d'équations exi-
gent. Nous nous contenterons, pour terminer, de donner un exemple de théorème
montré par Khovanskii.
Théorème 3.6. Soit a1, . . . , ak ∈ Rn. On considère un ensemble d'équations
P1(x1, . . . , xn) = · · · = Pn(x1, . . . , xn) = 0, où Pj est un polynôme de degré dj
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dans les variables xi et les fonctions exp(〈as, x〉). Alors, le nombre de racines







k d1 . . . dn.
4. Conclusion
Ce petit article veut illustrer qu'il n'y a pas de questions trop simples pour
le scientique à condition de garder les yeux ouverts, et qu'il n'est pas néces-
saire d'avoir des connaissances très avancées pour faire des percées scientiques
signicatives.
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