I. Introduction
L IGHTHILL'S theory 1 of acoustic radiation from a limited volume of turbulent fluid embedded in an infinite homogeneous medium at rest uses an analogy between the acoustic fluctuations generated by the turbulent perturbations and the acoustic fluctuations which result from a quadrupole distribution of strength T fJ in a fictitious equivalent domain at rest. The source term T/,-contains the instantaneous Reynolds stress tensor pu{Uj of the turbulence and, if there is a mean flow as in a jet, a cross product term of mean flow and turbulence.
2 " 6 Because the governing wave equation is so simple, the instantaneous sound pressure at a point may be expressed as an integral in terms of T fj in retarded time over the source region. But the 7 1 // tensor is stochastic and can normally be defined only in a statistical sense. This leads to the determination of mean square sound pressure in terms of a double integral of two point space-time correlations of 7# (Refs. [2] [3] [4] [5] [6] [7] [8] .
Using assumed correlations in an approximate form of 7# (Ref. 9) , (variants of this procedure), Ribner, 3 Pao and Lowson, 10 and Goldstein and Rosenbaum 7 found predictions of jet noise directivity in good agreement with those obtained in the experiment. Closely related to this approach, we have also Received June 15, 1992 ; revision received May 17, 1993; accepted for publication June 9, 1993 tried to bring the modeling a step further by determining all of the local properties of the noise source terms from a numerical solution of the mean flow equations coupled with a turbulence closure model. 11 ' 12 A single adjustable factor remains in the formulation which may be determined once. It is then shown in Refs. 11 and 12 that the model has predictive capabilities and may be used to study different jet configurations. The good results obtained demonstrate the value of the Ribner and Goldstein models.
Over the years different methods have been devised to directly include the flow effects of sound propagation (and also its generation). In the development due to Phillips, 13 the Lighthill equation is replaced by an inhomogeneous wave equation for a moving medium with the flow effects appearing in the wave operator rather than in the Ty source term. Mani 14 obtained comparably good agreement by, in effect, moving part of TIJ to the left-hand (operator) side of the Lighthill wave equation. This equation was modified by Lilley 15 to further separate propagation terms and source terms. Much work has been expended to solve Lilley's equation for uniform and nonuniform mean flows. Analytic solutions have been proposed for the high-frequency range 8 ' 20 Numerical calculations of the three-dimensional axisymmetric refraction of sound waves by jet flows were performed by Schubert 21 ' 22 whereas three-dimensional refraction effects were studied by Candel 23 using geometrical methods. Exact numerical solutions of source radiation in shear flows were obtained with Fourier methods by Candel and Crance. 24 In general, these studies deal with the propagation of acoustic waves due to monopolar or quadrupolar source points. The analytical solutions derived are rather sophisticated and lack generality. The sound generation models are also rather specialized. Being analytically and numerically much more difficult to apply than the Lighthill-based formalisms, the added labor has not yet paid off in predictive capability.
However, the work done on this problem has enhanced the current understanding of aerodynamic noise generation and propagation.
A possible advance has been explored by Berman and Ramos. 25 It consists of numerically solving a third-order Lilley's equation transformed into a system of first-order, timedependent partial differential equations. Numerical results from a K-e turbulence code are used to determine the velocity field of the mean flow and to simulate the turbulent fluctuation involved in the source term. The numerical solution is effected for one test case with an overly simplified description of turbulence, and the validations presented in his paper are insufficient, but the idea merits further attention.
The present article explores a novel approach to noise modeling for free turbulent flows. In essence, we are going to derive a system of first-order equations describing the propagation of the acoustic field and containing the source terms related to the turbulent fluctuations. These terms are modeled using a stochastic description of the three-dimensional turbulent motion. A stochastic noise generation and radiation (SNGR) model is derived on this basis. The noise source terms are defined by synthesizing the velocity field at each point in the flow with a discrete set of Fourier modes. The synthetic turbulent field possesses the proper one-and two-point statistical spatial moments and an acceptable temporal spectral density. In practice the flowfield is subdivided in a collection of independent source regions with longitudinal and lateral dimensions defined by the local correlation scales of turbulence. Although this synthetic representation has many of the characteristics of real turbulence, it is not perfect. It exhibits the expected correlation lengths and, in particular, the required ratio of length scales but does not feature the convective properties of shear flow turbulence. Under these circumstances one cannot expect to obtain a definitive model for aerodynamic noise radiation. In particular, the convective amplification that is typical of the radiation process when the sources are convected at high speed will be missing from the model. This effect was not included in this first attempt at stochastic modeling of the noise generation process because it would have required a much more complex numerical implementation. Although we are aware of the limitations of the model, we also note that it is worth exploring the SNGR concept even with some simplifications and later proceeding with a full implementation. Another limitation of the present study lies in the propagation step. In principle, a three-dimensional computational method would be needed to propagate acoustic waves from the noise sources. This would require a very large grid and unacceptable computational loads. For these reasons, it was decided that an axisymmetric propagation scheme would be used to calculate the radiated field. This choice reduces the calculation to a two-dimensional problem and allows a description of refraction effects. It also has an influence on the spatial radiation of acoustic waves from the noise sources. The related error is accepted in the present Fig. 1 Wave vector geometry for the nth Fourier velocity mode; the unit vector a n lies in the (&i,&2) plane perpendicular to k n and its polar angle a n has an arbitrary orientation. study because we wish to test the concept but improvements of this aspect will also be needed in future studies.
Finally, as in most aeroacoustic studies, we neglect the viscous sources which are believed to be less important at high Reynolds numbers, and we also use the linearized approximation, which is not completely justified. Indeed, amplitudes may be quite high in the vicinity of the sound emitting volume, but the linear treatment is commonly used in practice.
We begin by establishing the basic equations of the SNGR model (Sec. II). In Sec. Ill we show how one may synthesize a turbulent flowfield using stochastic principles. The statistical characteristics of the flow are first determined with a K-e turbulence model and used to scale the simulated fluctuations. Section IV describes the different steps of a typical calculation. The simple case of a turbulent freejet is treated as an example in Sec. V, which also contains comparisons between calculations and experiments of Lush.
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II. Basic Formulation of the Stochastic Noise Generation and Radiation Model
Although the tendency has been to set noise problems in terms of second-order or even higher order wave equations (of which Lilley's equation is typical), this is not appropriate for a numerical solution. In fact, it is more adequate to use a formulation in terms of first-order partial differential equations. It is of course possible to start from a third-order equation and go back to a first-order system as was done by Berman and Ramos, 25 but it is more natural to start directly from the basic equations of fluid mechanics.
Let us now consider the generation of noise by a stationary turbulent flowfield. One may distinguish mean, turbulent, and acoustic components in each flow variable (pressure p, velocity Ui, and density p) and write these variables as follows:
In general, the acoustic fluctuations are small compared to the mean and turbulent variables, so that one may assume that the following relations are satisfied:
for the One may then formulate the governing equations acoustic variables by proceeding in two steps.
In the first step one considers the evolution of the mean and turbulent components of the flow by neglecting the acoustic perturbations. This step is similar to the classical Reynolds decomposition of turbulent flows. Because we are interested in noise radiated by subsonic flows, it is reasonable to assume that the mean density is constant and the density fluctuations are negligible (p t =• 0). The Reynolds averaged equations of motion are:
3U, dP du ti u tj
Note that the turbulent velocity u ti is also divergence-free: dua/dyi = 0. In the system of equations (3) and (4), the viscous terms may be neglected because the viscous stresses are much smaller than the Reynolds stresses in free-shear flows. Of course, the viscous dissipation is retained in the turbulence closure model which is added to Eqs. (3) and (4) to determine the Reynolds stresses. On the other hand, if we limit the analysis to the case of turbulent flow at ambient temperature, the heat generated by the viscous dissipation may be neglected and the isentropic flow assumption is reasonable in the subsonic range. Under these conditions, we can rewrite the continuity equation in terms of pressure and velocity variables. Substituting p = P + p t and M/ = £// + u ti , and averaging the resulting equation, one obtains:
du ti du ti 1 dp t du t j _d_
where we have used the relation (dp/dp) s = yp/p for an ideal gas where y represents the ratio of the specific heats at constant pressure and volume.
In the second step we consider the acoustic component and assume that mean and turbulent components of the flow are known. It is convenient to start from Euler's system in which the continuity equation is also written in terms of pressure and velocity variables: (6) 8), the term yp a dUj/dyi is retained to obtain a set of expressions (8) and (9) featuring a left-hand side which is identical to the linearized Euler equations. 8 This is purely formal as the divergence of L// vanishes according to Eq. (3). To simplify the analysis, terms describing effects of turbulence-acoustic interactions and of nonlinear acoustics are neglected.
The right-hand side of system (8) and (9) exhibits the source terms responsible for the noise generation. The identification of the principal terms which contribute to the noise emission is not a simple matter. However, we know from previous works 2 ' 3 that the main sources of sound generated by turbulence are the first terms of the right-hand side of Eq. (9) . This reasoning based on previous knowledge is essentially confirmed by an order of magnitude analysis. In particular, the first two terms represent the interaction between the mean and turbulent components of the flow. The third term represents turbulence-turbulence interactions. The noise associated with the first two terms is usually called shear noise whereas that due to the third term is denoted as self noise. These three terms are the main sources of the sound generated aerodynamically and one may neglect the other contributions. After simplification, the system of equations becomes To estimate the source terms it is necessary to calculate the mean flow and simulate a space-time turbulent velocity field. For this we use a standard K-e code that supplies mean quantities and second-order moments, in combination with a stochastic method providing the space-time turbulent velocity fluctuations. The determination of this field is described in the next section.
III. Stochastic Simulation of a Turbulent Velocity Field
The spatial velocity field is synthesized with a method devised by Kraichnan 27 and improved by Karweit et al. 28 ' 29 In this method, one generates a random velocity field which is defined as a finite sum of discrete Fourier modes. This turbulent three-dimensional field is isotropic and homogeneous and considered to be frozen. The method provides a random velocity field having the proper spatial characteristics. It has been used in the past to study the behavior of acoustic waves propagating through a turbulent medium. We use this same approach for simulating a turbulent velocity field having the turbulent kinetic K energy and the dissipation rate e obtained from a standard K-e code. In addition, it is necessary to deduce a time series from the stochastic velocity field. This item will be described later.
Consider first a three-dimensional Fourier decomposition of a turbulent homogeneous isotropic field at given point y (12) u t (y)= \u ( where k is the wave vector and j is the complex number (J 2 = -1). By transforming this Fourier integral into a limited sum of N modes, one may write
where u tn ,^n, and a n are the amplitude, phase, and the direction of the nth mode associated with the wave vector k n . Moreover, for an incompressible turbulent field, the relation dUd/dyi = 0 requires that k n -a n =0, n = 1, . . . , TV (14) This indicates that in the spectral space, the unit vector o n is always perpendicular to the wave vector k n and its position is determined by its polar angle a n (see Fig. 1 ). The wave vector k n may be characterized by its spherical coordinates (k n , y n , B n ). The isotropic and homogeneous random field is obtained by choosing probability density functions for the random variables <p n , 6 n , ¥", and a n . It may be shown that P(<p n ), P(ot n ), and P($ n ) should be uniform densities: P(<p n ) = P(a n ) = ML*, and P($ n ) = I/TT. On the other hand, the distribution of 6 n is given by a sine function: P(6 n ) = !/z sin B n . For a complete description of the field (13), one has to determine the amplitude u tn for each Fourier mode. The statistical mean (noted< >) of V2U ti u ti is the turbulent kinetic energy K, and according to Eq. (13), this quantity takes the form (15) An homogeneous isotropic turbulence is characterized by a three-dimensional spectrum E(k) (Ref. 30 ) which is such that
The amplitude u tn of each mode is equal to ^/E(k n )Ak n , and one uses the modified Von Karman spectrum E(k) to simulate the complete spectral range:
The two parameters A and k e are determined from relations (16) and (17), whereas k Ko \ is the Kolmogorov wave number defined by (e/*> 3 ) 1/4 . The spectrum reaches its maximum for k e . To assign the spectral power to a finite number of N modes, it is adequate to use a logarithmic distribution of the TV wave numbers. This provides a better discretization of the power in the lower wave number range corresponding to the larger, energy-containing eddies. The logarithmic step A/:, of this distribution is given by and log k N -log k i
The wave number /:/ = 2ir/L corresponds to the largest eddy (L is the largest eddy scale), whereas k N = (e/v 3 ) l/4 = k Ko \ designates the Kolmogorov wave number.
One has to verify that this procedure yields a turbulent field featuring the required one-point first-, second-, and thirdorder statistical moments. For an isotropic homogenous turbulence the following equalities apply:
As the mode number TV is increased and as the number of samples TV r is augmented, the difference between theory and simulation diminishes. With TV fixed to 200 Fourier modes and TV r = 1000, the simulation is quite satisfactory. 12 In addition, one wishes to obtain the correct longitudinal and lateral correlation functions/(A*) and g(r). Using the spectrum E(k) for an isotropic homogeneous turbulence, one can determine an analytic expression for/(r) and g(r) (see Ref. 30) . On the other hand, it is known from an analysis of the two points correlation tensor, that/(r) is equal to <M/i(0,0,0)w,i(r,0,0)>/ <w /1 2 (0,0,0)>, and g(r) is equal to <M/ 2 (0,0,0)M /2 (r,0,0)>/ <w /2 2 (0,0,0)>. These identities are verified in Ref. 12 . In a first step, one calculates a collection of spatial turbulent fields without temporal correlation. At given point in space, one may then consider that each independent realization provides a velocity sample. The successive samples may be used to form a time series. A typical sequence of samples is displayed in Fig. 2a for one turbulent component u t \ (here, the mean velocity is equal to U\ = 300 m/s and the local kinetic energy is equal to 1714 mVs 2 ). The velocity fluctuations are of the order of Q.\1U\. The power spectral density of this signal represented in Fig. 2b is that of a white noise because each sample in the time series is independent. However, the real turbulent signal is characterized by a dominant frequency that is modeled by e/K. The correct temporal correlation of the turbulent velocity signal is obtained through filtering in the frequency domain. The initial time series is bandpass filtered with a linear phase finite impulse response filter, having a transfer function which may be described by a Gaussian entered on the frequency / 0 = e/K (I H(f) I = exp[ -(f -/ 0 ) 2 / tf 2 /ol where/ 0 = 26 kHz and a = Vi in the example shown in Fig. 2 . The convolution of the signal u t \ with the inverse Fourier transform of H(f) yields a suitable temporal signal as indicated by Fig. 2c which displays the power spectral density of the filter output signal. The power distribution is now centered on the frequency e/K, and it has a finite bandwidth.
As indicated in the Introduction, the present process of noise source generation does not account for the convection effects that are found in typical shear flows. Consequently, we expect that the convective amplification that characterizes moving sources will not be retrieved. However, effects of the flow on the propagation from the sources will be well described in the computation. Although this is a definite weakness of the present model, it may be corrected in future studies by applying a more elaborate stochastic synthesis method.
IV. Application of the Stochastic Noise Generation and Radiation Model
The successive steps in applying the model are now described in the six following points.
1) An aerodynamic flowfield calculation is first carried out to determine the mean and turbulent quantities of the flow. The equations solved in this step are the Reynolds-averaged Navier-Stokes equations, and the turbulence closure is the K-e model. We use the Ulysse code, developed in the Laboratoire National d'Hydraulique of the Direction des Etudes et Recherches d'Electricite de France. 31 2) The turbulent region which contributes to the acoustic emission is identified in the second step. In theory all of the flowfield contributes to the acoustic emission. However, if one examines the local acoustic power, one finds that for a free turbulent jet, 11 the source domain may be limited to the initial mixing layer and the transition region.
3) The source domain is divided into a finite number of uncorrelated regions. The subdivision of the source region is based on the local correlation scales l\ and / 2 In a plane containing the jet axis, the source domain is divided in patches of area l\ x / 2 . In practice, the K-e closure provides very close estimates of l\ and / 2 . As a consequence, the source domains are square and have a typical size l^ In any event, the result of the simulation is not sensitive to the exact size attributed to each source domain.
4) The turbulent velocity field is generated in this step. One assumes a homogeneous turbulence in each square source domain, and one applies a stochastic method to synthesize the turbulent field. For each source domain, and after a computation of the random field, one calculates the turbulent velocity at all of the points using Eq. (13) . In a second step and for each point belonging to the given source domain, the velocity time series are filtered numerically. The mean values of A' and e are utilized to define the filter transfer function H(f) and, by a Fourier transform, the corresponding impulse response. The method used in Eole is based on a fractional step scheme and relies on solutions of one-dimensional problems in terms of a weak formulation. 32 This is achieved with time-dependent test functions. The formulation leads to a solution of tridiagonal systems for each direction of propagation. The Courant number is kept at less than unity to obtain an accurate solution.
Theoretical analysis and numerical tests indicate that wave propagation is calculated with little dispersion and dissipation. Some applications to the propagation in hot jets show that the effects of convection and refraction appear clearly in the results. 33 As indicated in the Introduction, it is difficult to carry propagation calculations in three dimensions. For this reason we use an axisymmetric version of the code. This reduces the computational requirements, but it also implies that the noise sources in the jet have an azimuthal coherence. In turn, this introduces a directivity factor which will modify the spatial distribution of acoustic energy.
Numerical results obtained in this way for the acoustic pressure and velocity are compared in the next section with experimental data.
V. Validation of the Stochastic Noise Generation and Radiation Model
The SNGR model is now applied to the case of free turbulent jets. As a first validation, we study the directivity of the acoustic intensity 7(x,0). This intensity has been measured by Lush 26 in the far field at a distance x = 12QD where D is the exit diameter. In particular, we will verify that directivity effects associated with refraction are correctly predicted in the downstream direction. The second validation consists of checking the spectrum of the acoustic power at two angular positions: 6 = 15 and 6 = 90 deg.
The tests are carried out for two jet configurations (U\ = 125 m/s and 300 m/s). The wave propagation step is effected with the axisymmetric version of Eole. 33 Each source point represents an annular set of points which are subjected to the same turbulent fluctuations.
Choice of Step and Dimensions of the Mesh
To compare the numerical results with experimental data of Lush, one needs a domain of area 120Z> x 120ZX In theory, the Eole code provides solutions to the far field since the set of Eqs. (10) mm (a size which corresponds to six points per wavelength). A total mesh of 1923 x 1923 points would be required to reach 120D (for D =25 mm) and a memory size of 693 megawords would be necessary for the numerical calculation. This is, for the moment, beyond the computer resources available to us. It is more appropriate to choose a maximum frequency which determines the mesh size and then select the computational domain size which is sufficient to obtain the far-field radiation.
Three conditions stated by Fuchs 34 define the far field. If x designates the distance required to be in the far field, one should have jc/X»l (23) where X is the wavelength. To be in the geometric far field,
where l s is a typical length of the acoustic source domain. The typical size of source region l s is order of 12D (Ref. 11).
To assure that the directivity of acoustic intensity is independent of x,
where / is a characteristic turbulent scale. From the experimental data of Davies et al., 35 / = 0.13y\ (y\ designates the axial distance from the nozzle exhaust).
If one limits the Strouhal number St to the range 0.23-3.00, some of the acoustic radiation will not be described. However, one may show (see, for example, Bechara et al. 11 ) that about 90% of the power radiated by the jet belongs to this frequency range. Table 1 gives the values x/D which satisfy the three conditions (23) (24) (25) . This table shows that the ratio x/D must be greater than 12. As the maximum memory size accessible to us corresponds to a grid of 400 x 400 points (in our case with Eole) and the elementary grid size Aj>i corresponding to the Strouhal number 3.0 is equal to 1.56 mm, the grid dimensions are 25D x 25D (and the ratio x/D is equal to 25). However, one notices that the length of the source domain in the y 2 direction is of order of ID (Fig. 4) . Thus, for the points situated on the circle of radius x = 25D and near the y\ axis, the second condition yields the required ratio x/D»\. Finally, with the exception of points near the jet axis, in the low-frequency range and for the first flow configuration (jet velocity U\ = \2S m/s), Table 1 shows that the acoustic farfield hypothesis is verified for x = 25D.
Directivity of the Acoustic Intensity
Assuming that the far field is obtained on a circle centered at the nozzle and taking a radius x = 25D, the directional acoustic intensity is given by The mean time average computation is carried out over a time interval which is at least three periods long for the lowest frequency St =0.23. To compare these calculations with the results of Lush, it is necessary to account for the square of the distance ratio (25£>/120£>).
The directional acoustic intensity I(x,6) calculated for the two velocities 125 m/s and 300 m/s show that the SNGR model overestimates the data of Lush by about 50 dB at 125 m/s and by 30 dB at 300 m/s. One may recall at this point that the synthetic turbulent field contains two types of fluctuations: the first type does not produce propagating components, and only generates pseudosound. The second type of fluctuations generates acoustic waves which propagate to the far field. Thus, it appears that the acoustic level deduced with the model is overestimated because it contains a pseudosound To solve this identification problem, one may use the work of Ffowcs Williams 5 , who shows that the turbulent structures characterized by their wave number k and angular frequency, radiate noise, if the modulus of k is equal to co/c 0 . If one then identifies the characteristic frequency of turbulence in each subdomain with / 0 = e/K, the corresponding spatial wave number will be k s = 2ire/(Kco) and the associated turbulent energy takes the form \/E(k s )Ak s . In the modal sum (13) used to simulate the turbulent flow, one selects a single mode corresponding to the wave number k s obtained by applying this selection rule over all of the subdomains. The numerical calculations carried out for 125 and 300 m/s show that one correctly predicts the acoustic level in the two cases, see Figs. 5a and 5b. These figures also show predictions obtained with the Ribner and Goldstein source models. The calculations based on these models are explained in a companion paper.
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All of the statistical quantities which are involved in the model are deduced from calculations of a turbulent jet using a turbulence closure model. Comparison of the predictive capabilities of the three models is left to the reader. Of the three, only the SNGR model allows for refraction effects. One finds that the SNGR model correctly determines the attenuation of sound emission due to refraction. However, the magnitude of the predicted attenuation at low angles of observation (0< 15 deg) is greater than that found in experiments, because convective effects which compensate the refraction effect are not well-accounted for by the present source model. For angles close to 90 deg, one finds an increase in the acoustic level. This behavior is due to the proximity of the boundary which is not treated as a perfectly absorbing one by the numerical procedure. One also notices in this figure the influence of computational domain size on the directivity at angles which are too close to 0 deg. To explain this point, one may recall that the second condition of Fuchs on the geometrical aspect is less well-satisfied because the source occupies about a half of the computational domain. 
Acoustical Intensity Spectrum
To verify the spectral content of the acoustic intensity calculated with the SNGR model, we now examine the computed power spectral densities with the measured spectra reported by Lush 26 for 6 = 15 and 90 deg for the two velocities 125 and 300 m/s. Figures 6a and 6b display the temporal evolution of the acoustic pressure signal obtained at one point for a nominal velocity Ui = 300 m/s. The signal generated by the model resembles that recorded in experiments. A third octave spectrum calculated in the four cases is plotted in Figs. 7a-7d along with experimental spectra for comparison. Note that for frequencies which are less than 1500 Hz the numerical spectra underestimate the values found by Lush especially at U\ = 125 m/s. This underestimation is partly due to the reduced number of samples obtained from the calculations, which does not allow an averaging over a sufficient time period. In practice, the time step is imposed by the computational requirements associated with a high-frequency propagation. There is also a CPU time limit that we cannot exceed. These two constraints determine the amount of time samples available.
VI. Concluding Remarks
In this article we devise a new stochastic SNGR model for noise generation and radiation from the turbulent flowfield. The modeling consists of extending the linearized Euler equations of propagation to the treatment of noise generation. Source terms of noise due to turbulence-turbulence and turbulence-flow interactions are identified and modeled from a knowledge of the mean flow in combination with a stochastic simulation of the turbulent velocity. Spatial and temporal scales are imposed on this simulation to obtain a realistic space-time series. The SNGR model is developed and tested in the case of free turbulent jets and the numerical results are compared with the experiments of Lush. The results obtained are quite encouraging. The model allows a qualitative estimation of the directional acoustic intensity and of its spectral content. To calculate the acoustic level, we assume that only one part of the turbulence contributes to the acoustic emission, precisely, the turbulent structures characterized by a wave number modulus k equal to OJ/CQ. In addition, the SNGR model allows an estimation of the sound refraction at angles close to the jet axis, an effect which is especially important at high velocities.
Comparisons between our calculations and experiments of Lush indicate that the modeling strategy has a predictive potential. Of course, the model requires a range of assumptions, and we are aware that the choices made are not unique. There are two important limitations of the present implementation. First, the convective features of the turbulent fluctuations are not represented in the model and, consequently, the convective amplification that is typical of moving noise sources is not retrieved. In addition, the propagation is treated with an axisymmetric code, and this modifies the spatial radiation from the sources. It would be easy to introduce convective features by simply moving the fluctuations in each source volume with a given convection velocity. It will be more difficult to use a three-dimensional propagation scheme because of current computer limitations. However, one may note that the numerical codes used to calculate the flow and the wave propagation are not specific to jet configurations and, hence, the SNGR model could be applied to more complex flows. In this case, where the analytical solutions are difficult to derive, this model can be employed to perform parametric studies.
