Given a proper antistable rational transfer function g, a balanced realization of g is constructed as a matrix representation of the abstract shift realization introduced in Fuhrmann 1976]. The required basis is constructed as a union of sets of polynomials orthogonal with respect to weights given by the square of the absolute values of minimal degree Schmidt vectors of the corresponding Hankel operators. This extends results of Fuhrmann 1991], obtained in the generic case.
INTRODUCTION 2 Introduction
In Moore 1981 ] the concept of balanced realizations has been introduced as a method of model reduction. Since then an enormous amount of work has been done on balanced realizations and their applications to model reduction and robust control. Kung 1980] , Pernebo and Silverman 1982] , Glover 1986 ], McFarlane and Glover 1989] are some papers in this connection. Of course the list is far from exhaustive.
Balancing was introduced rst by Moore in the context of stable systems, and has been extended by Jonckheere and Silverman 1983] to arbitrary systems with a pair of Riccati equations replacing the Lyapunov equations in Moore's de nition. Fuhrmann and Ober 1993] contains a comprehensive account of various aspects of LQG balancing.
While balanced realizations are usually introduced on the state space level, it is clear, especially from the various balanced canonical forms studied in Ober 1987 Ober ,1989 , that they exhibit certain system invariants. Thus it would be of interest to explore the links between these invariants and the external, i.e. input/output, properties of the system.
In the stable case, that is the case of Lyapunov balancing, it has long been known, see Glover 1984] , that the Lyapunov singular values are identical to the singular values of the induced Hankel operator.
However it was not till Fuhrmann 1991] that, at least in the generic case of distinct singular values, the balanced canonical form of Ober was obtained as a matrix representation of the shift realization, introduced in Fuhrmann 1976] , with respect to a basis made of suitably normalized Schmidt vectors. Even in the other extreme case, that of all singular values being identical, no such complete identi cation was made. Rather an approach using continued fractions was taken there. Of course continued fractions relate also to families of orthogonal polynomials, see Akhiezer 1965] , Gragg 1972] , Szeg o 1959], Wall 1948] , but the explicit connection, as far as balancing is concerned, was left unexplored.
The present paper closes this gap and produces a construction of a natural orthogonal basis for the state space of the shift realization, such that the corresponding matrix representation is the balanced canonical form. The method we use focuses on the set of all minimal (numerator) degree singular vectors corresponding to the set of all singular values of the Hankel operator. These vectors are uniquely determined, up to a nonzero multiplicative constant. In terms of these vectors we have a simple description of the set of all singular vectors. The degrees of freedom are determined by the degree de ciencies of these singular vectors. By applying a Gram-Schmidt procedure separately in each spectral subspace we get the required basis.
The paper is structured as follows. We begin with a very short review of the shift realization and by recalling the basic results from Fuhrmann 1991] . In section 3 we analyse the case of all singular values coinciding, i.e. of transfer functions of, up to additive constants, antistable inner functions. Finally, in section 4 we state and prove the general result. In the process we also correct an omission in Fuhrmann 1991] by computing also the diagonal elements of the generator matrix of a balanced realization. The present paper is of a technical nature. Yet we believe that it provides some additional insight into the z h = S ? h = ? zh:
(1) Given a monic polynomial q of degree n, we de ne the associated rational model to be the space X q = Im q ; (2) where q is the projection in z ?1 R 
The great usefullness of these functional models in system theory stems from the fact that, in these terms, realization theory becomes a triviality. Moreover, realization theory provides a link between techniques based on functional and operator methods on the one hand and state space methods on the other. Thus, given a proper rational function = n d the associated realization is constructed as follows.
PRELIMINARIES 4
The state space for the realization is chosen to be X 
The realization of is minimal, by the coprimeness of n and d. It is this realization we use as a basis for obtaining a balanced realization.
In Fuhrmann 1991 Fuhrmann ,1993 , a detailed analysis of Hankel operators with rational, scalar, antistable symbol, was carried out. We refer to these papers for a more complete introduction of all the spaces. Glover 1984] , see also Fuhrmann 1991] , the functions are, up to an additive constant, conjugate inner functions, or inner functions in H 1 ? . This special case has been studied already in Ober 1987] where the connections to continued fractions are indicated. However no attempt has been made there to identify the canonical form in functional terms. Similarly, in Fuhrmann 1991] there was no attempt to identify the basis that leads, via the shift realization, to the balanced canonical form for this class of functions.
The importance of this special case, providing in a sense the building blocks for the general case, has been already recognized by Ober. Now with a continued fraction expansion we can associate a sequence of orthogonal polynomials. This is a classical subject, see Akhiezer 1965] .
The theorem that follows explains the connection between the balanced canonical form for conjugate inner functions and a sequence of polynomials orthogonalized relative to a weight function related to the minimum (numerator) degree singular vector of the corresponding Hankel operator. With respect to this particular basis, suitably normalized, the matrix representation of the shift realization is just the balanced canonical form obtained by Ober. 
Furthermore, equations (13) - (15) show that all the leading coe cients of the polynomials t i are positive. We remark that the basis f t i d ; i = 1; . . .; ng is, up to multiplication of the elements of the basis by constants, equal to the desired basis.
Now we proof a recursion formula for the polynomials t i . 
To prove this, let for i 2 f2; . . .; n ? 1g
Now for k 2 f1; . . .; i ? 2g, because of the orthonormality, there holds This implies that the polynomial t i does only contain even/odd powers of z for i odd/even, which is easily proved using (20) zt n ? (?1) n?1 t n;n?1 d = n t n + n?1 t n?1 :
(38) Now the comparison of the leading coe cients in (38) yields (?1) n?2 t n;n?2 ? (?1) n?1 t n;n?1 d n?1 = n (?1) n?1 t n;n?1 
here the sign is now uniquely determined by the choice in (48) and the additional requirement
which was formulated in the statement of the theorem.
It remains to calculate the maps B, C and D; for this purpose we take a closer look at . Since the multiplicity of the singular value is n, by Glover 1984] or Corollary 3.2,3. in Fuhrmann 1991] , there exists a constant k such that n 
Setting s := (?1) n we have veri ed relations (9) and (10).
Finally we have to check that equation (12) Observe that for each j 2 f1; . . .; kg the matricesÃ jj are of the form (43); also (87), (89) and (98) i p with p a polynomial of degree less than n i (see Fuhrmann 1991] , Lemma 3.3). Thus in particular:
i a i`;`= 1; . . .; n i ; i = 1; . . .; k;
where the a i`a re polynomials of degree`? 1. In view of (84) and (85) it is clear that a iò nly contains even/odd powers of z for`odd/even. So we obtain from (110) that nq
Division by dd and contour integration over^ gives which is (75) for the case i = j.
