Geo-tagged tweets provide useful implications for studies in human geography, urban science, location-based services, targeted advertising, and social network. This research aims to discover the patterns and mobility of Twitter users by analyzing the spatial and temporal dynamics in their tweets. Geo-tagged tweets are collected over a period of six months for four US Midwestern college cities: (1) West Lafayette, IN; (2) Bloomington, IN; (3) Ann Arbor, MI; (4) Columbus, OH. Various analytical and statistical methods are used to reveal the spatial and temporal patterns of tweets, and the tweeting behaviors of Twitter users. It is discovered that Twitter users are most active between 9:00 p.m. and 11:00 .pm. In smaller cities, tweets aggregate at campuses and apartment complexes, while tweets in residential areas of bigger cities make up the majority of tweets. We also found that most Twitter users have two to four places of frequent visits. The mean mobility range of frequent Twitter users is linearly correlated to the size of the city, specifically, about 40% of the city radius. The research therefore confirms the feasibility and promising future for using geo-tagged microblogging services such as Twitter to understand human behavior patterns and carry out other geo-social related studies.
Introduction
Twitter is the most popular micro-blogging service in the world. According to Milstein et al. [1] , millions of people use this online social network to connect socially with friends, family members and co-workers. They use it to inform others what they are doing, thinking or what is happening. A status update message is called a "tweet" and one tweet is limited to 140 characters. All (Twitter) users can follow other users and read the tweets they posted. Users being followed by others do not need to follow them back. The number of Twitter users has increased rapidly since Twitter's launch in 2006. As of March 2016, Twitter [2] has more than 310 million monthly active users. Stone [3] stated that 9.1% of the U.S. population has become the pulse of a planet-wide news organism, hosting the dialogue about everything from the Arab Spring to celebrity deaths. Similarly, Lunden [4] and Leetaru et al. [5] reported that in a period of seven years over 170 billion tweets were sent, totaling 133 terabytes, with more than 500 million tweets posted per day. Twitter offers an unprecedented opportunity to study human communication and social networks [6] , and has caught the attention of social scientists. The number of published papers has tripled from 27 to 84 between 2009 and 2012 [7] . Furthermore, Twitter provides real-time programmatic access to a massive seven-year archive via APIs, Its ease and availability of use have turned Twitter into one of the favorite data sources of social scientists [5] . According to [7] , Twitter data have been used in (1) event detection, including disaster management, disease management [8] and traffic management; (2) location inference [9] ; (3) social network analysis, user characteristics and their social relationship research [10] .
One important feature of Twitter is its availability on smartphones, which may have embedded location sensors such as GPS, allowing users to send messages with their geographic coordinates [11] . In addition, since August 2009, Twitter has permitted users to indicate their city or neighborhood location manually [2] . On average, 2% of all tweets include location information [5] , which translates to around 10 million tweets per day. Therefore, Twitter is becoming a key source of open and free geospatial data generated by citizens [12] . For example, geo-tagged tweets have been primarily utilized in disaster management [8, 13, 14] . With accurate location information, tweets are proven to be highly spatiotemporally reliable and useful in such applications [7] . The immense volume and diversified information available in tweets have made them a promising supplementary or alternative to traditional survey data, opening new avenues for discovering geo-social knowledge and in the meantime challenging for novel research approaches.
With their immediacy, global coverage, and people's volunteerism, geo-tagged tweets and other forms of social media data have been used in a variety of applications, such as emergency or crisis management [15, 16] , event detection [17] [18] [19] , knowledge discovery combined with topic modeling and semantics analysis [20] [21] [22] , location prediction [9] and urban network model improvement [23] . Data shared on the Location Based Social Networks of Microsoft Research have made a comprehensive collection of information on human behaviors in space and time available for investigation [24] . Particularly, the spatial-temporal pattern is of great importance for human behavior study, which draws insights on human mobility [24] [25] [26] . The potential of geo-tagged tweets and other social media geographic data has been proven in geo-social research, which ultimately aims to enable new intelligent geo-social systems. These aforementioned studies are believed to have major breakthrough in the coming years with the growing interests in spatial computing [27] .
On the other hand, studies on modeling human mobility have received attention from various fields including traffic forecasting [28] , urban planning [29] , recommender systems [30, 31] , and disease spread [32, 33] . Moreover, previous studies at the individual level have been performed on GPS datasets, such as cellphone data [34, 35] , card transactions [36] , and taxi trajectories [37] . More recently, researchers have used data derived from location-based social network such as georeferenced tweets to analyze mobility pattern. It has proven to be successful in using Twitter data in activity pattern analysis [38] . The results complied with previous findings from other data sources, such as mobile phone data [10] , or corresponded with existing survey results such as the American Community Survey data [39] . Although human behavior studies used tweets and other forms of social media data, they focused on a certain group of people, such as tourists using photo-sharing services [40] [41] [42] , on the general public either at a regional scale [11] , a country scale [43] or a global scale [5] . Limited work has been done to explore and model human mobility patterns at a city or town scale [44] .
The research reported in this paper aims to fill this gap. In addition, due to the great volume and public accessibility of tweets, the focus of this research is to utilize geo-tagged tweets rather than traditional GPS datasets to better depict human mobility patterns. In consideration of the characteristics of Twitter data and its potential in geo-social knowledge discovery, the objectives of this research are as follows. We expect to explore the spatial and temporal patterns of geo-tagged tweets by various geospatial mining methods. In addition, we will infer and understand the tweeting behaviors and mobility patterns of the tweet users. Finally, this study intends to showcase a framework for geo-social media data mining and knowledge discovery, especially in the context of human behavior and their interaction with city settings. It is expected to benefit a wide variety of applications and inspire sociologists, anthropologists, policy makers, and geographers.
The rest of the paper is structured as follows. Section 2 describes the geo-demographic and Twitter data of the four cities used in this study. Spatial and temporal patterns for Twitter users are explored and depicted in Section 3 at full scales: from city to buildings, and from days to hours. In addition to Twitter data, land use data also participate in the analysis so that urban settings can be attributed to tweet locations. Section 4 addresses certain behaviors of individuals by looking into the distribution of their tweet counts, frequencies and mobility ranges, to the latter of which an experimental model is established in terms of the city size. The findings and significance of the work are summarized in Section 5.
Study Areas and Data

Study Areas
The work is carried out by using geo-tagged tweets over four Midwestern college cities/towns in the U.S., i.e., West Lafayette, IN (Purdue University), Bloomington, IN (Indiana University), Ann Arbor, MI (University of Michigan), and Columbus, OH (The Ohio State University). Table 1 summarizes the population and size of the four cities, while Figure 1 presents their maps. Geographic and demographic facts about these four cities are described below, mostly based on public information, e.g., Wikipedia. West Lafayette (Figure 1 ) is the most densely populated city in Indiana as well as the most culturally diverse city in the Midwest. The median age is 22.8, and 49.4% of the population are between the ages of 18 and 24. The population density is 1499.6/km 2 [45] . The city lies in the center of Tippecanoe County, and overlooks the Wabash River ( Figure 1 ). Purdue University is located in West Lafayette, and has 39,256 students, 30,147 of which were undergraduate students in the fall semester of 2012 [46] . The university has 15 residence halls, in which approximately one-third of the single undergraduate students live [45] .
Bloomington (Figure 1 ) is the county seat of Monroe County in southern Indiana. It is the sixth largest city in Indiana with a population density of around 1340.4/km 2 . The median age in the city is 23.3, and 44.5% are between the ages of 18 and 24 [47] . Indiana University Bloomington is located in Bloomington and had 32,532 undergraduates out of a total student body of 42,731 [47] . The campus has 12 residence centers clustered into three neighborhoods [48] . Ann Arbor (Figure 1 ) is the sixth largest city in Michigan with a population density of 1580.7/km 2 . The median age of the population in the city is 28, of which 26.8% are between the ages of 18 and 24, and 31.2% are between 25 and 44 [49] . The city is the home of University of Michigan, which shapes the city, lending a college-town character [49] . The university had 43,246 students as of the fall of 2012, among which 27,979 were undergraduate students. It has four main campuses (North, Central, Medical, and South). The on-campus housing is located on the Central Campus, the Hill Area and the North Campus; and nearly 40% of the undergraduate students live on campus [50] . Besides the large student population, the university also has about 30,000 employees, including about 12,000 in the medical center [49] . Besides University of Michigan, Ann Arbor is also home to Concordia University Ann Arbor, a campus of the University of Phoenix, and Cleary University [49] .
Columbus (Figure 1 ) is the capital of the state of Ohio and its largest city. It is the 15th largest city in the U.S. and the most populous city in Ohio with a population density of 1399.2/km 2 . The median age of the population from the 2010 census was 31.2, of which 14% were between the ages of 18 and 24, and 32.3% were between 25 and 44. The city has a diversified economy, including education, insurance, banking, government, energy, health care, retail, technology, food, clothing, logistics, and health care. Five U.S. Fortune 500 corporation headquarters are located in Columbus as well. The Ohio State University, Columbus State Community College, and many private institutions are located in Columbus [51] . The Ohio State University has 56,867 students in total, of which 42,916 are undergraduate students. There are 31 on-campus residence halls, located on the South, North, and West Campuses [52] .
are located in Columbus [51] . The Ohio State University has 56,867 students in total, of which 42,916 are undergraduate students. There are 31 on-campus residence halls, located on the South, North, and West Campuses [52]. All of the four cities are located in the Midwest of the U.S. Economically, the region is balanced between heavy industry and agriculture and have high employment-to-population ratio. All of them have major public universities with tens of thousands of students. Although they share certain common attributes, their size or scale varies. West Lafayette, Bloomington, Ann Arbor are mostly college towns, whereas Columbus not only has multiple colleges but large scale industry, making it a metropolitan area. Such selection allows our study be focused on geographic regions with common attributes but at different scales. In addition, they share the same time zone, which makes the analysis and comparison meaningful. Moreover, one of the authors has visited the four cities multiple times and has first-hand experience on the structure of the cities. It is expected that such in situ knowledge, though limited, would be helpful when interpreting the data and its patterns.
Twitter Data
The Twitter data used in this analysis were downloaded using the Twitter Streaming Application Programming Interface (API), which provides developers low latency access to the global stream of Tweet data. There are three main streaming endpoints: (1) the public streams, by which the streams of All of the four cities are located in the Midwest of the U.S. Economically, the region is balanced between heavy industry and agriculture and have high employment-to-population ratio. All of them have major public universities with tens of thousands of students. Although they share certain common attributes, their size or scale varies. West Lafayette, Bloomington, Ann Arbor are mostly college towns, whereas Columbus not only has multiple colleges but large scale industry, making it a metropolitan area. Such selection allows our study be focused on geographic regions with common attributes but at different scales. In addition, they share the same time zone, which makes the analysis and comparison meaningful. Moreover, one of the authors has visited the four cities multiple times and has first-hand experience on the structure of the cities. It is expected that such in situ knowledge, though limited, would be helpful when interpreting the data and its patterns.
The Twitter data used in this analysis were downloaded using the Twitter Streaming Application Programming Interface (API), which provides developers low latency access to the global stream of Tweet data. There are three main streaming endpoints: (1) the public streams, by which the streams of public data flowing through Twitter can be pushed; (2) the user streams, by which a single-user's stream containing almost all of the data corresponding to the user's view can be accessed; (3) the site stream, which is a multi-user version of the user streams [53] . Because this work aims to reveal and understand the patterns of geo-tagged tweets in the four study areas, only the tweets within their boundaries are needed. The public stream method was used with two Python libraries, Tweepy [54] and Twitter-Streamer [55] . The search terms used were the coordinate boundaries of the study areas defined in Table 1 , which contains the city municipal boundaries. The only tweets included were those attached with longitude and latitude, which are usually generated from smartphones by users who explicitly opt to publish their present locations. It should be noted that Twitter restricts the public access by allowing only up to 180 tweets per 15 min [56] . As a result, what used in this study were not the complete tweets generated by Twitter users but their random samples. Furthermore, positioning accuracy of smartphones is reported to be 2-3 m under good multipath conditions and can degrade to 10 m or worse under adverse multipath conditions [57] . Such quality however is good enough for us since this study is mostly related to patterns of tweeting activities. Of note, among the four study areas it is found that around 70%-80% of the tweets were sent from iPhone OS platforms, and 10%-20% were from Android platforms; other platforms were less than 10%.
Our tweet collection was from. 18 November 2013 to 1 June 2014 and is summarized in Table 2 . As shown in its first two rows, about 3.4 million tweets were downloaded, with about 71 k from West Lafayette, 348 k from Bloomington, 295 k from Ann Arbor, and more than 2.6 million from Columbus. Columbus had the most Twitter users, more than 52,000, yielding the highest (more than 50) average number of tweets per user. Ann Arbor had the lowest, less than 20 tweets per user over a period of more than six months. 
Land Use Data
Local land use data were included to assist interpreting the spatial and temporal patterns of the tweets and to establish an understanding on people's life style. To compare the patterns between different study areas, the land use types in each city were grouped into categories that are more general and as common as possible among all four cities. This is a necessary step since the zoning maps of different cities follow different semantics and ontology. Regrouping the classes makes possible a comparative evaluation across the cities. For West Lafayette, the land use data were digitized based on the zoning map provided by the Tippecanoe County GIS website. The original zoning classes were re-clustered into five groups: institutional, residential, business, development, and others. The Bloomington land use data were downloaded from the City of Bloomington GIS website; and the land use classes were regrouped into five groups: institutional, residential, commercial, planned unit development (PUD), and others. Ann Arbor's land use information was retrieved from the city's website; the classes were reclassified into five groups: institutional, residential, commercial, transportation, and others. The Columbus land use map was acquired from the Columbus city GIS office; and the zoning classes were categorized into five groups: institutional, residential, commercial, downtown district, and manufacturing.
Spatial and Temporal Patterns
Spatial Patterns
Knowing the locations where people usually tweet can be important for a variety of applications. However, due to the point aggregations resulting from the large volume of data, simply displaying all the tweets on a map would not be useful for revealing the patterns of interest in this study. Therefore, the spatial density of tweets, i.e., the number of tweets per square meter in each study area was created and plotted in the maps of Figure 1 . When calculating the density, the radius was chosen as 0.25% of the diagonal length of the study area. The cell size was about the same as the radius, which is 20, 30, 25 and 100 m respectively for the four cities.
As shown in Figure 1 , in all these four cities the biggest tweet clusters emerge on the university campuses and their surroundings. A few closer views of the hot spots in the four cities are highlighted in Figure 2 . They were at apartment complexes, downtown districts and shopping malls ( Figure 2 ). In addition, compared to West Lafayette, Bloomington, and Ann Arbor, where most of the tweet clusters appeared around the campuses (Figure 2 ), the locations of the clusters in Columbus were scattered all over the city and were more evenly distributed. 
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Temporal Patterns
Tweets in all four study areas appeared to have similar hourly patterns ( Figure 3 ). The number of tweets, as well as the number of users increased around 6:00 am when people were awakening 
Tweets in all four study areas appeared to have similar hourly patterns ( Figure 3 ). The number of tweets, as well as the number of users increased around 6:00 a.m. when people were awakening and getting ready for school or work. The tweets continued to grow in all four cities until 12:00 p.m. For West Lafayette, the increase continued until 1:00 p.m. when it hit at a peak and then began to decline until 4:00 p.m. In the meantime, the number of tweets in the other three cities remained quite stable. After 4:00 p.m., the tweets began to rise again until around 9:00 p.m. where they reached a peak. This evening period was likely when people returned from work or study, taking care of the household or relaxing. For West Lafayette, Bloomington, and Ann Arbor, the total tweets around 9:00 p.m., the peak time, comprised about 6% of all the tweets. However, for Columbus, the tweets at the peak time were almost 9% of the total tweets, indicating that they may have had more variations in their daily routines compared to the others. It is also noticed that compared to Columbus the number of users in West Lafayette started to decline at night. As contrary, the number of users in Bloomington remained still, implying that people in Columbus (bigger city) were more active at night than those in other cities, which was possibly due to the size of Columbus and the variety of activities available there. After 9:00 p.m., the tweet counts declined again until 12:00 a.m. when most people were probably getting ready to go to sleep. The number of tweets continued to decrease until around 4:00~5:00 a.m., where it reached a valley. From above statistics, it is concluded that there were two peak tweeting time during the days in these four cities, one at noon and the other around 9:00 p.m. at night. The number of tweets during daytime is at the lowest around 5:00 a.m. and 5:00 p.m. Finally, it should be noted that the number of tweets and the number of Twitter users follow a very similar hourly pattern during the day. and getting ready for school or work. The tweets continued to grow in all four cities until 12:00 pm. For West Lafayette, the increase continued until 1:00 pm when it hit at a peak and then began to decline until 4:00 pm. In the meantime, the number of tweets in the other three cities remained quite stable. After 4:00 pm, the tweets began to rise again until around 9:00 pm where they reached a peak. This evening period was likely when people returned from work or study, taking care of the household or relaxing. For West Lafayette, Bloomington, and Ann Arbor, the total tweets around 9:00 pm, the peak time, comprised about 6% of all the tweets. However, for Columbus, the tweets at the peak time were almost 9% of the total tweets, indicating that they may have had more variations in their daily routines compared to the others. It is also noticed that compared to Columbus the number of users in West Lafayette started to decline at night. As contrary, the number of users in Bloomington remained still, implying that people in Columbus (bigger city) were more active at night than those in other cities, which was possibly due to the size of Columbus and the variety of activities available there. After 9:00 pm, the tweet counts declined again until 12:00 am when most people were probably getting ready to go to sleep. The number of tweets continued to decrease until around 4:00~5:00 am, where it reached a valley. From above statistics, it is concluded that there were two peak tweeting time during the days in these four cities, one at noon and the other around 9:00 pm at night. The number of tweets during daytime is at the lowest around 5:00 am and 5:00 pm. Finally, it should be noted that the number of tweets and the number of Twitter users follow a very similar hourly pattern during the day. There were more users during weekends than weekdays. The average number of tweets per weekday was less than the average for weekend. In addition, the 'weekday' user group and the 'weekend' user group had only about 15%-20% overlap ( Table 3) , implying that most people only tweeted either on weekdays or on weekends, but not on both. The reason behind this might be the There were more users during weekends than weekdays. The average number of tweets per weekday was less than the average for weekend. In addition, the 'weekday' user group and the 'weekend' user group had only about 15%-20% overlap ( Table 3) , implying that most people only tweeted either on weekdays or on weekends, but not on both. The reason behind this might be the tweeting preference of users, or users leaving or coming to town on weekends, an indication of people's mobility and life styles. Table 4 summarizes the tweets in terms of land uses. Tweets in institutional areas made up the majority of tweets in West Lafayette and Bloomington, while in Ann Arbor and Columbus tweets in residential areas accounted for the most among various land uses (Table 4 ). Less than 20% of tweets in West Lafayette were from residential areas, whereas more than 72% tweets were from school or office, a fact clearly showing the typical characteristics of a "college town", where most populations are related to Purdue in one way or the other. Over 10% of the tweets were from commercial land uses in Bloomington and Columbus, where there are no clear city-campus boundaries, suggesting a mixed city structure for these two city areas. On the other hand, West Lafayette and Ann Arbor had much smaller percentage of tweets (1.4%-6.3%) from commercial land uses, suggesting more business and commercial activities be desired to boom the local economy in these two areas. Tweets in land uses vary with time during the day, as depicted in Figure 4 . In West Lafayette, most of the tweets were posted from institutional areas, which implied that most of the Twitter users were likely college students. Slightly different from the overall temporal pattern of all the tweets in the city, the peak for institutional areas was around 12:00 p.m.-1:00 p.m. After that, the tweet count began to decrease until around 7:00 p.m., when it rose to a peak at 10:00 p.m. The land use with the second most tweets was residential areas, where the number of tweets drastically increased at 7:00 p.m. until 10:00 p.m., which corresponds to the period of time when people leave from work or school and return home. Very few tweets were found in other land use types such as industrial and business (Figure 4 ).
Spatial-Temporal Patterns
Similar to West Lafayette, the land use type with the most tweets was institutional areas in Bloomington. The temporal pattern was also nearly identical with a peak at 12:00 p.m. followed by a decrease until 6:00 p.m. and then an increase until a peak at~9:00 p.m.-10:00 p.m., inferring that many users are college students. In addition, the land use with the second most tweets, similar to West Lafayette, was residential areas. Tweets in residential areas also began to rise from 6:00 p.m. to 9:00 p.m. However, different from West Lafayette, where very few tweets posted from other land use areas, commercial area of Bloomington had as up to 1% of the total, indicating users' were active in these areas. Differing from West Lafayette and Bloomington, the land use type with the most tweets in Ann Arbor was residential areas, where the tweet counts began to increase from 6:00 am until 10:00 am, remained stable until 6:00 pm, and then continued to increase until 9:00 pm. The land use types with the second most tweets were institutional areas and transportation. In institutional areas, the number of tweets began to decrease at 2:00 pm and did not rise again until evening, which is different from West Lafayette and Bloomington. This implies that fewer students were on campus in Ann Arbor than in West Lafayette and Bloomington. The land use types in Ann Arbor included transportation, which mainly consisted of roads and highways, and it was surprising to discover that a large number of users were tweeting on or close to the roads. When there was a decrease in the tweet counts in the institution areas and an increase in the transportation and residential areas around 4:00 pm to 5:00 pm, a population flow from the institution areas to the transportation and residential areas was inferred. Finally, knowing that tweet counts in commercial and recreation areas comprised 0.2%-0.5% of the total tweets and that relatively more tweets took place in the daytime, it was concluded that the users were usually active during the daytime in those areas.
In Columbus, a vast majority of tweets occurred in residential areas followed by commercial and institutional areas. The tweets in institutional areas had patterns similar to West Lafayette and Bloomington, with a peak around 12:00 pm and a small rise around 8:00 pm to 9:00 pm. In addition, the tweet counts in commercial areas, with a peak reaching almost 0.8% of all the tweets, were nearly as many as those in the institutional areas. Since the downtown area, which has several commercial Differing from West Lafayette and Bloomington, the land use type with the most tweets in Ann Arbor was residential areas, where the tweet counts began to increase from 6:00 a.m. until 10:00 a.m., remained stable until 6:00 p.m., and then continued to increase until 9:00 p.m. The land use types with the second most tweets were institutional areas and transportation. In institutional areas, the number of tweets began to decrease at 2:00 p.m. and did not rise again until evening, which is different from West Lafayette and Bloomington. This implies that fewer students were on campus in Ann Arbor than in West Lafayette and Bloomington. The land use types in Ann Arbor included transportation, which mainly consisted of roads and highways, and it was surprising to discover that a large number of users were tweeting on or close to the roads. When there was a decrease in the tweet counts in the institution areas and an increase in the transportation and residential areas around 4:00 p.m. to 5:00 p.m., a population flow from the institution areas to the transportation and residential areas was inferred. Finally, knowing that tweet counts in commercial and recreation areas comprised 0.2%-0.5% of the total tweets and that relatively more tweets took place in the daytime, it was concluded that the users were usually active during the daytime in those areas.
In Columbus, a vast majority of tweets occurred in residential areas followed by commercial and institutional areas. The tweets in institutional areas had patterns similar to West Lafayette and Bloomington, with a peak around 12:00 p.m. and a small rise around 8:00 p.m. to 9:00 p.m. In addition, the tweet counts in commercial areas, with a peak reaching almost 0.8% of all the tweets, were nearly as many as those in the institutional areas. Since the downtown area, which has several commercial businesses, malls, and restaurants, belongs to a separate land use type, i.e., the Downtown District, the tweet counts from the commercial area should be larger than shown here. This percentage was the highest among all the four cities. It can be concluded that many Twitter users posted tweets from their homes and were more active in commercial areas than those in other cities, indicating that Twitter potentially can be utilized for business applications such as market analysis and advertising.
User Tweeting Behavior and Mobility
User Tweet Counts
This section examines the properties of how many tweets a user posted. Figure 5 shows the number of tweets (in logarithm) of all tweet users in a descending order. A long tail phenomenon is revealed for all four cities in the distribution of the number of tweets versus the number of users. It shows that a very large number of users actually contributed only a very small percentage of tweets (the long tail), whereas a relatively small number of users actually posted most tweets (the short head part). To be specific, as shown in Table 2 , 5.3%, 8.6%, 3.7% and 5.1% of the total users that posted more than 100 tweets could even generate 57.7%, 71.3%, 56.9% and 40.1% of the total tweets, respectively for the four study areas. As these small percentage users posted significantly more tweets than other users, they are regarded as "significant or frequent users". Therefore, it is reasonable to believe a great deal of information can be potentially discovered by analyzing the tweets of these frequent users. In addition, due to the large number of tweets posted from these users, determining their mobility patterns and the frequent places they visited might become possible. On the other hand, the non-significant users, often more than 95% of the total users, residing in the tail part of the curves, contribute as a group only slightly more than 30% of the total tweets. Inferring reliable patterns about this group of non-frequent users would be a challenge, however, the finding could be more informative and valuable. businesses, malls, and restaurants, belongs to a separate land use type, i.e., the Downtown District, the tweet counts from the commercial area should be larger than shown here. This percentage was the highest among all the four cities. It can be concluded that many Twitter users posted tweets from their homes and were more active in commercial areas than those in other cities, indicating that Twitter potentially can be utilized for business applications such as market analysis and advertising.
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This section examines the properties of how many tweets a user posted. Figure 5 shows the number of tweets (in logarithm) of all tweet users in a descending order. A long tail phenomenon is revealed for all four cities in the distribution of the number of tweets versus the number of users. It shows that a very large number of users actually contributed only a very small percentage of tweets (the long tail), whereas a relatively small number of users actually posted most tweets (the short head part). To be specific, as shown in Table 2 , 5.3%, 8.6%, 3.7% and 5.1% of the total users that posted more than 100 tweets could even generate 57.7%, 71.3%, 56.9% and 40.1% of the total tweets, respectively for the four study areas. As these small percentage users posted significantly more tweets than other users, they are regarded as "significant or frequent users". Therefore, it is reasonable to believe a great deal of information can be potentially discovered by analyzing the tweets of these frequent users. In addition, due to the large number of tweets posted from these users, determining their mobility patterns and the frequent places they visited might become possible. On the other hand, the non-significant users, often more than 95% of the total users, residing in the tail part of the curves, contribute as a group only slightly more than 30% of the total tweets. Inferring reliable patterns about this group of non-frequent users would be a challenge, however, the finding could be more informative and valuable. 
User Tweeting Frequency
This section examines the properties of how often a user tweeted. To this end, we calculated the time interval, i.e., the frequency between two successive tweets for each individual user. The corresponding number of users is then summarized against their average tweeting frequency (in logarithm hours) in Figure 6 . The distributions of the user average tweeting frequency are all skewed 
This section examines the properties of how often a user tweeted. To this end, we calculated the time interval, i.e., the frequency between two successive tweets for each individual user. The corresponding number of users is then summarized against their average tweeting frequency (in logarithm hours) in Figure 6 . The distributions of the user average tweeting frequency are all skewed to the right with a long tail (considering the scale effect of logarithm when the frequency is more than 1 h) and follow a similar pattern for all four cities. Again, only a small percentage of the users tweeted more often at a frequency of a few hours (0.2 in x-axis corresponding to 1.6 h), whereas majority of the users tweeted at a frequency as long as tens of hours (2 in x-axis corresponding to 100 h). The peak frequency at which the highest percentage of users (about 4%-5%) tweeted is less than 100 h, i.e., 4 days. Figure 6 also illustrates that only a small percentage of users tweeted at a frequency as low as more than 1000 h, i.e., more than one month. It is interesting to note that no significant difference in tweeting frequency is observed among the Twitter users across four cities; the mode frequency in all cities is about 2-4 days. to the right with a long tail (considering the scale effect of logarithm when the frequency is more than 1 h) and follow a similar pattern for all four cities. Again, only a small percentage of the users tweeted more often at a frequency of a few hours (0.2 in x-axis corresponding to 1.6 h), whereas majority of the users tweeted at a frequency as long as tens of hours (2 in x-axis corresponding to 100 h).
The peak frequency at which the highest percentage of users (about 4%-5%) tweeted is less than 100 h, i.e., 4 days. Figure 6 also illustrates that only a small percentage of users tweeted at a frequency as low as more than 1000 h, i.e., more than one month. It is interesting to note that no significant difference in tweeting frequency is observed among the Twitter users across four cities; the mode frequency in all cities is about 2-4 days. 
User Mobility
The Expectation-Maximization (EM) algorithm [58] was used for spatial clustering the tweets of individual users. For each individual Twitter user, the EM algorithm was applied to all locations of this user's tweets. The number of clusters for a user was defined as no more than 5 in this analysis. EM is a two-step iterative procedure to find maximum likelihood solutions [59] . For each iteration, the first step, i.e., the E-step (E-xpectation), assesses the probability of every point belonging to each cluster. Then, the second step, the M-step (M-aximiation), estimates the parameters for the probability distributions of the clusters. The algorithm is run until the distribution parameters converged or reached the maximum number of iterations [58] . EM algorithm is frequently used for data clustering and is proved to be simple, stable and robust to noise [60] . Specifically, it has been used for spatial clustering [61] . In this subsection, only users with more than 100 tweets were used for mobility analysis, which counted to 4%-8% of the total users and made 40%-70% of all the tweets ( Table 2) .
Shown in Table 5 are the percentage users who had up to five spatial clusters. When a cluster 
The Expectation-Maximization (EM) algorithm [58] was used for spatial clustering the tweets of individual users. For each individual Twitter user, the EM algorithm was applied to all locations of this user's tweets. The number of clusters for a user was defined as no more than 5 in this analysis. EM is a two-step iterative procedure to find maximum likelihood solutions [59] . For each iteration, the first step, i.e., the E-step (E-xpectation), assesses the probability of every point belonging to each cluster. Then, the second step, the M-step (M-aximiation), estimates the parameters for the probability distributions of the clusters. The algorithm is run until the distribution parameters converged or reached the maximum number of iterations [58] . EM algorithm is frequently used for data clustering and is proved to be simple, stable and robust to noise [60] . Specifically, it has been used for spatial clustering [61] . In this subsection, only users with more than 100 tweets were used for mobility analysis, which counted to 4%-8% of the total users and made 40%-70% of all the tweets (Table 2) .
Shown in Table 5 are the percentage users who had up to five spatial clusters. When a cluster had very few tweets, it was not considered as frequently visited places. Tweet clusters with less than 5% of the individual's total tweets were also excluded. Most of the users had two, three or four tweet clusters, while very few had one or five clusters. It is seen that most Tweet users had three clusters, while they visited and tweeted most often. These clusters were very likely users' homes, workplaces or places they have routinely visited. The average distance between the cluster centers shown in Table 5 could approximate the user mobility range. For each Twitter user, the average of all the distances between any two centers was calculated as the user's average mobility range. The average mobility range for the users varied with the city in which they resided. This analysis determined that the larger the city is, the longer the mobile distance is. As shown in Table 5 , users in West Lafayette had the smallest mean and median of the user's average mobility range, whereas users in Columbus had the largest. For the four cities, the mean values were larger than the median values ( Table 5 ), indicating that half or more of the distances were smaller than the average distances. The city radius and median mobility range, and the city radius and mean mobility range are found linearly correlated in Figure 7 . It should note that the city radius here is used as a measure of the city dimension or size. This is based on the consideration that most often people do not transport across the entire city and people's mobility occurs in all directions. The radius was calculated as the squared root of the city area divided by π. The coefficients of the two models indicate that the average mobility range is about 40% of the city radius. The R square values of these linear models are around 0.99, indicating that they are likely to be capable to predict the mobility range from the area of the city. while they visited and tweeted most often. These clusters were very likely users' homes, workplaces or places they have routinely visited. The average distance between the cluster centers shown in Table 5 could approximate the user mobility range. For each Twitter user, the average of all the distances between any two centers was calculated as the user's average mobility range. The average mobility range for the users varied with the city in which they resided. This analysis determined that the larger the city is, the longer the mobile distance is. As shown in Table 5 , users in West Lafayette had the smallest mean and median of the user's average mobility range, whereas users in Columbus had the largest. For the four cities, the mean values were larger than the median values ( Table 5 ), indicating that half or more of the distances were smaller than the average distances. The city radius and median mobility range, and the city radius and mean mobility range are found linearly correlated in Figure 7 . It should note that the city radius here is used as a measure of the city dimension or size. This is based on the consideration that most often people do not transport across the entire city and people's mobility occurs in all directions. The radius was calculated as the squared root of the city area divided by π. The coefficients of the two models indicate that the average mobility range is about 40% of the city radius. The R square values of these linear models are around 0.99, indicating that they are likely to be capable to predict the mobility range from the area of the city. Figure 8 plots the average mobility ranges (distances) for all frequent users. The distribution is skewed sharply to the larger distances, meaning the number of people living away from campus or workplace drops considerably. In West Lafayette, most users transported less than 1 km with a mean of 1.34 km and a median of 0.78 km ( Table 5 ), inferring that the local residents took short transport to Figure 8 plots the average mobility ranges (distances) for all frequent users. The distribution is skewed sharply to the larger distances, meaning the number of people living away from campus or workplace drops considerably. In West Lafayette, most users transported less than 1 km with a mean of 1.34 km and a median of 0.78 km ( Table 5 ), inferring that the local residents took short transport to work or school. In Bloomington, the majority of the users' average mobility range was less than 3 km, with mean 1.65 km and median 1.26 km. The average mobility ranges of the users in Ann Arbor ranged from around 0.5 km to 4 km with mean 1.89 km and median 1.5 km. Although the mean and median mobility ranges for Bloomington and Ann Arbor were similar, the values aggregated around the median for Bloomington, while the values for Ann Arbor were more evenly distributed. The mobility ranges of users in Columbus were much longer than that in the other cities, with a mean of 5.76 km and a median of 4.87 km, likely due to the large size of this metropolitan city, and its zoning characteristics as well as the interstate and highway networks that connect the downtown district with neighborhood areas. mobility ranges of users in Columbus were much longer than that in the other cities, with a mean of 5.76 km and a median of 4.87 km, likely due to the large size of this metropolitan city, and its zoning characteristics as well as the interstate and highway networks that connect the downtown district with neighborhood areas. 
Conclusions
The objective of this effort is to explore the spatial and temporal patterns of geo-tagged tweets from Midwestern college cities/towns and to infer the human mobility patterns of Twitter users. We expect to develop a framework for geospatial data mining for public social media data, e.g., Twitter data. We used various analytical and statistical methods to uncover the time, locations and tweeting behavior of Twitter users, and tested with four Midwest college cities. It was discovered that the majority of tweets are actually posted from a small portion of Twitter users. The four cities share a 
The objective of this effort is to explore the spatial and temporal patterns of geo-tagged tweets from Midwestern college cities/towns and to infer the human mobility patterns of Twitter users. We expect to develop a framework for geospatial data mining for public social media data, e.g., Twitter data. We used various analytical and statistical methods to uncover the time, locations and tweeting behavior of Twitter users, and tested with four Midwest college cities. It was discovered that the majority of tweets are actually posted from a small portion of Twitter users. The four cities share a similar pattern in the time of the day the users' tweet, indicating tweeting time has little to do with the city size or characteristics. Twitter users are most active at 9:00 p.m. at night and 11:00 p.m. during the day. It is shown that there are more Twitter users during weekends than weekdays.
The spatial pattern of tweets distribution varies with the size of the city. In smaller cities, tweets in institutional areas make up the majority of tweets. On the other hand, tweets in residential areas of bigger cities account for the most. Only in big cities tweet clusters are found at shopping malls, while tweets usually aggregate on campuses and apartment complexes in small cities.
Adopting a user-centered view, we also developed a methodology to find the places that people frequently visit and calculated their mobile distances. We found that majority of Twitter users have two to four places of frequent visits. Moreover, the median or mean mobile distance of all users in a city is positively correlated to the size of the city. The average mobile distance is about 40% of the city radius.
However, there are limitations in using tweets in social science studies since the data may be biased for various reasons. There is no current quantitative information available on the socioeconomic structure of Twitter users due to privacy restrictions, though we reasonably believe most Twitter users in West Lafayette, Bloomington and Ann Arbor are related to the local colleges. In addition, since Twitter requires users to opt-in to enable the geo-tag function, the motivation to do this varies with their social behaviors and personalities, or even the rewards of doing so. Thus, Twitter users may not be a complete representative of the public. Furthermore, the tweet data used in this study are only the geo-tagged ones, which are a small part of all tweets that the Streaming API can collect and even a tiny part of the entire Twitter dataset. As such, the discovered knowledge may only reflect the human activity and mobility patterns for a portion of the total population, e.g., college students. The findings found here in college cities in the Midwest of the U.S. may not be fully observed for other places with different urban and demographic structures.
We foresee that the findings of this research can be used to train advanced machine learning techniques to infer the patterns and activities of a larger population of Twitter users, including those who opt-out geo-tagging. As a result, the established method can then be expected to study human dynamics of general public. In addition, inspired from this research using Twitter data, when more social media, cellphone, card transaction, and other data from a broader population are available, we could build deeper and more complete insights on mobility patterns of general public. Another possible and necessary future direction of this type of research is to utilize the content of tweets for text mining, topic modeling, and natural language processing so as to discover deeper knowledge and patterns about human and human behavior. This can facilitate the understanding on the nature of user's activities and the functions of places where frequent tweeting occurs. It can also help to detect space-time tweet clusters and infer the types of gatherings or events. Finally, we may investigate the possibilities of applying the found spatial and temporal patterns into broader fields such as traffic planning, market analysis, urban development, politics, and social science studies.
