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DETECTION OF VISUAL PATTERNS DISTURBED BY NOISE: 
An Exploratory Study 
J. P. VAN DE GEER and W. J. M. LEVELT 
From the Institute for  Perce$tion, Soesterberg, The Netherlands 
BY 
An introductory study of the perception of stochastically specified events is reported. 
The initial problem was to determine whether the perceiver can split visual input data of 
this kind into random and determined components. The inability of subjects to do so 
with the stimulus material used (a filmlike sequence of dot patterns), led to the more general 
question of how subjects code this kind of visual material. To meet the difficulty of 
defining the subjects’ responses, two experiments were designed. In both, patterns were 
presented as a rapid sequence of dots on a screen. The patterns were more or less disturbed 
by “noise,” i.e. the dots did not appear exactly at  their proper places. In the first experi- 
ment the response was a rating on a semantic scale, in the second an identification from 
among a set of alternative patterns. The results of these experiments give some insight 
in the coding systems adopted by the subjects. First, noise appears to be detrimental to 
pattern recognition, especially to patterns with little spread. Second, this shows con- 
nections with the factors obtained from analysis of the semantic ratings, e.g. easily 
disturbed patterns show a large drop in the semantic regularity factor, when only a little 
noise is added. 
INTRODUCTION 
In recent years several attempts have been made to construct theoretical models 
for aspects of the visual perception process. Some of them depend on statistical 
reasoning; it is assumed that it is possible for the perceiver to split input data into 
random and determined components, or, what amounts to the same thing, to detect 
the parameters which specify a stochastic process. An example of this kind of model 
is Rosenblatt’s “Perceptron.” (1958.) 
Statistical separability in this sense is the subject of the experiments described in 
the present report. They deal with separability on the “macro” level. The considera- 
tion that they may have some bearing on separability processes in neural networks is 
not precluded, but this side of the matter is not our present concern. We shall 
investigate how far the human observer is able to keep random and determined 
components apart in stimulus material. 
The idea behind the theory of separability is clear enough. If the input rate 
exceeds the channel capacity, then the organism is forced to reject data and it would 
be an efficient procedure to disregard random components in favour of more stable 
and enduring characteristics of environmental events. Even below the channel 
capacity perceptual load would be reduced and efficiency increased if it were possible 
for the organism to extract the constant components in a given mixture of determined 
and stochastic events. Such a procedure would minimize the “surprise” value of the 
stimuli and this is identical with minimizing perceptual load. 
In order to follow the argument it may be helpful if the reader visualizes the kind 
of stimulus material we are considering and which was used in the experiments to be 
described. Suppose dot patterns are given in a rapid succession of presentations, as 
could be achieved by using cine-film. A particular pattern, say a square of four dots, 
could be presented and it could then be “disturbed” by added noise. The location of 
each corner of the square might for instance be specified by a bivariate normal dis- 
tribution. The mean of this distribution would coincide with the correct position of 
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D E T E C T I O N  O F  V I S U A L  P A T T E R N S  D I S T U R B E D  B Y  NOISE I93 
the corner of the square, but in any particular presentation the dot would depart 
somewhat from this exact position, to an extent dependent on the variance of the 
distribution. Thus a succession of patterns looking like distorted squares would be 
presented. 
Are subjects able to recognize the square in such a sequence of distorted presenta- 
tions? If they succeeded, the surprise value of the later stimuli in the sequence would 
be minimized. Perception would then show efficient coding in the sense used by 
Attneave (1954). Instead of perceiving a whole series of different patterns the subject 
would see a steady pattern as a first component, and the second component would be 
seen as a “quivering” of the first. 
This kind of perceptual task is found in many real cases, for instance in radars, 
where the operator has to identify the track of the moving object from a succession of 
signals on the screen. Here some noise is practically always to be expected; noise 
resulting from the working of the apparatus itself, or from the fact that the scanning 
beam picks up an echo from different parts of the object in successive rotations. An 
object moving along a straight line appears on the screen as a zigzagging of discrete 
dots. 
There are a number of problems to be solved in dealing with this kind of stimulus 
material. 
(I) The first problem is the difficulty of defining the subject’s response. People 
appear to perceive this sort of stimulus material in a variety of ways, and if they are 
left to describe freely “what they see,” such descriptions are so divergent that they 
cannot be used to measure or test anything. There are two possible solutions, to have 
subjects learn a particular kind of response or to restrict the range of free responses. 
In the first case one attempts to have the subject attend to a particular aspect of the 
stimulus material, in the second kind one forces him to produce a particular kind of 
response. In both procedures the original “richness” of perception will be to some 
extent hidden from the experimenter. Careful questioning could, of course, reveal 
anything we might be interested in but it is felt that in the present experiments the 
difficulty of response specification is far from being resolved. 
(2) The second problem concerns the nature of the coding system used by the 
subject. It is clear that our perception of a rapid sequence of random patterns can 
only be in rather global terms. The sequence of stimuli is certainly not wholly 
reproducible and it follows that ones which are actually different in all their details, 
might appear very similar to the subject. This indicates that the subject is per- 
forming some kind of coding: sequences which are seen as similar, or where the subject 
cannot specify the difference or where he perceives them as instances of the same 
general prototype, are coded in the same way. What is the most effective form of 
coding, and what is it the subject picks out of this kind of stimulus material? 
(3) The third problem is the one mentioned above: are subjects able to separate 
stochastic and fixed components? Are they able to recognize the parameters behind 
the stochastic production of patterns? 
THE EXPERIMENTS 
A number of preliminary experiments showed that subjects have extreme difficulty in 
detecting characteristics of stimulus sequences when these characteristics are masked by 
noise, in the sense described above. Speaking in statistical terms one may say that 
human perceivers are extremely prone to type I1 errors: they maintain the null- 
hypothesis even if there is abundant evidence against it according to statistical criteria. 
This negative result was partly responsible for the design of the following main experi- 
ments. I t  was decided to use a recognition method, in order to  give the subjects the best 
chance of revealing any capacities they might have after all-and second, Osgood’ssemantic 
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scaling technique was chosen for the same reason, and also to gather some hints as to 
which categories might be effective in perception. 
MATERIAL 
The experimental material consisted of 41 film strips each with 40 opaque frames. 
Each frame contained one hole, located somewhere in an 18 x 18 matrix. (The holes were 
made in the film by punching through selected holes in a metal template.) The strips were 
I Glue 
7 Circle 
I I Helix 
FIGURE I 
2 Bouncer 5 Horizontal two 
8 Horizontal six 
12 Point - 
9 Square eight 
13 Square four 
6 Fan 
10 Vertical - 
15 Star 
The IZ patterns used in the semantic rating and the pattern-recognition experiments. 
Pattern 3 was the Brownian variant of 10 (“Brownian dance”), pattern 4 was the 
Brownian variant of 12 (“ Brownian movement ”) and 14 was the bivariate rectangular 
density distribution. 
shown by means of a slowed-down cine projector a t  a rate chosen to facilitate the appear- 
ance of stroboscopic movement. The white spot projected on to a go x go cm. screen thus 
moved to a series of positions describing a chosen pattern, such its a square, horizontal 
straight line, or circle. 
Fourteen patterns were used of which IZ are shown in Figure I, the numbers a t  each 
position indicating the order of presentation. The patterns were given arbitrary names, 
as shown above. 
The patterns could be shown either in pure or noisy form. Noise was introduced by 
displacing each dot a random distance from its proper position in the matrix. Horizontal 
and vertical displacements were random normal deviates with zero mean and variance 
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195 DETECTION O F  VISUAL PATTERNS D I S T U R B E D  B Y  N O I S E  
1.64 (Level I) or 3-03 (Level 2) matrix units. The effect of the ‘‘noise’’ was that the 
patterns shown in Figure I appeared on the screen either less or more distorted. 
The use of IZ patterns a t  three noise levels (zero, I and 2) accounts for 36 strips. Noise 
can also be added in a different way, by locating the mean of the bivariate distribution at 
the last position of the dot instead of a t  a fixed position. This procedure was applied to 
patterns 12 and 10, resulting in a kind of Brownian motion of a single dot, and in a 
Brownian dance of two dots respectively. The previous two levels of variance were used, 
giving 4 strips. The series of 41 was completed by presenting a single dot located at 
random in bivariate rectangular distribution. 
A third experimental variable was rate of presentation; fast or slow, corresponding to 
z and I presentations per sec. respectively. To economise in time rate was not varied for 
all the patterns. The final arrangement is shown in Table I, the numbers in the cells 
referring to the order of presentation of the 41 series in the recognition experiment. 
- 
NoiseLevel z 16 2 29 19 30 
,, I 4 6 20 17 23 
-
-, I---- 
,, 0 9 36 I - 
TABLE I 
THE ORDER OF PRESENTATXON OF THE 41 FILMSTRIPS 
This order was reversed for the second group in experiment I1 
---- - - 
10 25 12 11 33 13 37 38 39 ---- -. - - 
31 41 24 21 28 8 26 14 34 35 
-, I- - 
15 7 18 32 40 3 5 22 27 
SEMANTIC RATING EXPERIMENT I 
Procedure 
Subjects were given a list of 19 semantic scales of the Osgood type, each with 7 positions- 
They are given in Table 11, except for Scale IZ (centrifugal-centripetal) which was dis. 
carded for lack of discrimination. 
The subjects were 31 psychology undergraduates in the University of Leiden. They 
were divided into two groups and each group had to rate the films on 10 scales (Scale 3 
was made common to both in order to have some check on inter-group reliability; a 
correlation of r = 0.94 was obtained). 
Results 
The ratings were factor-analysed by the centroid method and the results are given 
in Table 11. The factors were rotated to new orthogonal positions according to a 
cluster inspection (no simple structure was evident, and it is not theoretically expected 
since the scales are not supposed to represent an unbiased sample from the universe 
of categories). The loadings on the rotated factors are also given in Table 11. 
The factors may be tentatively labelled on the basis of the loadings as follows:- 
factor I-(heavy, slow, dull, passive)-“rate” ; 
factor 11-(determined, even, symmetrical, stable)-“regularity”; 
factor 111-(closed, beautiful, round)-“gestalt.” 
Inspection of the strips of patterns with high or low factor scores revealed that 
factor I discriminates between the slow films and the fast ones with no overlap and it 
thus appears to have a clear denotative meaning. 
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196 QUARTERLY J O U R N A L  O F  E X P E R I M E N T A L  PSYCHOLOGY 
Factor I1 appears to distinguish between noiseless and noisy patterns. Table I11 
gives factor score estimates. The noiseless patterns scored significantly higher than 
the noisy ones (p < 0.01) and the patterns with low-level noise scored higher than 
those with high-level noise (p < 0.05). Therefore factor I1 also has a clear denotation. 
Factor I11 has some connection with noise but not at a significant Ievel. The 
scales which are highly loaded on this factor apparently refer to characteristics of the 
I 11 -~- -  
I 480 856 
11 -850 394 
I11 -217 335 
I 
TABLE I1 
(a) FACTOR LOADINGS OF SCALES BEFORE AND AFTER ROTATION 
III 
190 
350 
- 917 
Scales 
I. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
1.k. 
13. 
14. 
15. 
16. 
17. 
IS. 
19. 
CIosed-Open . . . .  
Heavy-Light . . . .  
Evenly-Varying . . 
Beautiful-Ugly . . 
Determined-Random 
Passive-Active . . 
Round-Angular . . 
Slow-Fast . . . .  
Is displaced-Moves 
itself . . . . .. 
Dull-Vivid . . . .  
Poor-Rich .. .. 
Stable-Labile. . . .  
Symmetrical-Asym- 
metrical . . .. 
Rigid-Resilient . . 
Easy to follow- 
Difficult to follow . . 
Tied-Free . . . .  
Always the same point- 
More different points . , 
Weak-Strong . . . ,  
Raw loadings 
I 
428 
757 
890 
4’9 
841 
874 
493 
709 
67 1 
879 
712 
837 
815 
754 
834 
918 
82 I 
375 - 
11 
561 
- 574 
228 
677 
52 1 
- 430 
05 1 
- 567 
- 146 
- 439 - 268 
280 
529 
- 275 
248 
178 
- 774 
219 
- 
111 
- 406 
- 152 
289 - I82 
03 3 
- 355 
- 253 
- 170 
- 056 
267 
336 
- 069 
350 
- 107 
207 
254 
07 1 
020 
- 
-
ha 
663 
928 
659 
980 
949 
372 
888 
500 
968 
650 
892 
949 
767 
769 
934 
7 70 
745 
926 
- 
(b)  ROTATION MATRIX 
Factor I 
“rate” 
- 183 
171 
- 330 - 046 
2 70 
884 
781 
877 
483 
807 
512 
091 
- 043 
520 
213 
I88 
822 
210 
After rotation 
Factor 11 
“regu- 
larity” 
451 
371 
948 
562 
936 
585 
323 
299 
460 
561 
593 
939 
883 
654 
776 
94’ 
858 
040 
Factor 111 
“gestalt” 
650 
082 
- 016 
481 
312 
- 003 
437 
168 
232 
065 
- 203 
- 051 
403 
- 274 
343 
061 
- 015 
- 265 
patterns themselves, and it is found that the patterns with high estimates in factor I11 
are more “complex” and have more “spread”; they include spots at more widely 
spaced positions in the matrix-as against ones at only a few or more closely spaced 
positions. 
PATTERN RECOGNITION-EXPERIMENT I1 
Procedure 
The strips were shown in the same way as in the previous experiment, but the rate was 
kept constant a t  two presentations per second. Subjects were instructed to identify each 
pattern from 15 alternatives, which were presented as in Figure I (unnumbered) together 
with the Brownian motion, dance, and rectangular random motion. Care was taken to 
explain the meaning of the pictures, and the nature of “disturbance by noise.” That 
subjects understood the instructions and used the pictures properly, was apparent from 
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DETECTION O F  V I S U A L  P A T T E R N S  D I S T U R B E D  BY N O I S E  197 
the fact that they recognized the noiseless patterns correctly with two exceptions to be 
explained later. (French (1954) used an interesting technique to overcome the difficulty of 
instructions.) 
Subjects were allowed to choose more than one pattern if they felt that they could not 
decide among them. The number of responses per strip was therefore not constant. 
The 24 undergraduates appeared to enjoy the task, in striking contrast to  the impression 
gained in the semantic rating experiment. They were tested in two group sessions, the 
order of presentation being balanced by reversing the order given in Table I for the second 
group. 
TABLE I11 
ON ADDITION OF NOISE 
FACTOR SCORE STIMATES AND THE DROP IN FACTOR I1 
Pattern scores on factor I I  
(an standard scores) * 
Pattern. scores on factor I I I  
(in standard scores)** 
Drop i n  factor I I  
when noise is added -
)'OO (0: 0'00 (0) 
Pattern 
I 
2 
3 
4 
5 
6 
7 
8 
9 
I 0  
11 
I 2  
I3 
- 0.85 
- 0.75 
- 1.09 
- 0.72 
- 0.03 
- 1.27 
- 0'39 
- 0.04 
- 1'20 
- 0.86 
- 0.72 
- 1'11 
0'00 
- 0'12 
0.16 
- 
- 
- 0.81 
- 1.58 
2'44 
- 0.63 
1.51 
- 0.19 
- 0'49 
- 0'77 
0.35 
0'37 - 0.81 
- 1.04 
- 0'37 
- 1'39 
- 1.07 
1.72 
0.16 
2.67 
- 0.93 
0.39 
- 0.35 
0.88 
- 0'21 
- 0.90 
- 0.46 
- 0.51 
- 0.56 
- 0.51 
1'95 
- 0.44 
1'55 
0.09 
- 0.19 
- 0'74 
0'2 I 
1-39 
1-48 - 
- 
2'1 I 
1.07 
0.73 
2-66 
2.04 
0.86 
2'79 
0.89 
1'10 
2-29 
1.72 
- 
- 
2 '22  
0.96 
"47 
3.03 
1.70 
1.92 
0.86 
2'55 
1.04 
- 0'49 
- 0.87 
- 0.08 
- 0.79 
- 0.56 
0.71 
- 0.90 
0'2 I 
- 0.16 
- 1'20 
- 1'10 
- 0'11 
0.87 
- 0.159 '4 - 0 6 5  
- 0'23 
- 
- 0.51 I5  0.52 - - 0.18 - 0.79 1-18 0.70 1-31 . Factor 11-scores are obtained by adding scores on scales, 5 ,  13 and 14. 
** Factor 111-scores are obtained by adding scores on scales I and 7, and subtracting score 
on scale 15. 
Results 
a measure of stimulus "confusion"-- 
where cpq is the "confusion" between stimuli p and q, and fi, is the frequency of 
choice of alternative i when stimulus p was presented. 
The measure can be visualized as follows. A response distribution can be repre- 
sented as a point in a 15-dimensional space, the coordinate in each dimension 
representing the frequency of choice of one response alternative, and cpq represents 
the cosine of the angle between the vectors for stimuli p and q in response space. It 
is a kind of correlation measure, and the matrix of confusion values may suggest the 
presence of "factors" in response space. 
The measure is not statistically sound, since the sampling distribution is unknown. 
However, chi-square applied to cell frequencies would fail since the cell entries are 
often very small and the exact probability approach would have been too time- 
consuming. Apart from the unknown sampling distribution, the measure disregards 
The raw results (given in Table IV) are not very revealing, and we have devised 
cpq = C f i p . f i q / ( ~ f i p P . ~ f i q 2 ) )  
D
o
w
n
lo
ad
ed
 B
y:
 [
Ma
x 
Pl
an
ck
 I
ns
t 
& 
Re
se
ar
ch
 G
ro
up
s 
Co
ns
or
ti
um
] 
At
: 
14
:5
1 
25
 M
ay
 2
00
9
198 QUARTERLY J O U R N A L  O F  E X P E R I M E N T A L  PSYCHOLOGY 
TABLE IV 
RESPONSES GIVEN ON PRESENTATION OF VARIOUS PATTERNS 
I I l l  
Pattevn 
Presented I Noise 1 2 I Io 1 3 
I0 0 4 87 3 
1 I3 3 34 
2 35 
3 I 20 33 
2 I7 
I 1  
I 2  
Subjects were allowed to indicate as many patterns as they liked. Moreover they stated the 
4 exactly this pattern, 
3 this pattern. but not exactly, 
2 it looks like this pattern, 
I maybe it is this pattern. 
judged degree of similarity t o  the pattern on a scale- 
The cell values are sums of these confidence ratings given by all subjects. 
D
o
w
n
lo
ad
ed
 B
y:
 [
Ma
x 
Pl
an
ck
 I
ns
t 
& 
Re
se
ar
ch
 G
ro
up
s 
Co
ns
or
ti
um
] 
At
: 
14
:5
1 
25
 M
ay
 2
00
9
D E T E C T I O N  O F  V I S U A L  P A T T E R N S  D I S T U R B E D  B Y  N O I S E  
TABLE V 
CALCULATED CONFUSION BETWEEN PATTERNS (CLUSTERS INDICATED) 
(a) Confusion between noiseless patterns (including pattern I 4) 
11 13 --- 
01 
01 
01 
08 
15 
0 2  
01 
49 
10 -t 
2 + 69 
10 + 
3 +  
I +  
4 +  
5 +  
8 +  
I2 + 
6 1 -  
7 +  
9 +  
I1 + 
I3 
~- 
2 
I0 
I 
5 
8 
6 
7 
9 
I1 
I3 
'5 
I2  
I0 
08 
(a) Confusion between patterns with noise level I. 
I +  4 +  5 +  8 +  
30 48 20 32 
42 64 51 59 
40 48 36 52 
86 65 
----- 
-5 79 93 - 
12- t  
56 
91 
71 
59 
87 
6 +  11 + 
04 
09 
03 
13 
04 
16 
08 
08 
16 
I9 
43 
20 
20 
13 + I5 + 
01 03 
04 02 
00 06 
00 06 
00 02 
---
- 
? +  
1 
I++ 
49 
50 
23 
* 
11 
I2  
20 
'7 
90 
01 
01 
01 
06 
I0 
01 
05 
01 
I0 
I I + +  
53 
-- 
I2 
4s 
og 
07 
14 
63 
77 
I2 
I1 
04 
- 
9 +  
08 
08 
07 
18 
I5 
I3 
08 
18 
92 
-
I1 
- - 
(c) Confusion between patterns with noise l e d  L. - 
'+t 
44 
50 
19 
I5 
23 
I2 
30 
I 0  
I1 
199 
- 
14 - 
01 
01 
07 
10 
02 
05 
- 
13 
06 
02 
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I 2 5 6 
Noiselevel-I . .  48 92 07 96 
Noiselevel-2 .. 34 26 05 gg 
C 
7 8 g 1 0 1 1 1 2 1 3 1 5  
gg 30 22 13 gg 01 92 98 
38 04 19 05 gg 00 75 84 
------------
*5 u 0 12 
0 5 10 
Mean distance in units 
Y E 
.II zz 
*g 2 
5 = 0 5 0 -  
$2 
24 
.: 5 
6 
- $5 
c 
C V  
3 
I 5' 
4 3 
=7 
'I 
-2 
9 
oJ2 5 8  , 40 
Mean intrapattern distance explains the vulnerability of patterns to noise (data of 
Table V). 
six), g (square eight), 10 (vertical), 12 (point) are vulnerable. The explanation is 
simple: in the noiseproof patterns the average distance travelled by the dot between 
successive frames is high (8-7, 9.0, 9.0, 10.7 units, respectively), whereas in the 
vulnerable patterns it is small (2.75, 2.0, 2.0, 4-5, 6.0, and 0.0). Two patterns, 2 
(bouncer) and 7 (circle), resist a low level of noise, but are vulnerable to a high level; 
the mean intrapattern distance here is 5.3 and 4-1 units. Figure 2 shows this result 
graphically. 
D
o
w
n
lo
ad
ed
 B
y:
 [
Ma
x 
Pl
an
ck
 I
ns
t 
& 
Re
se
ar
ch
 G
ro
up
s 
Co
ns
or
ti
um
] 
At
: 
14
:5
1 
25
 M
ay
 2
00
9
D E T E C T I O N  O F  V I S U A L  P A T T E R N S  D I S T U R B E D  B Y  N O I S E  201 
On inspection the confusion matrices reveal the presence of several clusters, 
(I) patterns, I, 3, 4, 5, 8 and 12; (2) patterns, z , 3  and 10; and (3) 7, 9, 11, 13, 14 and 
15; (4) pattern 6 appears to stand alone. 
The common 
feature within each group gives an indication of the idea of pattern similarity the 
subjects might have. We find that group (I) is characterized by horizontal patterns 
(glue, Brownian dance, Brownian movement, horizontal 2, horizontal 6, point), group 
(2) by vertical patterns (bouncer, Brownian dance, vertical) and group (3) by extension 
or spread of pattern (circle, square 8, helix, square 4, star). (4) Pattern 6 (fan) does 
not clearly belong to any of these groups; pattern 3 (Brownian dance) is mainly a 
vertical pattern, but the film creates an impression of horizontal motion also. Groups 
(I) and (2) are actually linked whereas group (3)  is separate. 
One may conclude that subjects “regress” to very general spatial orientation when 
identifying noisy patterns. It may once again be stressed that the noisy patterns are 
These “confusion groups” reveal the kind of coding subjects use. 
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Confusion value double noise 
Noise resistant patterns (Table V) show smaller drop in factor I1 if noise is added 
(Table 111), than do vulnerable patterns. 
easily discriminable by an ideal detector; since subjects fall so far behind this ideal 
detector, it shows that they are unable to apply Bayes’ theorem in an efficient way. 
Discussion of combined results 
(I) Since rate of presentation was not varied in the recognition experiment, and 
since semantic factor I was connected with rate, this factor can be left out of further 
consideration. 
(2) Factor I1 appeared to refer to “noisiness” of the strips. Table VI indicates 
which patterns are noise-resistant, and this measure should be related in some way 
to semantic factor 11. Specifically, noise-resistant patterns should show a smaller 
drop in factor I1 if noise is added, than vulnerable patterns. 
This expectation is borne out, according to Figure 3 where the drop in factor I1 
(Table 111) is plotted against the confusion value from Table VI. A simple comer 
test shows that the relation is significant at the I per cent. level. There is another 
way to show the relation between factor I1 and confusion. The mean of all its 
confusion values in the matrix (Table VII) is an index of the general confusability of 
a given stimulus. If these means (via z - transformation) are taken for the levels 
of matrix and plotted against the drop in factor 11, we again find a significant relation- 
ship; for noise level I the relation is as good as one might wish (Fig. 4). 
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Noise level-1 . .  
Noise level--;? .. 
The conclusion, then, is that confusion between noisy patterns is mainly a matter 
of loss of regularity in the pattern. If patterns become undetermined, wild, asym- 
metrical, and unstable, they tend to be confused with other patterns of this kind. 
(3) They tend to be confused, that is, according to very global spatial character- 
istics. Are these confusion groups related to factor I11 ? This factor was tentatively 
I 2 3 4 5 6 7 8 g 1 0 1 1 . 1 2 1 3 1 5  
43 31 39 47 46 16 17 45 26 46 IZ 52 06 11 
-------------~ 
47 59 55 44 53 I3 43 57 46 45 34 51 26 35 
FIGURE 4 
3 O I  a a 
a 
a 
I I 
Mean confusion (single noise) 
0.10 0.20 0.30 040 0.50 060 
c 0.51 
X I  . . . . , 
e 010 0-20 030 040 0.50 0.60 
Mean confusion value(double noise) n 
General confusability of a pattern (mean confusion values-Table VI) is highly related 
to  drop in factor I1 if noise is added (Table 111). 
labelled gestalt or complexity factor-it did not only refer to form qualities but also 
to spread of the fixed position over the matrix. We see from Figure 5 that a relation- 
ship is indicated. The patterns at one extreme of factor I11 form one confusion group, 
those at the other end make up the two other groups. This difference is significant 
even for each noise level taken apart. Pattern 6 is a case by itself again. 
General colzclzcsions 
The general conclusion from both experiments, is that human perceivers have a 
very high tendency to make type I1 errors, if they have to detect a visual pattern 
disturbed by noise. Even a moderate amount of noise (moderate in the sense that an 
ideal detector could easily and nearly faultlessly make correct decision) is detrimental 
to the perception of temporally presented patterns. The human organism has only 
a very limited capacity to separate stochastic components from the fixed canvas to 
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which they are attached. A similar conclusion arises from the work by Corbin, et al. 
(1956, 1958) on detection or convergent grouping in display of dots. 
We found that confusion between patterns is mainly a matter of enhanced 
irregularity. Stable and even patterns are more noiseproof than irregular and 
undetermined patterns. Patterns which are most affected by noise in this respect 
tend to be the more easily confused. Patterns appear to fall into groups in that any 
pattern is mainly confused with alternatives belonging to the same group. These 
confusion groups appear to arise from very global criteria of spatial orientation. 
Our experiments were exploratory. Further research should inform us about the 
precise nature of the perception of stochastically specified events. A primary question 
is whether the poor performance of the human perceiver is typical for temporally pre- 
sented patterns, or whether this result also appears with patterns of simultaneous dots. 
FIGURE 5 
The patterns having high loadings on the gestalt factor form one confusion group, 
This difference is significant for those with low ones make up the two other groups. 
each of the three noise levels taken separately. Pattern 6 is a case by itself. 
Further, many kinds of successive presentations are possible. Some patterns from 
our study (e.g. square, circle, star, helix) are completely specified by the location only 
of the dots of which they are composed. One might present these dots in any order of 
succession without changing the pattern. A particular order here is comparable to  
a manner of scanning of the pattern. In other patterns, however (like dance, glue, 
bouncer), the nature of the pattern arises from the specific order of the positions, every 
different order giving a new kind of pattern. In our study no attempt was made to  
control this kind of variation. 
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204 Q U A R T E R L Y  J O U R N A L  O F  E X P E R I M E N T A L  P S Y C H O L O G Y  
While it is well known that the nature of the scanning process affects the spatial 
impression of a group of dots we do not know of any systematic research on this 
phenomenon. But there are some suggestive results from studies by Michotte 
and De Clerk (1951) and by Christian andVon Weizsacker (1943). Michotte showed that 
a radar-sweep-like presentation of spatial patterns is detrimental to pattern identifica- 
tion, any pattern tending to be perceived as a circle. The second study is alleged to 
show that the position of a circular pattern relative to the centre of the scanning 
rotation affects the nature of the visual perception of the pattern. The conclusion 
of this study was somewhat unsatisfactory; one feels in spite of the depth of the 
theory brought forward by Von Weizsacker, that we might learn something more 
precise about this kind of effect. The nature of the perception reveals an unconscious 
mathematician in our mind, Von Weizsacker says-our conclusion is that this 
mathematician is not very good at statistics. 
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