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A (- 1, 1) ring is a nonassociative ring satisfying the conditions 
0 = 2(x, y, z> = (x, y, x> + (y, x, 4 + (2, x, y), 
0 = B(x, y, x) = (x, y, x) + (x, z, y). 
We further assume that a (- 1, 1) ring be of char f2, 23. Throughout this 
paper the letter R will represent such a ring. The identity 0 = A is equivalent 
in a right alternative ring of char f2 to 
lb, Yl, 4 + KY, 4 4 + [I% 31, Yl = 0. 
Thus (- 1, 1) rings can arise from at least two sources: (1) associative rings, 
and (2) strongly (- 1, 1) rings, i.e., right alternative rings satisfying 
[[x,y], x] = 0. W e s ow these sources are essentially the only ones in h 
Theorem F. 
THEOREM F. The kernel K of the natural homomorphism of a (- 1, 1) ring 
R onto the subdirect SUWI R/4 @ R/C is a nilpotent ideal (index <3). Further- 
more, KY2 is contained in the cents of R. 
In the theorem, A is the ideal generated by all associators, and C is the 
ideal generated by all double commutators. Thus R/A is an associative ring 
and R/C is a strongly (-1, 1) ring. 
We extend Maneri’s result that (N, s, [x, y]) E U = {U E R 1 [u, R] = O> to 
[x, (y, z, [ZU, n])] is an alternating function of its five arguments. Thus 
(y, z, [m, n]) is an alternating function of its four arguments mod U. We 
furthermore show [R, (Ii, R, R)] C U. 
In Section 3 we show that all simple (-1, 1) rings are associative. 
Suppose R is generated by two elements. Then (R, R, R) C center of R. 
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Thus (R, Ii, R)” = (R, R, R)[R, R] = (R, R, (R, R, R)) = 0. This general- 
izes Kleinfeld’s results [4], that in any (-1, 1) ring, (x, y, (x~ X, y)) = 
(y, x, (32, x, y)) = ((x, x,y), x, y) = ( R, x, y)[x, y] = 0. We construct the free 
(- 1, 1) ring on two generators and give an example of a (-1, 1) ring of real 
valued functions of two variables. 
We finish by examining strongly (- 1, 1) rings. In such a ring, the set of 
all nilpotent elements form an ideal, and the quotient ring is associative 
and commutative. This means all finite dimensional strongly (- 1, 1) 
algebras over algebraically closed fields are a direct sum @ C Ri where Ri 
is a nilpotent ring, or a nilpotent ring with an identity adjoined. 
This paper draws heavily from the paper [2]. 
1. TERMINOLOGY AND PREVIOUS RESULTS 
In a nonassociative ring R, we define (x, y, z) = (xy)z - x(yz) and 
[x, y] = xy - 3’” f or all x, y, x E R. To make notation more convenient, 
we often use “.” to indicate multiplication as well as juxtaposition. In 
products, juxtaposition takes precedence, i.e., xy . x = (xy)x. In formulas 
where elements should appear, we often use subsets. This notation indicates 
the additive subgroup on the elements generated by substituting in the 
formula the elements from the indicated set, e.g. (x, R, R) = the additive 
group generated by {(x, y, .z) 13 1, x E RI; S + T = additive group generated 
by S u T. The nucleus = {~z E R 1 (a, R, R) = (R, PZ, R) = (12, R? R) = 0. 
The center = {n E nucleus / [9z, R] = 0). We shall let 
U = {zz E R 1 [u, R] = 01. 
Throughout the paper, U represents the set of all elements which commute 
with all elements in the ring, and u will always mean an element taken from U. 
The elements x, y, x, zu, ~1 will be used for general elements of the ring. If I 
is an ideal of R, then {x E R / J = Lx = O> is called the annihilator of I and 
by virtue of 0 = A and 0 = B can be shown to be an ideal. By char #p, p 
a prime integer, we mean px = 0 implies x = 0. By virtue of the definition 
of nucleus, center, U, and annihilators of ideals, if one of then contains pix, 
and char +p, then it also contains x. An ideal I is called trivial if 1” = 0. 
We draw heavily on the paper [2]. The following identities except 0 = P 
are proved in [2, p. 4431. 0 3 P is [6, identity G]. They hold in any (-1, 1) 
ring of char 1-2, f3. 
0 Es C((x,y, z) = (x, y, yx) - (x, y, z)y. 
0 = D(“V, y, z, w) = (x, y-“, w) + (x, wz, y) - (N, z, ,w)y - (x, %, y)w. 
431/30/183-16 
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LEMMA 1 (Maneri). (x, X, [x, y]) E Ufor allx, y E R. This is [6, Eq. (1 l)]. 
LEMMA 2. 
2[x, (Y, y, x)] = -2[z, (y, y, -41 = -6[y, (z, GY)] = 6[y, (z, y, x)] 
= 3[Y, (:v, 2, 4 
This is [2, Lemma 51. The purpose of this lemma is to show that in the 
expression [x, (y, x, w)], if any two of the arguments are equal, any one of 
them can be moved into the first position. Thus if any one of them commutes 
with all associators and any two are equal, the expression is 0. 
LEn,rnrA 3. (a) ( U, R, R) + (R, R, U) _C U; 
(b) (U, R, [R RI) = ([R RI, R u) = 0. 
Proof. From [2, Theorem I] we have (U, R, R) C U. Since 2(x, y, U) = 
(u,Y, X) - ~(u,Y, x), by char f2, (R, R, U) C U. To prove (b), from 
[2, Corollary l] we have (U, R, [R, R]) = 0. The second part is from 
2([x, y-j, z, u) = (u, z, [x, y]) - qu, x, [x, Yl)* 
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In Sections 3 and 4 we shall need this theorem. 
THEOREM A (Kleinfeld). In any (- 1, 1) rzks 
(x, y, (x, x, y)) = (y, x, (x, x, y)) = ((x, x, y), x, y) = (x, x, y)[x, y] = 0. 
I?Z any smzgly (- 1, 1) ring: [X, y]” E 0. 
This is [4, Eq. (lo), Lemma 1 and Lemma 21. 
For section 5 we need these two theorems. 
THEOREM B (Albert). Let R be a jkite dimeasional power associative 
algebra. If x is a nonnilpotent element of R, tizen some polyrzomial in positive 
powers of x is a nonxero idempotent. 
The proof proceeds by induction on the dimension of the subspace 
generated by X, or you may find the proof in [I, p. 231. 
THEOREM C. If R is a Jinite dimensional nil (- 1, 1) algebra, then R is 
nilpotent. 
This is [3, Theorem 41. 
2. GENERAL (- 1,l) RINGS 
Let R be a (-1, 1) ring of char #2, +3. We shall reserve the letters A, C 
to represent specific ideals of R. We shall use these letters in this context 
exclusively in this part (Section 2). Let A be the ideal of R generated by 
((x, y, a) / X, y, z E 9. Let C be the ideal of R generated by 
LEMMA 4 (Maneri). A _C (x 1 3x E additive subgroup gmrated by the set 
of all (y, y, Z) for all y, z E R). 
Proof. Let M = (X 1 3% E additive subgroup generated by the set of all 
(y, y, x) for all y, x E R}. (R, R, R) c IV by [2, Lemma 27. To show M is an 
ideal, by 0 = 4 it is only necessary to show x(y, y, z) E M for all x, f:, a. 
This follows from N(x, y, y, x) - C(x, y, a). 
LEMMA 5. (x, x, [R, R]) c U for all x E R. 
Proof. Linearizing (x, X, [x, y-j) E U (Lemma 1) gives us T(x, y, z) 15 U 
for all X, y, x, where 
qx, y, 4 = (x, y, b, 4) + (35 x, [% 4) + 6% x, b? 4. 
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We shall first show F(x, y, z) E U for all s, y, z where 
qx, y, z) = (x, y, [x, x]) + (x, x, [Y, .q) - (x, x, [TYI) - &% (% Y, 4 
Proof. 
2q(r, y, 2) = iqx, y, [x, x]) + qx, y, z) - 0(x, 4 x, y> - 4ic[& rl, x, 4 
- T(x, x, y) - B(y, [x, x], x) + &, [x, 3’1, “V> 
+ E(a, x, y) - [x, &z, x, y)]. 
We next show 
0 sz rqx, x, y) 
= (x, y, [z, x]) - (x, x, 2y) + [“V, (z, y, x)1 + (x, x, 4Y + (.1,‘, x> Yk. 
Proof. 
The proof of the lemma is then easy 
2(x, x, [y, x]) = IF(x, x, y) - Jf(x,y, z) + qx, y, x) + Jx, 2, y). 
LEMNU 6. (a) [[R, R], A] - 0, 
(b) [R, 4 C u, 
(c) ([x, y], z, zu) - ([z, w], X, y) E U for all X, y, x, w E R. 
Proof of (4. [[z, ~1, (x, x, y)] = -b, (4 “t*, [z, 41 + Q[x, 4, x, Y> = 0 
by Lemma 5. By Lemma 4 and char f3 we have (a). To prove (b) we first 
show lx, [Y, 41 = [Y, b, 41 f or all s, y E R, a E A. This is clear from (a) 
and 0 G ff(.z, y, a). By this and char +2 we need only show [x, [x, a]] = 0 
for all x E R, a E A. However, 
2[x, 1% (Y, Y, 411 = --21x, [x, (y, y, 411 + 2[x, Rx, y, x)] 
= --2P, [% (Y, y, 411 
by above = -[z, K(x, y, x)] = 0. By Lemma 4 and char #2, f3 we have 
[R, [R, A]] = 0 which is (b). (c) is from part (b) and 0(x, y, x, w). 
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THEOREM D. In any (--I, 1) rzkg of char f2, f3 
is an alternating function on all Jive arguments. 
Proof. It is clear from Lemma 2 and Lemma 6(a) that the expression 
is an alternating function on the first, fourth, and fifth positions. The proof 
will be complete if we show 
[x, ([x, z], 20, v)] = 0; [xx, ([T 4, w, $1 = [x, ([w, v], Jc, z)] = 0 
by Lemma 6(c) and by previous observation of the first, fourth, and fifth 
positions. 
COROLLARY D. 
(a) ([x, y], x, zu) is an alternating function on all four arguments mod U, 
(bj 2~ w, [x, ~1) + (Lx, ~1, x, 4 E I;: 
(c) (2, w, [x, y]) is an alternating function on all four arguments mod U, 
(4 (R R, WC RI, 4) C U 
(ej (A R, [R RI) + CR, CR, RI, 4 + (CR, RI, 4 Rj C LT9 
(f) ~[.?s,Y], 4 + [[x,rl, 4~ C WC RI, ~4 + r/: 
k) 4[R RI, RI + [PC RI, W C u. 
Proof. (a) is direct from Theorem D. (b): by Lemma 5 (z, w, [x, y]) + 
(w, x, [x, y]) E U. Thus 
(c) is a consequence of (a) and (b). By repeated use of (c), we have 
0 = B(v, [x, y], cw, z]) E 2(v, [x, y], [w, x]) = -2(v, w, [[x, y], z]) mod U. 
This shows (d). (e) is from (a), (c), Lemma 6(b), and Lemma 3(a). Simply 
move A inside the commutator. [A, R] C U. We prove (f): 
E% 1% Yll - 4w, r% Yll - [% 1% yllw 
= 2(%, w, Ex, YI) + ([G Yl, x, w> + A,+? 20, [x, yl) c fJ 
by Corollary D(b). We prove (g): since A commutes with [[R, R], R] by 
Lemma 6(a) it suffices to show [[R, R], R]t2 _C U. By (f) [[R, R], R&4 C 
R[[R, R], A] + [[R, R], RA] + UC U by Lemma 6(a). 
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LEMMA 7. Let 
Hl = (x E R [ (R, R, [[R, R], R])x = (U, R, x) = (U, R, R)x = 01. 
Then HI is an ideal and C _C HI . 
Proof. The proof that HI is an ideal needs only that (R, R, [[R, R], R]) + 
(R, R, U) C U. This is Corollary D(d) and Lemma 3(a). Let x E HI and 
u E (R, R, [[R, R], R]) + (R, R, U). Then u . xy = ux .y - (u, x, y) = 0; 
224 . yx = 2yx . u = 2y . x21 - R(u, x, y) + (u, x, y) = 0. It remains to 
show 
(u, xy, .z) = (24, yx, z) = 0 for all UE U, XE HI, XE R; 
(u, xy, z> = &4 x, y, x> - (% X3’, x) + (u, y, z>.v + (4 y, x)x = 0; 
(%YX, 4 = (u, XY, 4 + (% [Y, xl, 4 = 0 
by the above work and Lemma 3(b). Therefore x E HI implies XR and 
Rx _C HI ; so HI is an ideal. 
Since HI is an ideal, to prove C _C HI it is only necessary to show 
[[R, R], R] _C HI. Suppose u E U n A. Then 
[[X,Yl, xlu = Ilhrl, 4 + 3([%Yl, z, u) - q[%Yl, I, u> = 0 
by Lemma 6(a) and Lemma 3(b). Th’ 1s p roves (R, R KR RI, RI)KR, RI, RI = 
(U, R, R)[[R, R], R] = 0. The proof of (U, R, [[R, R], R]) = 0 is Lemma 
3(b). This finishes the proof. 
Since Hr is an ideal, the annihilator of HI = J = {zc 1 xH, = H,.?c = 0} 
is an ideal. By the definition of J and 0 = R, we have 
(4 (R R P, RI, RI) C J, 
(b) (RR U)+(U,RR)CJ. 
Since J is defined as an annihilator and char f3, 3x E J implies x E J. 
LEMMA 8. Let Hz = {x E R 1 x/l + Ax + (R, R, x) _C J}. H, is an idea2 
and CCH,. 
Proof. To show Hz is an ideal only requires A and J to be ideals and 
(R, R, R) C A. Let x E Hz ; it is easy to show that 
(xR + Rx)A + A(xR + Rx) _C J. 
It remains to show (Ii, R, Rx + xR) C J. By I(R, R, R, x) we get 
(R, R, Rx) _C J. By D(R, x, R, R) we get (R, xR, R) C J. This proves that 
H, is an ideal. We now show C C Hs. 
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Let us first show [[I?, R], X]X C [[I?, R], R] + U. 
To show C C H, , it is only necessary to show [[I?, I?], R] c H, . Let z mean 
equivalence mod J. Let z E [I?, R]. Thus [z, R] C nucleus mod J and 
([z, x]x, R, R) c J. 
[z, w](x, x, y) zs ([z, zu]x, x, y) = -(w[z, x], x, 4’) 
by Corollary D(f) = -(w, [z, XIX, y) = 0. Therefore [[I?, I?], R](r, x’, y) and 
(x, x, y)[[R, R], I?] _C J. So by Lemma 3, [[R, R], RI-4 + A[[R, I?], R] C j. 
Obviously (I?, R, [[R, R], R]) C J. Thus C _C Hz. 
LEMMA 9. Let 
H3 is an ideal and C _C H3 . 
Proof. The proof that H3 is an ideal requires only that A be an ideal of R. 
Let x E H3 ; a E A; y, a E R. 0 = c(y, n, a) gives [a, yx] = 0.0 = c( y, a, x) 
gives [a, xy] = 0. Thus [A? + Rx, A] = 0. 
yx . a = a . yx = uy - x - (a, y, x) _C U, xy-a=x~ya+(x,y,a)CU. 
Thus (Rx f xR)A C U. We now attack the associators. (xy, x, a) = 
1(x, y, x, a) - X( x, a, y, x) + u for some u E (x, R, A) + r&l + ($7, R, R). 
([x, y], Z, a) = ([z, a], x, y) = 0 mod U by Corollary D(a). 
(27, yx + xy, u) = P(z, y, x, a) + u for some u E (R, R, U> + (R, x, A). 
(2, [y, x], a) = -(z, [y, a], x) = 0 mod U using Corollary D(c). Thus 
(Rx + xR, R, A) + (R, Rx + xR, A) C U. (A, Rx + xR, R) C U follows 
from 0 = il and previous work. To show C C H3 we use Lemma 6(a) and 
Corollary D(g) and (e). 
‘T’HEoREnl E. Let K = A n C. Thes K” C center and K3 = 0. 
Proof. By Lemma 8, CA + ,4C + (R, R, C) c J = annihilator of HI. 
By Lemma 7, C C ISI . Thus 
(a) (C,4)C + (AC)C + C(AC) f C(CA) = 0. 
Thus by 0 = 2, 0 = i? all possible products of two elements of G and 
one element of A are zero. Furthermore, C(R, R; C) + (R, R, CjC = 0. 
(b) From (a) K3 = 0. 
(c) [K2, R] C [K, K] _C [A, C] = 0 using 0 = G, 
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Thus K* _C U. We now show K* C nucleus. (K2, R, R) c (K, K, [R, R]) + 
K(K, R, R) + (K, R, R)K using 0 = N. We show the three terms on the 
right side are all zero. 
K(K,R,R)+ (K,R,R)K_CC(C,R,R)+(C,R,R)C = 0; 
3(k, k', x) = M(x, k,k') - M(k,k',x) + qx, k,k') = 0 
as all possible products commute when k, k’ E K, and x E [R, R]. Thus 
K2 _C center. 
THEOREM F. The kernel K of the natural homomorphism of R onto the 
subdirect sum R/A @ R/C is a nilpoterzt ideal (index < 3). Furthermore, K2 
is an ideal contained in the .center of R. 
The proof is directly from Theorem E. 
3. THE ENVELOPING ALGEBRA OF RIGHT MULTIPLICATIONS ON 
STRONGLY (- 1,l) RINGS 
From Theorem F it is clear that simple (- 1, 1) rings are either simple 
associative rings or simple strongly (- 1, 1) rings. In this section we show 
that all simple strongly (- 1, 1) rings are (associative) fields. 
If S is a subset of a strongly (- 1, 1) ring R, by SC we mean {X 1 2i3jx E S 
for some 0 < i,j>. It is easily shown SC . TC _C (ST)c and (SC)” = SC. We 
call a set S fat if SC = S. 
IfRisastrongly(-l,l)ringandaER,defineT,:R~RbyrT,=ra 
(right multiplication by a). T, is an element of the associative ring of all 
endomorphisms on the abelian group (R, +). Let TR = the subring of 
endomorphisms on (R, +) generated by {T, 1 a E R}. Let I = (R, R, R)G. 
1 is an ideal of R and I C ((x, X, R) 1 x E R}c (Lemma 4). Let TI = the ideal 
of TR generated by {T, 1 a ~1). We shall now prove the following theorem 
by a succession of eight lemmas. 
THEOREM G. If R is a finitely generated strongly (-1, 1) ring, then TI 
is a nilpotent ideal of T, . 
We remind the reader that U = {U E R I [u, X] = 0 for all x E R}. The 
letter zc generically represents elements of U. We list six identities involving 
U which are needed in this section. 
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(U-1). [R, R] C u, 
(U.2). (U, U, R) = (U, R, U) = (R, U, U) = 0, 
(U.3). (x, x, U) = 0, 
(U.4). (x, y, u) 24’ = (x, dy, u), 
(U-5). U is a commutative associative subring of R, 
( U.6). (x, x, y)u = (x, x, uy). 
Pmof~ (U.1) is from the definition of a strongly (- 1, 1) ring. (U.2) is a 
consequence of 0 = s and 0 = R. (U.3) is from 0 = (z. (U.4) is from 
0 = m(u’, y, x, u>- p(x, zl’y, ZJ) + u’ * g(y, x, u) and (U.2). (U.5) is from 
(U.2) and 0 = M. (U.6) is from 
0 = 2D(x, u, y, x) + R(u, xy, x) - R(u, y, x) . x + c(u, x, y) 
- B(u, x, xy) + B( 24, x, y) * x + 2B(x, x, y) . u - 2B(x, uy, x). 
The proof of Theorem G begins. 
LEMMA 10. Let IV = (R, R, U), then (R, R, T/t’“) _C Wi. 
The proof is by induction. Since WC U by Lemma 3, (R, R, Jvl) _C EC?, 
and the result is true for i = 1. We now show (R, R: Wr) C Wr and 
(Ii, R, TP) _C Ws implies (R, R, WrfS) C Wr+s. 
(R, R, WTWs) C (R, WT, RWs) + (R, Tt@, W>R + (R, R, Ws) TV’. 
by 0 = .D C (R, WT, R) Ws + 0 + (R, R, W) W by (U.4) and (U.2) C Wris 
by induction. This finishes the proof of Lemma 10. If S C R, let (S)# = 
ideal of R generated by S. 
LEMMA 11. ( tvi)# = wi + W$R. 
It is sufficient to show Wi + WiR is an ideal of R. (n;i + WiR>R C 
WiR + Wi . R” + ( Wi, R, R) C bfriR + (R, R, W<) by 0 = i? C W + W.R. 
R(Wi + WiR) _C RWi + R(RWi) C RWi + (R, R, Wi) C Wi + FVR. 
Therefore IV + WiR is an ideal of R. 
LEMMA 12. (lW)# . (W)# _C ( Wi+j)#. 
Proof. We do this proof in two parts. First, 
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by (U.2). Second, WiR . (JV)# C JV . R(JV)# + (Wi, (Wj)#, R) _C 
n7’(Wj)# + JVi(JJ/‘j)# . R C (W+j)# by the first part. 
LEMMA 13. If R is generated by a set of n elements G, then W”+l = 0. 
Proof. We do this proof in three parts. First: 
(U, R, R) C c (U g, R) 
geG 
2(u, xy, x) = (u, xy + yx, x) + (u, [x, y], x) = (u, xy + yx, x) by (U.l) and 
(U.2) = (a, x,yx + zy) + (u, y, xz + xx) by 0 = P = 2(u, x,yx) + 2&y, xx) 
by (U.l) and (U.2). 
Second: 
(U, a, R)( U, a, R) = 0. 
(U, a, R)(u, a, R) L (u, (u, a, R)a, R) by (U.4) C (u, (u, a, a% R) by 
0 E C = 0 by Lemma 3 and (U.2). 
Third: By 0 E R, 2W C (U, R, R). Thus 2n+lWm+l C (U, R, R)n+l. We 
will show (U, R, R)n+l = 0. 
n+1 
(u, R, W+l C 1 n W xi > R>, 
i=l 
where xi E G by the first part. In each product nyzi (U, xi , R) at least two 
of the xi are identical as there are fz + 1 q’s taken from a set G containing n 
elements. By the second part ny:i (U, xi, R) = 0. We have shown 
ww = 0 
Let ( Wi) = ((JV~)#)c. For each i, (W) is an ideal of R, and from Lemma 
12 we have <Wij(Wjj C (JT/“‘+j>. 
LEMMA 14. I” _C (JP>. 
This proof takes four steps: (14.1), (14.2), (14.3), and (14.4). 
Proof. (a, a, x2) = (a, ax + xa, x) by 0 = E = 2(a, a, x)x + (a, [a, x], x) 
by 0 = c. 2(a, a, bc) = (a, a, bc + cb) + (a, a, [b, c]) = (a, a, bc + cb) by 
(U.l) and (U.3). Combining these two statements gives us 
2(a, a, 6~) = 2(a, a, @c + 2(a, a, c)b + (a, [a, 44 + (a, [a, 4 b). (14.1) 
We now show: 
[RR, II L <WY (14.2) 
4[b, (a, a, 41 = 6@, a, [a, cl) - 6(c, a, [a, 4) + 3O(a, 6, a, 4 + 3[a, B@, a, ~11 
+ E(b, a, c) - 3R([a, 4, a, c) + 3R([a, c], a, b) E W. 
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By Lemma 4 we have [I?, (I?, R, R)] C W and thus [R, r] C W. 
c E I implies (a, a, c) E (W). (14.3) 
(a, a, cj = [c, ~]a - [ca, a] + m(c, a, uj + @a, c, u) E W by (14.2) 
PC(W). (14.4) 
Let CEI. By (14.1) 2( a, a, bc) = 2(a, a, b)c + Z(u, a, E)b + (u, [u, 61, c) +- 
(a, [a, c], b); (a, [a, b], c) and (a, [a, c], 6) are in (w> by (U.l), 2(a, a, bc) and 
2(n, a, c}b are in <W> by (14.3). The remaining term 2(a, a, b)c must also 
be in W. We have shown (a, a, b)I_C (W), and thus I2 C W. 
LEM.Mk 15. (I, 1, ni) c ( Wifl). 
The proof of Lemma 15 takes four steps. 
[(a, a, 4, bal = [(a, 4 bju, 61 = [( a, a, lib), b] = -[(a, a, b), ub] (15.1) 
by 0 s G, (U.6), and 0 = K. Therefore [(a, a, b), bu] = 0. 
((n, a, 4, h u) = 0. (15.2) 
3((% a, bj, 6 u> = [(a, a, b), & - [(a, a, b), bu] -I- S((a, a, b), b, a> = 0 
by 0 = p and (15.1). 
(I, I, Wi) c ( W”fl,\. (15.3) 
If c EI ((a, a, b), c, u) = -((a, a, c), b, u) by (15.2) E((W), b, U) by (14.3). 
Hence ((a, a, b), c, Wi) C ((W), R, (TP)) C ( Wt+l). Lie have now shown 
(I, 2; EVC) C W+l; this completes the proof of Lemma 15. 
LEMMA 16. (T;Tri>l - I C ~JP+~. 
(I;vi)# I - I _c ( Wf)# - I” + (( Wi)#, I, I) 
C (W~fl) + (Wi, I, Ij + (WR, I, I) 
by Lemmas 14, 12, and 11 
C ( Wi+l) + Wi(R, I, I) + ( Wi, I, IjR + ( Wi, R, [I, I]) 
by 0 EE m _C ( Wi+l> by Lemmas 15, 14, and 12. 
LEMMA 17. If R has n generators, thez Tp$’ = 0. 
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Proof. Let I,, = R and define inductively Ii+l = ITi * I. It is easy to show 
Ii is a right ideal for each i and Ii( C Ii . By Lemma 16, Izi C < Wi). This 
means R( T1)2n+2 C Iza+2 _C ( Wn+l) = 0. - 
We have finished the proof of Theorem G. 
LEMMA 18. In aJiniteZy generated strongly (-1, 1) ring R, x E (x(a, b, c) T$ 
implies x = 0. 
This means that if P is the right ideal generated by x(a, b, c), which has 
all right multiples of x(a, b, c), but not necessarily x(a, b, c) as R might not 
have an identity, this right ideal is always a proper right ideal, and even if you 
enlarge it to PC, it still is a proper right ideal. 
Proof. If 2i3jx = x(a, b, c), for some 7 E TR , then 2i3jx = xT~,,~,~)r and 
iterating (2i3i)nx = x(Tc,,,,,)~)~ = 0 for suitable index n > 0 as Tc~,~,JT E 
the ideal T1 which is nilpotent. Therefore x = 0. 
LEMMA 19. Suppose R is foot necessarily jinitely generated. Here also, 
x E (x(a, 6, c) T$ implies x = 0. 
Proof. If x E (x(a, b, c) TJc then 2$3jx = xT(~,~,JT for some T E TR . 
7 is a combination of sums and products of a finite number of elements of the 
form T,r : r E R. Let R# be the subring generated by a, b, c, x and the 
elements of which 7 was made. In R# x E (x(a, b, c) TRJc so x = 0. 
LEMMA 20. If R has no proper fat right ideals, then R is associative. 
Proof. I is a fat right ideal (actually, a fat two-ideal). Thus (1) I = 0 
and R is associative or 
(2) I = R. In th is case R(R, R, R) . R = 0 by Lemma 19; so R = 0. 
LEMMA 21. If R has no proper ideals, then R has no proper fat right ideals. 
Proof. Assume R has no proper ideals and that P is a proper fat right 
ideal of R. If u E P, then (R, R, u) C P since 2(a, b, u) = (u, 6, a) by 0 3 R. 
We continue by letting 
-41 = u, 
A, = (R R, A,), 
A la+1 = (R, R, 4. 
LetA=UA,.NowA2lJandACP;A+ARCPandA+ARisa 
2 ideal. Thus A = 0. So P n U = 0. Now [Pz, R] _C U and [P2, R] _C 
[PR, P] C P by 0 = C? and (U.l); therefore [Pz, R] = 0. Thus P* E P n U 
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so P2 = 0. Furthermore (R, P, P) C (P, P, R) = 0; so RP . P = 0. Let 
Pl = P + RP + (R, R, P). Pl is a right ideal since 
(R, R, P)R C (R, RR, R)P + (R RR, P) + (R PR, R) 
by 0 = D C RP + (R, R, P) C PI. We will show Plc f: R. 
PIP C P” + (RP)P + (R, R, P)P 
C 0 + 0 + (R, P, P)R + (R, R, p”) + (R, P, RP) by 0 = .D 
_C CR: p, RP) C (R p, PR) + (R 8 [R, PI) 2 (p, R, [R, PI) 
CPby(U.l) and O=$. 
Now Plcp” _C (PIP)” C P. If PI” = R, th en RP C P and P is a two-ideal, 
impossible. Thus Plc # R. 
Let us repeat this construction. 
PI = (p + RI’ + (R RR, p))“, 
J’z = (PI + Rp, + (R R, p&“, 
P n+l = (I’, + m, + CR, R pd”. 
Pi # R for all i, so Pi” = 0. Since U Pi is a two-ideal, we have R” = 0; 
this means RP C P. Therefore P is a two-ideal, contradiction. 
THEOREM H. If R is a simple strongly (- 1, 1) ring, then R is an associative 
$eld. 
Proof. If R has no proper ideals, by Lemma 21 R has no proper fat right 
ideals and by Lemma 20 R is associative. The center of R is 0 or a field. 
[R, R] 2 center. By Theorem A, [x, y]” = 0; hence [x, y] E 0. R must be 
commutative. A simple associative commutative ring is a field. So R is a 
field. 
4. (- 1, 1) RINGS GENEFLUED BY Two ELEMENTS 
In this part we first prove results on (- 1, 1) rings generated by two 
elements. In such a ring R, we show that (R, R, R) is contained in the center 
of R. This generalizes Kleinfeld’s results for (-1, 1) rings (Theorem -4) 
that (x, y, (x, x, y)) z (y, x, (x, x, y)) = 0. Furthermore, since (R, R, R) C 
center, (R, R, R)[R, R] = (R, R, R)2 = 0. Th ese again are generalizations. 
Kleinfeld had shown (x, x, y)[x, y] E 0 (Theorem A), and Maneri had 
shown (x, x, y)” = 0 [6, Eq. 121. We can also generalize many well known 
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results to powers; e.g., [xn, (y’, ys, xt)] = 0, (xT, xs, yt)[xp, y@J = 0, 
Lit, (Y’, ys, z>l = 3[yT, (x, %, y”)]. 
Furthermore by 0 E 0, in a ring generated by two elements, ([x, y], x, W) = 
([x, w], X, y). This last statement will be useful when we construct the free 
strongly (-1, 1) ring on two generators. This free (- 1, 1) ring gives us a 
nontrivial example that strongly (-1, 1) rings exist. It also shows that 
certain probable identities are false, namely ([u, b], a, 6) = 0 (see [5]). It 
further shows that the index of 3 in [a, Kj3 = 0 [4, Lemma 21 is the smallest 
possible. Finally, we construct another example of a strongly (- 1, 1) ring 
whose elements are real valued functions. 
LEMMA 22. Let R be any (- 1, 1) r&g. Let S _C R. If x E R such that 
[S, x] = (S, S, x) = 0, then 
[P, x] = (S2, s, x) = (S, s2, x) = (L-32, s2, x) = 0. 
Proof. The proof proceeds in seven steps. 
(1) (S, x, S) = (x, s, S) = 0, 
(2) [S2, xl = 0, 
(3) (S2, s, x) = 0, 
(4) Lx, (ST s, S)l = 0, 
(5) (x, s, [S, Sl> = 0, 
(6) (S, s”, x) = 0, 
(7) (Se, s2, x) = 0. 
In the proofs of all seven statements, let a, b, c represent elements of S, 
and let x represent an element of R satisfying the hypotheses. 
(1) is clear from 0 E B and 0 E 2. (2) is clear from 0 = M. (3) is clear 
from 0 3 N. (4) is clear from 0 E B. The proof of (5) takes three stages 
(5.1), (5.2), and (5.3). 
0 E X(x, c, a, 6) = 2(x, c, ab) - (x, b, [u, c]). 
The proof is a linearization of 0 = IV, see Lemma 5. Note that 
(5.1) 
0 = X(x, As, s, S) while 0 = W(R, R, R). 
X(x, c, a, b) = - qx + c, a, b) + iF(x, a, b) + W(c, a, b) 
- A(c, x, ab) + B(x, ab, c), 
0 = qx, b, c, a> = 2(x, b, rc, 4) + (x, c, [a, bl) + (x, 4 [b, cl). (5.2) 
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Again I’ is a function such that 0 = F(x, S, S, Sj. 
F(‘T, 6, c, uj = -X(x, b, a, c) + X(x, b, c, a), 
0 = qx, a, 6, cj = (Lx, a, [b, c]) f (x, 6, [c, a]) + (x, c, [a, b]). (5.3) 
Again Z is a function such that 0 = .??(x, S, S, Sj. 
4Z(x, a, b, cj = I+, a, b, cj + I@, 6, c, a) + qx, c, 8,6). 
We prove (5j: (x, a, [b, c]) = P(x, a, b, cj - z(x, n, b, cj = 0. We prove (6): 
from (5) and (5.1), (x, S, SB) = 0; using 0 = 2, 0 = B and (3), we have 
(S, s’, xj = 0, which is (6). (7) is an easy consequence of 0 = w and (6) 
and (2). 
?hE5REM I. Let R be any (-1, I) kg of char f2, 13. 0 S is a subset 
of R and [S, x] = (S, S, xj = 0 f or some element x E R, then [(S}, x] = 
(<S), (S), xj = 0 zvhere (S) is the sub&g generated by S. 
Proof. Let WI be the additive subgroup generated by the elements of S. 
Let Ft:, = H;i + &i+jsTl lViWj. That is, PVm is the set of all possible sums 
of products of n or less elements taken from S. It suffices to show [W% ~ x] = 
(Wfi , Wn , gj = 0 for all 12. We use induction. The case R = 1 is given. 
Assume result for Wn . Now W n+l C FE’,’ + Til’,L . By the inductive hypothesis, 
[Wn , x] = (Wn , T/G’, x) = 0. Thus, by Lemma 22, [W?,Z + Wm , x] = 
(Wn2 -f- W; , Wn2 f W, , xj = 0. Thus [W.n+l , x] = (Ev,,, , WRin+l, xj = 0. 
THEOREM J. Let R be n (- 1, 1) kg g enel-ated by tzvo elements a apzd 6. 
Then (R, R, Rj C cen.ter of R. Furthermore (R, R, R)[R, R] = (R, R, R)” = 0. 
The proof uses Theorem I where the set S = (a, (I}. We prove the theorem 
in four steps: 
(aj (S, S, Sj C center, 
(bj (S, S, R) CZ center, 
(cj (R, R, Sj C center, 
(d) (R, R, R) _C center. 
In the proof of each part, the preceding parts will be used but not always 
identified. In this proof, we let x and y represent elements of the ring R. 
To prove (a), it suffices to show (a, a, bj _C center. By 0 = &?, [S, (a, n, ZJ>] = 0, 
By Theorem A, (a, b, (a, a, 6)) = 0 and (b, a, (a, a, bj) = 0. By linearizing 
(x, y, (x9 x, y)) = 0 on the variable y, we have (a, a, (a, a, bjj = 0. Linear- 
izing on the variable x and using Theorem A, we have (b, b, (a, a, bj) = 0. 
We now prove (bj: [S, (S, S, Rj] = 0 by Lemma 2. We consider 
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(S, S, (S, S, R)). It suffices to consider the cases (a, a, (a, a, y)), (a, 6, (a, a,y)), 
(6, 4 (a, a, y)), (hb, (4 a, Y)), (a, 6, (a, 6, Y)), (a, 6, (6, a, Y)), (4 4 (4 6, Y)), 
(a, a, (6, u, y)). The first case is from part (a) by considering the ring generated 
by a and y. (a, 6, (a, a, y)) = 0 by linearizing (x, y, (x, x, y)) = 0 on the 
variable y. (6, a, (a, a, y)) = 0 by linearizing (y, x, (x, a-,~)) = 0 on the 
variable y. (6, 6, (a, a, y)) = 0 by linearizing 0 E (y, y, (x, x, y)) on the 
variable y. We shall now simultaneously show that (a, 6, (a, 6, y)) = 0 and 
(a, 6, (6, a, y)) = 0. Linearize (y, x, (y, x, y)) = 0 and (y, x, (x, x, y)) = 0 
to get 
(“1 (4 6, (4 6, Y>) $- (4 6, (Y, 6 4) + (Y, 6, (4 ha>) = 0 
(““1 (a, 6, (6, Y, a)) + (a, 6, (Y, 6,~)) + (a, Y, (h&4> = 0. 
Then 0 = (*) + (**) + (a, 6, &y, 6, u)) = 3(a, 6, (y, 6, u)) and char 23 
implies (a, 6, ( y, 6, a)) = 0. By (*) (a, 6, (a, 6, y)) = 0; by (**) 
(a, 6, (6, y, a)) = 0. Since (a, a + 6) generate R as well as (a, b), we have 
(a, a + 6, (a, u + 6, y)) = 0 and (a, u + 6, (a + 6, a, y)) = 0. These give 
us (a, a, (a, 6, y)) = 0 and (a, a, (6, a, y)) = 0, respectively. We are now 
finished with part (b). 
We now do part (c). To show [S, (R, R, S)] = 0, by Lemma 2 we need 
only show [a, (x, y, 6)] = 0. By Lemma 2 and part (b) applied to 
[a $- 6, (Y, x, a + 41, we know [a, (y, x, b)] + [b, (y, x, a)] = 0. Thus 
0 = -[u, J(y) x, 6 )] + P(u, 6, y, x) + [a, &. 4 y)l = [a, CT Y, @I. 
To show (S, S, (R, R, S)) = 0 it suffices to consider only (a, a, (x, y, b)), 
(a, 6, (x, y, b)), (6, a, (x, y, b)), (6, 6, (x, y, 6)). Let #(a-,~, 6) represent the 
inner associator in any one of the cases. By using #(x, y, 6) we will prove all 
cases of (S, S, (R, R, S)) = 0 simultaneously. By linearizing 
(Y, J', (.? Y, 4) = 0, (Y, x, (x, Y, 4) = 0, (-5 3'3 (x, y, 4) = 0, 
(x, x, (x, y, x)) sz 0 
for the respective parts, we find that in all cases #(s, y, 6) + #(b, y, x) = 0. 
Since x and y are interchangeable, #(y, x, 6) + #(b, x, y) = 0. By 
0 = (S, S, a(6, y, x)) we have 0 = #(6, y, 3) + #(y, x, 6) + #(x, 6, y) = 
3# (6,3~, x). Thus #(b, y, s) = 0 and consequently #(x, y, 6) = 0. This 
proves (c). 
We prove (d) by showing (x, x, y) C center. It suffices to show 
ru, (x7 x, Y)] = 0, (a, 6, (x, R, Y)> = 0, (a, a, (x, x, y)) = 0. 
The first is from 0 = R; the second comes by linearizing (y, x, (x, x, y)) = 0. 
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The third comes by linearizing (y, y, (x, x, y)) = 0. Since (R, R, R) C center 
by Theorem I and Lemma 4, the remainder of the theorem is clear. 
The Free Strongly (-1, 1) Ring on TWO Generators 
We now want to calculate the free strongly (- 1, 1) ring on two generators. 
In a strongly (--1,l) ring 11, we assume [R, R] C U. We shall show that the 
free (- 1, 1) ring on two generators “a” and “6” consists of sums of products 
of the form a%~, a% * (a, a, b), UW . (b, i?, a), arbs . (a, b! [a, b]), and the 
multiplication of these basis elements is given in Table I. 
TABLE I 
db” 
a’b” 
arbs 
La, bl 
arbs 
(6 b, 4 
&p 
1 0 
--St 1 
-2nt - rtk - st(t - 1) 0 
0 
3/2s(s - l)t(t - 1) 
-2st - rk 
0 0 
1 0 
0 0 
0 0 
--st - 2rk 3 
0 0 
0 0 
1 0 
0 0 
0 0 
0 0 
0 0 
0 0 
1 0 
0 0 
0 0 
(a> b, [a, bl) 0 0 
0 0 
0 0 
1 0 
0 
0 
1 
Q 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
cl 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
&I/30/183-If 
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The five entries listed for each product represent the coefficients of the 
respective basis elements. The exponents of a and b are adjusted to make the 
total degrees of the multiplicands equal to the total degree of the product in 
each generator. 
Our proof proceeds in two directions. First, we show that if R is a strongly 
(- 1, 1) ring, the elements multiply as the table indicates. Then we show that 
if the elements multiply as given in Table I, the resulting ring is a strongly 
(-1, 1) ring. 
In the first part, we use extensively that (R, R, R) C center, 
[R, R](R, R, R) = (R, R, R)(R, R, R) = 0. This leads to simplification of 
some of the formulas. We shall use these formulas repeatedly. Remember 
UEU 
(TY, u> = -(y, x, Zl), 
(my, z, It) = x(y, z, 24) + (x, x, u)y, 
(% Y% 4 = y(x, 2, u) + (x, y, u)x, 
([% yl, z, w) = ([x, ZL’], x, y). 
These are respectively 0 = g; 0 = m; combination of first two: 0 3 0 
and Theorem J. 
The proof consists of tedious calculations. They are outlined here. The 
basic calculation is for a’bJ . at@. This is done in seven stages: 
(1) (nr, bS, [at, P]) =: rstk LZ++~-~~~+~-~ . (a, b, [a, b]), 
(2) 2(a, a, bf) = 2t bt-1 . (a, a, b) - t(t - 1) bf--” * (a, b, [a, 6]), 
(3) 2(u’, us-, by = 2rst d+-%-I . (a, a, 6) 
- rst(t - 1) ur+s-%-a . (a, b, [u, b]), 
(4) 2(b”, b”, a*> = 2mt ut-lb~+s-~ . (6, b, a) 
- rst(t - 1) &*@+-a . (a, b, [a, b]), 
(5) [u’, by = rs ur-lb=1 . [u, b] + r(r - 1)s ur-abs-1 . (a, a, b) 
- rs(s - 1) ur--lbs-a * (b, b, u) 
- 3/2 r(r - 1) s(s - 1) a+%s-* . (a, b, [u, b]), 
(6) u’bs . utbk = ur+tbs+k _ (at, ur, b”) b” + [u’b”, at] b” 
- (u+bs, at, b”), 
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(7) [aW, a”] b” 
= -S~aF+-l~s+k-l. [(& b] 
- st(t - 1) - rst d+t-%s+7~-1 . (a, a, b) 
+ s(s - 1)t ar+t-lbs+k-t . (b, b, a) 
+ j3/2n(s - I)t + 2st(t - ljk i 
/3,‘2s(s - 1) t(t - 1) + 2rstk) artt-W+‘-” - * (4 h [a, 4 
(8) [a, k12 = 3(a, b, [a> 4). 
Now that the product a@ . a*@ is calculated, the rest of the table may be 
easily filled in by virtue of (R, R, R) C center, and (R, R, R)[R, R] = 
(R R R)(R R R) = 0, and the last statement, statement (8j. 
We now show that under the multiplication defined we have a strongly 
(- 1, 1) ring. First, it is an easy observation that all terms involving an 
associator are in the center. Next, a%” . [a, b] C U. From these 0bservation.s 
we know [CR, R], R] = 0. It remains to show R is a right alternative ring. 
This is clear by examining the following associators which have been 
calculated according to the multiplication given in Table I. 
- -- y(“& _ Q,) ar+t+~-2~s+k+~-l . (a, a, b) 
+ +$ _ ty) ar+t+z-l@+“‘~-” . (b, b, n) 
1/2r(z4K - 1) - ty(y - 
ar+fiz-2bs+k+y-2. (a, b, ia, 0 
i 
(&bs ~ [a, b], at@, &Y) = 2(.yk - ty) u”ff+--lbsTk+U--l . (a, b, [a, b]), 
(&‘ba, &k . &, b], a”b~) z .yx - ry ar+f+r--lbs+P+u--l . (a, b, [a, b]), 
(&s, a”@, &,k . [a, b]) z ---SK + ry ar+t+z--lbs+7G+y-1 . (a, b, [a, b]). 
A Second Example of a StroqLy (- 1, 1) Ring 
From the definition of the product in Table I, it seems reasonable that one 
might construct a strongly (- 1, 1) - g rin with the aid of partial derivatives. 
Here is such an example. 
Let D be a ring of real functions in two variables which possess all nth 
partial derivatives for all n. We define a multiplication on the additive group 
D x D x D s D x D (written vertically) by Table II. 
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TABLE II 
0 
a6 
0 
0 
0 -2a,6, - aI& 
0 0 0 
b bci 0 
0 0 0 
0 0 0 
0 - b,a, - 2b,& 3b6 
0 
0 
c 
0 
0 
0 
0 
0 
d 
0 
0 
0 
0 
0 
e 
0 
0 
cci 
0 
0 
0 
0 
0 
dE 
0 
0 
0 
0 
0 
ea 
0 
0 
aE 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
ad 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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This is again a strongly (- 1, 1) ring; 0 x 0 x D x D x D is an ideal 
in the center, 0 x D x D x D x D C Li, and the commutators and 
associators are given by 
5. STRONGLY (- 1,l) RINGS 
In Section 2, we showed that there are two basic types of (--I, 1) rings: 
associative rings and strongly (- 1, 1) rings. We now examine strongly 
(- 1, 1) rings in brief detail. 
THEOREM E. Let R be a strongly (- 1, 1) ring. Let N be the set of all 
nilpotent elements of R. Then N is an ideal of R, alid R/N is associative mtd 
commutative. The proof follows from the multiplication of the free (- 1, 1) 
ring on tz00 generators. See Section 4. 
COKOLLARY K. Let R be a jinite dimensional strongly (- 1, 1) algebra 
with identity e wer an algebraically closed jield K. Furthermore, assume every 
element of R is either nilpotent or kwtible. Then R = K + N (vector space 
direct sum). 
Proof. Since N is an ideal and a vector space, R = F f N (vector space 
direct sum) where e EF. Since every element of F is invertible (but its 
inverse may not lie in F), R/N = (F + N)jN is a field. R w Ke CF. Thus 
K YY (K + N)/N is a subfield of (F + N)/N. Since (K + N)/N .GZ K is 
algebraically closed and (F + N)/N is a finite extension, (K + NJ/N = 
(F + N)/N. Therefore K = F. 
Tmozsu L. Let R be a strongly (--I, 1) ring zoith idempotent e, then 
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R = R, @ R,, (direct sum). Furthermore, ex = xe = x for all x E RI and 
ex=xe=OforallxERO. 
Proof. This is the Peirce decomposition with respect to the idempotent e. 
We will show that e is in the center of R. Then eR = RI and (1 - e)R = RO 
will be the summands. [e, x] = 2[e, xe] - G(e, x, e) - [e, [x, e]]. Iterating 
gives [e, x] = 2[e, xe] = 4[e, xe] and thus [e, x] = 0. This means e E U. 
Since e E U, by 0 = i? it will suffice to show (e, x, y) = 0. (e, x, y) = 
2(e, x, y)e + N(e, e, x, y). Iterating gives (e, x, y) = 2(e, x, y)e = 4(e, x, y)e; 
thus (e, x, y) = 0. We have shown e E center of R and the rest of the proof 
is easy. 
By virtue of Theorems B, C, and L, and Corollary K, we have the following 
theorem. 
THEOREM M. If R is a Jinite dimensional (- 1, 1) algebra over an alge- 
braically closed jield K, then R = @ C Ri , i = 1, 2,..., n (direct sum) zjhere 
Ri is nilpotent OY Ri has identity e, . When Ri km identity, Ri = K Jr Ni , 
for Ni a nilpotent ideal of R. 
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