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3Re´sume´ :
Le travail pre´sente´ dans cette the`se concerne la Se´paration Aveugle de Sources (SAS). La
SAS consiste a` estimer n signaux inconnus (les sources) d’apre`s la seule connaissance de m
me´langes de ces signaux (les observations).
Nous e´tudions dans un premier temps l’identifiabilite´ des sources dans le proble`me de
la se´paration aveugle de me´langes line´aires instantane´s (sur-)de´termine´s (m ≥ n). Plusieurs
mode`les de sources identifiables sont examine´s. En particulier, il est montre´ que si les sources
posse`dent une diversite´ temporelle et/ou fre´quentielle, leur inde´pendance mutuelle a` l’ordre 2
suffit a` garantir leur identifiabilite´.
Nous de´crivons dans un deuxie`me temps quelques me´thodes de SAS construites sur les hy-
pothe`ses des mode`les identifiables examine´s. Ces me´thodes ont en commun d’eˆtre base´es sur une
proce´dure de diagonalisation simultane´e de matrices. Nous nous inte´ressons plus particulie`rement
a` une me´thode adapte´e aux sources non-stationnaires, base´e sur la diagonalisation simultane´e
de matrices extraites du Spectre de Wigner-Ville Spatial (SWVS) des observations a` certains
points du plan temps-fre´quence (et apre`s blanchiment spatial). Nous proposons une approche
the´orique dans un contexte stochastique qui justifie l’approximation en pratique du SWVS par
des Repre´sentations Temps-Fre´quence Spatiales de la classe de Cohen. Les performances de la
me´thode de´pendent dans une large mesure de la se´lection des points temps-fre´quence et nous pro-
posons un crite`re de se´lection robuste base´ sur la de´tection d’auto-termes simples des sources.
Une e´tude statistique des performances des me´thodes expose´es est re´alise´e sur des signaux
synthe´tiques non-stationnaires de type TVARMA. Une se´rie de crite`res d’e´valuation originaux
est propose´e.
Enfin, dans un troisie`me temps, nous montrons comment les me´thodes de SAS pre´sente´es
dans le cas de me´langes line´aires instantane´s peuvent eˆtre ge´ne´ralise´es a` la se´paration de me´langes
convolutifs a` Re´ponse Impulsionnelle Finie en utilisant une proce´dure de bloc-diagonalisation si-
multane´e. Quelques re´sultats sur des me´langes synthe´tiques de signaux audio sont pre´sente´s.
Mots cle´s :
Se´paration Aveugle de Sources, Spectre de Wigner-Ville Spatial, Repre´sentations Temps-
Fre´quence Spatiales, Signaux Non-Stationnaires.
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Introduction
La Se´paration Aveugle de Sources (SAS) consiste a` estimer n signaux inconnus (les sources)
d’apre`s la seule connaissance de m me´langes de ces signaux (les observations). Le terme aveugle
signifie que les sources ne sont pas observe´es.
La SAS posse`de de nombreuses applications (voir [Dev01] pour un panorama), notamment
dans les domaines du Traitement du Signal Audio et du Traitement du Signal Biome´dical.
Dans le domaine de l’Audio, la SAS concerne par exemple le «de´mixage» d’extraits musicaux
ste´re´ophoniques ou le rehaussement de la parole, pour la te´le´phonie mobile ou pour l’e´laboration
de prothe`ses auditives (voir [VFea03] pour un panorama des applications de la SAS en Audio).
Dans le domaine biome´dical, de nombreux travaux existent sur la se´paration d’Ele´ctroEnce´phalo-
Grammes (EEG) [VO00], Ele´ctroCardioGrammes (ECG) [LMV00] ou plus re´cemment Ele´ctro-
MyoGrammes (EMG) [FFDM04, FLF+03] (voir [Dev03] pour un panorama des applications
biome´dicales de la SAS).
La SAS posse`de plusieurs degre´s de difficulte´, selon les caracte´ristiques des sources et surtout
du me´lange. Plusieurs parame`tres sont a` prendre en conside´ration.
Le premier parame`tre est le nombre m d’observations par rapport au nombre n de sources.
Intuitivement, on conc¸oit aise´ment que le cas (sur-)de´termine´ (m ≥ n) est plus simple a` re´soudre
que le cas sous-de´termine´ (m < n), ce dernier cas ne pouvant ge´ne´ralement eˆtre re´solu qu’au
prix d’une importante information a priori sur les sources.
Un deuxie`me parame`tre est la nature du me´lange. Le me´lange le plus simple est le me´lange
line´aire instantane´ : a` chaque instant les observations sont des combinaisons line´aires des sources
au meˆme instant. Dans la re´alite´, les me´langes sont souvent convolutifs : a` chaque instant
les observations de´pendent aussi des sources aux instants pre´ce´dents. En Audio par exemple,
lorsque deux musiciens (jouant d’un instrument acoustique) sont enregistre´s par diffe´rents micros
dans une salle, l’effet de re´verbe´ration de la salle produit au niveau des micros un me´lange
convolutif. Dans la re´alite´ les me´langes sont aussi souvent variant dans le temps. Par exemple
lorsque des musiciens se de´placent, les fonctions de transfert de la salle entre les e´metteurs
(les musiciens) et les re´cepteurs (les micros) changent suivant les positions des e´metteurs et
re´cepteurs, produisant donc sur les micros un me´lange variant dans le temps. Enfin, les me´langes
peuvent eˆtre non-line´aires, par exemple certains micros ont un comportement non-line´aire, bien
souvent ne´gligeable, par rapport a` l’intensite´ des sources enregistre´es.
Enfin, un troisie`me parame`tre est la nature des sources. Nous verrons par la suite que
la plupart des me´thodes de SAS reposent sur l’hypothe`se que les sources sont mutuellement
inde´pendantes, au moins a` l’ordre 2. Ceci est une contrainte forte qui ne peut pas toujours eˆtre
ve´rifie´e en pratique. Nous verrons aussi que le cas de sources non-stationnaires est plus difficile
a` «appre´hender» que le cas de sources stationnaires.
La SAS est une discipline encore jeune, les premiers travaux sont attribue´s a` He´rault & Jut-
ten au milieu des anne´es 80 [HJA85] (voir [JT00] pour une histoire de la SAS). De ce fait, seuls
les me´langes Line´aires Invariant dans le Temps (LTI) ont e´te´ pour le moment essentiellement
aborde´s, et plus particulie`rement les me´langes line´aires instantane´s. Quelques auteurs se sont
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inte´resse´s a` la se´paration de me´langes (post) non-line´aires [TJ99, EK02] ou variant dans le temps
[Yer03].
Dans cette the`se nous nous sommes principalement inte´resse´s a` la se´paration de me´langes
line´aires instantane´s, notamment de sources non-stationnaires. Comme dans la majorite´ des
travaux sur la SAS, l’approche que nous adoptons est stochastique, c-a`-d que les sources sont
traite´es comme les re´alisations de se´quences ale´atoires. Les hypothe`ses que nous serons amene´s
a` formuler sur les sources portent ainsi sur les se´quences ale´atoires qui les mode´lisent. Il est a`
noter que des approches «de´terministes» de la SAS existent ; par exemple la se´paration aveugle
de sinuso¨ıdes noye´es dans du bruit fait l’objet de nombreux travaux d’Analyse Spectrale.
Nous e´tudions dans le chapitre 1 l’identifiabilite´ des me´langes line´aires instantane´s d’une
manie`re ge´ne´rale. Nous discutons des inde´terminations de la SAS et de la notion d’identifiabi-
lite´. Nous verrons qu’il n’est possible de re´soudre un proble`me de SAS qu’au prix de certaines
contraintes sur les sources. Nous proposons alors quelques mode`les de sources identifiables, c-
a`-d, re´pondant a` des hypothe`ses suffisamment contraignantes pour rendre le proble`me soluble.
Deux mode`les ge´ne´raux se distinguent. Si les sources posse`dent une diversite´ temporelle et/ou
fre´quentielle alors leur inde´pendance mutuelle a` l’ordre 2 suffit a` leur identifiabilite´. En re-
vanche, si les sources ne posse`dent pas de diversite´ temporelle et/ou fre´quentielle, c-a`-d, si elles
sont mode´lise´es par des se´quences identiquement et inde´pendamment distribue´es (i.i.d), dont au
plus une gaussienne, nous verrons que leur inde´pendance mutuelle stricte est ne´cessaire.
Dans les chapitres 2 et 3, nous de´crivons quelques me´thodes de se´paration construites sur
les hypothe`ses des mode`les de sources e´tudie´s. Le chapitre 2 de´crit quelques me´thodes standard
traitant le cas de sources stationnaires. Nous verrons notamment que dans le cas de sources
i.i.d, le proble`me de la SAS peut eˆtre re´solu par des me´thodes d’Analyse en Composantes
Inde´pendantes (ACI). Une attention particulie`re sera porte´e aux algorithmes JADE et SOBI,
base´s sur un processus de diagonalisation simultane´e de matrices.
Le chapitre 3 est quant a` lui de´die´ a` la se´paration de sources non-stationnaires. Une solu-
tion au sens du Maximum de Vraisemblance, propose´e par Pham & Cardoso est e´tudie´e dans
la partie 3.1. Puis, nous e´tudions dans la partie 3.2 une me´thode base´e sur la diagonalisation
simultane´e de matrices extraites du Spectre de Wigner-Ville Spatial (SWVS) des observations
a` certains points du plan temps-fre´quence (et apre`s blanchiment spatial). Nous proposons une
approche the´orique dans un contexte stochastique qui justifie l’approximation en pratique du
SWVS par des Repre´sentations Temps-Fre´quence Spatiales de la classe de Cohen. Les per-
formances de la me´thode de´pendent dans une large mesure de la se´lection des points temps-
fre´quence et nous proposons un crite`re de se´lection robuste base´ sur la de´tection d’auto-termes
simples des sources. Une e´tude statistique des performances des me´thodes expose´es, re´alise´e sur
des signaux synthe´tiques non-stationnaires de type TVARMA, est propose´e dans la partie 3.3,
ou` nous proposons en outre une se´rie de crite`res d’e´valuation originaux.
Nous montrons dans le chapitre 4 comment les me´thodes de SAS pre´sente´es dans le cas de
me´langes line´aires instantane´s peuvent eˆtre ge´ne´ralise´es a` la se´paration de me´langes convolutifs
a` Re´ponse Impulsionnelle Finie (RIF) en utilisant une proce´dure de bloc-diagonalisation simul-
tane´e. Nous proposons en annexe un algorithme de type Jacobi pour la bloc-diagonalisation
simultane´e. Cependant, cet algorithme soule`ve encore en pratique des proble`mes de convergence
dont nous discuterons. Quelques re´sultats sur des me´langes synthe´tiques de signaux audio sont
pre´sente´s.
Enfin, plusieurs perspectives de recherche seront propose´es en conclusion.
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Dans un tout premier temps, nous de´finissons les notations et quantite´s mathe´matiques
utilise´es par la suite.
Notations matricielles
Soit une matrice M = {mij} ∈ Cm×n. On note M sa conjugue´e, MT sa transpose´e et
MH =MT sa transconjugue´e. M est une matrice hermitienne si elle ve´rifie MH =M.
La notation ‖M‖F de´signera la norme de Frobenius de´finie par :
‖M‖F =
√∑
ij
|mij |2 =
√
trace(MHM) (1)
La norme p d’un vecteur m de Cn×1 ou C1×n, de composantes {m1, . . . ,mn}, est de´finie par :
‖m‖p =
(
n∑
i=1
|mi|p
) 1
p
(2)
La notation diag (m) de´signera la matrice diagonale de Cn×n dont les e´le´ments diagonaux sont
e´gaux aux composantes de m. La notation diag (M) de´signera la matrice diagonale de Cn×n
dont les termes diagonaux sont e´gaux aux termes diagonaux de M.
La matrice identite´ de dimension m×m sera note´e Im. La matrice nulle de dimension m×m
sera note´e 0m.
Pseudo-inverse de Moore-Penrose
La pseudo-inverse de Moore-Penrose de M ∈ Cm×n est l’unique matrice M# ∈ Cn×m
ve´rifiant [GL96] :
MM#M = M (3)
M#MM# = M# (4)
(MM#)H = MM# (5)
(M#M)H = M#M (6)
Si m ≥ n et si (MHM) est inversible, alors :
M# = (MHM)−1MH (7)
Si m ≤ n et si (MMH) est inversible, alors :
M# =MH (MMH)−1 (8)
Si m ≥ n et si M est de rang plein (e´gal a` n), si M = UΣV de´signe une de´composition en
valeurs singulie`res de M telle que :
– U ∈ Cm×n ve´rifie UH U = In,
– Σ ∈ Rn×n est diagonale > 0,
– V ∈ Cn×n est orthonormale,
alors la pseudo-inverse de Moore-Penrose de M s’e´crit :
M# = VH Σ−1UH (9)
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Matrices positives
Soit M ∈ Cn×n. On dit que M est positive (que l’on note M ≥ 0) ssi ∀x ∈ Cn×1\{0},
xHMx ≥ 0. On dit que M est de´finie positive (que l’on note M > 0) ssi ∀x ∈ Cn×1\{0},
xHMx > 0.
Racine carre´e d’une matrice hermitienne positive
SoitM ∈ Cn×n une matrice hermitienne positive.M posse`de plusieurs racines carre´es, c-a`-d
qu’il existe plusieurs matrices X ∈ Cn×n telles que M = XXH . Cependant, M ne posse`de
qu’une unique racine carre´e hermitienne positive [GL96]. On notera M
1
2 cette matrice, qui sera
de´signe´e comme la racine carre´e de M et telle que :
M =M
1
2 M
H
2 =M
1
2 M
1
2 (10)
Si M est hermitienne de´finie positive, alors (M
1
2 )−1 = (M−1)
1
2 , (M
1
2 )H = (MH)
1
2 , (MH)−1 =
(M−1)H , de sorte que la notation M−
H
2 , utilise´e par la suite, ne pre´sente aucune ambigu¨ıte´ (les
exposants «commutent»).
Se´quences ale´atoires
Soit {x[t]}t=0...T−1 une se´quence ale´atoire (e´ventuellement complexe). La notation x[·] de´signera
un e´chantillon quelconque de la se´quence. Prive´ d’indice (temporel), x de´signe l’ensemble des
e´chantillons :
x
def= [x[0], . . . , x[T − 1]]
La densite´ de probabilite´ de x est note´e p(x) = p(x[0], . . . , x[T − 1]). Sauf indication contraire,
la densite´ de probabilite´ d’une variable ale´atoire v sera note´e p(v), c-a`-d que la variable de
la fonction identifie la densite´. Par exemple, si la se´quence est inde´pendemment distribue´e on
e´crira :
p(x) =
T−1∏
t=0
p(x[t]) (11)
ou` p(x[t]) de´signe alors la densite´ de probabilite´ de l’e´chantillon x[t] a` l’instant t.
Nous allons a` pre´sent de´finir la covariance et le Spectre de Wigner-Ville de se´quences
ale´atoires. Afin de simplifier les de´finitions nous supposerons que les se´quences sont de lon-
gueur infinie. Une se´quence x de longueur finie T pourra alors eˆtre repre´sente´e par une se´quence
de longueur infinie e´gale a` x si t ∈ J0, T − 1K, nulle ailleurs.
Covariance
On note rxx[t, τ ] l’auto-covariance de la se´quence x, suppose´e centre´e, de´finie ∀(t, τ) ∈ Z2
par :
rxx[t, τ ]
def= E{x[t+ τ ] x¯[t]} (12)
ou` E{·} de´signe l’espe´rance d’une variable ale´atoire. La covariance croise´e de deux se´quences
ale´atoires centre´es x et y est note´e :
rxy[t, τ ]
def= E{x[t+ τ ] y¯[t]} (13)
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Soit x une se´quence ale´atoire vectorielle (c-a`-d, ∀t ∈ Z, x[t] ∈ Cm×1). En supposant x centre´e,
la covariance de x est de´finie par :
Rxx[t, τ ] def= E{x[t+ τ ]x[t]H} (14)
Spectre de Wigner-Ville
On note sxx[t, f) le Spectre de Wigner-Ville (SWV) de la se´quence x centre´e, de´fini pour
(t, f) ∈ Z× [0, 12 [ par [Fla99] :
sxx[t, f) = 2
+∞∑
τ=−∞
E{x[t+ τ ] x¯[t− τ ]} e−j4pifτ (15)
= 2
∑
τ
rxx[t− τ, 2 τ ] e−j4pifτ (16)
La notation [t, f) signifie que le SWV est discret en temps et continu en fre´quence. Le SWV est
pe´riodique en fre´quence de pe´riode 12 . La notation sxx[t, f ] de´signera un e´chantillonnage a` pas
fixe du SWV de F points sur l’axe fre´quentiel, pour (t, f) ∈ Z× J0, F − 1K :
sxx[t, f ] = sxx
[
t,
f
2F
)
(17)
Si la se´quence x est stationnaire et colore´e, alors rxx[t, τ ] = rxx[τ ] et :
sxx[t, f) = 2
+∞∑
τ=−∞
rxx[2 τ ] e−j4pifτ (18)
= 2
∑
τ pair ∈ Z
rxx[τ ] e−j2pifτ (19)
= sxx(f) (20)
Pour des signaux stationnaires a` temps continu le SWV est e´gal a` la Densite´ Spectrale de
Puissance (DSP) (voir [Fla99]). Ceci n’est pas vrai pour des signaux a` temps discret. En effet,
la DSP dspxx(f) d’un signal stationnaire x a` temp discret est de´finie comme la transforme´e de
Fourier de sa fonction d’auto-covariance :
dspxx(f) =
+∞∑
τ=−∞
rxx[τ ] e−j2pifτ (21)
On voit donc que par rapport a` la DSP, le SWV ne prend pas en compte les retards impairs
mais double l’auto-covariance des retards pairs1.
Si la se´quence x est non-stationnaire et blanche, alors rxx[t, τ ] est nul pour τ 6= 0. On a
alors :
sxx[t, f) = 2 rxx[t, 0] (22)
= sxx[t] (23)
Le SWV croise´ de deux se´quences ale´atoires centre´es x et y est de´fini par :
sxy[t, f) = 2
∑
τ
E{x[t+ τ ] y¯[t− τ ]} e−j4pifτ (24)
= 2
∑
τ
rxy[t− τ, 2 τ ] e−j4pifτ (25)
1Ceci est du au parti pris de faire apparaˆıtre dans la de´finition du SWV l’instant central t, alors que dans la
de´finition de la covariance t repre´sente un instant marginal.
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Le Spectre de Wigner-Ville Spatial (SWVS) de la se´quence vectorielle x est de´fini par :
Sxx[t, f) = 2
∑
τ
E{x[t+ τ ]x[t− τ ]H} e−j4pifτ (26)
= 2
∑
τ
Rxx[t− τ, 2 τ ] e−j4pifτ (27)
Chapitre 1
Identifiabilite´ des me´langes line´aires
instantane´s
Nous traitons dans ce chapitre un ensemble de proprie´te´s the´oriques lie´es a` la se´paration de
me´langes line´aires instantane´s et notamment a` leur identifiabilite´. Dans le paragraphe 1.1 nous
introduisons le mode`le line´aire instantane´, accompagne´ de quelques hypothe`ses fondamentales.
Nous y discutons des inde´terminations sur le gain et l’ordre des sources de la SAS. Ceci nous
ame`nera a` introduire le concept d’identifiabilite´, puis a` pre´senter quelques mode`les de sources
identifiables dans le paragraphe 1.3. Auparavant nous aurons introduit au paragraphe 1.2 le
concept d’orthonormalisation d’un me´lange, ne´cessaire pour prouver l’identifiabilite´ des mode`les
que nous pre´sentons, et dont nous discuterons l’inte´reˆt en pratique. De nombreuses notions intro-
duites dans ce chapitre sont inspire´es des travaux de Tong, Liu, Soon et Huang sur l’identifiabilite´
des me´langes line´aires instantane´s [TLSH91].
1.1 Ge´ne´ralite´s
1.1.1 Hypothe`ses fondamentales
Conside´rons le mode`le line´aire instantane´ suivant :
x[t] = As[t] + n[t] (1.1)
ou` ∀t ∈ J0, T − 1K :
– x[t] = [x1[t], . . . , xm[t]]T est le vecteur de dimension m contenant les observations,
– s[t] = [s1[t], . . . , sn[t]]T est le vecteur de dimension n contenant les sources,
– A est la matrice de me´lange,
– n[t] = [n1[t], . . . , nm[t]]T est un vecteur de dimension m contenant le bruit.
On rappelle qu’avec les notations de´finies pre´ce´demment, on note :
s = [s[0], . . . , s[T − 1]] (1.2)
et
∀i ∈ J1, nK , si = [si[0], . . . , si[T − 1]] (1.3)
D’ou` s = [sT1 , . . . , s
T
n ]
T , et on dira que s1, . . . , sn sont les composantes de s.
On suppose en outre :
(H1) m ≥ n,
(H2) A est une matrice de dimensions m× n de rang plein, c-a`-d, rang (A) = n,
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(H3) s est la re´alisation d’une se´quence ale´atoire vectorielle centre´e, de composantes non
nulles,
(H4) n est la re´alisation d’une se´quence ale´atoire vectorielle centre´e i.i.d de covariance σ2 Im,
inde´pendante de s.
Sauf indication contraire, les signaux et la matrice de me´lange seront suppose´s eˆtre a` valeurs
dans C.
On note HA l’ensemble des matrices ve´rifiant (H1) et (H2). On note Hs la mode´lisation des
sources induite par (H3), et on utilisera (abusivement) la notation s ∈ Hs pour signifier que s
re´pond aux hypothe`ses de´finissant Hs.
1.1.2 Inde´terminations
Nous introduisons dans ce paragraphe la notion d’espace d’identification, qui contient l’en-
semble des matrices et signaux (A′, s′) ∈ HA ×Hs satisfaisant l’e´quation (1.1).
De´finition 1 (Espace d’identification)
Soit e ∈ Cm×T . L’espace d’identification de e, note´ Ie, est de´fini par :
Ie = {(A′, s′) ∈ HA ×Hs | e = A′ s′} (1.4)
Concernant notre proble`me de SAS on a donc (A, s) ∈ I(x−n). En outre, (A′, s′) ∈ I(x−n) ssi
A′ s′ = As.
Pour toute matrice inversible M ∈ Cn×n, on a (AM,M−1 s) ∈ I(x−n). Il apparaˆıt donc que
sans autres hypothe`ses sur les sources et la matrice de me´lange que celles caracte´risant l’ensemble
HA ×Hs, le proble`me de la se´paration de sources de´crit par le mode`le (1.1) ne posse`de pas une
unique solution mais qu’au contraire il posse`de une forte inde´termination.
Cependant, il est clair que n’importe quel e´le´ment (A′, s′) de l’espace d’identification I(x−n)
n’est pas une bonne estimation de (A, s) dans la mesure ou` il ne posse`de pas obligatoirement
les meˆme caracte´ristiques que (A, s), telles que les formes d’ondes ou certaines proprie´te´s sta-
tistiques.
Dans de nombreuses applications, seule la forme d’onde des signaux que l’on cherche a`
extraire importe vraiment, et notamment plus que le gain (c-a`-d, l’e´nergie) des sources ou leur
nume´ro d’ordre (qui est une caracte´ristique immate´rielle). Ainsi, si D ∈ Cn×n est une matrice
diagonale inversible etP ∈ Rn×n une matrice de permutation, les signaux s′ = PDs peuvent eˆtre
conside´re´s comme e´tant une estimation satisfaisante des sources. Cette notion peut se formaliser
par la de´finition d’une relation d’e´quivalence sur I(x−n), dite de conservation de la forme d’onde.
De´finition 2 (Relation de conservation de la forme d’onde)
Soient (A1, s1) et (A2, s2) deux e´le´ments de HA × Hs. (A1, s1) et (A2, s2) ve´rifient la relation
de conservation de la forme d’onde suivante, note´e (A1, s1) ∼ (A2, s2) si l’on a :
s1 = PDs2 (1.5)
A1 = A2D−1PT (1.6)
ou` D ∈ Cn×n est diagonale inversible et P ∈ Rn×n est une matrice de permutation.
Lorsque cette notation ne pre´sente pas d’ambigu¨ıte´, on notera abusivement s1 ∼ s2 la rela-
tion (1.5) et A1 ∼ A2 la relation (1.6). Notons que, puisque m ≥ n, pour (A1, s1) et (A2, s2)
∈ I(x−n) (et donc A1 s1 = A2 s2), si A1 ∼ A2 alors (A1, s1) ∼ (A2, s2). Il suffit donc de montrer
A1 ∼ A2 pour montrer (A1, s1) ∼ (A2, s2) 1.
1Ceci n’est pas vrai dans le cas n > m et constitue toute la difficulte´ de la se´paration de me´langes sous-
de´termine´s.
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Proprie´te´ 1 (Relation d’e´quivalence)
La relation de conservation de la forme d’onde est une relation d’e´quivalence (c-a`-d qu’elle
posse`de les proprie´te´s de re´flexivite´, syme´trie et transitivite´).
La preuve de cette proprie´te´ de´coule directement de la de´finition 2. On dira donc de deux
e´le´ments de HA × Hs ve´rifiant la relation de conservation de la forme de d’onde qu’ils sont
e´quivalents.
Proprie´te´ 2 (Proprie´te´s statistiques de la relation d’e´quivalence ∼)
Soient (A1, s1) et (A2, s2) deux e´le´ments de HA × Hs tels que (A1, s1) ∼ (A2, s2). Soient
s1,1, . . . , s1,n et s2,1, . . . , s2,n les composantes de s1 et s2. Alors on a les proprie´te´s suivantes :
a) Les se´quences s1,1, . . . , s1,n sont mutuellement inde´pendantes ssi les se´quences s2,1, . . . , s2,n
sont mutuellement inde´pendantes.
b) Rs1s1 [t, τ ] est diagonale ssi Rs2s2 [t, τ ] est diagonale.
Preuve de la proprie´te´ 2
a) D’apre`s (1.5), ∀i ∈ J1, nK, s2,i = λi s1,p(i), ou` p de´signe une permutation de J1, nK et ou`
λi ∈ C, λi 6= 0. Donc les se´quences {s2,1, . . . , s2,n} sont mutuellement inde´pendantes ssi les
se´quences {s1,1, . . . , s1,n} sont mutuellement inde´pendantes.
b) D’apre`s (1.5), on a Rs2s2 [t, τ ] = PDRs1s1 [t, τ ]DHPT . Si Rs1s1 [t, τ ] est diagonale, alors
Rs2s2 [t, τ ] est diagonale, et inversement. 
L’inte´reˆt de la relation de conservation de la forme d’onde ∼ re´side dans le fait que, puisque
c’est une relation d’e´quivalence sur HA × Hs, elle de´finit une partition de HA × Hs. Ainsi, le
but de la se´paration aveugle du me´lange de´fini par (1.1) sera d’identifier la classe d’e´quivalence
a` laquelle appartient (A, s), ce qui revient a` estimer n’importe quel e´le´ment de cette classe.
Nous avons vu pre´ce´demment que sans autres hypothe`ses sur les sources et la matrice de
me´lange que celles de´finissant l’ensemble HA×Hs (paragraphe 1.1.1), il n’apparaˆıt pas eˆtre pos-
sible d’identifier exactement (A, s), ni meˆme la classe d’e´quivalence a` laquelle appartient (A, s).
En revanche nous allons montrer qu’en ajoutant des contraintes sur les sources, le proble`me peut
devenir identifiable.
1.1.3 Identifiabilite´
Nous introduisons dans ce paragraphe la notion d’identifiabilite´.
De´finition 3 (Identifiabilite´)
Supposons que les sources s satisfont une se´rie d’hypothe`ses (supple´mentaires a`Hs) qui de´finissent
un mode`le2 que l’on noteM. Alors on dit que la matrice de me´lange et les sources (A, s) ∈ I(x−n)
sont identifiables selon M ssi ∀(A′, s′) ∈ I(x−n) :
s′ ∈M⇒ (A′, s′) ∼ (A, s)
En d’autres termes, un mode`le M des sources est identifiable s’il suffit de trouver (A′, s′) tel que
x = A′ s′ + n et tel que s′ ∈ M pour que s′ soit une estimation de s a` permutations et gains
pre`s. Il important de souligner que l’identifiabilite´ est de´finie relativement a` un mode`le.
Remarquons que (A, s) n’est pas identifiable selon Hs car ∀M ∈ Cn×n inversible et non
diagonale, on a (AM,M−1 s) ∈ I(x−n) et M−1 s ∈ Hs mais (AM,M−1 s) 6∼ (A, s). D’ou` la
ne´cessite´ d’ajouter des hypothe`ses sur s pour rendre le proble`me identifiable.
Nous pre´sentons au paragraphe 1.3 plusieurs mode`les identifiables mais afin de prouver l’iden-
tifiabilite´ de ces mode`les nous devons introduire auparavant le concept d’orthonormalisation.
2A nouveau, on utilisera abusivement la notation s ∈ M pour signifier que s re´pond aux hypothe`ses de´finissant
le mode`le M.
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1.2 Orthonormalisation
Le concept d’orthonormalisation, largement utilise´ en SAS, est pre´sente´ avec rigueur dans
[TLSH91]. Nous en proposons une formulation plus simple et a` notre avis plus claire, base´e sur
la proprie´te´ suivante.
Proprie´te´ 3 (Orthonormalisation)
Soit W ∈ Cn×m une matrice de rang plein ve´rifiant :
WAMAHWH = In (1.7)
ou` M est une matrice hermitienne de´finie positive et A ∈ HA. On pose :
U =WAM
1
2 (1.8)
Alors on a :
UHW =M−
1
2 A# (1.9)
et
W#U = AM
1
2 (1.10)
Cette proprie´te´ montre qu’il est possible, connaissant AMAH , de calculer la matrice AM
1
2
en deux e´tapes : en calculant dans un premier temps une matrice W ve´rifiant la proprie´te´ (1.7)
puis en calculant la matrice U =WAM
1
2 . L’inte´reˆt de cette de´composition est que la matrice
U est orthonormale (d’ou` le nom d’«orthonormalisation») et nous verrons dans les prochains pa-
ragraphes que cette proprie´te´ est tre`s appre´ciable dans l’e´laboration de me´thodes de se´paration.
Nous verrons aussi que dans le cas des me´langes line´aires instantane´s la matrice M mode´lise
l’inde´termination sur le gain de la SAS. En effet, en pratique, bien que A soit inconnue, nous
serons en mesure d’estimer dans un premier temps une quantite´ de la forme AMAH , avec M
inconnue mais diagonale, puis d’estimer AM
1
2 , e´quivalente a` A.
Dans le cas des me´langes convolutifs, qui seront pre´sente´s dans le chapitre 4, nous verrons
que M mode´lise une inde´termination a` un filtrage pre`s sur les sources. En effet, il sera montre´
qu’un me´lange convolutif RIF peut eˆtre ramene´ a` un me´lange instantane´. Nous serons en mesure
d’estimer une quantite´ de la forme AMAH , avec cette fois M bloc-diagonale, puis d’estimer
AM
1
2 , e´quivalente a` A a` une matrice bloc-diagonale pre`s.
Avant de de´montrer la proprie´te´ 3, e´tudions l’existence deW. A e´tant une matrice de rang n
et M e´tant hermitienne inversible, AMAH est une matrice hermitienne de dimensions m×m
et de rang n. Elle posse`de donc m − n valeurs propres nulles. Soient λ1, . . . , λn ses valeurs
propres strictement positives et h1, . . . ,hn des vecteurs propres norme´s correspondants. On a
∀(i, j) ∈ J1, nK2 , i 6= j :
hHi AMA
H hi = λi (1.11)
hHj AMA
H hi = 0 (1.12)
Soit W la matrice ∈ Cn×m de´finie par :
W =
[
1√
λ1
h1 . . .
1√
λn
hn
]H
(1.13)
Par construction, on a :
WAMAHWH = Im (1.14)
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Par construction de rang plein et satisfaisant l’e´quation (1.7), W ve´rifie donc les hypothe`ses
de la proprie´te´ 3 - sans eˆtre toutefois l’unique matrice ve´rifiant ces hypothe`ses. On remarquera
qu’ainsi construite, les lignes de W sont orthogonales :
WWH = diag
(
1
λ1
, . . . ,
1
λn
)
(1.15)
Montrons a` pre´sent la proprie´te´ 3.
Preuve de la proprie´te´ 3
Soit A˜ = AM
1
2 . On a U = WA˜. Montrons dans un premier temps W#U = A˜. Soit la
de´composition en valeurs singulie`res suivante de A˜ :
A˜ = U1ΣU2 (1.16)
ou` :
– U1 ∈ Cm×n ve´rifie UH1 U1 = In,
– Σ ∈ Rn×n est diagonale > 0,
– U2 ∈ Cn×n est orthonormale.
On a alors A˜ A˜H = U1Σ2UH1 , soit encore :
UH1 (A˜ A˜
H)U1 = Σ2 (1.17)
Soit N =WWH . On pose :
V =WHN−
H
2 ∈ Cm×n (1.18)
On a :
VH V = N−
1
2 WWHN−
H
2 (1.19)
= N−
1
2 NN−
H
2 (1.20)
= N−
1
2 N
1
2 N
H
2 N−
H
2 (1.21)
= In (1.22)
Les colonnes de V sont donc orthonormales. En outre, on a :
VH (A˜ A˜H)V = N−
1
2 W (A˜ A˜H)WHN−
H
2 (1.23)
= N−1 (1.24)
N est par construction une matrice hermitienne de´finie positive. SoitN = LDLH la de´composition
en valeurs propres de N. Il vient donc :
(VL)H (A˜ A˜H) (VL) = D−1 (1.25)
On en de´duit donc d’apre`s (1.17), D−1 = Σ2 (e´ventuellement a` permutation de termes
diagonaux pre`s) et VL est e´gale a` U1 (a` permutations de colonnes pre`s, voire a` “rotations” de
colonnes pre`s si A posse`de des valeurs singulie`res de multiplicite´ supe´rieure a` 1). Il existe donc
Q ∈ Cn×n orthonormale telle que :
A˜ = (VL)ΣQ (1.26)
Q peut s’e´crire :
Q = Σ−1 (VL)H A˜ (1.27)
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D’ou`, avec Σ−1 = D
1
2 et N−
1
2 = LD−
1
2 LH ,
Q = Σ−1 LHN−
1
2 (WA˜) (1.28)
= D
1
2 LH (LD−
1
2 LH)U (1.29)
= LH U (1.30)
D’ou` :
A˜ = V (LΣLH)U (1.31)
= VN−
1
2 U (1.32)
= WH (WWH)−1U (1.33)
= W#U (1.34)
Finalement :
AM
1
2 =W#U (1.35)
En outre la pseudo-inverse de A˜ s’e´crit :
A˜# = QH Σ−1 LH VH (1.36)
= UH (LΣ−1 LH)VH (1.37)
= UHN
1
2 N−
1
2 W (1.38)
= UHW (1.39)
Finalement :
M−
1
2 A# = UHW (1.40)

1.3 Mode`les identifiables
Nous pre´sentons dans cette partie quelques mode`les de sources identifiables. Ces mode`les
posse`dent une hypothe`se commune : les sources sont mode´lise´es par des se´quences ale´atoires
mutuellement de´corre´le´es. Selon la nature des sources, cette hypothe`se peut eˆtre suffisante ou
non et deux types de mode`les sont a` envisager :
– si les sources posse`dent une diversite´ temporelle et/ou fre´quentielle, c-a`-d si leur SWV
varie en temps et/ou en fre´quence alors la de´corre´lation mutuelle des sources suffit a`
leur identifiabilite´. Le premier mode`le M1 que nous pre´senterons dans le paragraphe 1.3.1
conside`re le cas ge´ne´ral de sources non-stationnaires colore´es pour lequel le SWV des
sources de´pend effectivement du temps et de la fre´quence. Puis nous pre´senterons deux
cas particuliers : le mode`le M2 qui conside`re le cas de sources non-stationnaires blanches
(c-a`-d que le SWV des sources est constant en fre´quence) puis le mode`le M3 qui conside`re
le cas de sources stationnaires colore´es (c-a`-d que le SWV des sources est constant dans le
temps).
– si les sources ne posse`dent pas de diversite´ temporelle ou fre´quentielle, c-a`-d si leur SWV est
constant en temps et en fre´quence alors la de´corre´lation mutuelle des sources ne suffit plus
a` leur identifiabilite´. Ce cas de figure correspond aux hypothe`ses du mode`le M4 pre´sente´
au paragraphe 1.3.4 dans lequel les sources sont mode´lise´es par des se´quences ale´atoires
i.i.d. Nous montrerons que l’identifiabilite´ de ce mode`le est garantie si les sources sont
mutuellement inde´pendantes (au sens strict) et a` condition qu’au plus une source soit de
distribution gaussienne.
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1.3.1 Sources non-stationnaires colore´es et mutuellement de´corre´le´es (mode`le
M1)
Supposons que les sources posse`dent une diversite´ temporelle et/ou fre´quentielle, et qu’on
les mode´lise par des se´quences ale´atoires non-stationnaires et colore´es.
Les statistiques des sources varient alors au cours du temps, en particulier, leur covariance
Rss[t, τ ] de´pend du temps t et du retard τ , ou de manie`re e´quivalente, leur SWVS Sss[t, f ]
de´pend du temps t et de la fre´quence f .
On pose :
Rss = 1
T
T−1∑
t=0
Rss[t, 0] (1.41)
qui de´finit la «puissance temporelle moyenne» des sources.
Proprie´te´ 4
Soit M1 le mode`le de´fini par :
(M1) Les sources sont des se´quences non-stationnaires colore´es,
(M2) Les sources sont de´corre´le´es :
⇒ ∀(t, f), Sss[t, f ] = diag (ss1s1 [t, f ], . . . , ssnsn [t, f ])
(En particulier : Rss = diag (rs1s1 , . . . , rs2s2))
(M3) ∃ (t1, f1) tel que
∀i 6= j, ssisi [t1, f1]
rsisi
6= ssjsj [t1, f1]
rsjsj
Le mode`le M1 est identifiable.
Preuve de la proprie´te´ 4
Soit (A′, s′) ∈ I(x−n) tel que s′ ∈ M1. Montrons (A′, s′) ∼ (A, s). Nous avons vu pour m ≥ n
qu’il suffit de montrer A′ ∼ A.
Soit W ∈ Cn×m de rang plein ve´rifiant :
WARssAHWH = In (1.42)
Avec As = A′ s′, on a aussi :
WA′Rs′s′A′HWH = In (1.43)
En de´finissant U =WAR
1
2
ss et U′ =WA′R
1
2
s′s′ , on a donc, d’apre`s la proprie´te´ 3 :
AR
1
2
ss = W#U (1.44)
A′R
1
2
s′s′ = W
#U′ (1.45)
Montrons U ∼ U′.
Soit R =WASss[t1, f1]AHWH =WA′ Ss′s′ [t1, f1]A′HWH . On a :
R = UR−
1
2
ss Sss[t1, f1]R−
H
2
ss UH (1.46)
= UR−1ss Sss[t1, f1]UH (1.47)
De la meˆme fac¸on :
R = U′R−
1
2
s′s′ Ss′s′ [t1, f1]R
−H
2
s′s′ U
′H (1.48)
= U′R−1s′s′ Ss′s′ [t1, f1]U′H (1.49)
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U et U′ sont donc deux bases orthonormales dans lesquelles R est diagonale. Par hypothe`se les
coefficients diagonaux de R−1ss Sss[t1, f1] et R−1s′s′ Ss′s′ [t1, f1] sont distincts. On en de´duit :
U′ = UPΦ (1.50)
ou`P ∈ Rn×n est une matrice de permutation etΦ ∈ Cn×n est une matrice diagonale a` coefficients
de module unitaire. D’ou` :
A′R
1
2
s′s′ = W
#UPΦ (1.51)
= AR
1
2
ssPΦ (1.52)
et donc :
A′ = AR
1
2
ssPΦR−
1
2
s′s′ (1.53)
c-a`-d, A′ ∼ A. 
On peut constater de`s a` pre´sent que la preuve de la proprie´te´ 4 est «constructive». En
effet, en supposant pour simplifier le bruit nul (n = 0), si l’on peut estimer en pratique W et
Sxx[t1, f1] = ASss[t1, f1]AH , on voit que pour estimer la matrice AR
1
2
ss e´quivalente a` A, il
suffit de diagonaliser R =W Sxx[t1, f1]WH afin d’obtenir U.
Nous verrons par la suite que le principal enjeu des me´thodes de se´paration que nous
e´tudierons s’ave`re eˆtre l’estimation de la quantite´ Sxx[t, f ].
On peut montrer que la condition (M3) de M1 peut eˆtre assouplie. En effet, plutoˆt que
de supposer qu’il existe un point (t1, f1) fixe´ tel que les termes diagonaux de R−1ss Sss[t1, f1]
soient tous distincts (afin de garantir dans la preuve que U et U′ sont e´quivalentes), il suffit de
supposer l’existence d’un ensemble de points {(t1, f1), . . . , (tK , fK)} tels que pour chaque paire
de termes diagonaux aux positions i et j, il existe un point (tk, fk) pour lequel les deux termes
diagonaux aux positions i et j de R−1ss Sss[tk, fk] soient distincts. La preuve mathe´matique de
cette affirmation repose sur l’unicite´ de la diagonalisation simultane´e, notion qui sera pre´sente´e
ulte´rieurement. La preuve est donne´e dans [BAMCM97]. Ceci nous ame`ne au mode`le M′1, moins
contraint que M1.
Proprie´te´ 5
Soit M′1 le mode`le de´fini par :
(M1) Les sources sont des se´quences non-stationnaires colore´es,
(M2) Les sources sont de´corre´le´es :
⇒ ∀(t, f), Sss[t, f ] = diag (ss1s1 [t, f ], . . . , ssnsn [t, f ])
(M3) ∃ {(t1, f1), . . . , (tK , fK)} tels que
∀i 6= j, ∃ k ∈ J1,KK tel que ssisi [tk, fk]
rsisi
6= ssjsj [tk, fk]
rsjsj
Le mode`le M′1 est identifiable.
Deux mode`les de sources standard s’ave`rent eˆtre des cas particuliers du mode`le ge´ne´ral M1 :
le mode`le de sources stationnaires et colore´es et le mode`le de sources non-stationnaires blanches.
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1.3.2 Sources non-stationnaires blanches et mutuellement de´corre´le´es (mode`le
M2)
Si les sources sont non-stationnaires et blanches alors Rss[t, τ ] est nul pour τ 6= 0, et donc :
Sss[t, f ] = 2Rss[t, 0] (1.54)
= Sss[t] (1.55)
Le SWVS des sources Sss[t, f ] est constant en fre´quence et ne de´pend que du temps.
L’identifiabilite´ de ce mode`le peut alors aussi plus simplement s’e´crire en termes de cova-
riances.
Proprie´te´ 6
Soit M2 le mode`le de´fini par :
(M1) Les sources sont des se´quences non-stationnaires blanches :
∀τ 6= 0, Rss[t, τ ] = 0n
(M2) Les sources sont de´corre´le´es :
∀t, Rss[t, 0] = diag (rs1s1 [t, 0], . . . , rsnsn [t, 0])
(M3) ∃ t1 tel que
∀i 6= j, rsisi [t1, 0]
rsisi
6= rsjsj [t1, 0]
rsjsj
Le mode`le M2 est identifiable.
1.3.3 Sources stationnaires colore´es et mutuellement de´corre´le´es (mode`le M3)
Si les sources sont stationnaires et colore´es alors on a Rss[t, τ ] = Rss[τ ]. En particulier, la
variance des sources est constante dans le temps d’ou`, avec l’e´quation (1.41) :
Rss = Rss[0] (1.56)
En outre, avec la de´finition du SWVS donne´ par l’e´quation (26) on a :
Sss[t, f ] = 2
∑
τ pair ∈ Z
Rss[τ ]e−j 2pi f τ (1.57)
= Sss[f ] (1.58)
Le SWVS des sources Sss[t, f ] est constant dans le temps et ne de´pend que de la fre´quence.
L’identifiabilite´ de ce mode`le peut plus simplement s’e´crire en termes de covariances.
Proprie´te´ 7
Soit M3 le mode`le de´fini par :
(M1) Les sources sont des se´quences stationnaires colore´es :
∀(t, τ), Rss[t, τ ] = Rss[τ ]
(M2) Les sources sont de´corre´le´es :
∀τ, Rss[τ ] = diag (rs1s1 [τ ], . . . , rsnsn [τ ])
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(M3) ∃ τ1 tel que
∀i 6= j, rsisi [τ1]
rsisi [0]
6= rsjsj [τ1]
rsjsj [0]
Le mode`le M3 est identifiable.
Il va de soit que l’hypothe`se (M3) des mode`les M2 et M3 peut eˆtre assouplie de la meˆme
fac¸on que pour M1, donnant alors les mode`les M
′
2 et M
′
3.
1.3.4 Sources i.i.d et mutuellement inde´pendantes (mode`le M4)
On conside`re dans cette partie le cas ou` les sources sont mode´lise´es par des se´quences
ale´atoires i.i.d. Le fait de mode´liser des sources par des se´quences i.i.d peut relever de deux
motivations : 1) ou bien les sources ne posse`dent pas de diversite´ temporelle et/ou fre´quentielle
et ceci justifie quelle soient suppose´es i.i.d, 2) ou bien les sources posse`dent une diversite´ tempo-
relle et/ou fre´quentielle mais on choisira de ne pas l’utiliser dans la conception d’un algorithme
de se´paration, ce qui revient a` les supposer i.i.d.
Dans ce cas, en notant Rss[t] = Rss la covariance (constante) des sources, le SWVS des
sources vaut simplement :
Sss[t, f ] = 2Rss (1.59)
Le SWVS des sources Sss[t, f ] est constant en temps et en fre´quence.
Ceci implique que l’inde´pendance a` l’ordre deux des sources ne suffit pas a` garantir leur iden-
tifiabilite´. Il est alors ne´cessaire d’utiliser une information discriminante aux ordres supe´rieurs
par exemple en supposant les sources mutuellement inde´pendantes au sens strict.
Proprie´te´ 8
Soit M4 le mode`le de´fini par :
(M1) Les sources sont des se´quences identiquement et inde´pendamment distribue´es :
∀i ∈ J1, nK , p(si) = T−1∏
t=0
p(si[t]) et ∀(t, t′), p(si[t]) = p(si[t′])
(M2) Les sources sont mutuellement inde´pendantes, c-a`-d
p(s) =
n∏
i=1
p(si)
(M3) Une source au plus est gaussienne.
Le mode`le M4 est identifiable.
La preuve de la proprie´te´ 8 repose sur un the´ore`me de Darmois, adapte´ par Comon [Com94] :
The´ore`me 1
Soit v = [v1, . . . , vn]T un vecteur ale´atoire de dimension n, de composantes mutuellement
inde´pendantes (c-a`-d, p(v) =
∏n
i=1 p(vi)) et dont une composante au plus est gaussienne. Soit
C ∈ Cn×n une matrice orthonormale et w = Cv.
Alors les composantes de w sont mutuellement inde´pendantes ssi C = PΦ, ou` P ∈ Rn×n
est une matrice de permutation et Φ ∈ Cn×n est une matrice diagonale a` coefficients de module
unitaire.
1.3 Mode`les identifiables 29
Preuve de la proprie´te´ 8
Soit (A′, s′) ∈ I(x−n) tel que s′ ∈M4. Montrons A′ ∼ A.
Soit Rss = Rss[t, 0] et Rs′s′ = Rs′s′ [t, 0] les covariances respectives de s et s′ (constantes
puisque les signaux sont i.i.d). Soit W ∈ Cn×m de rang plein telle que :
WARssAHWH = In (1.60)
Avec As = A′ s′, on a :
WA′Rs′s′A′HWH = In (1.61)
En de´finissant U =WAR
1
2
ss et U′ =WA′R
1
2
s′s′ , on a donc, d’apre`s la proprie´te´ 3 :
AR
1
2
ss = W#U (1.62)
A′R
1
2
s′s′ = W
#U′ (1.63)
Montrons U ∼ U′.
On a WAs =WA′ s′, c-a`-d, UR−
1
2
ss s = U′R−
1
2
s′s′ s
′, soit encore :
R−
1
2
ss s = UH U′ R−
1
2
s′s′ s
′ (1.64)
Les composantes de s et s′ e´tant par hypothe`se respectivement mutuellement inde´pendantes,
elles sont en particulier de´corre´le´es, c-a`-d que les matrices Rss et Rs′s′ sont diagonales > 0. Les
composantes de R−
1
2
ss s[·] et de R−
1
2
s′s′ s
′[·] sont donc respectivement mutuellement inde´pendantes,
et par hypothe`se au plus une composante est de distribution gaussienne. D’apre`s le the´ore`me 1
on a donc :
UH U′ = PΦ (1.65)
ou`P ∈ Rn×n est une matrice de permutation etΦ ∈ Cn×n est une matrice diagonale a` coefficients
de module unitaire.
D’apre`s les e´quations (1.63) et (1.62) on a donc :
A′R
1
2
s′s′ = W
#UPΦ (1.66)
= AR
1
2
ssPΦ (1.67)
d’ou` :
A′ = AR
1
2
ssPΦR−
1
2
s′s′ (1.68)
et donc A′ ∼ A. 
1.3.5 Discussion
Nous avons de´montre´ l’identifiabilite´ de quatre mode`les de sources. La diffe´rence fonda-
mentale entre ces mode`les concerne l’existence d’une diversite´ temporelle et/ou fre´quentielle
des sources ou non. La proprie´te´ cle´ qui justifie l’identifiabilite´ de ces mode`les est la notion
d’inde´pendance mutuelle :
– Si les sources posse`dent une diversite´ temporelle et/ou fre´quentielle alors leur inde´pendance
mutuelle a` l’ordre 2 suffit a` garantir leur identifiabilite´ (mode`les M1, M2, M3),
– Si les sources ne posse`dent pas de diversite´ temporelle ou fre´quentielle et qu’elles sont
mode´lise´es par des se´quences i.i.d alors leur inde´pendance mutuelle au sens strict est une
fac¸on de garantir leur identifiabilite´, a` condition qu’une source au plus soit de densite´
gaussienne (mode`le M4).
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Par ailleurs, il est important de dissocier l’identifiabilite´ d’un mode`le des algorithmes construits
sur la base des hypothe`ses de´finissant ce mode`le. Le fait qu’un mode`le soit identifiable ne si-
gnifie pas qu’en pratique on sache effectivement se´parer des me´langes de sources re´pondant aux
hypothe`ses de ce mode`le.
Ainsi, la preuve de l’identifiabilite´ de M4 n’est pas constructive et nous verrons dans la
partie 2.1 comment le proble`me de la SAS sous les hypothe`ses du mode`le M4 est ramene´ a` un
proble`me d’Analyse en Composantes Inde´pendantes.
En revanche, nous avons souligne´ au paragraphe 1.3.1 que la preuve de l’identifiabilite´ de
M1 (et donc de M2 et M3) est constructive a` condition de pouvoir estimer W et Sxx[t, f ] (et
en ne´gligeant le bruit), ce qui dans le cadre ge´ne´ral de sources non-stationnaires colore´es n’est
pas trivial. C’est pourquoi l’inte´reˆt des mode`les M2 et M3 provient pre´cise´ment du fait que sous
leurs hypothe`ses moins ge´ne´rales que celles du mode`leM1, l’estimation en pratique du SWVS des
observations Sxx[t, f ] est beaucoup plus aise´e. Ainsi nous pre´senterons dans le paragraphe 2.2
la me´thode SOBI [BAMCM97] construite sur les hypothe`ses du mode`le M3. De la meˆme fac¸on,
nous pre´senterons dans le paragraphe 3.1 une me´thode de se´paration propose´e par Pham &
Cardoso [PC01] construite sur les hypothe`ses du mode`le M2. Le paragraphe 3.2 est quant a` lui
consacre´ a` la construction d’un algorithme base´ sur les hypothe`ses plus ge´ne´rales du mode`leM1.
Enfin, nous soulignons de`s a` pre´sent que le fait de construire un algorithme a` partir des
hypothe`ses d’un mode`le choisi M ne signifie pas que l’algorithme est voue´ a` l’e´chec lorsque les
sources qu’il doit estimer ne satisfont plus M. La robustesse de l’algorithme vis a` vis de l’e´cart
des sources au mode`le sur lequel l’algorithme a e´te´ construit reste alors e´tudier. Ceci sera illustre´
dans les simulations de la partie 3.3.
Chapitre 2
Algorithmes standard de se´paration
en me´lange line´aire instantane´
L’objectif commun des diffe´rentes me´thodes que nous allons pre´senter est l’estimation d’une
matrice e´quivalente a` A (donc a` gains et permutations pre`s sur les colonnes) ou d’une matrice
e´quivalente a` A# (cette fois a` gains et permutations pre`s sur les lignes). Plusieurs des me´thodes
expose´es par la suite proce`dent par estimation d’une matrice de se´paration B ∈ Cn×m telle que
B = PDA# (2.1)
ou` P ∈ Rn×n est une matrice de permutation et D ∈ Cn×n est une matrice diagonale inversible.
Notre estimation des sources sera alors :
sˆ = Bx (2.2)
= PDs+Bn (2.3)
Ainsi, dans le cadre de nos travaux, les estimations des sources seront bruite´es. Dans le contexte
de la se´paration de sources audio, une e´tape de de´bruitage supple´mentaire de sˆ pourrait eˆtre
envisage´e en utilisant par exemple une me´thode de restauration audio [WG03]. Cependant cette
perspective n’est pas e´tudie´e ici.
2.1 Se´paration de sources i.i.d (mode`le M4)
Nous proposons dans un premier temps de nous inte´resser aux me´thodes de se´paration de
me´langes de sources re´pondant au mode`le M4, dans la mesure ou` elles constituent l’approche
«historique» de la se´paration de sources.
Supposons s ∈M4. Supposons par ailleurs dans un premier temps n = 0. On a alors :
x = As (2.4)
D’ou`, ∀t ∈ J0, T − 1K :
x[t] =
n∑
j=1
aj sj [t] (2.5)
ou` aj de´signe la jeme colonne de A. Les sources e´tant identiquement distribue´es dans le temps,
les observations sont donc aussi identiquement distribue´es dans le temps :
∀t 6= t′, p(x[t]) = p(x[t′]) (2.6)
Chaque source si e´tant inde´pendamment distribue´e dans le temps et toutes les sources e´tant de
surcroˆıt mutuellement inde´pendantes, les observations sont inde´pendamment distribue´es dans le
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temps :
∀t 6= t′, p(x[t],x[t′]) = p
 n∑
j=1
aj sj [t],
n∑
j=1
aj sj [t′]
 (2.7)
= p(x[t]) p(x[t′]) (2.8)
Les observations sont donc aussi des se´quences ale´atoires i.i.d, mais elles ne sont plus mutuel-
lement inde´pendantes. L’objectif de la SAS devient alors de trouver une matrice de se´paration
B ∈ Cn×m telle que les composantes de y = Bx soient mutuellement inde´pendantes. On aura
alors (B#,y) ∈ I(x−n) et y ∈M4, et donc d’apre`s la proprie´te´ 8 :
(B#,y) ∼ (A, s) (2.9)
On s’aperc¸oit donc que l’objectif de la SAS, dans le cas de sources suppose´es i.i.d et mutuellement
inde´pendantes, est de recouvrer l’inde´pendance des composantes de y et non leur proprie´te´ i.i.d
qui est de toute fac¸on conserve´e par la multiplication de s par les matrices A et B.
Dans un premier temps nous montrerons comment e´crire un estimateur au sens du Maxi-
mum de Vraisemblance (MV) de A, en utilisant une distribution hypothe´tique des sources. Nous
verrons ensuite comment il est possible, partant du MV, d’aboutir a` des me´thodes de type entro-
pique/information mutuelle s’affranchissant de toute hypothe`se sur la distribution des sources.
En pratique, le bruit n sur les observations est traite´ comme un «parame`tre de nuisance»,
c-a`-d qu’il n’est pas pris en compte dans l’e´criture des me´thodes : on cherchera la matrice de
se´paration B telle que les composantes de y soient les plus inde´pendantes possibles, au sens d’une
certaine mesure d’inde´pendance entre les composantes de y, et le proble`me de la SAS devient
alors celui de l’Analyse en Composantes Inde´pendantes (ACI) [Com94]. Dans les paragraphes
qui suivent, et jusqu’a` indication contraire, on supposera donc n = 0.
Le fil conducteur des parties suivantes est celui adopte´ par Cardoso dans les articles [Car98a,
Car99].
2.1.1 Inde´pendance et de´corre´lation
Blanchiment spatial
E´tant donne´es des observations x nous avons donc ramene´ notre proble`me de SAS a` un
proble`me d’ACI qui consiste a` trouverB telle que les composantes de y = Bx soient inde´pendantes.
A cette fin une premie`re ide´e consiste a` re´aliser la de´corre´lation des observations, c-a`-d, a` les
rendre inde´pendantes a` l’ordre 2. Ceci revient a` calculerB telle que ∀i 6= j ∈ J1, nK2 ,E{yi[·]y¯j [·]} =
0, soit encore, en posant Ryy = Ryy[t, 0] :
Ryy = D (2.10)
ou` D ∈ Rn×n est une matrice diagonale > 0. En posant Rxx = Rxx[t, 0], cela revient a` chercher
B telle que
BRxxBH = D (2.11)
En tenant compte du caracte`re hermitien de Rxx, la de´corre´lation n’offre donc que n(n −
1)/2 e´quations (non-line´aires) pour mn parame`tres a` estimer. Ceci s’ave`re eˆtre insuffisant pour
re´soudre notre proble`me, ce qui signifie que l’inde´pendance a` l’ordre 2 ne suffit pas.
Cependant, nous verrons que la de´corre´lation pre´alable des observations peut simplifier
l’e´criture de plusieurs me´thodes d’ACI. Cette ope´ration de de´corre´lation, assortie de la nor-
malisation des variances des se´quences, est couramment appele´ le blanchiment spatial. Le blan-
chiment spatial consiste donc a` calculer une matrice W ∈ Cn×m telle que z def= Wx ait des
composantes de variance unitaire mutuellement de´corre´le´es, c-a`-d, en posant Rzz = Rzz[t, 0] :
Rzz = In (2.12)
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Avec z =WAs, W doit donc ve´rifier :
WARssAHWH = In (2.13)
En posant U =WAR
1
2
ss, U est une matrice orthonormale et on a :
z = WAx (2.14)
= UR−
1
2
ss s (2.15)
Ceci signifie qu’apre`s blanchiment, z est e´gal aux sources normalise´es R−
1
2
ss s a` un «facteur»
orthonormal U pre`s. En outre, d’apre`s la proprie´te´ 3 :
UHW = R−
1
2
ss A# (2.16)
et
W#U = AR
1
2
ss (2.17)
Le blanchiment spatial est donc un cas particulier d’orthonormalisation, qui permet de re´soudre
le proble`me de la se´paration des me´langes line´aires instantane´s en deux e´tapes : 1) estimation
d’une matrice de blanchiment spatial W, 2) estimation du facteur orthonormal U manquant.
Les e´quations (2.16) et (2.17) montrent qu’il n’est possible d’estimer A (ou A#) qu’a` la
matrice diagonale R
1
2
ss pre`s, qui contient les e´carts types inconnus des sources. La matrice R
1
2
ss
caracte´rise donc l’inde´termination sur le gain de la SAS. Nous verrons ulte´rieurement qu’il nous
sera possible d’estimer U uniquement a` des permutations de colonnes pre`s, ce qui caracte´risera
l’inde´termination sur l’ordre des sources. Afin de lever l’inde´termination sur le gain on supposera
jusqu’a` indication contraire :
Rss = In (2.18)
Blanchiment spatial en pratique
On a :
Rxx = ARssAH (2.19)
Une matrice W ve´rifiant l’e´quation (2.13) peut alors eˆtre calcule´e d’apre`s les e´le´ments propres
de Rxx comme indique´ au paragraphe 1.2. En pratique, en supposant les signaux ergodiques,
Rxx est estime´ par :
Rˆxx = 1
T
T−1∑
t=0
x[t]x[t]H (2.20)
Il est a` noter que l’erreur sur l’estimation de W ne peut pas eˆtre compense´e par l’estima-
tion ulte´rieure de U. L’indice de performance des algorithmes de se´paration ayant recours au
blanchiment spatial pre´alable des observations posse`de ainsi une borne infe´rieure quantifiable
[Car94]. Le blanchiment spatial demeure toutefois une ope´ration utile qui rame`ne le proble`me
de la SAS a` la recherche d’une matrice orthonormale, ce dont on tirera parti dans l’e´laboration
des me´thodes de se´paration pre´sente´es par la suite.
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2.1.2 Quelques me´thodes d’ACI en the´orie
Nous allons pre´senter dans ce paragraphe plusieurs me´thodes d’ACI en the´orie. Afin de
simplifier la pre´sentation des me´thodes nous nous placerons dans le cas m = n et dans le cas ou`
les sources et la matrice de me´lange sont a` valeurs re´elles. La plupart des me´thodes pre´sente´es
peuvent eˆtre ge´ne´ralise´es au cas sur-de´termine´ (m > n) et au cas complexe. Par exemple,
certaines me´thodes requie`rent un blanchiment spatial des observations afin de se ramener a`
l’estimation d’une matrice orthonormale de dimensions n × n. Les dimensions initiales de A
n’ont alors pas d’importance. Le lecteur est invite´ a` se reporter aux articles de re´fe´rence des
me´thodes expose´es pour en connaˆıtre l’exacte porte´e.
Fonctions de contraste
Aux me´thodes d’ACI que nous allons pre´senter est associe´e une fonction de contraste [Com94].
Une fonction de contraste C{v} est une fonction de la densite´ de probabilite´ d’une se´quence
ale´atoire v ∈ Rn×T qui ve´rifie :{
∀M ∈ Rn×n, C{Ms} ≥ C{s}
C{Ms} = C{s} ssi M ∼ In
(2.21)
Le fait que C{v} est une fonction de la densite´ de probabilite´ de v (et non d’une re´alisation de
v) est caracte´rise´ par l’utilisation de crochets {·} (au lieu de parenthe`ses (·)).
Ainsi, pour une fonction de contraste C{v} donne´e, les me´thodes que nous allons pre´senter
consisteront a` minimiser suivant B la fonction C{Bx} = C{BAs}. Si une matrice B minimise
C{Bx} on est alors assure´ d’avoir BA ∼ In, ce qui signifie dans le cas m = n que B est e´gale
a` A−1 a` gains et permutations pre`s sur les lignes, et qui s’ave`re eˆtre notre objectif.
Par la suite on notera y = Bx et on pourra parler de la minimisation de C{y} par rapport
a` B.
Le fait qu’une me´thode de se´paration soit base´e sur la minimisation d’une fonction de
contraste C{y} = C{Bx} lui confe`re la proprie´te´ d’e´quivariance [CL96]. Cette proprie´te´ si-
gnifie que les performances de la me´thode ne de´pendent pas de la matrice de me´lange A.
Il est important de rappeler que, dans le cas de sources suppose´es i.i.d et mutuellement
inde´pendantes, les se´quences s, x et y sont des se´quences i.i.d, ce qui signifie que leurs densite´s
de probabilite´s ps, px et py ne de´pendent respectivement que des densite´s de probabilite´ ps[·],
px[·] et py[·] de n’importe quel e´chantillon s[·], x[·] et y[·]. Ceci signifie en particulier que, dans
notre contexte, une fonction de contraste C{y} s’ave`re eˆtre plus simplement une fonction de py[·].
Fonctions de contrastes orthonormales
Nous verrons que la minimisation d’une fonction de contraste revient a` rendre les compo-
santes de y = Bx les plus inde´pendantes possibles au sens de la mesure d’inde´pendance de´finie
par la fonction de contraste. Dans la mesure ou` en pratique l’inde´pendance «exacte» ne peut
eˆtre recouvre´e, si la de´corre´lation mutuelle des composantes de y est souhaite´e alors il faut expli-
citement la prendre en compte dans la minimisation de la fonction de contraste. On parlera alors
de minimisation de C{y} sous contrainte de blancheur ou encore de minimisation du contraste
orthonormal C◦{y}. Cela pourra correspondre a` deux options :
– ou bien un blanchiment spatial pre´alable des observations aura e´te´ re´alise´ de sorte que
l’estimation de la matrice de se´paration B ait e´te´ ramene´e a` l’estimation d’une matrice de
se´paration V orthonormale telle que C{y} = C{Vz},
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– ou bien la minimisation du contraste C{y} = C{Bx} est re´alise´e sous la contrainte
Ryy = In.
Puisque les fonctions de contraste de´pendent de la densite´ de probabilite´ d’une se´quence
ale´atoire, il apparaˆıt que leur estimation d’apre`s des donne´es empiriques n’est pas triviale. Ce
proble`me sera l’objet du paragraphe 2.1.3, ou` l’imple´mentation pratique des diffe´rentes me´thodes
d’ACI pre´sente´es en the´orie sera conside´re´e. Nous e´tudierons en particulier l’algorithme JADE.
Approche du Maximum de Vraisemblance
Nous pre´sentons dans ce paragraphe une solution au sens du Maximum de Vraisemblance
(MV) du proble`me de la se´paration de sources [PG97, Car97, Car98a]. Soit q(s[·]) une distribu-
tion hypothe´tique d’un e´chantillon quelconque s[·] des sources.
Les sources e´tant mutuellement inde´pendantes on e´crira :
q(s[·]) =
n∏
i=1
qi(si[·]) (2.22)
Avec x[·] = As[·], la densite´ de probabilite´ d’un e´chantillon quelconque des observations s’e´crit
[Pap84] :
px[·](x[·];A, q) = |det(A)|−1 q(A−1 x[·]) (2.23)
Les observations x e´tant inde´pendamment distribue´es, la densite´ de probabilite´ de x s’e´crit :
px(x;A, q) =
T−1∏
t=0
|det(A)|−1 q(A−1 x[t]) (2.24)
En notant B = A−1, la log-vraisemblance de B (et q) par rapport a` x s’e´crit donc :
L(B, q) def=
1
T
log px(x;B, q) (2.25)
= log |det(B)|+ 1
T
T−1∑
t=0
log q(Bx[t]) (2.26)
Asymptotiquement, lorsque T → +∞, le crite`re du MV peut eˆtre formule´ comme une diver-
gence de Kullback entre deux densite´s de probabilite´. Soient v et w deux vecteurs ale´atoires sur
Rn×1. La divergence de Kullback de v a` w est de´finie par :
K{v ‖w} def=
∫
u
pv(u) ln
pv(u)
pw(u)
du (2.27)
Une proprie´te´ importante de la divergence de Kullback est qu’elle est positive, nulle ssi v et w
ont la meˆme distribution. Soit s′ une se´quence ale´atoire i.i.d de densite´ ps′[·] = q. Alors on peut
montrer [Car97] :
L(B, q) T→+∞−→ −K{Bx[·] ‖ s′[·]} + constante (2.28)
Pour une distribution q fixe´e, on peut ainsi associer au MV le contraste suivant :
CMV {y} = K{Bx[·] ‖ s′[·]} (2.29)
Sous cet aspect, l’estimateur du MV offre une nouvelle interpre´tation : il consiste a` trouver la
matrice de se´paration B qui minimise la divergence de Kullback entre la densite´ de y[·] = Bx[·]
et la densite´ hypothe´tique q des sources. En d’autres termes on cherche B qui fournit des esti-
mations des sources de distribution se rapprochant le plus, au sens de la divergence de Kullback,
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des hypothe`ses qui ont e´te´ faites sur la densite´ des sources.
Pour une distribution q fixe´e, ayant leve´ l’inde´termination sur le gain de la SAS en fixant
Rss = In, L(B, q) posse`de plusieurs maxima correspondant aux permutations de lignes possibles
de B. Pham & Garat montrent dans [PG97] que le gradient de L(B, q) par rapport a` B peut
eˆtre calcule´ explicitement et qu’il de´pend des fonctions score des sources. ∀i ∈ J1, nK, la fonction
score de la source si, de densite´ de probabilite´ qi, est de´finie par :
∀u ∈ R, ϕi(u) def= δ ln qi
δu
(u) (2.30)
=
1
qi(u)
δqi
δu
(u) (2.31)
On de´finit le vecteur score ϕ de s par :
∀u = [u1, . . . , un]T ∈ Rn×1, ϕ(u) def= [ϕ1(u1), . . . , ϕn(un)]T (2.32)
Le gradient de L(B, q) par rapport a` B s’e´crit alors [PG97] :
δL
δB
(B, q) =
(
1
T
T−1∑
t=0
H(Bx[t])
)
B−T (2.33)
ou` H(u) est la fonction de Rn×1 → Rn×n de´finie par :
H(u) def= ϕ(u)uT − In (2.34)
Si la distribution des sources est connue, le crite`re L(B, q) peut eˆtre facilement maximise´
selon B en utilisant une me´thode de type de descente de gradient, en-ligne ou hors-ligne, en uti-
lisant l’expression (2.33) du gradient. Cependant, dans cette formulation, le calcul du gradient a`
chaque ite´ration ne´cessite l’inversion de la matrice B, ce qui s’ave`re eˆtre une ope´ration couˆteuse
et qui prive la me´thode de la proprie´te´ d’e´quivariance. C’est pourquoi, il est pre´conise´ d’utiliser
l’expression du crite`re de MV sous forme de contraste et d’utiliser le gradient de CMV {y} «re-
latif» a` la structure particulie`re de l’espace de´fini par y = Bx. Le concept de gradient relatif
est de´crit par Cardoso dans [CL96]. Le gradient relatif ∇B CMV {y} de la fonction de contraste
C{y} sous la structure y = Bx s’e´crit :
∇B CMV {Bx} = δC{Bx}
δB
BT (2.35)
En utilisant par exemple l’expression asymptotique de l’e´quation (2.33), on peut montrer que le
gradient relatif de la fonction de contraste associe´e au crite`re de MV s’e´crit :
∇B CMV {y} = E{H(y[·])} (2.36)
En pratique, la minimisation de CMV {y} peut alors eˆtre re´alise´e par descente de gradient relatif
en remplac¸ant l’espe´rance dans l’expression (2.36) par une moyenne temporelle. La trame de la
me´thode hors-ligne peut alors s’e´crire :
Initialisation : B = In, y = x (2.37)
Hˆ ← 1
T
T−1∑
t=0
H(y[t]) (2.38)
B ← (In − µ Hˆ)B (2.39)
y ← By (2.40)
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ou` µ de´signe le pas de descente, e´ventuellement variable. La mise a` jour peut aussi eˆtre re´alise´e
directement sur les donne´es sans l’interme´diaire de la matrice B :
Initialisation : y = x (2.41)
Hˆ ← 1
T
T−1∑
t=0
H(y[t]) (2.42)
y ← (In − µ Hˆ)y (2.43)
Une version en-ligne est possible en utilisant une me´thode de descente de gradient sto-
chastique. La me´thode de descente de gradient stochastique consiste a` «omettre» l’ope´rateur
d’espe´rance dans la formulation du gradient relatif (2.36) et a` utiliser simplement H(Bx[t])
dans la mise a` jour de B a` l’arrive´e d’un e´chantillon x[t] a` l’instant t. La me´thode posse`de alors
la formulation en-ligne suivante :
Initialisation : B[0] = In (2.44)
y[t] ← B[t]x[t] (2.45)
B[t+ 1] ← (In − µ[t]H(y[t])) B[t] (2.46)
La me´thode du MV que nous venons de de´crire repose sur l’utilisation d’une densite´ hy-
pothe´tique q des sources, ou plus pre´cise´ment d’un vecteur score hypothe´tique ϕ des sources. De
nombreux travaux ont montre´ qu’il n’est pas ne´cessaire de connaˆıtre de manie`re pre´cise les fonc-
tions score re´elles des sources pour que les maxima du crite`re de MV correspondent a` la matrice
de me´lange re´elle a` permutations pre`s. Une illustration simple de ce phe´nome`ne est pre´sente´e
dans [Car98a]. La «marge d’erreur» autorise´e sur la spe´cification de ϕ peut eˆtre quantifie´e, ceci
est l’objet par exemple des travaux [CL96, ACC97].
On remarquera que la condition d’annulation du gradient relatif de CMV {y} s’e´crit :
E{ϕ(y[·])y[·]T } = In (2.47)
Les fonctions score e´tant non-line´aires (sauf pour des variables ale´atoires gaussiennes...) on voit
que le MV revient a` re´aliser une de´corre´lation «non-line´aire» des observations. Cette ide´e est la
cle´ des travaux «pionniers» de Jutten & He´rault en SAS [JH91].
Enfin, la minimisation de CMV {y} sous contrainte de blancheur est possible sans blanchiment
spatial pre´alable en remplac¸ant dans les algorithmes de minimisation H par H◦ de´finie par
[CL96] :
H◦(u) = uuT − In + ϕ(u)uT − uϕ(u)T (2.48)
Maximum de vraisemblance et Infomax
Le contraste CMV {y} a e´te´ propose´ par ailleurs par Bell et Sejnowski via une approche re´seau
de neurones [BS95], donnant a` leur me´thode le nom d’Infomax. Soient g1, . . . , gn les fonctions
de re´partitions de q1, . . . , qn de´finies par :
gi(u) =
∫ u
−∞
qi(v) dv ∈ [0, 1] (2.49)
Pour u = [u1, . . . , un]T ∈ Rn×1 notons g(u) = [g1(u1), . . . , gn(un)]. La fonction de contraste de
la me´thode Infomax est de´finie par :
CInfo{y} def= −H{ g(y[·]) } (2.50)
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ou` H{v} de´signe l’entropie diffe´rentielle du vecteur ale´atoire v sur Rn×1, de´finie par :
H{v} def= −
∫
u
pv(u) ln pv(u) du (2.51)
L’ide´e sous-jacente au contraste CInfo{y} est la suivante : si comme pre´ce´demment le vecteur
ale´atoire s′[·] a pour densite´ q, alors, puisque ∀i ∈ J1, nK, gi est la fonction de re´partition de qi,
le vecteur ale´atoire g(s′[·]) est uniforme´ment distribue´ sur [0, 1]n. Or, la densite´ uniforme sur
[0, 1]n est la densite´ posse´dant la plus haute entropie de toutes les densite´s de´finies sur [0, 1]n.
Donc g(Bx[·]) a la plus forte entropie si Bx[·] ∼ s′[·], d’ou` le contraste CInfo{y}. La me´thode
Infomax consiste donc a` chercher B telle que la densite´ de Bx[·] se rapproche de la densite´
hypothe´tique q au sens d’une mesure entropique. L’e´quivalence entre CInfo{y} et CMV {y} est
de´montre´e dans [Car97].
Vers des approches sans mode`le des sources
L’avantage principal de la me´thode du MV est qu’elle est simple a` mettre en oeuvre ; le
gradient relatif de la fonction de contraste CMV {y} se calcule explicitement ce qui permet de
minimiser le crite`re par une me´thode de gradient simple.
L’inconve´nient majeur est qu’un a priori sur la densite´ des sources est ne´cessaire. Nous allons
voir dans ce paragraphe comment il est possible de s’affranchir de tout a priori sur les sources,
au de´triment d’une mise en oeuvre en pratique plus de´licate.
La fonction de contraste du MV de´pend explicitement deB et implicitement de la distribution
hypothe´tique q choisie. Nous allons voir qu’il est possible de minimiser CMV {y} suivant B et q.
Soit, a` B fixe´, y˜[·] le vecteur ale´atoire dont les composantes y˜1[·], . . . , y˜n[·] sont mutuellement
inde´pendantes et telles que la densite´ de chaque composante y˜i[·] est e´gale a` la densite´ de la ieme
marginale yi[·] de y[·]. Alors, les composantes s′[·] e´tant inde´pendantes, on a [CT91] :
K{y[·] ‖ s′[·]} = K{y[·] ‖ y˜[·]}+K{y˜[·] ‖ s′[·]} (2.52)
K{y[·] ‖ y˜[·]} ne de´pendant pas de s′ (c-a`-d, de q), la minimisation de K{y[·] ‖ s′[·]} suivant q
est e´quivalente a` la minimisation de K{y˜[·] ‖ s′[·]} suivant q. A B fixe´, K{y˜[·] ‖ s′[·]} est minimal
(e´gal a` ze´ro) en choisissant s′[·] = y˜[·]. Ainsi, la maximisation de la vraisemblance L(B, q) par
rapport a` B et q revient a` la minimisation du contraste :
CIM{y} def= K{y[·] ‖ y˜[·]} (2.53)
CIM{y} n’est rien d’autre que l’information mutuelle du vecteur ale´atoire y, de´finie comme la
divergence de Kullback entre la densite´ d’un vecteur ale´atoire et la densite´ du meˆme vecteur
mais avec des composantes mutuellement inde´pendantes. L’information mutuelle est donc une
mesure directe de l’inde´pendance des composantes d’un vecteur ale´atoire.
Sous contrainte de blancheur, le contraste CIM{y} peut prendre une forme plus simple. En
effet, on peut montrer que sous la contrainte E{y[·]y[·]T } = In, l’information mutuelle est e´gale,
a` une constante pre`s a` la somme des entropies des marginales de y [Com94]. D’ou` le contraste :
C◦IM{y} c=
n∑
i=1
H{yi} (2.54)
ou` la notation c= signifie l’e´galite´ a` une constante pre`s. Le contraste C◦IM{y} offre une nouvelle
interpre´tation de l’ACI : le fait de me´langer des sources tend a` «gaussianiser» la densite´ de
chaque observation et donc, dans la mesure ou` la densite´ gaussienne posse`de la plus forte entro-
pie des densite´s de meˆme variance, a` augmenter leur entropie. Il est alors le´gitime de rechercher
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B comme la matrice de se´paration qui de´croˆıt au maximum l’entropie des composantes de y[·],
c-a`-d qui les e´carte le plus de la densite´ gaussienne. Ceci explique d’une certaine fac¸on pourquoi
on ne peut tole´rer dans le mode`le M4 au plus une source gaussienne : dans la mesure ou` la
densite´ d’une somme de variables ale´atoires gaussiennes est elle-meˆme gaussienne, on ne peut
pas rendre «moins gaussiennes» des combinaisons line´aires de sources gaussiennes. Ces ide´es
sont largement de´taille´es dans [HKO01].
Les contrastes CIM{y[·]} ou C◦IM{y[·]} sont des contrastes «canoniques» dans la mesure
ou` ils expriment explicitement l’objectif de l’ACI qui consiste a` recouvrer l’inde´pendance des
composantes de y[·]. Ils ne ne´cessitent donc pas d’information sur la structure de chacune des
sources ; ils n’utilisent que l’information «conjointe» que l’on posse`de des sources, a` savoir leur
inde´pendance mutuelle. Cependant, leur inconve´nient majeur est que leur gradient est difficile a`
exprimer et notamment difficile a` estimer en pratique [Pha96]. En particulier, leur gradient ne
se re´sume pas a` l’espe´rance d’une fonction des observations comme pour l’estimateur du MV.
Cependant, nous allons voir qu’une approximation simple a` base de cumulants des divers
contrastes pre´sente´s permet de construire des algorithmes efficaces, et qu’aux me´thodes de mi-
nimisation par descente de gradient peuvent se substituer des me´thodes de minimisation par
diagonalisation simultane´e. L’avantage des cumulants est que leur estimation en pratique est
tre`s simple.
2.1.3 Quelques me´thodes d’ACI en pratique
Approximation de la divergence de Kullback par des cumulants
Soient a, b, c et d quatre variables ale´atoires centre´es re´elles. Le cumulant d’ordre 4 de ces
variables ale´atoires est de´fini par :
cabcd
def= E{abcd} − E{ab}E{cd} − E{ac}E{bd} − E{ad}E{bc} (2.55)
Le cumulant d’ordre 2 de deux variables ale´atoires de´signe simplement la corre´lation de ces
variables.
Si les variables ale´atoires a, b, c et d peuvent eˆtre se´pare´es en deux ensembles de variables
ale´atoires mutuellement inde´pendantes alors leur cumulant d’ordre 4 s’annule. Par exemple si a
est inde´pendant de b, c et d alors cabcd = 0. Ceci montre que les cumulants d’ordre 4 constituent
une fac¸on de tester l’inde´pendance entre plusieurs variables ale´atoires, au dela` des cumulants
d’ordre 2.
Le cumulant d’ordre 4 caaaa d’une variable ale´atoire a centre´e est appele´ kurtosis et note´ :
ka
def= caaaa (2.56)
Si a, b, c et d sont de densite´ conjointe gaussienne alors leur cumulant d’ordre 4 est nul (plus
ge´ne´ralement, tous leurs cumulants d’ordre supe´rieur a` 2 sont nuls).
Si a et b sont deux variables ale´atoires de densite´s “proches” de la gaussienne, on peut e´crire
a` l’aide d’un de´veloppement d’Edgeworth [Car99] :
K{a ‖ b} ≈ 1
4
(σ2a − σ2b )2 +
1
48
(ka − kb)2 (2.57)
ou` l’on a note´ σ2a = raa et σ
2
b = rbb les variances de a et b.
Cette approximation est aussi valable pour des vecteurs ale´atoires v = [v1, . . . , vn]T et w =
[w1, . . . , wn]T sur Rn×1 :
K{v ‖w} ≈ 1
4
∑
ij
(rvivj − rwiwj )2 +
1
48
∑
ijkl
(cvivjvkvl − cwiwjwkwl)2 (2.58)
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Disposant de cette approximation, il est possible d’approximer la fonction de contraste du
MV de´finie par l’e´quation (2.29). La se´quence ale´atoire y e´tant i.i.d, on utilisera la notation
suivante :
ryiyj = ryi[·]yj [·] (2.59)
cyiyjykyl = cyi[·]yj [·]yk[·]yl[·] (2.60)
Cette notation est aussi valable pour les cumulants de x[·], s[·] et s′[·]. En notant rs′is′j = σ2s′i δij
et cs′is′js′ks′l = ks′i δijkl, il vient
1 :
CMV {y} ≈ C24{y} (2.61)
avec :
C24{y} def= 14
∑
ij
(ryiyj − σ2s′i δij)
2 +
1
48
∑
ijkl
(cyiyjykyl − ks′i δijkl)2 (2.62)
Sous cette approximation, le crite`re de MV apparaˆıt alors simplement comme une mesure de
l’e´cart entre les cumulants d’ordre de 2 et 4 des composantes de y[·] et des cumulants hy-
pothe´tiques de s′. Minimiser C24{y} sous contrainte de blancheur revient a` mettre un poids
infini au premier terme de C24{y}. On a donc :
C◦MV {y} ≈ C◦4{y} (2.63)
avec :
C◦4{y} def=
1
48
∑
ijkl
(cyiyjykyl − ks′i δijkl)2 (2.64)
Comme pre´ce´demment, on peut envisager de minimiser C◦4{y} par rapport a` B mais aussi par
rapport aux kurtosis hypothe´tiques des sources {ks′i , i ∈ J1, nK}. A B fixe´, la minimisation deC◦4{y} par rapport a` {ks′i , i ∈ J1, nK} donne ks′i = kyi . Cela nous permet d’aboutir au contrasteC◦kurt{y} qui peut eˆtre conside´re´ comme une approximation de C◦IM{y} [Com94] :
C◦kurt{y} def=
1
48
∑
ijkl 6=iiii
c2yiyjykyl (2.65)
On peut montrer que si E{y[·]y[·]T } = In alors la somme des cumulants au carre´
∑
ijkl c
2
yiyjykyl
est constante [Com94]. C◦kurt{y} peut donc encore s’e´crire :
C◦kurt{y} c= −
1
48
n∑
i=1
k2yi (2.66)
Le kurtosis d’une variable ale´atoire gaussienne e´tant nul, le fait de maximiser la somme des
kurtosis au carre´ de y[·] revient encore une fois a` e´carter le plus possible les densite´s des compo-
santes de y[·] d’une densite´ gaussienne. Le fait que la somme ∑ijkl c2yiyjykyl soit constante sous
contrainte de blancheur signifie que la maximisation de la somme des kurtosis au carre´ revient
en outre a` annuler les cumulants croise´s de y[·]. La me´thode JADE que nous allons mainte-
nant pre´senter propose de ne minimiser que certaines tranches de cumulants, ceci permettant
d’aboutir a` une proce´dure efficace de minimisation par diagonalisation simultane´e.
1Si on impose aux estimations des sources d’eˆtre de variance unitaire alors ∀i, σs′i = 1.
2.1 Se´paration de sources i.i.d (mode`le M4) 41
L’algorithme JADE
L’algorithme JADE, conc¸u par Cardoso & Souloumiac [CS93], consiste a` minimiser la fonc-
tion de contraste suivante :
C◦Jade{y} def=
∑
ijk
c2yiyiyjyk (2.67)
JADE ne teste donc l’inde´pendance que sur les tranches de la forme (yi, yi, yj , yk). Nous allons
ramener la minimisation de cette fonction de contraste a` la diagonalisation simultane´e d’un
ensemble de «matrices de cumulants». L’algorithme JADE est plus ge´ne´ralement applicable a`
des signaux a` valeurs complexes mais nous n’exposons ici que le cas re´el.
Soit v = [v1, . . . , vn]T un vecteur ale´atoire sur Rn×1 et M une matrice ∈ Rn×n. On de´finit
la «matrice de cumulants» Qv(M) ∈ Rn×n par :
∀(i, j) ∈ J1, nK2 , [Qv(M)]ij =∑
kl
cvivjvkvlmkl (2.68)
Les matrices de cumulants ainsi de´finies vont nous permettre de ramener quelques tranches de
la structure tensorielle des cumulants d’ordre 4 a` une structure matricielle plus simple.
Dans le cas re´el, les matrices de cumulants peuvent aussi s’e´crire explicitement de la fac¸on
suivante :
Qv(M) = E{(vT Mv)v vT } −Rvv trace(MRvv)−Rvv (M+MT )Rvv (2.69)
L’e´quation (2.68) montre que chaque coefficient de la matrice Qv(M) est une combinai-
son line´aire particulie`re de plusieurs tranches de cumulants. Cependant, la formulation de
l’e´quation (2.69) montre qu’il n’est pas ne´cessaire de calculer tout l’ensemble des cumulants
de v pour calculer Qv(M).
D’apre`s l’e´quation (2.15), on a z[·] = Us[·]. En utilisant l’inde´pendance mutuelle des sources,
et en notant Qz(M) = Qz[·](M), on peut montrer la relation suivante [CS93] :
Qz(M) = UΛ(M)UT (2.70)
avec
Λ(M) = diag
(
ks1 u
T
1 Mu1, . . . , ks1 u
T
n Mun
)
(2.71)
ou` ui de´signe la jeme colonne de U. Il apparaˆıt donc que U est une base orthonormale dans
laquelle la matrice Qz(M) est diagonale, ∀M. La matrice U peut donc eˆtre estime´e par diagona-
lisation d’une matrice de cumulants ayant des valeurs propres distinctes, aux inde´terminations
pre`s de la diagonalisation, c-a`-d, a` des permutations de colonnes et inversion de signe pre`s. Par
exemple, si on choisitM = In cela implique que les sources doivent avoir des kurtosis distincts2.
Le choix de M est donc de´licat.
En outre, si l’on choisit M telle que les valeurs propres de Qz(M) ne sont pas bien se´pare´es,
une faible erreur dans l’estimation de Qz(M) peut induire de larges erreurs sur l’estimation de
ses vecteurs propres.
Ces conside´rations ont amene´ Cardoso & Souloumiac a` introduire le concept de diagonalisa-
tion simultane´e. Soit M ∈ Rn×n une matrice quelconque, on de´finit la mesure de «diagonalite´»
suivante :
off (M) =
∑
i6=j
m2ij (2.72)
2Encore une fois, on constate que si plus d’une source est gaussienne, alors Λ(M) posse`de deux termes diago-
naux nuls, ce qui implique obligatoirement une inde´termination se´ve`re sur U.
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Soit M une base de l’ensemble des matrices de Rn×n. Par exemple, si {e1, . . . , en} de´signe la
base canonique de Rn×1, on peut choisirM = {ei eTj , (i, j) ∈ J1, nK2}. On a alors [Car99] :
C◦Jade{Vz} =
∑
M∈M
off
(
VT Qz(M)V
)
(2.73)
On voit donc que la minimisation de la fonction de contraste C◦Jade{Vz} par rapport a` la matrice
orthonormale V peut eˆtre re´alise´e par la diagonalisation simultane´e de l’ensemble des matrices
{Qz(Mi),Mi ∈ M}. Le fait de choisir cet ensemble de matrices tel que M soit une base de
Rn×n plutoˆt que de choisirM arbitrairement permet de garantir (2.73), c-a`-d, de garantir que
la diagonalisation simultane´e reste e´quivalente a` la minimisation d’une fonction de contraste, et
donc de garantir l’e´quivariance de la me´thode [Car99].
D’autres choix de bases de Rn×n peuvent eˆtre utilise´s. Certains choix astucieux permettent
de limiter le nombre de matrices a` diagonaliser simultane´ment [Car99, CS93].
L’algorithme de diagonalisation simultane´e utilise´ dans JADE est inspire´ de la me´thode de
Jacobi pour le calcul des e´le´ments propres d’une matrice re´elle syme´trique [GL96]. L’algorithme,
propose´ par Cardoso & Souloumiac [CS96], permet de re´aliser une diagonalisation simultane´e
approche´e car en pratique les matrices de cumulants ne sont pas rigoureusement diagonalisables
simultane´ment. Cet algorithme est de´crit en annexe A.
Re´sume´ de JADE :
1) Estimation d’une matrice de blanchiment Wˆ d’apre`s les e´le´ments propres
de Rˆxxa,
2) Calculer z = Wˆ x,
3) Estimation de l’ensemble de matrices de cumulants {Qˆz(Mi),Mi ∈ M} :
les cumulants sont estime´s classiquement en remplac¸ant les espe´rances
mathe´matiques dans les de´finitions par des moyennes temporelles (ce qui
suppose que les signaux sont ergodiques),
4) Estimation de la matrice Uˆ par diagonalisation simultane´e de l’ensemble
des matrices de cumulants,
5) Une estimation de A est Aˆ = Wˆ# Uˆ, une estimation de A# est Bˆ =
UˆH Wˆ.
aDans l’implementation de JADE en contexte bruite´ [CS93], la variance du bruit est
estime´e puis prise en compte dans l’estimation de W a` la manie`re de la me´thode d’ortho-
normalisation pre´sente´e au paragraphe 2.2.1
2.2 Se´paration de sources stationnaires colore´es (mode`le M3)
On conside`re dans ce paragraphe la se´paration de sources stationnaires colore´es re´pondant au
mode`leM3. Par rapport aux me´thodes de se´paration de sources i.i.d pre´ce´demment e´tudie´es, cela
suppose que les sources sont identiquement distribue´es dans le temps mais qu’elles posse`dent
de´sormais une coloration : l’auto-covariance des se´quences si ne se re´sume donc plus a` une
impulsion centre´e sur τ = 0. La stationnarite´ implique que la matrice de covariance des sources
Rss[t, τ ] ne de´pend que du retard τ . On e´crira donc :
Rss[t, τ ] = Rss[τ ] (2.74)
La plupart des signaux re´els posse`dent une telle coloration, qui est une information exploitable
pour la se´paration de sources. Comme e´voque´ au paragraphe 1.3.3, l’existence de cette coloration
permet d’e´laborer des me´thodes se limitant a` l’utilisation de statistiques d’ordre 2.
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L’algorithme SOBI [BAMCM97] que nous allons pre´senter fonctionne sur le meˆme principe
que JADE : il base´ sur la diagonalisation simultane´e d’un ensemble de matrices correspondant
a` une repre´sentation spatiale pertinente des se´quences a` se´parer. Dans le cas de se´quences i.i.d,
JADE utilise des matrices de cumulants, dans le cadre de sources stationnaires colore´es SOBI
utilise des matrices de covariance. Comme JADE, SOBI proce`de en deux e´tapes : 1) Estimation
d’une matrice d’orthonormalisation, 2) Estimation du facteur orthonormal manquant.
Nous de´crivons SOBI dans le cadre ge´ne´ral de se´quences a` valeurs e´ventuellement complexes
et en contexte bruite´.
2.2.1 SOBI en the´orie
D’apre`s x = As+ n et avec l’hypothe`se (H4) sur le bruit, on a :
Rxx[τ ] = ARss[τ ]AH + δ[τ ]σ2 In (2.75)
ou` δ[τ ] de´signe la fonction Delta de´finie par :{
δ[0] = 1
δ[τ ] = 0 si τ 6= 0 (2.76)
Orthonormalisation
La premie`re e´tape de l’algorithme SOBI consiste a` calculer une matrice d’orthonormalisation
W ∈ Cn×m de rang plein telle que :
WARss[0]AHWH = In (2.77)
Nous avons vu au paragraphe 1.2 comment il est possible, dans le cas non bruite´, de calculerW
d’apre`s les e´le´ments propres deRxx[0] = ARss[0]AH . En milieu bruite´, d’apre`s l’e´quation (2.75)
on a :
Rxx[0] = ARss[0]AH + σ2 In (2.78)
Cette expression de Rxx[0] permet de calculer W mais aussi σ2 si m est strictement supe´rieur
a` n.
Soient [λ1, . . . , λm], les valeurs propres de Rxx[0] range´es dans l’ordre de´croissant. Soient
[h1, . . . ,hm] des vecteurs propres norme´s correspondant. ARss[0]AH e´tant une matrice de rang
n, les m−n plus petites valeurs propres de Rxx[0] sont donc e´gale a` σ2 et la matrice W de´finie
par
W =
[
1√
λ1 − σ2
h1 . . .
1√
λn − σ2
hn
]H
(2.79)
ve´rifie l’e´quation (2.77).
Il est a` noter qu’avecW ainsi construite (c-a`-d, avec des lignes orthogonales), les composantes
de z =Wx sont mutuellement de´corre´le´es a` τ = 0. En effet, on a :
Rzz[0] = WRxx[0]WH (2.80)
= W (ARss[0]AH)WH + σ2WWH (2.81)
= In + diag
(
σ2
λ1 − σ2 , . . . ,
σ2
λn − σ2
)
(2.82)
En revanche, dans le cas bruite´, les composantes de z ne sont plus de variance unitaire. On
pourrait comme pre´ce´demment lever l’inde´termination sur le gain des sources en fixant Rss[0] =
In. Cependant, afin d’adopter une pre´sentation cohe´rente avec l’ensemble des travaux pre´sente´s
par la suite, nous choisissons d’inte´grer Rss[0] aux calculs qui suivent.
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Rotation
Ayant calcule´ une matrice W ve´rifiant (2.77), d’apre`s la proprie´te´ 3, il ne nous reste qu’a`
calculer U =WARss[0] 12 pour obtenir A ou A#.
On de´finit ∀τ 6= 0, les matrices suivantes :
Rxx[τ ] =WRxx[τ ]WH (2.83)
On a alors d’apre`s (2.75), ∀τ 6= 0 :
Rxx[τ ] = WARss[τ ]AHWH (2.84)
= (URss[0]− 12 )Rss[τ ] (URss[0]− 12 )H (2.85)
= U (Rss[0]−1Rss[τ ])UH (2.86)
Les covariances des sources Rss[τ ] e´tant des matrices diagonales pour tout retard τ , on en de´duit
que U repre´sente une base orthonormale dans laquelle Rxx[τ ] est diagonale pour tout retard τ .
Si les sources re´pondent au mode`le M3 alors il existe τ1 tel que les termes de Rss[0]−1Rss[τ1]
sont distincts,U peut eˆtre estime´e par diagonalisation de la matrice Rxx[τ1]. Cependant, comme
pour JADE, il est en pratique recommande´ de diagonaliser simultane´ment un ensemble de ma-
trices {Rxx[τi], i = 1, . . . ,K}. L’inte´reˆt de la diagonalisation simultane´e de plusieurs matrices est
de re´duire les inde´terminations possibles de la diagonalisation (voir mode`le M′2) et de produire
une estimation plus robuste de U. En ce sens, SOBI est une extension de l’algorithme AMUSE
[TLSH91] base´ quant a` lui sur la diagonalisation simultane´e de deux matrices de covariances
Rxx[τ ]. Une autre me´thode similaire est pre´sente´e dans [Fe´t88].
La diagonalisation simultane´e produit une matrice Uds telle que :
Uds = UPΦ (2.87)
ou`P ∈ Rn×n est une matrice de permutation etΦ ∈ Cn×n est une matrice diagonale a` coefficients
de modules unitaires. On alors :
A˜ def= W#Uds (2.88)
= W#UPΦ (2.89)
= ARss[0] 12 PΦ (2.90)
La matrice A˜ est donc e´quivalente a` A.
2.2.2 SOBI en pratique
En supposant les signaux ergodiques, les matrices de covariances Rxx[τ ] sont estime´es en
pratique par :
Rˆxx[τ ] = 1
T − τ
T−τ−1∑
t=0
x[t+ τ ]x[t]H (2.91)
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Re´sume´ de SOBI :
1) Calcul de σˆ2 par moyenne des m−n plus petites valeurs propres de Rˆxx[0]
(si m > n),
2) Calcul de Wˆ d’apre`s σˆ2 et les e´le´ments propres de Rˆxx[0],
3) Pour un ensemble de retards arbitraires {τ1, . . . , τK} on calcule :
Rˆxx[τ ] = Wˆ Rˆxx[τ ]WˆH
4) Calcul de Uˆ par diagonalisation simultane´e de l’ensemble {Rˆxx[τi], i ∈J1,KK},
5) Une estimation de A est Aˆ = Wˆ# Uˆ. Une estimation de A# est Bˆ =
UˆH Wˆ.
2.2.3 Discussion
On voit que l’existence d’une coloration temporelle des sources est une donne´e permettant
de mettre en oeuvre un algorithme de se´paration simple et, comme nous le verrons dans les
simulations de la partie 3.3.2, efficace. Dans la mesure ou` la plupart des signaux re´els posse`dent
une coloration, SOBI est bien adapte´ a` leur se´paration. Remarquons qu’en pratique l’ensemble
des retards {τi, i = 1, . . . ,K} ne peut pas eˆtre connu a` l’avance et qu’il devra eˆtre choisi arbi-
trairement. Toutefois, dans nos simulations, le choix et le nombre des retards ne nous a pas paru
sensiblement affecter les performances de se´paration de la me´thode.
Enfin, remarquons que SOBI est e´quivalent a` la minimisation d’une fonction de contraste
orthonormale, ce qui lui confe`re la proprie´te´ d’e´quivariance [CL96]. En effet, SOBI correspond
a` la minimisation du contraste suivant :
C◦Sobi{Vz} =
K∑
i=1
off
(
VH Rzz[τi]V
)
(2.92)

Chapitre 3
Se´paration de sources
non-stationnaires en me´lange line´aire
instantane´
Nous nous inte´ressons dans ce chapitre a` la se´paration de sources non-stationnaires, c’est-
a`-dire dont les statistiques varient au cours du temps. Nous verrons dans ce chapitre que les
me´thodes de se´paration pre´sente´es au chapitre pre´ce´dent, et donc construites sur l’hypothe`se
de stationnarite´ des sources, peuvent donner des re´sultats acceptables sur des signaux non-
stationnaires. Cependant, nous allons voir que les performances de se´paration peuvent eˆtre
accrues en utilisant le caracte`re non-stationnaire des sources.
Nous pre´sentons essentiellement deux me´thodes dans ce chapitre. La premie`re me´thode, pro-
pose´e par Pham & Cardoso [PC01] et pre´sente´e dans la partie 3.1, est base´e les hypothe`ses du
mode`le M2. Les auteurs proposent une solution au sens du MV et montrent que la minimisation
du crite`re re´sultant peut eˆtre re´alise´e par diagonalisation simultane´e. Les auteurs utilisent l’hy-
pothe`se que la densite´ de chaque e´chantillon des sources s[·] est gaussienne, ce qui signifie que
seules les statistiques d’ordre 2 des sources sont exploite´es.
La seconde me´thode, que nous avons de´veloppe´e, pre´sente´e dans la partie 3.2, repose uni-
quement sur les hypothe`ses ge´ne´rales de´finissant le mode`le M1. Cette me´thode est base´e sur
l’approximation du SWVS des sources par des Repre´sentations Temps-Fre´quence Spatiales de
la classe de Cohen et sur la recherche d’auto-termes simples des sources.
3.1 Se´paration de sources non-stationnaires blanches (mode`le
M2)
Une me´thode simple...
Supposons que les sources soient mode´lise´es par le mode`le M2, c-a`-d par des se´quences
non-stationnaires blanches mutuellement de´corre´le´es. Comme nous l’avons vu pre´ce´demment,
le fait que les sources soient blanches implique que Rss[t, τ ] = 0n pour τ 6= 0, et on note plus
simplement :
Rss[t, 0] = Rss[t] = diag (rs1s1 [t], . . . , rsnsn [t]) (3.1)
Dans le cas non-bruite´, on a :
Rxx[t] = ARss[t]AH (3.2)
Disposant d’une matrice d’orthonormalisationW, une me´thode simple de se´paration, inspire´e de
SOBI, consisterait a` diagonaliser simultane´ment un ensemble de matricesRxx[t] =WRxx[t]WH
pour diffe´rents instants t1, . . . , tK . En supposant les observations x stationnaires par morceaux,
une estimation de Rxx[t] pourrait eˆtre re´alise´e par une moyenne temporelle locale, approche
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e´voque´e dans [PS00].
Pham & Cardoso [PC01] ont montre´ dans le cas non-bruite´, re´el et de´termine´ (m = n) que
cette approche peut eˆtre connecte´e a` l’estimateur du MV de A−1 en mode´lisant les sources
par des se´quences gaussiennes stationnaires par morceaux (en plus des hypothe`ses de M2). Les
auteurs montrent en outre que dans le cas m = n un algorithme de diagonalisation de ma-
trices hermitiennes positives permet d’estimer A sans avoir recours a` une orthonormalisation
pre´alable.
E´criture du crite`re de MV
Supposons donc que les sources et la matrice de me´lange sont a` valeurs re´elles avec s ∈M2,
n = 0 et m = n. En outre, la densite´ de chaque e´chantillon s[·] des sources est suppose´e
gaussienne, c-a`-d :
∀u ∈ Rn×1, ps[t](u) =
1√
det(2piRss[t])
exp{−1
2
uT Rss[t]−1 u} (3.3)
Sous hypothe`se gaussienne, les sources suppose´es blanches et mutuellement de´corre´le´es de-
viennent inde´pendamment distribue´es et mutuellement inde´pendantes. Ceci va nous permettre
d’e´crire simplement le crite`re du MV associe´ a` toutes ces hypothe`ses.
D’apre`s l’e´quation (3.3), on a :
ln ps[t](u) = −
1
2
ln det(2piRss[t])− 12u
T Rss[t]−1 u (3.4)
= −1
2
ln det(2piRss[t])− 12trace(Rss[t]
−1 uuT ) (3.5)
Avec x[t] = As[t], la densite´ de probabilite´ de x[t] est :
px[t](u) = |det(A)|−1 ps[t](A−1 u) (3.6)
D’ou` :
ln px[t](u) = − ln det(A) + ln ps[t](A−1 u) (3.7)
= − ln det(A)− 1
2
ln det(2piRss[t])− 12trace(Rss[t]
−1A−1 uuT A−T ) (3.8)
Les sources e´tant suppose´es inde´pendamment distribue´es et mutuellement inde´pendantes, les
observations sont e´galement inde´pendamment distribue´es, d’ou` :
px(x) =
T−1∏
t=0
px[t](x[t]) (3.9)
D’ou` :
1
T
ln px(x) =
1
T
T−1∑
t=0
ln px[t](x[t]) (3.10)
En posant B = A−1, la log-vraisemblance de B (et Rss[·]) par rapport a` x s’e´crit donc :
L(B,Rss[·]) = ln det(B)− 12T
T−1∑
t=0
ln det(2piRss[t]) + trace(Rss[t]−1Bx[t]x[t]T BT )
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En notant comme pre´ce´demment y[t] = Bx[t], le gradient relatif de L(B,Rss[·]) par rapport a`
B s’e´crit [PC01] :
∇BL(B,Rss[·]) = 1
T
T−1∑
t=0
Rss[t]−1y[t]y[t]T − In (3.11)
A Rss[·] fixe´, les maxima de L(B,Rss[·]) sont donc caracte´rise´s par :
1
T
T−1∑
t=0
Rss[t]−1y[t]y[t]T = In (3.12)
c-a`-d :
∀(i, j) ∈ J1, nK2 , 1
T
T−1∑
t=0
yi[t] yj [t]
rsisi [t]
= δij (3.13)
Cette expression posse`de une analogie e´vidente avec l’expression du gradient relatif de la vrai-
semblance de B dans le cas de sources i.i.d (paragraphe 2.1.2). Les termes non-diagonaux (i 6= j)
de cette e´quation matricielle expriment une forme de de´corre´lation «moyenne» entre les compo-
santes de y. Cependant nous n’avons plus ici besoin de re´aliser la de´corre´lation non-line´aire des
observations (e´quation (2.47)) : ici les statistiques d’ordre 2 suffisent, c’est la diversite´ temporelle
qui est utilise´e.
La re´solution des e´quations donne´es par (3.13) ne´cessite la connaissance a priori du profil
de variance des sources Rss[·] qui n’est ge´ne´ralement e´videmment pas disponible en pratique.
Comme pour l’e´criture du crite`re de MV dans le cas de sources i.i.d (paragraphe 2.1.2), nous
allons voir que le crite`re L(B,Rss[·]) peut eˆtre maximise´ suivant B et Rss[·] et, en supposant
les sources stationnaires par morceaux, ramene´ a` la diagonalisation simultane´e d’un ensemble
de covariances empiriques.
Le mode`le stationnaire par morceaux
Supposons que l’intervalle J0, T − 1K puisse eˆtre divise´ enK intervalles I1, . . . , IK sur lesquels
les sources sont stationnaires, c-a`-d, tels que, ∀l ∈ J1,KK :
∀t ∈ Il, Rss[t] = R(l)ss (3.14)
ou` ∀l ∈ J1,KK, R(l)ss est une matrice constante. En outre, on pose :
Rˆ(l)xx = 1#Il
∑
t∈Il
x[t]x[t]T (3.15)
ou` #Il de´signe le nombre d’e´le´ments de Il. On notera wl = #Il/T la proportion d’e´le´ments dans
Il.
En remaniant l’expression de L(B,Rss[·]), nous allons montrer que le crite`re de MV peut
s’e´crire comme une somme de divergences de Kullback entre des gaussiennes de covariances
R(l)xx et Rˆ(l)xx. D’apre`s (3.8), et en utilisant pour des matrices carre´es les relations det(MN) =
det(NM) et det(MT ) = det(M), on a :
ln px[t](u) = − ln det(A)−
1
2
ln det(2piRss[t])− 12trace(Rss[t]
−1A−1 uuT A−T )
= −1
2
[
2 ln det(A) + ln det(2piRss[t]) + trace(Rss[t]−1A−1 uuT A−T )
]
= −1
2
[
ln det(A)2 + ln det(Rss[t]) + n ln 2pi + trace(Rss[t]−1A−1 uuT A−T )
]
= −1
2
[− ln det(A−T Rss[t]−1A−1) + n ln 2pi + trace(Rss[t]−1A−1 uuT A−T )]
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On a donc d’apre`s (3.10) :
L(B,Rss[·]) =
− 1
2T
L∑
l=1
∑
t∈Il
trace(Rss[t]−1Bx[t]x[t]T BT )− ln det(BT Rss[t]−1B) + n ln 2pi
= −1
2
L∑
l=1
wl
[
trace(R(l)−1ss B Rˆ(l)xxBT )− ln det(BT R(l)−1ss B) + n ln 2pi
]
=
{
−1
2
L∑
l=1
wl
[
trace(R(l)−1ss B Rˆ(l)xxBT )− ln det(R(l)−1ss B Rˆ(l)xxBT )
]}
+ constante
La divergence de Kullback Kg(R1‖R2) entre deux vecteurs ale´atoires centre´s gaussiens de di-
mension n et de covariances R1 et R2 est donne´e par [PC01] :
Kg(R1‖R2) = 12
[
trace(R−12 R1)− ln det(R−12 R1)− n
]
(3.16)
Le crite`re du MV s’e´crit donc :
L(B,Rss[·]) c= −
L∑
l=1
wl Kg(B Rˆ(l)xxBT ‖R(l)ss ) (3.17)
De la meˆme manie`re qu’au paragraphe 2.1.2, en utilisant la relation (2.52), si R est une
matrice positive et D est une matrice positive diagonale alors :
Kg(R‖D) = Kg(R‖diag (R)) +Kg(diag (R) ‖D) (3.18)
D’ou` :
L(B,Rss[·]) c=
−
L∑
l=1
wl
{
Kg
(
B Rˆ(l)xxBT ‖diag
(
B Rˆ(l)xxBT
))
+Kg
(
diag
(
B Rˆ(l)xxBT
)
‖R(l)ss
)}
(3.19)
Il alors est facile de maximiser L(B,Rss[·]) par rapport aux covariances des sources. Pour une
valeur fixe´e de B, il suffit de choisir ∀l ∈ J1,KK, R(l)ss = diag(B Rˆ(l)xxBT). Le crite`re de vrai-
semblance ainsi maximise´ par rapport aux covariances des sources devient :
L(B) = −
L∑
l=1
wl Kg
(
B Rˆ(l)xxBT ‖diag
(
B Rˆ(l)xxBT
))
(3.20)
En notant ∀M ∈ Rn×n :
off2 (M)
def= Kg(M‖diag (M)) (3.21)
on a :
L(B) = −
L∑
l=1
wl off2
{
B Rˆ(l)xxBT
}
(3.22)
La quantite´ off2 est une mesure de diagonalite´. En effet, d’apre`s les proprie´te´s de la diver-
gence de Kullback, off2 (M) est positif, nul ssi M = diag (M), c-a`-d, si M est diagonale. La
maximisation du crite`re L(B) est donc ramene´e a` la diagonalisation simultane´e de l’ensemble
de matrices positives hermitiennes
{
Rˆ(l)xx, l ∈ J1,KK} au sens de la mesure de diagonalite´ off2.
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La me´thode expose´e est nomme´e «BGML» dans [PC01] pour «Block-Gaussian Maximum Li-
kelihood». La me´thode est e´quivariante car elle peut s’exprimer en fonction du seul parame`tre
y = Bx [CL96].
Un algorithme de diagonalisation simultane´e de matrices carre´es hermitiennes positives est
de´crit dans [Pha01]. Une imple´mentation en MATLAB de cet algorithme est disponible en ligne
[Pha]. Cet algorithme dispense la me´thode d’un blanchiment pre´alable et permet donc d’e´viter les
erreurs dues au blanchiment, qui ne sont pas rattrapables dans l’estimation du facteur unitaire.
En outre, l’inte´reˆt de la mesure off2 est qu’elle ne de´pend pas de l’e´chelle des matrices et qu’elle
garde une connexion avec le maximum de vraisemblance.
En revanche Pham & Cardoso n’ont de´veloppe´ leur me´thode que dans le cas m = n, l’exten-
sion au cas sur-de´termine´ est possible mais non triviale. En particulier la routine MATLAB de
diagonalisation simultane´e n’est disponible que pour le cas m = n.
Re´sume´ de BGML :
1) Division de l’intervalle J0, T − 1K en K intervalles adjacents,
2) Calcul des K covariances locales {Rˆ(l)xx, l ∈ J1,KK},
3) Diagonalisation simultane´e, sans contrainte orthonormale, de l’ensemble
{Rˆ(l)xx, l ∈ J1,KK},
4) La diagonalisation simultane´e fournit directement une estimation Bˆ de
A−1.
3.2 Contributions a` une approche temps-fre´quence (mode`le M1)
Nous nous inte´ressons ici a` une me´thode de se´paration base´e sur les seules hypothe`ses du
mode`le M1. Plutoˆt que d’ajouter des hypothe`ses au mode`le M1 afin de faciliter l’estimation du
SWVS, en supposant les sources stationnaires et colore´es (mode`le M3) ou non-stationnaires et
blanches (mode`le M2), nous allons nous inte´resser a` l’estimation directe du SWVS dans le cas
ge´ne´ral.
Le SWVS sera approxime´ par des Repre´sentations Temps-Fre´quence Spatiales (RTFS) de la
classe de Cohen, et, a` la manie`re de SOBI, la me´thode que nous allons de´crire consiste, apre`s or-
thonormalisation, a` diagonaliser simultane´ment un ensemble de matrices RTFS correspondant a`
plusieurs points temps-fre´quence (t-f). L’ide´e d’utiliser des RTFS comme distribution conjointe
des sources (a` la place de matrices de covariances dans le cas stationnaire colore´ ou de matrices
de cumulants dans le cas i.i.d) a e´te´ introduite par Belouchrani et Amin dans [BA98]. Nous
pre´sentons deux contributions a` leurs travaux :
– Les auteurs de [BA98] ne se placent pas explicitement dans un contexte stochastique.
Nous proposons une nouvelle interpre´tation de leur me´thode en termes stochastiques.
Nous montrons que leur me´thode peut eˆtre e´crite en the´orie sans aucune approximation
au moyen du SWVS. Les RTFS s’interpre`tent alors simplement comme des estimations en
pratique du SWVS.
– Contrairement a` SOBI ou` le choix des retards peut eˆtre re´alise´ arbitrairement (en suppo-
sant qu’ils satisfont les conditions d’identifiabilite´), nous allons voir que la se´lection des
points temps-fre´quence correspondant aux matrices a` diagonaliser simultane´ment est un
point crucial de la me´thode temps-fre´quence. Nous proposons ainsi un nouveau crite`re de
se´lection base´ sur l’identification de points t-f correspondant a` des auto-termes simples
des sources.
Nous pre´sentons dans un premier temps la me´thode the´orique puis e´tudions dans un deuxie`me
temps son imple´mentation en pratique.
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3.2.1 Me´thode the´orique
Nous montrons dans ce paragraphe comment il est possible de calculerA sans approximation,
en the´orie.
Du plan temps-retard au plan temps-fre´quence
En environnement bruite´ et dans le contexte des hypothe`ses ge´ne´rales du mode`le M1, on a :
Rxx[t, τ ] = ARss[t, τ ]AH + δ[τ ]σ2 Im (3.23)
Soit encore, de manie`re e´quivalente :
Sxx[t, f ] = ASss[t, f ]AH + 2σ2 Im (3.24)
Comme pour JADE et SOBI, une me´thode de se´paration en deux e´tapes (orthonormalisation
et rotation) peut eˆtre construite a` partir de (3.24).
L’inte´reˆt du passage au plan temps-fre´quence re´side dans l’existence d’un large panel d’outils
t-f permettant l’estimation du SWVS.
Orthonormalisation et rotation
Soit comme au paragraphe 1.3.1 la matrice Rss de´finie par :
Rss = 1
T
T−1∑
t=0
Rss[t, 0] = diag (rs1s1, . . . , rs2s2) (3.25)
qui de´finit une «puissance temporelle moyenne» des sources. Soit W une matrice d’orthonor-
malisation ve´rifiant :
WARssAHWH = In (3.26)
On pose U =WAR
1
2
ss. On de´finit :
Sxx[t, f ] =W (Sxx[t, f ]− 2σ2 Im)WH (3.27)
Avec les e´quations (3.24) et (3.27), on a :
Sxx[t, f ] = (WA)Sss[t, f ] (WA)H (3.28)
= U (R−
1
2
ss Sss[t, f ]R−
H
2
ss )UH (3.29)
= U (R−1ss Sss[t, f ])UH (3.30)
Les matrices Rss et Sss[t, f ] e´tant diagonales, U peut eˆtre obtenue par diagonalisation d’une
matrice Sxx[t1, f1] arbitraire dont les valeurs propres sont distinctes (mode`le M1). Comme
pre´ce´demment, U peut eˆtre plus ge´ne´ralement obtenue par diagonalisation simultane´e d’un
ensemble de matrices {Sxx[ti, fi], i = 1, . . . ,K} (mode`leM′1). La diagonalisation simultane´e pro-
duit une matrice Uds telle que :
Uds = UPΦ (3.31)
ou`P ∈ Rn×n est une matrice de permutation etΦ ∈ Cn×n est une matrice diagonale a` coefficients
de modules unitaires. On a alors :
A˜ def= W#Uds (3.32)
= W#UPΦ (3.33)
= ARss[0] 12 PΦ (3.34)
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La matrice A˜ est donc e´quivalente a` A.
Ainsi, disposant de Sxx[t, f ], W et σ2, il est possible de calculer une matrice e´quivalente a`
A. Une approche similaire utilisant le Spectre E´volutif Spatial au lieu du SWVS est pre´sente´e
dans [KA00]. Cependant, l’estimation en pratique du Spectre E´volutif requiert en ge´ne´ral que
les signaux soient localement stationnaires [SJ95] 1.
Enfin, la me´thode t-f n’e´tant qu’une ge´ne´ralisation de SOBI, elle posse`de aussi la proprie´te´
d’e´quivariance.
3.2.2 Imple´mentation pratique
Nous montrons dans ce paragraphe comment estimer les quantite´sW, σ2 et Sxx[t, f ] d’apre`s
l’unique re´alisation des observations dont nous disposons.
Estimation de W et σ2
Avec :
Rxx = 1
T
T−1∑
t=0
Rxx[t, 0] (3.35)
On a :
Rxx = ARssAH + σ2 Im (3.36)
W et σ2 peuvent donc eˆtre calcule´s en the´orie d’apre`s les e´le´ments propres de Rxx de la meˆme
fac¸on qu’au paragraphe 1.2. Le proble`me est que dans le cas non-stationnaire, l’estimation de
Rxx n’est pas simple car elle ne´cessite l’estimation de Rxx[t, 0] a` chaque instant t. En supposant
les signaux localement stationnairesRxx[t, 0] pourrait eˆtre estime´ par moyenne temporelle locale.
Cependant, l’estimation «brute» de Rxx[t, 0] par x[t]x[t]H s’est re´ve´le´e eˆtre satisfaisante dans
nos simulations. Avec les hypothe`ses sur le bruit, on a alors :
Rˆxx = 1
T
T−1∑
t=0
x[t]x[t]H (3.37)
=
1
T
T−1∑
t=0
{As[t] s[t]H AH + n[t]n[t]H +As[t]n[t]H + n[t] s[t]H AH} (3.38)
≈ A RˆssAH + σ2 Im (3.39)
avec :
Rˆss = 1
T
T−1∑
t=0
s[t] s[t]H (3.40)
L’utilisation de cette approximation pour effectuer le blanchiment revient donc en fait a` supposer
que les re´alisations des sources sont de´corre´le´es au sens ou` la matrice Rˆss doit eˆtre ide´alement
diagonale. Ceci peut apparaˆıtre comme une se´ve`re limitation, dans le casm = n et non bruite´, par
rapport a` la me´thode de´crite au paragraphe 3.1 qui se dispense de blanchiment par l’utilisation
d’un algorithme de diagonalisation simultane´e de matrices hermitiennes positives. Cependant,
les re´sultats pre´sente´s au paragraphe 3.3 montrent que la me´thode base´e sur les RTFS offre
ne´anmoins de meilleures performances.
1Les avantages du SWV sur le Spectre E´volutif sont de´crits dans [SJ95].
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Estimation du SWVS
Le SWVS peut s’e´crire de la fac¸on suivante :
Sxx[t, f ] = E{SˆWVxx [t, f ]} (3.41)
ou` SˆWVxx [t, f ] de´signe un e´chantillonnage fre´quentiel arbitraire de la distribution de Wigner-Ville
Spatiale de´finie pour des signaux a` temps discret ∀(t, f) ∈ Z× [−12 , 12 [ par :
SˆWVxx [t, f) = 2
∑
τ
x[t+ τ ]x[t− τ ]H e−j4pifτ (3.42)
Ainsi, la distribution de Wigner-Ville Spatiale est une estimation brute du SWVS base´e sur la
seule re´alisation disponible des observations. Il est montre´ dans [Fla99, SJ95] que le lissage en
temps et en fre´quence de la distribution de Wigner-Ville, c-a`-d, l’utilisation des RTF de la classe
de Cohen, produit une meilleure estimation du SWV. Ainsi, pour un noyau de lissage φ[t, f ]
donne´, on notera Sˆφxx[t, f ] la RTFS de´finie par :
Sˆφxx[t, f ] =
∑
u
∑
v
φ[u− t, v − f ] SˆWVxx [u, v] (3.43)
De meˆme que le SWVS, Sˆφxx[t, f ] est pour chaque point (t, f) une matrice de dimensions m×m.
Ses termes diagonaux correspondent aux auto-RTF sˆφxixi [t, f ] de chaque observation tandis que
ses termes non-diagonaux correspondent aux RTF croise´es de deux observations sˆφxixj [t, f ]. Les
termes diagonaux de Sˆφxx[t, f ] sont donc des auto-termes tandis que les termes non-diagonaux
sont des termes croise´s. Par la suite on suppose que le noyau est d’e´nergie unitaire, c-a`-d :∑
u
∑
v
φ[u, v] = 1 (3.44)
Ceci garantit que les RTF de la classe de Cohen, la distribution de Wigner-Ville et le SWV
posse`dent la meˆme e´chelle d’amplitude. Le choix du noyau φ sera e´tudie´ dans la partie 3.3.
Disposant d’estimations Wˆ et σˆ2, et utilisant Sˆφxx[t, f ] comme estimation de Sxx[t, f ], l’e´qua-
tion (3.30) devient :
Sˆφxx[t, f ] ≈ U (Rˆ−1ss Sˆφss[t, f ])UH (3.45)
avec :
Sˆφxx[t, f ] def= Wˆ (Sˆφxx[t, f ]− 2 σˆ2 Im)WˆH (3.46)
A ce niveau, Sˆφxx[t, f ] est suppose´ connu, et la suite de nos travaux est de´die´e a` l’estimation de
U par une proce´dure de diagonalisation simultane´e.
3.2.3 Se´lection des points temps-fre´quence
A la manie`re de SOBI, nous allons estimerU par diagonalisation simultane´e d’un ensemble de
matrices {Sˆφxx[ti, fi], i ∈ J1,KK}. Si l’estimation ergodique classique des matrices de covariance
s’est ave´re´e suffisante dans les me´thodes pre´ce´dentes, un proble`me survient dans le cas temps-
fre´quence. Sˆφss[t, f ] n’e´tant qu’une estimation de Sss[t, f ], il apparaˆıt en pratique que Sˆφss[t, f ]
n’est pas diagonale pour n’importe quel point (t, f), bien que the´oriquement Sss[t, f ] le soit. Ainsi,
nous ne pouvons pas diagonaliser n’importe quelle matrice Sˆφxx[t, f ] correspondant a` n’importe
quel point (t, f). Avant de diagonaliser simultane´ment l’ensemble {Sˆφxx[ti, fi], i ∈ J1,KK}, il nous
faut identifier en aveugle (c-a`-d, a` partir des observations seulement), un ensemble de points
{(ti, fi), i ∈ J1,KK} pour lesquels Sˆφss[t, f ] est ve´ritablement diagonale. Cette se´lection est une
e´tape importante et non-triviale, qui conditionne les performances de la me´thode.
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Se´lection des points de plus haute e´nergie
Dans l’article de re´fe´rence [BA98], il est sugge´re´ que les matrices Sˆφxx[t, f ] a` diagonaliser
simultane´ment soient choisies comme e´tant celles «de plus haute e´nergie dans le plan temps-
fre´quence». Les auteurs affirment que, puisque «les termes non-diagonaux de Sˆφss[t, f ] sont des
termes croise´s, alors cette matrice est diagonale pour chaque point t-f correspondant a une
concentration d’e´nergie». Toutefois, aucun crite`re de se´lection explicite n’est propose´.
Sur une ide´e similaire, les meˆmes auteurs proposent dans [BAMAZ01] le crite`re de se´lection
suivant :
Se´lectionner (t, f) si C1[t, f ] =
trace(Sˆφxx[t, f ])
‖Sˆφxx[t, f ]‖F
≥ εEnerg (3.47)
ou` εEnerg de´signe un seuil arbitraire. Les auteurs utilisent simplement les relations suivantes
(avec l’e´quation 3.45 et U e´tant orthonormale) :
trace(Sˆφxx[t, f ]) ≈ trace(Rˆ−1ss Sˆφss[t, f ]) (3.48)
‖Sˆφxx[t, f ]‖F ≈ ‖Rˆ−1ss Sˆφss[t, f ]‖F (3.49)
qui permettent d’acce´der a` la trace et a` la norme des RTFS des sources (normalise´es par Rˆ−1ss )
d’apre`s les observations.
Dans [BAMAZ01] les auteurs proposent en outre un crite`re de se´lection de points t-f corres-
pondant a` des matrices «anti-diagonales» et proposent un algorithme d’«anti-diagonalisation»
simultane´e. Cette perspective n’est cependant pas e´tudie´e ici (voir aussi [GTMA02] a` ce sujet).
Se´lection d’auto-termes simples
La me´thode de se´lection pre´ce´dente ne´cessite le re´glage du seuil εEnerg. Ceci s’ave`re eˆtre
difficile en pratique car aucun principe heuristique ne permet de guider le choix de la valeur de
εEnerg. Nous verrons en outre dans les re´sultats du paragraphe 3.3 que de faibles variations de
la valeur εEnerg modifient sensiblement les performances de la me´thode de se´paration.
Nous proposons un nouveau crite`re de se´lection plus robuste base´ sur l’identification de
matrices Sˆφss[t, f ] diagonales avec un seul terme non-nul sur la diagonale. Cette ide´e vient sim-
plement du fait qu’en pratique nous avons constate´ que les matrices Sˆφss[t, f ] diagonales n’ont
effectivement qu’un seul terme non-nul sur la diagonale.
Ce phe´nome`ne s’explique intuitivement de la manie`re suivante : si deux sources si et sj
posse`dent une meˆme fre´quence f0 au meˆme instant t0, alors la RTF croise´e entre ces deux
sources au point (t0, f0) est vraisemblablement non nulle. En d’autres termes, si sˆφsisi(t0, f0) et
sˆφsjsj (t0, f0) sont non nuls, il est vraisemblable que sˆ
φ
sisj (t0, f0) et sˆ
φ
sjsi(t0, f0) soient aussi non
nuls. Donc, si Sˆφss[t0, f0] est diagonale, il est vraisemblable qu’elle ne posse`de qu’un terme non-
nul.
Par la suite, un point (t, f) correspondant a` une matrice Sˆφss[t, f ] ne posse´dant qu’un seul
terme non-nul, situe´ sur la diagonale, sera de´signe´ comme un point associe´ a` un auto-terme
simple des sources. Plus pre´cise´ment, si Sˆφss[t, f ] est diagonale avec un seul terme non-nul situe´
a` la ieme position, alors (t, f) sera un point t-f associe´ a` un auto-terme simple de la ieme source.
Nous proposons maintenant un crite`re permettant d’identifier les points t-f associe´s a` des
auto-termes simples des sources [FD04, HFDZ02].
Soit (t0, f0) un point t-f associe´ a` un auto-terme simple des sources. Par de´finition, Sˆφss[t0, f0]
est donc diagonale avec un seul terme non nul. Sˆφss[t0, f0] ne posse`de donc e´videmment qu’une
seule valeur propre non nulle. Avec l’e´quation (3.45) et U orthonormale, on a :
eig(Rˆ−1ss Sˆφss[t0, f0]) ≈ eig(Sˆ
φ
xx[t0, f0]) (3.50)
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ou` eig(M) de´signe l’ensemble des valeurs propres d’une matrice M. Ainsi, Rˆss e´tant diagonale,
une seule des valeurs propres de Sˆφxx[t0, f0] est non nulle, ce qui signifie en particulier que la
plus grande des valeurs absolues des valeurs propres de Sˆφxx[t0, f0] e´gale la somme des valeurs
absolues des valeurs propres de Sˆφxx[t0, f0].
Finalement, les point t-f associe´s a` des auto-termes simples des sources ve´rifient :
C2[t, f ]
def=
max|eig(Sˆφxx[t, f ])|∑ |eig(Sˆφxx[t, f ])| (3.51)
≈ 1 (3.52)
ou` la notation |eig(M)| de´signe l’ensemble des valeurs absolues des valeurs propres de M.
La recherche d’auto-termes simples des sources est e´quivalente a` la se´lection des matrices
Sˆφxx[t, f ] de rang 1. Ceci signifie que tout point (t0, f0) tel que C2[t0, f0] = 1 correspond a` une
matrice Sˆφss[t, f ] de rang 1, qui en the´orie ne correspond pas obligatoirement a` un auto-terme
simple. Il est donc possible de se´lectionner des matrices Sˆφxx[t, f ] «pathologiques», qui corres-
pondent a` des matrices Sˆφss[t, f ] de rang 1 mais non-diagonales. Cependant, nous avons constate´
qu’en pratique de tels cas sont rares, et lorsqu’ils surviennent, leur effet est re´duit par le proces-
sus de diagonalisation simultane´e de plusieurs matrices. Ces matrices «pathologiques» peuvent
e´ventuellement eˆtre e´carte´es par une me´thode de diagonalisation simultane´e ite´rative comme
celle de´crite dans [HFDZ02].
En pratique, C2[t, f ] n’est calcule´ que pour les points t-f correspondant a` une e´nergie signi-
ficative des sources : afin d’e´viter les matrices Sˆφss[t, f ] de coefficients tous proches de ze´ro, avec
l’e´quation (3.45) on calcule C2[t, f ] uniquement pour les points t-f tels que
trace(Sˆφxx[t, f ]) ≥ moy(trace(Sˆ
φ
xx[t, f ])) (3.53)
ou` moy(trace(Sˆφxx[t, f ])) de´signe la valeur moyenne de trace(Sˆ
φ
xx[t, f ]) sur tout le plan t-f.
Toutefois, pratiquement aucun point (t, f) ne satisfait C2[t, f ] = 1 car les matrices Sˆφss[t, f ]
correspondant a` des auto-termes simples des sources ne sont jamais strictement diagonales mais
seulement quasi-diagonales. Une premie`re ide´e consiste donc a` utiliser le crite`re de se´lection
suivant :
Se´lectionner (t, f) si C2[t, f ] ≥ 1− ε (3.54)
ou` ε est proche de ze´ro.
Afin d’e´viter le proble`me du choix de ε nous proposons simplement de rechercher des points
t-f pour lesquels C2[t, f ] est e´leve´ (proche de 1). Une solution satisfaisante consiste a` chercher les
maxima locaux de C2[t, f ] sur l’ensemble du plan temps-fre´quence. Par de´finition de C2[t, f ], ses
maxima locaux proches de 1 correspondent a` des auto-termes simples de sources quelconques.
Donc, ces maxima locaux sont distribue´s principalement le long des signatures t-f des sources
(sauf la` ou` les signatures t-f de plusieurs sources se chevauchent car dans ces re´gions au moins
deux termes diagonaux de Sˆφss[t, f ] sont non nuls). Ainsi, la recherche des maxima locaux de
C2[t, f ] assure la selection de points t-f associe´s a` des auto-termes simples de toutes les sources
(ce qui est une condition ne´cessaire a` l’unicite´ de la diagonalisation simultane´e), et associe´s aux
matrices les «plus diagonales» (ce qui ame´liore l’estimation de U). Ainsi, nous proposons de
se´lectionner les points t-f ve´rifiant :{
‖∇C2[t, f ]‖2 ≤ εGrad
∇2C2[t, f ] < 0
(3.55)
ou`
∇C2 =
[
δC2
δt
,
δC2
δf
]T
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de´signe le gradient2 de C2 et ou`
∇2C2 =
[
δ2C
δt2
δ2C
δt δf
δ2C
δf δt
δ2C
δf2
]
de´signe le Hessien3 de C2[t, f ]. Le seuil εGrad re`gle le nombre de points se´lectionne´s au voisinage
d’un maximum local.
Nous donnons le nom de «TFBSS» a` la me´thode temps-fre´quence utilisant le crite`re de
se´lection base´ sur l’identification d’auto-termes simples des sources. Une imple´mentation MAT-
LAB de TFBSS est disponible sur Internet sur [Fe´v] ainsi que sur «ICA Central» [Cen].
Re´sume´ de TFBSS :
1) Calcul de σˆ2 par moyenne des m−n plus petites valeurs propres de Rˆxx =
1
T
∑
x[t]x[t]H (si m > n),
2) Calcul de Wˆ d’apre`s σˆ2 et les e´le´ments propres de Rˆxx,
3) Calcul de Sˆφxx[t, f ] pour (t, f) ∈ IT × IF , ou` IT et IF de´signent des en-
sembles arbitraires d’index temporels et fre´quentielsa,
4) Calcul de C2[t, f ] pour (t, f) ∈ IT × IF ,
5) Identification d’un ensemble de points {(ti, fi), i ∈ J1,KK} associe´s a` des
auto-termes simples des sources (par me´thode de gradient),
6) Calcul de Uˆ par diagonalisation simultane´e de l’ensemble {Sˆφxx[ti, fi], i ∈J1,KK},
7) Une estimation de A est Aˆ = Wˆ# Uˆ. Une estimation de A# est Bˆ =
UˆH Wˆ.
aEn pratique une transforme´e de Hilbert pourra e´ventuellement eˆtre applique´e aux ob-
servations avant le calcul de leur RTFS. Ceci permet d’e´viter le phe´nome`ne de repliement
spectral [Fla99] et peut faciliter l’identification des auto-termes simples des sources.
Discussion
L’ide´e sous-jacente a` la recherche d’auto-termes simples des sources est la localisation de
points t-f ou` une seule source est active. Cette ide´e est commune a` plusieurs travaux sur la
se´paration de me´langes line´aires instantane´s, notamment sous-de´termine´s, base´s sur des RTF
atomiques. Les RTF atomiques sont des repre´sentations line´aires alors que les RTF e´nerge´tiques
que nous avons utilise´es sont biline´aires.
Par exemple, Abrard, Deville & White proposent une me´thode simple d’identification de la
matrice d’un me´lange line´aire instantane´ e´ventuellement sous-de´termine´ [ADW01]. Leur me´thode
est base´e sur la localisation de points t-f pour lesquels les Transforme´es de Fourier a` Court-Terme
(TFCT) de toutes les sources sauf une sont nulles. En effet, en supposant m = n = 2, en notant
Fx[t, f ] la TFCT d’un signal x pour une feneˆtre de lissage temporel quelconque, on a :
F [t, f ] def=
Fx1 [t, f ]
Fx2 [t, f ]
=
a11Fs1 [t, f ] + a12Fs2 [t, f ]
a21Fs1 [t, f ] + a22Fs2 [t, f ]
(3.56)
Si au point (t0, f0) seule la source s1 est «active», c-a`-d si Fs2 [t0, f0] = 0, alors
F [t0, f0] =
Fx1 [t0, f0]
Fx2 [t0, f0]
=
a11
a21
(3.57)
2Puisque C2 est discret en temps et en fre´quence, le gradient de´signe simplement les diffe´rences de C2 d’un
e´chantillon a` l’autre sur l’axe des temps ou des fre´quences.
3Meˆme remarque que pour le gradient : dans le cas discret le Hessien de´signe simplement les diffe´rences des
gradients d’un e´chantillon a` l’autre.
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La localisation du point (t0, f0) permet donc de calculer le rapport a11/a21. De meˆme la localisa-
tion d’un point t-f ou` seule la source s2 est active permet de calculer le rapport a12/a22, et donc
d’identifier la matrice de me´lange aux inde´terminations pre`s de la SAS. Les re´gions ou` seule
une source est active sont de´termine´es comme e´tant celles sur lesquelles F [t, f ] est quasiment
constant.
Si les sources ont des supports temps-fre´quence disjoints, il alors envisageable de reconstruire
les signaux sources apre`s avoir localise´ tout leur support t-f. Ceci est l’objet de [JRY00] avec des
RTF atomiques et de [NBAMB01] avec des RTF e´nerge´tiques. Cette me´thode de reconstruction
est inte´ressante pour la se´paration de me´langes sous-de´termine´s pour lesquels il ne suffit pas
d’estimer la matrice de me´lange pour reconstruire les sources (car A n’est pas inversible).
3.3 Re´sultats comparatifs sur des me´langes synthe´tiques
Nous proposons dans cette partie de comparer les performances de JADE, SOBI, BGML
et TFBSS dans plusieurs cas de figure et avec diffe´rents re´glages des parame`tres des me´thodes.
Auparavant, nous de´finissons dans le paragraphe suivant les crite`res d’e´valuation utilise´s.
3.3.1 Crite`res d’e´valuation
Nous nous inte´ressons dans ce paragraphe a` l’e´valuation de la qualite´ du re´sultat d’une
me´thode de se´paration, en simulation, c-a`-d lorsque l’on dispose des sources originales. La me-
sure de l’erreur entre une source sk et une estimation sˆk de cette source est une taˆche simple mais
non triviale qui n’apparaˆıt pas avoir e´te´ tre`s e´tudie´e dans la litte´rature. Nous proposons une
se´rie de crite`res d’e´valuation permettant la mesure de l’erreur totale sur l’estimation d’une source
mais aussi la mesure des contributions des diffe´rentes causes d’erreur possibles (interfe´rences,
bruit, artefacts) [RGF03].
On notera
〈f, g〉 def= 1
T
T−1∑
t=0
f [t] g[t] (3.58)
le produit scalaire entre deux se´quences f et g de C1×T . La norme de f est alors de´finie par :
‖f‖ =
√
〈f, f〉 (3.59)
Les se´quences f et g sont orthogonales ssi 〈f, g〉 = 0.
Il est important de souligner que dans le contexte stochastique qui a e´te´ adopte´ jusqu’a`
pre´sent, si les sources sont traite´es comme e´tant les re´alisations de se´quences ale´atoires sta-
tionnaires ergodiques, le produit scalaire entre deux se´quences f et g est e´gal a` l’estimation de
la corre´lation entre les deux se´quences ale´atoires dont f et g sont les re´alisations. La notion
d’orthogonalite´ est alors a` rapprocher de la notion de de´corre´lation.
Soit sˆk une estimation de la source sk de la forme :
sˆk = α sk + e (3.60)
avec α ∈ C et ou` e de´signe un terme d’erreur. La distortion relative entre sk et sˆk de´finie par
D1
def=
‖sˆk − sk‖2
‖sˆk‖2 (3.61)
ne prend pas en compte l’inde´termination sur le gain de la SAS. En effet, si sˆk est une estimation
«parfaite» de sk, donc de la forme sˆk = α sk, alors la mesure de distortion vaut D1 = |1−α−1|2
et elle est donc non nulle.
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Dans le cas re´el, l’inde´termination sur le gain peut eˆtre prise en compte en utilisant plutoˆt
la mesure de distortion suivante [STS99] :
D2
def= min
²=±1
∥∥∥∥ sˆk‖sˆk‖ − ² sk‖sk‖
∥∥∥∥2 (3.62)
La variable ² corrige le signe. Dans le cas complexe, ² devrait en plus corriger la phase. Cette
mesure garantit bien D2 = 0 si sˆk = α sk. En revanche, a` l’autre extreˆme, dans le cas ou` il n’existe
aucune contribution d’une source dans son estimation, c-a`-d, si sˆk = e il serait souhaitable que
la mesure de distortion soit infinie. Or, si l’erreur e est orthogonale a` sk, la mesure D2 prend au
maximum la valeur 2. On remarquera que la mesure D2 est «homoge`ne» au produit scalaire des
sources, c-a`-d, en contexte stochastique, a` leur corre´lation. En effet, en supposant les sources
normalise´es et ² = 1, on a simplement :
D2 = ‖sˆk‖+ ‖sk‖ − 2Re
{〈
sˆk
‖sˆk‖ ,
sk
‖sk‖
〉}
(3.63)
= 2 (1− Re {〈sˆk, sk〉}) (3.64)
Distortion relative totale
Compte tenu des limitations des distortions D1 et D2, nous proposons de de´finir la distortion
relative totale comme le rapport des e´nergies des deux termes de la de´composition suivante :
sˆk =
〈
sˆk,
sk
‖sk‖
〉
sk
‖sk‖ + etotal (3.65)
Le terme 〈sˆk, sk/‖sk‖〉 sk/‖sk‖ n’est autre que la projection de la source estime´e sur la source
originale. On de´finit ainsi la distortion relative totale par :
Dtotal
def=
‖etotal‖2∥∥∥〈sˆk, sk‖sk‖〉 sk‖sk‖∥∥∥2 =
‖etotal‖2∣∣∣〈sˆk, sk‖sk‖〉∣∣∣2 (3.66)
Le terme d’erreur etotal est par construction orthogonal a` la contribution de la source originale
sk. Avec le the´ore`me de Pythagore, on a donc :
‖etotal‖2 = ‖sˆk‖2 −
∥∥∥∥〈sˆk, sk‖sk‖
〉
sk
‖sk‖
∥∥∥∥2 (3.67)
= ‖sˆk‖2 −
∣∣∣∣〈sˆk, sk‖sk‖
〉∣∣∣∣2 (3.68)
D’ou` :
Dtotal =
‖sˆk‖2 −
∣∣∣〈sˆk, sk‖sk‖〉∣∣∣2∣∣∣〈sˆk, sk‖sk‖〉∣∣∣2 (3.69)
Cette mesure n’est qu’une le´ge`re modification de la mesure D2. En effet, dans le cas re´el, on
a simplement Dtotal = D2(4 − D2)/(2 − D2)2. Si l’on dispose d’une estimation parfaite de sk
(sˆk = α sk), alors Dtotal = D2 = 0. Cependant, lorsque l’estimation d’une source est orthogonale
a` la source originale, c-a`-d, 〈sˆk, sk〉 = 0, alors D2 = 2 tandis que Dtotal = +∞. Nous pensons
que cette proprie´te´ fait de Dtotal une mesure de distortion plus pertinente que D2.
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Interfe´rences, Bruit et Artefacts
Le terme d’erreur etotal inclut les contributions des autres sources (les interfe´rences), du
bruit n, ainsi que des e´ventuels «artefacts» dus a` l’algorithme de se´paration4. Dans certains
proble`mes de SAS, la nature de l’erreur d’estimation est tre`s importante et il convient d’e´valuer
les diffe´rentes contributions des diffe´rents types d’erreur. Par exemple, en Se´paration de Sources
Audio, la distortion due aux artefacts de l’algorithme (provenant par exemple de l’ajout de ze´ros
non-naturels dans la Transforme´e de Fourier Court-Terme de sˆk [JRY00]) peut s’ave´rer eˆtre, a`
l’e´coute, plus geˆnante qu’un re´sidu de bruit ou d’interfe´rences. Ainsi, nous proposons trois me-
sures de distortions au lieu d’une seule en de´composant etotal en trois termes.
Supposons que les e´le´ments de l’ensemble E = {s1, . . . , sn} ∪ {n1, . . . , nm} soient tous mu-
tuellement orthogonaux. Alors l’estimation sˆk posse`de la de´composition orthogonale suivante :
sˆk =
〈
sˆk,
sk
‖sk‖
〉
sk
‖sk‖ + einterf + ebruit + eartef (3.70)
ou`
〈
sˆk,
sk
‖sk‖
〉
sk
‖sk‖ est la contribution de la vraie source,
einterf =
∑
l 6=k
〈
sˆk,
sl
‖sl‖
〉
sl
‖sl‖ (3.71)
est l’erreur due aux interfe´rences des autres sources,
ebruit =
m∑
l=1
〈
sˆk,
nl
‖nl‖
〉
nl
‖nl‖ (3.72)
est l’erreur due au bruit additif, et finalement
eartef = sˆk −
〈
sˆk,
sk
‖sk‖
〉
sk
‖sk‖ − einterf − ebruit (3.73)
est le re´sidu e´ventuel attribue´ aux artefacts nume´riques de l’algorithme de se´paration.
Dans le cas plus ge´ne´ral ou` les e´le´ments de E ne sont pas tous mutuellement orthogonaux
mais forment cependant un ensemble libre (c-a`-d qu’il n’existe pas de combinaison line´aire nulle
des sources et/ou des bruits), nous proposons de ge´ne´raliser la de´composition (3.70) en utilisant
diffe´rents projecteurs orthogonaux. Soient Ps le projecteur orthogonal sur l’espace engendre´ par
les sources {s1, . . . , sn}, Ps,n le projecteur orthogonal sur l’espace engendre´ par les sources et les
se´quences de bruit E . La de´composition (3.70) reste valable avec :
einterf = Ps(sˆk)−
〈
sˆk,
sk
‖sk‖
〉
sk
‖sk‖ (3.74)
ebruit = Ps,n(sˆk)− Ps(sˆk) (3.75)
eartef = sˆk − Ps,n(sˆk) (3.76)
Nous de´finissons alors la distortion relative due aux interfe´rences :
Dinterf =
‖einterf‖2∥∥∥〈sˆk, sk‖sk‖〉 sk‖sk‖∥∥∥2 =
‖einterf‖2∣∣∣〈sˆk, sk‖sk‖〉∣∣∣2 , (3.77)
4Les algorithmes fournissant des estimations des sources par application d’une matrice de se´paration aux
observations ne ge´ne`rent pas d’artefacts (voir plus loin).
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la distortion relative due au bruit additif :
Dbruit =
‖ebruit‖2∥∥∥〈sˆk, sk‖sk‖〉 sk‖sk‖ + einterf∥∥∥2 , (3.78)
et la distortion relative due aux artefacts :
Dartef =
‖eartef‖2∥∥∥〈sˆk, sk‖sk‖〉 sk‖sk‖ + einterf + ebruit∥∥∥2 . (3.79)
D’apre`s Dtotal (resp. Dinterf , Dbruit, Dartef ), on de´finit en dB le Rapport Source a` Distortion
(RSD) :
RSD = 10 log10D
−1
total (3.80)
(resp. Rapport Source a` Interfe´rences (RSI), Rapport Signal a` Bruit (RSB), Rapport Signal a`
Artefacts (RSA)).
Une de´finition plus «naturelle» de la distortion relative due au bruit aurait pu eˆtre :
D
′
bruit =
‖ebruit‖2∥∥∥〈sˆk, sk‖sk‖〉 sk‖sk‖∥∥∥2 =
‖ebruit‖2∣∣∣〈sˆk, sk‖sk‖〉∣∣∣2 (3.81)
Cependant telle qu’elle est de´finie par l’e´quation (3.78), la mesure Dbruit est inde´pendante de
la mesure Dinterf , contrairement a` la mesure D
′
bruit. Conside´rons par exemple, un exemple de
Se´paration de Sources Audio. Soit deux sources s1 et s2 orthogonales ( 〈s1, s2〉 = 0) et norme´es
(‖s1‖ = ‖s2‖ = 1). Soit l’estimation suivante de la source s1 :
sˆ1 = ²1s1 + s2 + ebruit (3.82)
ou` ²1 et ²2 = ‖ebruit‖ sont tre`s infe´rieurs a` 1.
Une telle estimation de s1 est perc¸ue comme pratiquement pas bruite´e mais avec beaucoup
d’interfe´rences. Ceci est cohe´rent avec :
Dinterf =
‖s2‖2
‖²1 s1‖2 =
1
²21
À 1 (3.83)
et
Dbruit =
²22
‖²1 s1 + s2‖2 ≈ ²
2
2 ¿ 1 (3.84)
En revanche, la mesure D
′
bruit vaut :
D
′
bruit =
²22
‖²1 s1‖2 =
²22
²21
≈ 1 (3.85)
Avec cette mesure, la contribution du bruit peut donc apparaˆıtre comme trop importante, la
mesure Dbruit nous paraˆıt plus approprie´e. De meˆme la de´finition choisie de la mesure Dartef la
rend inde´pendante des mesures Dbruit et Dinterf .
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Calcul des mesures de distortion
Le calcul des diffe´rentes mesures propose´es ne´cessite le calcul de
〈
sˆk,
sk
‖sk‖
〉
ainsi que des
projections orthogonales Ps(sˆk) and Ps,n(sˆk).
Dans le cas de sources mutuellement orthogonales, on a simplement :
Ps(sˆk) =
n∑
l=1
〈
sˆk,
sl
‖sl‖
〉
sl
‖sl‖ (3.86)
Dans le cas de sources e´ventuellement corre´le´es, le calcul de Ps(sˆk) est un proble`me de
moindre carre´s qui consiste a` estimer un vecteur mk ∈ Cn×1 tel que Ps(sˆk) =mTk s et ve´rifiant :
∀l ∈ J1, nK , 〈sˆk − Ps(sˆk), sl〉 = 0 (3.87)
La solution a` ce proble`me fait appel a` la matrice de Gram de sources, de´finie par
Gs = [〈si, sj〉]i,j = 1
T
ssH (3.88)
On a alors :
mk = G
−1
s dk (3.89)
ou` dk = [〈sˆk, s1〉), . . . , 〈sˆk, sn〉)]T . Encore une fois, si les sources sont les re´alisations de se´quences
ale´atoires centre´es ergodiques stationnaires, alors la matrice de Gram des sources Gs correspond
a` l’estimation de la matrice de covariance Rss[0].
La projection Ps,n(sˆk) peut eˆtre calcule´e de la meˆme fac¸on en conside´rant la matrice de
Gram Gs,n des sources et des se´quences de bruit. Toutefois, si les se´quences de bruits sont
mutuellement orthogonales et orthogonales aux sources on a plus simplement :
Ps,n(sˆk) = Ps(sˆk) +
m∑
l=1
〈
sˆk,
nl
‖nl‖
〉
nl
‖nl‖ (3.90)
Des routines MATLAB calculant ces mesures de performance sont disponible sur le site
Internet de l’Action Jeunes Chercheurs GdR-ISIS «Ressources pour la se´paration de sources
audio» [GFV].
Un cas particulier
Dans le cas ou` les estimations des sources proviennent de l’application d’une matrice de
se´parationB aux observations x, et si les sources sont mutuellement orthogonales et orthogonales
aux se´quences de bruit, le crite`re Dinterf peut s’e´crire plus simplement en fonction du syste`me
global C = BA. On a :
sˆ = Bx (3.91)
= BAs+Bn (3.92)
= Cs+Bn (3.93)
On suppose que l’inde´termination sur l’ordre des sources a e´te´ leve´e ; la se´paration est donc
parfaite si C est diagonale. Avec C = {cij} et B = {bij}, on a :
sˆk =
n∑
l=1
ckl sl +
m∑
l=1
bkl nl (3.94)
3.3 Re´sultats comparatifs sur des me´langes synthe´tiques 63
D’ou` :
einterf =
∑
l 6=k
ckl sl (3.95)
ebruit =
m∑
l=1
bkl nl (3.96)
eartef = 0 (3.97)
D’ou` :
‖einterf‖2 =
∑
l 6=k
|ckl|2 ‖sl‖2 (3.98)
et 〈
sˆk,
sk
‖sk‖
〉
=
〈
ckk sk,
sk
‖sk‖
〉
(3.99)
= ckk ‖sk‖ (3.100)
D’apre`s l’e´quation (3.77), on a donc :
Dinterf =
∑
l 6=k |ckl|2 ‖sl‖2
|ckk|2 ‖sk‖2 (3.101)
Dinterf s’exprime donc simplement en fonction des termes de la keme ligne de C.
Pour donner une ide´e de ce que repre´sente une valeur donne´e en dB du RSI, fixons l’inde´termi-
nation sur le gain en supposant les sources norme´es : ∀i, ‖si‖ = 1. Si la se´paration est parfaite,
la matrice C est donc e´gale a` l’identite´. On peut e´crire :∑
l 6=k
|ckl|2 = 10−
RSI
10 |ckk|2 (3.102)
Avec ‖ · ‖1 ≤
√
dim(·) ‖ · ‖2, il vient :∑
l 6=k
|ckl| ≤
√
n− 1 10−RSI20 |ckk| (3.103)
Par exemple, si RSI = 30 dB et n = 3, alors :∑
l 6=k
|ckl| ≤ 0.0447 |ckk| (3.104)
D’un point de vue auditif, au-dela` d’un RSI de 30 dB, il est impossible de distinguer les in-
terfe´rences dans l’estimation d’une source audio.
Enfin, notons que les hypothe`ses formule´es dans ce paragraphe sont le pendant ide´al en
pratique des hypothe`ses stochastiques formule´es sur les sources et sur le bruit dans les me´thodes
expose´es aux pre´ce´dents chapitres (sources mutuellement inde´pendantes au moins a` l’ordre 2 et
inde´pendantes du bruit). Si les sources ne sont pas rigoureusement orthogonales ni les se´quences
bruit rigoureusement orthogonales aux sources, on peut ne´anmoins s’attendre a` une valeur de
Dinterf proche de celle donne´e par (3.101).
64 Chapitre 3 - Se´paration de sources non-stationnaires en me´lange line´aire instantane´
Conclusion
Nous avons pre´sente´ dans ce paragraphe plusieurs mesures d’erreur, une mesure d’erreur
totale Dtotal qui permet d’e´valuer la qualite´ ge´ne´rale de la se´paration mais aussi trois mesures
Dinterf , Dbruit et Dartef permettant d’e´valuer les contributions des diffe´rentes sources possibles
d’erreur, a` savoir les interfe´rences, le bruit et les artefacts. L’inte´reˆt de ces crite`res est mise en
e´vidence sur des re´sultats en simulation dans le paragraphe suivant sur des me´langes line´aires
instantane´s ainsi qu’au paragraphe 4.3 sur des me´langes convolutifs.
3.3.2 Performances compare´es
Nous pre´sentons dans ce paragraphe une se´rie de re´sultats sur des me´langes synthe´tiques.
Dans un premier temps nous proposons une e´tude statistique des performances compare´es de
TFBSS, SOBI et JADE sur des signaux synthe´tiques non-stationnaires TVARMA, en fonction
du niveau de bruit sur les observations et du recouvrement spectral des sources5. Puis, nous
e´tudierons les performances de la me´thode temps-fre´quence selon le crite`re de se´lection des
points t-f (se´lection d’auto-termes simples ou des points de plus haute e´nergie), pour diffe´rents
parame`tres de re´glages. L’influence du choix de la RTFS sera notamment e´tudie´e. Les per-
formances de TFBSS et BGML seront aussi compare´es, en contexte de´termine´ (m = n) et
non-bruite´. Nous discuterons aussi de l’influence de la longueur des signaux selon leur type
(stationnaires ou non-stationnaires) sur les performances de TFBSS, SOBI et JADE.
Enfin, nous pre´senterons et discuterons les re´sultats de se´paration d’un me´lange synthe´tique
de sources audio.
De´finition du Rapport Signal a` Bruit d’Entre´e
Les performances de TFBSS, SOBI et JADE sont e´tudie´es en contexte bruite´. Nous de´finissons
ici le Rapport Signal a` Bruit d’Entre´e (RSBE) utilise´ par la suite. Une observation quelconque
xi (i ∈ J1,mK) s’e´crit :
xi =
n∑
j=1
aij sj + ni (3.105)
Nous de´finissons le RSBE de l’observation xi par :
RSBExi
def= 10 log
∑n
j=1 |aij |2 ‖sj‖2
‖ni‖2 (3.106)
En supposant les sources norme´es (‖si‖ = 1) et avec ‖ni‖ ≈ σ, on a plus simplement :
RSBExi ≈ 20 log
√∑n
j=1 |aij |2
σ
(3.107)
Le RSBE ge´ne´ral est de´fini par :
RSBE def= min
i
{RSBExi} (3.108)
Comparaison de TFBSS, SOBI et JADE
Nous comparons les performances de TFBSS, SOBI et JADE sur des me´langes de sources de
type TVARMA (Time-Varying ARMA). Ce sont des se´quences i.i.d filtre´es par un filtre ARMA
dont les coefficients varient au cours du temps. Les sources sont donc les re´alisations de se´quences
non-stationnaires.
5On entendra par «recouvrement spectral» des sources le degre´ de recouvrement des signatures t-f des sources.
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Fig. 3.1 – Les sources sont ge´ne´re´es par des se´quences i.i.d gaussiennes filtre´es par des filtres ARMA
dont les fre´quences de coupure varient dans le temps selon diffe´rents profils ge´ome´triques (droite, sinus,
parabole). Le parame`tre ∆B re`gle la bande passante.
Les se´quences d’entre´e des filtres sont choisies gaussiennes de longueur T = 256. Les filtres
TVARMA sont des filtres de Butterworth passe-bande d’ordre 8 dont les fre´quences de coupure
varient au cours du temps. On ge´ne`re n = 3 sources suivant 3 profils d’e´volution des fre´quences
de coupure, repre´sente´s sur la figure 3.1. Le parame`tre ∆B re`gle la bande passante des filtres et
de´termine donc le recouvrement spectral des sources.
Les figures 3.2 et 3.3 pre´sentent deux exemples de re´alisations des sources normalise´es pour
∆B = 0.08 et ∆B = 0.24, accompagne´es d’une RTF (distribution pseudo-Wigner-Ville lisse´e,
voir plus loin).
Pour 3 cas de recouvrement spectral (∆B ∈ {0.08, 0.16, 0.24}) et diffe´rents niveaux de bruit
(RSBE ∈ {0, 5, 10, 15, 20, 25, 30, 35, 40}), nous avons ge´ne´re´ Nsim = 500 re´alisations des sources
et nous avons cre´e´ pour chaque re´alisation un me´lange synthe´tique comportant m = 4 observa-
tions. La matrice de me´lange est fixe´e et vaut :
A =

1 0.5 0.3
0.6 1 0.5
0.4 0.8 1
0.4 0.6 0.3
 (3.109)
TFBSS, SOBI et JADE ont e´te´ applique´s a` chaque re´alisation des observations et nous avons
calcule´ les valeurs moyennes des RSD, RSI et RSB des estimations des trois sources. On notera :
¯RSD =
1
n
n∑
i=1
RSDsˆi (3.110)
ou` RSDsˆi de´signe le RSD de l’estimation sˆi de la source si (on de´finit de meˆme R¯SI et ¯RSB).
Enfin, pour chaque valeur de ∆B et RSBE nous calculons la moyenne et l’e´cart type de ¯RSD,
R¯SI et ¯RSB sur les 500 re´alisations.
La RTFS des observations utilise´e dans TFBSS est une distribution pseudo-Wigner-Ville
lisse´e, calcule´e sur IT × IF = J0, T − 1K × J0, T − 1K. La se´lection des auto-termes simples des
sources a e´te´ re´alise´e avec εGrad = 0.01. L’influence de ces diffe´rents parame`tres (choix de la
distribution, nombre de points dans IT et IF , valeur de εGrad) est e´tudie´e par la suite. L’ensemble
des retards utilise´s dans SOBI est fixe´ a` {1, 2, 3}.
Les re´sultats sont reporte´s sur les figures 3.4, 3.5 et 3.6.
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Fig. 3.2 – Re´alisations temporelles de chaque source pour ∆B = 0.08, accompagne´es de leur distribution
pseudo-Wigner-Ville lisse´e.
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Fig. 3.3 – Re´alisations temporelles de chaque source pour ∆B = 0.24, accompagne´es de leur distribution
pseudo-Wigner-Ville lisse´e.
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Fig. 3.4 – Comparaison de TFBSS, JADE et SOBI sur des me´langes de sources TVARMA pour diffe´rents
cas de recouvrement spectral (en colonnes) et diffe´rents niveaux de bruit d’entre´e. Valeur moyenne (◦−)
± e´cart type (· ·) de ¯RSD sur 500 re´alisations.
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Fig. 3.5 – Comparaison de TFBSS, JADE et SOBI sur des me´langes de sources TVARMA pour diffe´rents
cas de recouvrement spectral (en colonnes) et diffe´rents niveaux de bruit d’entre´e. Valeur moyenne (◦−)
± e´cart type (· ·) de R¯SI sur 500 re´alisations.
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Fig. 3.6 – Comparaison de TFBSS, JADE et SOBI sur des me´langes de sources TVARMA pour diffe´rents
cas de recouvrement spectral (en colonnes) et diffe´rents niveaux de bruit d’entre´e. Valeur moyenne (◦−)
± e´cart type (· ·) de ¯RSB sur 500 re´alisations.
Discussion La figure 3.6 montre que la contribution du bruit dans l’erreur d’estimation des
sources ( ¯RSB) varie line´airement avec le niveau de bruit sur les observations (RSBE). Ce qui est
cohe´rent avec le fait que du bruit additif subsiste sur les estimations des sources (e´quation (2.3)).
Il est alors logique que l’erreur totale sur l’estimation des sources ( ¯RSD) chute sensiblement
lorsque le niveau de bruit en entre´e augmente (c-a`-d, RSBE→ 0), comme le montre la figure 3.4.
Il est donc plus pertinent d’e´tudier les variations du RSI (figure 3.5), qui mesure uniquement le
pouvoir de re´jection des autres sources dans l’estimation d’une source.
On constate alors que les 3 me´thodes sont, en termes de re´jection, robustes au bruit sur
l’intervalle RSBE = [10, 40], puis leurs performances chutent sensiblement.
Les performances des trois me´thodes sont indiffe´rentes au recouvrement spectral. TFBSS
fournit les meilleures performances sur la plage RSBE = [10, 40], avec un gain de 10 dB par
rapport aux performances de SOBI. Notons que SOBI donne de bons re´sultats, bien que cet
algorithme soit construit pour des sources stationnaires. En revanche, les re´sultats de JADE
sont de´cevants.
Comparaison des me´thodes de se´lection des points t-f
Nous e´tudions dans ce paragraphe les performances de la me´thode t-f suivant le mode de
se´lection des points : se´lection d’Auto-Termes Simples des sources ou se´lection des Points de plus
Haute E´nergie. La premie`re me´thode de se´lection est nomme´e «me´thode ATS», la deuxie`me
«me´thode PHE».
Dans un premier temps, une e´tude statistique des performances des deux modes de se´lection
est mene´e sur le meˆme type de sources et la meˆme matrice de me´lange que pre´ce´demment, avec
Nsim = 100 re´alisations.
Nous avons e´tudie´ l’influence du nombre de points temporels (NT ) et fre´quentiels (NF )
utilise´s pour le calcul de la RTFS des observations. Ces points sont choisis de manie`re e´quire´partie
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Fig. 3.7 – Re´sultats de la me´thode t-f en utilisant la me´thode de se´lection ATS, pour 3 cas de recou-
vrement spectral (en colonnes). (−) εGrad = 2NT+NF , (·−) εGrad = 10NT+NF , (−−) εGrad = 20NT+NF .
sur les intervalles J0, T − 1K× J0, T − 1K, c-a`-d (en supposant T/NT et T/NF entiers) :
IT = {0, T
NT
, 2
T
NT
, 3
T
NT
, . . .} (3.111)
IF = {0, T
NF
, 2
T
NF
, 3
T
NF
, . . .} (3.112)
Par exemple, avec T = 256, siNT = NF = 64, on calcule Sˆφxx[t, f ] pour (t, f) ∈ {0, 4, 8, . . . , 252}2.
Nous avons e´tudie´ trois cas : (NT = NF ) ∈ {64, 128, 256}.
Pour chaque valeur de (NT , NF ) nous avons applique´ les me´thodes aux signaux en testant plu-
sieurs valeurs des seuils εGrad et εEnerg des me´thodes de se´lection. Le seuil εGrad e´tant homoge`ne
au gradient de C2[t, f ], nous l’avons choisi proportionnellement a` 1/(NT + NF ). La figure 3.7
pre´sente les re´sultats obtenus avec la me´thode ATS pour εGrad ∈ {2, 10, 20}/(NT + NF ) 6. La
figure 3.8 pre´sente les re´sultats obtenus avec la me´thode PHE pour εEnerg ∈ {0.9, 1, 1.1}. La
figure 3.9 compare les re´sultats obtenus par les deux me´thodes de se´lection pour les choix opti-
maux (parmi les valeurs teste´es) εGrad = 2/(NT +NF ) et εEnerg = 0.9. La figure 3.10 trace dans
ce dernier cas le nombre moyen de points t-f se´lectionne´s par chacune des me´thodes de se´lection.
Dans un deuxie`me temps, nous proposons de voir sur un exemple simple ou` sont localise´s
dans le plan t-f les points se´lectionne´s par les deux me´thodes. A cette fin nous conside´rons n = 3
sources de´terministes a` bande e´troite : 3 sinuso¨ıdes module´es en fre´quence suivant un profil
line´aire, un profil sinuso¨ıdal et un profil parabolique. Nous avons ge´ne´re´ m = 4 observations
avec A de´finie par l’e´quation (3.109) et RSBE=20 dB.
La figure 3.11 (a) repre´sente un crite`re de diagonalite´ des matrices Sˆφss[t, f ] pour (t, f) ∈J0, T − 1K2. Le crite`re de diagonalite´ utilise´ est :
Cd(M) =
∑
i |mii|∑
ij |mij |
(3.113)
6En pratique nous avons constate´ que des valeurs de εGrad infe´rieures a` 2/(NT +NF ) peuvent poser proble`me :
en raison de l’imple´mentation discre`te du gradient, si le seuil est trop faible il est possible qu’aucun point t-f ne
soit se´lectionne´.
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Fig. 3.8 – Re´sultats de la me´thode t-f en utilisant la me´thode de se´lection PHE, pour 3 cas de recou-
vrement spectral (en colonnes). (−) εEnerg = 0.9, (·−) εEnerg = 1, (−−) εEnerg = 1.1.
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Fig. 3.9 – Re´sultats compare´s des me´thodes de se´lection pour les choix optimaux de εGrad et εEnerg, pour
3 cas de recouvrement spectral (en colonnes). (−) Me´thode ATS avec εGrad = 2NT+NF , (−−) Me´thode
PHE avec εEnerg = 0.9.
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Fig. 3.10 – Nombre moyen de points t-f se´lectionne´s par chacune des deux me´thodes pour les choix
optimaux de εGrad et εEnerg. (−) Me´thode ATS avec εGrad = 2NT+NF , (−−) Me´thode PHE avec εEnerg =
0.9.
ou` M = {mij} ∈ Cn×n. Afin de ve´rifier que les matrices Sˆφss[t, f ] diagonales n’ont qu’un seul
terme diagonal dominant, la figure 3.11 (b) repre´sente le crite`re suivant :
C1d(M) =
maxi |mii|∑
ij |mij |
(3.114)
C1d(Sˆφss[t, f ]) est proche de 1 si Sˆφss[t, f ] est diagonale avec un seul terme dominant.
Les zones blanches de la figure 3.11 (a) correspondent a` Cd(Sˆφss[t, f ]) ≈ 1, c-a`-d, aux matrices
Sˆφss[t, f ] les plus diagonales. Le but des me´thodes de se´lection est donc de se´lectionner des
points appartenant a` ces zones blanches. Les figures 3.11 (a) et (b) montrent que les maxima de
Cd(Sˆφss[t, f ]) sont e´gaux aux maxima de C1d(Sˆφss[t, f ]), ce qui montre que les matrices Sˆφss[t, f ]
diagonales n’ont bien qu’un seul terme dominant sur la diagonale et souligne la pertinence de
rechercher des auto-termes simples des sources.
La figure 3.11 (c) repre´sente les points se´lectionne´s par la me´thode de se´lection des auto-
termes simples, avec εGrad = 2/(NT +NF ), la figure 3.11 (d) repre´sente les points se´lectionne´s
par la me´thode de se´lection des points de plus haute e´nergie, avec εEnerg = 0.9.
Discussion Les re´sultats fournis par la me´thode de se´lection ATS (figure 3.7) sont peu sen-
sibles au choix du seuil εGrad, ni au nombre de points t-f NT ×NF et au recouvrement spectral.
En revanche, la me´thode de se´lection PHE est tre`s sensible au choix du seuil εEnerg. Les per-
formances de la me´thode chutent sensiblement de εEnerg = 0.9 a` εEnerg = 1.1 (voir figure 3.8).
Nous proposons une explication a` ce phe´nome`ne. Ide´alement, les auto-termes simples des sources
ve´rifient :
trace(Sˆφss[t, f ]) =
∥∥∥Sˆφss[t, f ]∥∥∥
F
(3.115)
Donc, d’apre`s l’expression (3.47) du crite`re de se´lection PHE, si εEnerg > 1, les points t-f
associe´s a` des auto-termes simples des sources ne sont pas se´lectionne´s par la me´thode PHE et
ceci expliquerait les mauvaises performances de cette me´thode pour εEnerg = 1.1.
La comparaison des me´thodes de se´lection pour les choix optimaux de εGrad et εEnerg re´ve`le
des re´sultats similaires. Cependant, le nombre moyen de points t-f se´lectionne´s par chacune des
me´thodes est incomparable : il varie de 30 a` 500 pour la me´thode ATS, alors qu’il varie de 500 a`
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Fig. 3.11 – Localisation des points t-f se´lectionne´s par deux me´thodes. (a) Crite`re de diagonalite´
Cd(Sˆφss[t, f ]), les zones blanches correspondent aux points ou` Sˆφss[t, f ] est la plus diagonale ; les traits
pleins repre´sentent les fre´quences instantane´es des sources. (b) Crite`re de diagonalite´ avec un terme
diagonal dominant C1d(Sˆφss[t, f ]), (c) Points se´lectionne´s par la me´thode ATS (en rouge), superpose´s a`
Cd(Sˆφss[t, f ]), (d) Points se´lectionne´s par la me´thode PHE (en rouge), superpose´s a` Cd(Sˆφss[t, f ]).
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20000 pour la me´thode PHE. Ceci se traduit par une diffe´rence de temps de calcul conside´rable
entre les deux me´thodes. Dans le cas NT = NF = 256, sur un ordinateur Pentium 4 cadence´
a` 2.8 GHz, le temps de calcul moyen de la me´thode de se´paration t-f globale est de 8s avec la
me´thode ATS et de 60s avec la me´thode PHE.
La figure 3.11 (d) montre que la me´thode PHE se´lectionne de nombreux point t-f corres-
pondant a` des matrices Sˆφss[t, f ] diagonales mais aussi de nombreux points «de nuisance». En
particulier, la plupart des points localise´s a` l’intersection des signatures t-f de deux sources
sont se´lectionne´s par la me´thode PHE alors qu’il ne correspondent pas a` des matrices Sˆφss[t, f ]
diagonales. L’influence de ces points de nuisance est re´duite par la diagonalisation simultane´e,
dans la mesure ou` la majorite´ des points t-f se´lectionne´s correspondent a` des matrices Sˆφss[t, f ]
effectivement diagonales. Ceci explique que la me´thode PHE donne ne´anmoins de bons re´sultats.
En revanche, la figure 3.11 (c) montre que la me´thode ATS ne se´lectionne que peu de points t-f,
qui correspondent bien tous a` des matrices Sˆφss[t, f ] diagonales.
Etude de l’influence du noyau
Nous e´tudions de´sormais l’influence de la RTFS choisie dans TFBSS. Nous avons repris le
protocole de simulation pre´ce´dent en testant plusieurs RTFS de la classe de Cohen, calcule´es
au moyen de la Boˆıte a` Outils Temps-Fre´quence pour MATLAB [AFLG] et utilise´es avec leur
parame`tres par de´faut :
– distribution de Wigner-Ville (tfrwv.m) : φ[t, f ] = δ[t] δ[f ] (pas de lissage),
– distribution pseudo-Wigner-Ville lisse´e (tfrspwv.m) : φ[t, f ] = h[t] g[f ] (lissages temps et
fre´quence disjoints),
– distribution a` Interfe´rences Re´duites avec noyau de Bessel (tfrridb.m), lissage conjoint
en temps et en fre´quence,
– distribution a` Interfe´rences Re´duites avec noyau de Choi-Williams (tfrcw.m), lissage
conjoint en temps et en fre´quence.
Une description comple`te des noyaux utilise´s est disponible dans [Fla99, AFLG96].
Les re´sultats sont pre´sente´s sur la figure 3.12 et sont base´s sur Nsim = 100 re´alisations des
sources pour chaque cas de recouvrement spectral et de RSBE. La me´thode de se´lection des
points t-f est la me´thode ATS avec εGrad = 10NT+NF et NT = NF = 128.
Discussion Les courbes de la figure 3.12 montrent que les performances de la me´thode t-f sont
similaires pour les trois distributions SPWV, RIDB et CW. Les performances de la me´thode avec
la distribution de Wigner-Ville sont le´ge`rement moins bonnes, en particulier la me´thode devient
moins robuste au bruit. On retiendra donc que les performances de TFBSS sont similaires selon
le noyau utilise´ du moment que la distribution de Wigner-Ville (spatiale) est lisse´e en temps et
en fre´quence. La distribution pseudo-Wigner-Ville lisse´e e´tant la moins couˆteuse en calculs, c’est
celle qui est utilise´e en pratique.
Comparaison de l’approche temps-fre´quence et BGML
Dans ce paragraphe nous souhaitons mettre en valeur l’apport de l’approche t-f sur la
me´thode BGML. Les deux me´thodes sont compare´es sur le meˆme type de sources que pre´ce´dem-
ment mais cette fois de longueur7 T = 2048. Nous ne conside´rons ici que le cas de´termine´
(m = n = 3) non-bruite´. La matrice de me´lange est choisie arbitrairement et vaut :
A =
 1 0.5 0.30.6 1 0.5
0.4 0.8 1
 (3.116)
7Ceci afin de pouvoir tester plusieurs longueurs de feneˆtre, voir plus loin.
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Fig. 3.12 – Comparaison des performances de TFBSS pour diffe´rentes RTFS : distribution de Wigner-
Ville (WV), distribution pseudo-Wigner-Ville lisse´e (SPWV), distribution a` Interfe´rences Re´duites avec
noyau de Bessel (RIDB), distribution a` Interfe´rences Re´duites avec noyau de Choi-Williams (CW), pour
3 cas de recouvrement spectral (en colonnes). Valeur moyenne et e´cart-type de R¯SI sur 100 re´alisations.
Nous avons e´tudie´ les performances de BGML suivant le nombre K de segments en lesquels
les observations sont de´coupe´es (voir paragraphe 3.1). La longueur des intervalles ayant e´te´
choisie comme constante, ceci revient a` choisir diffe´rentes valeurs de la longueur Tfen de la
feneˆtre (rectangulaire) utilise´e pour le calcul des covariances locales. On a donc K =
⌊
T
Tfen
⌋
, ou`
b·c de´signe la partie entie`re. Nous avons teste´ les valeurs Tfen ∈ {17, 33, 65, 129, 257} (le choix
de valeurs impaires permet l’existence d’un instant central, utilise´ par la suite).
Pour chaque valeur de Tfen nous avons compare´ BGML a` une version particulie`re de TFBSS,
note´e TFBSS’. En effet, la distribution t-f utilise´e est la distribution pseudo-Wigner-Ville lisse´e,
mais avec une feneˆtre de lissage temporel identique a` celle de BGML, c-a`-d, une feneˆtre rectan-
gulaire de longueur Tfen. La RTFS des observations est calcule´e sur les K instants centraux des
K intervalles utilise´es par BGML, de sorte que le «de´coupage temporel» des observations est le
meˆme pour les deux me´thodes. Le nombre de points fre´quentiels pour le calcul de la RTFS des
observations est fixe´ a` NF = 256, quelle que soit la valeur de Tfen.
Pour chaque valeur de Tfen, les algorithmes de se´paration ont e´te´ applique´ a` Nsim = 100
re´alisations des observations. La figure 3.13 pre´sente la valeur moyenne et l’e´cart-type de R¯SI
sur les 100 re´alisations. Pour comparaison, nous pre´sentons aussi les re´sultats fournis par SOBI
pour plusieurs valeurs du nombre de retards.
Discussion La figure 3.13 montre que le gain de performance apporte´ par l’approche t-f est
conside´rable. On peut constater dans un premier temps que TFBSS’ est peu sensible a` la longueur
de la feneˆtre temporelle, a` la diffe´rence de BGML. Les meilleurs re´sultats de BGML sont fournis
dans les 3 cas de recouvrement spectral pour la longueur de feneˆtre la plus courte, c-a`-d, Tfen =
17.
Pour cette longueur de feneˆtre, les performances de BGML sont relativement proches de
celles de TFBSS’ dans le cas ∆B = 0.08 (faible recouvrement spectral). En revanche, lorsque
le recouvrement spectral augmente, les performances de BGML se de´gradent alors que celles
de TFBSS’ restent stables. Dans le plus fort cas de recouvrement spectral, les performances de
SOBI sont meˆme le´ge`rement meilleures a` celles de BGML.
Enfin on remarquera que les performances de SOBI sont peu sensibles au nombre de retards
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Fig. 3.13 – Performances de TFBSS’ et BGML pour plusieurs longueurs de Tfen et performance de
SOBI pour diffe´rents nombres de retards, pour 3 cas de recouvrement spectral (en colonnes). Valeur
moyenne et e´cart-type de R¯SI sur 100 re´alisations.
choisis, c-a`-d, au nombre de matrices de covariances diagonalise´es simultane´ment.
En conclusion, ces re´sultats de´gagent l’inte´reˆt de l’approche t-f, c-a`-d, de l’utilisation de
l’information temps et fre´quence contenue dans les observations (TFBSS’) par rapport a` la
seule information temporelle (BGML). L’approche t-f est toutefois e´videmment beaucoup plus
couˆteuse en temps de calcul : sur un ordinateur Pentium 4 cadence´ a` 2.8 GHz, le temps de
calcul de la me´thode BGML sur des signaux de longueur T = 2048 est de l’ordre de 1/10s avec
Tfen = 17, alors qu’il est de l’ordre de 9s pour TFBSS avec NT = NF = 256 et εGrad = 0.01.
Etude de l’influence de la longueur des signaux
Nous nous inte´ressons dans ce paragraphe a` l’influence de la longueur des signaux sur les
performances de TFBSS, SOBI et JADE. Deux cas de figure sont e´tudie´s :
1) Dans un premier temps nous conside´rons des sources non-stationnaires. Afin de conserver
le meˆme «type» de non-stationnarite´ au cours du temps, on conside`re n = 2 sources
TVARMA dont le contenu fre´quentiel est pe´riodique dans le temps. Les sources sont encore
ge´ne´re´es par des se´quences gaussiennes filtre´es par des filtres de Butterworth d’ordre 8
dont les fre´quences de coupures e´voluent dans le temps. Une pe´riode de l’e´volution des
fre´quences de coupures de chaque source est repre´sente´e sur la figure 3.14. Cette pe´riode
est de 256 points temporels.
Les 3 me´thodes sont teste´es sur Nsim = 100 re´alisations des sources, pour 3 cas de re-
couvrement spectral (∆B ∈ {0.08, 0.16, 0.24}) et plusieurs valeurs du nombre de pe´riodes
d’e´volution fre´quentielle des sources, e´quivalentes en nombres de points a`
T ∈ {256, 1024, 4096, 16384}.
2) Dans un second temps nous conside´rons des sources stationnaires, ge´ne´re´es par des
se´quences i.i.d de densite´ uniforme filtre´es par des filtres de Butterworth passe-bas d’ordre
8 et de fre´quences de coupure normalise´es 0.3 et 0.45. Les 3 me´thodes sont teste´es sur
Nsim = 100 re´alisations des sources et pour T ∈ {256, 1024, 4096, 16384}.
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Fig. 3.14 – Pe´riode d’e´volution des fre´quences de coupure des 2 filtres TVARMA permettant de ge´ne´rer
les sources. Le parame`tre ∆B re`gle la bande passante.
Dans les deux cas nous nous plac¸ons en contexte de´termine´ (m = n = 2) et non-bruite´, avec :
A =
[
1 0.5
0.6 1
]
(3.117)
TFBSS est utilise´ avec une distribution pseudo-Wigner-Ville lisse´e, NT = NF = 256 et εGrad =
0.01. L’ensemble des retards choisis dans SOBI est {1, 2, 3}.
Les re´sultats du cas non-stationnaire sont reporte´s sur la figure 3.15 tandis que ceux du cas
stationnaire sont reporte´s sur la figure 3.16.
Discussion Commentons dans un premier temps le cas stationnaire. Les performances de
SOBI et JADE s’ame´liorent lorsque la longueur des signaux augmente. Ceci est cohe´rent avec
le fait que l’estimation des covariances et des matrices de cumulants des signaux s’ame´liore
asymptotiquement. TFBSS donne de bons re´sultats, quasiment identiques a` ceux de SOBI.
Dans le cas non-stationnaire, les performances de TFBSS s’ame´liorent lorsque T augmente.
Les performances de SOBI et JADE sont relativement bonnes mais diffe`rent selon la valeur de
∆B. Ainsi, dans le cas ∆B = 0.16, les performances de SOBI s’ame´liorent lorsque T augmente.
En revanche dans les deux autres cas, la longueur des signaux ne semble pas avoir une influence
sur SOBI.
Ces re´sultats montrent encore une fois que les algorithmes SOBI et JADE, bien que construits
sur des hypothe`ses de stationnarite´ des sources, peuvent donner de bons re´sultats sur des signaux
non-stationnaires, et donc que leur champs d’action va au-dela` du cas stationnaire. En revanche,
il n’est pas possible de pre´dire d’une fac¸on ge´ne´rale leur comportement asymptotique sur des
signaux non-stationnaires ; chaque cas doit eˆtre e´tudie´ se´pare´ment.
Se´paration de sources audio
Nous pre´sentons maintenant les re´sultats de se´paration d’un me´lange de n = 2 sources audio.
La source s1 est un extrait de parole, la source s2 est un extrait de guitare e´lectrique sature´e.
Les sources sont de longueur T = 216 = 65536, e´chantillonne´es a` la fre´quence 8000 Hz (soit une
dure´e d’environ 8s). Les sources sont repre´sente´es sur la figure 3.17.
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Fig. 3.15 – Comparaison de TFBSS, SOBI et JADE sur des sources non-stationnaires, en fonction de
la longueur des signaux et du recouvrement spectral (en colonnes). Valeur moyenne et e´cart-type de R¯SI
sur 100 re´alisations.
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Fig. 3.16 – Comparaison de TFBSS, SOBI et JADE sur des sources stationnaires non-gaussiennes,
en fonction de la longueur des signaux et du recouvrement spectral (en colonnes). Valeur moyenne et
e´cart-type de R¯SI sur 100 re´alisations.
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Fig. 3.17 – Repre´sentations temporelles des sources. La source s1 est un extrait de parole, la source s2
est un extrait de guitare e´lectrique sature´e.
RSI
sˆ1 sˆ2
TFBSS 31.5 63.9
BGML 43.4 33.2
SOBI 27.0 35.2
JADE 36.7 38.0
Tab. 3.1 – Re´sultats de se´paration de TFBSS, BGML, SOBI et JADE sur un me´lange de 2
sources audio.
Dans la mesure ou` les performances de SOBI reposent sur cette seule information, et bien que
les sources audio soient non-stationnaires, nous avons repre´sente´ sur la figure 3.18 les fonctions
de corre´lation «empiriques» rˆs1s2 [τ ], rˆs1s1 [τ ] et rˆs2s2 [τ ] pour τ ∈ J0, 50K.
La matrice de me´lange vaut :
A =
[
1 0.5
0.6 1
]
(3.118)
Nous avons applique´ TFBSS (avec NT = NF = 256 et εGrad = 2/(NT + NF )), BGML
(avec Tfen = 17), SOBI (avec les retards {1, 2, 3}) et JADE. Les re´sultats sont pre´sente´s dans
le tableau 3.1
Discussion Outre les re´sultats pre´sente´s ici, nous avons applique´ TFBSS, SOBI, JADE et
BGML a` de nombreux me´langes synthe´tiques de sources audio. Nous avons constate´ que les
re´sultats des me´thodes de´pendent dans une large mesure du degre´ de corre´lation empirique des
sources.
Si les sources sont bien de´corre´le´es, SOBI et JADE peuvent donner d’excellents re´sultats,
e´ventuellement meilleurs que ceux fournis par TFBSS et BGML. En revanche, si la corre´lation
entre les sources n’est pas parfaite, TFBSS et BGML donnent ge´ne´ralement de meilleurs re´sultats.
Ainsi, les re´sultats contenus dans le tableau 3.1 illustrent la forte sensibilite´ de SOBI au degre´
de de´corre´lation des signaux : bien que les sources soient relativement bien de´corre´le´es, TFBSS
et BGML donnent de meilleurs re´sultats que SOBI.
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Fig. 3.18 – Fonctions de corre´lation rˆs1s2 [τ ], rˆs1s1 [τ ] et rˆs2s2 [τ ] pour τ ∈ J0, 50K.
Bien que la longueur des signaux soit grande (T = 65536), on remarquera concernant TFBSS
qu’il suffit de calculer les RTFs sur seulement NT = NF = 256 points temporels et fre´quentiels
pour obtenir de bons re´sultats.
Toutefois, dans la mesure ou` d’un point de vue auditif il est impossible de distinguer les
interfe´rences dans l’estimation d’une source au-dela` d’un RSI de 30 dB, a` l’e´coute les quatre
me´thodes se valent.
3.4 Conclusion
Ce chapitre contient les principales contributions de cette the`se. Dans un premier temps
nous avons propose´ une relecture d’une me´thode t-f existante en lui donnant une interpre´tation
cohe´rente avec l’approche stochastique de la SAS pre´sente´e dans cette the`se. Puis nous avons
contribue´ a` l’ame´lioration des performances de cette me´thode en proposant un crite`re de se´lection
des points t-f original, base´ sur l’identification d’auto-termes simples des sources.
En pre´alable a` une se´rie de simulations, nous avons propose´ des crite`res d’e´valuation de
performance originaux. Ces crite`res corrigent les de´fauts de pre´ce´dents crite`res existant dans la
litte´rature et, la nature de l’erreur d’estimation ayant une importance dans certaines applica-
tions, permettent de mesurer les contributions des diffe´rentes sources d’erreur dans l’estimation
d’une source.
Enfin, l’ensemble des re´sultats en simulation pre´sente´s a montre´ le gain de performance
significatif apporte´ par TFBSS sur des signaux non-stationnaires par rapport aux me´thodes
standard SOBI et JADE, en contexte sur-de´termine´ bruite´. On retiendra que ces deux derniers
algorithmes, bien que construits sur des hypothe`ses de stationnarite´ des sources peuvent donner
d’assez bonnes performances sur des signaux non-stationnaires.
La comparaison des me´thodes ATS et PHE souligne la pertinence de la recherche d’auto-
termes simples des sources. La me´thode ATS permet de limiter le nombre de points t-f se´lectionne´s
en ne choisissant que les matrices Sˆφss[t, f ] les plus diagonales. Au contraire, la me´thode PHE
se´lectionne un tre`s grand nombre de points dont une forte proportion de points de nuisance.
Bien que ne´cessitant un blanchiment spatial pre´alable, les performances de TFBSS sont,
en contexte de´termine´ non-bruite´, meilleures que celle de BGML et illustrent la pertinence de
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l’approche t-f. Dans le cas de´termine´ non-bruite´ une solution optimale consisterait a` e´laborer
une RTFS de la classe de Cohen garantissant la positivite´ des matrices Sˆφss[t, f ] afin d’utiliser
comme dans BGML une proce´dure de diagonalisation simultane´e sans contrainte orthonormale,
c-a`-d, sans blanchiment. L’approche adopte´e par Pham dans [Pha02], exploitant une «densite´
spectrale instantane´e» particulie`re des sources, peut eˆtre conside´re´e comme un premier pas dans
ce sens.
L’inconve´nient majeur de TFBSS est e´videmment sa complexite´ de calcul. Toutefois, nous
avons vu, notamment sur des signaux audio, qu’il n’est pas ne´cessaire de calculer la RTFS
des observations sur l’ensemble des points des signaux ni sur un nombre exhaustif de points
fre´quentiels pour obtenir de bonnes performances en des temps de calcul raisonnables.
Enfin, nous avons constate´ sur des simulations qui ne sont pas pre´sente´es ici que les me´thodes
expose´es sont tre`s sensibles aux e´carts de mode´lisation. Si le me´lange ne s’ave`re pas eˆtre rigoureu-
sement instantane´, les performances de JADE, SOBI, BGML et TFBSS s’effondrent. Toutefois,
ces me´thodes peuvent eˆtre, dans une certaine mesure, e´tendues a` des me´langes convolutifs a`
Re´ponse Impulsionnelle Finie. C’est cette perspective qui est e´tudie´e dans le chapitre suivant.
Chapitre 4
Ge´ne´ralisation aux me´langes
convolutifs RIF
Dans ce chapitre, nous montrons comment les me´thodes JADE, SOBI, TFBSS et BGML
expose´es pre´ce´demment et base´es sur une proce´dure de diagonalisation simultane´e, peuvent eˆtre
ge´ne´ralise´es a` la se´paration de me´langes convolutifs a` Re´ponse Impulsionnelle Finie (RIF) en
utilisant une proce´dure de bloc-diagonalisation simultane´e (BDS).
Le principe est de reformuler le me´lange convolutif en un me´lange line´aire instantane´. Ceci
est possible en conside´rant un «vecteur source ge´ne´ralise´» contenant les sources a` l’instant t mais
aussi suffisamment de versions retarde´es aux instants t− 1, t− 2, . . . afin de prendre en compte
l’effet convolutif. De la meˆme fac¸on, des versions retarde´es des observations sont ajoute´es au
«vecteur observation ge´ne´ralise´» afin de cre´er un me´lange line´aire instantane´ (sur-)de´termine´.
Cependant, si les sources sont mutuellement de´corre´le´es, les composantes du vecteur source
ge´ne´ralise´ ne sont plus toutes de´corre´le´es (a` moins que les sources soient i.i.d). En particulier,
la matrice de covariance du vecteur source ge´ne´ralise´ est bloc-diagonale et non plus diagonale.
Nous allons voir qu’il est possible de se´parer les contributions des sources au me´lange en utili-
sant une proce´dure de BDS. Toutefois, cette me´thode ne fournit pas les sources originales mais
plusieurs versions filtre´es de chaque source. Une deuxie`me e´tape de de´convolution aveugle sera
donc ne´cessaire pour retrouver les sources originales d’apre`s les versions filtre´es dont on dispose.
Les travaux que nous allons pre´senter ont e´te´ initie´s par A. Belouchrani, K. Abed-Meraim
et d’autres co-auteurs. L’algorithme SOBI est ge´ne´ralise´ au cas convolutif dans [BSBAM01b], la
me´thode t-f [BA98] est ge´ne´ralise´e dans [AMBL03] tandis que l’algorithme BGML est ge´ne´ralise´
dans [BSBAM01a]. Dans ces travaux la deuxie`me e´tape de de´convolution aveugle n’est pas
effectue´e, bien qu’e´voque´e. Comme nous l’avons fait pour la se´paration de me´langes line´aires
instantane´s, nous proposons une approche unifie´e de ces travaux dans un cadre stochastique
[FD03]. Ces me´thodes entrent dans la cate´gorie des me´thodes dites de de´composition en sous-
espaces et le lecteur pourra se re´fe´rer a` d’autres travaux du meˆme type dans [GL97, MJL00].
Nous allons nous inte´resser plus particulie`rement a` l’extension au cas convolutif des me´thodes
SOBI et TFBSS. Cependant, les re´sultats que nous pre´sentons sont encore partiels et soulignent
plusieurs perspectives de recherche
D’un point de vue the´orique, toute l’e´tude de l’identifiabilite´ des me´langes convolutifs RIF
reste a` faire. Cette dernie`re soule`ve de nombreuses difficulte´s dont l’issue est discute´e dans le
paragraphe 4.2.5.
Dans la pratique, nous avons rencontre´ plusieurs proble`mes, encore non re´solus. Le premier
de ces proble`mes concerne l’algorithme de BDS utilise´, de´crit en annexe A.4. Si la convergence de
l’algorithme est assure´e par construction, sa convergence vers le minimum n’est pas garantie. Les
taux d’e´chec sont relativement faibles sur des matrices de taille moyenne mais augmentent sensi-
blement avec la dimension des matrices. Ce proble`me est discute´ plus en de´tail en annexe A.4.2.
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Le deuxie`me proble`me concerne la se´lection des points t-f dans TFBSS. La recherche d’auto-
termes simples propose´e dans le cas instantane´ n’est pas imme´diatement ge´ne´ralisable au cas
convolutif. Les re´sultats fournis par la proce´dure de se´lection de´crite plus loin sont encore
de´cevants et nous soule`verons les difficulte´s a` surmonter.
Dans la partie 4.1, nous pre´sentons le mode`le convolutif e´tudie´ et montrons comment ce
dernier peut eˆtre reformule´ en un me´lange line´aire instantane´. La partie 4.2 pre´sente la me´thode
ge´ne´rale de SAS, puis les parties 4.3 et 4.4 pre´sentent les imple´mentations de la me´thode ge´ne´rale
dans le cas stationnaire («SOBI convolutif») et non-stationnaire («TFBSS convolutif»).
4.1 Mode`le et notations
Nous e´tudions le mode`le FIR MIMO (Multi-Inputs Multi-Outputs) suivant :
x[t] = H[0] s[t] +H[1] s[t− 1] + . . .+H[L] s[t− L] + n[t] (4.1)
ou`, ∀t ∈ J0, T − 1K :
– x[t] = [x1[t], . . . , xm[t]]T est le vecteur de dimension m contenant les observations,
– s[t] = [s1[t], . . . , sn[t]]T est le vecteur de dimension n contenant les sources,
– ∀k ∈ J0, LK, H[k] = {hij [k]} est une matrice de dimension m× n,
– n[t] = [n1[t], . . . , nm[t]]T est un vecteur de dimension m contenant le bruit.
4.1.1 Retour a` un me´lange line´aire instantane´
Dans ce paragraphe nous montrons comme dans [BSBAM01b, BSBAM01a, AMBL03] com-
ment le me´lange convolutif (4.1) peut eˆtre reformule´ en un me´lange line´aire instantane´.
Soit L′ un entier. On note, ∀i ∈ J1, nK :
Si[t] =
[
si[t], . . . , si[t− (L+ L′) + 1]
]T (4.2)
et ∀j ∈ J1,mK
Xj [t] =
[
xj [t], . . . , xj [t− L′ + 1]
]T (4.3)
Nj [t] =
[
nj [t], . . . , nj [t− L′ + 1]
]T (4.4)
Par convention on pose s[−1] = . . . = s[−L − L′] = 0, x[−1] = . . . = x[−L′] = 0 et n[−1] =
. . . = n[−L′] = 0.
On introduit :
S[t] =
[
S1[t]
T , . . . ,Sn[t]
T
]T
(4.5)
X[t] =
[
X1[t]
T , . . . ,Xm[t]
T
]T
(4.6)
N[t] =
[
N1[t]
T , . . . ,Nm[t]
T
]T
(4.7)
En notant N = n(L+L′) et M = mL′, S[t] est un vecteur de dimension N × 1, tandis que X[t]
et N[t] sont des vecteurs de dimension M × 1.
Pour i ∈ J1, nK et j ∈ J1,mK, on de´finit la matrice de SylvesterAij , de dimension L′×(L+L′),
par :
Aij =

hij [0] . . . hij [L] 0 . . . 0
. . . . . .
. . . . . .
0 . . . 0 hij [0] . . . hij [L]
 (4.8)
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Fig. 4.1 – Evolution du nombre de versions retarde´es des observations (L′) et des sources (L + L′)
ne´cessaires pour obtenir un syste`me (sur-)de´termine´, pour n = 2 et plusieurs valeurs de m.
Enfin, on de´finit :
A =
A11 . . . A1n... ...
Am1 . . . Amn
 (4.9)
A est une matrice de dimensions M ×N satisfaisant :
X[t] = AS[t] +N[t] (4.10)
L’e´quation (4.10) de´finit un me´lange line´aire instantane´ e´quivalent au me´lange convolu-
tif (4.1). Ce me´lange est (sur-)de´termine´ si M ≥ N , c-a`-d, si L′ ve´rifie mL′ ≥ n(L + L′),
soit encore (m − n)L′ ≥ nL, ce qui ne´cessite m > n. La figure 4.1 repre´sente l’e´volution du
nombre (minimal) de versions retarde´es des observations (L′) et des sources (L+L′) ne´cessaires
a` l’obtention d’un syste`me (sur-)de´termine´, pour n = 2 et plusieurs valeurs de m.
4.1.2 Discussion
Nous avons montre´ qu’un me´lange convolutif FIR peut eˆtre reformule´ en un me´lange line´aire
instantane´ (sur-)de´termine´ (si m > n) en introduisant des variables ade´quates.
Cependant, ce me´lange est diffe´rent des me´langes line´aires instantane´s e´tudie´s aux chapitres
pre´ce´dents. En effet, si les sources sont mode´lise´es par des se´quences ale´atoires mutuellement
de´corre´le´es, les composantes de S ne sont elles pas toutes de´corre´le´es. En effet, si les sources ne
sont pas blanches, les composantes de Si sont corre´le´es. Cependant les se´quences (vectorielles)
S1, . . . ,Sn sont mutuellement de´corre´le´es.
Ainsi, le proble`me de SAS de´crit par l’e´quation (4.10) entre dans le cadre du proble`me de
l’Analyse en Composantes Inde´pendantes Multidimensionnelle (ACIM), introduit par De La-
thauwer dans [LCMV95] et de´veloppe´ par Cardoso dans [Car98b], qui propose un ge´ne´ralisation
de l’ACI au cas ou` certaines des sources sont corre´le´es. Aussi, comme explique´ dans [Car98b]
on peut de`s a` pre´sent pre´voir que les composantes S1, . . . ,Sn ne pourront eˆtre estime´es qu’a`
une matrice non-diagonale pre`s qui mode´lise les inde´terminations inhe´rentes a` l’ACIM (voir le
paragraphe 4.2.4).
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Comme dans le cas des me´langes line´aires instantane´s, on voit d’apre`s l’e´quation (4.1) que
les sources ne pourront au mieux qu’eˆtre estime´es a` gain et permutation pre`s. Mais cela est-il
seulement possible, et si oui a` quelles conditions ? L’identifiabilite´ des me´langes convolutifs FIR
est une taˆche non triviale qui sera discute´e dans la partie 4.2.5. Pour le moment nous posons les
hypothe`ses suivantes :
(H1) m > n,
(H2) L′ est choisi tel que M ≥ N ,
(H3) Les sources s1, . . . , sn sont mode´lise´es par des se´quences non-stationnaires colore´es et
mutuellement de´corre´le´es,
(H4) n est la re´alisation d’une se´quence ale´atoire vectorielle centre´e i.i.d de covariance σ2 Im,
inde´pendante de s.
Des hypothe`ses supple´mentaires seront introduites au cours de l’expose´ de la me´thode puis
re´capitule´es et discute´es au paragraphe 4.2.5.
4.2 Me´thode ge´ne´rale
4.2.1 Repre´sentation temps-retard
Dans cette partie nous formulons le proble`me de´crit par l’e´quation (4.10) dans le plan temps-
retard.
Avec l’e´quation (4.10) on a :
RXX[t, τ ] = ARSS[t, τ ]AH +RNN[t, τ ] (4.11)
Les sources s1, . . . , sn e´tant suppose´es mutuellement de´corre´le´es, les se´quences vectorielles
S1, . . . ,Sn sont mutuellement de´corre´le´es. La matrice de covarianceRSS[t, τ ] de S, de dimensions
N ×N , est donc bloc-diagonale avec n blocs de dimensions (L+ L′) :
RSS[t, τ ] =
 RS1S1 [t, τ ] 0. . .
0 RSnSn [t, τ ]
 (4.12)
L’expression de RNN[t, τ ] peut eˆtre de´veloppe´e davantage. Tout d’abord, le bruit e´tant sup-
pose´ stationnaire, on a :
RNN[t, τ ] = RNN[τ ] (4.13)
Les se´quences de bruit n1, . . . , nm e´tant suppose´es mutuellement de´corre´le´es, les se´quences
N1, . . . ,Nm sont mutuellement de´corre´le´es. On a donc :
RNN[τ ] =
RN1N1 [τ ] 0. . .
0 RNmNm [τ ]
 (4.14)
Enfin, ∀i ∈ J1,mK, on a :
RNiNi [τ ] = σ2 I˜L′ [τ ] (4.15)
ou` I˜L′ [τ ] est la matrice de dimensions L′ × L′ contenant des 1 sur la τ eme sous-diagonale si
0 ≤ τ < L′ ou sur la |τ |eme sur-diagonale si −L′ < τ ≤ 0, et des ze´ros partout ailleurs1. On voit
ainsi que RNN[τ ] ne de´pend que de σ2.
Comme dans le cas line´aire instantane´, une me´thode de SAS en deux e´tapes (orthonormali-
sation et rotation) peut eˆtre de´rive´e de l’e´quation (4.10).
1Par convention on e´crira I˜L′ [0] = IL′ et I˜L′ [τ ] = 0L′ si |τ | ≥ L′.
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4.2.2 Orthonormalisation
La premie`re e´tape consiste a` trouver une matrice d’orthonormalisation. Ide´alement, ce serait
une matrice W de dimensions N ×M telle que W(ADAH)WH = IN ou` D serait une matrice
diagonale > 0. Dans le cas convolutif, nous ne pouvons pas calculer une telle matrice. En
revanche, nous pouvons calculer une matrice W ve´rifiant :
WAMAHWH = IN (4.16)
ou` M est une matrice bloc-diagonale strictement positive de dimensions N ×N comportant n
blocs de dimensions (L+ L′). En effet, comme dans le cas line´aire instantane´, une telle matrice
W peut eˆtre calcule´e d’apre`s la matrice de corre´lation des observations. Avec :
RSS def= 1
T
T−1∑
t=0
RSS[t, 0] (4.17)
RXX def= 1
T
T−1∑
t=0
RXX[t, 0] (4.18)
On a, compte tenu des hypothe`ses sur le bruit :
RXX = ARSSAH + σ2 IM (4.19)
En supposant RSS et A de rangs pleins, avec M = RSS, W peut eˆtre calcule´e comme au
paragraphe 2.2.1 d’apre`s les vecteurs propres associe´es aux N valeurs propres non nulles de
RXX. En choisissant L′ tel que M soit strictement supe´rieur a` N , σ2 peut eˆtre calcule´ d’apre`s
les M −N plus petites valeurs propres de RXX.
4.2.3 Rotation
On cherche dans un second temps la matrice orthonormale U de´finie par :
U =WAR
1
2
SS (4.20)
On a :
WA = UR−
1
2
SS (4.21)
Soit RXX[t, τ ] la matrice de´finie par :
RXX[t, τ ] =W [RXX[t, τ ]−RNN[t, τ ]] WH (4.22)
Avec les e´quations (4.11) et (4.21), on a :
RXX[t, τ ] = WARSS[t, τ ]AHWH
= U (R−
1
2
SS RSS[t, τ ]R
−H
2
SS )U
H (4.23)
R−
1
2
SS , R
−H
2
SS et RSS[t, τ ] sont des matrices bloc-diagonales de dimension N × N avec n blocs
de dimensions (L + L′) × (L + L′). Ainsi, l’e´quation (4.23) montre que U «bloc-diagonalise»
RXX[t, τ ], ∀(t, τ) ∈ Z2.
En pratique,U peut donc eˆtre estime´e par la BDS d’un ensemble de matrices {RXX[ti, τi], i ∈J1,KK}. Sous certaines hypothe`ses, la BDS fournit une matrice UBDS telle que :
UBDS = UQ (4.24)
ou` Q est une matrice unitaire de dimensions N×N qui mode´lise les inde´terminations de la BDS.
Q est le produit d’une matrice bloc-diagonale avec n blocs de dimensions (L+L′)× (L+L′) et
d’une matrice de permutation de ces blocs.
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4.2.4 Estimation des sources
Dans ce paragraphe, nous calculons plusieurs estimations de chaque source a` des filtrages
pre`s, d’apre`s UBDS et W.
Soit le vecteur Sˆ[t], de dimensions N × 1, de´fini par :
Sˆ[t] = UHBDSWX[t] (4.25)
Les e´quations (4.24), (4.21) et (4.10) donnent :
Sˆ[t] = QH R−
1
2
SS S[t] +Q
H UHWN[t] (4.26)
En ne´gligeant la contribution du bruit, et en notant C = QH R−
1
2
SS , on a :
Sˆ[t] ≈ CS[t] (4.27)
C est une matrice bloc-diagonale de dimensions N × N comportant n blocs C11, . . . ,Cnn de
dimensions (L+L′)×(L+L′). De´composons Sˆ[t] en n sous-vecteurs Sˆ1[t], . . . , Sˆn[t] de dimensions
(L+ L′)× 1 tels que :
Sˆ[t] =
[
Sˆ1[t]T , . . . , Sˆn[t]T
]T
(4.28)
Avec l’e´quation (4.27), ∀i ∈ J1, nK, on a :
Sˆi[t] ≈ Cii Si[t] (4.29)
Avec Si[t] = [si[t], . . . , si[t− (L+ L′) + 1]]T , l’e´quation (4.29) montre donc que chaque compo-
sante de Sˆi[t] est une version filtre´e RIF de la ieme source si[t]. Les coefficients du filtre sont
contenus dans la ligne correspondante de Cii.
Ainsi, la me´thode fournit (L + L′) versions filtre´es de chaque source si[t]. Une e´tape de
de´convolution aveugle est donc ne´cessaire pour estimer les sources originales d’apre`s les versions
filtre´es dont on dispose. Une me´thode de de´convolution aveugle base´e sur une de´composition en
sous-espaces est de´crite en annexe B.
Remarquons que l’effet de filtrage provient de la structure bloc-diagonale (et non diagonale)
de RSS et de l’inde´termination de la BDS mode´lise´e par Q.
4.2.5 Discussion
Outre les hypothe`ses «formelles» (H1), (H2), (H3) et (H4) faites au paragraphe 4.1.2, nous
avons utilise´ au cours de l’expose´ de la me´thode ge´ne´rale d’autres hypothe`ses.
Nous avons suppose´ A et RSS de rangs pleins lors de l’e´tape d’orthonormalisation, nous
avons suppose´ que la BDS fournit une matrice de la forme UQ ou` Q est bloc-diagonale (a`
permutations de blocs pre`s) et enfin nous avons suppose´ que les matrices Cii et les sources
ve´rifient les conditions d’identifiabilite´ de la de´convolution aveugle (voir annexe B.4).
Comment traduire l’ensemble de ces hypothe`ses en termes de caracte´ristiques des sources
et des coefficients de filtres des matrices H[k] ? C’est tout l’enjeu de l’e´tude de l’identifiabilite´
des me´langes convolutifs FIR. Les hypothe`ses faites sur A et RSS peuvent eˆtre rapproche´es des
conditions d’identifiabilite´ de l’identification aveugle d’un syste`me SIMO [AMQH97]. L’e´tude
des conditions d’unicite´ a` blocs pre`s de la BDS est un proble`me entier mais abordable. En
revanche, traduire les conditions d’identifiabilite´ de la de´convolution aveugle de Sˆi, ∀i ∈ J1, nK
rele`ve du re´el casse-teˆte...
En pratique nous n’avons que rarement rencontre´ de proble`me d’identifiabilite´. Il nous est
arrive´ d’obtenir une matrice Ubds dans une forme autre que celle escompte´e mais ge´ne´ralement
l’ajout d’une matrice a` l’ensemble des matrices a` bloc-diagonaliser a re´gle´ le proble`me.
Nous allons voir que la me´thode SOBI ge´ne´ralise´e au cas convolutif donne d’excellents
re´sultats sur des me´langes synthe´tiques ale´atoires de sources audio. Toutefois, nous sommes
conscients que toute l’e´tude de l’identifiabilite´ du proble`me reste a` faire.
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Fig. 4.2 – Repre´sentations temporelles des sources. La source s1 est un extrait de parole, la source s2
est un extrait de guitare acoustique.
4.3 SOBI convolutif
Si les sources sont mode´lise´es par des se´quences stationnaires, on a tout simplement :
RSS[t, τ ] = RSS[τ ] (4.30)
RXX[t, τ ] = RXX[τ ] (4.31)
Si les signaux sont suppose´s ergodiques, une estimation de RXX[τ ] est :
RˆXX[τ ] = 1
T − τ
T−τ−1∑
t=0
X[t+ τ ]X[t]H (4.32)
Nous pre´sentons quelques re´sultats fournis par SOBI convolutif sur plusieurs me´langes synthe´-
tiques de n = 2 sources audio. La source s1 est un extrait de parole, la source s2 est un extrait de
guitare acoustique. Les sources sont de longueur T = 216 = 65536, e´chantillonne´es a` la fre´quence
8000 Hz (soit une dure´e d’environ 8s).
Les sources sont repre´sente´es sur la figure 4.2. La figure 4.3 repre´sente les fonctions de
corre´lation empiriques rˆs1s2 [τ ], rˆs1s1 [τ ] et rˆs2s2 [τ ] pour τ ∈ J0, 50K. La courbe de rˆs1s2 [τ ] montre
que les sources ne sont quasiment pas corre´le´es.
Nous avons applique´ la me´thode a` des me´langes non bruite´s choisis ale´atoirement, pour
L ∈ {1, 3, 5} et m ∈ {3, 4, 5, 6}. Les retards {1, 2, 3, 4} ont e´te´ utilise´s pour le calcul des matrices
de covariance a` bloc-diagonaliser. Apre`s l’e´tape de BDS nous avons calcule´ le crite`re de bloc-
diagonalite´ suivant de la matrice C (apre`s correction des e´ventuelles permutations de blocs) :
Cbd(C) =
∑n
i=1
∑ |Cii|∑ |C| (4.33)
ou`
∑ |M| de´signe la somme des valeurs absolues des coefficients d’une matrice quelconque M.
Le calcul de Cbd(C) permet de mesurer la qualite´ de la se´paration des contributions des sources
dans le me´lange. Puis, apre`s l’e´tape de de´convolution aveugle de chaque source, nous avons
calcule´ les RSD, RSI et RSA des estimations sˆ1 et sˆ2. Nous avons aussi mesure´ les dure´es de
calcul requises dans chaque cas (sur un ordinateur Pentium 3 cadence´ a` 733 MHz). La me´thode
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Fig. 4.3 – Fonctions de corre´lation rˆs1s2 [τ ], rˆs1s1 [τ ] et rˆs2s2 [τ ] pour τ ∈ J0, 50K.
L=1 L=2 L=3
RSD RSI RSA RSD RSI RSA RSD RSI RSA
sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2 sˆ1 sˆ2
m=3 41 55 42 92 49 55 40 39 43 59 43 39 39 33 44 57 41 33
m=4 41 58 42 83 50 58 42 49 43 58 46 49 39 36 42 69 43 36
m=5 41 58 42 83 50 58 41 51 43 63 47 51 40 39 43 59 43 39
m=6 41 58 42 83 50 58 41 51 43 64 47 51 41 42 44 57 43 43
Tab. 4.1 – Re´sultats de SOBI convolutif pour diffe´rents parame`tres de me´lange, pour n = 2 sources.
Valeurs en dB des RSD, RSI et RSA des estimations des sources.
de BDS utilise´e est la me´thode M3 de´crite en annexe A.4.2. La me´thode de de´convolution aveugle
utilise´e est celle de´crite en annexe B, avec F = L + L′. Les re´sultats sont pre´sente´s dans les
tableaux 4.1, 4.2 et 4.3.
Discussion Les valeurs de Cbd(C) pre´sente´es dans le tableau 4.2 montrent que la premie`re
e´tape de la me´thode, c-a`-d, la se´paration des contributions des sources dans le me´lange, donne
d’excellents re´sultats : les valeurs de Cbd(C) sont toutes supe´rieures a` 0.99.
L’e´volution des valeurs des RSD, RSI et RSA des estimations des sources dans le tableau 4.1
est donc essentiellement due a` la deuxie`me e´tape de de´convolution aveugle. A L fixe´ les re´sultats
s’ame´liorent lorsque m augmente car L+L′ diminue, ce qui signifie que le nombre de coefficients
de filtres a` estimer diminue. Pour L fixe´, les re´sultats ne changent plus au-dela` d’une certaine
valeur de m car L+L′ reste constant (voir la figure 4.1). On remarquera que la me´thode ge´ne´rale
L=1 L=3 L=5
m=3 0.9952 0.9940 0.9911
m=4 0.9955 0.9961 0.9929
m=5 0.9955 0.9952 0.9940
m=6 0.9955 0.9952 0.9948
Tab. 4.2 – Re´sultats de SOBI convolutif pour diffe´rents parame`tres de me´lange, pour n = 2 sources.
Valeurs de Cbd(C).
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L=1 L=3 L=5
m=3 0.0467 2.0917 45.6054
m=4 0.0199 0.3355 2.4272
m=5 0.0245 0.1659 2.1912
m=6 0.0281 0.1754 1.0277
Tab. 4.3 – Re´sultats de SOBI convolutif pour diffe´rents parame`tres de me´lange, pour n = 2 sources.
Dure´es de calcul en minutes.
introduit des artefacts sur les sources, dus aux effets de filtrage.
D’un point de vue auditif, puisque les RSI et RSA des estimations sont dans chaque cas
supe´rieurs a` 30 dB, les estimations semblent parfaites a` l’e´coute.
Le tableau 4.3 montre que l’augmentation du nombre d’observations permet e´videmment de
diminuer les temps de calcul, qui correspondent dans une tre`s large mesure a` la dure´e de BDS.
Encore une fois, ceci est du au fait que la taille des blocs L + L′ des matrices RSS[τ ] de´croˆıt
lorsque m augmente.
Enfin, nous avons constate´ que le choix des coefficients de me´lange n’a pas d’influence si-
gnificative sur les re´sultats de se´paration, ce qui tendrait a` penser que la me´thode posse`de la
proprie´te´ d’e´quivariance. Ceci reste cependant a` de´montrer.
4.4 Quelle imple´mentation pour des sources non-stationnaires ?
Si les sources sont localement stationnaires, une estimation locale des covariances peut eˆtre
re´alise´e, ce qui revient a` ge´ne´raliser BGML comme dans [BSBAM01a]. Encourage´s par les bonnes
performances de l’approche t-f sur des signaux non-stationnaires dans le cas line´aire instantane´,
nous avons souhaite´ ge´ne´raliser TFBSS au cas convolutif. Si la ge´ne´ralisation de la me´thode en
the´orie ne pre´sente pas de difficulte´, dans la pratique la se´lection des point t-f est un proble`me.
Nous proposons quelques e´le´ments de recherche pour la ge´ne´ralisation de l’approche t-f au cas
convolutif mais nous verrons qu’un crite`re de se´lection robuste des points t-f reste a` de´terminer.
4.4.1 L’approche temps-fre´quence
Dans le plan t-f, l’e´quation (4.11) devient :
SXX[t, f ] = ASSS[t, f ]AH + SNN[t, f ] (4.34)
On de´finit SXX[t, f ] par :
SXX[t, f ] =W [SXX[t, f ]− SNN[t, f ]] WH (4.35)
On a alors :
SXX[t, f ] = U (R
− 1
2
SS SSS[t, f ]R
−H
2
SS )U
H (4.36)
Les matrices R−
1
2
SS , R
−H
2
SS et SSS[t, f ] e´tant bloc-diagonales, U peut donc eˆtre estime´e par
BDS d’un ensemble de matrices {SXX[ti, fi], i = 1...K} plutoˆt qu’un ensemble de matrices
{RXX[ti, τi], i = 1...K} 2.
2Dans le cas ou` la matrice U est re´elle, on remarque que U diagonalise simultane´ment Re {SXX[t, f ]} et
Im {SXX[t, f ]}. Ne disposant que d’un algorithme de BDS de matrices re´elles nous avons utilise´ cette dernie`re
astuce en pratique pour estimer U, dans le cas re´el.
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En pratique, des estimations Wˆ et σˆ2 sont calcule´es d’apre`s les e´le´ments propres de :
RˆXX def= 1
T
T−1∑
t=0
X[t]X[t]H (4.37)
≈ A RˆSSAH + σ2 IM (4.38)
Comme dans le paragraphe 3.2.2, SXX[t, f ] est estime´ par SˆφXX[t, f ]. On a alors :
SˆφXX[t, f ] ≈ U(Rˆ
− 1
2
SS SˆφSS[t, f ] Rˆ
−H
2
SS )U
H (4.39)
avec
SˆφXX[t, f ] def= Wˆ
(
SˆφXX[t, f ]− Sˆ σˆNN[t, f ]
)
WˆH (4.40)
ou` Sˆ σˆNN[t, f ] de´signe l’estimation de SNN[t, f ], calcule´e d’apre`s l’expression (4.14) de RNN[τ ]
mais ou` σ est remplace´ par σˆ.
4.4.2 Se´lection des points t-f
Comme dans le cas instantane´, il est en pratique ne´cessaire d’identifier des points t-f pour
lesquels la matrices SˆφSS[t, f ] est bloc-diagonale. Nous avons essaye´ de ge´ne´raliser la recherche
d’auto-termes simples dans le cas instantane´ a` la recherche de matrices SˆφSS[t, f ] bloc-diagonales
avec un seul bloc non-nul.
Dans le cas instantane´ nous se´lectionnions les matrices Sˆφxx[t, f ] de rang proche de 1, dans
le cas convolutif nous avons donc essaye´ de se´lectionner les matrices SˆφXX[t, f ] de rang L + L′,
c-a`-d, de se´lectionner les maxima locaux du crite`re :
C3[t, f ] =
∑L+L′
i=1 λi[t, f ]∑ |eig(SˆφXX[t, f ])| (4.41)
ou` λ1[t, f ], . . . , λ(L+L′)[t, f ] de´signent les L + L′ plus grandes valeurs propres en valeur absolue
de SˆφXX[t, f ]. Nous ferons re´fe´rence a` cette me´thode par l’abre´viation BATS (pour «Bloc Auto-
terme Simple»).
Nous allons tester la validite´ de ce crite`re sur plusieurs signaux. Dans chaque cas le crite`re
de bloc-diagonalite´ de SˆφSS[t, f ] suivant est calcule´ sur tout le plan t-f :
Cbd(SˆφSS[t, f ]) =
∑n
i=1
∑ |SˆφSiSi [t, f ]|∑ |SˆφSS[t, f ]| (4.42)
Afin de ve´rifier si les matrices SˆφSS[t, f ] bloc-diagonales n’ont bien qu’un seul bloc non-nul
nous calculons aussi le crite`re suivant sur tout le plan t-f :
C1bd(SˆφSS[t, f ]) =
maxi
∑ |SˆφSiSi [t, f ]|∑ |SˆφSS[t, f ]| (4.43)
C1bd(SˆφSS[t, f ]) est proche de 1 si SˆφSS[t, f ] est bloc-diagonale avec un bloc dominant.
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Fig. 4.4 – Localisation des points t-f se´lectionne´s, pour un me´lange de n = 2 sources TVARMA de
longueur T = 256, avec m = 3 et L = 2. (a) Crite`re de bloc-diagonalite´ Cbd(SˆφSS[t, f ]), (b) Crite`re de
bloc-diagonalite´ avec un bloc dominant C1bd(SˆφSS[t, f ]), (c) Points se´lectionne´s par la me´thode BATS (en
rouge), superpose´s a` Cbd(SˆφSS[t, f ]), (d) Points se´lectionne´s par la me´thode PHE (en rouge), superpose´s
a` Cbd(SˆφSS[t, f ]).
Sources TVARMA Nous avons cre´e´ un me´lange convolutif (m = 3, L = 2) de n = 2 sources
TVARMA (comme au paragraphe 3.3), de longueur T = 256, l’une de profil t-f line´aire, l’autre
de profil sinuso¨ıdal, avec ∆B = 0.04.
Les figures 4.4 (a) et (b) repre´sentent Cbd(SˆφSS[t, f ]) et C1bd(SˆφSS[t, f ]), pour NT = NF = 64.
Les deux crite`res Cbd et C1bd sont quasiment identiques, ce qui montre que les matrices SˆφSS[t, f ]
bloc-diagonales n’ont effectivement qu’un seul bloc non-nul.
La figure 4.4 (c) montre le re´sultat de la se´lection des points t-f correspondant aux maxima
locaux de C3, en utilisant une proce´dure de gradient avec εGrad = 2/(NT + NF ). Les points
rouges repre´sentent les points se´lectionne´s, superpose´s au trace´ de Cbd(SˆφSS[t, f ]). La figure 4.4 (d)
montre le re´sultat de se´lection de la me´thode PHE de´crite dans le paragraphe 3.2.3.
Comme dans le cas line´aire instantane´, la me´thode PHE se´lectionne de nombreux points,
dont une tre`s large proportion de points de nuisance. La me´thode BATS se´lectionne moins de
points, mais contrairement au cas line´aire instantane´, elle se´lectionne aussi une proportion non
ne´gligeable de points de nuisance, proportion suffisamment importante pour affecter les re´sultats
de se´paration.
En effet, la me´thode t-f applique´e au me´lange avec la me´thode BATS fournit seulement
Cbd(C) = 0.956, valeur le´ge`rement supe´rieure a` celle fournit par SOBI convolutif e´gale a` 0.931.
Apre`s de´convolution aveugle, les RSD des estimations des sources fournies par les deux me´thodes
sont semblables (tableau 4.4).
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RSD
sˆ1 sˆ2
TFBSS convolutif 18.6 18.6
SOBI convolutif 19.2 16.4
Tab. 4.4 – Re´sultats de SOBI convolutif et TFBSS convolutif sur un me´lange de 2 sources TVARMA.
Sources audio Applique´e aux signaux audio utilise´s dans le paragraphe 4.3, les re´sultats de
la me´thode t-f empirent. La figure 4.5 montre les re´sultats de se´lection des me´thodes BATS
et PHE sur un me´lange comportant m = 3 observations avec des filtres de longueur L = 2,
avec NT = NF = 64. La proportion de points de nuisance se´lectionne´s par les deux me´thodes
augmentent et les re´sultats de TFBSS convolutif sont tre`s mauvais. En effet, on obtient seulement
Cbd(C) = 0.701, alors que SOBI fournit l’excellente valeur de 0.9961.
Discussion Le cas convolutif re´ve`le les limites du crite`re de se´lection base´ sur l’identification
de (bloc) auto-termes simples de sources. Dans le cas line´aire instantane´ (paragraphe 3.2.3),
nous avons souligne´ que la me´thode ATS se´lectionne toutes les matrices Sˆφss[t, f ] de rang proche
de 1. En pratique, nous avons constate´ que toutes les matrices Sˆφss[t, f ] de rang 1 correspondaient
a` des auto-termes simples des sources, donc a` des matrices diagonales.
En revanche, ce principe ne fonctionne plus dans le cas convolutif. Il apparaˆıt que les matrices
SˆφSS[t, f ] de rang L+L′ ne correspondent pas toutes a` des matrices bloc-diagonales avec un seul
bloc, et ceci explique les mauvaises performances de la me´thode.
Cependant, les figures 4.4 et 4.5 montrent que l’hypothe`se que les matrices SˆφSS[t, f ] bloc-
diagonales n’ont qu’un seul bloc tient toujours, et que c’est donc re´solument ce type de matrices
SˆφSS[t, f ] qu’il faut rechercher. L’ide´e que les points t-f correspondant a` des blocs auto-termes
simples ne sont pas isole´s mais appartiennent a` des zones t-f (a` la manie`re de [ADW01]) pourrait
servir de piste a` l’e´laboration d’un meilleur crite`re.
4.5 Conclusion
Bien que plusieurs difficulte´s restent a` surmonter - l’identifiabilite´ the´orique des me´langes
convolutifs FIR, la convergence de l’algorithme de BDS, la se´lection des points dans le cas t-f -,
les re´sultats obtenus par SOBI convolutif sur des me´langes courts de sources bien de´corre´le´es
sont tre`s encourageants.
Le net avantage de l’approche que nous avons de´crite est qu’elle permet une se´paration
comple`te des me´langes convolutifs RIF, contrairement a` la majorite´ des me´thodes existantes qui
se limitent a` une se´paration partielle, c-a`-d, a` l’estimation d’une seule version filtre´e de chaque
source [WFO93, SS02, CRG95] (l’e´tape de de´convolution aveugle est alors impossible).
En contrepartie, la complexite´ de calcul ne´cessaire a` la se´paration comple`te est beaucoup
plus importante et ne permet pas en l’e´tat des travaux de s’attaquer a` la plupart des me´langes
re´els, par exemple audio. En effet, conside´rons par exemple la se´paration de n = 2 sources
audio d’apre`s m = 4 microphones (par exemple 2 micros directs, 2 micros d’ambiance) dans
une salle posse´dant un temps de re´verbe´ration moyen de 1s. Si les signaux sont e´chantillonne´s
a` (seulement) 8000 Hz, cela signifie qu’il faut envisager la BDS de matrices comportant 2 blocs
diagonaux de dimensions 16000× 16000...
La proce´dure de BDS est la cle´ de la me´thode, et c’est avant tout sur ce point que les efforts
doivent porter pour envisager d’ame´liorer les capacite´s de la me´thode.
Remarquons enfin qu’un autre inconve´nient de la me´thode re´side dans le fait qu’il est
ne´cessaire de connaˆıtre la longueur L des filtres du me´lange. Il n’est pas possible de surestimer
cette longueur car la matrice A n’est alors plus de rang plein. En revanche on peut envisager de
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Fig. 4.5 – Localisation des points t-f se´lectionne´s pour un me´lange de n = 2 sources audio de longueur
T = 216, avec m = 3 et L = 2. (a) Crite`re de bloc-diagonalite´ Cbd(SˆφSS[t, f ]), (b) Crite`re de bloc-
diagonalite´ avec un bloc dominant C1bd(SˆφSS[t, f ]), (c) Points se´lectionne´s par la me´thode BATS (en
rouge), superpose´s a` Cbd(SˆφSS[t, f ]), (d) Points se´lectionne´s par la me´thode PHE (en rouge), superpose´s
a` Cbd(SˆφSS[t, f ]).
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sous-estimer cette longueur, ce qui dans le cas d’enregistrements audio en salle revient a` estimer
les L premiers coefficients significatifs des re´ponses impulsionnelles de la salle entre les e´metteurs
et les micros d’enregistrement.
Conclusion ge´ne´rale
Dans les chapitres 1, 2 et 3 de cette the`se nous avons pre´sente´ une approche unifie´e dans un
cadre stochastique de plusieurs me´thodes de se´paration aveugle de me´langes line´aires instantane´s.
Dans le chapitre 1 nous avons pre´sente´ un cadre pour l’e´tude de l’identifiabilite´ de ces
me´langes. Puis, nous nous sommes inte´resse´s a` quatre mode`les standard de sources identi-
fiables. Ces mode`les reposent sur l’inde´pendance mutuelle des se´quences ale´atoires mode´lisant
les sources, inde´pendance a` l’ordre 2 lorsque les sources posse`dent une diversite´ temporelle et/ou
fre´quentielle, inde´pendance stricte lorsque les sources sont mode´lise´es par des se´quences i.i.d.
Puis, dans les chapitres 2 et 3 nous avons pre´sente´ plusieurs me´thodes de SAS construites sur
les hypothe`ses de ces mode`les. Nous avons souhaite´ souligner la distinction entre les hypothe`ses
garantissant l’identifiabilite´ du proble`me (la notion d’inde´pendance mutuelle) des hypothe`ses
«de travail» utilise´es pour construire des estimateurs de la matrice de me´lange.
Si nous ne nous sommes inte´resse´s qu’a` des mode`les base´s sur la proprie´te´ d’inde´pendance
mutuelle des sources, d’autres types de mode`les existent ne´anmoins, et le cadre d’e´tude de
l’identifiabilite´ que nous avons propose´ se preˆte bien suˆr tout aussi bien a` leur analyse. Ainsi,
alternativement a` l’utilisation de la notion d’inde´pendance, certaines me´thodes de SAS reposent
sur l’utilisation de la proprie´te´ de parcimonie des sources. Cette proprie´te´ signifie que les sources
peuvent eˆtre repre´sente´es par un nombre restreint de coefficients dans une base de de´composition
adapte´e. Par le fait du me´lange les observations deviennent moins parcimonieuses et l’objectif
des me´thodes de se´paration est alors de restaurer la proprie´te´ de parcimonie [ZPBK01, Gri02].
D’autres me´thodes encore reposent sur la positivite´ des sources [BDBG03, OP03]. L’identifiabi-
lite´ des mode`les de sources associe´s a` ces me´thodes me´rite d’eˆtre e´tudie´e en de´tails dans le cadre
que nous avons propose´.
L’approche de la SAS que nous avons adopte´e est une approche stochastique. Notre de´marche
a consiste´ a` pre´senter des me´thodes the´oriques utilisant certaines statistiques des sources puis a`
utiliser en pratique des estimateurs de ces sources. Selon la nature des sources certaines statis-
tiques sont plus adapte´es que d’autres et donnent de meilleurs re´sultats. Ainsi, nous avons vu
que, parmi les me´thodes pre´sente´es, l’algorithme TFBSS est l’algorithme le mieux adapte´ aux
sources non-stationnaires car il prend en compte la non-stationnarite´ des sources. Toutefois, bien
qu’ils soient construits sur l’hypothe`se de stationnarite´ des sources, nous avons pu constater que
JADE et SOBI peuvent donner de bons re´sultats sur des sources non-stationnaires, ce qui laisse
pre´sager que leur champ d’action s’e´tend au-dela` des sources stationnaires. Ceci signifie que les
estimateurs de cumulants d’ordre 4 et de covariances, applique´s a` des signaux non-stationnaires,
conservent un sens qu’il convient de de´terminer.
Si l’utilisation d’un contexte stochastique est une habitude courante en matie`re de SAS3,
nous pensons qu’il serait inte´ressant de reformuler les me´thodes pre´sente´es pre´ce´demment dans
un contexte de´terministe en rapprochant la notion de de´corre´lation de la notion d’orthogona-
lite´ dans l’espace de Hilbert des signaux d’e´nergie finie4 (c-a`-d, dans le contexte utilise´ pour
3Les me´thodes base´es sur la parcimonie ou la positivite´ des sources commencent a` changer cette habitude.
4Merci a` Je´roˆme Idier de nous en avoir inspire´ l’ide´e.
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l’e´laboration des crite`res d’e´valuation pre´sente´s dans le paragraphe 3.3.1). Les performances des
estimateurs de la matrice de me´lange obtenus seraient e´tudie´es en formulant alors des hypothe`ses
stochastiques sur les sources afin de calculer le biais et la variance de ces estimateurs.
Enfin, dans le chapitre 4 nous avons e´voque´ une manie`re d’appre´hender le proble`me de la
se´paration des me´langes convolutifs RIF. Si de nombreuses difficulte´s restent a` e´lucider, nous
avons souhaite´ montrer que la se´paration comple`te des me´langes convolutifs est chose possible.
D’un point de vue pratique le proble`me majeur a` re´soudre concerne la convergence de l’algo-
rithme de BDS propose´. Dans un deuxie`me temps, il serait souhaitable de trouver un crite`re
efficace de se´lection des points t-f afin de retrouver sur des me´langes convolutifs les bonnes pro-
prie´te´s de TFBSS pour des me´langes instantane´s. D’un point de vue the´orique, toute l’e´tude de
l’identifiabilite´ du proble`me reste a` faire.
Comme nous pouvons le constater, beaucoup de chemin reste a` parcourir avant de pouvoir
envisager le proble`me complet de se´paration de sources e´voque´ dans l’introduction de cette the`se,
a` savoir le proble`me standard de la se´paration de musiciens ou locuteurs se de´plac¸ant dans une
salle. Toutefois, l’inte´reˆt croissant porte´ a` la SAS pousse a` l’optimisme. Et n’oublions pas que
la se´paration de sources est encore jeune, tout juste majeure cette anne´e...
Annexe A
Diagonalisation et
bloc-diagonalisation simultane´e de
matrices
A.1 Diagonalisation approche´e
A.1.1 Base orthonormale complexe
Nous pre´sentons dans ce paragraphe une me´thode de type Jacobi pour la diagonalisation
approche´e d’une matrice A ∈ Cn×n dans une base orthonormale complexe, me´thode qui sera
ge´ne´ralise´e a` la diagonalisation simultane´e de matrices dans le prochain paragraphe.
Si A est diagonalisable dans une base orthonormale, alors l’algorithme que nous allons
pre´senter calcule une telle base. Si A n’est pas diagonalisable dans une base orthonormale,
alors l’algorithme produit une base orthonormale dans laquelle A est la plus diagonale possible,
c-a`-d que l’on recherche une matrice orthonormale U ∈ Cn×n telle que
UAUH = D (A.1)
ou` D ∈ Cn×n minimise le crite`re de diagonalite´ suivant :
off (M) def=
∑
1≤i6=j≤n
|mij |2 (A.2)
On recherche donc U par minimisation du crite`re suivant :
Cd(V;A)
def= off
(
VAVH
)
(A.3)
ou` V ∈ Cn×n, sous la contrainte d’orthonormalite´ VVH = In.
Principe
Le principe de la me´thode de Jacobi repose sur l’ide´e que toute matrice orthonormale V ∈
Cn×n peut s’e´crire comme le produit de matrices de rotation de Givens complexes G(p, q, c, s),
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de´finies pour p < q par :
G(p, q, c, s) =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
...
...
0 . . . c . . . s¯ . . . 0 p
...
...
. . .
...
...
0 . . . − s . . . c . . . 0 q
...
...
...
. . .
...
0 . . . 0 . . . 0 . . . 1
p q

(A.4)
avec (c, s) ∈ R× C tels que c2 + |s|2 = 1.
La me´thode de Jacobi consiste ainsi a` appliquer successivement des rotations de Givens a`
la matrice A jusqu’a` minimisation du crite`re (A.3). A p et q fixe´s, une ite´ration de la me´thode
consiste a` :
• minimiser
c,s
Cd(G(p, q, c, s);A) (A.5)
• A← G(p, q, c, s)AG(p, q, c, s)H (A.6)
L’inte´reˆt de la me´thode re´side dans le fait que l’e´tape de minimisation est possible de manie`re
quasi-alge´brique. Les re´sultats pre´sente´s dans les prochains paragraphes sont issus ou inspire´s
de [CS96, GL96].
Me´thode
Observons l’effet d’une rotation de Givens sur la matrice A. Soient p et q fixe´s avec p < q,
on note :
B = G(p, q, c, s)AG(p, q, c, s)H (A.7)
Un simple calcul montre que B est partout e´gale a` A sauf sur les peme et qeme lignes et colonnes :
B =
aij c aip + s aiq aij − s¯ aip + c aiq aij
c apj + s¯ aqj c2 app + |s|2 aqq c apj + s¯ aqj c2 apq − |s|2 aqp c apj + s¯ aqj p
c s apq + c s¯ aqp + c s¯ (aqq − app)
aij c aip + s aiq aij − s¯ aip + c aiq aij
− s apj + c aqj c2 aqp − |s|2 apq − s apj + c aqj c2 aqq + |s|2 app − s apj + c aqj q
c s (aqq − app) − c s apq − c s¯ aqp
aij c aip + s aiq aij − s¯ aip + c aiq aij
p q

(A.8)
Cherchons c et s qui minimisent Cd(G(p, q, c, s);A). On a :
Cd(G(p, q, c, s);A) = off (B) (A.9)
=
∑
1≤i6=j≤n
|bij |2 (A.10)
= ‖B‖2F −
n∑
i=1
|bii|2 (A.11)
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La norme de Frobenius e´tant invariante par rotation, on a ‖B‖F = ‖A‖F . En outre, les termes
diagonaux de B sont e´gaux aux termes diagonaux de A sauf aux positions p et q. D’ou` :
off (B) = ‖A‖2F −
(
n∑
i=1
|aii|2 − |app|2 − |aqq|2 + |bpp|2 + |bqq|2
)
= off (A) + |app|2 + |aqq|2 − |bpp|2 − |bqq|2 (A.12)
La matrice A ne de´pendant pas de c et s, la minimisation suivant c et s de Cd(G(p, q, c, s);A)
est donc ramene´e a` la maximisation de |bpp|2 + |bqq|2.
L’e´quation (A.12) peut-eˆtre de´veloppe´e d’avantage. En effet, graˆce a` l’identite´ triangulaire,
on a :
|bpp|2 + |bqq|2 = 12
(|bpp + bqq|2 + |bpp − bqq|2) (A.13)
|app|2 + |aqq|2 = 12
(|app + aqq|2 + |app − aqq|2) (A.14)
En outre, la trace e´tant invariante par rotation, on a bpp + bqq = app + aqq. D’ou` :
off (B) = off (A) +
1
2
[|app − aqq|2 − |bpp − bqq|2] (A.15)
et donc :
minimiser
c,s
Cd(G(p, q, c, s);A) ⇐⇒ maximiser
c,s
C ′d(c, s)
def= |bpp − bqq|2
La de´pendance de C ′d(c, s) en p, q et A a e´te´ omise afin d’alle´ger les notations par la suite.
E´tudions a` pre´sent la maximisation de C ′d(c, s). D’apre`s l’e´quation (A.8), on a :
bpp − bqq = (c2 − |s|2)(app − aqq) + 2 c s apq + 2 c s¯ aqp (A.16)
En de´finissant :
v(c, s) def=
[
c2 − |s|2, c s+ c s¯, i (c s− c s¯)]T (A.17)
h(A) def= [app − aqq, apq + aqp, i (aqp − apq)] (A.18)
on obtient :
bpp − bqq = h(A)v(c, s) (A.19)
D’ou` :
C ′d(c, s) = v(c, s)
T h(A)Hh(A) v(c, s) (A.20)
On remarquera que le vecteur v(c, s) est re´el. De ce fait, et puisque h(A)Hh(A) est par construc-
tion une matrice positive, il vient :
C ′d(c, s) = v(c, s)
T Re
{
h(A)Hh(A)
}
v(c, s) (A.21)
La maximisation de C ′d(c, s) est donc ramene´e a` la maximisation de la forme quadratique positive
qd(x) = xT Qd x sur le domaine re´el {v(c, s) | (c, s) ∈ R× C, c2 + |s|2 = 1}, avec
Qd = Re
{
h(A)Hh(A)
}
(A.22)
Nous allons montrer que la maximisation de qd(x) sur le domaine pre´ce´dent est e´quivalente
a` la maximisation de qd(x) sur la sphe`re unite´, ce qui reviendra en fin de compte a` calculer un
vecteur propre associe´ a` la plus grande valeur propre de Qd.
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Proprie´te´ 9
Soit E1 = {v(c, s)|(c, s) ∈ R×C, c2+|s|2 = 1} et soit E2 = {[x, y, z]T |(x, y, z) ∈ R3, x2+y2+z2 =
1}. Alors on a E1 = E2.
Preuve de la proprie´te´ 9
• Soit [u, v, w]T ∈ E1. Montrons que [u, v, w]T ∈ E2.
Par de´finition il existe (c, s) tel que u = c2 − |s|2, v = c s+ c s¯, w = i (c s− c s¯). On a :
u2 + v2 + w2 = (c2 − |s|2)2 + (c s+ c s¯)2 − (c s− c s¯)2 (A.23)
= (c2 − |s|2)2 + 4 c2 |s|2 (A.24)
= (c2 + |s|2)2 (A.25)
= 1 (A.26)
D’ou` [u, v, w]T ∈ E2, et donc E1 ⊂ E2.
• Soit [u, v, w]T ∈ E2. Montrons que [u, v, w]T ∈ E1.
Si u 6= −1 on pose :
c =
√
u+ 1
2
, s =
v − iw√
2 (u+ 1)
(A.27)
Si u = −1 (et donc v = w = 0) on pose :
c = 1, s = 0 (A.28)
Un simple calcul montre alors que c2+ |s|2 = 1 et [u, v, w]T = [c2 − |s|2, c s+ c s¯, i (c s− c s¯)]T =
v(c, s). D’ou` [u, v, w]T ∈ E1, et donc E2 ⊂ E1.
• Finalement, E1 ⊂ E2 et E2 ⊂ E1, d’ou` E2 = E1.  La maximisation de C ′d(c, s) sur E1 est donc
e´quivalente a` la maximisation de qd(x) sur E2. Or, la forme quadratique qd(x) est maximise´e
sur la sphe`re unite´ E2 par tout vecteur propre de norme unite´ associe´ a` la plus grande valeur
propre de Qd. Soit [u?d, v
?
d, w
?
d]
T un tel vecteur propre, choisi tel que u?d ≥ 0. D’apre`s (A.27), les
parame`tres (c?d, s
?
d) qui minimisent le crite`re Cd(G(p, q, c, s);A) a` p et q fixe´s sont donc :
c?d =
√
u?d + 1
2
, s?d =
v?d − iw?d√
2 (u?d + 1)
(A.29)
Convergence de l’algorithme
Tel qu’il est construit, l’algorithme assure la de´croissance du crite`re Cd a` chaque ite´ration.
En effet, par de´finition de c?d et s
?
d, ∀(c, s) ∈ R× C | c2 + |s|2 = 1 on a :
Cd(G(p, q, c?d, s
?
d)) ≤ Cd(G(p, q, c, s)) (A.30)
En particulier, pour (c, s) = (1, 0) on trouve :
off (B) ≤ off (A) (A.31)
A chaque ite´ration de l’algorithme, la matrice B obtenue apre`s rotations est donc «au moins
aussi diagonale» que la matrice A a` la pre´ce´dente ite´ration. Puisque toute suite de´croissante
borne´e dans R converge, la convergence de l’algorithme est donc assure´e. Cependant, ceci ne
garantit pas que l’algorithme converge bien vers le minimum de Cd. La convergence vers le
minimum a e´te´ observe´e en pratique mais nous ne sommes pas en mesure de la de´montrer en
the´orie, dans le cas ge´ne´ral. Cependant, nous allons voir que la convergence vers le minimum
peut eˆtre de´montre´e pour des matrices hermitiennes.
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Cas particulier : matrices hermitiennes
Si A est une matrice hermitienne, alors elle est diagonalisable (et ses valeurs propres sont
re´elles). Dans ce cas, il est possible de donner l’expression explicite de off (B)−off (A) en fonction
des seuls coefficients de A. En effet, dans ce cas particulier, le vecteur h(A) est re´el et donc
Qd = h(A)Th(A). Nous avons vu pre´ce´demment que le maximum de C ′d(c, s) est e´gal a` la plus
grande valeur propre de Qd. Or, Qd est par construction une matrice positive de rang 1, donc
elle ne posse`de qu’une unique valeur propre non nulle que e´gale a` sa trace. D’ou` :
|b?pp − b?qq|2 = trace(Q) = |app − aqq|2 + |apq + aqp|2 + |apq − aqp|2 (A.32)
Donc, d’apre`s (A.15) :
off (B)− off (A) = 1
2
[|app − aqq|2 − |b?pp − b?qq|2]
= −1
2
[|apq + aqp|2 + |apq − aqp|2]
= − (|apq|2 + |aqp|2)
= −2 |apq|2
Ainsi, dans le cas de matrices hermitiennes, la stricte de´croissance du crite`re est assure´e a`
chaque ite´ration tant que l’un des coefficients non-diagonaux de A est non-nul. Ceci assure
donc la convergence de la me´thode vers le minimum de Cd, qui vaut 0 dans le cas de matrices
diagonalisables dans une base orthonormale.
Choix des rotations
Nous avons montre´ pre´ce´demment comment trouver a` p et q fixe´s la rotation de Givens
garantissant la de´croissance maximale du crite`re Cd. Dans ce paragraphe nous de´crivons suc-
cinctement deux choix de se´lection de p et q.
Jacobi classique Cet algorithme prend son sens pour la diagonalisation d’une matrice her-
mitienne. Il consiste a` choisir chaque ite´ration p et q tel que |apq|2 soit maximum afin d’assurer
une de´croissance maximale de Cd, voir l’algorithme 1.
Algorithme 1 Jacobi classique
U = In
² = tol .‖A‖F
tant que off (A) > ² faire
Choisir p et q tels que |apq| est maximal
Calculer c?d et s
?
d
A← G(p, q, c?d, s?d)AG(p, q, c?d, s?d)H
U← UG(p, q, c?d, s?d)
fin tant que
Jacobi cyclique L’algorithme Jacobi cyclique consiste a` balayer syste´matiquement les lignes
de la matrice A. Pour des matrices hermitiennes il est possible de montrer qu’il est plus rapide
que l’algorithme de Jacobi classique bien qu’il ne´cessite de rechercher le terme |apq|2 maximum
a` chaque ite´ration (voir [GL96]), voir l’algorithme 2. Le parcours complet de toutes les positions
(p, q) non-diagonales est appele´ un balayage.
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Algorithme 2 Jacobi cyclique
U = In
² = tol .‖A‖F
tant que off (A) > ² faire
pour p = 1 : n− 1 faire
pour q = p+ 1 : n faire
Calculer c?d et s
?
d
A← G(p, q, c?d, s?d)AG(p, q, c?d, s?d)H
U← UG(p, q, c?d, s?d)
fin pour
fin pour
fin tant que
A.1.2 Base orthonormale re´elle
Nous pre´sentons dans ce paragraphe quelques simplifications de la me´thode pre´ce´dente dans
le cas particulier ou` l’on cherche a` diagonaliser A dans une base orthonormale re´elle, c-a`-d,
U ∈ Rn×n et D ∈ Cn×n. Dans ce cas, on peut rechercher une telle base sous la forme d’un
produit de matrices de rotation de Givens re´elles Gr(p, q, c, s), de´finies pour p < q par :
Gr(p, q, c, s) =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
...
...
0 . . . c . . . s . . . 0 p
...
...
. . .
...
...
0 . . . − s . . . c . . . 0 q
...
...
...
. . .
...
0 . . . 0 . . . 0 . . . 1
p q

(A.33)
avec (c, s) ∈ R2 tels que c2 + s2 = 1. On proce`de toujours par ite´rations, et a` p et q fixe´s, une
ite´ration consiste a` :
• minimiser
c,s
Cd(Gr(p, q, c, s);A) (A.34)
• A← Gr(p, q, c, s)AGr(p, q, c, s)T (A.35)
Comme pre´ce´demment, minimiser Cd(Gr(p, q, c, s);A) revient a` maximiser C ′d(c, s) = |bpp−bqq|2.
Mais d’apre`s l’e´quation (A.16) dans le cas re´el on a :
bpp − bqq = (c2 − s2)(app − aqq) + 2 c s (apq + aqp) (A.36)
En de´finissant :
vr(c, s) =
[
c2 − s2, 2 c s]T (A.37)
hr(A) = [app − aqq, apq + aqp] (A.38)
on obtient :
bpp − bqq = hr(A)vr(c, s) (A.39)
D’ou` :
C ′d(c, s) = vr(c, s)
T hr(A)Hhr(A) vr(c, s) (A.40)
= vr(c, s)T Re
{
hr(A)Hhr(A)
}
vr(c, s) (A.41)
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De la meˆme fac¸on que pre´ce´demment, la maximisation de C ′d(c, s) est e´quivalente a` la maximi-
sation de la forme quadratique qr(x) = xT Qdr x sur la sphe`re unite´, avec
Qdr = Re
{
hr(A)Thr(A)
}
(A.42)
Soit [u?dr, v
?
dr]
T un vecteur propre de Qdr associe´ a` la plus grande valeur propre, choisi tel
que u?dr ≥ 0. D’apre`s l’e´quation (A.27), les parame`tres (c?dr, s?dr) qui minimisent le crite`re
Cd(Gr(p, q, c, s);A) a` p et q fixe´s sont alors :
c?dr =
√
u?dr + 1
2
, s?dr =
v?dr√
2 (u?dr + 1)
(A.43)
Remarquons qu’il est possible de donner les expressions alge´briques de c?dr et s
?
dr en utilisant les
expressions alge´briques des e´le´ments propres d’une matrice 2× 2.
A.2 Diagonalisation simultane´e approche´e
A.2.1 Base orthonormale complexe
On conside`re ici le proble`me de la diagonalisation simultane´e approche´e (appele´e encore
diagonalisation conjointe approche´e) d’un ensemble de matrices. Soit A = {A1, . . . ,AK} un
ensemble de K matrices ∈ Cn×n. Le proble`me consiste a` trouver une matrice orthonormale U
∈ Cn×n telle que ∀k = 1, . . . ,K, les matrices :
UAkUH = Dk (A.44)
soient les plus diagonales possible au sens du crite`re (A.2). En d’autres termes, on cherche a`
minimiser le crite`re :
Cds(V;A) =
K∑
k=1
off
(
VAkVH
)
(A.45)
ou` V ∈ Cn×n, sous la contrainte d’orthonormalite´ VVH = In.
Principe
Nous de´crivons ici l’algorithme de type Jacobi pre´sente´ dans [CS96]. Il est une ge´ne´ralisation
simple et efficace de la me´thode de Jacobi pour la diagonalisation approche´e d’une matrice
pre´sente´e au paragraphe A.1.1. La base orthonormale commune U est estime´e ite´rativement par
produit de rotations de Givens complexes qui font de´croˆıtre le crite`re Cds(V;A). A p et q fixe´s,
une ite´ration de la me´thode consiste a` :
• minimiser
c,s
Cds(G(p, q, c, s);A) (A.46)
• ∀k,Ak ← G(p, q, c, s)AkG(p, q, c, s)H (A.47)
Me´thode
∀k ∈ J1,KK, on note :
Bk = G(p, q, c, s)AkG(p, q, c, s)H (A.48)
On a donc :
Cds(G(p, q, c, s);A) =
K∑
k=1
off (Bk) (A.49)
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En utilisant la notation Ak = {akij}, d’apre`s (A.12) on a :
Cds(G(p, q, c, s);A) =
K∑
k=1
off (Ak) + |akpp|2 + |akqq|2 − |bkpp|2 − |bkqq|2 (A.50)
=
K∑
k=1
off (Ak) +
1
2
[|akpp − akqq|2 − |bkpp − bkqq|2] (A.51)
De la meˆme fac¸on qu’au paragraphe A.1.1, la minimisation de Cds(G(p, q, c, s);A) est ramene´e a`
la maximisation de C ′ds(c, s)
def=
∑K
k=1 |bkpp−bkqq|2. Avec les meˆmes notations que pre´ce´demment,
on a alors :
C ′ds(c, s) =
K∑
k=1
v(c, s)T h(Ak)Hh(Ak) v(c, s)
= v(c, s)T
[
K∑
k=1
h(Ak)Hh(Ak)
]
v(c, s)
= v(c, s)T Re
{
K∑
k=1
h(Ak)Hh(Ak)
}
v(c, s)
La maximisation de C ′ds(c, s) sur E1 est donc e´quivalente a` la maximisation de la forme quadra-
tique qds(x) = xT Qdsx sur E2, avec
Qds = Re
{
K∑
k=1
h(Ak)Hh(Ak)
}
(A.52)
Soit [u?ds, v
?
ds, w
?
ds]
T un vecteur propre deQds associe´ a` la plus grande valeur propre, choisi tel que
u?ds ≥ 0. D’apre´s (A.27), les parame`tres (c?ds, s?ds) qui minimisent le crite`re Cds(G(p, q, c, s);A) a`
p et q fixe´s sont :
c?ds =
√
u?ds + 1
2
, s?ds =
v?ds − iw?ds√
2 (u?ds + 1)
(A.53)
Convergence de l’algorithme
Comme pour la diagonalisation approche´e d’une matrice (paragraphe A.1.1), l’algorithme tel
qu’il est construit garantit la de´croissance du crite`re Cds a` chaque ite´ration. En effet, ∀(c, s) ∈
R× C | c2 + |s|2 = 1, on a :
Cds(G(p, q, c?ds, s
?
ds)) ≤ Cds(G(p, q, c, s)) (A.54)
En particulier, pour (c, s) = (1, 0) on trouve :
K∑
k=1
off (Bk) ≤
K∑
k=1
off (Ak) (A.55)
La convergence de l’algorithme est donc garantie, mais, comme pour la diagonalisation d’une
simple matrice, rien n’assure la convergence vers le minimum de Cds. La convergence the´orique
de l’algorithme peut eˆtre facilement de´montre´e pour un ensemble de matrices hermitiennes
posse´dant une base orthonormale commune, mais nous ne connaissons pas de de´monstration
the´orique de la convergence vers le minimum dans le cas ge´ne´ral. Toutefois, avec le choix des
rotations cyclique, la convergence vers le minimum a toujours e´te´ observe´e en pratique.
Une imple´mentation MATLAB de l’algorithme pre´sente´ est disponible sur la page Internet
personnelle de J.-F. Cardoso [Car]. Dans cette version, le choix des rotations est cyclique et le
crite`re d’arreˆt porte sur s?ds : l’algorithme s’arreˆte lorsque toutes les valeurs de s
?
ds sont infe´rieures
a` un seuil (par de´faut 10−8) durant un balayage.
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A.2.2 Base orthonormale re´elle
Nous pre´sentons dans ce paragraphe les simplifications possible de la me´thode lorsque l’on
cherche a` diagonaliser simultane´ment l’ensemble A dans une base orthonormale commune re´elle
(c-a`-d, U ∈ Rn×n et ∀k ∈ J1,KK , Dk ∈ Cn×n). Dans ce cas, comme dans la partie A.1.2, le
crite`re a` maximiser est :
C ′ds(p, q) =
K∑
k=1
vr(c, s)T hr(Ak)Thr(Ak) vr(c, s)
= vr(c, s)T
[
K∑
k=1
hr(Ak)Thr(Ak)
]
vr(c, s)
La maximisation de ce crite`re est donc e´quivalente a` la maximisation de la forme quadratique
q(x) = xT Qdsr x, avec
Qdsr = Re
{
K∑
k=1
hr(Ak)Thr(Ak)
}
Soit [u?dsr, v
?
dsr]
T un vecteur propre de Qdsr associe´ a` la plus grande valeur propre de Qdsr,
choisi tel que u?dsr ≥ 0. D’apre`s (A.27), les parame`tres (c?dsr, s?dsr) qui minimisent le crite`re
Cds(Gr(p, q, c, s);A) a` p et q fixe´s sont alors :
c?dsr =
√
u?dsr + 1
2
, s?dsr =
v?dsr√
2 (u?dsr + 1)
(A.56)
A.3 Bloc-diagonalisation approche´e
Nous proposons dans les prochains paragraphes deux me´thodes de Jacobi pour la bloc-
diagonalisation approche´e et la bloc-diagonalisation simultane´e approche´e de matrices. Ces
me´thodes sont dans la ligne´e des me´thodes de diagonalisation expose´es pre´ce´demment. Cepen-
dant nous avons rencontre´ dans le cas bloc des proble`mes de convergence qui n’ont pas encore
e´te´ e´lucide´s et qui seront discute´s a` la fin de cette partie.
A.3.1 Base orthonormale complexe
Nous pre´sentons une me´thode de type Jacobi pour la bloc-diagonalisation approche´e d’une
matrice A ∈ Cn×n dans une base orthonormale. Le proble`me consiste a` trouver une matrice
orthonormale U ∈ Cn×n telle que
UAUH = D (A.57)
soit le plus bloc-diagonal possible. On notera L la dimension (fixe´e) des blocs de D et m = n/L
le nombre de blocs.
Notons :
A =
A11 . . . A1m... ...
Am1 . . . Amm
 (A.58)
ou` ∀(i, j) ∈ J1,mK2, Aij est une matrice de dimensions L × L. On de´finit le crite`re de “bloc-
diagonalite´” suivant :
boff (A) def=
∑
1≤i6=j≤m
‖Aij‖2F (A.59)
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On cherche la matrice U par minimisation du crite`re suivant :
Cbd(V;A) = boff
(
VAVH
)
(A.60)
sous la contrainte d’orthonormalite´ VVH = In. Comme pre´ce´demment, le principe de la
me´thode est d’appliquer successivement des rotations de Givens a` la matrice A jusqu’a` mi-
nimisation du crite`re (A.60). A p et q fixe´s, une ite´ration de la me´thode consiste a` :
• minimiser
c,s
Cbd(G(p, q, c, s);A) (A.61)
• A← G(p, q, c, s)AG(p, q, c, s)H (A.62)
Notations
Soient I1, . . . , Im m sous-intervalles conse´cutifs de J1, nK de´finis par :
I1 = J1, LK (A.63)
... (A.64)
Ii = J(i− 1)L+ 1, i LK (A.65)
... (A.66)
Im = J(m− 1)L+ 1,mLK (A.67)
Soit i(k) la fonction de´finie par :
i : J1, nK → J1,mK (A.68)
k →
⌈
k
L
⌉
(A.69)
ou` dxe de´finit la partie entie`re supe´rieure de x (ex : d2e = 2, d2.1e = 3). La fonction i(k) renvoie
l’indice i de l’intervalle Ii auquel k appartient.
Me´thode
Soient (p, q) ∈ J1, nK2 , p < q, on pose :
B = G(p, q, c, s)AG(p, q, c, s)H (A.70)
D’apre`s (A.59), (A.60) et avec ‖B‖2F =
∑
ij ‖Bij‖2F , on a :
Cbd(G(p, q, c, s);A) = boff (B) (A.71)
= ‖B‖2F −
m∑
i=1
‖Bii‖2F (A.72)
= ‖A‖2F −
m∑
i=1
‖Bii‖2F (A.73)
(A.74)
Supposons que p et q appartiennent au meˆme sous-intervalle Ii, c-a`-d, i(p) = i(q). D’apre`s
l’e´quation (A.8), B est partout e´gale a` A sauf sur les peme et qeme lignes et colonnes. D’ou` :
m∑
i=1
‖Bii‖2F =
m∑
i=1
‖Aii‖2F −
∥∥Ai(p)i(p)∥∥2F + ∥∥Bi(p)i(p)∥∥2F (A.75)
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Or, puisque p et q appartiennent au meˆme intervalle,
∥∥Bi(p)i(p)∥∥F = ∥∥Ai(p)i(p)∥∥F (invariance de
la norme de Frobenius par rotation).
Donc, si i(p) = i(q),
∑m
i=1 ‖Bii‖2F =
∑m
i=1 ‖Aii‖2F , c-a`-d, boff (B) = boff (A), et donc finalement
Cbd reste constant. Par la suite on supposera donc i(p) 6= i(q), c-a`-d, q − p ≥ L.
Dans ce cas, on a alors :
Cbd(G(p, q, c, s);A) = (A.76)
‖A‖2F −
{
m∑
k=1
‖Akk‖2F −
∥∥Ai(p)i(p)∥∥2F − ∥∥Ai(q)i(q)∥∥2F + ∥∥Bi(p)i(p)∥∥2F + ∥∥Bi(q)i(q)∥∥2F
}
= boff (A) +
∥∥Ai(p)i(p)∥∥2F + ∥∥Ai(q)i(q)∥∥2F − ∥∥Bi(p)i(p)∥∥2F − ∥∥Bi(q)i(q)∥∥2F (A.77)
La minimisation de Cbd(G(p, q, c, s);A) est donc e´quivalente a` la maximisation de
∥∥Bi(p)i(p)∥∥2F +∥∥Bi(q)i(q)∥∥2F . Mais puisque seules les peme et qeme lignes et colonnes de B de´pendent de c et s,
la minimisation de Cbd est finalement ramene´e a` la maximisation du crite`re :
C ′bd(c, s)
def= |bpp|2 + |bqq|2 +
∑
j∈Ii(p),j 6=p
|bpj |2 + |bjp|2 +
∑
j∈Ii(q),j 6=q
|bqj |2 + |bjq|2 (A.78)
ou` l’on rappelle les expressions de bpp, bqq, bpj , bjp, bqj et bjq (d’apre`s (A.8)) :
bpp = c2 app + |s|2 aqq + c s apq + c s¯ aqp (A.79)
bqq = c2 aqq + |s|2 app − c s apq − c s¯ aqp (A.80)
bpj = c apj + s¯ aqj (j 6= p) (A.81)
bjp = c ajp + s ajq (j 6= p) (A.82)
bqj = −s apj + c aqj (j 6= q) (A.83)
bjq = −s¯ ajp + c ajq (j 6= q) (A.84)
Comme pre´ce´demment, la de´pendance de C ′bd(c, s) en p, q et A a e´te´ omise afin d’alle´ger les
notations.
Dans [BAMH98] il est montre´ que la maximisation de C ′bd(c, s) peut eˆtre ramene´e a` la
maximisation contrainte d’une forme quadratique. Cette maximisation contrainte est re´alise´e au
moyen de multiplicateurs de Lagrange. Le calcul de ces derniers ne´cessite le calcul des racines
d’un polynoˆme d’ordre 6 dans le cas complexe (c-a`-d, U ∈ Cn×n), et d’ordre 4 dans le cas re´el
(c-a`-d, U ∈ Rn×n). Pour le cas complexe, une autre alternative, base´e sur des approximations
tensorielle de rang 1, est propose´e dans [LFMV02].
Nous de´crivons par la suite une me´thode de bloc-diagonalisation approche´e de matrices re´elles
dans une base orthonormale re´elle. L’approche nous pre´sentons, propose´e dans [LFMV02], se
re´sume a` chaque e´tape de la me´thode au calcul des racines d’un polynoˆme d’ordre 4 et posse`de
l’avantage d’eˆtre plus directe que la me´thode propose´e dans [BAMH98].
A.3.2 Matrices re´elles
Soit A ∈ Rn×n que l’on cherche a` bloc-diagonaliser dans une base orthonormale re´elle (c-a`-
d, U ∈ Rn×n). Comme pour la diagonalisation, on recherche une telle base sous la forme d’un
produit de matrices de Givens re´elles Gr(p, q, c, s). C ′bd(c, s) est alors e´gal a` C
′
bdr(c, s), de´fini
par :
C ′bdr(c, s)
def= (bpp)2 + (bqq)2 +
∑
j∈Ii(p),j 6=p
(bpj)2 + (bjp)2 +
∑
j∈Ii(q),j 6=q
(bqj)2 + (bjq)2 (A.85)
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avec :
(bpp)2 = (c2 app + s2 aqq + c s (apq + aqp))2 (A.86)
(bqq)2 = (c2 aqq + s2 app − c s (apq + aqp))2 (A.87)
(bpj)2 = (c apj + s aqj)2 (c2 + s2) (j 6= p) (A.88)
(bjp)2 = (c ajp + s ajq)2 (c2 + s2) (j 6= p) (A.89)
(bqj)2 = (−s apj + c aqj)2 (c2 + s2) (j 6= q) (A.90)
(bjq)2 = (−s ajp + c ajq)2 (c2 + s2) (j 6= q) (A.91)
C ′bdr(c, s) est un polynoˆme d’ordre 4 en c et s. Les expressions de (bpj)
2,(bjp)2,(bqj)2 et (bjq)2
ont e´te´ multiplie´e par (c2 + s2) = 1 afin de rendre C ′bdr(c, s) homoge`ne en c et s (c-a`-d que tous
les termes de C ′bdr(c, s) sont de la forme c
i sj avec i+ j = 4).
Pour tout (c, s) ∈ R2 tel que c2 + s2 = 1, il existe θ ∈ [0, 2pi[ tel que c = cos θ et
s = sin θ. C ′bdr(c, s) peut donc s’exprimer en fonction du seul parame`tre θ. En de´veloppant
l’expression (A.85) on obtient alors l’expression suivante, a` maximiser en θ :
C ′bdr(θ) = q40 cos
4 θ + q04 sin4 θ + q31 cos3 θ sin θ + q13 cos θ sin3 θ + q22 cos2 θ sin2 θ (A.92)
avec :
q40 =
a2pp + a
2
qq +
∑
j∈Ii(p),j 6=p
a2pj + a
2
jp +
∑
j∈Ii(q),j 6=q
a2qj + a
2
jq (A.93)
q04 =
a2pp + a
2
qq +
∑
j∈Ii(p),j 6=p
a2qj + a
2
jq +
∑
j∈Ii(q),j 6=q
a2pj + a
2
jp (A.94)
q31 =
2
(app − aqq) (apq + aqp) + ∑
j∈Ii(p),j 6=p
apj aqj + ajp ajq −
∑
j∈Ii(q),j 6=q
apj aqj + ajp ajq

(A.95)
q13 =
2
(aqq − app) (apq + aqp) + ∑
j∈Ii(p),j 6=p
apj aqj + ajp ajq −
∑
j∈Ii(q),j 6=q
apj aqj + ajp ajq
 (A.96)
q22 =
2 (apq + aqp)2+4 app aqq +
∑
j∈Ii(p),j 6=p
(a2pj + a
2
qj)+ (a
2
jp+ a
2
jq)+
∑
j∈Ii(q),j 6=q
(a2pj + a
2
qj)+ (a
2
jp+ a
2
jq)
(A.97)
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La fonction C ′bdr(θ) est pe´riodique de pe´riode pi. On en cherchera donc le maximum sur l’intervalle
]− pi2 , pi2 ], c-a`-d, pour cos θ ≥ 0. La de´rive´e de C ′bd(θ) s’e´crit :
δ C ′bd
δθ
(θ) =
q31 cos4 θ − q13 sin4 θ − 2 (2 q40 − q22) cos3 θ sin θ + 2 (2 q04 − q22) cos θ sin3 θ
+ 3 (q13 − q31) cos2 θ sin2 θ (A.98)
En divisant l’expression de C ′bdr(θ) par cos
4 θ pour θ 6= pi2 , il vient :
δ C ′bdr
δθ
(θ) = 0 ⇐⇒
{
θ = pi2 si q13 = 0
P (tan θ) = 0 si θ ∈]− pi2 , pi2 [
(A.99)
ou` P (x) est le polynoˆme de´fini par :
P (x) = q13 x4 − 2 (2 q04 − q22) x3 − 3 (q13 − q31) x2 + 2 (2 q40 − q22) x− q31 (A.100)
La recherche du maximum de C ′bdr(θ) est donc ramene´e a` la recherche des racines d’un polynoˆme
d’ordre 4. Les racines de P peuvent eˆtre estime´es nume´riquement et on retient alors la racine
re´elle θ?bdr dont la valeur de l’arctangente maximise C
′
bdr(θ).
A.4 Bloc-diagonalisation simultane´e approche´e
A.4.1 Base orthonormale complexe
Principe
On conside`re maintenant le proble`me de la bloc-diagonalisation simultane´e approche´e d’un
ensemble deK matrices ∈ Cn×n A = {A1, . . . ,AK}. Le proble`me consiste a` trouver une matrice
orthonormale U ∈ Cn×n telle que ∀k ∈ J1,KK, les matrices :
UAkUH = Bk (A.101)
soient les plus bloc-diagonales possible au sens du crite`re (A.59).
La me´thode que nous pre´sentons de´coule naturellement des me´thodes de diagonalisation
simultane´e et de bloc-diagonalisation propose´es aux paragraphes A.2 et A.3. En utilisant comme
pre´ce´demment les notations Ak = {akij} et, pour k ∈ J1,KK :
Ak =
Ak11 . . . Ak1m... ...
Akm1 . . . Akmm
 (A.102)
ou` ∀(i, j) ∈ J1,mK2, Akij est une matrice de dimensions L× L, la matrice U peut eˆtre estime´e
par minimisation du crite`re :
Cbds(V;A) =
K∑
i=1
boff
(
VAiVH
)
(A.103)
sous la contrainte VVH = In. A p et q fixe´s, une ite´ration de la me´thode consiste a` :
• minimiser
c,s
Cbds(G(p, q, c, s);A) (A.104)
• ∀k,Ak ← G(p, q, c, s)AkG(p, q, c, s)H (A.105)
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Me´thode
∀k = 1, . . . ,K, on note :
Bk = G(p, q, c, s)AkG(p, q, c, s)H (A.106)
On a donc :
Cbds(G(p, q, c, s);A) =
K∑
k=1
boff (Bk) (A.107)
D’apre`s (A.77), pour p et q tels que i(p) 6= i(q), on alors :
Cbds(G(p, q, c, s);A) =
K∑
k=1
boff (Ak) +
∥∥Aki(p)i(p)∥∥2F + ∥∥Aki(q)i(q)∥∥2F − ∥∥Bki(p)i(p)∥∥2F − ∥∥Bki(q)i(q)∥∥2F (A.108)
La minimisation de Cbds(G(p, q, c, s);A) est donc e´quivalente a` la maximisation de∑K
k=1
∥∥Bki(p)i(p)∥∥2F + ∥∥Bki(q)i(q)∥∥2F . Mais puisque ∀k seules les peme et qeme lignes et colonnes
de Bk de´pendent de c et s, la minimisation de Cbds est comme pre´ce´demment ramene´e a` la
maximisation du crite`re :
C ′bds(c, s)
def=
K∑
k=1
|bkpp|2 + |bkqq|2 + ∑
j∈Ii(p),j 6=p
|bkpj |2 + |bkjp|2 +
∑
j∈Ii(q),j 6=q
|bkqj |2 + |bkjq|2

(A.109)
ou` l’on les expressions de bkpp, bkqq, bkpj , bkjp, bkqj et bkjq sont donne´es par (A.8).
Comme dans le paragraphe A.3.1, nous e´tudions ici la maximisation de ce crite`re pour le cas
de matrices re´elles.
A.4.2 Matrices re´elles
On suppose que les matrices de l’ensemble A sont re´elles et on cherche ici une base orthonor-
male commune re´elle (c-a`-d, U ∈ Rn×n). Le crite`re Cbds(c, s) est alors e´gal au crite`re Cbdsr(c, s),
de´fini par :
C ′bdsr(c, s)
def=
K∑
k=1
(bkpp)2 + (bkqq)2 + ∑
j∈Ii(p),j 6=p
(bkpj)2 + (bkjp)2 +
∑
j∈Ii(q),j 6=q
(bkqj)2 + (bkjq)2

(A.110)
En utilisant les re´sultats du paragraphe A.3.2 et en posant c = cos θ, s = sin θ, C ′bdsr(c, s) peut
s’e´crire sous la forme d’un polynoˆme en cos θ et sin θ :
C ′bdsr(θ) = q40 cos
4 θ + q04 sin4 θ + q31 cos3 θ sin θ + q13 cos θ sin3 θ + q22 cos2 θ sin2 θ (A.111)
avec :
q40 =
K∑
k=1
a2kpp + a2kqq + ∑
j∈Ii(p),j 6=p
a2kpj + a
2
kjp +
∑
j∈Ii(q),j 6=q
a2kqj + a
2
kjq
 (A.112)
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q04 =
K∑
k=1
a2kpp + a2kqq + ∑
j∈Ii(p),j 6=p
a2kqj + a
2
kjq +
∑
j∈Ii(q),j 6=q
a2kpj + a
2
kjp
 (A.113)
q31 =
2
K∑
k=1
{(akpp − akqq) (akpq + akqp)
+
∑
j∈Ii(p),j 6=p
akpj akqj + akjp akjq −
∑
j∈Ii(q),j 6=q
akpj akqj + akjp akjq} (A.114)
q13 =
2
K∑
k=1
{(akqq − akpp) (akpq + akqp)
+
∑
j∈Ii(p),j 6=p
akpj akqj + akjp akjq −
∑
j∈Ii(q),j 6=q
akpj akqj + akjp akjq} (A.115)
q22 =
K∑
k=1
{2 (akpq + akqp)2 + 4 akpp akqq
+
∑
j∈Ii(p),j 6=p
(a2kpj + a
2
kqj) + (a
2
kjp + a
2
kjq) +
∑
j∈Ii(q),j 6=q
(a2kpj + a
2
kqj) + (a
2
kjp + a
2
kjq)} (A.116)
Le calcul de l’angle θ?bdsr maximisant C
′
bdsr(θ) est alors effectue´ comme au paragraphe A.3.2.
Convergence
Comme pour la diagonalisation et la diagonalisation simultane´e, la convergence des algo-
rithmes de bloc-diagonalisation et bloc-diagonalisation simultane´e est par construction garantie.
Cependant, si dans le cas de la diagonalisation (simultane´e ou non) la convergence vers le
minimum de la me´thode de Jacobi cyclique a toujours e´te´ observe´e en pratique, bien qu’elle n’ait
pas e´te´ de´montre´e, il n’en est pas de meˆme dans le cas de la bloc-diagonalisation. En effet, bien
que la me´thode converge par construction, elle ne converge pas toujours vers le minimum. Dans
nos simulations, il est apparu que le choix des rotations ainsi que l’initialisation de la me´thode
est d’une importance significative.
Nous avons essaye´ 3 me´thodes de choix des rotations (c-a`-d, des couples (p, q)) :
– La premie`re me´thode (M1) est la me´thode de Jacobi cyclique de´crite par l’algorithme 2
(sauf que les couples (p, q) sont choisis hors des blocs diagonaux), initialise´e avec la matrice
identite´ (c-a`-d, U = In). Le crite`re d’arreˆt porte sur s?bdsr = sin θ
?
bdsr : l’algorithme s’arreˆte
lorsque toutes les valeurs de s?bdsr lors d’un balayage sont infe´rieures a` 10
−4,
– la deuxie`me me´thode (M2) est la me´thode M1 initialise´e avec la matrice Udsr fournie par
l’algorithme de diagonalisation simultane´e approche´e applique´ a` A,
– la troisie`me me´thode (M3) consiste a` choisir a` chaque ite´ration le couple (p, q) assurant
la de´croissance maximale du crite`re Cbds, ce qui requiert de calculer toutes les diffe´rences
|∑Kk=1 boff (Bk) − boff (Ak) | pour tous les (p, q) et de ne retenir que la plus grande. La
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m=2 m=3 m=4
M1 M2 M3 M1 M2 M3 M1 M2 M3
L=2 8 0 0 21 0 0 27 0 0
L=4 25 1 0 56 5 3 74 11 6
L=6 38 2 2 72 9 5 80 8 7
Tab. A.1 – Nombre d’e´checs des me´thodes M1, M2 et M3 sur 100 tirages ale´atoires de matrices exac-
tement bloc-diagonalisables dans une base orthonormale commune, pour diffe´rentes valeurs de L et m.
me´thode s’arreˆte lorsque 20 valeurs successives de s?bdsr sont toutes infe´rieures a` 10
−4.
Les trois me´thodes ont e´te´ applique´es a` 100 tirages ale´atoires de 3 matrices exactement bloc-
diagonalisables dans une base orthonormale commune, pour diffe´rentes valeurs de L (taille des
blocs) et diffe´rentes valeurs de m (nombre de blocs). Le nombre d’e´checs des me´thodes (c-a`-d, le
nombre de fois ou` les me´thodes ne convergent pas vers 0) est reporte´ dans le tableau A.1 pour
diffe´rents couples (L,m).
Discussion La diffe´rence entre les re´sultats des me´thodes M2 et M3 montre que l’initialisation
de la me´thode est primordiale : il est important de mettre l’algorithme dans de bonnes condi-
tions de de´part en lui fournissant des matrices ayant une structure diagonale prononce´e. Apre`s
initialisation avec Udsr, les me´thodes M2 et M3 n’ont alors besoin que de quelques ite´rations
pour retrouver la structure bloc-diagonale.
Cependant aucune des deux me´thodes ne converge syste´matiquement vers le minimum
lorsque m ou L augmentent. Nous avons constate´ que les deux me´thodes n’e´chouent en ge´ne´ral
pas sur les meˆmes cas. Nous avons aussi constate´ que l’augmentation du nombre de matrices
a` bloc-diagonaliser simultane´ment tend a` diminuer le taux d’e´chec des me´thodes. Ainsi, les
me´thodes donnent des re´sultats encore moins bons s’agissant de la bloc-diagonalisation d’une
seule matrice.
En conclusion, on retiendra que la me´thode de Jacobi pour la bloc-diagonalisation simultane´e
de matrices donne des re´sultats encourageant mais qu’un mode de se´lection optimal des couples
(p, q), garantissant la convergence syste´matique de la me´thode vers le minimum, reste a` trou-
ver. Pour ce faire il convient de de´velopper l’e´tude the´orique de la me´thode et de comprendre
pourquoi les me´thodes e´chouent sur certains jeux de matrices, diffe´rents selon la me´thode. Il
est possible d’envisager des me´thodes mixtes, basculant d’un mode de choix des rotations a` un
autre. Des choix ale´atoires des rotations nous ont permis de re´soudre certains cas sur lesquels
les me´thodes M2 et M3 e´chouent. Il pourrait donc eˆtre opportun d’envisager une me´thode de
se´lection d’inspiration stochastique ge´ne´rant de la «diversite´» lorsque les me´thodes M2 et M3
entrent dans leur re´gime stationnaire de convergence. A suivre.
Annexe B
De´convolution aveugle
Nous de´crivons ici une solution au proble`me de l’estimation d’une source d’apre`s plusieurs
versions filtre´es de cette source. Ce proble`me a e´te´ abondamment traite´ dans la litte´rature
et porte le nom de de´convolution aveugle ou encore identification aveugle. Plusieurs types de
solution existent, l’article [AMQH97] en propose une revue.
Nous pre´sentons la me´thode d’identification aveugle d’un syste`me SIMO de´crite dans [MDCM95].
La me´thode est base´e sur la de´composition en sous-espaces bruit et signal d’une matrice de co-
variance. Cette me´thode a l’avantage d’eˆtre simple et relativement peu complexe en calculs.
B.1 Mode`le
Soit le mode`le SIMO suivant, ∀t ∈ J0, T − 1K :
y1[t] = h1[0] s[t] + . . .+ h1[L] s[t− L] + n1[t] (B.1)
... (B.2)
yM [t] = hM [0] s[t] + . . .+ hM [L] s[t− L] + nM [t] (B.3)
s de´signe la source que l’on cherche a` reconstruire d’apre`s les versions filtre´es y1, . . . , yM dont
on dispose. On fixe arbitrairement s[−L] = . . . = s[−1] = 0. La source est mode´lise´e par
une se´quence ale´atoire stationnaire ergodique. Les se´quences de bruit additif n1, . . . , nM sont
suppose´es stationnaires ergodiques et inde´pendantes de s.
Il est clair que la source s[t] ne peut eˆtre reconstruite qu’a` un facteur scalaire pre`s. Les
conditions d’identifiabilite´ du proble`me seront souleve´es au cours de l’expose´ de la me´thode puis
re´capitule´es a` la fin. L’objectif de la me´thode est d’estimer les parame`tres de filtre contenus
dans :
h = [h1[0], . . . , h1[L], . . . , hM [0], . . . , hM [L]]T M(L+ 1)× 1 (B.4)
B.2 Notations
Soit F un entier de´signant une longueur de feneˆtre. On de´finit ∀i ∈ J1,MK et ∀t ∈ JF − 1, T − 1K :
yi[t] = [yi[t], . . . , yi[t− F + 1]]T F × 1 (B.5)
ni[t] = [ni[t], . . . , ni[t− F + 1]]T F × 1 (B.6)
et
y[t] =
[
y1[t]T , . . . ,yM [t]T
]T
MF × 1 (B.7)
n[t] =
[
n1[t]T , . . . ,nM [t]T
]T
MF × 1 (B.8)
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On note :
s[t] = [s[t], . . . , s[t− F − L− 1]]T (F + L)× 1 (B.9)
On de´finit ∀i ∈ J1,MK la matrice de Sylvester suivante :
H(i)F =

hi[0] . . . hi[L] 0 . . . 0
. . . . . .
. . . . . .
0 . . . 0 hi[0] . . . hi[L]
 F × (L+ F ) (B.10)
et on de´finit la matrice filtre suivante :
HF =
H
(1)
F
...
H(M)F
 MF × (L+ F ) (B.11)
Avec ces notations, on a ∀t ∈ JF − 1, T − 1K :
y[t] = HF s[t] + n[t] (B.12)
Le parame`tre F doit eˆtre choisi de tel sorte que le syste`me pre´ce´dent soit (sur-)de´termine´, c-a`-d
tel que MF ≥ L+ F (ceci est possible de`s lors que L ≥ 2).
B.3 Me´thode
La me´thode que nous allons exposer repose sur le the´ore`me suivant, de´montre´ dans [MDCM95] :
The´ore`me 2
Soient HF et H′F deux matrices filtre associe´es a` des parame`tres de filtres contenus dans h et
h′. Soient image(HF ) et image(H′F ) les espaces engendre´s par les colonnes de HF et H
′
F .
Si F ≥ L et si HF−1 est de rang plein (c-a`-d, rang (HF−1) = L+ F − 1) alors :
image(HF ) = image(H
′
F ) ssi h et h
′ sont proportionnels
Ce the´ore`me signifie que l’image de HF de´termine h a` une constantes pre`s. Il nous suffit
donc de trouver une base de image(HF ) sous la forme (B.11) pour estimer h. Nous e´tudions
donc a` pre´sent comment de´terminer cette base.
D’apre`s l’e´quation (B.12), on a :
Ryy[0] = HF Rss[0]HHF +Rnn[0] (B.13)
Pour simplifier l’expose´ de la me´thode on suppose Rnn[0] = σ2 IMF . Le cas ge´ne´ral ou` la
matrice Rnn[0] n’est pas diagonale mais ne´anmoins connue est traite´ dans l’article de re´fe´rence
[MDCM95]. On a donc :
Ryy[0] = HF Rss[0]HHF + σ2 IMF (B.14)
Soient λ1 ≥ λ2 ≥ . . . ≥ λMF les valeurs propres de Ryy[0]. Si Rss[0] et HF sont de rang
plein, la partie signal de Ryy[0], c-a`-d HF Rss[0]HHF est de rang plein et donc :
λi > σ
2 pour i ∈ J1, F + LK (B.15)
λi = σ2 pour i ∈ JF + L+ 1,MF K (B.16)
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Soit SF = [s1, . . . , sF+L] une matrice contenant des vecteurs propres norme´s associe´s aux valeurs
propres non-nulles et BF = [b1, . . . ,bMF−F−L] une matrice contenant des vecteurs propres
norme´s associe´s a` la valeur propre 0. La matrice Ryy[0] peut alors s’e´crire :
Ryy[0] = SF diag (λ1, . . . , λF+L) SHF + σ2BF BHF (B.17)
L’image de SF de´finit l’espace signal tandis que l’image de BF de´finit l’espace bruit. Ces deux
espaces sont par construction orthogonaux. En outre, d’apre`s l’e´quation (B.13), l’image de SF
est e´gale a` l’image de HF . HF ve´rifie donc :
BHF HF = 0 (B.18)
D’apre`s le the´ore`me 2, les parame`tres de filtre minimisent donc :
q(h) =
∥∥BHF HF∥∥F (B.19)
Ce crite`re quadratique peut s’exprimer plus simplement en fonction de h plutoˆt que de HF .
Soient v1, . . . ,vM M vecteurs de dimension F × 1 et soit v = [vT1 , . . . ,vTM ]T . Soit V(i)L+1 la
matrice filtre de´finie par :
V(i)L+1 =

vi,1 . . . vi,F 0 . . . 0
. . . . . .
. . . . . .
0 . . . 0 vi,1 . . . vi,F
 (L+ 1)× (L+ F ) (B.20)
On de´finit alors :
VL+1 =

V(1)L+1
...
V(M)L+1
 M(L+ 1)× (L+ F ) (B.21)
On peut montrer la relation suivante [MDCM95] :
vHHF = hH VL+1 (B.22)
En notant BL+1,i la matrice filtre de dimension (L + 1) × (L + F ) associe´ au vecteur propre
v = bi, on obtient :
bHi HF = h
H BL+1,i (B.23)
Le crite`re (B.19) peut s’e´crire plus simplement :
q(h) = hH Qh avec Q =
MF−F−L∑
i=1
BL+1,iBHL+1,i (B.24)
Le crite`re q(h) est donc minimise´ par tout vecteur propre associe´ a` la plus petite valeur
propre de Q.
B.4 Identifiabilite´
Nous concluons l’expose´ de la me´thode en re´capitulant les diffe´rentes hypothe`ses utilise´es
sur la source et le me´lange.
Nous avons utilise´ les hypothe`se suivantes :
(H1) F ≥ L (ce qui assure par la meˆme occasion MF ≥ L+ F ),
(H2) HF et HF−1 sont de rang plein,
116 Annexe B - De´convolution aveugle
(H3) Rss[0] de rang plein.
L’hypothe`se (H2) correspond a` des hypothe`ses concre`tes sur les filtres du me´lange. En effet,
on a la proprie´te´ suivante [MDCM95] :
Proprie´te´ 10
La matrice HF est de rang plein ssi :
1) F ≥ L,
2) les polynoˆmes Pi(z) =
∑L
j=0 hi[j]z
−j n’ont pas de ze´ros commun,
3) au moins un polynoˆme Pi(z) est de degre´ L.
L’hypothe`se (H3) exprime le fait que la source s doit eˆtre suffisamment «riche». Cette
hypothe`se peut eˆtre interpre´te´e en termes de nombre de «modes» contenus dans la source
[AMQH97].
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