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1. INTRODUCTION 
 
Teaching of practical courses of robotics requires 
traditionally equipment expensive and many times 
insufficient to be used for many students 
simultaneously, as the robots and its controllers are. 
Moreover, it is possible these equipments can be 
damaged if they are used improperly. Other problem 
derived from requiring a laboratory with the 
appropriate equipment to carry out the practices is 
the necessity of that the students have to go to these 
laboratories in some strict schedules. In this way, the 
necessity of alternative methods arises (Salzman et 
al., 1999; Candelas, et al., 2003; Gillet, et al., 2001). 
 
These virtual laboratories afford the simulation of the 
students’ practices and evaluate their skills in the 
correct use of the robotic equipment. It also permits 
the students to do a self-evaluation of the knowledge 
they have acquired. This is done by means of a series 
of practical exercises that they can do from any 
location with the use of a PC and access to the 
Internet, affording a virtual experience that is 
comparable to actually being in the laboratory of the 
University. Furthermore, it also offers the teacher the 
facility of a more complete monitoring of the 
students’ exercises. 
 
The different advantages, such as the flexibility of 
time-tables, and possible inconveniences of using 
these laboratories, from the students’ point of view, 
are also taking into account. These inconveniences 
involve that a teaching support is required to allow a 
bi-directional communication teacher-student. 
 
In the last years, a great development of virtual and 
remote laboratories for the education of Automatics 
has taken place (Schmid, 1998; Dormido et al., 2000; 
Gillet, et al., 2001; Torres et al., 2001a; Candelas, et 
al., 2003a; Sebastián, et al., 2003; Marín et al., 2003; 
McKee, 2003). 
 
The paper is structured in the following way. In the 
two first sections, the tools that compose our virtual 
laboratory are described: ROLBOLAB, a tool for 
training of Robotics (section 2), and VISUAL, a tool 
for training of Computer Vision (section 3). The 
courses and the practical exercises which are carried 
out with this virtual laboratory in the University of 
Alicante are presented in section 4. The paper 
finishes with several conclusions. 
 
2. ROBOLAB: REMOTE VIRTUAL 
LABORATORY FOR ROBOTICS 
 
The most important software tool in our virtual 
laboratory, and with is directly related to Robotics is 
a system called ROBOLAB, with have been 
developed by our research team. The system permits 
the students to work with a simulation of and 
industrial robot and carry out operations with the real 
robot through teleoperation (Candelas et al., 2003a). 
 
The only means that the student requires are a 
computer connected to the Internet, a web client 
program and some required software components. 
With these means the student can access to a web 
page with a Java applet that affords access to the 
functions offered by ROBOLAB. The first version of 
the applet also provides a virtual reality simulation 
based on VRML which gives a 3-dimensional 
representation of the robot-setting and its workspace, 
as Figure 1 shows (Puente, et al., 2000; Torres et al., 
2001a). 
 
Fig. 1. User interface of ROBOLAB with Java-
VRML version. 
 
A new version of the system, ROBOLAB 2, which is 
based on Sun’s Java3D API, have been developed in 
the last years to solve some problems and incorporate 
new features, as described in Section 2.1. The user 
interface of this version is shown in Figure 2. 
 
Fig. 2. User interface of ROBOLAB 2, based on 
Java3D. 
 
With regard to equipment in the laboratory (Figure 
3), the most important feature is the Scorbot ER-IX 
(Intelitek) robot arm with 5 DOF and a gripper, 
together with its controller. These are the only two 
pieces of the equipment that requires any 
considerable investment. The remaining pieces are 
commercial items that are readily available on the 
market. The “robot server” is a PC that manages the 
commands sent to the robot and obtains information 
about its current state to allow an on-line feed-back. 
The “web server” is another PC that affords the web 
services from the Internet, supplies the self-
evaluation questionnaires and forms and accepts the 
results. It also manages the users login and store the 
statistics of their practice. Furthermore, it is “video 
server” with gives the option of a video stream feed-
back for teleoperation. 
 
Fig. 3. Architecture of  ROBOLAB. 
 
The student first does the exercises on the simulation 
and then, after checking that the results are correct, 
can execute their in the real system by means of the 
teleoperation option. This guarantees a good use of 
the real system, increases it useful life-span, and 
decreases in a great deal the maintenance costs. 
Thanks to the simulation, the students are able to 
practice and carry out correct movement sequences. 
Once a correct simulation has been effected, the 
student can request the “web server” to remote 
execute the movement sequences with the real robot. 
To do so the student must identify himself as an 
authorized user. The “web server” also manages the 
access of several users to the robot, guaranteeing 
their orderly access. 
 
To verify the movement of the real robot, the applet 
has different feed-back options, two of which are 
outstanding. The first one is a typical compressed 
video stream, generated by the “video server” and 
sent to the student’ computer while the robot is 
executing the movement sequence. The second one, 
is that the simulation in the students computer is 
updated with information about the current state of 
real robot’s joints received online from the “robot’s 
controller” (Torres, et al., 2001b). The second option 
allows a fluid teleoperation with a lower bandwidth 
requirement the first one. 
 
2.1. New features of ROBOLAB 2 
The first version of ROBALAB based on VRML had 
some problems of software compatibility and 
installation, which have been solved in ROBOLAB 
2. However, the main achievement of this new 
version is that its architecture is based on a software 
library that facilitates the object-based programming 
of new robot models and is focused on the creation of 
applications for simulating industrial robot arms. In 
this way, is possible add new robot models to the 
simulation in the user interface, and the system is not 
limited to a unique and specific robot. In addition, 
the library also allows teleoperation capabilities, and 
the system can manage several real robots of 
different characteristics in the laboratory.  
 
This library, have been developed from the Java 3D 
API by our research group (Candelas et al., 2004). 
Java 3D is an API (Application Programming 
Interface) from Sun's Java (TM) that provides 3D 
graphics. The main advantage of using this API, in 
contrast to others for Java, is that Java 3D is a 
standard extension of Sun’s Java. Java 3D uses the 
scene-graph approach, which is a hierarchical 
method for describing objects and the relationships 
among them (Selman, 2002; Sowizral et al., 2000; 
http://www.j3d.org/). Since all the system is based on 
Java, the obtained software is very portable. 
 
The library is composed of several classes of objects 
built from Java 3D (Figure 4) (Candelas, et al 2004). 
 
Fig. 4. Classes that compose the library. 
 
As example, Figure 5 shows a model created with the 
library presented that corresponds to a Scorbot ER-
IX robot (Intelitek), which has 5 DOF thanks to the 
rotatory joints q1 to q5 plus a tool, as well as 5 links 
(L0 to L4). This robot is not frequently used in 
industry, but the geometric structure of its links and 
joints makes this example more illustrative and clear. 
To create the model, the robot’s joints and links must 
be represented with linked RElment objects, and 
more specifically, their extensions, RLink and 
RRotatory objects. Figure 5 also shows the scene-
graph obtained by linking the first five Relements, 
and how the RLink objects have RShape objects with 
their graphic representation. This scene-graph 
obtained is ready to be managed and displayed with 
Java 3D primitives.  
 
Finally, other important feature of ROBOLAB 2 is 
that the communication between a user interface 
applet and the web server is done with high-level 
protocols, which make possible the use of the 
teleoperation capabilities from any Internet access, 
over firewalls or other security systems configured in 
the networks. 
Fig. 5. Example of the Scorbot ER-IX robot model. 
 
3. IMAGE PROCESSING USING VISUAL  
 
The incorporation of lessons about Computer Vision 
in the education and teaching of technical 
engineerings, is mainly due to the increase of the 
interest in this type of sensoring, as result 
fundamentally of the advantages that offer. 
 
This increasing interest in teaching of Computer 
Vision has caused the appearance of systems that 
facilitate teaching (Rasure et al., 1994; Argiro et al., 
2000; Zuke et al., 2000) and even makes possible the 
learning by Internet (Whelan et al., 1997; Sebastián 
et al., 2003). Of all this systems, it is possible to 
mention the projects whose purpose is the 
accomplishment of practical lessons about image 
processing by Internet, and of among them, the 
Project “Titere” (Sebastián et al. 2001) and ZOMAX 
(www.science.uva.nl/research/isis/zomax). 
 
VISUAL is a tool that allows the student specify an 
algorithm of image processing by means of a 
graphical scheme formed by a set of different 
processing basic modules. This tool provides an 
interface for the Computer Vision of intuitive 
handling, at the same time that permits to develop 
algorithms very easly comprehensible thanks to its 
scalability and modularity, allowing to make stages 
of processing be defined clearly (Torres et al., 1999; 
Gil et al., 2003). 
 
Using the programming enviroment of VISUAL, the 
student can design an algorithm of image processing 
like a graphical scheme made up of OPIs (Objects 
for Image Processing). The aspect of the user 
interface is shown in Figure 6. 
 
Fig. 6. User interface of VISUAL. 
 
An OPI is an object that represents an operation to be 
carried out within a scheme. Each OPI has a set of 
inputs and a set of  outputs by which it gives back the 
results after its execution. The inputs of an OPI are 
original images or processed images coming from 
the output of  others OPIs. The format of the outputs 
can be data or images. Each output of an OPI can be 
connected with one o more inputs of others OPIs by 
means of an object “pipe” that represents the 
interchange of data or images.  
 
The OPIs are classified in different types according 
to the kind of operations that can make. For example, 
there is a type of OPI dedicated to execute the 
differents kind of arithmetical operations (addition, 
subtraction, multiplication and division), which can 
be configurated to make one of those four operations. 
The user interface offers a selection tree (the left 
panel shown Figure 6) where all availabled OPIs 
appear classified according to the type of operation 
that they represent. 
 
An interesting characteristic of VISUAL is its 
modularity that easily allows adding new 
programmed OPIs. This facility is very useful to 
apply this software tool to teaching because the 
students can easily integrate new operations of 
artificial vision, which are implemented as practical 
exercises proposed by the teacher, in OPI form. 
 
The execution of each OPI in a scheme can manually 
be controlled by means of the available execution 
button in any OPI. So that an OPI is executed and its 
input data are operated, the execution button must be 
activated. This operation can manually be activated 
by the user, pressing the button of the OPI with the 
mouse, or can automatically be activated by the 
programming environment VISUAL when the mode 
of automatic execution is activated.  
 
In addition, so that an OPI is executed is necessarily  
all the previous OPIs, whose outputs are inputs of 
this one, must have correctly been executed and have 
generated its outputs. That is to say, an OPI is only 
executed when it have available all its inputs from 
the outputs of its previous OPIs. The state of the 
execution, the possible errors and another situations 
are indicated as messages in a status bar located at 
the button part of the application window (Figure 6). 
 
The dependency of the inputs to OPI and of the 
ouputs generated from other OPIs are represented by 
means of the connections modeled like “pipe” 
objects. When an OPI has still not been executed, the 
connections that leave its outputs are modeled like 
“broken pipes” to indicate that the new data has still 
not arrived. In opposition, when an OPI is correctly 
executed and it sent the data to their destinies, the 
output connections appear like “continuous pipes”. In 
general, the data flow in the schemes always goes of 
left to right. Figure 6 also illustrates a scheme with a 
simple algorithm for edge detecting, which has some 
OPIs executed during the simulation. The graphical 
aspect of, both, the OPIs and the “pipes”, represents 
in a clear way the execution estate of the scheme. 
Thus, our visual environment offers to the user a very 
descriptive representation in contrast with other 
existent applications. 
 
In addition, the user can see, in any moment, the 
image that corresponds with an output or input of an 
OPI. For it, it is only necessary to click with the 
mouse when the cursor is over the connection, as is 
shown in Figure 7, and, then, an “image viewer” 
window is opened to see the image. This window 
also has some tools such as zoom, grid, value-
exploring or the option for saving the image to a file. 
 
Fig. 7. Analysing the result of an OPI. 
 
4. PRACTICAL EXPERIMENTS 
 
The virtual laboratory which has been described in 
previous sections is used in several courses in the 
University of Alicante (Spain). In particular, it has 
been used since the 1999/2000 academic year in 
practice groups for the Robotics course “Robots and 
Sensorial Systems” with is taught in Computer 
Science Engineering. This course has at all 7.5 
ECTS, including 30 hours of theory lessons in class 
and 30 hours of practical exercises in laboratory. The 
rest of time is assigned to other student’s works.  
 
In the course above-cited, students have to do a set of 
practical exercises which combine sensorial 
techniques with Robotics (Torres et al., 2002). In this 
case, more concretely, the sensorial techniques used 
are based on computer vision algorithms. These 
exercises can be carried out by the student either in 
the assigned laboratory or remotely, and they are 
divided in several experiments, as follows: 
 
- Practice 1 (2 hours). Homogeneous Transfor-
mations. Experiment 1.1: movement simulation. 
- Practice 2 (6 hours). Kinematics of a robot. 
Experiment 2.1.: direct kinematics of a 5 DOF 
robot. Experiment 2.2: inverse kinematics of a 5 
DOF robot. 
- Practice 3 (6 hours). Computer Vision as sensorial 
technique. Experiment 3.1.: image processing. 
Experiment 3.2.: developing a computer vision 
algorithm. 
- Practice 4 (6 hours). Kinematics control of a 5DOF 
robot. Experiment 4.1.: getting and manipulating 
point-to-point trajectories. Experiment 4.2.: 
applying a cubic interpolator with parabolic fitting. 
- Practice 5 (5 hours). Visual Control. Experiment 
5.1.: static see and move approach. 
- Practice 6 (5 hours). Programming. Experiment 
6.1.: modelling a task. Experiment 6.2.: task 
programming using ACL. 
 
For doing these practical exercises, the student have 
to use the previously described tools: the ROBOLAB 
simulator and the VISUAL application. With these 
two tools, the practical exercises can be concatenated 
in the way that the student use first ROBOLAB to 
calculate the kinematics of a robot, and, after, he 
learn to design the appropriate Computer Vision 
algorithms to locate a object in a image using 
VISUAL. Once the object is located, the kinematics 
control of the robot is considered for catching the 
object with the robot. After this problem is resolved, 
the visual control techniques are used to do the tasks 
of manipulating the object. Finally, in the last 
practical exercise, the student has to program the 
robot’s controller using the information obtained 
from the previous experiments in order to perform 
the task for catching a real object with the real robot. 
 
4.1. Evaluating the student’s opinion 
 
To evaluate the virtual laboratory’s acceptability and 
its effect on learning, a statistical study has been 
carried out during 2002/03 academic year on fifty 
students from different practice groups (Candelas et 
al., 2003b). In this section the main results of this 
study are presented. 
 
Although there are a great number of students who 
happily have accepted the virtual laboratory and have 
used it to do the practice experiments remotely (30-
40%, depending on the exercise) because the flexible 
time table, many also have chosen the option of real 
laboratory at the university (60-70%) where they can 
work in coordination their class-mates and have the 
support of a teacher, although they have also used the 
virtual laboratory.  
 
It has also been shown that the virtual laboratory is 
new to our students, although it is well accepted 
(more than 80% of the students rated ROBOLAB and 
VISUAL positively). Their simple use helps the 
student to save time in learning it and concentrate on 
the more important aspects of the course. The 
majority of the students (about 60%) have finished 
the different experiments in the half of the time given 
initially to resolve them. The remote access to costly 
tools and resources like robots is positive and 
interesting, since they make practices more attractive 
and real in comparison to a mere simulation. 
 
5. CONCLUSIONS 
 
This paper presents the virtual and remote laboratory 
used for teaching of Robotics and Computer Vision. 
The two tools that compose the virtual laboratory 
have been developed completely by the authors of 
the paper thanks to the financial support of the 
national and regional governments and economic 
aids of the University of Alicante, and they can be 
accessed from http://disclab.ua.es/robolab/labvir.htm. 
 
The first tool, ROBOLAB, is mainly designed so that 
students can practice basics concepts about Robotics 
and kinematics, and trajectory designing. This tool 
also allows many students access remotely to limited 
robotic equipment located in a research laboratory, 
through the Internet, in order to test their results. In 
addition, the new version of ROBOLAB offers the 
student the option of simulate different models of 
robots with the same user interface, and even operate 
their remotely if real robots are available.  
 
The second tool, VISUAL, allows the student a 
quickly designing and testing of computer vision 
algorithms, by means of a very friendly user interface 
based on high-level graphical schemes, with a more 
intuitive use than other commercial applications. In 
contrast with other commercial applications, 
VISUAL uses an open modular library of image 
processing operations, and also allows the student to 
implement new operations, in any programming 
language, without worrying about aspects of the 
graphical user interface. Thus, this tool can also be 
used to high level computer vision courses. 
 
In any case, the two tools allow the students the 
option of making practical exercises by accessing 
from any location without having to go physically to 
laboratories or classrooms. 
 
In addition to the servers and the Internet access, the 
only required investment is a robot and its controller, 
which can be used by many students, in case of the 
teleoperation option be enabled. Moreover, 
ROBOLAB guaranties the correct use of the robot, 
decreasing the maintenance costs. 
 
Finally, the paper has also introduced the practical 
exercises in which our virtual laboratory is used, as 
well as the main result of an evaluation of students’ 
appraisal. The most important conclusion of this 
study is that the students considerer the virtual 
laboratory to be a valuable complement to the 
teacher and traditional teaching, but never as 
substitute for them, because students need to work in 
groups and have a teacher available. For this reason, 
our research team is working on new environments 
that offer not only virtual tools, but also ones that 
allow the students to share their experiences, while 
having a virtual teaching support.  
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