Abstract: This paper presents a complete set of methods for the performance analysis and design of closed loop systems with nonlinear actuators and sensors (so-called Linear Plant/Nonlinear Instrumentation, or LPNI, systems). As it turns out, these methods are quite similar to those in the linear case. Accordingly, the resulting methods are referred to as Quasilinear Control (QLC) Theory. Since the main analysis and design techniques of QLC are not too different from the well known linear control-theoretic methods, QLC can be viewed as a simple addition to the standard toolbox of control engineering practitioners and students alike.
C(s)
P ( This paper presents techniques for designing feedback control of the so-called linear plant/nonlinear instrumentation (LPNI) systems. Such systems appear naturally in situations where the plant can be viewed as linear but the instrumentation, i.e., actuators and sensors, can not. For such systems, we seek methods of analysis and design, which are similar to the usual linear system techniques, e.g., root locus, LQR, LQG, etc., modified appropriately to account for the instrumentation nonlinearities. Therefore, we refer to these methods as quasilinear and to the resulting area of control as quasilinear control.
To illustrate the main topics of QLC and its problems, consider the SISO system shown in Figure 1 , where P (s) and C(s) are the transfer functions of the plant and the controller, and f (·), g(·) are static odd nonlinearities characterizing the actuator and the sensor, while r, d, u, y and y m are the reference, disturbance, control, plant output, and sensor output, respectively. In the framework of this system and its MIMO generalizations, QLC considers the following problems:
P1. Performance analysis: Given P (s), C(s), f (·) and g (·) , quantify the quality of reference tracking and disturbance rejection.
P2. Narrow-sense design: Given P (s), f (·) and g(·), design a controller C(s) so that the quality of reference tracking and disturbance rejection meets specifications. P3. Wide-sense design: Given P (s), design a controller C(s) and select instrumentation f (·) and g(·) so that the quality of reference tracking and disturbance rejection meets specifications. P4. Partial performance recovery: Let C ℓ (s) be a controller, which is designed under the assumption that the actuator and the sensor are linear and which meets reference tracking and disturbance rejection specifications. Given C ℓ (s), select f (·) and g(·) so that the performance degradation is guaranteed to be less than a given bound. P5. Complete performance recovery: Given f (·) and g(·), modify, if possible, C ℓ (s) so that performance degradation does not take place.
The main analytical technique used is stochastic linearization (SL), whereby the nonlinearities in Figure 1 are replaced by equivalent gains. Accordingly, Section 2 below presents the SL method and demonstrates its utility in the context of QLC. In Section 3, a QLC extension of the classical linear method of Root Locus is given. Section 4 presents QLC-specific problems involving the selection and design of nonlinear instrumentation. A thorough bibliography of the development of these results is also provided.
QLC METHOD -STOCHASTIC LINEARIZATION

Basic relationship
Consider Figure 2 , where f (u) is an odd piece-wide differentiable function, u(t) is a zero-mean wide sense stationary (wss) Gaussian process,
Fig. 2. Stochastic linearization of an isolated nonlinearity
N is a constant, andv (t) = N u(t).
The problem is to approximate f (u) by N u(t) so that
is minimized, where E denotes the expectation. The solution of this problem is given by: Theorem 1. If u(t) is a zero-mean wide sense stationary Gaussian process and f (u) is an odd, piece-wise differentiable function, (3) is minimized by
Proof 1. See [Gökçek et al., 2000] .
The gain N is referred to as the stochastic linearization or the quasilinear gain of f (u). Since the only free parameter of u(t) is its standard deviation σ u , i.e.,
Stochastic linearization in LPNI systems
Consider the closed loop system of Figure 3 (a). The goal is to obtain its quasilinear approximation shown in Figure  3 (b).
The situation here is different from that of Figure 2 in two respects. First, the signal u(t) at the input of the nonlinearity is no longer Gaussian. Second, the signals u(t) andû(t) are not the same. Therefore, the quasilinear gain (4) is no longer optimal. Nevertheless, proceeding formally, we view the system of Figure 3 (b) with
as the stochastic linearization of Figure 3 (a).
We note here that the first of the above obstacles to optimality is alleviated by the fact that if the plant is low- 
(b) Closed loop quasilinear system Fig. 4 . Disturbance rejection closed loop LPNI system with nonlinear actuator and its quasilinear approximation pass filtering, the signal u(t) is close to Gaussian, even if v(t) is not [Ching et al., 2010b] . The second obstacle, however, is unavoidable. Nevertheless, it has been shown in numerous previous studies that stochastic linearization of closed loop systems results in accuracy well within 10%, as far as the difference between the standard deviations of the outputs, σ y and σŷ, is concerned [Gökçek et al., 2000] .
Since the standard deviation ofû is
it follows from (6) that the quasilinear gain of Figure 3 (b) is defined by
where
Thus, N a is a root of the equation
which is referred to as the reference tracking quasilinear gain equation.
For the case of disturbance rejection (see Figure 4 ), the disturbance rejection quasilinear gain equation becomes
The study of these equations in the framework of various control-theoretic problems is the essence of Quasilinear Control Theory. Below, we demonstrate the advantages of QLC compared with the usual Jacobian linearization.
Stochastic vs. Jacobian linearization
Consider the closed loop LPNI system shown in Figure  5 (a). If the usual, Jacobian linearization is used, this system is reduced to that shown in Figure 
Fig. 5. Closed loop LPNI system and its Jacobian and stochastic linearizations 5(a) but with a "˜". In this system, the actuator and sensor are represented by constant gains evaluated as the derivatives of f (·) and g(·) at the operating point:
Clearly, this system describes the original LPNI system of Figure 1 .2(a) only locally -around the fixed operating point.
If stochastic linearization is used, the system of Figure 5 (a) is reduced to the quasilinear one shown in Figure 1 .2(c), where all signals are again denoted by the same symbols as in Figure 5 (a) but with a "ˆ". Here, the actuator and sensor are represented by their quasilinear gains:
Since N a (σû) and N s (σŷ) depend not only on f (·) and g(·) but on all elements of the system in Figure 5 (c), the quasilinearization describes the closed loop LPNI system globally, with "weights" defined by the statistics ofû(t) andŷ(
t). This is the main utility of stochastic linearization from the point of view of the problems considered in QLC.
The linear control (LC) approach assumes the reduction of the original LPNI system to that of Figure 5 (b) and then rigorously develops methods for closed loop systems analysis and design. In contrast, the QLC approach assumes that the reduction of the original LPNI system to that of Figure 5 (c) takes place and then, similar to LC, develops rigorous methods for quasilinear closed loop systems analysis and design. In both cases, of course, the analysis and design results are supposed to be used for the actual, LPNI system of Figure 5 (a).
Which approach is better, LC or QLC? This may be viewed as a matter of belief or a matter of calculations.
As a matter of belief, we think that QLC, being global, 
and with standard white Gaussian process as the disturbance at the input of the plant. In (15), sat α (u) is the saturation function given by All three curves are shown in Figure 6 . From this figure, we observe:
• The Jacobian linearization of sat α (u) is independent of α, thus the predicted variance is constant.
• When α is large (i.e., the input is not saturated), Jacobian linearization is accurate. However, it is highly inaccurate for small values of α.
• Stochastic linearization accounts for the nonlinearity and, thus, predicts an output variance that depends on α.
• Stochastic linearization accurately matches the actual performance for all values of α.
We believe that a similar situation takes place for any closed loop LPNI system: Stochastic linearization, when applicable, describes the actual LPNI system more faithfully than Jacobian linearization. 
with the feedback
T is the state of the plant and w is a standard white Gaussian process. The problem is to select a feedback gain K so that the disturbance is rejected in the best possible manner, i.e., σ 2 y is minimized. Based on Jacobian linearization, this can be accomplished using the LQR approach with a sufficiently small control penalty, say, ρ = 10 −5 . Based on stochastic linearization, this can be accomplished using the method developed in Section 3 and referred to as SLQR (where the "S" stands for Saturating) with the same ρ. The resulting controllers, of course, are used in the LPNI system. Simulating this system with the LQR controller and with the SLQR controller, we evaluated numerically σ 2 y for both cases. The results are shown in Figure 7 as a function of the saturation level. From this figure, we conclude:
• Since ρ is small and since the plant is minimum phase, LQR provides a high gain solution that renders the output variance close to zero. Due to the underlying Jacobian linearization, this solution is constant for all α.
• Due to the input saturation, the performance of the actual system with LQR controller is significantly worse that the LQR design, even for relatively large values of α • The SLQR solution explicitly accounts for α, and, thus, yields a nonzero output variance.
• The performance of the actual system with SLQR controller closely matches the intended design.
• The actual SLQR performance exceeds the actual LQR performance for all values of α.
As shown, using LQR in this situation is deceiving since the actual system can never approach the intended performance. In contrast, the SLQR solution is highly representative of the actual system behavior (and, indeed, exceeds the actual LQR performance). In fact, it is possible to prove that QLC-based controllers (e.g., controllers designed using SLQR) generically ensure better performance Fig. 8 . Closed loop system with saturating actuator of LPNI systems than LC-based controllers (e.g., based on LQR).
These comparisons, we believe, justify the development and utilization of QLC. Below, we highlight the methods and equations for the QLC solutions to LPNI-system problems P1-P5, outlined in the Introduction.
QLC EXTENSION OF LINEAR CONTROL PROBLEMS: S-ROOT LOCUS
The S-root locus addresses the issue of designing tracking controllers for LPNI systems in the time domain. The approach is to extend the classical root locus to systems with saturating actuators. This is carried out as follows:
Consider the SISO tracking system of Figure 8 where all functional blocks are as in Figure 1 and the saturation element is defined as
The saturated root locus of this system is the path traced by the poles of its equivalent quasilinear system when K changes from 0 to ∞. If N were independent of K, the S-root locus would coincide with the usual root locus. However, using stochastic linearization, i.e., (9), the saturation element is replaced by a gain, N (K), defined as
Since N (K) may tend to 0 as K → ∞, the behavior of the S-root locus is defined by lim K→∞ KN (K). If this limit is infinite, the S-root locus coincides with the usual root locus. If this limit is finite, the S-root locus terminates prematurely, prior to reaching the open loop zeros. These points are referred to as termination points and they can be evaluated using the positive solution, β * , of the following equation [Ching et al., 2007] :
An example of the S-root locus (SRL) and the classical root-locus (RL) is shown in Figure 9 , where the termination points are indicated by white squares, the shaded area is the admissible domain associated with a high quality of tracking, and the rest of the notations are the same as in the classical root locus.
In addition, the S-root locus includes the notion of truncation points, which indicate the segments of the S-root locus corresponding to poles leading to amplitude truncation. These points are shown in Figure 9 by black squares; all poles beyond these locations result in loss of tracking due to truncations. A method for calculating the locations of Fig. 9 . Saturated root locus the truncation points is given in [Ching et al., 2009b] . To "push" the truncation points in the admissible domain, the level of saturation must be necessarily increased. These results provide an approach to tracking controllers design for LPNI systems in the time domain. See [Ching et al., 2009a ,b, Eun et al., 2005 for the complete details.
In addition to root locus, the QLC approach has also been used to extend the method of LQR/LQG. The so-called SLQR/SLQG provides synthesis equations for designing controllers in the presence of nonlinear instrumentation. See for the complete details.
QLC-SPECIFIC PROBLEMS: ILQR/ILQG AND PERFORMANCE RECOVERY
ILQR/ILQG
The SLQR/SLQG technique addresses the design of controllers for LPNI systems when the parameters of the instrumentation are given a priori. An alternative is to develop a method for simultaneous design of controllers and instrumentation. To accomplish this, we parameterize the actuators and sensors by the severity of their nonlinearities, e.g., levels of saturation, steps of quantization, etc. Then, we introduce a performance index, which includes both the system behavior and the parameters of the instrumentation. Assuming that this performance index is quadratic, we derive synthesis equations for designing optimal controllers and instrumentation simultaneously. The resulting technique is referred to as ILQR/ILQG, where the "I" stands for instrumented.
More specifically, assume, for example, that the actuator and sensor are saturating with the saturation levels α and β, respectively, leading to the following state space representation:
where x G is the state vector,
The stochastically linearized version of (22) is given byẋ
Given (23), the design problem considered here is: Design a controller, and select α and β in order to minimize
where η a and η s are positive constants.
This problem is referred to as:
• ILQR, when the only nonlinearity is in the actuator and the controller is a linear state feedback of the formû = Kx G ; (25) • ILQG, when both actuator and sensor are nonlinear, and the controller is an output feedback of the forṁ
In the case of ILQR, it follows that the closed loop equations are given bẏ
Formally, the ILQR Problem is: Find the value of the gain K and parameter α of the actuator, which ensure min
where the minimization is over all pairs (K, α) such that A + B 2 N K is Hurwitz. Theorem 2. The ILQR problem is solved by
where (Q, R, N, λ) is the unique solution of
while the optimal ILQR cost is
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Proof 2. See [Ching et al., 2010a] .
To find the solution of (31)-(34), a standard bisection algorithm can be used.
Note that ILQR can be viewed as a generalization of the SLQR theory presented in the previous subsection. Indeed, if α is fixed, (34) becomes superfluous and (30) becomes a constraint, so that the minimization (28) amounts to solution of the SLQR problem.
The development of ILQG is similar to the above, where M, L and K in (26) are obtained from additional trancendental equations. It, along with many additional results on stability and fundamental limitations are presented in [Ching et al., 2010a] .
Complete Performance Recovery
The problem of complete performance recovery is addressed using the idea of augmenting, or boosting, C l (s) gains so that the performance of the LPNI system matches that of the original linear design. The so-called a-and sboosting are considered, referring to boosting gains due to actuator and sensors nonlinearities, respectively.
a-Boosting: Consider the LPNI system with g(y) = y. Hence, the only nonlinearity is the actuator f (u) and
and F as in (8).
The problem of a-boosting is: 
has a positive solution. Any positive solution, x * , of (38) yields a boosting gain K a = x * .
(39) Proof 3. See [Ching et al., 2008] .
In the case of saturation, analysis of this theorem leads to the following rule of thumb: [Ching et al., 2008] . Rule-of-thumb 1. a-Boosting for a saturating actuator is possible if α > 1.25σ u ℓ .
s-Boosting: The problem of s-boosting parallels that of a-boosting, except that f (u) = u, so that the nonlinearity occurs only in the sensor. In contrast to a-boosting, s-boosting is always possible, although additional care must be taken to ensure the efficacy of the stochastic linearization method. In the case of a quantized sensor, this is accomplished using: [Ching et al., 2008] Rule-of-thumb 2. s-Boosting for a quantized sensor is possible if ∆ < 1.5σ y ℓ ,
where ∆ is the quantization step and σ y ℓ is the standard deviation of the system with a linear sensor.
Complete results for this case, along with a separation principle that treats the case of simultaneous actuator and sensor nonlinearities, are given in [Ching et al., 2008 ]. An additional result for partial performance recovery, i.e., the selection of instrumentation for an existing linear design, is given in Eun et al. [2001] .
CONCLUSIONS
This paper provides a brief overview of main results obtained during the last 15 years in the theory of Quasilinear Control (QLC). It illustrates how standard control techniques, such as root locus and LQR, are extended to linear plants/nonlinear instrumentation (LPNI) systems. It also describes LPNI-specific techniques, such as simultaneous design of controllers and instrumentation and a method for linear performance recovery. Based on these results, QLC can be viewed as a simple addition to the standard control-engineering toolbox.
