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Abstract
We discuss the design of software that is easy to use for simple problems, but still capable of solving complicated problems.
Nowadays a design should accommodate related, but fundamentally different, tasks such as solving DAEs and DDEs in addition to
IVPs and BVPs for ODEs. Major issues are illustrated with the MATLAB ODE Suite and selected solvers written in Fortran 90 and
Maple.
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1. Introduction
After the success of EISPACK [9] andMINPACK [22], a group of experts gathered atArgonneNational Laboratory to
discuss the possibility of a similar project for ordinary differential equations (ODEs). They were speciﬁcally interested
in initial value problems (IVPs) for systems of the form
y′(t) = f (t, y(t)), a tb (1)
with given initial values
y(a) = y0. (2)
There was no consensus that might lead to an ODEPACK, but there was considerable agreement on a standard
calling sequence for IVPs [15,16]. Software interfaces have evolved markedly since then in response to changes in
programming languages; the appearance of problem solving environments (PSEs) like MATLAB [20] and Maple [19];
algorithmic developments; and software for related tasks such as boundary value problems (BVPs) for ODEs, delay
differential equations (DDEs), and differential algebraic equations (DAEs). A principal difﬁculty is to make software
easy to use for simple problems and at the same time able to solve complicated problems. Another is to devise a
framework that accommodates the fundamental differences between, say, IVPs, BVPs, and DDEs. In this article we
discuss this evolution and illustrate one approach to the design of software for differential equations with the MATLAB
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ODE Suite [33] and selected solvers written in Fortran 90 (F90) and Maple.As we shall see, the numerical methods can
inﬂuence the software interface in important ways, but our concern in this paper is the interface, not the methods nor
their implementation. Texts like [2,3,6,12–14,31,30] provide details about the fundamental mathematical differences
between the various kinds of problems that we consider and the algorithms that underlie software for solving these
problems.
2. Collections
Though the standard calling sequence for IVPs was a consensus, the experts disagreed strongly about the details of
user interfaces. This was reﬂected in widely-used codes like [12,18,31,38], so when codes were collected in libraries,
users made mistakes because important matters like error control were handled in quite different ways. It is not easy
to remedy this as we learned in developing the DEPAC user interface [39] for three popular IVP solvers. Though two
solvers were written at the same laboratory and had an author in common, the user interfaces differed in detail. The
third solver was the stiff option in Gear’s DIFSUB [12] and it differed even more. We were able to develop a common
user interface, but found that it was not possible to treat the solvers in a completely uniform way without modifying
them more than we were willing to do. For instance, the error controls are ostensibly the same, but the norm used to
measure error is different in all three solvers.
A principal design goal of the MATLAB ODE Suite [33] was to have a uniform interface for programs implementing a
variety of methods for solving IVPs. Nearly all the solvers were written from scratch, so it was easy to develop them in a
completely consistent way. The tradition in MATLAB is to have different programs for different methods. We succeeded
in developing an interface such that in simplest use, all the IVP solvers can be called in exactly the same way. This
policy had important implications. There are important differences between a class of IVPs called stiff and others called
non-stiff. One is that methods for stiff IVPs involve the Jacobian matrix f/y and methods for non-stiff IVPs do not.
If the user interface is to be the same for both stiff and non-stiff IVPs, the solver must approximate Jacobians internally
when solving a stiff problem. This is the most popular way to solve stiff problems because it asks the least of users.
However, it is notoriously difﬁcult to approximate Jacobians accurately with ﬁnite differences, so this is not always the
best way. For this reason the solvers must allow users to supply a subroutine for evaluating Jacobians analytically. A
virtue of separate programs for stiff and non-stiff IVPs is that the options available can be reduced to just those needed
for the task.
Another way to obtain a uniform interface is to have one program that implements several methods. An exam-
ple is DIFSUB, which might be described as a mini-library for IVPs because it solves non-stiff problems with
Adams–Moulton formulas and stiff problems with backward differentiation formulas (BDFs). A user selects the
method (and speciﬁes details about how it is to be evaluated) using a control vector, an argument in the standard
calling sequence that we discuss in Section 4. By deﬁnition the user interface is the same for all the methods, but
it must acknowledge important differences in the methods. As we have noted, solving stiff IVPs may involve a sub-
routine for evaluating Jacobians. Because DIFSUB is coded in an older version of FORTRAN, this subroutine had
to be an input argument. To avoid complaints from the compiler about missing subroutines, a user had to supply
a dummy subroutine even if he was solving a non-stiff problem or preferred that the solver approximate Jacobians
internally with ﬁnite differences. Another example is RKSUITE [5] which implements three explicit Runge–Kutta
formulas. Runge–Kutta formulas produce approximate solutions only at mesh points, but continuous extensions are
available for some formulas that provide approximations between mesh points as well. It was relatively easy to treat
the three formulas of RKSUITE in a uniform way, but the (2,3) and (4,5) formula pairs have continuous extensions
and the (7,8) pair does not, so the interface could not be completely uniform. An early example of exploiting F90
to improve a software interface along the lines discussed in this article is Brankin and Gladwell’s modernization [4]
of RKSUITE.
Maple’s [19] collection of IVP solvers is an important example of this approach that illustrates other points worth
discussion. There is a programdsolve for the analytical solution of ODEswhich has options for a number ofmethods.
A collection of popular numerical solvers was subsequently added to dsolve. A particular solver is selected with a
keyword. This part of the interface is uniform, but it was some time before an attempt was made to create a uniform
interface for the solvers themselves. Conforming with this tradition in Maple, Shampine and Corless [29] developed a
program called IVPsolve that implemented both an explicit Runge–Kutta method for non-stiff IVPs and a semi-explicit
Rosenbrock method for stiff IVPs. A keyword is used to indicate whether the problem is stiff. An important reason for
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writing this solver was to exploit the algebraic capabilities of Maple to deal with Jacobians. If the problem is said to
be stiff, the solver uses tools provided in Maple to form a procedure for evaluating the Jacobian analytically from the
procedure supplied by the user for evaluating the ODEs.
It is not generally appreciated that a relatively small portion of an item of mathematical software is concerned with
the underlying formula. Developing a quality solver can be laborious, but the task is much easier when it is to be
added to an existing collection of solvers. The MATLAB DDE solver dde23 [36] is a case in point. It solves differential
equations of the form
y′(t) = f (t, y(t), y(t − 1), . . . , y(t − k)), a tb. (3)
For this solver the delays 1, . . . , k are positive constants, but the solver ddesd [27], which is to appear in the next
release of MATLAB, allows delays j = j (t, y(t)). The Fortran DDE_SOLVER [40] goes further by allowing the
derivative of the solution to appear with delayed arguments, a problem of neutral type,
y′(t) = f (t, y(t), y(t − 1), . . . , y(t − k), y′(t − k+1), . . . , y′(t − m)),
where again j = j (t, y(t)). Because of the delays, the solution on the interval [a, b] depends on its history, i.e., its
values at times prior to a. Accordingly, for DDEs it is necessary to specify not just y(a), but also the behavior of the
solution prior to the initial point,
y(t) = g(t), ta. (4)
The framework of the ODE Suite and the related codes bvp4c for BVPs and ode23 for IVPs were available when
dde23 was written. With them, many design issues had been resolved and a considerable infrastructure was available
for dde23. As we discuss in Section 3, output from the DDE solver clearly had to be a structure like that of the BVP
solver. And, the input arguments clearly had to be the same as the IVP solver except for items speciﬁc to DDEs like
delays and history. An auxiliary function deval uses information stored in a solution structure to obtain approximate
solutions anywhere in [a, b] by evaluating continuous extensions. All three solvers use the same continuous extension,
so by adopting a common data structure, a trivial modiﬁcation of deval provides this valuable capability for dde23.
In Sections 3 and 5 we discuss an important capability called event location. Designing a convenient interface for event
location is a challenge and locating events efﬁciently and reliably is algorithmically difﬁcult. However, it was easy to
provide event location for dde23 because the infrastructure and all the associated functions were already available for
the other solvers of the Suite. The explicit Runge–Kutta formula that underlies dde23 is the same as that of ode23,
so it was possible to reuse some lines of code. This was unimportant because when solving DDEs, even an explicit
Runge–Kutta method can become implicit—most of the code for evaluating the formula deals with this issue rather
than the formula itself. Large portions of the program are devoted to options, restarts, and the propagated discontinuities
characteristic of DDEs. Although we had to devise algorithms and write code to deal with DDEs, the task was much
easier because we wrote it as part of the ODE Suite.
3. Data structures
A serious difﬁculty with software for ODEs is that the amount and nature of information about a solution that needs
to be available to the user and/or the solver depends on the circumstances. The matter is even more troublesome with
software for DDEs. One reason for this is that at any time tn in the course of the integration, the numerical method
has to evaluate an approximate solution at prior t that might range as far back as a. MATLAB has a data structure for
holding quantities of different type called a structure and F90 has an equivalent called a derived type. In both cases
the quantities are called ﬁelds and by placing information about the solution in ﬁelds of a solution structure, it is both
unobtrusive and conveniently available. Both languages have dynamic storage, providing a way to deal with amounts
of data that cannot be determined in advance.
We begin by discussing output when solving IVPs. There are surprisingly many possibilities. The limitations of
FORTRAN 77 (F77) led to two different kinds of solvers that are exempliﬁed by solvers in DEPAC and RKSUITE.An
interval-oriented solver is told to integrate to a speciﬁc point where it returns an answer and is prepared to continue on
to another point. Quality solvers select the mesh on the grounds of efﬁciency and compute answers at speciﬁc points
by evaluating a continuous extension. A step-oriented solver is told to take a single step h. If it can, it will do so and
904 L.F. Shampine / Journal of Computational and Applied Mathematics 205 (2007) 901–911
if it cannot obtain the speciﬁed accuracy with this step size, it will reduce h and try again. Generally, results at mesh
points chosen by the solver to achieve a given accuracy will provide a good representation of the solution for plotting.
The two designs are a consequence of arrays having a ﬁxed size in F77. The original IVP solver of MATLAB, ode45,
is based on the F77 code RKF45 [38], but Moler improved its interface by exploiting the PSE. Like RKF45, the user
supplied ode45with an interval of integration, but the solver returned answers at all mesh points in two arrays of a size
that did not have to be speciﬁed in advance. Output in this form is ideal for plotting in the PSE. This way of providing
output is the default of the ODE Suite, but a good many other possibilities were added. One is the option of computing
answers at speciﬁc points. This is accommodated in the design by having users supply the interval as a vector. The
integration is to proceed from the ﬁrst entry to the last. If there are just two entries, the solver returns answers at all
the mesh points chosen by the solver. If there are more than two, the solver returns answers at just the points speciﬁed
in the vector. For complete control over output, the user can write an output function that the solver will call at each
step. Several standard output functions are available. In this PSE arguments can be dropped from the right-hand end of
the output list. A built-in function allows a program to determine the number of arguments in a call. Exploiting these
possibilities in the PSE, if a user calls a solver with more than one output argument, it returns output in the form of two
(or more) arrays. If there is exactly one, it returns a solution structure. And if there is no output argument, the solver
plots the solution as it is computed. Our goal was to make it easy to get output in the most common ways and still
accommodate the person with special requirements.
The MATLAB program for BVPs [17], bvp4c, solves systems of the form
y′(t) = f (t, y(t), p), a tb, (5)
subject to boundary conditions of the form
0 = g(y(a), y(b), p). (6)
This solver is unusual in that it provides for a vector of unknown parameters p. They arise naturally in eigenvalue
problems, but most often in expansions introduced to deal with singular behavior. Boundary conditions are said to be
separated if they have the form
0 = ga(y(a), p), 0 = gb(y(b), p). (7)
We have exploited F90 to develop a Fortran program BVP_SOLVER [32] with a user interface that resembles closely
that of bvp4c. The interfaces differ in an important way because the underlying methods of BVP_SOLVER are
implemented most efﬁciently with separated boundary conditions. Standard methods for BVPs involve solving a large
system of nonlinear algebraic equations. This is done by linearizing the system. If the boundary conditions are separated
and there are no unknown parameters, the matrices have a form called almost block diagonal (ABD). For such matrices
there are algorithms that solve linear systems efﬁciently and reliably with minimal storage. This is why most BVP
solvers require separated boundary conditions and do not provide for unknown parameters. bvp4c treats the matrices
arising from more general BVPs as general sparse matrices and solves them effectively with the built-in functions
of Matlab. If a code does not provide for unknown parameters or non-separated boundary conditions, a user can
introduce new variables and equations to get an equivalent BVP with separated boundary conditions and no unknown
parameters. This is at best inconvenient for the user, so BVP_SOLVER provides for unknown parameters by doing the
transformation internally.
Solving BVPs is much less straightforward than solving IVPs. In particular, it is necessary to provide the solver
with a guess for an initial mesh that reveals the behavior of the solution and a guess for the solution on this mesh. It is
convenient to use an auxiliary function bvpinit to form a structure holding this guess for the solution. The bvp4c
program allows unknown parameters and if they are present, a guess must be provided to bvpinit which includes
it as a ﬁeld in the guess structure. Indeed, the solver determines which algorithms to use by the presence of this ﬁeld.
Certainly, output as a solution structure is natural, but it is also very helpful when solving problems for which it is hard
to come up with a sufﬁciently good guess. A standard technique then is continuation. For example, if the equations
depend on a (known) parameter, it may be the case that the problem is easy to solve for one value of the parameter. The
solution for this value of the parameter is used as the initial guess for the problem with the parameter changed a little.
A sequence of small changes is made until getting to the desired value of the parameter. Continuation is facilitated by
the design of bvp4c because a solution structure returned by the solver has precisely the form required of a guess
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structure—the solution for one value of the parameter is used as the guess for the next. Often the mesh must be reﬁned
as more difﬁcult problems are solved. We see that dynamic storage and a solution structure furnish a clean way to deal
with important practical aspects of solving BVPs.
One of the design goals of the Suite was to provide a very useful capability called event location. As the solver
computes y(t), it searches for the ﬁrst zero of a collection of algebraic equations, gi(t, y(t)) = 0 for i = 1, . . . , m. The
task is complicated because the user may just want to know about a zero or as it is called in this context, an event, or
may want to terminate the integration then. The user may also be interested in a zero of gj (t, y(t)) only if the function
is increasing (or decreasing) through zero. Zeros must be computed for all the event functions simultaneously because
it is the ﬁrst zero that is sought. More details about this difﬁcult task and what is done in the Suite are found in [21,35].
Clearly the software interface must be carefully crafted to provide these capabilities and still be easy to use. All the
IVP solvers of the ODE Suite have event location, as do the DDE solvers and the Fortran DDE_SOLVER [40]. We
raise the matter in this section because if there are event functions, we must provide for output of the locations of
events, the solutions at the events, and integers identifying which event occurred. MATLAB allows arguments to be
dropped from the right-hand end of output lists, so when solving problems with event functions, the user need only
include appropriate arrays in the output lists. The matter is handled in a simpler way in the DDE solvers of the Suite and
DDE_SOLVER. Because output is always in the form of a solution structure, the solvers simply add ﬁelds as appropriate
to the task.
Event location requires that the method have a continuous extension so that the numerical solution is deﬁned not just
at mesh points, but everywhere. The information needed to deﬁne the continuous extension is retained as ﬁelds in the
solution structure when solving BVPs and DDEs and when solving IVPs with output in the form of a structure. This
is done because when solving DDEs with general delays, it may be necessary to approximate the solution anywhere in
the interval and when solving BVPs, it may be necessary to reﬁne the mesh. Answers can be obtained anywhere in the
interval of interest by calling an auxiliary function deval with the solution structure as input argument and an array
of points at which the solution is desired. One of the ﬁelds in the structure indicates which solver was used to compute
the solution, hence the nature of the continuous extension and how it is to be evaluated.
Output as a solution structure plays another role when solving DDEs. Event location is often used to recognize when
the problem has changed. One way to respond to a change is to restart the integration. This is easy enough with an IVP,
but a complicated matter with a system of DDEs because it involves the solution up to the point of restart. One option
for the history argument in the DDE solvers of MATLAB is to supply a solution structure. This makes it easy for a user
to restart the integration, though implementing the option was complicated. After all, when evaluating the DDEs at the
current time, a delayed argument might be obtained by evaluating a continuous extension of a previously computed
solution in the current integration or in a previous integration or the original history. And, the original history might be
supplied as a constant vector or as a function. All this information is kept as ﬁelds in the solution structure. The user
can ignore these ﬁelds completely and just enjoy the ﬂexibility they make possible. The F90 program DDE_SOLVER
provides an equivalent capability in a different way that requires more from the user, namely an optional function
to redeﬁne quantities of interest at an event. The solver calls this function when an event occurs and then continues
integrating. Storing the solution as a derived type (structure) facilitates this approach, too.
4. Options
A principal difﬁculty in mathematical software is to make it easy to use for simple problems, yet capable of solving
complicated problems. One of the arguments of the standard calling sequence for an IVP solver is a control vector that
is used to specify options. Often it is organized so that a user can ﬁrst set all entries to 0 to obtain default values and then
specify options of interest by giving corresponding components an appropriate integer value. Many of the functions in
MATLAB take a different approach that exploits the possibility of dropping arguments from the right-hand end of a call
list. By arranging the arguments carefully, a simple problem can be solved with a short call list. An empty array is used
as placeholder for an argument that is not needed for a particular problem, but found to the left of arguments that are
needed. The PSE has built-in variables and functions that allow a solver to determine the number of input arguments
and recognize an empty array so that appropriate action can be taken. Something similar is possible in F90: Required
arguments in a call list can be followed by arguments that are declared OPTIONAL. Though optional arguments can
be passed by position in the call list, we much prefer that they be identiﬁed with keywords. For instance, an optional
argument of DDE_SOLVER is the name of a function for event location. The argument is named EVENT_FCN, so a
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user informs the solver that he is providing a subroutine called EF for this purpose by supplying the argument in the
form EVENT_FCN=EF.When using keywords, optional arguments can be supplied in any order and only the options
of interest are set. F90 has a built-in function that allows a solver to recognize when an optional argument is present so
that appropriate action can be taken.
An important aspect of the approach we favor is an auxiliary function for deﬁning options. It is used to create an
options structure which is then provided to the solver. This structure is an optional argument of the solver, so can be
dropped from the call list if default values are acceptable. Of course the default values are chosen to be acceptable
much of the time, leading to a very simple call. The auxiliary function DDE_SET for DDE_SOLVER is coded in a
straightforward way using optional arguments and keywords once a suitable derived type called DDE_OPTS is deﬁned.
The equivalents in MATLAB are odeset for IVPs, ddeset for DDEs, and bvpset for BVPs. Naturally, the three
have much in common and where an argument appears in more than one, it has exactly the same meaning. Still, it is
useful to have separate functions because the information required for the various tasks is different and there are so
many possibilities with, say, odeset that they would obscure the possibilities speciﬁc to, say, solving BVPs. Options
are set by providing a pair of arguments, a string designating the option followed by the value. Pairs can be set in
any order and options not speciﬁed are given default values. This is equivalent to optional arguments speciﬁed by
keywords in F90, but it is accomplished by means of a program. This design is a very ﬂexible one that has been used a
good many times to add capabilities to a solver. For example, bvp4c was extended to a class of singular problems of
the form
y′(t) = 1
t
Sy(t) + f (t, y(t), p), 0 tb. (8)
From the user’s point of view, a system of this kind is solved exactly like a non-singular system (5) except that a singular
term is deﬁned by providing the constant matrix S. This is done in bvpset by giving the option ‘SingularTerm’ the
value S. It is to be appreciated that some modiﬁcation [26] of the algorithm was required to deal with singular problems,
but adding the option to the software interface was a small matter and specifying a singular problem of this special
kind could scarcely be easier.
5. Generic functions
An input argument can have more than one data type in MATLAB.We show how this can be exploited with the history
argument of the DDE solvers. The user must specify the history, the value of the solution y(t) at times t prior to the
initial time a. Quite often this history is a constant vector, so users are allowed to supply the vector as the argument.
This is a natural and convenient way to deal with a common situation. In the general case that y(t) = h(t) for ta, a
function that evaluates h(t) is supplied as the argument.As discussed in Section 3, it is also valuable to allow the history
to be speciﬁed as a structure. MATLAB has built-in functions that allow a program to distinguish the various types of
input arguments so that it can respond appropriately. Something similar is possible in F90 using generic functions. This
feature of the language lets you write several versions of a solver that are distinguished at run time by the data types of
the input arguments. For example, DDE_SOLVER is actually a generic name for four subroutines. With this capability
it was easy to make the option of supplying a vector for a constant history or the name of a function look essentially
the same in DDE_SOLVER as in the MATLAB DDE solvers.
6. Storage management
F77 had no provision for dynamic storage, so one of the arguments in the standard calling sequence for IVP solvers is
a work array. The IMSL [1] and PORT [11] libraries got around this by providing for dynamic storage within the library
itself. MATLAB does provide for dynamic storage, so in his development of ode45 from RKF45 [38], Moler could
remove from the call list the work arrays that users had to supply the F77 code. In many solvers the amount of storage
that must be supplied as work arrays is determined by complicated rules that depend on the underlying formula and
how it is implemented. Having the solver itself determine the amount of storage needed is convenient, makes efﬁcient
use of storage, and prevents mistakes.
The most important reason for dynamic storage is that it makes solving some kinds of problems much more practical.
A critical issue when solving stiff IVPs is the evaluation of implicit formulas by means of a modiﬁed Newton iteration.
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For large problems it is essential to account for the structure of the Jacobian in approximating it by ﬁnite differences,
storing it, and in solving linear systems that involve it. If the Jacobian is banded, these issues can be handled simply and
with reasonable efﬁciency in F77 because all the questions about storage can be answered in advance. That is not the
case for a general sparse Jacobian, which is why this important capability has not been widely available. Sparse matrix
technology is fully integrated into MATLAB, so it was present in the ODE Suite from the beginning. When solving
BVPs, formulas are also evaluated by a modiﬁed Newton iteration. As explained in Section 3, BVP solvers exploit
structure in forming an approximate Jacobian and in solving linear systems. If the boundary conditions are separated
and there are no unknown parameters, this part of the computation can be done with an amount of storage that can
be determined in advance. Even so, nowadays BVP solvers choose a mesh that will provide a speciﬁed accuracy and
there is no way to know in advance how much storage will be needed. There is a real possibility of running out of work
space if the problem is a difﬁcult one. With the dynamic storage of MATLAB and F90, a solver can simply allocate more
space as needed for a ﬁner mesh. Solving DDEs is another task for which the necessary storage may not be known in
advance.When evaluating the equations at a current time, the solution at delayed times is required. For this purpose it is
necessary to store the solution at previous mesh points and the information needed to approximate the solution between
mesh points. For general delays, this information may be required for the entire integration. Because the number of
steps is not known in advance, the amount of storage needed is also not known and there is a real possibility of running
out of work space. Thompson and Shampine [40] have modernized the F77 DDE solver DKLAG6 [7] and called the
result DDE_SOLVER. Similarly, Shampine et al. [32] have modernized the F77 BVP solver MIRKDC [10] and called
the result BVP_SOLVER. An obvious change is that these solvers do not ask users for work arrays. A fundamental
change is to use the dynamic storage allocation of F90 to provide the solver with all the storage it needs, but no more.
This is accomplished much as in the DDE and BVP solvers of MATLAB, though the compiled language requires more
details from the programmer.
7. Names and access
Because some names are natural for a given task, both users and software developers may inadvertently write
programs that share a name with a library program. Developments in MATLAB and F90 have made it easier to avoid this.
InMATLAB there are now several possibilities, namely private directories, subfunctions, and nested functions.Analogous
capabilities are available in F90 through the use of internal procedures, modules, and the PRIVATE attribute. These tools
allow the programmer to write functions for computational tasks that are not visible outside the context in which they
are used. For instance, the nine auxiliary functions for evaluating the various kinds of continuous extensions in deval
have been placed in a private directory for the Suite. These programming tools also make it possible for functions to
communicate privately. A few details about DDE_SOLVER [40] show how this can be useful. As explained in Section
6, the legacy code DKLAG6 asks users for a work array. The program would be incomprehensible if segments indicated
by pointers were used throughout, so people writing software in F77 resorted to several levels of code. At one level
segments of the work arrays were identiﬁed and passed as individual arguments to another subroutine. Computations
were carried out in the lower level subroutines using arrays with meaningful names associated with the various input
arguments. For complicated tasks there might be a great many arrays and corresponding arguments. Indeed, the core
integrator ofDKLAG6has 55 input arguments!This can all be handledmuchmore cleanly in F90. Some of the arrays are
only temporary storage that can be allocated as an automatic array where needed and vanish after use. Others contain
information that must be shared among the subroutines. By enclosing the programs in a module, this information
can be made available to all the subroutines. And, by using the PRIVATE attribute, the information is restricted to
the module.
8. Concerns
Our experience developing software for differential equations with the approach outlined in this article has been
very satisfactory, but we do have some concerns that we explain here with examples. Because it is usual to interpret
results graphically in PSEs, the numerical solution must facilitate this. The traditional output of IVP solvers in MATLAB
is a pair of arrays that give the solution on a mesh selected by the solver. Generally, this mesh provides an acceptable
resolution when plotting the solution, but that is not the case for ode45. For this reason it supplements the values
at mesh points with values obtained from its continuous extension at four equally spaced points in the span of each
908 L.F. Shampine / Journal of Computational and Applied Mathematics 205 (2007) 901–911
step. Generally, these values provide a smooth graph and the continuous extension of this (4, 5) pair is inexpensive
because it does not require additional evaluations of f (t, y). The (7, 8) pair of RKSUITE is a very effective way of
solving non-stiff IVPs at relatively stringent tolerances. There is a continuous extension for this pair, but it was not
implemented in RKSUITE because it involves quite a few extra evaluations of f. The stringent tolerances at which this
pair is advantageous are not common in MATLAB and its advantages would be lost if we proceeded as with ode45
because the cost of every step would be increased greatly by the continuous extension. A good many popular methods
for IVPs were implemented for the ODE Suite; notable by its absence is extrapolation of the midpoint rule [8,23].
Extrapolation of the explicit midpoint rule can be viewed as a variable order implementation of a family of explicit
Runge–Kutta formulas. Though quite effective, it is by no means clear [28] that an extrapolation code is better than a
ﬁxed order code based on the (7, 8) pair of RKSUITE. Moreover, the situation with respect to continuous extensions
is worse than with the (7, 8) pair. For these reasons we implemented neither the (7, 8) pair nor extrapolation. Simply
put, these methods do not ﬁt comfortably into the design of the ODE Suite.
When solving DDEs and BVPs, a solver must have access to information about the solution throughout [a, b].
This information is naturally collected as a structure and returning it provides the user with the valuable capability
of evaluating inexpensively an approximate solution anywhere in [a, b]. The situation is different for IVPs because
a solver needs only current information about the solution. It is valuable to have structure output, but it comes at
some cost in storage and overhead, so it is only an option. In part this is because the tradition in MATLAB is to return
arrays holding the solution at mesh points, but also because the costs can make this mode of output impractical. The
design of the numerical solvers in Maple imitates its traditional design for solving ODEs analytically. Like evaluating
an analytical solution, the solver is given a value of t and it computes and returns an answer at that one point. The
way this was accomplished made the numerical solvers inefﬁcient in some circumstances and in others, resulted in
anomalies. Also, the solvers used the default software ﬂoating point arithmetic. Shampine and Corless [29] developed
the IVPsolve procedure that uses continuous extensions to realize the design in a more efﬁcient way and prevent the
kinds of anomalies reported in the literature. It uses hardware ﬂoating point arithmetic insofar as possible to reduce
the run time. In the circumstances it was natural to integrate over an interval [a, b] and return the solution as a struc-
ture. Using this structure, the solution is evaluated at any point in [a, b] with IVPval and plotted with IVPplot. We
encountered severe difﬁculties in carrying out this plan, mainly because hardware ﬂoating point arithmetic had not yet
been fully incorporated into the PSE, but we refer the interested reader to [29] and focus here on a difﬁculty with the
design. We expected that output as a solution structure would always be satisfactory for the IVPs solved in Maple,
but A. Wittkopf brought to our attention that people were sometimes solving problems for which storing all this infor-
mation was impractical. He proposed a compromise mode of output that he implemented when adding the solver to
Maple itself.
It is so easy to add options that it is a temptation to go too far.Although there are good arguments in favor of permitting
differential equations of orders higher than one, this leads to a complicated user interface, so we have written all the
solvers of MATLAB for ﬁrst order systems of form (1). In models of mechanical and electronic systems, equations may
arise naturally in the form
My′(t) = f (t, y). (9)
The mass matrix M is typically sparse and often large. In the circumstances it is valuable to exploit the fact that a
non-singular, constant mass matrix can be incorporated easily and efﬁciently into the evaluation of the formulas of
ode15s. The software interface made it easy to add a ‘Mass’ option and allow a user to provide M as the value of this
option. Indeed, the hard part of adding this capability was ﬁguring out how to provide it for all the other solvers of
the Suite.
Form (9) with non-singular mass matrix begs the question of singular M. When the mass matrix is singular, we
have a system of DAEs. We have followed other authors and extended some of the IVP solvers [34] to deal with
the DAEs of index 1 that arise from singular mass matrices. This development makes other options inevitable. An
obvious question is whether the mass matrix is singular, so there is an option for saying whether ‘MassSingular’ is
‘yes’, ‘no’, or the default of ‘maybe’. In the default case the solver attempts to answer the question numerically. When
the mass matrix is singular, the equations can be integrated only if the initial conditions y0 are consistent, meaning
that there is a vector y′0 for which My′0 = f (a, y0). By default the solvers will attempt to ﬁnd numerically consistent
initial conditions close to the input y0, but the user has the option of supplying them. It is gratifying that the design
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and algorithmic developments make it possible to solve a useful class of DAEs without a user even having to distinguish
them from ODEs.
The PDE Toolbox and the pdepe program of MATLAB itself solve partial differential equations (PDEs) by the
method of lines. Some kinds of boundary conditions and some kinds of PDEs lead to DAEs. For these applications it
was necessary to permit an even more general form, namely
M(t, y)y′(t) = f (t, y). (10)
The software design makes this extension easy—supply the matrix M as the value of the option ‘Mass’ when it is
constant and supply a function for evaluating M(t, y) when it is not. However, algorithmic considerations complicate
the matter. The option ‘MStateDependence’ is used to provide the solver with crucial information about how the mass
matrix depends on t and the state y. One value of this option is ‘none’, meaning that the matrix has the form M(t).When
the matrix does depend on y, we need to know if the dependence is ‘strong’ or the default of ‘weak’. The difﬁculty
arises when the mass matrix has a strong dependence on y because partial derivatives are needed then to evaluate the
formula. Unfortunately, the necessary derivatives are related in a complicated way to M(t, y), a way so complicated
that we did not even consider an option for analytical partial derivatives. We did add the ‘MvPattern’ option so that a
user could solve large systems of equations by supplying a sparsity pattern.We consider an overly complicated software
interface to be a constant danger as the Suite evolves. In retrospect, we believe that we overreached in providing for
mass matrices with strong state dependence in ode15s. It is hard for users to understand and use this option, but more
to the point, there is little reason for it. Important advantage can be taken of form (10) when the dependence is weak,
but when it is strong, it is actually easier to deal with fully implicit equations of the form
F(t, y(t), y′(t)) = 0. (11)
After some algorithmic development [25] to exploit fully the PSE, we wrote the ode15i solver to solve problems of
this form. It ﬁts neatly into the framework of the ODE Suite, though there are novelties because there are two Jacobian
matrices, F/y and F/y′. The trick here is to allow all the usual possibilities, but different possibilities for the
two Jacobians. For example, when solving a problem of form (9), we want to provide a constant F/y′, namely
M, and a function or sparsity pattern for F/y. Because the solver evaluates both Jacobians at the same time and
with the same arguments, we require that a function for evaluating partial derivatives analytically return two arrays,
[dfdy,dfdyp]. If the user codes this function so that one of the arrays is empty, the solver understands that it is to
approximate that Jacobian by ﬁnite differences.
AssociatedwithMATLAB is the simulation language Simulink [20]. TheODESuitewas translated intoC andmodiﬁed
somewhat to account for the different computing environment of Simulink. SimMechanics is an extension of Simulink
for studying mechanical systems. Physical constraints lead to DAEs of index 3, but the problems are quite special, so
they are solved in a special way. The package reduces them analytically to DAEs of index 1 with conservation laws that
describe the constraints. Projection onto the constraints [24] is used to correct drift in the integration. There is some
general interest in conservation laws and the tools needed to impose them had been developed for SimMechanics, so
it was only natural to ask if this capability should be added to the ODE Suite. We resisted this temptation because we
did not believe that the capability is worth a substantial complication of the interface. On the other hand, a capability
of imposing non-negativity constraints is being added to the solvers. Like imposing conservation laws, this is a nice
capability, but it has the advantage of a very simple user interface. It is instructive to contrast what is done in the Suite
with the user interface of the popular F77 code DASSL [6]. Options are set with a control vector INFO as discussed in
Section 4. A non-zero value of INF0(10) tells the solver to impose non-negativity on all components of the solution.
This simpliﬁes the user interface in F77, but obviously there are problems for which only selected components are
known to be non-negative. In the ODE Suite, no thought need be given to this option unless it is desired and when it is,
the value of the option is an array of indices indicating which components of the solution are to be kept non-negative.
These comments about imposing non-negativity raise another matter. We have striven mightily to provide the same
capabilities for all the solvers of the Suite. Imposing non-negativity sounds simple enough, but the task is fraught with
difﬁculties. Shampine et al. [37] found a way of doing this that is applicable to nearly all the ODE solvers of the Suite,
but not all. Moreover, their scheme is not immediately applicable to DAEs.We are not pessimistic about the possibilities
of imposing non-negativity in these situations, but that would require further algorithmic development.
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