We are able to make reliable predictions of the efficiency with which peptides of arbitrary lengths will be transported by TAP. The pressure exerted by TAP on Ag presentation thus can be assessed by checking to what extent MHC class I (MHC-I)-presented epitopes can be discriminated from random peptides on the basis of predicted TAP transport efficiencies alone. Best discriminations were obtained when N-terminally prolonged epitope precursor peptides were included and the contribution of the N-terminal residues to the score were down-weighted in comparison with the contribution of the C terminus. We provide evidence that two factors may account for this N-terminal down-weighting: 1) the uncertainty as to which precursors are used in vivo and 2) the coevolution in the C-terminal sequence specificities of TAP and other agents in the pathway, which may vary among the various MHC-I alleles. 2 Before being presented as a T cell epitope, a peptide has to pass a number of consecutive filtering processes involved in the MHC-I presentation pathway (reviewed in Ref. 1). Most of the MHC-I-presented peptides, or longer peptide precursors of them, are cut out from intracellular proteins by proteasomes. Peptides generated by the proteasome have to escape from proteolytic attack of various cytosolic proteases before they are transported into the endoplasmic reticulum (ER) by TAP. Within the ER, peptides may undergo N-terminal trimming, whereas their C terminus is kept intact (2, 3). The ER aminopeptidase associated with Ag processing responsible for this trimming was recently identified (4 -6). Peptides with correct size and proper amino acid sequence motifs bind to MHC-I, and the receptor-peptide complex is transferred to the cell surface. Peptides in the ER with less efficient MHC-I binding are either degraded there or exported for rapid degradation in the cytosol.
C ytotoxic T cells of the vertebrate immune system are able to discriminate between normal and abnormal cells (possessing an altered gene expression or containing viral proteins) on the basis of the repertoire of peptides (T cell epitopes) presented on the cell surface by MHC class I (MHC-I). 2 Before being presented as a T cell epitope, a peptide has to pass a number of consecutive filtering processes involved in the MHC-I presentation pathway (reviewed in Ref. 1) . Most of the MHC-I-presented peptides, or longer peptide precursors of them, are cut out from intracellular proteins by proteasomes. Peptides generated by the proteasome have to escape from proteolytic attack of various cytosolic proteases before they are transported into the endoplasmic reticulum (ER) by TAP. Within the ER, peptides may undergo N-terminal trimming, whereas their C terminus is kept intact (2, 3) . The ER aminopeptidase associated with Ag processing responsible for this trimming was recently identified (4 -6) . Peptides with correct size and proper amino acid sequence motifs bind to MHC-I, and the receptor-peptide complex is transferred to the cell surface. Peptides in the ER with less efficient MHC-I binding are either degraded there or exported for rapid degradation in the cytosol.
It is a challenging goal to provide computational methods that allow predicting T cell epitopes from the large pool of peptides with 8 -11 residues that in principle can be derived from intracellular proteins. Such prediction tools would be useful for several immunological applications, including the intelligent design of peptide vaccines. The first prediction tools developed for individual steps of the MHC-I presentation pathway were established for MHC-I binding (7) , which appears to be the most selective step. Moreover, several algorithms to predict proteasomal cleavages exist (8 -10) .
The experimental basis for previous attempts to predict TAP transports were the in vitro affinity assays (11, 12) , in which the affinity has been shown to correspond closely with the transport rate of TAP (12) . Thus, in this study we took the correspondence of TAP transport and affinity to be exact, allowing us to equate predictions of TAP affinity with predictions of TAP transport. Predictions of TAP affinity (13) were limited to 9-mers and exhibited large allele-specific differences in their ability to discriminate presented epitopes from random 9-mers. This has led to the conclusion that either MHC-I alleles are loaded by different degrees of TAP-independent transport (14) or varying amounts of epitopes are transported as N-terminal prolonged precursors (15) . The second reasoning has been shown to be true for several epitopes (15) (16) (17) and receives further support by the identification of the aminopeptidase responsible for the N-terminal trimming of precursors in the ER.
To extend the TAP affinity predictions to longer peptides, we introduce a new scoring method using only the C terminus and the tree N-terminal residues of a peptide. The scores at these positions are taken from scoring matrices measured for 9-mer peptides. The validity of this procedure is demonstrated for a set of longer peptides. We then examine the possible in vivo selective effect of TAP by comparing the predicted TAP transport efficiency of known human MHC-I epitopes with that of random 9-mers encoded by the same set of host proteins. Because the actual precursors generated in vivo are only known in a few cases, the effective TAP transport rate of a peptide is estimated by taking the average score of all of its potential N-terminal precursors up to a maximal length L. This provides a significantly better discrimination between epitopes and random sequences than does looking at the transport of the 9-mer alone. Surprisingly, the discrimination further improves when the TAP score for the N terminus is down-weighted by a factor of 0.2 in comparison with the score of the C terminus. This finding was confirmed by an independent dataset consisting of mouse epitopes. We propose two main explanations for the necessary down-weighting of the N terminus in TAP predictions: 1) the uncertainty about which epitope precursors are actually present in vivo and 2) the possible coevolution of TAP with other agents in the presentation pathway. Simple computer simulations of the pathway suggest that the first hypothesis can only partially account for the down-weighting of the N terminus.
Finally, we tested the identification of epitopes for a single MHC-I allele (HLA-A0201) with a combined prediction of TAPand MHC-I-binding affinities. These combined TAP and MHC-I predictions give better results than the already very accurate MHC-I binding predictions alone. In comparison, combining proteasomal cleavage predictions with MHC-I binding leads to worse results than does relying on MHC-I binding predictions alone.
Materials and Methods

Stabilized matrix method (SMM)
The matrix element s i,a denotes the score of amino acid a at sequence position i of the peptide. The total score S k for a given peptide k with the amino acids a k (i) at position i is given by the following summation:
where s 0 is a constant offset. The values for s i,a and s 0 are determined by minimizing the distance between predicted scores S k and measured values for a set of training peptides:
To avoid overfitting, a second term is added to the minimization function:
By minimizing this objective function with a nonzero value, a tradeoff is introduced between optimally reproducing the experimental values (including their inevitable experimental error) and minimizing the parameters s i,a . This forces all parameters that do not significantly lower the distance toward small values. The optimal value opt for is determined by crossvalidation on the training set.
This mathematical concept is quite commonly used when solving inverse problems, where is called the regularization parameter (a short introduction to inverse problems is given in Ref. 18, chapter 18) .
Datasets
The epitopes were extracted from the SYFPEITHI database (19) . All human and mouse 9-mer MHC-I epitopes for which a source sequence was available and for which the epitope is found exactly once in that sequence were included in the database. We did not include MHC-I ligands, which are known to bind but which are not presented naturally, or epitopes derived from signal sequences. The database was subdivided into three separate datasets. The HLA-X dataset consists of 203 human 9-mer epitopes from 87 sequences that are not presented by HLA-A0201. The H2-X dataset consists of 67 9-mer mouse epitope from 56 sequences, and the HLA-A0201 dataset consists of 87 human epitopes from 51 sequences.
The TAP affinities of peptides were measured as described in Ref. 13 . We removed all 9-mer peptides that were present in any of the epitope datasets described above, with 430 9-mer peptides and 64 longer peptides remaining.
Statistical significance for differences in area under curve (AUC)
To assess whether one prediction is significantly better than another, we resampled the set of peptides for which predictions were made. Using bootstrapping with replacement, 50 new datasets were generated, with a constant ratio of epitopes to random 9-mers. We then calculated the difference in AUC for the two predictions on each new dataset. One prediction is significantly better than another if the distribution of the differences in AUC values is significantly above 0, which we measure using a standard t test with a p value of 0.001.
MHC-I pathway simulations
Using the protein sequences from which the epitopes of the HLA-X dataset originate, we randomly generated a set of m fragments per sequence obeying a log-normal length distribution as observed for the cleavage products of the proteasome (20) . These m fragments per sequence are considered to be the pool of peptides generated by the proteasome that contain a Cterminal 9-mer, which can bind to an MHC-I molecule. Which of these fragments becomes an epitope is decided by their affinity to TAP, which we calculate using Equation 1. The fragment with the highest affinity per sequence is considered to be an epitope precursor, defining an epitope with its last nine down-stream residues. The other m Ϫ 1 fragments are discarded. We then tried to identify these artificially generated epitopes among all other 9-mers contained in the protein sequences by applying the TAP transport score (Equation 3) at varying values of ␣. In all simulations, the best prediction of epitopes was achieved with ␣ values smaller than one.
There are three free parameters in the simulation: the number m of different fragments used to define a single epitope and the mean and SD of the log-normal length distribution of peptides generated. The larger the value of m, the higher the selective power that TAP has in the pathway in comparison with the proteasome and the MHC-I molecules. By systematically increasing the value of m, we found that with m ϭ 10 the AUC value for the discrimination between epitopes and nonepitopes on the basis of the TAP score for the C terminus alone was close to those AUC values in Figs 
Proteasomal cleavage prediction
The NetChop algorithm is implemented online at www.cbs.dtu.dk/services/ NetChop. There are different NetChop prediction methods available, trained on different datasets. We used NetChop 20S, which is trained on in vitro protein digests. PaProc is also available online at www.paproc.de. We used the wild type III method, which was trained on the largest dataset. The FragPredict method currently is not available online, but it is as a computer program distributed on request by H.-G. Holzhütter. We only used its cleavage site prediction algorithm and neglected its capability to predict fragment formation to make it comparable with the other two methods.
Results
Prediction of TAP affinities for 9-mers
We have used four scoring matrices like the one shown in Table I , which have been designed to predict TAP affinities of 9-mer peptides (expressed in terms of log(IC 50 ) values). Two of the scoring matrices were taken from the literature and have been derived directly from experiments. The Ala-matrix was constructed by using the peptide AAASAAAAY as a reference and measuring IC 50 values for the peptides possessing an exchanged amino acid at one of the nine sequence positions (12, 21) . The mix-matrix was generated using libraries of 9-meric peptides X 1 X 2 . . . Y . . . X 9 , where X i stands for a mixture of different amino acids and Y is a specific amino acid occupying a fixed sequence position (11) . These libraries compete in binding with the totally randomized peptide library X 1 X 2 . . . . . X 9 . The third scoring matrix (SMM matrix) was established by means of the recently developed SMM (32) . The matrix was determined using a set of peptides by minimizing the distance between their measured IC 50 values and those predicted by the scoring matrix. In contrast with previous approaches, this method takes into account the inevitable noise contained in the experimental data by preferring a "smoother" matrix to a matrix perfectly (over)fitting the training data. A description of SMM is given in Materials and Methods. By averaging over the three scoring matrices, we generated the consensus matrix (Table  I) , which is expected to give better predictions of TAP IC 50 values than the individual matrices because their prediction errors can partially compensate for each other.
To evaluate the quality of these four scoring matrices, we compared their predictions for a set of 430 peptides with experimentally known IC 50 values. The resulting scatter plots are shown in Fig. 1 . With all matrices, a significant correlation between predicted and measured IC 50 values was obtained. As expected, the consensus matrix gives the best results, although the SMM-matrix is only marginally worse.
Prediction of TAP affinities for longer peptides
The above scoring matrices have been derived on data for 9-mers. To predict IC 50 values for peptides with more than nine residues, we took advantage of the fact that binding of peptides to TAP is mainly determined by the C-terminal and the three N-terminal residues (11, 13, 22, 23) . Hence, we neglected the influence of "inner" residues and calculated TAP affinities of peptides with arbitrary length by scoring only the C terminus and the three N-terminal residues using the four corresponding columns of the 9-mer matrices. Thus, for a peptide with the amino acid sequence N1, N2, N3, N4, . . . , C, the TAP score t is given by
where mat i,X denotes the score of residue X at sequence position i.
To test how well Equation 1 predicts TAP affinities of peptides with more than nine residues, we applied it to 64 peptides with lengths between 10 and 18 aa. As shown in Fig. 2 , the correlation between predicted and measured affinity values is lower than for the 9-mers, but it is still significant. The consensus matrix again provided higher correlation than all other matrices, so that it was used in all further applications.
Using TAP affinity predictions for the identification of epitopes
To assess the selective role of TAP within the MHC-I presentation pathway, we tested how well the TAP affinity scores can separate known 9-meric MHC-I epitopes from random 9-mers. We included all 9-meric epitopes contained in the SYFPEITHI database (19) that are presented naturally by any human MHC-I allele, except those presented by HLA-A0201 (which are used later on), and for which the sequence of the source protein is available. We did not include MHC-I ligands (which are known to bind but which are not presented naturally) or epitopes derived from signal sequences. All other 9-mers contained in the protein sequences from which the epitopes originated were taken as random control peptides (nonepitopes). We will refer to this set of epitopes and random 9-mers as the HLA-X dataset. This definition of epitopes and nonepitopes makes the SYFPEITHI database the gold standard in this work. One has to be aware that several 9-mers will be falsely classified as nonepitopes because the SYFPEITHI database is not complete. This fact could influence the results of our analyses only if the rate of unidentified epitopes (which is expected to be low) becomes comparable with the misclassification rates of the prediction methods used. In the case that future experimental work unexpectedly reveals this premise to be true, a critical revision of our results will be required.
To measure prediction quality, we used receiver operating characteristic (ROC) curves (24) . For a given cutoff value that separates peptides by their predicted TAP affinity into potential epitopes and nonepitopes, the two variables sensitivity (true positives/total positives) and 1-specificity (false positives/total negatives ϭ false alarm rate) are calculated. By systematically varying the cutoff value from the lowest to the highest predicted score, a ROC curve like the one shown in Fig. 3 is plotted. Prediction quality is measured by the AUC, which is 0.5 for random predictions and 1.0 for perfect predictions. The AUC is equivalent to the probability that the score of a randomly chosen epitope is lower (better) than that of a randomly chosen nonepitope. This measure has the advantage of not relying on a single arbitrarily chosen cutoff value for the prediction score. Using the complete 9-mer consensus matrix, the resulting AUC value for the HLA-X dataset is 0.702 (Fig. 3, curve a) , indicating a relevant but not very good prediction.
We repeated this analysis by including potential epitope precursors carrying N-terminal extensions. TAP affinities for N-terminal precursors of length 9, 10, . . . , L were calculated for all epitopes and nonepitopes by means of Equation 1. The TAP transport score t of a potential 9-mer epitope is obtained by averaging The matrix was generated by averaging over the Ala-, Mix-, and SMM-matrix described in the text and normalized by setting the mean of each column to zero. The matrix elements represent log(IC 50 ) values for TAP binding that add up to the log(IC 50 ) value of the peptide. A low matrix entry at a given position corresponds to an amino acid well suited for TAP binding.
over the calculated affinities of all these precursors up to a maximal length L:
Note that all precursors contribute to the transport score with identical C termini, whereas the N-terminal contributions vary. Successively increasing the maximal number L of allowed N-terminal extensions and using the corresponding TAP transport scores to discriminate between epitopes and nonepitopes, we obtained the AUC values depicted in Fig. 4 (curve a) . For L ϭ 9 (no N-terminal extension), Equation 2 is equivalent with Equation 1 and the AUC value amounts to 0.700, which is marginally lower than the value 0.702 obtained when using the complete scoring matrix. This finding further justifies the usage of Equation 1. As shown in Fig. 4 , the AUC values increase significantly for values of L Ͼ 9, demonstrating that inclusion of precursor peptides into TAP scoring improves the prediction of epitopes. (In Materials and Methods, we explain how we evaluate the significance of differences in AUC values.) The increase of AUC values for L Ͼ 18 was not expected, because the TAP transport efficiency for peptides exceeding this length has been shown to drop off significantly (25) . Evidently, increasing step by step the possible length L of epitope precursors, the statistical average across their N-terminal scores will converge against a stable limit value, thus rendering N-terminal scoring more and more meaningless for the prediction of TAP affinities. Hence, in the limit L 3 ϱ, only the C terminus will account for differences in the TAP scores of different 9-mers. To see how close we are to this limit, we calculated the AUC using the C terminus Because the SMM matrix is calculated from the IC 50 values of the same 430 peptides, its scores were determined using fivefold crossvalidation, i.e., splitting the total set of peptides into five subsets, establishing the scoring matrix on only four of these subsets, and then using the matrix to make predictions for the subset that was left out.
FIGURE 2.
Comparison of predicted and measured in vitro TAP affinity values for peptides longer than 9 aa. The scatterplots depict the observed log(IC 50 ) values of 64 peptides vs theoretical log(IC 50 ) values predicted by using the scoring matrix indicated at the bottom right of each panel. The length distribution of peptides was as follows: 36 10-mers, 18 11-mers, six 12-mers, and one each of 13-, 15-, 16-, and 18-mers. The solid curves represent linear regression lines. The predicted log(IC 50 ) values were calculated by applying the scoring matrices derived for the 9-meric peptides (cf Fig. 1) to the three N-terminal residues and the C-terminal residue of each peptide as described by Equation 1. for scoring only (Fig. 4, curve b) . To our surprise, the AUC value of 0.782 is higher than the AUC values obtained before. This finding raises the question of whether the rise in AUC values seen with increasing length L of precursors does really reflect the usage of longer precursors in Ag production or whether the N-terminal scores are just adding noise to the prediction, which is smoothed out with increasing L. To check this, we weighted TAP transport scores of the N-terminal residues by a factor ␣:
In Fig. 4 , curve a corresponds with ␣ ϭ 1 and curve b corresponds with ␣ ϭ 0. If the increase in AUC values obtained with precursors L Ͼ 9 is only an artifact, one would expect the AUC for all values of L to grow monotonously when decreasing ␣ from 1 to 0. If not, one would expect to find the optimal value of ␣ somewhere between 1 and 0. The latter case is true: a maximum value of AUC was obtained for ␣ ϭ 0.2 (Fig. 4, curve c) , which was significantly above the AUC value obtained when only scoring the C terminus.
Curve b in Fig. 3 depicts the ROC obtained when choosing L ϭ 10 (i.e., one N-terminal extension) and ␣ ϭ 0.2. Hence, predicting TAP affinities of N-terminally extended epitope precursors by down-weighting their N-terminal scores in comparison with their C-terminal scores significantly improves the discrimination between epitopes and nonepitopes. This indicates that such precursors indeed play an important role in Ag presentation. We will analyze possible explanations for the down-weighting of the N terminus below.
To exclude that the improved scoring obtained when choosing ␣ Ͻ 1 is a specific property of the HLA-X dataset, we applied the same scoring procedure to a completely independent set of mouse epitopes (H2-X dataset). We used the human TAP matrices to separate epitopes from random 9-mers (cf Fig. 5 ). It has been shown that there are significant differences between the murine and human TAP specificities (26) , because human TAP translocates peptides with hydrophobic and basic C termini, whereas mouse TAP prefers only peptides with hydrophobic C termini. As expected, this results in generally lower AUC values than those for the HLA-X dataset. Nevertheless, qualitatively the three curves a-c are related to each other in exactly the same way as those shown in Fig. 4 for the HLA-X dataset. Using the scores for the N and C termini with equal weights (␣ ϭ 1) for the prediction of TAP affinities results in a worse discrimination between epitopes and nonepitopes than that from neglecting the N terminus completely (␣ ϭ 0). Again, a better prediction of epitopes on the basis of their TAP affinities is achieved when the scores for the N terminus are down-weighted with ␣ ϭ 0.2.
TAP affinity predictions for individual MHC-I alleles
We repeated the calculations from the previous section for the individual MHC-I alleles that make up the HLA-X dataset to see how the results vary. We restricted this analysis to those alleles for which at least 10 epitopes are present in the HLA-X dataset. First, we studied how well the epitopes of each individual allele can be identified by TAP affinity scores computed without inclusion of FIGURE 3. ROC curves for the HLA-X dataset. Each point of the curve belongs to a cutoff value for the TAP transport score, separating the peptides of the HLA-X dataset into good TAP substrates and bad TAP substrates. Equating good TAP substrates with epitopes and bad TAP substrates with nonepitopes, one may set up a two-by-two contingency table. Sensitivity is defined as the fraction of epitopes predicted to be good TAP substrates. Specificity is defined as the fraction of nonepitopes (random peptides in our studies) predicted to be bad TAP substrates. Curve a uses the TAP affinities predicted by the consensus matrix for the 9-mers themselves as the transport score, resulting in an AUC value of 0.702. Curve b uses Equation 3 as the transport score with ␣ ϭ 0.2 and L ϭ 10, i.e., allowing for precursors up to length 10 and down-weighting the contribution of the N-terminal residues (AUC ϭ 0.791). The improvement is almost completely in the high sensitivity region. The arrow indicates the point in curve b that corresponds to the sensitivity and specificity reached when choosing the cutoff value ϭ 1, which is used later in the combined TAP and MHC-I predictions. (Table II) show huge variations from 0.39 to 0.89. The differences in prediction quality for the individual alleles correspond very well with those in Refs. 13 and 14, where the alleles HLA-B27, -A3, and -A24 were classified as efficient for TAP loading and the alleles HLA-B07, B08, and A0201 were classified as inefficient for TAP loading.
Repeating the AUC calculations with the optimal parameters L ϭ 10 and ␣ ϭ 0.2 obtained for the entire HLA-X dataset, the AUC values fell in a much narrower range between 0.71 and 0.88, i.e., a subdivision into TAP-efficient and TAP-inefficient alleles is no longer preserved. These results provide evidence that TAP plays an equally important role for peptide loading of all alleles considered. Intriguingly, some alleles such as HLA-B27 or HLA-A3 seem to be preferentially loaded with peptides directly imported from the cytosol, whereas other alleles such as HLA-0201 are preferentially loaded with peptides entering the ER as N-terminally extended precursors where they are cut to final size.
Finally, we calculated the optimal value of ␣ for each individual allele when setting L ϭ 10. The resulting values varied between 0 and 4, showing that the optimal value of ␣ is extremely allele specific: the better the C-terminal residues required for effective TAP transport agree with those C-terminal residues enabling effective MHC-I binding, the lower the weight that has to be put on the N-terminal residues. The optimal value of ␣ ϭ 0.2 for the whole HLA-X dataset shows that, on the average, C-terminal amino acid motives required for effective TAP transport and MHC-I binding overlap more strongly than the corresponding Nterminal motives do. This is probably due to the stronger force for coevolution on the C terminus, which undergoes no change from TAP transport to MHC-I binding, whereas the N terminus can be trimmed.
Consequences of the uncertainty about which N-terminally extended precursors are generated in vivo
Another explanation of why better epitope predictions were achieved with ␣ Ͻ 1 is the uncertainty about which epitope precursors are actually transported in vivo to liberate the definitive epitope in the ER by N-terminal trimming. Equation 3 is based on the unrealistic assumption that up to a critical length L, all Nterminally prolonged precursors of an epitope are present in comparable abundance. Given that several precursor are not generated in vivo, their score for the N terminus will dilute that of the existent precursors. From the statistical point of view, this would favor putting a higher weight on the score of the C terminus or, equivalently, down-weighting scores of the N-terminal residues.
To estimate the implications of precursor uncertainty for the choice of ␣, we have performed simplified simulations of the MHC-I pathway (a detailed description of these simulations is given in Materials and Methods). We randomly generated an artificial set of epitopes possessing N-terminally prolonged precursors with good TAP affinities and obeying a log-normal length distribution as reported for fragments generated by the 20S and 26S proteasomes (20) . We then tried to reidentify these epitopes among a set of random peptides using the TAP score described above. The highest AUC values were indeed obtained when choosing ␣ Ͻ 1. Fig. 6 shows the AUC values for such a simulated dataset. In this case, the highest AUC value was obtained for L ϭ 11 and ␣ ϭ 0.6. Varying the width of the hypothetical length distribution in these simulations, the optimal ␣ values were always between 0.6 and 0.9, i.e., larger than the value ␣ Ϸ 0.2 yielding the best prediction of epitopes on real experimental datasets but always Ͻ1.
Identification of epitopes by combining predictions of TAP transport efficiency with predictions of MHC-I affinity
We tested whether the combination of predictions for two main steps of the presentation pathway, TAP transport and MHC-I binding, may improve the identification of epitopes. These calculations were performed on a set of 87 HLA-A0201-presented epitopes that had been omitted from the HLA-X dataset. For the prediction of peptide binding to HLA-A0201, an SMM-type scoring matrix was recently established on a dataset comprising the IC 50 values of 533 nonepitope peptides. 3 This scoring matrix possesses a high capacity to identify epitopes (AUC ϭ 0.919; cf Fig. 7, curve a) . To combine predictions of MHC-I binding scores with predictions of TAP transport, we first calculated TAP binding scores for all 9-mers contained in the source sequences of the HLA-A0201 epitopes using Equation 3 with the parameters L ϭ 10 and ␣ ϭ 0.2, which have given the best results for the HLA-X dataset. We then classified all 9-mers with TAP scores above the threshold value 1 as not transportable and excluded them from the set of epitope candidates. This cutoff value was chosen by examining the ROC curve for the HLA-X dataset: only 1.5% of epitopes, but 32% of random 9-mers, have a higher (worse) TAP score (Fig. 3, arrow) .
In the second step, the predicted MHC-I binding scores of the remaining peptides (having TAP scores Ͻ1) were used to discriminate between epitopes and nonepitopes. Based on this two-step prediction protocol, the AUC value increases significantly to 0.932 (Fig. 7, curve b) . As elsewhere in the manuscript, the significance of the difference between the AUC values was assessed using a t test with p ϭ 0.001, as described in Materials and Methods. The improvement is largest in the high sensitivity region. Demanding FIGURE 6. Prediction quality on a simulated dataset. The simulated dataset was generated as described in Materials and Methods with m ϭ 10 and a log normal fragment length distribution centered around 11. Plotted is the prediction quality measured by the AUC of the TAP transport score given in Equation 3 for different predictions. a, Equal weight for N and C terminus (␣ ϭ 1) ; b, C terminus score only (␣ ϭ 0) ; c, optimal prediction with down-weighted N terminus (␣ ϭ 0.6). 100% sensitivity, specificity is increased from 52 to 62% when using the combined prediction instead of MHC-I affinity prediction alone, which is equivalent to a 20% drop in the number of false positives. This drop in the rate of false positives increases from 5 to 25% with rising sensitivity over the range of the ROC curve. This systematic increase can be explained by the fact that, due to similar peptide preferences of TAP and MHC, the likelihood for a peptide with high affinity to HLA-A0201 to possess at least a decent TAP transport rate is higher than for a peptide with low affinity to HLA-A0201. We repeated the same two-step prediction for several mouse MHC-I alleles using scoring matrices for the MHC-I affinity prediction that were measured by Udaka et al. (27) . Unfortunately, the number of epitopes available per allele is small (ranging from 9 to 21). For three of the alleles, the combined predictions gave better AUC values than did MHC-I affinity predictions alone (data not shown); for one allele the combined prediction was worse. This shows that the combined MHC-I ϩ TAP prediction using a human TAP matrix works for mouse epitopes, even though there are significant differences between the murine and human TAP specificities. This should improve further when using a scoring matrix based on experimental data for murine TAP.
Identification of epitopes by combining predictions of C-terminal proteasomal cleavages with predictions of MHC-I affinity
As demonstrated above, predictions of epitopes buried within a set of protein sequences can be improved by using calculated TAP transport efficiencies as a filter that rules out poorly transported peptides without notably reducing the number of true epitopes in the remaining dataset. Hence, it was obvious to check whether the same strategy can be used to filter out those epitope candidates that are unlikely to be generated by the proteasome. Hitherto, there are no indications that the C terminus of proteasomal fragments undergoes further trimming along the MHC-I presentation pathway (28) . Therefore, selecting potential epitopes and their N-terminally prolonged precursors by the probability that their C terminus is generated by the proteasome should single out false epitope candidates without losing true epitope candidates. To this end, we have used the three publicly available methods, NetChop (10), PaProc (29) , and FragPredict (8) to predict C-terminal proteasomal cleavages. The PaProc method gives four different discrete scores (Ϫ, ϩ, ϩϩ, and ϩϩϩ), whereas the other methods have a continuous output. First, we tested whether predictions of C-terminal cleavages alone may provide a reasonable discrimination between epitopes and nonepitopes. Fig. 8a shows the ROC curves for the three methods when applied to the HLA-X dataset. According to the AUC values, the best discriminations were achieved with NetChop, closely followed by FragPredict, and PaProc was significantly inferior to the other two prediction methods. Comparing the ROC curves of Fig. 8a with those of Fig. 3 , it can be inferred that the discriminating power of existing prediction methods for proteasomal cleavage sites is far below that of TAP transport scoring developed in this paper.
We also tested combined predictions of C-terminal proteasomal cleavage and MHC-I binding, using the same two-step prediction protocol as described for TAP. For each of the three prediction methods of proteasomal cleavages, the cutoff value was chosen such that 30% of peptides on the HLA-X dataset had lower cleavage scores for their C-terminal residue and thus were singled out as "not generated." The same fraction of peptides is classified as nontransported by TAP. For PaProc, the fraction of omitted peptides was larger, in that this method predicted ϳ60% of peptide bonds to have the lowest score (Ϫ, not cleaved). The ROC curves for the combined predictions are shown in Fig. 8b , all of them indicating that the combined predictions are significantly worse than those based on predictions of MHC-I binding affinities alone. 
Discussion
In this paper, we have developed a method for predicting the TAP transport efficiency for peptides of arbitrary length. To this end, we exploited the fact that the terminal residues of a peptide determine most of its binding ability and accordingly used the scoring matrices derived from 9-mer peptide TAP affinity assays to score only the C terminus and the three outmost N-terminal residues. As demonstrated in Fig. 2 , this procedure gives reasonably good predictions of TAP affinities for peptides of size 10 -18.
Our interest in TAP affinities of peptides longer than 9 aa was raised because it recently became clear that several MHC-I epitopes are generated by N-terminal trimming of precursor peptides that are likely to be transported into the ER by TAP. The significant improvement of epitope predictions we found when considering transport of precursors strongly suggests that a large portion of epitopes is indeed processed this way. This underlines the pressure exerted by TAP on the selection of MHC-I epitopes.
Because the true in vivo precursors of an epitope are not generally known, we have used an effective TAP score by averaging across the scores of all precursors up to a certain length. Interestingly, the highest prediction quality was achieved when the scores of the N-terminal residues were down-weighted. We reasoned on the basis of simulations and results from scoring for individual MHC-I alleles that this down-weighting partially reflects coevolution of TAP and the average MHC-I allele as to the preference for certain C-terminal residues which epitope precursors are used in vivo.
Using predicted TAP transport efficiencies as a filter before prediction of MHC-I binding affinities, it was possible to further improve the already very accurate classification quality achieved using MHC-I affinity predictions alone. For example, a researcher interested in a list including all possible HLA-A0201 epitopes stemming from a given protein (100% sensitivity required) can expect a 20% decrease in the number of false positive suggestions when using the combined TAP ϩ MHC predictions rather than the MHC predictions alone. Such a two-step prediction protocol, however, failed when predictions of C-terminal proteasomal cleavages were used as filter; i.e., relying on MHC-I affinity predictions alone gave better results than did combining them with proteasomal cleavage predictions. This disappointing result has three possible causes. One is that the selective power of the proteasome is weak, in that it generates nearly every possible peptide. Second, there might be other proteases serving as suppliers of antigenic peptides besides the proteasome. Finally, existing prediction algorithms of proteasomal cleavage sites might not be accurate enough. We favor the last explanation because in vitro digests of epitope-containing model substrates by the proteasome provide with very few exceptions the epitope or one N-terminally prolonged precursor (30) . The poor quality of prediction algorithms for proteasomal cleavage sites is also evidenced by contradictory results obtained when applying them to the same set of test protein sequences. We think that the poor prediction quality of proteasomal cleavages is mainly caused by the lack of a sufficiently large set of quantitative and consistent experimental data on cleavage rates, which are more difficult to measure and interpret (31) than the affinity assays used to characterize peptide binding to TAP and MHC-I.
Summarizing our attempts to improve epitope predictions by a combination of different prediction tools, we have to conclude that currently the only reliable strategy for reducing a given set of epitope candidates without the risk of losing true epitopes is to filter out those peptides exhibiting poor TAP transport scores.
Another approach for predicting potential MHC-I epitopes by their amino acid sequence is to identify sequence motifs common to all epitopes presented by a specific MHC-I allele, as realized in the SYFPEITHI database (19) . This approach does not differentiate between the influences of the proteasome, TAP or MHC-I on epitope selection, but has been shown to work well in practice. However, it has a principal drawback, because epitope sequences do not contain the full information used in the presentation pathway; the epitope may originate from a group of N-terminal prolonged precursors, generated by the proteasome, partially trimmed by cytosolic peptidases, transported by TAP into the ER, and then cut to final size. These steps preceding binding to the MHC-I receptor may depend on sequence motifs in the flanking regions upand downstream of the generated peptide. Hence, we believe our approach to developing prediction algorithms for each individual step of the MHC-I presentation pathway and combining them to be superior. However, high quality experimental data for each step and advanced prediction techniques are needed to rival the prediction quality currently achieved by SYFPEITHI. Unfortunately, we cannot compare the predictive quality of the two approaches, because there is no independent blind set available. SYFPEITHI is trained on the data we use as test sets. For a neutral comparison, a significantly large set of newly identified naturally presented epitopes would be needed, or an older version of the SYFPEITHI prediction algorithm would have to be used and tested on more recently included epitopes. As a consequence, no conclusions about which method is currently better at identifying epitopes can be drawn here.
The improvements achieved when including TAP transport of precursors into epitope predictions are in the high sensitivity regime of the ROC curve (cf Fig. 7) . It is often argued that high sensitivity of epitope predictions is of less practical relevance than having a high specificity, i.e., to end up with a short list of high probability epitope candidates for a given protein sequence. This view is wrong for two reasons. First, from the medical point of view, it can be equally interesting to identify all possible epitopes within a given protein sequence, requiring a high sensitivity of predictions. Second, when combining predictions for several steps of the MHC-I pathway whereby predictions of one step are used as a filter for the input to the next, it is very important to throw out as few true epitopes in each step as possible. Such a multistep prediction protocol automatically increases specificity from one step to the next.
There are two free parameters in our prediction of TAP transport scores: ␣ and L. Throughout this paper, we used the optimal values ␣ ϭ 0.2 and L ϭ 10 determined for the HLA-X dataset containing epitopes from all human MHC-I alleles except HLA-A0201. These parameters show large variations when calculated for the individual alleles that make up the HLA-X dataset (Table II) , because they are heavily influenced by each individual allele's binding preference. The parameter values for the entire HLA-X dataset, which averages out the individual allele's binding preferences, should reflect the true effect of TAP more accurately. The optimal parameter values calculated for the H2-X dataset (␣ opt ϭ 0.02 and L opt ϭ 11) or the combined MHC-I and TAP predictions for HLA-A0201 (␣ opt ϭ 0.6 and L opt ϭ 18), which should also reflect the true effect of TAP, are considerably different from those for the HLA-X set. However, the decrease in prediction quality when using ␣ ϭ 0.2 and L ϭ 10 instead of the optimal parameters for the individual datasets is quite small (⌬AUC Ͻ 0.006) compared with the loss in prediction quality of ⌬AUC Ϸ 0.100 when making predictions without down-weighting and neglecting precursors (i.e., ␣ ϭ 1, L ϭ 9). Apparently, whereas down-weighting of the N terminus (␣ Ͻ 1) and inclusion of precursors longer than the presented 9-mers (L Ͼ 9) improve prediction quality, the optimal values for ␣ and L are not natural constants. Because the optimal parameters ␣ ϭ 0.2 and L ϭ 10 determined on the largest dataset (HLA-X) lead to predictions close to the optimum on all datasets, we recommend their usage in all cases, although from a biological perspective L ϭ 10 seems to be too small because longer precursors are known to be used in vivo.
When applying an epitope prediction protocol that is based on algorithms for several individual steps of the MHC-I presentation pathway, it is of utmost importance that each prediction algorithm is trained on a database containing only information on that specific step. For example, prediction methods that are supposed to predict MHC-I binding, but have been trained on data including epitope presentation implicitly take into account side effects produced by TAP and the proteasome. A combination of such an "impure" MHC-I binding prediction with a prediction of TAP transport or proteasomal cleavage thus bears the risk of overestimating the role of TAP or the proteasome for the presentation pathway. For that reason, we consider scoring matrices derived from randomized peptide libraries to be the best estimation of MHC-I binding, unless a large amount of individual peptide binding data is available, as is the case for the HLA-A0201 allele. For the same reason, examining the cleavage determining amino acid motifs of the proteasomal cleavages by analyzing average epitope sequences and their flanking regions (NetChop 2.0) can be problematic. If a strong preference for a favorable residue at the C terminus of an epitope is detected, this could be the result of proteasomal cleavages, TAP preference, or being an average trait of MHC-I molecules.
Outlook
Our work shows that including N-terminally prolonged precursors of an epitope in TAP transport may greatly improve epitope predictions. This also makes clear that epitope prediction tools using only reported epitope sequences as an input, in the long run, will be inferior to prediction tools based on prediction algorithms for all steps of the entire presentation pathway that take into consideration the generation and successive procession of epitope precursors. The next step along this line is obviously to include the proteasome, for which no prediction algorithms with sufficiently high reliability are currently available. Accurate prediction of proteasomal fragments would lead to a further improvement of TAP transport predictions which then, instead of considering all precursors up to length L as equally probable, can be restricted to those precursors actually generated. Eventually, this should also make the parameter ␣ obsolete, because there would be no uncertainty as to which precursors are generated, and coevolution between peptide specificities of the proteasome, TAP, and MHC-I would be included in the model.
