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Abstract
Terrain traversability estimation is a fundamental requirement to ensure the safety of au-
tonomous planetary rovers and their ability to conduct long-term missions. This paper ad-
dresses two fundamental challenges for terrain traversability estimation techniques. First,
representations of terrain data, which are typically built by the rover’s onboard exterocep-
tive sensors, are often incomplete due to occlusions and sensor limitations. Second, during
terrain traversal, the rover-terrain interaction can cause terrain deformation, which may
significantly alter the difficulty of traversal. We propose a novel approach built on Gaussian
Process (GP) regression to learn, and consequently predict, the rover’s attitude and chassis
configuration on unstructured terrain using terrain geometry information only. First, given
incomplete terrain data, we make an initial prediction under the assumption that the terrain
is rigid, using a learnt kernel function. Then, we refine this initial estimate to account for
the effects of potential terrain deformation, using a near-to-far learning approach based on
multi-task GP regression. We present an extensive experimental validation of the proposed
approach on terrain that is mostly rocky and whose geometry changes as a result of loads
from rover traversals. This demonstrates the ability of the proposed approach to accurately
predict the rover’s attitude and configuration in partially occluded and deformable terrain.
1 Introduction
The ability of a planetary rover to autonomously explore the surface of Mars is dependent on its assessment
of terrain traversability (Singh et al., 2000). Traversability can be represented by aspects describing the
terrain, including texture and geometry, and/or aspects related to the rover, such as the energy required
to traverse the terrain (Goldberg et al., 2002). In rough terrain, predicting traversability is crucial to plan
and execute paths that minimize situations that may compromise the health and stability of the rover, or
the ability to pursue exploration goals in the mission. Such undesirable situations may be caused by a)
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geometric hazards, e.g. rocks and high slopes, which have been addressed first in the literature (Goldberg
et al., 2002), and b) non-geometric hazards, e.g. slip and sinkage in sand, which have been the main
focus of recent literature (Helmick et al., 2009; Heverly et al., 2013). Most state-of-the-art implementations
of Terrain Traversability Estimation (TTE) on planetary rovers have been very conservative, focusing on
labeling areas of the terrain suspected to contain hazards as untraversable, and planning paths to avoid
them. However, many scientifically interesting sites on Mars are known to be located in very rough and
heterogeneous terrains, such as craters with combinations of soils and rocks, sometimes with significant risks
of terrain deformation (Grant et al., 2006). Therefore, an autonomous rover needs to be able to accurately
predict the possibilities and risks of traversing to such sites.
The problem of unstable rocks in field robotics, including planetary rovers, has been documented throughout
the literature. For example, the RAVON platform encountered “jagged rocky formations” during off-road
navigation, and mitigated traversability risks with its robust chassis (Armbrust et al., 2009). The environ-
ment the FIDO rover had to face in field operations was largely comprised of “tippy” rocky terrain (Weisbin
et al., 1999). Primary terrain types on the Martian surface include rocky terrain composed of outcrop of
large rocks, loose drift material and smooth mixed terrain (Mathur and Pandian, 2012).
In this work, we focus on the task of predicting the rover’s attitude and chassis configuration angles when
it will be traversing a particular patch of terrain. This provides crucial information on the difficulties of
terrain traversal, including risks to platform stability, and can assist mobility prediction modeling (McAl-
lister et al., 2012). In particular, the uncertainty of the estimate may be required in stochastic mobility
prediction (Kewlani et al., 2009; Peynot et al., 2014) or more generally, motion planning techniques that
account for uncertainty (Melchior and Simmons, 2007).
(a) Before traversal (front wheel) (b) During traversal (back wheel)
Figure 1: Rover traveling over deformable terrain. Note the different rock configurations between (a) and
(b).
Despite significant progress in the literature of TTE methods, important practical challenges remain. Firstly,
representations of terrain data that are used for traversability estimation are often incomplete due to oc-
clusions and sensor limitations (Vasudevan et al., 2009). In practice, to ensure the safety of the rover, the
commonly accepted recommendation has been to consider unknown patches of terrain as obstacles and avoid
them (Kelly and Stentz, 1997). This is the strategy usually followed by existing rover navigation algorithms
for large gaps (Bonnafous et al., 2001). However, in practice relatively small gaps in the terrain data can
be frequent enough such that the rover cannot afford to avoid them all. Consequently, most approaches
have simply ignored them, although a few methods have used a simple linear interpolation over neighboring
data to fill the gaps (Helmick et al., 2009). Secondly, the force that the rover applies on the terrain during
traversal can cause terrain deformation (Wong and Reece, 1967), which may significantly affect the actual
terrain traversability, in particular the rover’s attitude and chassis configuration on that patch of terrain. An
example is in the presence of unstable rocks that move as the rover drives over them (see Fig. 1). Therefore,
an accurate TTE method needs to account for the effects of terrain deformation to ensure the safety of the
rover. In this work, we consider deformable terrain that is mostly rocky and whose geometry changes as a
result of loads from rover traversals. Conversely, terrain that does not deform during rover traversal will be
referred to as rigid terrain.
In this paper we propose a novel TTE method that can accurately predict the rover’s attitude and chassis
configuration from incomplete terrain data, while accounting for the effects of terrain deformation. We use
a stochastic learning framework, built on Gaussian Processes (GPs), to implicitly consider the uncertainties
of the problem. This work focuses on predicting the effects of terrain deformation that can be anticipated
from geometry only.
First, to address the challenge of incomplete terrain data, we learn the spatial correlations of the rover’s
attitude and chassis configuration in the form of a kernel function. We can then build a continuous repre-
sentation, which allows for initial predictions at any location of the terrain, under the assumption that the
terrain is rigid. This component of the approach was initially introduced by the authors in (Ho et al., 2013b).
In this paper, we compare the performance of this algorithm with a proposed alternative that consists in
applying GP regression on terrain data and then computing the rover’s attitude and configuration using
kinematic modeling.
Second, we propose to refine this initial estimate by accounting for the effects of potential terrain defor-
mation using a near-to-far learning approach (Howard et al., 2006). This is done by learning the spatial
correlations between the initial predictions in rigid terrain, made using exteroception, and the experimental
rover responses, collected by proprioception. We use a multi-task GP implementation to exploit the corre-
lations between multiple inputs and multiple outputs in the estimation process. A preliminary version of
this component of the approach was first presented by the authors in (Ho et al., 2013a), where we used a
simple binary flag raised by a human operator to indicate when terrain deformation was observed during
training. Since terrain deformation affects an area rather than a discrete point of contact between a rover
wheel and the terrain, in this paper we instead consider the local curvatures of configuration as additional
learning inputs in our multi-task GP framework. This provides information about the occurrence of terrain
deformation and its magnitude. During training, this is now observed by an external, geo-referenced depth
sensor that captures the differences of terrain geometry before and after rover traversal.
We present an extensive experimental validation of each component in the framework, as well as the complete
approach to predict the rover’s configuration in deformable terrain that is mostly rocky and whose geometry
changes as a result of loads from rover traversals. This includes a comparison with state-of-the-art methods
that predict rover’s attitude and chassis configuration. In addition, we provide an analysis of the impact
of terrain deformation magnitude and rover driving speeds, and an evaluation of the learning rate of the
algorithm. These experiments are carried out on Mars-analogue terrain composed of different types of terrain,
such as gravel and sand traps (see Sec. 4.2.2). The depth of deformable layers of soft sand and gravel are up
to two times the wheel radius of the rover.
The paper is organized as follows. Section 2 discusses recent related work on terrain traversability estimation.
Section 3 presents an overview of the proposed framework to estimate traversability in incomplete and
deformable terrain. Sections 4 and 5 detail the approach and validation of each component in the framework:
Rigid-Terrain Traversability Estimation (R-TTE) to overcome the problem of incomplete terrain data in
Sec. 4, and Rigid-to-Deformable Terrain Traversability Estimation (R2D-TTE) to account for the effects of
terrain deformation in the prediction of rover’s attitude and configuration, in Sec. 5. Finally, conclusions
and future work are discussed in Sec. 6.
2 Related Work
Existing work that addresses the problem of traversability estimation for unmanned ground vehicles can be
divided into two main families. The first comprises of model-based approaches, which rely on mathematical
models of the terrain and the rover. Second are data-driven approaches, which use experimental data to
complement existing mathematical models.
2.1 Model-based Approaches
Model-based approaches are based on models that quantitatively describe characteristics of the terrain,
and/or the interaction between the rover and the terrain. The GESTALT navigation system was used on
the Mars Exploration Rovers (MER) to assess traversability of the terrain (Goldberg et al., 2002). A Digital
Elevation Map (DEM) is built from stereovision data, and traversability at each cell of the DEM is described
by metrics such as elevation, plane inclination and roughness. This method does not explicitly consider
platform-specific aspects such as the rover’s attitude and the resulting stability of the rover. In (Lacroix
et al., 2002) traversability is represented by the attitude and chassis configuration angles of the rover resulting
from the geometry of the terrain it traverses. The method makes a simulation of the placement of the rover
chassis on the DEM using forward kinematics, based on a simplistic model of rover-terrain interaction (RTI).
Terramechanics is the study of analytical models of the interaction between the rover’s wheels and the
terrain. The fundamental aspects of terramechanics are well reported in (Bekker, 1969) and (Wong and
Reece, 1967). More recent developments in terramechanics approaches mainly addressed the effects of non-
geometric hazards, accounting for the effects of wheel slip on vehicle mobility. A method to estimate wheel-
terrain contact angle for traction control was developed in (Iagnemma and Dubowsky, 2000; Iagnemma and
Dubowsky, 2004). Analytical models were proposed in (Yoshida and Ishigami, 2004; Ishigami et al., 2007) to
consider the effects of wheel sinkage on rover mobility during steering maneuvers. By modeling the various
forces that act upon the terrain, significant improvements in the estimated position of the vehicle were shown
using a test bed of Lunar regolith simulant and other soft soils. However, in these approaches, the rover’s
attitude and configuration on the terrain are not explicitly estimated. More recently, the Artemis system
used terramechanic models and known terrain properties to simulate the effects of terrain deformation on
the rover-terrain interaction, including wheel slip, sinkage, and rover attitude (Zhou et al., 2014).
In the aforementioned methods, the traversability estimation is computed using only the non-empty cells in
the DEM, while empty cells (e.g. due to occlusions) are simply ignored. As a result, these approaches can
only provide traversability maps where terrain data are available.
The Terrain Adaptive Navigation (TANav) system is currently used on the Mars Science Lab (MSL) to
assess terrain traversability (Helmick et al., 2009). It uses predefined terrain classes and a full kinematic
and dynamic forward simulation to determine the cost of following a certain path. In occluded terrain, the
system linearly interpolates over the terrain data to enable traversability estimation over the entire DEM.
This provides acceptable results in practice for small occluded areas, however, in larger occluded areas, this
simplistic approach is insufficient and may result in an overconfident traversability estimate.
All these model-based approaches rely on empirical equations and precise knowledge of the terrain and rover
to accurately estimate traversability. However, in real-world applications, the assumption that this knowledge
can be obtained accurately is unrealistic. In the field, the terrain is often a heterogeneous combination of
different materials, and it is not practical to model each type of soil and rock that can be encountered. The
environmental conditions may also change over time and affect the terrain, which can render the models
inaccurate. In addition, the previous methods assume the terrain to be rigid, thereby ignoring the effects of
terrain deformation on rover configuration.
2.2 Data-driven Approaches
Data-driven approaches aim to overcome some of the limitations of model-based approaches, which require
extensive knowledge of the robot and environment (Thrun, 1995). Data-driven learning approaches can
integrate knowledge from experience to better estimate the rover’s attitude and configuration.
As mentioned in Sec. 2.1, the problem of incomplete terrain data was partly addressed in (Helmick et al.,
2009), where linear interpolation was used to estimate data over areas with no data. To better address this
problem, recent literature on terrain modeling has proposed techniques to determine a Continuous Elevation
Map (CEM) from incomplete terrain data. Examples of work in this area include the use of space carving
kernels (Hadsell et al., 2009), and Gaussian Process (GP) regression (Vasudevan et al., 2009; Plagemann
et al., 2008). In prior work, the authors proposed to use such CEMs to predict rover configuration on the
terrain (Ho et al., 2011). A brief analysis showed that the terrain often appears easier to traverse than in
reality because CEMs are smoothed by the GP regression. In this paper, we provide new results for this
method and show that more accurate traversability estimates can be obtained by performing GP regression
directly on incomplete traversability maps.
To anticipate the effects of terrain deformation on rover configuration, we require an approach that is able
to infer the rover response on real terrain based on exteroceptive data. Data-driven methods that are
able to correlate exteroceptive and proprioceptive data are commonly referred to as near-to-far learning
approaches (Wellington and Stentz, 2003). Such approaches use features in data acquired from forward-
looking sensors that associate with RTI, such as roughness, slippage or softness, to build a statistical inference
model (Kewlani et al., 2009; Ishigami et al., 2009). This model is then used to predict the RTI characteristics
of remotely perceived terrain.
The near-to-far framework was used in (Wellington and Stentz, 2004) to predict the load-bearing surface
that is often hidden by vegetation. This work demonstrated the ability to predict the true surface from
experience. A framework for estimating the mechanical properties of the terrain for wheel slip prediction
was proposed in (Iagnemma et al., 2004) and later extended in (Brooks and Iagnemma, 2012). This work used
a vision-based terrain classifier to distinguish between different terrain classes described using proprioceptive
classifiers. Similar frameworks to estimate mechanical properties include (Krebs et al., 2010), which uses
angular acceleration along the pitch and roll axes to predict soil softness, and (Setterfield and Ellery, 2013),
which uses on-board rover instruments to determine the drawbar pull and resistive torque of unknown terrain
as a function of normal load and slip. Since these approaches use discrete and predefined RTI classes to
describe previously unseen terrain, new classes can only be formulated by comparing to a reference RTI. This
limits the utility of the prediction during exploration missions, where new and unseen terrain may present
traversability challenges for the vehicle. In addition, these approaches do not explicitly consider the effects
of terrain deformation on rover configuration. In this paper we propose an approach based on the near-to-far
learning concept that can accurately predict the rover’s attitude and configuration while accounting for the
effects of terrain deformation.
3 Estimating Traversability in Incomplete and Deformable
Terrain
In this paper, the prediction of rover’s attitude and chassis configuration angles is achieved using a data-driven
approach to address two main problems: incomplete terrain data and terrain deformation. For convenience,
in the remainder of the paper, rover configuration (noted Φ) will refer to the rover’s attitude and chassis
configuration, and Φ∗ will denote a rover configuration prediction, or estimation. Using these definitions,
the objective of our method is to predict the rover configuration Φ∗(x, y, ψ) on any queried location (x, y)
and heading ψ of the rover on the terrain.
3.1 System Outline
Soil mechanics models (Bekker, 1969) show that terrain deformation occurs when vertical and sheer stresses
act on the terrain. For a rover, these stresses are caused by its weight, and affect an area rather than a
discrete point of contact between the wheel and the terrain. Consequently, a complete representation of
this area is required to be able to adequately anticipate terrain deformation. Therefore, we first need to
Figure 2: Illustration of the proposed approach. First, from incomplete terrain data (a), R-TTE estimates
a complete map of rover configuration Φ∗ (b), assuming the terrain is rigid. The red lines indicate areas
with missing terrain data where R-TTE is able to estimate rover configuration. R2D-TTE then refines this
estimate by accounting for the effects of terrain deformation on rover configuration (c). The red blocks
indicate areas where R2D-TTE anticipates terrain deformation.
Figure 3: System architecture showing information flow from R-TTE to R2D-TTE.
accommodate for incomplete terrain data to then be able to account for the effects of terrain deformation
on rover configuration.
We propose to address the problems of incomplete terrain data and terrain deformation sequentially in sep-
arate components (see Fig. 2). Given incomplete terrain data, the first component, named Rigid-Terrain
Traversability Estimation (R-TTE), provides an initial estimate of the rover configuration Φ∗rigid before any
terrain deformation may occur. This is equivalent to assuming that the terrain is rigid. The second com-
ponent, Rigid-to-Deformable Traversability Estimate (R2D-TTE), then refines this prediction by accounting
for the effects of terrain deformation on rover configuration, learnt from experience. We name this final
estimate Φ∗deform. To account for uncertainties in the observations and knowledge base, both processes are
stochastic. The proposed system architecture can be seen in Fig. 3.
3.2 R-TTE
The R-TTE module within the framework addresses the problem of incomplete terrain data. As men-
tioned in Sec. 2.1, state-of-the-art traversability estimation approaches have used kinematic modeling with
an incomplete DEM, leading to incomplete traversability maps (see DEM-Kin in Fig. 4). By applying kine-
matic modeling over a continuous elevation map, e.g. obtained using GP regression over Terrain Geometry
(GPTG), it is possible to obtain a complete map of rover configuration Φ∗rigid (see GPTG-Kin in Fig. 4).
However, the uncertainty of an estimate performed using GPTG-Kin cannot be directly computed because
Figure 4: Comparison of R-TTE approaches to predict Φ∗rigid
.
(a) (b)
Figure 5: Example of: (a) stable rocks, where terrain deformation is unlikely, and (b) unstable rocks, where
deformation is expected
the transformation from terrain elevation to Φrigid is non-linear. To combine the uncertainties, we would
need to assume that all states in Φrigid are correlated with each other to reflect the worst case scenario.
However, this also has the effect of inflating the estimate uncertainty.
Instead, the proposed R-TTE method estimates a complete map of Φ∗rigid by performing GP regression over
an incomplete map of rover configuration (GPRC). See Kin-GPRC in Fig. 4. This approach exploits the
explicit correlation in rover configuration during operation by learning a kernel function from experience
(Fig. 3). Since the learnt kernel function is generic over the Cartesian space, it can be utilised beyond the
training area or other areas that are similar in nature to the terrain in which training took place. Furthermore,
we show that, by directly estimating Φ∗rigid, the proposed method is more accurate than GPTG-Kin and
provides the corresponding uncertainties. R-TTE is presented in details and experimentally validated in
Sec 4.
3.3 R2D-TTE
The R2D-TTE module refines the estimate provided by R-TTE by accounting for the effects of terrain
deformation. The estimation process exploits spatial features in Φrigid that correlate with the actual rover
configuration resulting from terrain deformation, i.e. Φdeform.
We argue that, relying on experience, humans are capable of evaluating the potential for deformation by
observing the terrain geometry only. For example, a pile of rock may appear stable and solid, or on the
contrary unstable and loose (see Fig. 5). This anticipation is based on the observation of the variations
of local geometry in the surrounding area, correlated with the experience of stepping on a similar pile of
rocks. Similarly, local variations in Φ∗rigid will provide information about potential terrain deformation.
R2D-TTE exploits this idea within a near-to-far learning approach by learning the correlation between the
initial prediction, Φ∗rigid, its local variations, and experience in Φdeform collected during training (Fig. 3).
Using this learnt correlation, we show that R2D-TTE can accurately predict Φ∗deform during rover operation.
The method is presented in detail and experimentally validated in Sec. 5.
3.4 GP Framework for Prediction of the Rover’s Configuration
In this paper, we propose to learn from the rover’s experience to better predict its attitude and configuration.
The typical prediction problem can be posed as follows: given some noisy observations of a dependent variable
at certain values of the independent variable x, what is our best estimate of the dependent variable at a new
value, x∗?
We use GP to learn the underlying model f(X) of spatially correlated data with uncertainty (Rasmussen
and Williams, 2006). Gaussian approaches are defined as a normally distributed probability density function
characterized by a mean m(X) and kernel function k(X,X ′):
m(X) = E[f(X)] (1)
k(X,X ′) = E[(f(X)−m(X))(f(X ′)−m(X ′))] (2)
where X denotes the input vector.
Various kernel functions k(X,X ′) with different hyperparameters have been proposed to describe the spatial
correlation within X. State-of-the-art kernel functions include the Squared-Exponential (Sq.Exp.):
k(X,X ′) = σ2f exp
(
−1
2
(X,X ′)TΣ(X,X ′)
)
(3)
where Σ =
[
lx 0
0 ly
]
is the length-scale matrix and measures the rate at which the modeled function
changes in the x and y direction (in our case, for a 2D grid), and σ2f is the variance of the modeled function.
Another common kernel function is the Neural Network (N.N.):
k(X,X ′) = σ2f arcsin
(
β + 2XTΣX ′√
(1 + β + 2XTΣX)(1 + β + 2X ′TΣX ′)
)
(4)
where β is the bias factor.
To learn the model using a training data set, an appropriate kernel needs to be used and the relevant
hyperparameters for the kernel need to be optimized. This is commonly performed by formulating the
problem in a log marginal likelihood framework, then solving it as a non-convex optimization problem. The
log marginal likelihood of the training targets z given training inputs X and hyperparameters ϑ is given by:
log p (z|X) = −1
2
zT (K + σ2NI)
−1 − 1
2
log|K + σ2nI| −
n
2
log2pi. (5)
This expression has three terms - the first describes data fit, the second penalizes model complexity, and the
third is a normalization constant for the number of data points. The optimal set of hyperparameters that
best fits the data set is found by minimizing the log marginal likelihood.
Since the joint distribution of any finite number of random variations of a GP is Gaussian, the joint distri-
bution of the training targets z and test data f∗ with noise variance σ2n can be given as:[
z
f∗
]
∼ N
(
0
[
K(X,X) + σ2nI K(X,X∗)
K(X,X∗) K(X∗, X∗)
] )
(6)
The posterior and covariance can be given respectively as
f¯∗ = K(X∗, X)[K(X,X) + σ2nI]
−1z (7)
cov(f∗) = K(X∗, X∗)−K(X∗, X)[K(X,X) + σ2nI]−1K(X,X∗) (8)
For n training points and n∗ test points, K(X,X∗) represents the n× n∗ covariance matrix evaluated at all
the pairs of training and test points.
We set up the traversability estimation scenario as a GP regression problem. To predict Φ∗rigid(x, y, ψ) at
each (x, y) over different heading angles ψ, we sample the training inputs X and targets z into discrete
heading angles to limit the amount of training data required, and we formulate a separate GP estimator for
each heading angle. Therefore, the input of each of our GP is a vector of rover locations: X = [x y]
T
.
4 Traversability Estimation from Incomplete Terrain Data
(R-TTE)
The first challenge we address in this paper is estimating traversability from incomplete terrain data due to
occlusions or sensor’s limitations. In this section we propose an approach that can accurately predict the
rover’s configuration Φ∗rigid(x, y, ψ) at any location (x, y) and heading ψ of the rover on the terrain, under
the assumption that the terrain is rigid.
To better facilitate the direct estimation of traversability, we develop an architecture to learn a kernel
function based on rover experience in a manner that best represents the evolution of rover configuration
and propagation of uncertainty. The system architecture of the proposed R-TTE approach, Kin-GPRC, is
illustrated in Fig. 6. To train the GP we perform experiments in an area that is representative of the type
of terrain the rover is likely to encounter during operation, and record Φ over this test terrain. In operation,
to predict Φ∗rigid(x, y, ψ) on all possible locations (x, y) and heading (ψ) of the rover on the terrain, we
first build a DEM, which is likely to be incomplete. Second, we compute the expected configurations on
observed areas of the DEM only using kinematic modeling. In this section we refer to these configurations
obtained over an incomplete DEM as Φ∗rigid,inc. (see Fig. 6). Finally, we perform GP regression to determine
a continuous representation of Φ∗rigid over the entire terrain.
Figure 6: System architecture of Kin-GPRC.
Section 4.1 details the proposed approach, which is then validated using the experimental setup described
in Sec. 4.2. The experimental results and their analysis are given in Sec. 4.3.
4.1 Learning Kernel Function
As noted in (Williams, 1996), a direct analytical comparison of kernels beyond their properties is not neces-
sarily conclusive of their performance in regression. The most important criteria in this paper is the ability
of the kernel to adapt to the available data. Since each choice of kernel function directly affects the nature of
estimation in a GP framework (Rasmussen and Williams, 2006), it is unclear whether standard kernel func-
tions would be best suited to describe the spatial correlation between rover configuration states. Therefore,
we propose to learn an appropriate kernel function based on rover experience to best represent the evolution
and spatial correlation of rover configurations and propagation of uncertainty. This learnt kernel function
Figure 7: System architecture of Kin-GPRC with detailed learning process.
can then be utilised in the R-TTE approach in a previously un-traversed area, with different but similar
changes in terrain geometry over space. An overview of our approach is summarized in Fig. 7.
The process of training the kernel function begins with systematically gathering Φrigid data with correspond-
ing localization over multiple experimental runs in an environment that is representative of Martian terrain.
Using the collected Φrigid data, the kernel matrix that describes the spatial evolution of each component
of Φ during a particular run is learnt using Regularized Expectation Maximization (REM). As the rover is
likely to traverse over different types of terrain, we then combine the kernel matrices obtained for each run in
a manner that maximizes the entropy of the matrix using Maximum Entropy Covariance Selection (MECS).
Finally, the combined kernel matrix is generalized to a functional form for use in a GP framework.
Once this training is complete, traversability estimation can be achieved during rover operation. We first
build a DEM from the point clouds acquired using a depth sensor (e.g. stereovision). A first prediction of
rover configuration can be made in non-occluded areas (Φ∗rigid,inc.) using a kinematic model. GP regression
is then performed using the learnt kernel function in Kin-GPRC to compute a continuous representation of
Φ∗rigid over the entire terrain.
Regularized Expectation Maximisation (REM) If a complete set of terrain data were available, the
sample covariance matrix would represent a consistent and unbiased estimator of the covariance matrix of
the data in the region encompassed by the data set. However, if only an incomplete set is available, various
problems can arise from the estimation of the covariance matrix, such as non-guaranteed semi-definitiveness.
In order to facilitate the estimation of covariance matrices from available data, an iterative method based
on the Expectation Maximization (EM) algorithm (Dempster et al., 1977) was developed to perform both
the estimation of covariance matrices and the imputation of missing values (Li et al., 2005).
In the EM algorithm, the parameters of the probability distribution are estimated from the incomplete data
set by maximizing the likelihood of the available data iteratively. The regular EM algorithm is typically
described in two steps:
1. Expectation step - determining the expected value Q and covariance matrix K˜ of log-likelihood of
the complete data set based on the incomplete data set and the parameter ϑ(κ) that needs to be
maximized:
L = p(X,Z|ϑ), (9)
Q
(
ϑ|ϑ(κ)
)
= E
(
logL|X,ϑ(κ)
)
, (10)
K˜
(
ϑ|ϑ(κ)
)
= E
[(
logL−Q
(
ϑ|ϑ(κ)
))(
logL−Q
(
ϑ|ϑ(κ)
))T]
(11)
where L is the likelihood function, X is the set of discrete observed values, Z are the missing discrete
values, ϑ is the set of parameters describing the conditional distribution of Z given X.
2. Maximization step - The parameter ϑ of probability distribution is estimated from incomplete data
by maximising the likelihood of the available data: ϑ(κ+1) = arg maxϑQ
(
ϑ|ϑ(κ)) .
Regularized EM consists of the same steps as the EM algorithm, but in each iteration and for each of
the missing values, the inverse matrix in the conditional maximum likelihood estimate is replaced with a
regularized inverse. This is achieved in two steps:
1. The conditional maximum likelihood estimation of the regression coefficients can be expressed as:
B = K˜−1aa K˜am, (12)
where K˜aa and K˜am are the sub-matrices of the estimated covariance matrix K˜
(
ϑ|ϑ(κ)), which
respectively consist of the estimated variances and covariances of variables from which data were
observed, and cross-covariances of the variables that are missing.
2. The inverse matrix in the conditional maximum likelihood estimate is replaced with a regularized
inverse:
K˜−1aa ←
(
K˜aa + h
2D
)−1
, (13)
where D = Diag
(
K˜aa
)
, and h is a scalar regularization parameter.
Maximum Entropy Covariance Selection (MECS) In real-world applications the true kernel matrix
are rarely known, and thus estimates must be determined based on correlations in a training set. Over
numerous learning scenarios undertaken by the rover, kernel matrices of various classes are accumulated.
As the amount of proprioceptive data acquired from each experiment is relatively sparse and limited, it is
desirable to combine all the information into a single estimator for each vehicle state in order to avoid poorly
estimated or singular kernel matrices. Furthermore, we favor the use of methods based on the maximum
entropy (ME) principle, which draws the inferences from the probability distribution that has the maximum
entropy from the information that we do have (Jaynes, 1982).
We employ an adaptation of the MECS method (Thomaz et al., 2004) to combine the kernel matrices within
each vehicle state in the available data. It combines kernel matrices by maximizing entropy in a multivariate
distribution, thus accounting for the maximum uncertainty. This method considers the convex combinations
of sample group kernel matrices, and selects the maximum variances of the kernel matrices given by an
orthonormal projection basis that diagonalizes an unbiased linear mixture of the corresponding matrices.
As the convex combination is always a linear operation over real numbers, the kernel matrix to be updated
recursively as more learning data becomes available.
The algorithm for MECS for covariance combination is outlined as follows (Thomaz et al., 2004).
1. Find eigenvectors Φi of the summation of the covariance matrices Si and Sj . Each covariance matrix
was obtained by applying Regularised EM over a set of rover configuration angles collected during
terrain traversals.
2. Calculate variance contribution from Si and Sj on each rover set of rover configuration angle Φi
basis:
diag(Zi) = diag
[
(Φi)
TSiΦi
]
=
[
ζi1, ζ
i
2, ..., ζ
i
j
]
diag(Zj) = diag
[
(Φi)
TSjΦi
]
=
[
ζj1 , ζ
j
2 , ..., ζ
j
j
]
.
(14)
3. Form new variance matrix to maximize entropy: Zi = diag
[
max
(
ζi1, ζ
j
1
)
, ...,max
(
ζij , ζ
j
j
)]
.
4. Determine combined covariance matrix: Si = ΦiZi (Φi)
T
.
This method is iterated for each set of rover configuration angle data collected during terrain traversal to
compute a learnt combined covariance matrix for each rover configuration angle.
Generalizing Kernel Matrix in GP framework To incorporate the learnt covariance matrix for use
beyond the Cartesian coordinates of its training area, we generalize it into a functional form to be used
in a GP prediction framework. This was performed using an auxiliary kernel function kaux that takes a
set of X as inputs. Our strategy is to use a method similar to the Nystro¨m method for approximating
eigenfunctions (Williams and Seeger, 2001):
kaux(X,X
′) =
N∑
i=1
λiϕi(X)ϕi(X
′), (15)
where N ≤ ∞, λ1 ≥ λ2 ≥ ... ≥ 0 are the eigenvalues, and ϕi are the eigenfunctions with the operator whose
kernel is k. Integrating over the space of the input vector X gives:∫
kaux(X
′, X)ϕi(X)p(X)dX = λiϕi(X ′), (16)
where p(X) is the probability density of the input vector X. To approximate the eigenfunction equation
over an independent and identically distributed sample of the input vector X from p(X), we can substitute
the integral in Eq. (16) with an empirical average. This leads to the matrix eigenproblem, to which we
generalize the covariance matrix in the GP framework using: KU = UΛ, where K is the covariance matrix,
U is the column of orthonormal eigenvectors, and Λ is the diagonal matrix of eigenvalues λ1 ≥ λ2 ≥ ... ≥ 0.
Performing an eigendecomposition on K gives K = UΛUT . Consequently, the scaled eigenvectors V are
obtained as V = UΛ1/2 . We can approximate the ith eigenvector using GP with the auxiliary kernel kaux,
and express it as a scaled eigenfunction:
ϕi(X) =
N∑
j=1
kaux(X,Xj)bi,j , (17)
where bi,j are the weights and can be expressed as (bi,1, ..., bi,N )
T
= (K + γI)
−1
vi. The jitter term γI is
introduced to stabilize the inverse term. To generalize the learnt kernel matrix into a functional form, an
additive kernel composed from Sq.Exp. and N.N. kernels was used as kaux to initialize the process. Using
the approximated scaled eigenfunctions, the kernel function is generalized as:
klearnt(X,X
′) =
∑
i
ϕi(X)ϕi(X
′)) (18)
= kaux(X,Xj) (K + γI)
−1
K (K + γI)
−1
kaux(X
′, Xj) (19)
with kaux(X,Xj)
T = (r(x1, Xj), ..., r(xn, Xj)). K are the covariance matrices from empirical data. γ is a
tuning parameter that determines which proportion of K is explained by the auxiliary kernel. When γ → 0,
all of K can be explained by the learnt kernel. When γ →∞, then klearnt(X,X ′)→ 0, which denotes that
no portion of K can be explained by the learnt kernel.
It is important to note that klearnt has a much richer structure than the auxiliary kernel kaux. By expanding
the expression for klearnt, we can see that klearnt amounts to a data-dependent covariance function that can
be written as a superposition of kernels kaux:
klearnt(X,X
′) =
N∑
i=1
kaux(Xi, X)a
X′ (20)
with input dependent weights aX
′
= (K + γI)−1K(K + γI)−1kauxX′ The learnt kernel function can then be
implemented in a GP framework for regression to predict rover configurations; i.e. Eq. 7 can be expressed
as:
f¯∗ = Klearnt(X∗, X)[Klearnt(X,X) + σ2nI]
−1z
cov(f∗) = Klearnt(X∗, X∗)−Klearnt(X∗, X)[Klearnt(X,X) + σ2nI]−1Klearnt(X,X∗)
(21)
Once the kernel function is learnt, it can be implemented in a GP framework for regression to predict rover
configurations. This is performed by first computing the expected rover configurations on observed areas
of the DEM using kinematic modelling. We then perform GP regression using the learnt kernel, instead of
state-of-the-art kernel functions, to determine a continuous representation of Φ∗rigid over the entire terrain.
This is done using the rover configuration estimated using DEM-Kin as training points to optimize the
hyperparameters in the learnt kernel function.
4.2 Experimental Setup
To validate the proposed approach, we experimentally compared the accuracy of the rover configuration
predictions achieved by our method with that obtained with state-of-the-art techniques discussed in Sec. 2.
4.2.1 Platform - Mawson Rover
The experiments were conducted using Mawson, a 6-wheeled prototype rover platform with a rocker-bogie
chassis and individual steering motors on each wheel (see Fig. 8(a)). Mawson is approximately 80cm long,
63cm wide, and 90cm tall. The radius of each wheel is 5cm. Onboard sensors include two colour cameras
and an RGB-D camera (Microsoft KinectTM ) mounted on a pan-tilt unit, tilted down ≈ 20◦, used primarily
for terrain modeling; two Hall-effect encoders measuring the two rear bogie angles (α1, α2 in Fig. 8(b)), and a
potentiometer on the rocker differential; and an IntersenseTM IS-1200 motion capture system that fuses data
from a visual camera and an inertial measurement unit to provide the 6-DOF sensor pose (x, y, z, φ, θ, ψ)IS
(where φ is the roll, θ the pitch and ψ the yaw of the sensor).
(a) Mawson rover (b) Chassis configuration (c) Partial view of the Marsyard.
Figure 8: Experimental setup. (a-b) Mawson rover and (c) Marsyard at the Powerhouse Museum, Sydney.
The distance to the wall on the opposite side of the picture is approximately 13m.
During our experiments, the Intersense IS-1200 unit provided the full localization of the rover with an average
accuracy of 2cm in position and 1◦ in rotation. To compute this pose, the device uses a constellation of
fiducials in the environment that were geo-referenced using surveying equipment (Naimark and Foxlin, 2002).
This localization was used for training and as ground truth in our validation process. In this work, we used
the RGB-D camera to obtain the input terrain data in the form of 3D point clouds, since the experiments
were performed in an indoor environment (see Sec. 4.2.2). For outdoor operations, where the perception of
the RGB-D camera may not be reliable, 3D point clouds obtained from dense stereovision or laser range
finders can be used instead, without affecting the conclusions of this study.
In our implementation, the rover’s position (x, y) and heading ψ where we want to predict the configuration
Φ(x, y, ψ) correspond to the projection of the centre of Mawson’s chassis on the terrain (see C in Fig. 8(b)),
and the orientation of the chassis, respectively. In order to associate the acquired point clouds with the
localization of the rover, we performed exteroceptive calibration between the two sensors off-line using the
method in (Underwood et al., 2010).
4.2.2 Test Environment
We conducted our experiments at the Marsyard, a Mars-analogue terrain hosted at the Powerhouse Museum
in Sydney, Australia (see Fig. 8(c)). The Marsyard is approximately 15m × 8m and contains slopes, soil
and rocks similar to Martian terrain. The typical obstacle size in the Marsyard is approximately 0.05m to
0.2m in radius. Combined with the mixed sizes in gravel granules, this presents a considerable challenge in
traversability for Mawson since its wheel radius is 0.05m.
In the Marsyard, the layer of soft sand and gravel is typically 0.02m to 0.1m deep. In particular, areas such
as the soft sand/gravel crater shown in Fig. 8(c) and Fig. 9(a) have deep surface layers that deform when
Mawson drives over it. To demonstrate the ability of the TTE approach to anticipate terrain deformation
in mostly rocky terrain, rocks of different sizes and shapes (e.g. see Fig. 9(a)) were used during training and
prediction. To traverse through some of the areas of the yard, due to its size, the rover inevitably had to
drive over some of the rocks.
4.2.3 Training for Kernel Learning
Training for kernel learning consisted of executing terrain traversals in an approximate grid pattern to cover
several areas of rough terrain in the Marsyard. Areas in the Marsyard that are used to train the kernel
function are similar in nature to areas used for cross validation. These experiments were conducted on
rigid terrain, or terrain with minimal risk of terrain deformation. During the traversals, localization and
rover configurations were recorded using the Intersense IS-1200 and Hall-effect encoders. Fig. 9(b) shows an
example of rover trajectory executed during this training stage. We learnt the spatial correlation of each
component of Φ using recorded Cartesian coordinates and corresponding rover configuration angles. This
was done by imputing the measurements at locations with no rover configuration data while estimating the
covariance matrix using REM (see Sec. 4.1), and repeating the procedure for each component of the rover
configuration. The covariance matrices were combined using MECS into a single covariance matrix, and
then generalised into a functional form as described in Sec. 4.1.
4.2.4 Kinematic Model
To compute the incomplete map of rover configuration that is used as input of our GP regression process (see
Fig. 6) we used a method adapted from (Tarokh and McDermott, 2005), which assumes the terrain to be rigid.
Although this relatively simple kinematic model does not take into account the dynamics of the platform,
it is sufficient for the experiments in this work since Mawson operates at low speeds (≈ 0.05 − 0.15m/s).
In addition, Kin-GPRC allows for more complex kinematic/dynamic models to be integrated with minor
changes in the formulation.
First, to determine wheel elevation zi given rover position (x, y, z), orientation (φ, θ, ψ) and chassis configura-
tion q, a function was defined using forward kinematic constraints. In this implementation, the wheel contact
(a) Mawson near sand/gravel crater in the Marsyard. (b) Rover trajectory (black) on elevation map.
Figure 9: (a) The Mawson rover in the Marsyard. (b) Example of rover trajectory executed during training,
shown on a geo-referenced elevation map (coloured by elevation).
point with the ground was assumed to be the surface normal of the ground to the cylindrical wheel (Iag-
nemma and Dubowsky, 2000): zi = f (x, y, z, φ, θ, ψ, q) . Then, an error vector Ei was defined as the
difference between the wheel elevation zi and the projected contact point of the wheel on the elevation map
zterrain. The objective function η was calculated by taking the norm of the error vector Ei = zi − zterrain,
i.e.: η(z, φ, θ, q) = ETE. Finally, the non-linear optimization problem to find the free parameters (z, φ, θ, q)
was solved via a Golden Section search and parabolic interpolation (Brent, 1973).
4.2.5 GP Regression Inputs and Targets
As mentioned earlier, in this approach we use a separate GP for each variable in the training target. In each
of the GP estimators, the training input to optimise GP hyperparameters is defined as the rover positions
X and the training target z is defined as the rover roll φ, pitch θ, left bogie angle α1, and right bogie
angle α2 (Fig. 8(b)) estimated using DEM-Kin, respectively: X = [x, y], z = [φ, θ, α1, α2]. Once training is
complete, we perform GP regression over the Cartesian space specified by the upper and lower bounds of
rover positions X, i.e. within the sensor’s field of view.
4.3 Experimental Validation
We validated the approach by predicting the rover configuration at multiple locations in three steps to
evaluate the errors of the estimation process. First, we evaluated the performance of the GP regression step
in the approach using our learnt kernel function compared with state-of-the-art kernel functions. Second,
we analyzed the accuracy of the rover configuration predictions made by the complete Kin-GPRC approach
from exteroceptive data collected from terrain traversals around 14 − 16m each. Third, we compared the
performance of Kin-GPRC with GPTG-Kin, the suggested alternative approach that achieves regression
over terrain data before using a kinematic model of the rover (see Sec. 3.2). In each case we evaluated the
GP predictions over a grid with a resolution of 5cm, which is comparable to the radius of Mawson’s wheel.
4.3.1 Learnt Kernel
To directly validate the performance of the learnt kernel function against state-of-the-art kernel functions,
we trained the hyperparameters of the Sq.Exp. and N.N. kernel functions using 70% of the rover states
recorded during training for kernel learning (Sec. 4.2.3). The trained GPs were then used to predict the
rover’s configuration angles for cross-validation with the remaining 30% of data.
Fig. 10(a) shows a comparison of the Root-Mean-Squared Error (RMSE) of the prediction of each component
in Φ∗rigid calculated using our GP regression with the different kernel functions considered. We observe that
the error is reduced using the learnt kernel function compared with the Sq.Exp. or N.N. kernel functions.
The results also show a lower uncertainty of the estimates of left and right bogie angle compared with the
two state-of-the-art kernel functions.
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Figure 10: RMSE (in deg.) obtained using: (a) GP regression over recorded rover configurations (test data),
and (b) Kin-GPRC with exteroceptive data. The black vertical bars indicate the uncertainty (two standard
deviations).
The GP regression results in Fig. 11(c) show that the learnt kernel function is able to predict rover con-
figuration more accurately than the Sq.Exp. and N.N. kernel functions. Examining the uncertainty of
the estimated rover configuration angles in Figures 13(a-c), we see that the estimate uncertainty using the
Sq.Exp. kernel is larger and increases at a faster rate than the estimate uncertainty using the N.N. kernel or
the learnt kernel. On the other hand, the estimate uncertainty using the N.N. kernel is the smallest of the
three kernels used in our experimental validation, which sometimes results in an over-confident estimate as
seen at x = 11.5 and x = 12.5 in Figure 11(b). In this experiment, with the learnt kernel the ground truth is
always within ±2 standard deviations of the estimate, contrary to what can be seen with N.N. and Sq.Exp.
The significant improvement in the uncertainty estimate enables the rover to more accurately assess the risks
in traversing through partially occluded terrain, e.g. there may be partially occluded terrain with acceptable
risks for the rover to traverse across that will result in significant exploration or energy advantages.
4.3.2 Kin-GPRC
In this second step of validation, we evaluated the ability of our approach to predict rover configuration using
exteroceptive sensing. We first built elevation maps using data acquired by the rover in a different area of the
Marsyard than that used for training. Then, we performed kinematic modelling as described in Sec. 4.2.4 to
obtain a discrete and incomplete map of rover configuration. With this map we trained the hyperparameters
of the GP, which was used to predict rover configuration over the entire DEM (see Kin-GPRC process
described in Figs. 4 & 7). This prediction via GP regression was achieved using each of the three kernel
functions, for comparison, and cross-validated with proprioceptive data obtained during traversals. The
corresponding RMS errors of Φ∗rigid calculated using Kin-GPRC are summarized in Fig. 10(b). These results
show a clear reduction of the estimation errors obtained using the learnt kernel function compared to Sq.Exp.
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(b) GP regression over rover roll angle φ using N.N. kernel with uncertainty
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(c) GP regression over rover roll angle φ using learnt kernel with uncertainty
Figure 11: Comparison of the estimates of rover roll angle φ and the associated uncertainty (black vertical
bars representing two standard deviations) obtained using the Sq.Exp. kernel (a), the N.N. kernel (b), and
our learnt kernel (c), with ground truth given as red circles.
Figure 12: Roll estimated by Kin-GPRC (black cross), and by DEM-Kin (blue triangle), against ground
truth (red circle). Black error bars denote the uncertainty in the GP prediction. The gray shaded areas
denote areas where some terrain deformation was observed by a human expert.
and N.N.
Fig. 12 shows an example of cross-section view of the roll of the rover predicted by the proposed approach
Kin-GPRC and by the state-of-the-art DEM-Kin approach (see Sec. 3.2), compared with ground truth, over
a section of terrain traversal. The predictions made using Kin-GPRC are found to be closer overall to the
ground truth than using DEM-Kin. However, it can be seen that from x = 10.85m to 11.25m (indicated by
the gray shade in Fig. 12) the estimates made by both Kin-GPRC and DEM-Kin significantly deviate from
the ground truth. This may be attributed to terrain deformation experienced during rover traversal, which
is not considered in the kinematic model since it assumes the terrain to be rigid (see Sec. 4.2.4). Section 5
will show how we propose to refine the Kin-GPRC estimates to account for terrain deformation.
4.3.3 Comparison with GPTG-Kin
In this section we compare the performance of Kin-GPRC with the alternative method, GPTG-Kin, sug-
gested by the authors (see Fig. 4). We implemented GPTG-Kin in the following way. First, a continuous
representation of terrain elevation is built by applying GP regression over partially occluded point clouds
of the terrain, similarly to (Vasudevan et al., 2009). To train this GP, the training input is defined as the
2D position (x, y), and the target is the elevation z of each point in the point cloud. We then find the
optimal hyperparameter values that best fit the training data by minimizing the log marginal likelihood. In
this section we evaluate the performance of this process with the Sq.Exp. and N.N. kernels. Using these
trained hyperparameters, we generate DEMs of the terrain by querying the GP at each cell location of a
5cm-resolution regular grid. Finally, we compute a map of rover configuration at each location (x, y) of the
DEM by applying the kinematic model described in Sec. 4.2.4.
Fig. 13(a) shows the RMS errors obtained using Kin-GPRC and GPTG-Kin to predict the rover configuration
at approximately 600 queried locations of the DEM where ground truth was available. We can see that the
RMSE of rover configuration estimates using the learnt kernel in Kin-GPRC are lower than using GPTG-Kin
with Sq.Exp. and N.N. In addition, we can determine the uncertainty of the Kin-GPRC estimate since the
estimate was made directly from Φ∗rigid,inc.. Fig. 13(b) compares the accuracy of Kin-GPRC in occluded and
non-occluded areas of the terrain. In this test, a queried location was considered as occluded if there were
at least one empty cell in the DEM under a wheel of the rover. The results show that Kin-GPRC is more
accurate both in occluded and non-occluded areas of the terrain (Fig. 13(b)).
Fig. 14(a) shows an example of cross-section view of the rover roll and pitch predicted by Kin-GPRC,
GPTG-Kin and DEM-Kin, compared with ground truth. We can see that in general Kin-GPRC provides
the most accurate results. In particular, in the occluded region from x = 10.75 to 10.95m, shown in shaded
gray in the figure, the prediction made using Kin-GPRC is significantly closer to the ground truth than using
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Figure 13: Comparison of RMS errors (in deg.). (a) Proposed approach (Kin-GPRC in red), compared with
the alternative approach combining GP terrain modelling and rover kinematics, GPTG-Kin (in yellow with
the Sq.Exp. kernel and in green with the N.N. kernel). (b) Comparison of pitch and roll prediction errors
obtained using Kin-GPRC in occluded and non-occluded areas of the terrain.
GPTG-Kin.
The experimental validation of Kin-GPRC showed marked improvement over the state of the art, both in its
ability to provide estimates in occluded areas and in its accuracy overall. In particular, the validation process
consistently showed increased accuracy obtained with our learnt kernel function compared to using standard
kernel functions. The improved accuracy in rover configuration prediction obtained using Kin-GPRC over
GPTG-Kin was about 5◦ (RMS), which is approximately 50% and 33% of the range of pitch and roll angles
experienced by the rover in the experiments. In the experiments in Sec. 5.3, where the rover operates on more
challenging terrain than that encountered in this section, we will see that the rover experiences roll and pitch
angles of up to 15◦ and 20◦ respectively, therefore, such improvements in prediction accuracy are significant
to the operation of the rover. In addition, the uncertainty of the Kin-GPRC prediction can be used to
determine the outer bounds at which the rover can operate to avoid tip-over. This is illustrated in Fig. 14(b).
Therefore, in the remainder of the paper we use Kin-GPRC to implement the traversability estimation with
rigid terrain assumption (R-TTE) in our framework (see Fig. 3). Consequently, unless specified otherwise,
hereafter Φ∗rigid will refer to the prediction of rover configuration computed by Kin-GPRC.
5 Rigid-To-Deformable Terrain Traversability Estimation
(R2D-TTE)
To account for the effects of terrain deformation on rover configuration, we propose to learn the correlations
between estimates obtained while assuming the terrain is rigid (Φ∗rigid) and the actual rover configuration
Φdeform, affected by deforming terrain. Fig. 15 illustrates the outline of the proposed R2D-TTE approach.
The training process is the following. On Mars-analogue terrain, the rover first builds a DEM from exterocep-
tive sensing data, obtains initial estimates of traversability Φ∗rigid using R-TTE (Fig. 15(a) top), and extracts
features in the neighbourhood of Φ∗rigid that correlate to terrain deformation. The rover then traverses the
terrain, recording the actual configurations that are experienced, and compares this experience with the
initial estimates Φ∗rigid (Fig. 15(a) bottom). In this way, the association between initial and actual rover
configuration is trained using all recorded data. Once this training is complete, the rover is able to predict
(a) Roll (top) and pitch (bottom) predicted by our approach Kin-GPRC (black cross),
GPTG-Kin (pink square), and the standard approach that applies kinematic modelling
on raw elevation map (DEM-Kin, blue triangle).
(b) Rear view of the rover. Dashed
red line: roll prediction. Red lines:
associated 2σ uncertainty. Grey line:
tip-over axis.
Figure 14: (a) Comparison of roll and pitch predictions vs. ground truth (red circles). Gray shaded areas
denote occluded areas. (b) illustrates the use of the Kin-GPRC prediction uncertainty to determine the
outer bounds at which the rover can operate to avoid tip-over. The operating margin is represented by the
angle between the uncertainty bounds (red lines) and the tip-over axis (grey line).
its configuration on deformable terrain (Φ∗deform) when operating on similar types of terrain (Fig. 15(b)).
5.1 Approach
The correlations between predicted and experienced rover configuration are learnt in a multi-task het-
eroscedastic GP framework that considers the interaction between multiple training inputs and outputs.
The system architecture of R2D-TTE is illustrated in Fig. 16. Oﬄine, we learn the correlations between
the predictions made on rigid terrain (Φ∗rigid) and the observed rover experience, which includes experienced
rover configuration Φdeform and additional information on terrain geometry after deformation (Tdeform).
We then predict Φ∗deform and T ∗deform online from Φ∗rigid.
5.1.1 Estimation with Correlated Inputs
To anticipate rover configuration in deformable terrain, we use Φ∗rigid(x, y, ψ) and its local variations as
learning inputs. Since components of Φ∗rigid are physically linked in the rover kinematics, variations in each
of the inputs will affect each other. Thus, we need to collectively consider all the components of Φ∗rigid in
the estimation process.
The R-TTE method estimates the rover configuration assuming that the terrain is rigid, thereby accounting
for the effects of terrain geometry on rover configuration. The local variations in Φ∗rigid from R-TTE are
derived from the local variations in terrain geometry at each wheel location. This provides information about
the potential changes of configuration due to terrain deformation. Intuitively, if the terrain is relatively flat,
or has a shallow curvature, it is less likely to deform (see Sec. 3.3). Relations between local variations in
rover configuration and potential terrain deformation are illustrated in Fig. 17. Fig. 17(a) and (c) show
the pitch estimate and its local curvature assuming the terrain is rigid. In many cases, it is not possible
to evaluate local terrain deformation using only the elevation observation at one particular query location
s. Our estimation relies on an observation of the variations of local geometry in the area surrounding s.
Similarly, the local variations in anticipated rover configurations on deformed terrain contain information
about the effects of terrain deformation. Fig. 17(b) and (d) show the pitch estimate and its local curvature
(a) (b)
Figure 15: Illustration of the R2D-TTE process. (a) During learning, the rover observes a patch of terrain
and predicts Φ∗rigid (top left). When traversing over the terrain (bottom left), the rover compares Φ
∗
rigid with
the experienced rover configuration Φdeform, and learns the correlation between them. (b) Once the training
is complete, in operation, the rover uses the learnt correlations to predict Φ∗deform from new exteroceptive
data.
Figure 16: Architecture of R2D-TTE.
Figure 17: Examples of local variations in rover configuration before terrain deformation, i.e. in rigid
terrain, (left column, a & c), and after terrain deformation due to traversal (right column, b & d). (a-b) The
configuration changes from Φrigid concave up in (a) to Φdeform concave down in (b). (c-d) The configuration
changes from Φrigid concave down in (c) to Φdeform concave down in (d).
after terrain deformation, which can be seen to be concave down in both scenarios in the neighbourhood of
rover configurations. By comparing the rover configuration curvature before and after terrain deformation,
we can establish a correlation between Φ∗rigid(s) and Φdeform(s).
To capture these local variations, we use the profile and planform curvatures (illustrated in
Fig. 18(a) and 18(b), respectively) of each component of the rover configuration, computed over a 3 × 3
neighbourhood in the DEM grid (Zevenbergen and Thorne, 1987). Consider the DEM neighbourhood shown
in Fig. 18(c), where (i, j) represent the corresponding indices of the discretized position (x, y) on the DEM,
where we want to predict the rover configuration. For each angle in Φ we compute the corresponding
curvature. For example, for the roll, φ, this can be expressed as:
φcurvprofile =
2(DG2 + EH2 + FGH)
G2 +H2
, (22)
φcurvplanform =
−2(DH2 + EG2 − FGH)
G2 +H2
, (23)
where:
D =
φi,j−1 + φi,j+1
2
− φi,j , E = φi−1,j + φi+1,j
2
− φi,j ,
F =
−φi−1,j−1 + φi−1,j+1 + φi+1,j−1 − φi+1,j+1
4
,
G =
−φi,j−1 + φi,j+1
2
, H =
φi−1,j − φi+1,j
2
,
(24)
and φi,j denotes the configuration angle predicted at position index (i, j) and heading ψ, i.e. taken from
Φrigid(s). We then combine these two components with:
φcurv = φcurvprofile − φcurvplanform . (25)
Each rover configuration angle and corresponding combined curvature, such as the combined curvature for
rover roll (φcurv), are included in the training input X.
(a)
(b) (c)
Figure 18: (a) Profile Curvature (Kimerling et al., 2011). (b) Planform Curvature (Kimerling et al., 2011).
(c) Cell reference of the rover position index (i, j) for determining φ(i, j) on the DEM.
We use multiple-input GP regression by Automatic Relevance Determination (ARD) to learn the correlation
between Φ∗rigid(s) and each component in Φdeform(s). To enrich the learning process, we introduce a multi-
dimension representation of rover states in our training input vector to incorporate the different training
inputs. We use inputs from Φ∗rigid(x, y, ψ), which is a complete representation of rover configuration over the
terrain patch, assuming that the terrain is rigid. We use GP regression with the Sq.Exp. kernel function with
added noise (Duvenaud et al., 2011). This was selected based on its ability to model all orders of additive
interactions, and automatically determine the orders of interaction that are important based on ARD. This
results in high modeling efficacy and model interpretability. Using a separate lengthscale for each training
input, we can determine the correlation between each training input (Rasmussen and Williams, 2006).
Consider the Sq.Exp. kernel function in its parametric form:
k (X,X ′) = σ2f exp
(
−1
2
(X −X ′)T M (X −X ′)
)
+ σ2nδpq (26)
where σ2f is the signal variance, σ
2
n is the noise variance, and δpq is a Kronecker delta, i.e. δpq = 1 iff p = q
and δpq = 0 otherwise. The matrix M is: M = diag(l)
−2, where l is a vector of positive values for each
lengthscale, which we can optimize via marginal likelihood minimization. The log marginal likelihood can
be expressed as:
log p (z|X,ϑ) = −1
2
zTK−1z − 1
2
logK − n
2
log2pi, (27)
where ϑ =
(
{M}, σ2f , σ2n
)T
is a vector containing the hyperparameters of the kernel function, n is the number
of data points, and K is the kernel matrix for the training targets z. The details of the implementation for
the particular rover used in our experimental validation are given in Sec. 5.2.2.
5.1.2 Estimation with Correlated Outputs
In this paper, we predict the rover configuration Φ∗deform resulting from potential terrain deformation. We
also predict the local curvatures of the rover configuration T ∗deform (see Eqs. (22) to (25)), which provide
additional information on the local terrain geometry subsequent to terrain deformation. For an articulated
rover platform, changes in each of the components of Φdeform and Tdeform affect each other as there exists a
physical kinematic relationship between them. Thus, we can infer that changes in one component of Φdeform
would affect another.
Most GP implementations only model a single output variable. However, in this work the outputs are highly
correlated, therefore, we cannot use an independent model for each output, such as multi-kriging (Williams
and Rasmussen, 1996). Joint-predictions are possible but problematic (Boyle and Frean, 2005), since defining
the kernel functions for predicting multiple outputs is unclear (Gibbs and MacKay, 1997). In addition, it
is difficult to define cross-covariance functions that result in positive definite covariance matrices required
for GP regression. Instead, a multi-task GP regression framework is able to consider the exchange of
information (Bonilla et al., 2008).
To account for correlations between outputs we employ Convolution Processes (CP) (Caruana, 1997). In
this approach, each output can be expressed as the convolution between a smoothing kernel and a latent
function. Consider a set of Q functions, where each function is a convolution between a smoothing kernel kq
and a latent function u(z):
fq(X) =
∞∫
−∞
kq (X − z)u(z)dz (28)
We use the Sq.Exp. kernel function with isotropic distance measure for the smoothing kernel, and assume
heteroscedastic noise:
kq (X − z) = Sq|Mq|
1/2
(2pi)p/2
exp
[
−1
2
(X − z)T Mq (X − z)
]
. (29)
More generally, we can consider the influence of multiple latent functions on the function yq, and also an
independent process such as noise wq(x):
yq(X) = fq(X) + wq(X) =
R∑
r=1
∞∫
−∞
kqr (X − z)ur(z)dz + wq(X). (30)
If we assume the latent functions to be independent GP functions, we can express the covariance between
two different functions yq(X) and ys(X
′) using multiplication of Gaussian distributions to obtain Gaussian
kernels:
cov [fq(X), fs(X
′)] =
R∑
r=1
∞∫
−∞
kqr (X − z)
∞∫
−∞
ksr (X
′ − z′) kurur (z, z′) dz′dz.
(31)
In addition, the correlation between the latent function and any given output can be computed similarly:
cov [fq(X), ur(z)] =
∞∫
−∞
kqr (X − z′) kurur (z′, z) dz′. (32)
Using the covariance matrices in Eqs. (31) and (32), we can perform joint-predictions of Φ∗deform(x, y, ψ)
and terrain deformation by iteratively calculating the matrices for each latent function and output.
5.2 Training
5.2.1 Experimental Data for Learning
We obtained training and validation data with our prototype rover platform Mawson on the Mars-analogue
terrain described in Sec. 4.2. Before each terrain traversal by the rover, we first acquired a point cloud of
the terrain using a depth sensor set up externally. Then, as the rover traversed the terrain, we recorded
the actual rover configuration Φdeform observed by the Intersense sensor, and terrain data acquired by the
depth sensor onboard the rover. After terrain traversal, we acquired a new point cloud of the deformed
terrain using the external depth sensor. We then converted both point clouds into DEMs, and computed the
differences in elevation to determine the magnitude of terrain deformation. This process was repeated over
different terrain to engage Mawson in the range of motions that it is likely to encounter during operation.
In our experiments, the external depth sensor was an Asus XtionTM , which has an accuracy and precision of
approximately 1cm and 0.6− 0.8cm, respectively (Gonzalez-Jorge et al., 2013). It was mounted on a tripod
at a vantage point. To geo-reference the captured data, we placed a set of retro-reflectors on the sensor,
and we measured their global positions using a surveying station placed at the global origin point of our
environment. This information was used to determine the position and orientation of the centroid of the
retro-reflector array in the global frame. Finally, Nearest-Neighbour Iterative Closest Point (Greenspan and
Godin, 2001) was used to find the transformation between this centroid and the image frame of the Xtion
sensor. This allowed us to obtain the terrain geometry data before and after the rover traversal in the same
global navigation frame used by Mawson for its localization.
We conducted 9 experimental runs with Mawson performing multiple straight traversals of 3 different 3m×3m
areas of the Mars Yard and at 3 different speeds. The size of each experimental area was restricted to keep
Mawson within the field of the view of the external depth sensor. Once all the necessary training data were
gathered, the rest of the learning process was conducted off-line. We first performed R-TTE from the point
clouds acquired by the rover’s onboard sensor before traversal, to predict Φ∗rigid. We also performed R-TTE
on the deformed terrain data, i.e. after rover traversal, and computed the curvatures of the estimates to
obtain Tdeform. We then learnt the hyperparameters that described the correlations between Φ∗rigid, Φdeform,
and Tdeform. Once this learning process was complete, during operation the rover estimated Φ∗rigid(s) using
R-TTE, and then performed GP regression using the learnt hyperparameters to determine a continuous
representation of Φ∗deform(s) and T ∗deform.
5.2.2 GP Learning Inputs and Outputs
The training input X of our GP includes Φ∗rigid(s), as defined in Fig. 8(b), and its local curvatures:
X = [φ, φcurv, θ, θcurv, α1, α1curv , α2, α2curv ] . (33)
Similarly to the implementation of R-TTE, this was discretized over 8 equally spaced yaw angles to facilitate
learning with fewer data points. The training target z includes the actual rover configuration Φdeform(s)
and terrain deformation Tdeform:
z = [Φdeform, Tdeform] , (34)
Φdeform =
[
φdeform, θdeform, α1deformα2deform
]
. (35)
Tdeform(s) is the combined planform and platform curvature of the rover configuration on deformed terrain.
To compute Tdeform(s) we first performed R-TTE on the DEM of the deformed terrain, i.e. after rover
traversal, to obtain the rover configurations in a neighbourhood of the location s. Second, we calculated its
local curvatures using Eqs. (22) to (25):
Tdeform = [φcurv, θcurv, α1curv , α2curv ]deform . (36)
5.3 Experimental Validation
We validated the ability of the algorithm to anticipate terrain deformation and predict rover configuration
in deformable terrain. In particular, we conducted experiments on terrain with rock piles of varying height
and shapes, as well as various slopes, to evaluate the performance of the algorithm in terms of estimation
accuracy. During rover traversals, the simulated regolith in the Mars Yard exhibited sinkage up to 4cm.
However, in these experiments we focused on terrain deformation caused by moving rock piles, rather than
sinkage on soft soil that appears flat, since the latter situations could not be anticipated consistently by the
rover’s exteroception. In addition to other smaller rock obstacles, we placed rock piles of different heights
(5cm and 10cm) and base diameters (15cm and 20cm). We also evaluated the performance of the proposed
approach under different operating speeds, and analyzed the learning rate of the algorithm.
In each case, we compared the R2D-TTE estimates with ground truth of rover configuration and terrain
deformation. The ground truth of rover configuration was obtained from the Intersense sensor. The ground
truth of terrain deformation was obtained using the external depth sensor (Xtion sensor).
Unless specified otherwise, in this section the GP hyperparameters were trained over 2500 training points
(this was chosen based on the analysis in Sec. 5.3.4). The cross-validation was then performed using a
distinct set of 2000 points. In both cases we used 6 latent functions in the GP regression. Note that we
operated Mawson at 0.75m/s throughout the experiments in this section to maintain consistent experimental
conditions with the exception of Sec. 5.3.3. As in the training stage, the rover performed straight traversals
of the terrain.
5.3.1 Accuracy of R2D-TTE
An example of GP regression results for roll φ and pitch θ can be seen in Fig. 19. This corresponds to a
distance of approximately 27m traveled by Mawson. The estimates obtained using R2D-TTE, by learning
correlations between exteroceptive and actual rover experience, remain close to the ground truth compared
with the large errors made by R-TTE, which did not account for the effects of terrain deformation.
By accounting for the effects of terrain deformation in the process of estimation, we achieved significant
improvements over an estimation process that assumes the terrain to be rigid, as seen in Fig. 20(a). Φ∗deform,
predicted using R2D-TTE, can be seen to have much lower RMSE and uncertainty than Φ∗rigid, which was
predicted using R-TTE (Kin-GPRC). By exploiting the correlations between Φ∗rigid and Φdeform, R2D-TTE
is able to anticipate the effects of terrain deformation that were not accounted for in R-TTE. The improved
accuracy in rover configuration prediction obtained using R2D-TTE over R-TTE was about 8◦ (RMS),
which is approximately 70% and 30% of the range of pitch and roll angles experienced by the rover in the
experiments.
5.3.2 Impact of Terrain Deformation Magnitude
We compared the errors in predicting Φ∗deform over areas with different magnitudes of terrain deformation.
In our experiments, Mawson experienced terrain deformations of up to approximately ∆h = 12cm, where
∆h is the difference of terrain elevation observed before and after rover traversal. Note that we performed
the experiments within the limits of the rover’s capabilities to ensure platform safety. As such, we performed
traversals over obstacles no higher than 10cm, which is the size of Mawson’s wheel (see Sec. 4.2.2).
Fig. 20(b) shows the RMSE of Φ∗deform for different terrain deformation magnitudes, separated into three
categories: ∆h ≤ 5cm, 5cm < ∆h < 10cm, and ∆h ≥ 10cm. It can be seen that the error in Φ∗deform is
similar over the range of terrain deformation magnitudes tested, which suggests that the algorithm is able
to account for terrain deformation of different magnitudes. Note that the uncertainty slightly increases as
the terrain deformation magnitude increases. This is because it is more difficult to predict accurately effects
of large terrain deformations.
To explore the effects of terrain characteristics encountered during operation that may be outside the bounds
experienced during training, we predicted Φ∗deform over an area with terrain deformation of larger magnitude
than that experienced during training, using training data collected in areas where ∆h ≤ 5cm. The rover
configuration prediction errors in this scenario are illustrated in Fig. 21. It can be seen that the errors in
the R2D-TTE estimates are larger than those in Fig. 19, where the training data included scenarios with
comparable terrain deformation magnitude. Without sufficient learning data acquired in scenarios with high
magnitudes of terrain deformation, the system will often underestimate the rover configuration in these
situations. However, the associated uncertainties account for such cases and the resulting error still lies
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Figure 19: GP regression results for predicting roll φ (a) and pitch θ (b) over 27m traveled by Mawson.
Gray shade indicates the uncertainty of the estimates (two standard deviations).
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Figure 20: (a) Rover configuration RMSE obtained using R2D-TTE (in red) compared with R-TTE
(Kin-GPRC, in green). The black vertical bars indicate the uncertainty of the estimates (two standard
deviations). (b) Rover configuration RMSE obtained from GP regression using R2D-TTE with different
terrain deformation magnitudes (∆h).
within 2 standard deviations, indicating that the algorithm was able to make reasonable predictions for
situations significantly different to those experienced in training.
5.3.3 Impact of Rover Speed
The speed of the rover may influence the wheel-terrain interaction. At low speeds, the rover can be assumed
to behave in a pseudo-static manner on the terrain. However, as the speed increases, dynamic effects may
play a more significant role in the interaction. For this study, we operated Mawson at different speeds during
learning and prediction to investigate the impact of rover speed on the traversability estimation accuracy.
We also investigated scenarios where Mawson travels faster than the speed it travelled during training.
We operated Mawson in the Marsyard at 3 different driving speeds (0.5m/s, 0.75m/s, 1m/s) to collect data
for learning and cross-validation. Fig. 22(a) illustrates the estimation error in Φ∗deform obtained when
operating at the same driving speed used during training. It appears that R2D-TTE can predict the rover
configuration more accurately at a driving speed of 1m/s than at lower speeds. We believe this may be
explained by the rover having more difficulty in overcoming terrain hazards at lower speeds, and sometimes
failing to bring the chassis on top of the rocks.
Fig. 22(b) illustrates the estimation errors obtained with Mawson operating at 1m/s, using learning data
obtained when the rover was operating at 0.5m/s and 0.75m/s. These errors are compared with the errors
obtained using learning data collected while operating at 1m/s, i.e. the same speed as in training. The figure
shows that the error is slightly lower in the latter case for the roll and the bogie angles, and significantly
lower for the pitch. We believe that this can be attributed to the range of rover behaviour that were not
experienced during training, such as larger changes in terrain geometry as a result of faster driving speeds.
Thus, we can conclude that the algorithm is partly dependent on the driving speed used during training.
5.3.4 Learning Rate
The learning rate of the algorithm determines the extent at which newly acquired information will affect the
prior belief of the system. As the system obtains new information for learning, we expect the RMSE and
uncertainty of Φ∗deform to decrease. However, as the amount of information (i.e. number of training points)
increases, the amount of time required to train the GP also increases (see Fig. 23). To find a compromise
between the training time and estimation accuracy, we perform a study with the purpose of finding the
minimum number of training points from which the RMSE and uncertainty in Φ∗deform are steady.
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Figure 21: GP regression results for predicting roll φ (a) and pitch θ (b) with larger magnitude of terrain
deformation during operation than during training over 3000 validation points, which translates to about
14m of distance traveled by Mawson. Learning was performed on a subset of the overall data set where
∆h ≤ 5cm. Gray area indicates the uncertainty of the estimates (two standard deviations).
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Figure 22: RMSE obtained with R2D-TTE (a) at different driving speeds (slow=0.5m/s, medium=0.75m/s,
fast=1m/s), and (b) with the rover driving at higher speeds during operation than during training.
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Figure 23: Time required to train the GP in R2D-TTE. Learning was performed on a computer with an
IntelTM Core i7 950 processor and 12 GB of RAM.
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Figure 24: RMSE of rover configuration estimates using R2D-TTE with a varying number of training points.
The black dots show the sum of RMSE of all components of Φ∗deform, with the vertical bars indicating the
sum of uncertainties.
We evaluated the errors in estimating Φ∗deform obtained using a varying number of training points (400
to 3600 with intervals of 200 points). The results can be seen in Fig. 24. To facilitate the comparison of
accuracies and evaluate the system performance over all the outputs combined, we used the sum of the
RMSE of each component of Φ∗deform rather than the error in each of its components individually.
Fig. 24 shows that this sum of RMSE increases when using 400 to 800 training points, when the algorithm
attempts to establish the correlation between Φ∗rigid and Φdeform. As more training points reinforce the
learnt correlation, the combined uncertainty of Φ∗deform decreases from 400 to 1600 training points, and
the sum of RMSE steadily decreases and becomes stable up until 3600 training points, with the exception
of a slight increase at 2000 training points. This may be attributed to destructive training data from
experiments resulting in negative training. The impact of destructive training can also be seen at 2000
training points when the uncertainty increases. With additional positive training data, the impact of the
negative training data is alleviated through reinforcing the correct correlation between Φ∗rigid and Φdeform.
From this evaluation process, we chose to use 2500 training points during learning in this work.
6 Conclusion
Terrain traversability estimation is a crucial requirement for autonomous exploration of planetary rovers,
especially since scientifically interesting sites are often located in challenging terrain. In this paper, we
addressed the problem of accurately predicting the rover’s attitude and chassis configuration in rough and
mostly rocky terrain, in particular from incomplete terrain data and in the presence of terrain deformation.
We presented a data-driven approach that builds stochastic models from experimental data used in a Gaus-
sian Process (GP) regression framework. This method has two main components. First, we learn a kernel
function that describes the spatial correlations between each component of Φrigid, i.e. the rover configuration
assuming the terrain is rigid. This is used to predict a continuous representation from incomplete terrain
data to predict rover configuration in rigid terrain. Second, we refine the initial estimate Φ∗rigid by learning
its correlations with Φdeform, the rover configuration obtained when the effects of terrain deformation are
accounted for. We used the local curvatures of Φ∗rigid and Φ
∗
deform as additional learning inputs in the pro-
posed multi-task GP framework. An extensive experimental validation of both components of the proposed
approach was conducted using a prototype planetary rover that was driven on a Mars-analogue terrain for
learning and testing.
In Sec. 4, we showed that given partially occluded terrain data, our R-TTE method was able to compute
continuous representations of rover configuration, with uncertainty. The estimates of Φ∗rigid using our learnt
kernel function were shown to be more accurate than those obtained using standard kernels. We also
demonstrated that R-TTE was more accurate than the alternative approach considered in this paper, which
consists in applying state-of-the-art regression on terrain data and computing rover configuration using
kinematic modelling (GPTG-Kin). During experimental validation, rover configuration estimated using our
R-TTE method demonstrated an improvement of 5◦ over GPTG-Kin, which corresponded to 50% and 33%
of the range of rover pitch and roll angles experienced by the rover during experiments, respectively.
In Sec. 5, we showed that by refining the initial Φ∗rigid estimate using the proposed method R2D-TTE, we
obtained significantly more accurate estimates of Φ∗deform compared with state-of-the-art techniques that
do not explicitly consider the effects of terrain deformation. During experimental validation, the R2D-TTE
method demonstrated an improvement in estimation accuracy of up to 8◦ over our R-TTE method, which
corresponded to 70% and 30% of the range of rover pitch and roll angles experienced by the rover in the
experiments, respectively. To find a compromise between the amount of training data required and estimation
accuracy, we evaluated a suitable number of training points to be used during learning.
In this work, we showed that the algorithm is able to account for terrain deformation of different magnitudes.
In addition, we were able to accurately predict the rover configuration in deformable terrain in a large range
of scenarios, using terrain geometric information only. However, this may not be sufficient in some situations,
which may require additional information such as color or texture, e.g. invisible traversability hazards such
as sand traps in terrain that appears flat. For example, in 2005, at Sol 446, the Mars Exploration Rover
(MER) Opportunity was immobilized in terrain that had very similar geometry to the terrain it had been
traversing for weeks with no difficulty (Maimone et al., 2007). In addition, piles of rocks in the Mars Yard
that are geometrically similar can invoke different responses (i.e. moving rocks and non-moving rocks) from
the rover chassis. This is a shortcoming of the proposed approach as it results in negative training in the
dataset for geometrically similar rocks. This is currently mitigated by manually removing such data points
in the training dataset. Therefore, in future work, we will consider including other modes of sensor data to
address the above problems.
The experiments in the paper illustrated that the rover response may vary with the driving speed. In
particular, if the speed of the rover during operation is different from the speed during learning, the estimation
becomes less accurate. In addition, during both training and estimation, we only considered scenarios where
the rover is driving straight. Therefore, in future work we will consider adding new inputs to the framework,
including the rover motion primitives, such as crabbing and rotation on the spot, and the driving speed.
Another area of future work is to integrate the existing system with relevant modules required for rover
autonomy, such as path planning and following. This paper proposed an approach that provides a posterior
distribution of the rover configuration estimate, and a stochastic path planner and follower, such as in (Bry
and Roy, 2011) and (Peynot et al., 2014), can utilise this information to better predict the rover mobility
and to plan appropriate paths with a more holistic view of terrain traversability, in particular in the presence
of deformable terrain. The improvements of the system can then be evaluated with respect to the rover’s
ability to follow a path accurately or to reach a goal point reliably, thereby contributing towards safer and
more robust robotics exploration missions.
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