Abstract. This paper studies the large time behavior of solution for a class of nonlinear massless Dirac equations in R 1+1 . It is shown that the solution will tend to travelling wave solution when time tends to infinity.
Introduction
We are concerned with the large time behavior of solution for the nonlinear Dirac equations
with initial data (u, v)| t=0 = (u 0 (x), v 0 (x)), (1.2) where (t, x) ∈ R 2 , (u, v) ∈ C 2 . The nonlinear terms take the following form
where α, β ∈ R 1 and u, v are complex conjugate of u and v. (1.1) is called Thirring equation for α = 1 and β = 0, while it is called Gross-Neveu equation for α = 0 and β = 1/4; see for instance [8, 12, 15] .
There are many works devoted to study the Cauchy problem for nonlinear Dirac equations, see for example [2] [3] [4] [5] [6] [7] 9, 10, [12] [13] [14] 16] and the references therein. The survey of well-posedness and stability results for nonlinear Dirac equations in one dimension is given in [12] . Recently, the global existence of solutions in L 2 for Thirring model has been established by Candy in [4] , while the wellposedness for solutions with low regularity for Gross-Neveu model has been obtained in Huh and Moon [11] , and in Zhang and Zhao [17] .
Our aim is to establish the large time behaviour of solution to (1.1) and (1.2). Similar to [1] , it is shown that the solution will tend to travelling wave solution when time tends to infinity. The main results are stated as follows.
, there hold that,
where
and
Moreover, we have 6) and lim
Here the strong solution to (1.1) and (1.2) is defined in following sense.
for any T > 0.
Remark 1.1. For any sequence of classical solutions (u (n) , v (n) ) given as in Definition 1.1, it has been shown in [17] that for any T > 0, there holds the following, lim
The remaining of the paper is organized as follows. In Section 2 we first recall Huh's result on the global well-posedness in C([0, ∞); H s (R 1 )) for s > 1/2 for (1.1). Then we use the characteristic method to establish asymptotic estimates on the global classical solutions and prove Theorem 1.1. In section 3 we prove Theorem 1.2 for the case of strong solution.
Asymptotic estimates on the global classical solutions
The global existence of the solution in C([0, +∞);
has been obtained by Huh in [10] . We consider the smooth solution (u, v) ∈ C 1 (R 1 × [0, ∞)) to (1.1) and (1.2) in this section. Multiplying the first equation of (1.1) by u and the second equation by v gives (|u|
which, together with the structure of nonlinear terms, leads to the following,
Now we consider the solution (u, v) in the triangle domain. For any a, b ∈ R 1 with a < b and for any t 0 ≥ 0, we denote
and t = t 0 . The vertices of ∆(a, b, t 0 ) are (a, t 0 ), (b, t 0 ) and (
, there holds that
Proof. As in Huh [10] , we can get the result by taking the integration of (2.2) over the domain
The proof is complete.
A special example of Lemma 2.1 is the following estimate on the domain ∆(x 0 − t 0 , x 0 + t 0 , 0) for any x 0 ∈ R 1 and t 0 > 0,
(2.3) With above lemma, we can derive the following pointwise estimates on the triangle via characteristic method. 
Lemma 2.2. Suppose that
Then, taking the integration of the above from 0 to t yields that
which implies the estimate (2.4) on u by (2.3). The estimate (2.5) on v could be derived in the same way.
Lemma 2.3. There exists a constant C > 0, such that for any t ≥ 0, it holds
Proof. By Lemma 2.2, we have
for some constant C > 0. Then
The inequality for F 2 could be proved in the same way. The proof is complete.
Lemma 2.4. There hold that
and lim
Proof. By Lemma 2.3, we have
Since sup
then the first inequality follows by Lebesgue's dominant convergence Theorem. The second inequality could be proved in the same way. The proof is complete.
, then it holds
Proof. In fact, we have
, where
Then the desired result follows by Riemann-Lebesgue Lemma. The proof is complete.
Proof of Theorem 1.1. First we use the characteristic method to derive the following,
where G 1 (x − t) is given by Theorem 1.1, and
for some constant C * > 0. Then the asymptotic estimate (1.4) for u follows by Lemma 2.4, and the estimate (1.5) for v could be derived in the same way. Now to prove (1.6) and (1.7), we need to estimate the remainder term in (2.6) in L ∞ . We first use Lemma 2.5 to derive that for any ε > 0, there is a M < 0 depending on the ε and a constant C > 0 such that
which, together with Lemma 2.2, leads to the following,
On the other hand, we can obtain
Therefore, with the above estimates, we have lim sup
for any ε > 0, which yields
Then it holds that
The estimate (1.7) on v could be proved in the same way. The proof is complete.
The case of strong solution
Due to [17] , for the strong
, there is a sequence of smooth solutions, (u (k) , v (k) ) of (1.1), satisfying the following,
Lemma 3.1. There hold that
Proof. Let (u
Then by Lemma 2.3, we can obtain Together with (3.1) and (3.4) , it implies that for any ε > 0, there exists a constant K > 0 such that
Therefore, we have lim sup
which yields the convergence result for F 
There exists a pair of functions
Proof. For simplicity, let
etc. By Lemma 3.2, for any t < ∞, we can obtain
Then, from (3.1)-(3.3), it follows that
Therefore, for any t < ∞, we have lim sup
Taking t → ∞ in last inequality, it follows from Lemma 3.1 that
Then we can find a function
The result on G k 2 could be proved in the same way. The proof is complete. Proof of Theorem 1.2. We use the notations in the proof of Lemma 3.1 and Lemma 3.3.
For smooth solutions (u (k) , v (k) ), we have
Then by (3.1) and Lemma 3.3, we can obtain
0 (x − t) − G where g 1 is given by Lemma 3.3. Therefore, by (3.1), Lemma 3.1 and Lemma 3.3, we can prove (1.8). (1.9) could be proved in the same way. The proof is complete.
