Introduction
With power systems growth and the increase in their complexity, many factors have become influential to the electric power generation and consumption (load management, energy exchange, spot pricing, independent power producers, non-conventional energy, generation units, etc.). Therefore, the forecasting process has become even more complex, and more accurate forecasts are needed. The relationship between the load and its exogenous factors is complex and non-linear, making it quite difficult to model through conventional techniques, such as time series and linear regression analysis. Besides not giving the required precision, most of the traditional techniques are not robust enough. They fail to give accurate forecasts when quick weather changes occur. Other problems include noise immunity, portability and maintenance [7] .
Neural networks (NNs) have succeeded in several power system problems, such as planning, control, analysis, protection, design, load forecasting, security analysis, and fault diagnosis. The last three are the most popular [ll] . The NN ability in mapping complex non-linear relationships is responsible for the growing number of its application to the short-term load forecasting (STLF) [8, 1, 10, 121 . Several electric utilities over the world have been applying NNs for load forecasting in an experimental or operational basis [7, 11, 11. So far, the great majority of proposals on the application of NNs to STLF use the multilayer perceptron trained with error backpropagation. Besides the high computational burden for supervised training, multilayer perceptrons do not have a good ability to detect data outside the domain of the training data. The Kohonen's self-organizing map has been proposed to overcome these shortcomings [2] . However, the Kohonen's self-organizing map does not work appropriately for regression problems, because it does not preserve the functionality of the regression surface [6] . This paper introduces an extension of the original self-organizing map to STLF. It has been applied to load data extracted from a Brazilian electric utility. In the next sections, we introduce the model, the experiment, evaluate the results, and draw some conclusions.
Representation for the sequences
The input data in the experiment consists of sequences of load data. Seven neural input units are used in the representation. The first unit represents the load at the current hour. The second, the load at the hour immediately before. The third, fourth and fifth units represent respectively the load at twentyfour hours behind, at one week behind, and at one week and twenty-four hours behind the hour whose load is t o be predicted. The sixth and seventh units represent a trigonometric coding for the hour to be forecast, i.e., sin(27r.hozlr/24) and cos(27r.hour/24). Each unit receives real values. The load data is normalized, varying therefore, from zero t o one.
The model
The model is made up of two self-organizing maps Its features, perfor-(SOMs), as shown in figure 1 . mance, and potential are better evaluated in [4, 5, 31.
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is the distance in the map between the unit i and the winning unit i*(t). The distance @ ( i f , i " ) between any two units i ' and i" in the map is calculated according to the maximum norm, The input layer has m units, one for each component of the input vector V ( t ) , and a time integrator. The activation X ( t ) of the units in the input layer is given by
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where (P, c') and (l",cf') are the coordinates of the units i' and 2' respectively in the map.
The input to the top SOM is determined by the distances @(i,i*(t)) of the n units in the map of the bottom SOM. The input is thus a sequence in time of n-dimensional vectors, S z = A(@(Z,Z*(l))),
where A is a n-dimensional transfer function on a ndimensional space domain. A is defined as The experiment was on the prediction, once every hour, of electric load during the next 24 hours. The prediction was based on associations between known load data and the output units in the map of the top SOM. The input data consisted of load data extracted from a Brazilian utility. The data was represented according to the representation presented in section 2.
The training of the two SOMs of the model took place in two phases -coarse-mapping and fine-tuning. In the coarse-mapping phase, the learning sate and the radius of the neighbourhood were reduced linearly whereas in the fine-tuning phase, they were kept constant. The bottom and top SOMs were tested and trained respectively with map sizes of 15x15 in 700 epochs, and 18x18 in 850 epochs. The initial weights were given randomly to both SOMs.
The experiment comprised six studies. In each study, one neural network was trained t o hourly predict the load of a day of the week. The neural networks of the first and fourth studies were required to predict the load of Fridays. The neural networks of the second and fifth studies were to predict the load of Mondays, and the networks of the third and sixth studies predicted the load of Tuesdays. It was used low values for decay rates -0.4 and 0.7 for the bottom and top SOMs respectively -in the first three studies. In the last ones, it was used medium values -0.5 and 0.8 for the bottom and top SOMs. The results are very promising. The model displayed better performance for a few steps ahead forecasting in the first three studies. In the last ones, the performance of the proposed model was better for several steps ahead. This behaviour did not oppose our expectations. Low decay rates reduce the memory size for past events [4] , and that seems to be critical to predictions on large time horizons. On the contrary, medium decay rates extend the memory size for past events [4] , and consequently, yield more accurate predictions on large horizons. As a side effect, however, in the predictions of the first hours of a day, medium decay rates led the model to take a.lso into consideration the load from the last hours of the day immediately before, which in general shares little similarity with that of the day in question. More investigation on the effects of time integration is needed in order to produce a better adaptability.
It is possible the situation in which one unit in the grid which has not responded to any load pattern during the training phase be requested to respond to a particular one during the prediction phase. We set then this particular unit to represent the load given by the weighted mean of the loads represented by the units in its neighbourhood. The occurrence of this situation was rare, though not irrelevant. We are still working on a better strategy to improve the results whenever it arises.
As alluded above, continuous load data was employed as input in all studies. Yet, this data should have been refined to include just the pertinent data in each study. For instance, to hourly predict the load on a specific Monday, continuous loa,d data including that of all days of the week was employed. Thus, the neural model was trained with irrelevant data once load patterns usually vary considerably from one day to the next. We believe that the refinement of the input data will improve the overall performance of the model in future studies.
Conclusion
A novel artificial neural model for sequence classification and prediction is presented. The model has a topology made up of two self-organizing map networks, one on top of the other. It encodes and manipulates context information effectively.
The results obtained have shown that the artificial neural model was able to perform efficiently the prediction of the electric load in both short and long forecasting horizons. We intend to do further research on the model, and study carefully the effects of the time integrators on the predictions.
