Abstract-This work establishes the exact exponent for the soft-covering phenomenon of a memoryless channel under the total variation metric. The exponent, established herein, is a strict improvement (in both directions) on bounds found in the literature. This complements the recent literature establishing the exact exponent under the relative entropy metric; however, the proof techniques have significant differences, neither bound trivially implies the other.
I. INTRODUCTION
The soft-covering lemma is a strong and useful tool commonly used for proving achievability results for information theoretic security, resolvability, channel synthesis and lossy source coding. The roots of the soft-covering concept originate back to Wyner [1, Theorem 6.3] where he developed this tool with the aim of proving achievability in his work on the common information of two random variables.
The soft-covering lemma states that given a stationary memoryless channel P Y n |X n with stationary memoryless input distribution P X n yielding an output distribution P Y n , the distribution P Y n |C n M induced by instead selecting a sequence X n at random from a codebook C n M and passing it through the channel, see Definition 12, will be a good approximation of the output distribution P Y n in the limit as n goes to infinity so long as the codebook is of size M greater than exp(nR) where R is greater than the single-shot mutual information between the input and output, i.e., R > I(P X , P Y |X ). In fact, the aforementioned codebook C n M can be chosen quite carelessly by drawing each sequence independently from P X n .
In the literature, various versions of the soft-covering lemma use various distinctness measures on distributions (commonly relative entropy or total variation distance) and claim that the distance between the induced distribution P Y n |C n M and the desired distribution P Y n vanishes in expectation over the random selection of the codebook C n M . Regarding the most notable contributions, [2] studies the fundamental limits of soft-covering under the name of "resolvability", [3] develops the lemma calling it a "cloud mixing" lemma, [4] provides achievable rates of exponential convergence, [5] improves the exponent and extends the framework, [6] and [7, Chapter 16] refer to soft-covering simply as "covering" in the quantum context, [8] refers to it as a "sampling lemma" and points out that it holds for the stronger metric of relative entropy, [9] gives a direct proof of the relative entropy result, and [10] and [11] move away from expected value analysis and show that a random codebook achieves soft-covering phenomenon with a doubly exponentially high probability under the relative entropy measure and total variation distance, respectively.
The motivation of this work is to complement the results of Parizi et al. [12] , and Yu and Tan [13] , where they pin down the exact soft-covering exponent in the expected value analysis of the relative entropy, and of the Rényi divergence of order α ∈ (0, 1) ∪ (1, 2) between the induced distribution P Y n |C n M and the desired distribution P Y n , respectively. In this paper, we first highlight that the total variation distance between the induced distribution P Y n |C n M and the desired distribution P Y n concentrates to its expected value with doubly exponential certainty [14, Theorem 31], a property which is neither satisfied by relative entropy nor by the Rényi divergence between the induced and desired distributions. The main result of this paper, stated in Theorem 1, provides the exact soft-covering exponent for the expected value of the total variation distance between the two. The exponent for soft-covering, established in this work, provides an improved lower bound on the exponent for resolvability. It may be the case that an optimized codebook achieves a better exponent, even though this work provides the exact exponent (both upper and lower bounds) for a random codebook.
In the remainder of this paper, Section II establishes the basic notation and definitions adopted throughout, and Section III highlights [14, Theorem 31] , and states the main result, namely, the exact soft-covering exponent, along with a number of remarks. Finally, Section IV proves the achievability direction of the main result.
Omitted because of the space constraint, proof for the converse direction along with an alternative representation of the exact soft-covering exponent and comparisons with previously known exponents can be found in the full version of this paper [15] .
II. NOTATION AND DEFINITIONS
This section introduces the basic notation as well as several definitions and properties to be used in the sequel.
Given a finite alphabet X , let P(X ) denote the set of all distributions defined on it. For a random variable X on X , a central measure in information theory, namely the amount of information provided by x ∈ X , is defined as follows.
If one considers the average of ı PX (X), the random information provided by X, this gives rise to the definition of the most famous information theoretic quantity, entropy, which is defined next.
Definition 2. Entropy. The entropy of a discrete random variable X ∼ P X ∈ P(X ) is the average information provided by X, that is
When the distribution of the discrete random variable X is clear from the context, it is customary to denote its entropy by H(X). Given (X, Y ) ∼ P X|Y P Y the average entropy remaining in X when given Y is measured by conditional entropy which is defined as follows.
Given two random variables X and X on the same alphabet X , the information provided by the event X = x relative to the information provided by X = x is captured by relative information, whose definition is given below. Definition 4. Relative Information. Let P X and Q X be two distributions in P(X ), the relative information in x ∈ X according to (P X , Q X ) is
Although it neither satisfies symmetry nor the triangular inequality, widely used in probability theory, statistical inference, and physics, the expectation of the random variable ı PX QX (X) when X ∼ P X is a non-negative measure of distinctness between P X and Q X . This expectation is relative entropy, defined as follows.
Definition 5. Relative Entropy. Suppose P X and Q X are two distributions in P(X ) such that P X is absolutely continuous with respect to Q X , i.e., P X ≪ Q X . The relative entropy between P X and Q X is
where
Several key properties of the relative entropy, including but not limited to its non-negativity and convexity, can be found in standard information theory books such as [16] , [17] .
A conditional version of the relative entropy is defined as follows.
Definition 6. Conditional Relative Entropy. Let P Y ∈ P(Y) and suppose that P X|Y : Y → X and Q X|Y : Y → X are two conditional distributions on the finite alphabet X . The conditional relative entropy between P X|Y and Q X|Y given Y ∼ P Y is defined as
As mentioned above, since D(P X Q X ) does not satisfy all of the metric axioms, it is not a proper measure of distance between P X and Q X in the topological sense. One such metric that measures topological distance between two distributions P X and Q X is total variation distance. Definition 7. Total Variation Distance. Suppose P X and Q X are two distributions in P(X ), the total variation distance 2 (or ℓ 1 -distance) between P X and Q X is
Letting X and Y denote finite input and output alphabets, respectively, and using the standard notation a n = (a 1 , . . . , a n )
2 Also known as variational distance. Note that our definition in (7) does not have the normalization factor, and for this reason, given P X , Q X ∈ P(X ), we have 0 ≤ P X − Q X 1 ≤ 2. The results of this work do not change if the normalization factor is included.
to denote an n-dimensional array, a stationary discrete memoryless channel is defined through the sequence of random transformations as follows. 
such that
where for each i, P Yi|Xi = P Y |X .
If the input and the output of the stationary discrete memoryless channel are independent from each other, i.e., P Y n |X n = P Y n , then we call this channel a degenerate channel as it is impossible to communicate a meaningful message through it.
Assume that P X ∈ P(X ), the product distribution P X n ∈ P(X n ) denotes its independent identically distributed (i.i.d.) extension, i.e.,
where X i are i.i.d. according to P X . If we input an n-shot stationary discrete memoryless channel P Y n |X n with X n ∼ P X n , then at the output we get Y n ∼ P Y n where
In what follows, we occasionally make use of the notation
to indicate that the n-shot channel P Y n |X n : X n → Y n is inputted with a random variable X n whose distribution is P X n and the resulting random variable Y n at the output of the channel has distribution P Y n = x n ∈X n P X n (x n )P Y n |X n (·|x n ). Indeed, P X n → P Y n |X n → P Y n also defines a joint distribution P X n Y n = P X n P Y n |X n , and furthermore, it allows us to define a key quantity in information theory, namely the information density.
Granted that the correlation between X ∼ P X and Y ∼ P Y is through P X → P Y |X → P Y , the expected value of the random variable ı X;Y (X; Y ) is a measure of dependency between X and Y which gives rise to the definition of mutual information.
The heart of the proof in channel coding theorem, i.i.d. random codebook ensemble can be defined as follows. ) where X n j are independently drawn from P X n for each j ∈ {1, . . . , M }.
We call the random variable P Y n |C n M the induced output distribution when a uniformly chosen codeword from C n M is transmitted, which is defined next.
be the random codebook defined as in (15) , then P Y n |C n M denotes the induced output distribution when a uniformly chosen codeword from C n M is transmitted through P Y n |X n . In other words,
where X n j ∼ P X n for each j ∈ {1, . . . , M }. Oftentimes, it is combinatorially convenient to treat the sequences with identical empirical distributions on an equal footing. Given a sequence x n ∈ X n , its empirical distribution is called an n-type which we define as follows.
Definition 13. n-Type. For any positive integer n, a probability distribution QX ∈ P(X ) is called an n-type if for any x ∈ X
and the set of all n-types is denoted by P n (X ) ⊂ P(X ).
Note that, see, e.g., [17, Problem 2.1], the exact number of n-
which grows polynomially with n. Since n-types play a significant role in our proofs, from this point onward, we reserve the overbar random variable notation for n-types. That is, for example,X ∼ QX denotes a random variable whose distribution is an n-type QX ∈ P n (X ). Similarly, (X,Ȳ ) ∼ QXȲ denotes a random variable whose distribution is a joint n-type QXȲ ∈ P n (X × Y).
It is easy to see that given a sequence x n = (x 1 , . . . , x n ) ∈ X n of block-length n, its empirical distribution defines an n-type QX ∈ P n (X ) as
Conversely, given an n-type QX ∈ P n (X ), one can find a sequence x n ∈ X whose empirical distribution is QX . This gives rise to the following definition. Definition 14. Type Class. Given an n-type QX ∈ P n (X ), the subset T n QX ⊂ X n is called the the type class of QX , and it denotes the set of all x n ∈ X n whose empirical distribution is QX .
III. EXACT SOFT-COVERING EXPONENT
We begin by citing [14, Theorem 31] which establishes that the total variation distance between the induced output distribution P Y n |C n M and the desired output distribution P Y n , in contrast to the relative entropy or the Rényi divergence between the two, has a concentration property. As the block-length n increases, the total variation distance between these two distributions (a random quantity, due to the randomness of the codebook) concentrates tightly to its exponentially vanishing expected value with doubleexponential certainty. Lemma 1. Suppose P X n → P Y n |X n → P Y n and denote by P Y n |C n M (y n ) the induced output distribution when a uniformly chosen codeword from the random codebook C n M is transmitted through the channel P Y n |X n , see Definitions 11 and 12. Then, for any t > 0,
The main result of this paper, stated in Theorem 1, gives the exact asymptotic exponential decay rate of the expected total variation distance between the induced distribution P Y n |C n M and the desired output distribution P Y n . Theorem 1. Exact Soft-Covering Exponent. Suppose P X n → P Y n |X n → P Y n , where the n-shot stationary memoryless channel P Y n |X n is non-degenerate, i.e., P Y n |X n = P Y n . For any R > I(P X , P Y |X ), let M = ⌈exp(nR)⌉, and denote by P Y n |C n M (y n ) the induced output distribution when a uniformly chosen codeword from the random codebook C n M is transmitted through the channel, see Definitions 11 and 12. Then, Remark 2. Considering the rate R of the random codebook C n M and replacing M ← ⌈exp(nR)⌉ in (19), Lemma 1 can be interpreted as follows: the random variable P Y n |C n M − P Y n 1 concentrates around its mean doubly exponentially fast in blocklength n.
Remark 3. In order to provide a better presentation, the proof of Theorem 1 is divided into two parts. In proving the achievability direction in (20) , see Section IV below, the key steps are the use of the type method and an upper bound on the absolute mean deviation of a binomial distribution in terms of its mean and standard deviation. To prove the converse direction, on the other hand, the biggest problem turns out to be dealing with the weakly dependent binomial random variables. To solve this weak dependence puzzle, first, the codebook size M is treated as if it were a Poisson distributed random variable with mean µ n = exp(nR). This surplus assumption on the codebook size grants the desired independence property and provides the gateway to prove the pseudo-converse in the case when M is Poisson distributed. Then, to prove the converse to the original problem where M is deterministically equals to ⌈exp(nR)⌉, the extra Poisson assumption is removed by conditioning on M = ⌈exp(nR)⌉ and the result provided by Lemma 1 is enjoyed, see [15] for the details of the converse proof.
Remark 4. The result of Theorem 1 can alternatively be interpreted as the exact random coding exponent for resolvability.
Remark 5. In the degenerate channel case, i.e., when channel input and output are independent from each other, we have
In an allegorical spirit, one can say that the exact soft-covering exponent is ∞ in this case. Although, it should be noted that (20) becomes inconclusive. A similar discontinuity occurs in the case when the 2018 IEEE International Symposium on Information Theory (ISIT) distinctness measure is relative entropy instead of total variation distance [12] .
Remark 6. As shown in [15] , it is possible to represent the exponent by the dual of the optimization in (20) . That is,
where (X, Y ) ∼ P X P Y |X .
Remark 7. As it is evident from the converse proof, see [15] ,
is the best possible achievable soft-covering exponent. Omitted due to space constraint, the full version of this paper [15] proves that α(R, P X , P Y |X ) provides an upper bound to the previously known achievable exponents in [4, Theorem 6] , and [5, Lemma VII.9].
Remark 8. Parizi et al. [12] provide the exact random coding exponent for resolvability when the relative entropy rather than total variation is used as the measure of distinctness. While Pinsker's inequality immediately implies that the half of the exponent in [12] is an achievable soft-covering exponent, as shown in [15] , α(R, P X , P Y |X ) is greater.
where D λ (P Q) denotes the Rényi divergence (see, e.g., [19] ) of order λ between P and Q. As a consequence of (22) and (23),
≤ max
Remark 10. In light of (24) and (25), the monotonicity of Rényi divergence in its order [19, Theorem 3] implies
which means that for a high enough rate R, the soft-covering exponent is approximately R/2.
IV. PROOF OF THE ACHIEVABILITY IN THEOREM 1
This section establishes
Inspired by [12] , given y n ∈ Y n , let
Note that L C n M (y n ) is a random variable as it depends on the random codebook C n M , and it is easy to see that
Suppose y n ∈ Y n , and let the conditional type QX |Ȳ of x n ∈ X n given y n be defined such that the joint type QXȲ of the sequence (x n , y n ) satisfies
where QȲ denotes the type of y n . Define P n (X |y n ) to be the set of all conditional types QX |Ȳ given y n , and given QX |Ȳ ∈ P n (X |y n ) let T n QX |Ȳ (y n ) denote the set of sequences x n ∈ X n having conditional type QX |Ȳ given y n . Note that y n ∈ Y n and QX |Ȳ ∈ P n (X |y n ) together induce a joint type QXȲ via the relation in (31).
Since P Y n |X n (y n |x n ), and P Y n (y n ) depend on (x n , y n ) only through its joint type, using type enumeration method [20] , [21] , one can write
for somex n ∈ T n QX |Ȳ (y n ), and the random variable
denotes the number of random codewords in C n M which have conditional type QX |Ȳ given y n . Since C n M contains M independent codewords, it follows that N QX |Ȳ (y n ) is a binomial random variable with cluster size M and the success probability
For the remainder of this paper, it is crucial to note that both l QX |Ȳ (y n ) and p QX |Ȳ (y n ) depend on y n only through its type. Given y n and QX |Ȳ ∈ P n (X |y n ), define
and observe that
where in (39) the inner summation runs over all conditional types given y n , namely P n (X |y n ), and it follows from the definitions of L C n M (y n ) and Z QX |Ȳ (y n ), see (32) and (36), respectively, and the sub-additive property of absolute value; (40) follows because, thanks to triangle and Jensen's inequalities, we can upper bound the absolute mean deviation of a non-negative random variable both by twice its mean and by its standard deviation; (41) follows because terms inside the outer summation depend on y n only through its type, and for a function K : Y n → R such that K(y n ) depends on y n only through its type we have
Note that in the right of (41) the outer summation is over P n (Y) and given QȲ ∈ P n (Y), the random variableȲ is distributed according to QȲ , and y n QȲ is an element whose type is QȲ , i.e., y n QȲ ∈ T n QȲ . It follows from (43) that 
with (X, Y ) ∼ P X P Y |X and (X,Ȳ ) ∼ QX |Ȳ QȲ in (50)-(53); finally in (48) minimization is over all joint distributions, namely P(X × Y), and equality follows from the facts that both D(Q XY P XY ) and D(Q XY P X Q Y ) are continuous functions over P(X × Y), and P ∞ (X × Y) is dense in P(X × Y).
Remark 11. It should be noted that the key step of the achievability proof is the bound in (40). In that step, the mean and the standard deviation of each of the random variables Z QX |Ȳ are directly used as the upper bound for each conditional type QX |Ȳ in P n (X |y n ). In previous soft-covering exponent analysis, see [4] , [5] , the set of the conditional types P n (X |y n ) is first partitioned into two sets containing the so-called typical and atypical conditional types according to a threshold on l QX |Ȳ (y n ). Then, the standard deviation bound is applied on the typical set whereas the mean bound is applied on the atypical one. Although this "partition by joint probability first, bound later" technique is also espoused in the exact exponent analysis of the relative entropy and Rényi divergence variants of the softcovering lemma, see [12] , [13] , it turns out to be a suboptimal method in the total variation distance version.
Remark 12. Thanks to the analysis on the absolute mean deviation of binomial distribution provided in [22, Theorem 1] , the mean and standard deviation bound applied in (40) can be shown to be tight.
Remark 13. The proof of the converse in Theorem 1 along with a more detailed version of the achievability proof containing more elaborate explanations can be found in [15] .
