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r  é  s  u  m  é
La  loi  de  l’appariement  (Herrnstein,  1961)  est le  modèle  le  plus
important  au  sein  de  l’analyse  expérimentale  du  comportement
(Forget,  Donais,  &  Giroux,  2001  ; Mazur,  2006).  L’objectif  de  la
présente  étude  est  de  donner  un  aperc¸ u synthétique  et  critique
quant  à  ses  développements.  En  conservant  un regard  historique,
l’étude décrit  les  versions  de  la  loi  de  l’appariement  et leurs  impli-
cations  de  1950  à aujourd’hui.  Les  cinq  versions  sont la  loi  stricte
de  l’appariement,  la  loi  quantitative  de l’effet  (Herrnstein,  1970),
la  loi  généralisée  de  l’appariement  (Baum,  1974b),  la  loi moderne
de  l’appariement  (McDowell,  2005)  et  de  la  concaténation  de  la loi
généralisée  de  l’appariement  (Rachlin,  1971).  Les  développements
théoriques  sont  ensuite  abordés  : le débat  entre  l’amélioration
locale  (Herrnstein,  1997)  et la maximisation  molaire  (Rachlin,
Green, Kagel,  &  Battalio,  1976)  est  exposé.  L’article  met  l’accent  sur
les  enjeux  contemporains,  les  limites  des  modèles  et  leurs  contri-
butions.  Bien  que la  loi de  l’appariement  s’avère  extensivement
étudiée,  beaucoup  d’expérimentations  sont  encore  nécessaires  et
seules  les  études  futures  permettront  de répondre  aux questions
demeurées  ouvertes.
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a  b  s  t  r  a  c  t
The  matching  law  (Herrnstein,  1961)  is  the most  important  model
within  the  experimental  analysis  of behavior  (Forget,  Donais,  &
Giroux,  2001;  Mazur,  2006).  The  purpose  of  the current  study  is
to  critically  and  synthetically  present  the model’s  developments.
Through  an  historic  perspective,  the  study  describes  the  versions
of  the  matching  law  and  their  theoretical  implications  since  the
1950s.  The  ﬁve  discussed  versions  are  the  strict  matching  law,  the
quantitative  law  of effect  (Herrnstein,  1970),  the generalized  mat-
ching  law  (Baum,  1974b),  the modern  matching  law  (McDowell,
2005) and  the cantatonic  generalized  matching  law  (Rachlin,  1971).
The  theoretical  and  empirical  status  of  each  version  is discussed.
Thereafter, theoretical  developments  such  as the  debate  between
molar  maximization  (Rachlin,  Green,  Kagel,  & Battalio,  1976)  and
melioration  (Herrnstein,  1997)  and  computational  models  are  ana-
lyzed.  Limits  of the  generalized  matching  law,  the  most  used  model
in  the  ﬁelds,  and  perspectives  for future  studies  are  discussed.  Even
though  the matching  law  is extensively  studied,  much  is left  to
experiment.  Only  future  studies  will bring  lights  on  these  questions.
©  2015  Socie´te´  Franc¸ aise  de  Psychologie.  Published  by  Elsevier
Masson  SAS.  All  rights  reserved.
1. Introduction
La loi de l’appariement (anglais : matching law, Herrnstein, 1961)1 est un modèle issu de l’analyse
expérimentale du comportement qui, lors d’une importante croissance de démonstrations empi-
riques entre 1960 et 1990, s’est révélé décrire précisément les choix des organismes lorsque ceux-ci
répondent à un programme de renforcement concurrent (Baum, 1979, 1983 ; Davison & McCarthy,
1988 ; de Villiers, 1977 ; Forget, Donais, & Giroux, 2001 ; McDowell, 1986, 2005, 2013 ; Pierce &
Epling, 1983 ; Wearden & Burgess, 1982). Il s’agit d’un modèle descriptif conceptualisant les choix
d’un organisme, toutes espèces confondues, et les contingences de renforcement de son environne-
ment (Herrnstein, 1961). Elle stipule que la fréquence d’un comportement (B) est proportionnelle au






représentant la première formulation de la loi de l’appariement. Dans une situation donnée, si trois
fois plus de renforc¸ ateurs sont disponibles pour R1 que pour R2, alors l’organisme devrait émettre
trois fois plus de comportements B1 que de comportements B2. Ainsi, une variation de l’un des deux
ratios a une inﬂuence directe sur le second. Elle s’applique, en théorie, à toutes les situations où un
organisme a le choix entre deux ou plusieurs alternatives, où des conséquences renforc¸ antes sont
contingentes à ces alternatives (selon le cadre du conditionnement opérant) et qu’il existe une cer-
taine incertitude relative quant à leur obtention. La loi de l’appariement est notamment employée pour
orienter les interventions thérapeutiques (Borrero & Vollmer, 2002 ; Borrero et al., 2010), pour décrire
les comportements sociaux d’enfants ayant un trouble du spectre de l’autisme (Duval & Forget, 2005 ;
Poirier & Forget, 1996 ; Rivard, Forget, Kerr, & Bégin, 2014), pour étudier l’effet de drogues en psycho-
pharmacologie (Anderson, Velkey, & Woolverton, 2002), pour décrire la sélection de jeux au football
américain (Reed, Critchﬁeld, & Martens, 2006 ; Stilling & Critchﬁeld, 2010) et au basket-ball (Alferink,
1 Les traductions correspondent à l’usage du Dictionnaire des sciences du comportement de Forget (2009). Aussi, sur le plan
du  formalisme mathématique, une symbolique différente de celles des auteurs cités est utilisée. Les équations sont présentées
selon une perspective contemporaine.
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Critchﬁeld, Hitt, & Higgins, 2009 ; Romanowich, Bourret, & Vollmer, 2007 ; Vollmer & Bourret, 2000)
ou encore pour prédire les choix dans le jeu « pierre-feuille-ciseau » (Kangas et al., 2009).
Cette dernière étude permet d’illustrer un exemple d’application de la loi de l’appariement. Dans le
jeu « pierre-feuille-ciseau », deux joueurs choisissent chacun l’une des trois options et comparent leur
choix. Le gagnant est celui qui choisit la pierre lorsque son adversaire choisit le ciseau, le ciseau contre
la feuille et, comme  il l’a toujours été, la feuille contre la pierre. En cas de choix identique, aucun point
n’est accordé et un nouvel essai débute. Dans une version itérée du jeu, la loi de l’appariement prédit
que le joueur s’ajustera proportionnellement au gain qu’il fait (s’il ne se ﬁxe pas une règle telle que
de toujours jouer la « pierre » ou encore, de répéter une certaine séquence de choix). Par exemple, si
l’adversaire émet 50 % de « pierre », 30 % de « ciseau » et 20 % de « feuille », alors le protagoniste fera 50 %
de « feuille », 30 % de « pierre » et 20 % de « ciseau ». Si l’adversaire essaie d’embrouiller le joueur et modi-
ﬁe la proportion de ses choix, alors le joueur, si ces choix suivent les contingences de renforcement,
s’ajustera « spontanément » aux changements.
Depuis les premiers travaux d’Herrnstein en 1961, la loi de l’appariement a été adaptée en plusieurs
versions aﬁn de rendre compte de l’accumulation des données et d’augmenter ses performances des-
criptives. Les cinq versions sont la loi stricte de l’appariement (telle que formulée par Herrnstein, 1961),
la loi quantitative de l’effet (Herrnstein, 1970), la loi généralisée de l’appariement (Baum, 1974b), la loi
moderne de l’appariement (McDowell, 1989) et la concaténation de la loi généralisée de l’appariement
(Rachlin, 1971).
L’objectif de la présente étude est de donner un aperc¸ u historique, synthétique et critique quant
au développement théorique et empirique de la loi de l’appariement. Cette perspective se dégage des
autres études qui focalisent soit sur la centralisation de données empiriques (p. ex. : Caron, Royer,
& Forget, 2014 ; McDowell, 2013), soit sur la présentation du modèle aux non-initiés (p. ex. ; Forget
et al., 2001 ; Forget & Rivard, 2010 ; Jacobs, Borrero, & Vollmer, 2013 ; Poling, Edwards, Weeden, &
Foster, 2011). Enﬁn, il importe de préciser que la loi moderne de l’appariement et la concaténation de
la loi généralisée de l’appariement n’ont jamais été présentées en langue franc¸ aise et qu’aucun article
francophone ne fait état du statut des versions de la loi de l’appariement.
Le Tableau 1 présente le plan de l’article. D’abord les programmes de renforcement concurrent
seront introduits, puis ce sera la loi de l’appariement et ses différentes versions (la loi quantitative
de l’effet, la loi généralisée de l’appariement, la loi moderne de l’appariement et la concaténation de
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loi généralisée de l’appariement). L’article met  l’accent sur la loi généralisée de l’appariement. Il y a
aura une section sur l’interprétation empirique des paramètres, l’accroissement des études naturelles
et appliquées. Ensuite, les développements théoriques que la loi de l’appariement a suscités seront
présentés. Il s’agit plus particulièrement de la concurrence théorique entre l’amélioration locale et
la maximisation molaire et comment le débat entre ces deux théories comportementales s’est résolu.
L’article se termine par une discussion sur les modèles computationnels.
1.1. Les programmes de renforcement concurrents
Dans une procédure typique de conditionnement opérant, un pigeon est devant une option lui pro-
curant de la nourriture en fonction d’un programme de renforcement (Skinner, 1938). Le taux selon
lequel l’animal émet ses réponses est la variable dépendante. Cette procédure permet de contrôler un
nombre substantiel de variables indépendantes telles que le délai entre la réponse et la nourriture, la
quantité de nourriture, l’intervalle entre deux réponses renforcées et le contrôle d’autres comporte-
ments (Malcuit, Pomerleau, & Maurice, 1995). L’un des programmes de renforcement le plus étudié
est le programme à intervalle variable (Forget, 2009). Dans une telle procédure, la nourriture est dis-
tribuée selon un intervalle de temps aléatoire variant autour d’une moyenne spéciﬁque (Fleshler &
Hoffman, 1962). La nourriture devient accessible au pigeon lorsque le délai est échu. Par exemple,
si le programme est spéciﬁé à deux minutes, le renforc¸ ateur peut être accessible après 90 secondes,
15 secondes, 180 secondes ou même  360 secondes. À long terme, la moyenne demeure toutefois de
120 secondes. À tout moment, le pigeon peut faire un choix et, dans la mesure où le délai est écoulé, il
obtient alors de la nourriture. Et la séquence recommence. En revanche, le pigeon n’a pas de renseigne-
ments, outre son apprentissage dans de pareilles circonstances, quant à l’accessibilité du renforc¸ ateur.
Le comportement des organismes soumis à un programme de renforcement à intervalle variable
devient encore plus intéressant à étudier lorsque deux de ces programmes sont mis  en place simul-
tanément à l’intérieur d’une même  boîte opérante. Il s’agit alors d’un programme de renforcement
concurrent.
Un programme de renforcement concurrent est une procédure expérimentale où un organisme
est placé devant deux ou plusieurs options. Chacune de ces options est associée à un programme
de renforcement, généralement à intervalle variable (voir Malcuit et al., 1995). La Fig. 1 illustre trois
appareils permettant d’étudier un organisme dans un programme concurrent de fac¸ on différente.
La partie supérieure (A) montre une cage de conditionnement opérant utilisé par Baum et Rachlin
(1969) auprès de six pigeons. La boîte est séparée en deux par une ligne transversale et chacun des
cotés correspond à une lumière d’une certaine couleur ainsi qu’à un programme de renforcement.
Dans cet appareil, il est possible de mesurer l’allocation temporelle (la durée – en temps – passée dans
l’une ou l’autre des extrémités de la boîte) des pigeons et d’y évaluer les prédictions de la loi de
l’appariement.
Un exemple permet d’illustrer le fonctionnement de programmes concurrents. L’expérimentateur
commence par placer l’animal dans la cage opérante. Il comptabilise le temps passé dans l’un ou
l’autre des endroits de la cage. Un programme de renforcement à intervalle variable différent est
attribué à chacun des deux espaces. Si l’animal est dans un espace lorsque la valeur de l’intervalle
de ce côté est terminée, il obtient alors un renforc¸ ateur (accès pendant trois secondes à du grain).
Une nouvelle valeur d’intervalle est déterminée et le décompte recommence pour ce programme.
L’animal reste généralement une heure dans la cage ou jusqu’à ce que tous les renforc¸ ateurs soient
distribués, selon la procédure de l’expérimentateur. L’animal se déplace d’un côté puis de l’autre et
obtient des renforc¸ ateurs en fonction des contingences déterminées pour chaque programme. Il est
possible de généraliser cette procédure à deux leviers sur un mur, où le rat peut appuyer soit à droite,
soit à gauche, deux disques luminescents pour le pigeon ou encore l’humain devant deux choix. Le
chercheur s’intéresse alors au nombre de réponses émises sur le dispositif plutôt qu’au temps passé
d’un côté ou de l’autre.
Un exemple courant d’un programme concurrent chez l’humain est ces dynamiques sociales
(Borrero et al., 2007 ; Pierce, Epling, & Greer, 1981). Dans un groupe, à tout moment, le partici-
pant peut choisir avec qui tergiverser. Les choix de ce dernier sont renforcés par leur fonction sur
l’entourage social (débuter une conversation, faire une demande). Chaque individu avec qui il peut
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Fig. 1. Deux illustrations de programmes de renforcement concurrents. Elles sont décrites dans le texte et sont inspirées de (a)
Baum et Rachlin (1969, p. 864) et (b) de Villiers (1977, p. 234).
interagir correspond à une option du programme et leurs comportements (la fac¸ on dont ils répondent
aux participants) correspondent aux renforc¸ ateurs. Le participant n’a alors qu’à ajuster ses choix en
fonction des conséquences.
Il revient à Skinner (1950) d’avoir étudié le premier les programmes de renforcement concur-
rents. Celui-ci remarqua que le ratio des choix des organismes demeure constant même  s’il retire
le programme de renforcement des deux options (procédure d’extinction). Cependant, les contri-
butions de Skinner au sujet des programmes de renforcement concurrents en restent là. Celui-ci
s’est relativement désintéressé de cette procédure, désintérêt exempliﬁé par la faible proportion de
pages accordées aux programmes de renforcement concurrents dans l’ouvrage séminal de Ferster
et Skinner (1957). L’année suivante, Findley (1958) publie les résultats d’une procédure permettant
d’analyser davantage la réponse aux programmes concurrents. Un levier au centre de la cage per-
met  à l’organisme de choisir entre deux programmes de renforcement. La partie inférieure gauche
de la Fig. 1 illustre l’appareil de Findley. À gauche se trouve le disque permettant de choisir le
programme de renforcement en vigueur, alors que le disque de droite permet aux pigeons d’y
répondre. Cette procédure permet de calculer le temps total que l’organisme attribue à chacun
des programmes (comme  la procédure de Baum & Rachlin, 1969). Cet appareil est cependant dif-
férent des appareils modernes (partie inférieure droite de la Fig. 1) dans lesquels les deux options
sont présentées simultanément. Dans cette procédure, chacun des disques est associé à un pro-
gramme  de renforcement qui lui est spéciﬁque. Cela dit, même  si Findley remarque la constance que
Skinner a déjà observée, Herrnstein (1958, 1961, 1997), étudiant de ce dernier, est celui qui décou-
vrira la relation quantitative liant réponses et renforc¸ ateurs dans un programme de renforcement
concurrent.
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2. La loi de l’appariement
La première formulation de la loi de l’appariement apparaît brièvement après Schedules of Reinfor-
cement (Ferster & Skinner, 1957). Herrnstein découvre en 1961 que la relation entre le ratio des taux
de réponses émises par un organisme est fonction du ratio des taux de renforc¸ateurs associés à ces






où les Bs et les Rs représentent respectivement le taux de réponse pour une option et le taux de
renforc¸ ateurs obtenu qui lui est associé. Elle énonce que la fréquence d’un comportement n’est pas
directement dépendante du taux de renforcement absolu qui lui est associé, mais qu’il dépend aussi
du taux relatif de renforcement des autres programmes dans l’environnement.
De 1961 à 1970, l’équation (1) est la version dominante de la loi de l’appariement dans la littérature
empirique et théorique. Elle est maintenant connue sous le nom de la loi stricte de l’appariement (LSA).
Elle est la fondation de tous les modèles subséquents.
2.1. La loi quantitative de l’effet
La loi quantitative de l’effet (LQE ; Herrnstein, 1970) ou encore la théorie de l’appariement (anglais :
matching theory)  naît d’un effort pour généraliser la LSA à une situation opérante ne comportant
qu’un seul programme de renforcement ou, autrement dit, un seul choix. L’objectif est de faire de la
loi de l’appariement un modèle qui permet d’expliquer le plus grand nombre possible de situations





où B1 et les Rs sont les mêmes  que pour l’équation (1), Re représente les renforc¸ ateurs non reliés
au programme de renforcement en vigueur et k est une constante correspondant au taux absolu de
réponses. Si k est déﬁni comme  k = B1 + B2, alors il devient possible de montrer que l’équation (2) est
équivalente à l’équation (1). La position d’Herrnstein sur la LQE se résume ainsi : il s’agit, selon la
perspective de Hull (1943), d’une théorie quantitative du concept de force de la réponse (anglais :
response strength). La force d’une réponse ne dépend pas seulement de son taux de renforc¸ ateurs
associés, mais plutôt son taux relatif dans l’environnement.
Il s’agit du modèle qui a le plus intéressé les chercheurs (Commons, Herrnstein, & Rachlin, 1982 ; de
Villiers, 1977 ; de Villiers & Herrnstein, 1976 ; Herrnstein, 1997 ; McDowell, 2005 ; Warren-Boulton,
Silberberg, Gray, & Ollom, 1985 ; Williams, 1988), et ce, bien qu’il apparaît à la ﬁn des années 1980 que
le modèle n’est pas adéquat. Deux critiques récurrentes s’opposent à la LQE. D’abord, dans les années
1970, le modèle ne peut rendre compte des différences qualitatives entre les renforc¸ ateurs (ou encore
l’asymétrie entre les choix) et la tendance des organismes à sous-apparier (cette critique sera abordée
dans la Section 2.2 sur la loi généralisée de l’appariement). Ensuite, dans les années 1980, les impli-
cations théoriques formulées par les paramètres k et Re ne sont pas soutenues par l’expérimentation
(McDowell, 2013 ; Warren-Boulton et al., 1985).
Selon McDowell (2013), si la LQE s’est montrée aussi résistante devant les données contradic-
toires, c’est que les analyses plus poussées nécessaires à leur découverte n’étaient pas communes
à l’époque. Dans les années 1970 et 1980, les méthodes statistiques en analyse expérimentale du
comportement étaient relativement rudimentaires et la variance expliquée était déjà substantiel-
lement élevée pour ne pas s’intéresser davantage à la variance résiduelle (relation non identiﬁée et
restante après l’ajustement d’un modèle à un jeu de données). La recension de de Villiers et Herrnstein
(1976), par exemple, montre que la LQE explique 90 % de la variance, voire plus, et ce, dans plusieurs
études, réalisées auprès de plusieurs espèces et avec différents types de renforc¸ ateurs. Les résultats
soutiennent donc la vraisemblance de la LQE. Pourquoi alors chercher à développer davantage les
analyses ? En cas de disparité entre les données comportementales recueillies et le modèle, c’est-à-
dire lorsque les résultats ne se conforment pas exactement à la loi de l’appariement, il est coutume de
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blâmer l’expérimentateur, la procédure utilisée ou la variabilité inter-individuelle des sujets (Davison,
1981). Si les réponses de l’organisme ne concordent pas avec les résultats attendus, c’est que les contin-
gences de renforcement n’étaient pas adéquates (Skinner, 1974). Autrement dit, le chercheur est dans
l’erreur et non l’organisme.
En comparaison à la LSA, la LQE possède deux paramètres supplémentaires, lui conférant déjà
un avantage explicatif. Cependant, les résultats ne soutiennent pas les considérations théoriques de
Herrnstein (1970 ; de Villiers & Herrnstein, 1976) et, par conséquent, les contraintes d’invariance
de k et Re en fonction des variations des conditions expérimentales. Selon la revue de la littérature
(31 études, 138 participants) de McSweeney, Melville, et Whipple (1983), certains ajustements des
données proposaient des valeurs négatives de Re (résultats théoriquement incompatibles selon le
modèle) et des résultats non signiﬁcatifs, c’est-à-dire moins performants que le hasard. Ces résultats
sont très loin d’expliquer 80 % de variance. La revue de Warren-Boulton et al. (1985) montre, quant à
elle, que les 90 % de variances expliquées moyennes trouvées par de Villiers et Herrnstein (1976) sont
exagérées et que, bien que k et Re augmentent la vraisemblance du modèle, elles ne se conforments
pas à la théorie. La revue de McDowell (2013, voir son appendice A) montre que l’estimation de k ne
correspond pas aux attentes théoriques, et ce, même  en imposant des contraintes plus ﬂexibles sur le
paramètre2. Enﬁn, il faut noter que la taille d’échantillon sur laquelle ces analyses sont faites dépasse
rarement plus qu’une dizaine de points (Caron, 2013a). Bref, si les données empiriques sont analysées
par rapport à l’équation (2), les conclusions théoriques s’avèrent insoutenables.
Aujourd’hui, les auteurs n’hésitent pas à considérer cette version de l’appariement comme  fausse
(voir Caron, 2013b ; McDowell, 2013). Au début des années 1980, un changement de paradigme vers la
loi généralisée de l’appariement s’opère. Celle-ci répond au problème d’asymétrie des choix et permet
l’ajustement des organismes aux contingences de renforcement. En revanche, certains auteurs ont
tenté de maintenir les fondements de la LQE et ont proposé la loi moderne de l’appariement (McDowell,
1989, 2005, 2013). Ce modèle sera présenté à la Section 2.3, après la loi généralisée de l’appariement.
Dans la prochaine section, les origines de la LGA seront présentées. Ensuite, l’interprétation empi-
rique de ces paramètres. L’accroissement des études naturelles et appliquées qu’elle a suscitées sera
discuté. Cette section se terminera par une description de la LGA telle que perc¸ ue à ce jour.
2.2. La loi généralisée de l’appariement
En comparaison à la LQE, la loi généralisée de l’appariement (LGA ; Baum, 1974b) naît d’un effort
pour maximiser la description des choix des organismes. Durant les années 1960, un nombre croissant
d’études montre que les organismes ne se conforment pas parfaitement à la LSA. En fait, une légère
déviation des prédictions est généralement observée. Catania (1963) découvre que les données sont









plutôt que l’unité (1), implicite de l’équation (1).
Il s’agit de la version la plus primitive de la LGA. À l’époque, la nature de l’exposant est interprétée
comme  une faille expérimentale ou la contamination de variables confondantes : la relation entre le
ratio des taux de réponses et le ratio des taux de renforc¸ ateurs doit être strictement proportionnelle. En
fait, cette conceptualisation est si forte parmi les chercheurs de l’époque, que peu d’entre eux peuvent
concevoir une loi du comportement comportant un paramètre libre, voire même un paramètre dif-
férent de 1, tel que proposé par Catania (voir Davison, 1981). D’ailleurs, cela explique pourquoi la
LQE a pu subsister malgré son incapacité à expliquer ces déviations. Les chercheurs étudient aussi
à l’époque l’inﬂuence du délai interréponse (anglais : change-over delay), un délai imposé lorsque le
2 Il s’agit de l’exigence d’égalité du k (anglais : equal-k requirement) plutôt que l’exigence de constance de k (anglais : constant-
k  requirement). La première est une restriction plus stricte et la seconde plus ﬂexible sur le plan de l’estimation. La différence
entre  les deux exigences dépasse le cadre de cet article (particulièrement puisqu’elles sont fausses). Le lecteur intéressé est
redirigé vers l’ouvrage de McDowell (2013).
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Fig. 2. Représentation de la loi généralisée de l’appariement selon sa forme logarithmique (graphiques de gauche) et selon
l’équation de puissance (graphiques de droite). Dans les graphiques supérieurs, seule la sensibilité est variée (valeurs utilisées :
0,80,  1,00 et 1,20). Neuf relations sont illustrées dans les graphiques inférieurs. Les trois précédentes valeurs de sensibilité
sont  utilisées ainsi que trois valeurs de biais (−0,50, 0,00 et 0,50). Dans les graphiques de gauche, la sensibilité (le coefﬁcient)
est  le degré de la pente (perceptible en haut à gauche), alors qu’il s’agit d’un degré de courbure à droite. Dans les graphiques
inférieurs, l’inﬂuence du biais (l’ordonnée à l’origine) est clairement perceptible à gauche alors que la sensibilité et le biais sont
difﬁcilement différentiables à droite.
pigeon change d’option aﬁn d’éviter qu’il n’alterne superstitieusement entre les deux. Le délai inter-
réponse montre un effet sur la capacité de la LSA de décrire les comportements des pigeons (Catania,
1966 ; Shull & Pliskoff, 1967), et ce, depuis les travaux d’Herrnstein (1961 ; pour une opinion contraire,
voir Staddon, 2014).
D’importants travaux subséquents ont montré que la déviation observée est la norme dans le pro-
gramme  de renforcement concurrent à intervalle variable (Myers & Myers, 1977)3. Baum (1974b)









où les Bs et les Rs sont les mêmes  que ceux présentés dans les équations précédentes. Le paramètre a
représente l’ajustement de l’organisme aux contingences de renforcement et le paramètre c représente
la préférence d’un organisme à émettre l’un ou l’autre des comportements. Baum nomme  respecti-












+ log c (5)
où tous les paramètres sont les mêmes  que l’équation (4). Cette dernière proposition est généralement
préférée puisqu’elle permet l’utilisation d’une régression ordinaire des moindres carrés aﬁn d’estimer
le biais, la sensibilité et la variance expliquée (Baum, 1974b ; Davison & Elliffe, 2009). Elle rend éga-
lement leur interprétation graphiquement intuitive. La Fig. 2 illustre ce propos en représentant la loi
généralisée de l’appariement selon sa forme logarithmique (graphiques de gauche) et l’équation de
puissance (graphiques de droite). Dans les graphiques de gauche, la sensibilité correspond au degré
3 Le lecteur attentif remarquera que les travaux de Myers et Myers ont été publiés bien plus tard après la première formulation
de  la loi généralisée de l’appariement par Baum en 1974. Il faut savoir que (a) la thèse de D.L. Myers était déjà connue de Baum,
probablement l’un des arbitres de l’article, et que (b) l’article de Myers et Myers (1977) était en révision depuis 1972 au Journal
of  the Experimental Analysis of Behavior.
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de la pente (perceptible en haut à gauche) alors qu’il s’agit d’un degré de courbure à droite. Dans les
graphiques inférieurs, l’inﬂuence du biais est clairement perceptible à gauche alors que la sensibilité
et le biais sont difﬁcilement différentiables à droite. Le biais est l’ordonnée à l’origine et la sensibilité
est le degré de la pente.
En revanche, Catania (1963) argumente contre l’utilisation du logarithme pour présenter et inter-
préter les résultats. Sa première critique est d’afﬁrmer que les logarithmes donnent l’illusion que le
ratio des taux de réponse est négatif lorsque le dénominateur est plus élevé4 et que la version puissance
(équation (4)) est plus parcimonieuse. Il faut rappeler qu’à l’époque, lorsque les auteurs rapportaient
graphiquement leurs résultats, ceux-ci utilisaient une échelle logarithmique. Les critiques de Catania
n’auront pas raison de la version de Baum, car l’équation (5) demeure la version la plus utilisée de la
loi de l’appariement (Davison & McCarthy, 1988 ; McDowell, 2013).
Il faut noter que les paramètres des équations (4) et (5) ne sont pas strictement équivalents. En
effet, Heth, Pierce, Belke et Hensch (1989) étudient l’effet de la transformation logarithmique sur les
paramètres de la LGA. Puisque l’équation (4) nécessite un ajustement curvilinéaire (anglais : curve
ﬁtting) et que l’équation (5) nécessite plutôt un ajustement linaire, la somme  des carrés d’erreur n’est
pas la même  et l’estimation des paramètres en est affectée. L’erreur, ε, est un paramètre implicite à
la loi de l’appariement, et il est rarement pris en compte par les auteurs compte tenu des variances
expliquées très élevées que le modèle obtient. Il contient aussi implicitement les tendances résiduelles
(relation entre deux ou plusieurs variables demeurant dans le jeu de données après avoir extrait
l’information d’un modèle) de la LQE.
La différence principale entre la LGA et la LQE est que la première rend compte de l’asymétrie
entre les choix (biais) et permet d’expliquer la déviation (maintenant désignée par le terme « sous-
appariement ») de la LSA (sensibilité). Le compromis ici n’est pas d’ordre statistique. En fait, en passant
de la LQE à la LGA, les analystes renoncent à une conception plus théorique de l’appariement contre
un modèle descriptif résolument empirique. Cela ne prit que très peu de temps avant que la puissance
descriptive de la LGA fasse l’unanimité dans la littérature scientiﬁque expérimentale. Nombre d’écrits
soulignent la puissance descriptive de la LGA que ce soit en contexte expérimental (Baum, 1979 ;
Davison & McCarthy, 1988 ; de Villiers, 1977 ; McDowell, 2013 ; Pierce & Epling, 1983 ; Wearden &
Burgess, 1982) ou en contexte naturel (Caron, Royer et al., 2014 ; Forget et al., 2001 ; Forget & Rivard,
2010 ; Jacobs et al., 2013).
L’ajout de deux paramètres libres est donc parfaitement proﬁtable par rapport à la LSA. Non seule-
ment elle permet de décrire l’asymétrie et le sous-appariement que la LQE ne pouvait expliquer avec
autant de paramètres (k et Re contre a et b), mais elle permet aussi d’augmenter la variance expli-
quée obtenue et de rendre compte des tendances résiduelles. Bien que la LGA se soit révélée très
robuste vis-à-vis des données recueillies et, généralisable à plusieurs contextes, un certain nombre de
questions demeurent. L’une des plus importantes concerne l’interprétation empirique des paramètres
(sensibilité et biais).
2.2.1. Les paramètres de la loi généralisée de l’appariement
La sensibilité est généralement déﬁnie comme  un processus interne permettant à l’organisme
d’ajuster ses choix lorsque les contingences de renforcement varient expérimentalement ou natu-
rellement. La valeur du biais, quant à elle, est due tantôt à une contrainte phylogénétique, tantôt à un
phénomène ontogénétique, mais le biais est généralement conc¸ u comme  une variable rendant compte
à la fois de l’effort (ou la facilité) requis à un organisme pour émettre le comportement, mais aussi
d’une préférence. Deux questions principales subsistent quant à la LGA : à quel moment peut-on juger
que l’organisme est sensible ou non aux contingences de renforcement ? et quelle est l’interprétation
théorique de la sensibilité et du biais ?
Comment caractériser et identiﬁer la sensibilité de l’organisme aux contingences de renforcement ?
L’estimation de la sensibilité se fait par l’estimation d’une droite de régression, elle peut prendre
4 Il ne s’agit pas de l’argumentation exacte de Catania (1963). En fait, l’auteur propose que les logarithmes donnent l’illusion
que le ratio des taux de réponse est négatif lorsque le taux de réponse est peu élevé. Cette argumentation est inadéquate, car
un  ratio log (100/50) est équivalent à log (2/1). En revanche, lorsque le dénominateur est plus élevé que le numérateur, il est
effectivement possible d’obtenir des valeurs négatives.
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n’importe quelle valeur des nombres réels. Lorsque la sensibilité est nulle, cela indique que l’organisme
ne s’ajuste pas aux contingences en vigueur. La sensibilité peut également être négative. Dans ce cas,
plus le taux relatif de renforc¸ateurs que l’organisme obtient augmente, moins l’organisme répond à
la situation (cette problématique reviendra à la Section 3.2.2 lorsque la maximisation molaire sera
abordée). En poursuivant l’idée selon laquelle la sensibilité de l’organisme doit être égale à 1 et que
les résultats expérimentaux montrent qu’elle varie autour de cette valeur, Baum (1974a) propose
qu’une valeur de sensibilité inférieure à 0,90 soit considérée comme  un sous-appariement, qu’une
valeur supérieure à 1,10 soit considérée comme  un sur-appariement et que les valeurs intermédiaires
représentent un appariement strict (au sens de la LSA). Cette proposition est cependant arbitraire sur
le plan statistique. Ainsi, Mullins, Agunwamba, et Donohoe (1982) proposent d’utiliser une valeur p
(anglais : p-value) pour évaluer si la sensibilité est signiﬁcativement différente de 1. Si cette proposition
est plus adéquate pour distinguer les trois proﬁls d’appariement, elle ne permet pas de conclure qu’un
sujet est insensible aux contingences de renforcement. Elle atteste simplement que l’organisme sous-
apparie ou sur-apparie signiﬁcativement différemment de l’appariement stricte : et non s’il est sensible
ou pas. Récemment, une évaluation computationnelle de la LGA montre que certaines propriétés des
situations opérantes peuvent biaiser systématiquement ses paramètres (Caron, 2014). Lorsque aucun
processus d’apprentissage n’est utilisé, il est tout de même vraisemblable d’observer des relations
d’appariement. Ce résultat est une première étape aﬁn de tester entre les hypothèses selon lesquelles
les réponses de l’organisme sont soit émises de fac¸ on aléatoire (il est alors insensible aux contingences),
soit elles sont plutôt liées à un processus comportemental.
Quelle est l’interprétation théorique de la sensibilité et du biais ? Contrairement à la LQE, aucune
contrainte théorique n’est imposée sur la valeur des paramètres. Si leur interprétation semble assez
simple, leur signiﬁcation demeure obscure. En fait, les interprétations basées sur les paramètres de la
LGA sont toujours réalisées a posteriori et, dans une certaine mesure, leurs fondements résident dans
la tautologie (Rachlin, 1971). Par ses paramètres libres au sein de l’équation (5), la LGA est conc¸ ue
comme  un modèle ﬂexible et généralisable à une multitude de situations opérantes. En revanche,
l’interprétation des paramètres, lorsque ceux-ci changent entre deux conditions expérimentales,
s’avère plus difﬁcile à déterminer. Le modèle théorique de la discriminabilité des contingences ainsi
que deux études empiriques permettent d’illustrer ce propos.
2.2.1.1. Le modèle de la discriminabilité des contingences. Le modèle de la discriminabilité des contin-
gences développé par Davison et Jenkins (1985) est une tentative d’interprétation théorique de la LGA.
Il est moins inﬂuent que l’amélioration locale et la maximisation molaire (qui seront présentés à la




= c R1 − R1 + pR2
R2 − pR2 + pR1
(6)
où les Bs, les Rs et c sont les mêmes  que ceux de la LGA, présentée à l’équation (4). Le paramètre
p rend compte de la même  tendance statistique que la sensibilité sauf qu’il constitue une mesure
de la confusion entre les deux programmes de renforcement (l’ambiguïté entre deux stimuli dis-
criminatif signalant des programmes de renforcement). Il s’agit d’une proposition visant à accorder
une correspondance théorique à la sensibilité : à quel point les deux programmes de renforcement
sont-ils différentiables ? Dès son origine, cette interprétation, devant les preuves expérimentales, est
insufﬁsante. Le paramètre p est développé aﬁn de rendre compte du sous-appariement. Il ne peut
théoriquement concevoir de valeurs plus grandes que 1. L’étude de Baum et Rachlin (1969), pour ne
nommer que celle-ci, montre que la sensibilité peut être supérieure à 1 dans certaines circonstances.
Est-il possible de sur-discriminer les contingences ?
Les équations (4) et (6) expliquent approximativement la même  quantité de variance expliquée.
La différence majeure entre elles est dans la tendance résiduelle de données (Sutton, Grace, McLean,
& Baum, 2008) générée par l’extraction de la variance de a ou de p. L’étude de Sutton et al. (2008)
analyse plusieurs études et trouve ainsi que la LGA, qui inclut le même  nombre de paramètres que
celui de Davison et Jenkins, permet de mieux décrire les données, car, après l’extraction de la variance,
ce dernier montre des tendances résiduelles. Le modèle de discriminabilité des contingences apparaît
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donc nécessiter un paramètre supplémentaire. Le paramètre p n’explique que partiellement les ten-
dances expliquées par a. Il est difﬁcile d’en préférer l’utilisation. Ainsi, le modèle de Davison et Jenkins
(1985) se retrouve peu développé pendant les années 1980 et 1990, même  s’il peut rendre compte de
certains phénomènes empiriques tels que mesurer la confusion entre des stimuli.
2.2.1.2. L’interprétation de la sensibilité et du biais dans les études empiriques. Dans la procédure déve-
loppée par McSweeney (1978), un pigeon est soumis à deux programmes de renforcement à intervalle
variable simultanément. Dans le premier programme, la réponse consiste à donner un coup de bec sur
un disque lumineux sur le mur  (un comportement phylogénétiquement adapté à l’espèce) et dans le
second, la réponse consiste à appuyer sur un levier avec la patte (un comportement non phylogénéti-
quement déterminé). Sachant que les pigeons respectent généralement les prédictions de la LSA dans
un programme de renforcement concurrent typique, comment vont-ils adapter leur comportement
par rapport à l’ajout d’un levier ? La prédiction initiale propose que le biais, lié à l’effort et la préfé-
rence, soit en faveur du coup de bec considérant sa facilité d’exécution pour l’oiseau. En revanche,
les résultats montrent que les pigeons sont légèrement moins sensibles aux contingences de renfor-
cement et leur biais montre qu’ils ont tendance à préférer le levier tout en appuyant moins sur ce
dernier. McSweeney (1978) propose que les pigeons discriminent au maximum les contingences aﬁn
de n’avoir à appuyer qu’un minimum de fois sur le levier. Cette étude illustre :
• que la sensibilité et le biais sont inﬂuencés et interagissent de fac¸ on imprévue en fonction des
conditions expérimentales ;
• et que les interprétations quant aux résultats de la LGA sont évaluées a posteriori.
Il n’est pas clair si le biais représente ici une préférence, l’effort ou la discriminabilité des contin-
gences (ni même  la direction de ces phénomènes) et en quoi ceux-ci interagissent avec la sensibilité.
Une autre procédure développée par Rasmussen et Newland (2008) porte sur l’aversion à la perte
(anglais : loss-aversion) chez l’humain. Les participants sont d’abord soumis à une procédure typique
de programme de concurrent à intervalle variable. Ensuite, les expérimentateurs ajoutent une contin-
gence de punition négative constituant en la perte de renforc¸ ateurs (une perte monétaire) dans l’un
des deux programmes. Par exemple, un programme de renforcement « A » peut distribuer 5 jetons aux
deux minutes en moyenne et un autre « B » peut en distribuer 3 (c’est-à-dire, deux programme de
renforcement à intervalle variable dont seule la magnitude est modiﬁé). En délaissant la sensibilité
et le biais (sans perte de généralité), il est attendu dans cette condition que 62,5 % (ou 5 / [5 + 3]) des
comportements du participant soit vers le programme « A ». L’expérimentateur ajoute comme  contin-
gence supplémentaire de retirer 2 jetons dans cette même  durée de temps pour ce programme. Si la
LGA est considérer dans son sens strict (la LSA), la nouvelle prédiction est de supposer que 50 % (ou
(5 − 2) / [(5 − 2) + 3]) des comportements seront émis envers « A ». La punition négative entraînerait
une diminution de la valeur subjective de l’option. Une autre hypothèse est de considérer que le biais
expliquera les différences comportementales entre les deux conditions (avec ou sans punition néga-
tive), car les participants préféreront le programme ayant seulement la contingence de renforcement
positif.
Si les prédictions de la seconde hypothèse sont conﬁrmées, il n’est pas prévu que les sujets
deviennent insensibles aux contingences de renforcement en vigueur (mesure de a tendant vers zéro).
Pire, ce qui devait être une préférence pour l’alternative sans punition se révèle en fait un biais en faveur
de l’option concurrente. Aucune prédiction a priori n’est soutenue.
Cet élément n’est pas sans conséquence à la théorisation du phénomène d’aversion à la perte et à
l’intégration de contingences de punitions au sein de la loi de l’appariement : la perte d’un stimulus de
renforcement ne représente pas la même  valeur subjective qu’une densité de renforcement moindre
(par exemple, gagner 6 jetons et en perdre 2 par la suite n’est pas équivalent à gagner 4 jetons). Tout
comme  l’exemple précédent, cette étude montre : que les paramètres varient entre les conditions
expérimentales ; que la LGA est utile comme  outil d’interprétation post hoc ; et que la signiﬁcation des
paramètres semble varier à travers les conditions expérimentales.
En somme, bien que chacun des paramètres ait un rôle distinct au sein de l’équation (5), il
s’avère difﬁcile de prédire leur changement lorsque les conditions expérimentales sont modiﬁées. Leur
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signiﬁcation théorique et empirique ne s’accorde pas. En d’autres termes, prédire les effets d’une mani-
pulation expérimentale sur l’un des paramètres est beaucoup plus complexe qu’il n’y paraît. Soit les
valeurs des paramètres interagissent ensemble, soit celles-ci sont très sensibles aux conditions envi-
ronnementales. La LGA s’approche davantage d’un outil méthodologique permettant d’approfondir
les réponses des organismes face aux contingences de renforcement que d’un modèle conceptuel
(Davison & McCarthy, 1988). À ce titre, elle est un outil intéressant quant à l’élaboration et l’analyse
d’études appliquées.
À la suite de ces travaux expérimentaux sur la LGA, les études transactionnelles (anglais : trans-
lational study), les études faisant le pont entre les intérêts cliniques et les modèles en laboratoire,
prennent une part plus importante de la littérature scientiﬁque (pour des recensions de la littérature,
voir Caron, Royer et al., 2014 ; Forget et al., 2001 ; Jacobs et al., 2013). Les chercheurs ayant une ten-
dance plus expérimentale vont tenter de résoudre des problèmes d’ordre appliqué avec le modèle de
l’appariement. Bien que leur contribution théorique reste relativement faible, l’importance (au moins
sur le plan empirique) de cette tendance dans les années 1980 et 1990 se doit d’être mentionnée.
2.2.2. L’accroissement des études naturelles et appliquées
En 1981 et 1982, McDowell signe deux articles promouvant la loi de l’appariement comme  modèle
permettant d’orienter et d’interpréter les relations naturelles entre les comportements d’une personne
et leurs conséquences. Deux autres études (Myerson & Hale, 1984 ; Vyse, 1986) soulignent dans les
mêmes  années l’importance du modèle pour les thérapies comportementales. Ces études mettent de
l’avant que, outre les contributions de la loi de l’appariement aux contextes expérimentaux, elle permet
de nombreux développements appliqués (Forget & Rivard, 2010 ; Jacobs et al., 2013 ; McDowell, 1981,
1982, 1988 ; Myerson & Hale, 1984 ; Noll, 1995 ; Pierce & Epling, 1995 ; Vyse, 1986). D’abord, elle
permet de rendre compte de la relation entre plusieurs comportements cibles et de renforc¸ ateurs :
elle favorise un contextualisme de la situation opérante. Elle valorise également l’augmentation des
comportements souhaités et la réduction des comportements inadéquats tout en mettant un accent
sur ces premiers. Enﬁn, elle propose que les comportements d’une personne ne sont pas fonction de
la valeur du taux de renforc¸ ateurs absolu qu’il obtient, mais plutôt de leur valeur relative.
Les études focalisent principalement sur la description des choix d’humains plutôt que ceux
d’autres espèces animales. L’objectif implicite de ces études est d’évaluer l’étendue des situations
dans lesquelles le modèle semble ou ne semble pas s’appliquer. La première étude à tester la loi de
l’appariement en contexte naturel est celle de Forget (1987). L’auteur analyse la relation entre les
comportements inappropriés et appropriés d’un élève du primaire par rapport à l’attention sociale
qu’il obtient de son enseignant. Il conclut que l’appariement décrit bien cette relation. Sur le plan his-
torique, l’importance de cette étude est double. Il s’agit de la première étude sur la loi de l’appariement
en contexte naturel et elle est à l’origine de la théorie de la sensibilité sociale telle que déﬁnie par Forget
et Rivard (2010). Dans ce modèle, la loi de l’appariement est plus particulièrement utilisée pour mon-
ter que les comportements sociaux d’enfants ayant un trouble du spectre de l’autisme sont sensibles à
l’attention sociale (Duval & Forget, 2005 ; Poirier & Forget, 1996 ; Rivard et al., 2014). Une contribution
de Forget et ses collègues est de montrer que les comportements de ces enfants s’ajustent en fonc-
tion de leur environnement social. Ces résultats invalident la perception populaire selon laquelle les
personnes ayant un trouble du spectre de l’autisme seraient incapables d’interagir avec leur entourage.
En contexte éducatif, la loi de l’appariement, peu importe sa version, permet de décrire les compor-
tements en milieu scolaire (Shriver & Kramer, 1997) et les comportements d’attention à la tâche
(Forget, 1987 ; Caron, Forget, & Leroux-Boudreault, 2014), d’évaluer la difﬁculté des tâches scolaires
(Reed & Martens, 2008) et les comportements de résolution de problèmes mathématiques (Mace,
McCurdy, & Quigley, 1990). La LGA est employée, dans le cadre d’interventions pour décrire la rela-
tion entre les comportements problèmes et leurs conséquences (Borrero & Vollmer, 2002 ; Borrero
et al., 2010). Dans ce contexte, le thérapeute réalise une analyse fonctionnelle des comportements
problèmes présentés par un patient. Par la suite, il réalise une analyse descriptive aﬁn d’observer la
relation naturelle entre les comportements et les conséquences qu’il obtient. Cela permet au thé-
rapeute ou au chercheur, selon le cas, de conﬁrmer la fonction opérante de la conséquence tout en
analysant de fac¸ on quantitative la fac¸ on dont les comportements s’ajusteront lorsque l’intervenant
modiﬁera les contingences de renforcement. La valeur de la sensibilité et du biais permettent de
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vériﬁer si une variation plus ou moins importante du taux relatif des renforc¸ ateurs entraînera une
modiﬁcation proportionnelle du taux de réponse.
Comme  il a déjà été mentionné, l’objectif implicite de ces études transactionnelles est d’évaluer
l’étendue des situations dans lesquelles l’appariement s’applique. Il apparaît que celle-ci soit une
formulation assez générale des choix des humains, et ce, dans plusieurs contextes naturels. Après la
forte croissance des études transactionnelles, aujourd’hui les études portent davantage sur les limites
de ces applications. Certaines études tentent de montrer que les résultats d’une analyse de la relation de
l’appariement n’est pas toujours convergente à celle d’une analyse fonctionnelle. D’autres soulignent
la difﬁculté d’expérimenter en milieu naturel des modèles rigoureux issus du laboratoire.
2.2.3. La loi généralisée de l’appariement à ce jour
Aujourd’hui, la puissance descriptive de la LGA fait consensus dans la littérature scientiﬁque expé-
rimentale. Un nombre important de recensions (Baum, 1979 ; Davison & McCarthy, 1988 ; de Villiers,
1977 ; McDowell, 2013 ; Wearden & Burgess, 1982) montre que dans un contexte expérimental avec
des rats et des pigeons, la LGA obtient des variances expliquées supérieures à 80 %. À titre indicatif,
80 % réfère à une borne minimale plutôt qu’une moyenne. En contexte expérimental avec des humains,
c’est-à-dire, lorsque le ratio des taux de renforc¸ ateurs est contrôlé par le chercheur, les résultats se
maintiennent ; la variance expliquée minimale est généralement de 70 % (Forget et al., 2001 ; Forget &
Rivard, 2010 ; Pierce & Epling, 1983). Finalement, en contexte naturel avec des humains, les résultats
sont tout aussi concluants ; la variance expliquée se situe près de 65 % en moyenne (Caron, Royer et al.,
2014 ; Forget & Rivard, 2010 ; Jacobs et al., 2013). Bref, le modèle de la LGA est le modèle dominant
au sein de l’analyse expérimentale du comportement, malgré la difﬁculté à expliquer ces paramètres.
Pour pallier à ce problème, McDowell développe la théorie moderne de l’appariement.
2.3. La loi moderne de l’appariement
La loi moderne de l’appariement (anglais : modern matching theory [LMA]) est une composition
entre la LGA et la LQE (McDowell, 2005). L’appellation moderne n’est qu’une formulation distin-
guant les versions classiques (la LSA, la LQE) de la version exclusivement proposée et développée par
McDowell et al. (Dallery, Soto, & McDowell, 2005 ; McDowell, 1989, 2005, 2013 ; McDowell, Caron,
Kulubekova, & Berg, 2008). Par ailleurs, il faut noter que McDowell intègre la LGA sous l’appellation





où le paramètre k correspond au taux absolu de comportement de la LQE, a représente le paramètre





où R1e jumèle la préférence et les renforc¸ ateurs non reliés au programme de renforcement de
l’option 1. Plus spéciﬁquement, c1e symbolise la préférence attribuable à l’option 1 et Rae symbolise
les renforc¸ ateurs non reliés à l’option 1 exposés à la sensibilité. Le modèle est donc constitué de quatre
paramètres : deux libres et deux restreints.
Bien que McDowell ait proposé la LMA  il y a plus de 25 ans (McDowell, 1986, 1989), qu’il ait fait une
description approfondie de son modèle (McDowell, 2005), qu’il ait effectué une analyse considérable
de plusieurs bases de données (McDowell, 2013) et que son modèle décrive très bien les données
empiriques, elle reste ignorée par la communauté scientiﬁque. Une simple recherche dans un moteur
de recherche tel que PsycInfo montrera que les seuls auteurs à citer les travaux sur la LMA  impliquent
McDowell lui-même. Les raisons de cette ignorance restent cependant à éclaircir.
Différentes pistes peuvent être proposées. D’abord, les performances de la LMA  (en termes de
variance expliquée), quoique supérieures à la LGA, demeurent marginales, particulièrement lorsque
l’ajout de deux paramètres libres est considéré. Selon les analyses de McDowell (2013), la LMA  élimine
les tendances résiduelles dans les données comportementales. Cela représente un avantage intéressant
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sur le plan statistique, car le modèle explique vraisemblablement toutes les relations dans le jeu de
données (cette considération est considérée par Cohen, Cohen, West, & Aiken, 2003, comme  une bonne
pratique statistique – Sans trop argumenter sur la validité de cette convention [elle permet certes de
trouver de nouvelles relations jusqu’alors inédites], elle laisse en arrière-plan l’idée selon laquelle les
tendances résiduelles peuvent êtres fortuites [dû à l’erreur d’échantillonnage] et empiriquement non
systématiques [d’ailleurs des procédures telles que la régression polynomiale permettent de trouver
« vériﬁer » méthodiquement des tendances résiduelles] – et une étape postérieure requise à l’analyse
de données). En revanche, l’augmentation ainsi obtenue de la variance expliquée demeure négligeable
par rapport à la sophistication ajoutée : encore faut-il expliquer ces relations à l’aide d’un appareillage
théorique alambiqué. Par exemple, l’équation (8) n’exprime pas de fac¸ on intuitive l’asymétrie des
choix et sa modulation par la sensibilité (contrairement à la notion de biais de la LGA). Sur le plan
algébrique, la LMA  permet bel et bien de mieux expliquer les données, mais la LGA demeure plus
simple et élégante. Ensuite, les chercheurs du domaine ne souhaitent probablement pas ressusciter
(d’autres diront maintenir vivant) un modèle dont les données ne soutenaient précédemment pas
sa vraisemblance. Enﬁn, une dernière explication réside dans le fait que la LMA  n’intègre pas les
facteurs qui intéressent les chercheurs actuellement. Toutes les variables nécessaires pour évaluer la
valeur d’un renforc¸ ateur, par exemple, le délai de renforcement (la durée de temps entre la réponse
et l’obtention du renforc¸ ateur) ou la magnitude (l’amplitude du renforc¸ ateur, tel que la quantité – en
poids, par exemple – de nourriture), ne sont pas intégrées dans la LMA. La LGA peut en revanche
intégrer ces variables. Il s’agit de la concaténation de la loi généralisée de l’appariement.
2.4. La concaténation de loi généralisée de l’appariement
Bien que la concaténation de la loi généralisée de l’appariement (CLA ; anglais : the concatenated
generalized matching law) ait été proposée une première fois par Baum et Rachlin (1969), l’article
de Rachlin (1971) est généralement associé à cette conceptualisation. Elle fut davantage développée
par Killeen (1972) et Davison et McCarthy (1988). La CLA est une extension de la LGA et peut être
conceptualisée comme  une généralisation de celle-ci, car elle consiste à ajouter des ratios additifs et
indépendants à l’équation (la concaténation). La CLA stipule que le ratio des choix d’un organisme
est fonction du ratio des taux de renforc¸ ateurs obtenus, mais aussi d’un ensemble d’autres variables
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où les Rs représentent le taux de renforc¸ ateurs, les Is représentent l’immédiateté du renforc¸ ateur
(l’inverse du délai de renforcement), les Ms  représentent la magnitude du renforc¸ ateur et les trois
points dénotent la possibilité d’insérer d’autres variables. Ici, les Is et les Ms sont arbitrairement utilisés,
ils peuvent être remplacés par n’importe quelle composante de la situation opérante. Dans l’équation
(10), chaque ratio est considéré comme  indépendant et multiplicatif. La CLA permet, contrairement à
la LGA, de considérer, en plus du taux de renforc¸ ateurs obtenus, un ensemble d’autres variables aﬁn
de décrire le ratio des taux de réponse et propose un cadre aﬁn d’étudier leurs effets. La CLA est perc¸ ue
comme  tautologique et ad hoc (Rachlin, 1971). En effet, si l’organisme ne respecte pas les prédictions
du modèle, une variable non mesurée peut être invoquée pour expliquer les déviations. Il devient alors
impossible de la falsiﬁer.
Killeen (1972) propose de formuler la CLA en mettant l’emphase sur la fonction de chacune des
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où les variables sont les mêmes  que celles de l’équation (10). L’équation (11) justiﬁe l’étude de variables
indépendantes aux taux de renforcement. Ainsi, des modèles comme  le modèle des choix contextuels
(Grace & Hucks, 2013) ou le modèle de la dévaluation hyperbolique (Mazur, 2001) qui sont issus de
l’étude du délai de renforcement, peuvent être intégrés à la LGA par l’entremise de la CLA proposée
par Killeen (1972).





















+ log c (12)
où les variables sont les mêmes  que dans l’équation (10), b et d n’ont pas de déﬁnitions préétablies,
mais correspondent à la sensibilité telle que déﬁnie par a. Cette version est décrite par Davison et
McCarthy (1988) et représente une conciliation entre la LGA et la CLA. Elle est adéquate dans la mesure
où chacune des variables respecte une fonction linéaire et où elles sont toutes indépendantes. Cette
proposition s’est révélée juste pour la magnitude de renforcement (Cording, McLean, & Grace, 2011),
mais elle est cependant prématurée aﬁn d’intégrer le délai de renforcement qui s’exprime par une
fonction curvilinéaire (Grace & Hucks, 2013).
Même  s’il s’agit d’une version de l’appariement beaucoup plus intégratrice, la CLA, comme  la ver-
sion moderne de l’appariement, n’est pas le modèle le plus exploité dans la littérature empirique.
L’intégration des variables complémentaires à la valeur de renforcement est aussi prématurée. Cha-
cune de ces variables doit être étudiée de fac¸ on approfondie et isolément aﬁn d’identiﬁer la fonction
appropriée. Néanmoins, il s’agit de la fac¸ on dont les analystes expérimentaux conc¸ oivent la LGA
(Davison & McCarthy, 1988).
3. Les développements théoriques
Jusqu’à maintenant, les différentes versions de la loi de l’appariement ont été exposées. Un regard
critique a été porté quant à la valeur théorique et empirique de chacune d’elles. Si cette section est
actuellement satisfaisante sur le plan du formalisme mathématique des équations, elle est superﬁcielle
quant aux développements théoriques engendrés au sein de l’analyse expérimentale du comporte-
ment. En effet, la loi de l’appariement est en grande partie à l’origine de la Society for the Quantitative
Analyses of Behavior et du décuplement des modèles mathématiques au sein de la discipline (Forget
et al., 2001 ; Mazur, 2006).
Il faut enﬁn souligner que, bien que plusieurs modèles soient décrits dans la présente étude,
d’autres, non mentionnées, sont encore d’actualité. Le cadre de cet article ne permet pas de les aborder
tous. L’accent est ainsi mise sur les tendances théoriques palpables des analystes du comportement.
Les modèles sélectionnés sont utilisés aﬁn d’illustrer l’évolution paradigmatique du courant. Les autres
modèles, moins inﬂuents dans une certaine mesure, ne sont pas désuets ou erronés. Au contraire, ils
sont simplement victimes d’être absents de ce texte.
Pour les ﬁns de la présente section, il ne sera pas toujours nécessaire de distinguer entre les versions
de la loi de l’appariement. Il sufﬁt de connaître les principales conclusions de la section précédente :
• la LSA s’avère incomplète (il lui manque au mieux deux paramètres) ;
• les fondements théoriques de la LQE sont erronés ;
• la LGA est le modèle dominant et permet de rendre compte adéquatement des comportements de
l’organisme dans une situation concurrente ;
• la LMA  explique les mêmes  phénomènes que la LGA (elle nécessite cependant deux paramètres
libres supplémentaires pour un gain marginal de variance expliquée et l’élimination de tendances
statistiques résiduelles) ;
• la CLA est plus générale que la LGA et la LMA  (elle permet de rendre de fac¸ on ad hoc des déviations
de la LGA ainsi que l’intégration d’autres propriétés des renforc¸ ateurs et de la situation opérante).
Dans la prochaine section, un sommaire est réalisé et sera détaillé davantage durant le reste de la
section. Chaque théorie et conception sera explicitement décrite. L’amélioration locale, la maximisa-
tion molaire et les modèles computationnels sont abordés.
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3.1. Récapitulatif sur la loi de l’appariement
Sur le plan historique, la LSA fut la version dominante de 1961 à 1970, jusqu’à l’article séminal
d’Herrnstein (1970). Durant les développements de la LQE, un groupement de chercheurs a démontré
les points faibles du modèle (son incapacité à rendre compte de l’asymétrie de renforcement et le
sous-appariement). Cela a poussé ces derniers à adopter la LGA plutôt que la LQE comme  modèle
des relations entre les comportements des organismes et les contingences de renforcement dans une
situation de programme concurrent. Entre les années 1970 à 1990, il apparaît une séparation entre
les chercheurs conceptualisable sur deux continuums, le premier est l’axe molaire-moléculaire et le
second est l’importance accordée aux théories économiques. Deux théories se manifestent davantage :
la théorie de l’amélioration locale (anglais : melioration) et la maximisation molaire. Ces deux théories
sont déﬁnies comme  molaires et s’affronteront sur la place qu’a l’économie dans le conditionnement
opérant. La distinction n’est donc pas tellement entre la LQE et la LGA.
Vers le milieu des années 1990, les rivalités théoriques entre les principaux acteurs s’amenuisent.
Ceux-ci débutent d’autres programmes de recherche. Cette décennie est caractérisée par deux chan-
gements. Le premier est la quantité d’études en contexte appliqué et naturel. L’accroissement débute
dans les années 1980 et devient particulièrement palpable dans les années 1990 et 2000. Ces études
sont initiées par le cadre prometteur que permet la loi de l’appariement à la thérapie comporte-
mentale (ces développements sont abordées à la Section 2.2.2). Le deuxième est l’augmentation des
modèles computationnels débutés dans les années 90. En fait, si la loi de l’appariement est un modèle
quantitatif performant, le processus par lequel l’équilibre comportemental qu’elle prédit est atteint
n’est pas explicite. Avec les performances informatiques développées au cours des dernières années
ainsi que l’augmentation des modèles computationnels venant d’autres disciplines (les sciences cogni-
tives ou l’ingénierie, par exemple), plusieurs modèles informatiques sont développés aﬁn d’expliquer
l’appariement. La question centrale est alors la suivante : quels sont les processus comportementaux
entraînant l’apparition des relations d’appariement dans le cadre de situations opérantes ? Il reste aux
acteurs contemporains à expliquer ce phénomène.
3.2. La concurrence entre l’amélioration locale et la maximisation molaire
Dans cette section, la maximisation molaire et l’amélioration locale seront d’abord discutées. Il
faut remarquer le rôle essentiel que joue l’allégeance aux modèles théoriques dans l’interprétation de
données alors que leur validité n’est que très rarement débattue (Charest, 2007).
3.2.1. L’amélioration locale
L’amélioration locale est une théorie développée principalement par Herrnstein (1997) et ses étu-
diants, plus particulièrement par Vaughan et Heyman. Il s’agit d’une extension théorique directe de
la LQE et compatible avec toutes les autres versions. Selon cette perspective, la loi de l’appariement
est une condition d’équilibre locale entre les taux de comportements d’un organisme et les taux de
renforcement. L’organisme vise à minimiser les déviations des prédictions de la loi de l’appariement.
En d’autres termes, l’organisme ajuste ses choix aux taux de renforcement qu’il obtient en optant
pour l’option localement moins choisie (dont généralement la probabilité d’obtenir un renforc¸ ateur
est plus grande, car cela fait un plus grand délai que l’organisme n’y a pas été). Plus la déviation de
la loi de l’appariement est importante à un certain moment (une perspective locale), plus la pos-
sibilité que l’organisme change d’option augmente. Cette conception est donc en contraste avec la
conception molaire de la loi de l’appariement, c’est-à-dire qu’en tant que phénomène émergeant de
plusieurs séances d’observations, elle s’explique de fac¸ on locale (moment par moment, plutôt que par
l’ensemble de ces moments).
Quoique la proposition de l’amélioration locale, en tant que théorie, n’apporte pas davantage
d’approfondissement des dynamiques comportementales que la découverte de la LSA (il s’agit d’une
reformulation selon une perspective locale plutôt que molaire de l’appariement et non la découverte
d’un nouveau processus), Herrnstein (1982) entrevoit les avenues prometteuses d’une telle concep-
tion. Ainsi, propose-t-il en 1982, que l’amélioration locale puisse remplacer les théories issues de
l’homme rationnel en économie qui agit toujours en connaissance de cause, c’est-à-dire, qui, à toute
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occasion donnée, maximise son potentiel hédoniste. Cet argument est dirigé directement aux tenants
de la maximisation molaire (Rachlin et al., 1981) et, dans une moindre mesure, aux économistes. Il
faut souligner d’une part que la théorie a eu des répercussions en économie (Mazur, 2006). Il ne faut
donc pas s’imaginer que cet argument est fait à l’emporte-pièce. D’autre part, la loi de l’appariement
et son canevas théorique, l’amélioration locale, apparaissent paradoxale pour la plupart des théo-
ries économiques. Dans ces dernières, l’organisme maximise ses actions enﬁn d’en obtenir le plus
grand bénéﬁce. Par exemple, si chaque réponse d’un organisme à une option quelconque offre un
bénéﬁce avec une probabilité x, pourquoi en choisir une autre deux fois moins avantageuse ? Dans
l’amélioration locale, l’organisme tente de minimiser les déviations de la loi de l’appariement. S’il
accorde trop de temps pour l’une des options par rapport aux gains relatifs de celle-ci, il changera
d’option aﬁn de retourner à l’équilibre de l’appariement. En d’autres termes, l’organisme répondra
occasionnellement au programme moins avantageux ce qui est contraire à ce qui est soutenu par les
théoriques économiques.
Sur le plan du formalisme mathématique, Vaughan (1982) rapproche l’amélioration locale au
modèle de Rescorla-Wagner. Cette dernière est une théorie de conditionnement pavlovien propo-
sant que l’organisme apprend de la différence entre ce qui est attendu et ce qui arrive5. Il est aussi
possible de noter la ressemblance avec l’apprentissage par renforcement (modèle computationnel)
de Sutton et Barto (1998). En considérant qu’à tout moment t, répondre à l’option 1 (B1) peut être
renforcé ou non, l’organisme met  à jour la valeur subjective qu’il accorde au programme :
V1 = ˛ (V (B1) − V (B1, t)) (13)
où V(B1) symbolise la valeur de renforcement du comportement B1 (valeur moyenne, par exemple) et
V(B1,t) représente la valeur de B1 au moment t, et  représente le taux d’apprentissage. Il est possible





où la valeur Vi correspond à la valeur d’un programme i. Comme  c’est le cas pour la CLA, d’autres
paramètres peuvent être ajoutés pour rendre compte de la valeur subjective. Enﬁn, dans une situation
concurrente avec deux options, l’équation suivante :
RD = V1 − V2 (15)
correspond à la probabilité de changer de comportement. Si RD est supérieur à 0, alors l’organisme
répondra B1 et si RD est inférieur à 0, alors l’organisme répondra B2. La valeur de Vi est mise à jour à
chaque moment t. Autrement dit, si la valeur subjective et relative d’une option se modiﬁe, l’organisme
tentera de minimiser les variations en faisant de sorte que l’équation (15) tende vers zéro.
Cette conceptualisation de l’amélioration met  en évidence le fait qu’il s’agit d’une théorie du
comportement du changement de réponse (anglais : change-over behavior). En outre, il est fréquent de
voir des articles mentionnant l’amélioration locale seulement dans l’objectif d’illustrer l’aspect irra-
tionnel du comportement de certains organismes (qui ne maximisent pas leur gain, mais l’apparient).
Alors que le modèle est essentiellement axé sur le changement de réponse, celui-ci néglige les études de
Pliskoff et al. (Pliskoff, 1971 ; Shull & Pliskoff, 1967 ; Stubbs, Pliskoff, & Reid, 1977) sur le même  compor-
tement et se retrouve aussi hors du cadre S-R-C du conditionnement opérant. En effet, le comportement
de changer de réponse est considéré seulement comme  un moyen de minimiser les déviations par
rapport à l’appariement ; il n’est pas explicitement renforcé par quoi que ce soit. Cela est davan-
tage explicite dans l’étude de Heyman (1979), étudiant de Herrnstein et défenseur de l’amélioration
locale, proposant un modèle markovien estimant la probabilité de changer de réponse sans référer à
l’inﬂuence des renforc¸ ateurs sur le comportement et leur probabilité d’apparition.
5 Il faut mettre l’accent ici sur le fait que le processus par lequel cette différence est estimée et par lequel l’organisme génère
une  valeur attendue n’est pas une question à laquelle répond un béhavioriste radical. Son intérêt repose sur la prédiction des
comportements de l’organisme. L’argument développé par Vaughan (1982) peut être interprété dans le même cadre que celui
proposé par l’équation (9), c’est-à-dire que la probabilité d’apparition d’un comportement dépend de la valeur subjective et
relative du renforcement.
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En opposition, les études de Pliskoff et ses collègues, démarrées avant les propositions de
l’amélioration locale, démontrent que le comportement de changer de réponse peut être étudié comme
un opérant, qu’un programme complexe permet d’en rendre compte6 et que certaines variables dans
l’environnement permettent d’en prédire la fréquence. La connaissance de ces travaux n’est aucune-
ment explicite. Il faut remarquer que les études de Pliskoff font partie d’une perspective moléculaire
(conceptualisation marginale de l’appariement à l’époque). La plupart sont publiées dix ans avant la
première formalisation de l’amélioration locale en 1980 et, au moment où elle est décrite, le débat
est davantage orienté sur la maximisation plutôt que sur le comportement de changer de réponse.
Ainsi, il n’y a jamais eu de rivalité sur le sujet. Cela dit, peu d’études ont tenté de valider le formalisme
de l’amélioration locale ou encore d’analyser de fac¸ on exhaustive le comportement de changer de
réponse. Aux ﬁns de la présente étude, l’amélioration locale sera considérée comme  une théorie repo-
sant sur la loi de l’appariement et étant à l’encontre de l’intégration des conceptions économiques au
sein de l’analyse du comportement. Les différends entraînés par une telle perspective seront davantage
détaillés en explicitant la maximisation molaire, la principale concurrente.
3.2.2. La maximisation molaire
En opposition à l’amélioration locale, la maximisation molaire (Rachlin, Green, Kagel, & Battalio,
1976 ; Rachlin, Battalio, Kagel, & Green, 1981 ; Kagel, Battalio, & Green, 1995) conc¸ oit les situations opé-
rantes comme  analogues aux concepts de marché et de consommation. Elle propose que les concepts
économiques permettent de mieux rendre compte des comportements des organismes par rapport
aux renforc¸ ateurs qu’ils rec¸ oivent. Les stimuli de renforcement sont alors avantageusement, selon eux,
interprétés comme  des biens économiques. Dans un programme concurrent, lorsque la performance
de l’organisme demeure stable, Rachlin et al. (1981) considèrent qu’il maximise la valeur subjective
des renforc¸ ateurs qu’il obtient.
La maximation est essentiellement une théorie de la contrainte (Rachlin et al., 1981) et repose sur
l’hypothèse selon laquelle les conditions dans lesquelles l’organisme se retrouve, l’état comportemen-
tal stable de celui-ci, constitue un état optimisé de la situation. Les contraintes peuvent être de l’ordre
d’un budget comportemental (un nombre maximum de réponses à émettre par séance), le prix de
consommation (le temps à attendre pour une option ou une quantité de réponses à émettre) ou le
marché (la possibilité d’obtenir un bien – un renforc¸ ateur – à l’extérieur de la condition expérimen-
tale). L’intérêt de ces contraintes est d’observer le choix des organismes lorsque les conditions sont
variées (plus de revenus pour le budget, augmentation ou diminution des prix). Des fonctions contour
d’indifférence (anglais : indifference contour) sont alors ajustées à ces données.
Selon Kagel et al. (1995), la loi de l’appariement (plus particulièrement la LGA dans ce cas-ci)
n’est pas une loi générale, mais plutôt un cas particulier de la loi de la demande. Ils utilisent alors
les concepts issus de l’économie (la substituabilité entre deux biens, leur complémentarité ou leur
indépendance). Pour soutenir cette perspective, Kagel et al. (1995) soulignent des résultats allant
théoriquement à l’encontre de l’amélioration locale. L’antiappariement (anglais : antimatching ; Kagel
et al., 1995 ; ou countermatching ; Hursh, 1980) désigne le phénomène par lequel les choix de consom-
mation se dirigent inversement aux taux relatifs de renforc¸ ateurs. En d’autres termes, plus une option
est renforc¸ ante, moins l’organisme en consomme. Il s’agit d’un cas particulier de la LGA, car la valeur de
la sensibilité est alors négative. Par exemple, Hursh (1978) observe la consommation d’eau et de nour-
riture de singes rhésus. Dans la première étape de l’expérience, l’animal a accès à trois leviers, chacun
ayant un programme de renforcement à intervalle variable. Les deux premiers offrent de la nourriture
(exactement la même  pour les deux) et de l’eau. Hursh observe que s’il augmente le coût de la nourri-
ture d’un levier, le singe mange plus au second, ce qui n’a rien d’étonnant au regard de l’appariement
pour l’instant. Dans la seconde expérience, il retire le deuxième levier de nourriture. Dès lors, si le
coût du levier de nourriture augmente, l’animal réduit sa consommation d’eau et de nourriture. Alors
6 Pour le lecteur initié, Pliskoff (1971) suggère de conceptualiser le comportement de changer de réponse comme un pro-
gramme  de renforcement tandem (lorsque que deux exigences successives ou plus sont complétées, c’est-à-dire changer de
réponse et la ﬁn du délai interréponse). Ce programme est lui-même conjonctif (lorsqu’une des exigences est complétée) à l’une
des  options concurrentes pour laquelle la probabilité de renforcement, à la ﬁn du délai interréponse, dépend du programme de
renforcement de la nouvelle option, de la durée du délai et de la durée interchangement.
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que la LGA prédit une augmentation de la consommation d’eau, c’est le contraire qui est observé. Une
hypothèse a posteriori est de formuler que l’eau facilite l’ingestion de nourriture. Selon le vocable éco-
nomique, l’augmentation du prix d’un bien augmente la consommation de son bien substitutif (ici la
nourriture identique à l’autre levier), mais diminue aussi la consommation d’un bien complémentaire
(l’eau). Dans ce cas, la LGA peut décrire adéquatement la relation entre les leviers de nourriture et
celle entre l’eau et la nourriture (s’il est considéré que la sensibilité peut montrer des valeurs néga-
tives). Même  si la valeur relative de l’eau augmente, l’organisme en consomme moins. Ce résultat
paradoxal invalide l’amélioration locale. Par conséquent, Rachlin et al. (1976) suggèrent d’interpréter
la sensibilité comme  la substituabilité entre deux biens. En termes économiques, la substituabilité
est l’ajustement des ressources (comportements) aux prix de consommation (renforc¸ ateurs). Il s’agit
certes d’une proposition intéressante, mais qui, à l’exception de l’intuition économique supplémen-
taire, ne résout en rien les problèmes d’interprétation du paramètre.
Sur le plan du formalisme mathématique, la contribution la plus intéressante est la démonstration
montrant que la LGA est une conséquence d’une fonction de contour. Rachlin (1982) suggère que, dans
un programme de renforcement concurrent, la fonction de contour peut prendre la forme suivante :
V = x1Ry1 + x2R
y
2 (16)
où y est un index de substituabilité, le ratio x1/x2 représente la variable à laquelle les deux commodités
R1 et R2 sont substitutives (par exemple, les calories de la nourriture). L’équation (16) est ainsi une
première contrainte de la valeur subjective des renforc¸ ateurs. Ensuite, l’auteur suggère la seconde
contrainte :
V = T1 + T2 (17)
où Ti est le temps d’allocation à une réponse 1 ou 2 et la troisième :
R = aTm (18)
qui représente la fonction de feedback (anglais : feedback function), où m et a représentent le pro-
gramme  de renforcement. En substituant les équations (17) et (18) dans l’équation (16) :
V = x1a1Tmy1 + x2a2(1 − T1)my (19)
En différentiant cette équation par rapport à T1 et en faisant quelques manipulations, la fonction










lorsque m1 = m2 = 1. Il s’agit alors de l’optimum économique de l’organisme sur la fonction de contour
et qui, selon les valeurs de m et de a, prédisent la LGA. Ainsi, la loi de l’appariement apparaît comme
une conséquence de la maximisation (pour plus de renseignement sur la démonstration, voir l’ouvrage
de Rachlin (1982). À la ﬁn du présent article, seule l’intuition selon laquelle l’appariement découle de
la maximisation est sufﬁsante.) Outre, cette démonstration, le formalisme de la maximisation molaire
reste rudimentaire (Charest, 2007). L’utilisation des fonctions de contour est décrite sans en don-
ner de formes précises. Ainsi, rien ne garantit que la fonction de feedback, l’équation (18) employée
par Rachlin, exprime réellement celle d’un programme de renforcement tout comme  la fonction de
contour, présentée à l’équation (16), exprime adéquatement la consommation de l’organisme. Les
ouvrages sur la maximisation molaire n’évaluent pas la vraisemblance de ces fonctions sur les don-
nées. Les travaux majeurs basés sur cette théorie demeurent des exposés sur la valeur heuristique
de ces analyses. Elles permettent d’en montrer les intuitions aux autres analystes du comporte-
ment de l’époque. Ainsi, la maximisation molaire est une conception téléologique du comportement
puisqu’elle se limite à une interprétation a posteriori des fonctions ; elle ne peut déduire de loi causale
réfutable.
Le plus grand débat entre la maximisation locale et l’amélioration porte sur le comportement
des organismes dans un programme de renforcement concurrent à intervalle variable et à pro-
portion variable. Dans le premier programme, le renforc¸ ateur est distribué autour d’une certaine
moyenne de temps alors que, pour le deuxième, il s’agit d’une moyenne du nombre de réponses
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requis. Les deux programmes sont offerts simultanément à l’organisme et celui-ci peut changer de
programme à tout moment. Dans cette situation, l’amélioration locale prédit l’appariement et la
maximisation molaire prédit une préférence (une valeur de biais) marquée pour la contingence à
proportion variable. Herrnstein et Heyman (1979), par exemple, montrent que les organismes appa-
rient et que la préférence pour la proportion variable n’est pas observée. En fait, la préférence est
plutôt pour le programme à intervalle variable. L’excuse (a posteriori) de Rachlin et al. (1981) est
alors d’afﬁrmer que les programmes de renforcement ne sont pas substitutifs, ce qui est théorique-
ment vraisemblable, car la composante de loisirs (anglais : leisure)  n’est pas considérée. Le programme
à proportion nécessiterait plus de travail pour obtenir le renforc¸ ateur alors que l’intervalle aurait
une composante de repos. Il existerait ainsi une autre fonction de contour permettant de rendre
compte de ce phénomène. Si l’hypothèse est vraisemblable, Herrnstein (voir le commentaire à la
ﬁn de l’article de Rachlin et al., 1981), note que Rachlin et al. n’ont pas refait les analyses pour en
vériﬁer la justesse. Dans une analyse des études sur le programme de renforcement concurrent à
intervalle variable et à proportion variable, Kagel et al. (1995) montrent que, au mieux, le compor-
tement des organismes se situe quelque part entre la théorie de l’appariement et la maximisation
molaire.
Par la perspective (locale/molaire) différente et l’aspect téléologique de la maximisation molaire,
il n’est pas possible de comparer entre cette dernière et l’amélioration locale. Malgré l’importance de
l’empirisme au sein de l’analyse du comportement et l’accumulation de données sur deux décennies,
l’expérience scientiﬁque n’a pu ériger une théorie comme  meilleure que l’autre.
3.2.3. La ﬁn du débat
Vers la ﬁn des années 1980, les débats entre amélioration locale et maximisation molaire
s’estompent. Non pas qu’une théorie ait donné raison à l’autre, mais plutôt parce que les chercheurs
sont restés campés sur leurs positions, et que le dialogue s’est rompu entre eux. Au début des années
1990, les études sur ces modèles deviennent de plus en plus rares. Il faut d’abord rappeler le décès
de Herrnstein en 1994. Après la montée des sciences cognitives en psychologie, les analystes du
comportement se retrouvent avec moins de subventions de recherche pour entretenir leur dispen-
dieux laboratoire animal. Rachlin et Green, les deux psychologues de la maximisation molaire, ainsi
que Heyman, cessent les études sur leurs modèles pour se tourner vers d’autres projets moins coû-
teux. Selon PsycInfo, Vaughan ne publiera plus de papiers sur le sujet après 1993 (à l’exception d’un
court commentaire en 1997). Enﬁn, Kagel et Battalio se recentreront sur leur discipline d’origine, la
micro-économie, après leur ouvrage Economic Choice Theory.  Ils abandonnent tous ce domaine dans
lequel plusieurs questions restent ouvertes et où plusieurs contributions peuvent être encore réali-
sées. Aujourd’hui, les modèles économiques ont toujours un rôle en analyse du comportement, mais
ils ne sont plus exclusivement orientés par rapport à la loi de l’appariement.
À la suite de cette analyse, deux conclusions s’imposent. Malgré une quantité imposante d’études
empiriques sur le sujet, aucun consensus par rapport à la supériorité de l’un des deux modèles n’a
pu émerger. La preuve empirique n’a pas permis de départager les deux camps au ﬁl des années.
L’allégeance théorique constitue l’essentiel du problème : les chercheurs ont toujours maintenu la
conviction que le cadre théorique de leur adversaire était en réalité un cas particulier de leur propre
théorie. L’hypothèse de la maximisation molaire correspond à un cadre téléologique du comporte-
ment alors que l’amélioration locale repose sur une conception mécaniste. La supériorité des assises
épistémologiques de ces derniers est alors au centre de leur adhésion théorique alors que le cadre
téléologique s’exprime par les qualités heuristiques de leur modèle.
Avec le déclin de ce débat, vient un intérêt marqué pour les modèles computationnels. Le processus
par lequel l’organisme atteint l’appariement et les paramètres reliés à celui n’étant pas élucidés, les
chercheurs se tournent vers la computation aﬁn de répondre à ses questions.
3.3. Les modèles computationnels
Pendant les années 1990, plusieurs chercheurs en analyse du comportement tentent d’élucider
les processus comportementaux par l’intermédiaire de modèles computationnels. Inﬂuencés par une
perspective moléculaire et avec l’avantage de la puissance de calcul des ordinateurs, ils tentent de
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Fig. 3. Illustration d’une situation opérante simpliﬁée. L’organisme (le cercle) peut émettre deux comportements (aller à droite
ou  aller à gauche). Son choix est enregistré comme  réponse et cette dernière peut être renforcée ou non par le programme
correspondant. Enﬁn, l’organisme est soit replacé à la case départ (au centre), soit il peut rester ou changer de programme.
rendre compte de la loi de l’appariement aﬁn d’y tester des processus comportementaux (conceptua-
lisés de fac¸ on plus ou moins complexe). Ce mouvement est initié au début des années 1990 (Donahoe,
Palmer, & Burgos, 1993 ; Shimp, 1992). Parmi les modèles computationnels ayant eu le plus d’inﬂuence
sur les études portant sur la loi de l’appariement, il y a l’apprentissage par renforcement (Sutton &
Barto, 1998), les réseaux-neuronaux (Haykin, 1998) et les algorithmes génétiques (Forrest, 1993). Ces
modèles ont l’avantage de pouvoir gérer moment par moment les interactions entre un organisme
artiﬁciel et son environnement. L’objectif du programmeur est en quelque sorte de laisser l’organisme
agir dans son environnement et d’analyser la fac¸ on dont celui-ci s’y ajuste. Cette conception repose
essentiellement sur l’optimisation, quoiqu’elle ne s’y prête pas toujours dans le contexte de l’analyse
du comportement (dans lequel l’objectif est de vériﬁer de fac¸ on computationnelle la validité d’une
théorie de l’apprentissage représentée mathématiquement, contrairement au domaine de l’ingénierie
dans lequel l’objectif est plutôt d’évaluer la rapidité de la simulation ou le coût en mémoire de stockage
pour l’ordinateur).
La Fig. 3 illustre de fac¸ on simpliﬁée le fonctionnement d’une simulation d’une situation opérante.
Un agent artiﬁciel est dans un programme de renforcement concurrent. Il débute la simulation au
centre de l’espace au temps t. Au début de la condition, il est indifférent (une probabilité uniforme)
entre les différentes options présentes dans son environnement. La fac¸ on dont l’organisme choisit est
dictée par l’algorithme. L’agent émet une réponse, l’environnement envoie une rétroaction ou non à
l’organisme et ce dernier se retrouve à la situation initiale au temps t + 1. Au ﬁl de son apprentissage,
l’agent calcule de fac¸ on continue et approximative les probabilités d’être renforcé à l’une ou l’autre
des options en fonction des évènements survenant dans son environnement. L’organisme atteindra
un équilibre optimal (ce n’est pas toujours le cas) en fonction des contingences en vigueur. Dans le
cas de l’apprentissage par renforcement, il peut choisir l’option la plus bénéﬁque (maximiser ses
gains) aﬁn de recevoir le maximum de renforc¸ ateur possible ou dans le cas d’algorithme évolutif,
l’option ayant permis le plus de descendance. Dans ce dernier, il ne s’agit pas d’un individu, mais de
ses gènes. Certains dicteront d’aller à gauche (le programme 1) et d’autres à droite (le programme 2).
Si le programme attribue une conséquence, alors la communauté de gènes sera modiﬁée, favorisant
les gènes du côté choisi. La nature des programmes n’est pas importante ici. Il peut s’agir de deux
programmes de renforcement à proportion variable, de programmes à distribution aléatoire, c’est-
à-dire l’équivalent du bandit manchot (anglais : multi-armed bandit),  ou de programmes à intervalle
variable. La situation peut être complexiﬁée en ajoutant des composantes de temps, de déplacements
dimensionnels supplémentaires, davantage d’information par rapport à l’espace et un environnement
plus dynamique.
Une remarque au passage pour le lecteur qui aura constaté que les modèles computationnels
mentionnées sont généralement considérés de l’ordre des sciences cognitives : il s’agit, pour l’analyste
du comportement, non pas de modéliser une structure cognitive, mais bien d’en étudier les sorties
(anglais : output)  et les comportements ainsi générés. Il faut accepter, d’une part, que ces modèles
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en tant qu’outils conceptuels n’appartiennent pas à une discipline spéciﬁque, pas plus que le marteau
n’est réservé qu’à l’usage exclusif des menuisiers et, d’autre part, qu’un cognitiviste prétendant que les
modèles computationnels qu’il élabore (que celui-ci les appelle l’esprit, le cortex frontal, la mémoire,
l’hypothalamus ou la pensée) sont les reﬂets exacts des processus réels ne montrerait qu’une gro-
tesque incompréhension des enjeux des simulations des organismes vivants. La validité empirique
et théorique des modèles comportementaux computationnels repose sur le degré auquel leur carac-
tère analogique aux situations réelles peut être accepté, et ce, sans égard à la discipline impliquée.
Enﬁn, l’élaboration de tels modèles est fortement encouragée au sein de l’analyse expérimentale du
comportement (Shimp, 2013).
Il existe au moins une quinzaine de modèles computationnels rendant compte de l’appariement.
Leur présentation et comparaison dépassent largement le cadre de cet article. Il sufﬁt toutefois de
comprendre que, malgré la simplicité de la situation opérante présentée précédemment, les modèles
se réduisent en quelque sorte à un agent qui émet une réponse et qui ajuste la probabilité de celle-ci en
fonction des conséquences de son environnement. Les différences demeurent dans la fac¸ on dont l’agent
fait ses choix et comment la probabilité d’une réponse est ajustée. Actuellement, certains modèles sont
peauﬁnés jusqu’à rendre les patrons comportementaux des agents artiﬁciels « indissociables » de ceux
des organismes biologiques dans plusieurs conditions.
Quels sont les contributions de ces modèles ? D’abord, ils démontrent de fac¸ on convaincante que des
théories quantitatives de l’apprentissage peuvent rendre compte de divers patrons comportementaux
dont celui de l’appariement. Ensuite, ils montrent qu’il existe une panoplie de fac¸ on de modéliser (selon
une perspective moléculaire) des processus d’apprentissage menant à l’appariement. Celle-ci apparaît
alors comme  un phénomène émergeant. En revanche, les modèles computationnels éclairent peu sur
les notions de sensibilité et de biais. Outre « l’erreur d’échantillonnage » de l’histoire comportementale
de l’agent, aucune systématisation des valeurs des paramètres n’est identiﬁée. Au contraire, l’idée
selon laquelle la moyenne des simulations est équivalente à la moyenne des organismes biologique
est davantage soutenue et valorisée. Imiter par ordinateur le comportement d’organisme sufﬁt. Enﬁn,
ils n’ont pas permis d’avancées théoriques sur le concept d’appariement. En partant du modèle et en
validant que celui-ci fonctionne bel et bien sur le plan computationnel, ils n’ont pas ouvert d’autres
avenues ou d’autres questions de recherche sur le plan empirique.
Bien que la computation impliquée dans ces modèles soit largement différente, ils sont basés sur
un même  mécanisme, nommément un processus d’apprentissage quantitatif contingent à la distri-
bution des renforc¸ ateurs. Il n’est donc pas étonnant que, malgré leurs différences algorithmiques,
ils atteignent le même  objectif computationnel, soit d’imiter les relations d’appariement. Entre autre,
Sakai et Fukai (2008) démontrent qu’un processus impliquant une maximisation partielle, si elle inclut
des choix passés et de l’information sur les renforc¸ ateurs, devrait mener à l’appariement, et ce, peu
importe l’algorithme impliqué. Par conséquent, les modèles théoriques avec des résultats empiriques
similaires ne peuvent être départagés.
Une autre fac¸ on de conceptualiser la loi de l’appariement est par l’intermédiaire des contraintes
systématiques inhérentes aux situations opérantes (Caron, 2014). Contraitement aux autres modèles
qui s’intéressent principalement à un processus intrinsèque aux organismes, Caron propose que des
contraintes à l’intérieur des situations opérantes mènent à linéarisation de la relation entre le taux
relatif de réponse et de renforc¸ ateurs. La proposition repose sur une simulation d’échantillonnage répé-
tée (méthode Monte-Carlo) restreinte par une contrainte vraisemblablement présente dans la plupart
des situations opérantes. Cette étude montre qu’une telle perspective permet d’expliquer en moyenne
jusqu’à 47 % de la variance expliquée. De plus, des études supplémentaires montrent qu’il est possible
d’augmenter la variance expliquée à 62 % par l’ajout d’une autre contrainte (Caron, 2015). La contri-
bution de ces études est de montrer qu’une conception n’inférant pas de processus comportementaux
internes aux organismes peut obtenir des résultats similaires aux modèles computationnels. Dans
certaines situations d’expérimentation (où le taux de renforcement n’est pas contrôlé, par exemple),
la loi de l’appariement pourrait s’avérer être un artefact en raison des contraintes des programmes
concurrents.
Comme  le souligne Killeen (2015), la loi de l’appariement pourrait être le fruit de l’expérimentation
(la procédure et l’appareillage) plutôt que produit de l’organisme. Il faut alors dévier de la fac¸ on dont
l’appariement est présentement formalisée dans les modèles computationnels et tenter de nouvelles
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perspectives moléculaires aﬁn d’élucider la nature des paramètres de la loi de l’appariement et les
processus liés à l’apprentissage menant à des opérants molaires stables.
4. Conclusion
L’objectif de la présente étude est de donner un aperc¸ u synthétique et critique quant aux déve-
loppements de la loi de l’appariement. Son inﬂuence sur l’analyse du comportement ne peut être
négligée. Elle s’avère être un modèle puissant et fertile aﬁn de décrire les choix des organismes. Depuis
1961, un certain nombre de propositions ont d’ailleurs permis au modèle d’évoluer et de s’adapter à
l’accumulation de données empiriques.
Le Tableau 2 présente (selon l’ordre de présentation) les versions de la loi de l’appariement et
résume quelques renseignements pertinents à leur sujet. La LSA est reconnue comme  étant incomplète
et les fondements théoriques de la LQE se sont avérés erronés. La LGA est devenue le modèle dominant
parmi les chercheurs du domaine. Elle fait l’unanimité dans la littérature scientiﬁque expérimentale.
La LMA, quoique exhaustivement étudiée, est actuellement peu féconde, car elle nécessite quatre
paramètres libres. Elle n’a pas rec¸ u l’engouement de sa concurrente. Enﬁn, la CLA est la version plus
générale de la LGA. Moins utilisée dans les études, elle correspond à la conceptualisation théorique de
l’appariement pour les chercheurs.
La loi de l’appariement fut au centre d’importants débats quant à l’intégration des concepts éco-
nomiques au sein de l’analyse du comportement. Elle fut à la fois perc¸ ue comme  étant à l’encontre de
la maximisation (selon l’amélioration locale) et à la fois comme  un cas particulier de celle-ci (selon
la maximisation molaire). Malgré les rivalités et l’accumulation de données, le débat s’est clos sans
dénouement. L’allégeance théorique à une certaine perspective comportementale fut plus dominante
que l’allégeance empirique. Les modèles économiques sont toujours d’actualité en analyse du compor-
tement bien qu’ils ne soient plus exclusivement orientés sur la loi de l’appariement. Plusieurs questions
demeurent toujours ouvertes.
Par la suite, les décennies suivantes sont caractérisées par la croissance d’études en contexte
appliqué et naturel ainsi que l’augmentation des modèles computationnels. Ce premier groupe
d’études est initié par le cadre prometteur que permet la loi de l’appariement à la thérapie compor-
tementale. Le deuxième groupe vise à expliquer l’équilibre comportemental prédit par la loi de
l’appariement à l’aide de modèles informatiques reposant sur un cadre moléculaire de l’interaction
comportement–environnement.
Il reste encore à explorer quant à la loi de l’appariement. D’abord, il faut éclaircir l’interprétation
des paramètres de la sensibilité et du biais (au moins dans le cas de la LGA). Ensuite, une autre avenue
consiste à évaluer chacune des composantes de la CLA et d’évaluer dans quelle mesure les proprié-
tés des situations concurrentes, plus particulièrement les qualités des renforc¸ ateurs, se joignent à
l’équation. Enﬁn, il reste à trouver et à tester empiriquement un modèle moléculaire permettant
d’expliquer l’équilibre comportemental (molaire) de la loi de l’appariement. Ces travaux de grande
Tableau 2
Présentation des versions de la loi de l’appariement.
Version Abréviation No Auteur Année Équation
La loi stricte de
l’appariement
LSA 1 Herrnstein 1961 B1B2 =
R1
R2
La loi quantitative de
l’appariement
LQA 2 Herrnstein 1970 B1 = k R1R1+Re
La loi généralisée de
l’appariement











La  loi moderne de
l’appariement






La concaténation de la loi
généralisée de
l’appariement
CLA 11 Rachlin 1971 V1V2 =
f1(R1)
f1(R2)
∗ · · ·
Selon l’ordre de présentation dans le manuscrit.
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envergure ne peuvent être achevés que par l’expérimentation scientiﬁque : un dessein propre à
l’analyse expérimentale du comportement.
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