Since the 1960's the finite element method emerged as a powerful tool for the numerical simulation of countless physical phenomena or processes in applied sciences. One of the reasons for this undeniable success is the great versatility of the finite-element approach to deal with different types of geometries. This is particularly true of problems posed in curved domains of arbitrary shape. In the case of function-value Dirichlet conditions prescribed on curvilinear boundaries method's isoparametric version for meshes consisting of curved triangles or tetrahedra has been mostly employed to recover the optimal approximation properties known to hold for standard straight elements in the case of polygonal or polyhedral domains. However, besides obvious algebraic and geometric inconveniences, the isoparametric technique is helplessly limited in scope and simplicity, since its extension to degrees of freedom other than function values is not straightforward if not unknown. The purpose of this paper is to propose, study and test a simple alternative that bypasses all the above drawbacks, without eroding qualitative approximation properties. More specifically this technique can do without curved elements and is based only on polynomial algebra.
Study framework
This work deals with a new method for solving boundary value problem posed in a two-or threedimensional domain, with a smooth curved boundary of arbitrary shape. In the framework of the finiteelement solution of second order elliptic equations posed in curved domains with Dirichlet boundary conditions, it is well known that a considerable order lowering may occur if prescribed boundary values are shifted to nodes that are not mesh vertexes of an approximating polygon or polyhedron formed by the union of the ordinary N -simplexes of a fitted mesh. Over four decades ago some techniques were designed in order to remedy such a loss of accuracy, and possibly attain the same theoretical optimal orders as in the case of a polytopic domain, assuming that the solution is sufficiently smooth. Two examples of such attempts are the interpolated boundary condition method by Nitsche and Scott (cf. [14] and [22] ), and the method introduced by Zlámal in [27] and extended byŽénišek in [25] . The principle our method is based upon is close to the interpolated boundary conditions studied in [4] for two-dimensional problems. Although the latter technique is very intuitive and has been known since the seventies (cf. [22] ), it has been of limited use so far. Among the reasons for this we could quote its difficult implementation, the lack of an extension to three-dimensional problems, and most of all, restrictions on the choice of boundary nodal points to reach optimal convergence rates. In contrast our method is simple to implement in both two-and three-dimensional geometries. Moreover optimality is attained very naturally in both cases for various choices of boundary nodal points.
In order to allow an easier description of our methodology we consider as a model the convectiondiffusion equation with Dirichlet boundary conditions, solved by different N -simplex based methods, incorporating degrees of freedom other than function values at the mesh vertexes. For instance, if standard quadratic Lagrange finite elements are employed, it is well-known that approximations of an order not greater than 1.5 in the energy norm are generated (cf. [7] ), in contrast to the second order ones that apply to the case of a polygonal or polyhedral domain, assuming that the solution is sufficiently smooth. If we are to recover the optimal second order approximation property something different has to be done. Since long the isoparametric version of the finite element method for meshes consisting of curved triangles or tetrahedra (cf. [26] ), has been considered as the ideal way to achieve this. It turns out that, besides a more elaborated description of the mesh, the isoparametric technique inevitably leads to the integration of rational functions to compute the system matrix. This raises the delicate question on how to choose the right numerical quadrature formula in the master element, especially in the case of complex non linear problems. In contrast, in the technique to be introduced in this paper exact numerical integration can always be used for this purpose, since we only have to deal with polynomial integrands. Moreover the element geometry remains the same as in the case of polygonal or polyhedral domains. It is noteworthy that both advantages are conjugated with the fact that no erosion of qualitative approximation properties results from the application of our technique, as compared to the equivalent isoparametric one. We should also emphasize that this approach is particularly handy, whenever the finite element method under consideration has normal components or normal derivatives as degrees of freedom. Indeed in this case isoparametric analogs are either not so easy to define (see. e.g. [3] ) or are simply unknown.
An outline of the paper is as follows. In Section 2 we present our method to solve the model problem with Dirichlet boundary conditions in a smooth curved two-dimensional domain with conforming Lagrange finite elements based on meshes with straight triangles, in connection with the standard Galerkin formulation. Corresponding well-posedness results are demonstrated. In Section 3 we prove general error estimates for the method introduced in the previous section. Moreover L 2 -error estimates are demonstrated in relevant cases, which to the best of author's knowledge are unprecedented for the class of problems considered in this work. In Section 4 we assess the approximation properties of the method studied in the previous section by solving some two-dimensional test-problems with piecewise quadratic functions. We conclude in Section 5 with some comments on the methodology studied in this work. In particular we briefly show that the technique addressed in Sections 2 and 3 applies with no particular difficulty to the case of boundary value problems posed in curved three-dimensional domains (see also [17] ).
Method description
The methodology to enforce Dirichlet boundary conditions on curvilinear boundaries considered in this work applies to many types of equations. However, in order to avoid non essential difficulties, we consider as a model the following convection-diffusion equation in an N -dimensional smooth domain Ω with boundary Γ, for N = 2 or N = 3, namely:
where ν is the diffusion coefficient and b ∈ [L ∞ (Ω)] N is a given convective velocity assumed to be divergence free. f and d in turn are given functions defined in Ω and on Γ, having suitable regularity properties. We shall be dealing with approximation methods of order k for k > 1 in the standard energy norm grad(·) 0 , as long as u ∈ H k+1 (Ω), where · 0 equals [ Ω (·) 2 ] 1/2 , i.e. it denotes the standard norm of L 2 (Ω). Accordingly, we shall assume that f ∈ H k−1 (Ω) and d ∈ H k+1/2 (Γ) (cf. [1] ).
Although the method to be described below applies to any d, for the sake of simplicity henceforth we shall take d ≡ 0. In this case, for the assumed regularity of u to hold, we require that both b and Γ be sufficiently smooth and at least of the C k−1 -class. In order to simplify the presentation here we confine the description of our method to the two-dimensional case, leaving an overview of the three-dimensional case for Section 5.
Let us be given a mesh T h conssting of straight-edged triangles satisfying the usual compatibility conditions and fitting Ω in such a way that all the vertexes of the polygon Ω h := ∪ T ∈T h belong to Γ. Every element of T h is considered to be a closed set and is assumed to belong to a uniformly regular family of partitions (see e.g. [7] ). Let Γ h be the boundary of Ω h and h T be the diameter of T ∈ T h . As usual we set h := max T ∈T h h T . Clearly enough if Ω is convex Ω h is a proper subset of Ω. We make the very reasonable assumptions on the mesh that no element in T h has more than one edge on Γ h . We also need some definitions regarding the skin (Ω \ Ω h ) ∪ (Ω h \ Ω). First of all, in order to avoid non essential technicalities, we assume that the mesh is constructed in such a way that convex and concave portions of Γ correspond to convex and concave portions of Γ h . This property is guaranteed if the points separating such portions of Γ are vertexes of polygon Ω h . In doing so, let S h be the subset of T h consisting of triangles having one edge on Γ h . Now ∀T ∈ S h we denote by ∆ T the closed set delimited by Γ and the edge e T of T whose end-points belong to Γ and set T := T ∪ ∆ T if ∆ T is not a subset of T and T := T \ ∆ T otherwise (see Figure 1) . Notice that if e T lies on a convex portion of Γ h , T is a proper Figure 1 : Skin ∆ T related to a mesh triangle T next to a convex (right) or a concave (left) portion of Γ subset of T , while the opposite occurs if e T lies on a concave portion of Γ h . With such a definition we can assert that there is a partition T h of Ω associated with T h consisting of non overlapping sets T for T ∈ S h , besides the elements in T h \ S h .
Next we introduce two spaces V h and W h associated with T h . V h is the standard Lagrange finite element space consisting of continuous functions v defined in Ω h that vanish on Γ h , whose restriction to every T ∈ T h is a polynomial of degree less than or equal to k for k ≥ 2. For convenience we extend by zero every function v ∈ V h to Ω \ Ω h . W h in turn is the space of functions defined in Ω h having the properties listed below.
1. The restriction of w ∈ W h to every T ∈ T h is a polynomial of degree less than or equal to k; 2. Every w ∈ W h is continuous in Ω h and vanishes at the vertexes of Γ h ; 3. A function w ∈ W h is extended to Ω \ Ω h in such a way that its polynomial expression in T ∈ S h also applies to points in ∆ T ;
4. ∀T ∈ S h , w(P ) = 0 for every P among the k − 1 nearest intersections with Γ of the line passing through the vertex O T of T not belonging to Γ and the points M different from vertexes of T subdividing the edge e T opposite to O T into k segments of equal length (cf. Figure 2 ).
Remark 1
The construction of the nodes associated with W h located on Γ advocated in item 4 is not mandatory. Notice that it differs from the intuitive construction of such nodes lying on normals to Figure 2 : Construction of nodes P ∈ Γ for space W h related to Lagrangian nodes M ∈ Γ h for k = 3
edges of Γ h commonly used in the isoparametric technique. The main advantage of this proposal is an easy determination of boundary node coordinates by linearity, using a supposedly available analytical expression of Γ. Nonetheless the choice of boundary nodes ensuring our method's optimality is really wide, in contrast to the restrictions inherent to the interpolated boundary condition method (cf. [4] ).
The fact that W h is a non empty finite-dimensional space is next established.
Lemma 2.1 Let P k (T ) be the space of polynomials defined in T ∈ S h of degree less than or equal to k. Provided h is small enough ∀T ∈ S h , given a set of m k real values b i , i = 1, . . . , m k with m k = (k + 1)k/2, there exists a unique function w T ∈ P k (T ) that vanishes at both vertexes of T located on Γ and at the k − 1 points P of Γ defined in accordance with item 4. of the above definition of W h , and takes value b i respectively at the m k nodes of T not located on Γ h , corresponding to the Lagrange family of triangular finite elements (cf. [26] ).
PROOF. Let us first extend the vector
of m k into a vector of n k still denoted by b, with n k := m k + k + 1, by adding n k − m k zero components. If the boundary nodes P were replaced by the corresponding M ∈ Γ h ∩ T , it is clear that the result would hold true, according to the well-known properties of Lagrange finite elements. The vector a of coefficients a i for i = 1, 2, . . . , n k := (k + 2)(k + 1)/2 of the canonical basis functions ϕ i of P k (T ) for 1 ≤ i ≤ n k would be given by a i = b i for 1 ≤ i ≤ n k . Denoting by M i the Lagrangian nodes of T , i = 1, 2, . . . , n k , this means that the matrix K whose entries are
be the node of the type P associated with M i otherwise. The Lemma will be proved if the n k × n k linear systemK a = b is uniquely solvable, whereK is the matrix with entries k ij := ϕ j (M i ). Clearly we haveK = K+E K , where the entries of E K are e ij := ϕ j (M i )−ϕ j (M i ). At this point we observe that there exists a constant C Γ depending only on Ω such that the length of the segment M iMi is bounded above by
Since ϕ j is a polynomial and ∆ T is at most a small perturbation of T , the maximum of |grad ϕ j | in T ∪ ∆ T must be bounded by a certain mesh independent constant times max x∈T |grad ϕ j (x)|. From standard arguments we know that the latter maximum is bounded above by a mesh-independent constant times h −1
T . In short we have |e ij | ≤ C E h T ∀ i, j, where C E is a mesh independent constant. Hence the matrixK equals the identity matrix plus an O(h T ) matrix E K . ThereforeK is an invertible matrix, as long as h is sufficiently small. Now let us set the problem associated with spaces V h and W h , whose solution is an approximation of u, that is, the solution of (1) . Extending f in Ω h \ Ω in different ways to be specified hereafter, and still denoting the resulting function defined in Ω ∪ Ω h by f , we wish to solve,
For convenience henceforth we refer to the nodes in a triangle belonging to the set of (k+2)(k+1)/2 points used to define the space of polynomials of degree less than or equal to k > 1 for Lagrange finite elements, as the Lagrangian nodes (cf. [7] , [26] ). Let us denote by · 0,h the standard norm of L 2 (Ω h ). We next prove: Proposition 2.2 Provided h is sufficiently small problem (2) has a unique solution. Moreover there exists a constant α > 0 independent of h such that,
PROOF. Given w ∈ W h let v ∈ V h coincide with w at all Lagrangian nodes of elements T ∈ T h \ S h . As for an element S ∈ S h we set v = w at the Lagrangian nodes not belonging to Γ h and v = 0 at the Lagrangian nodes located on Γ h . The fact that on the edges common to two mesh elements T − and T + , both v |T − and v |T + are polynomials of degree less than or equal to k in terms of one variable coinciding at the exact number of points required to uniquely define such a function, implies that v is continuous in Ω h . Moreover for the same reason v vanishes all over Γ h . For S ∈ S h we denote by L S the set of k − 1 Lagrangian nodes of S different from vertexes that belong to Γ h . We also denote by n h the unit outer normal vector along Γ h . Since div b ≡ 0 by assumption, integration by parts easily yields
where e S is the edge of S contained in Γ h and r S (w) = M ∈L S w(M )ϕ M , ϕ M being the canonical basis function of the space P k (S) associated with Lagrangian node M . Now from standard results it holds for two mesh independent constants C ϕ,0 and C ϕ,1 :
where · 0,S denotes the norm of L 2 (S).
On the other hand, since w(P ) = 0, where P is the point of Γ corresponding to M ∈ Γ h in accordance with the definition of W h , a simple Taylor expansion about P allows us to conclude that |w(M )| ≤ length(P M ) grad w 0,∞,S . Hence, for a suitable constant C Γ independent of S we have, |w(Q)| ≤ C Γ h 2 S grad w 0,∞,S ∀Q ∈ e S , where · 0,∞,S is the standard norm of L ∞ (S). Notice that w vanishes identically along a polynomial curve interpolating the k + 1 points of the set consisting of the k − 1 points P on Γ plus the two vertexes of S belonging to Γ. Thus a similar argument allows us to extend to all Q ∈ e S this estimate of w(M ), there is
by eventually adjusting the constant C Γ . Let l S denote the length of e S . Using (6) we can assert that
Moreover, from a classical inverse inequality, we may write for another mesh independent constant C ∞ :
Hence noticing that l S ≤ h S and card(L S ) = k − 1 ∀S, plugging (5), (7) and (8) into (4), we easily derive:
From (9) we readily obtain for two suitable mesh independent constants C 0 and C 1 :
Now using arguments in all similar to those employed above, we easily infer that,
Combining (10) and (11), provided h ≤ min[(
Péclet number, we establish (3) with α = 2ν/5.
Since obviously dim(V h ) = dim(W h ), the simple fact that (3) holds implies that (2) is uniquely solvable (cf. [10] ).
We will also need Corollary 2.3 Provided h is sufficiently there exists a constant α > 0 independent of h such that,
PROOF. The proof of (12) is a simple variant of the one of (3) thanks to the observation that
for suitable mesh independent constants C U and C L , since w is a polynomial in T (cf. [24] ).
Error estimates
In order to derive error estimates for problem (2) we resort to the approximation theory of non coercive linear variational problems (cf. [2] , [5] and [10] ). At this point it is important to recall that since
Hence, owing to the construction of
In case Ω is not convex, we could extend u by zero in Ω h \ Ω, to define a h (u, v). However in this case there will be a non zero residual a h (u, v) − F h (v) for v ∈ V h whose order may erode the one the approximation method (2) is supposed to attain. Nevertheless in this case such an effect can be neutralized by means of a trick to be explained later on. For the moment let us assume that Ω is convex. Let us denote by · r,D (resp. | · | r,D ) the standard norm (resp. semi-norm) of Sobolev space H r (D) for r > 0 (cf. [1] ), D being any bounded domain of 2 with non zero measure. We have, Theorem 3.1 As long as h is sufficiently small, if Ω is convex and the solution u of (1) for d ≡ 0 belongs to H k+1 (Ω), the solution u h of (2) satisfies for k > 1 and a suitable constant C independent of h and u:
PROOF. First we note that u belongs to H 2 (Ω). Therefore it is possible to uniquely define u(Q) at any point Q ∈ Ω (cf. [1] ), and hence a W h -interpolate of u that we denote by I h (u). More specifically I h (u) is defined in the following fashion. In every T ∈ T h \ S h , I h (u) is the standard P k -interpolate of u at the Lagrangian nodes of T . If T ∈ S h , I h (u) is the P k -interpolate of u in T at the set of m k + 2 points consisting of the Lagrangian nodes of T that do not lie in the interior of e T , together with the k − 1 points P lying on Γ associated with the Lagrangian nodes M of T lying in the interior of e T , as described in the definition of W h . From standard results (see e.g. [7] ) we know that
where C Ω is a constant independent of h and u. Now if T ∈ S h we consider the mapping G T from T onto a unit elementT of a reference plane with coordinates (x,ŷ) given by
Since ∆ T is a small perturbation of T , T is star-shaped with respect to a ball contained in T . It follows that we can extend the well-known results for the Lagrange interpolation with the set of Lagrangian nodes to the one constructed in accordance with the definition of W h . More precisely we mean the set consisting of the m k + 2 transformations inT under G h of Lagrangian nodes of T which do not lie in the interior of e T , completed with the transformations under G h of the k − 1 points P ∈ Γ ∩ T associated with the Lagrangian nodes M of T lying in the interior of e T (see Figure 2 ). Let us denote byû and I h (u) the transformations under G h inT of u and I h (u) restricted to T , respectively. Notice that I h (u) is the P k -interpolateÎ(û) ofû inT , both functions coinciding wheneverû belongs to P k (T ) and hence to P k (T ). Thus, denoting by ρ T the radius of the circle inscribed in T , by the same arguments as in Theorem 4.4.4 of [4] , we immediately conclude that
C being a constant depending only on k and the set of interpolation points lying on Γ ∩ T . Actually these points vary with T , but the underlying dependence of C on them reduces to a dependence on Γ rather than on T itself. Now recalling that the chunkiness parameter σ = max T ∈T h h T /ρ T (cf. [4] ) is bounded for every T h in the family of partitions in use, we set C T := C σ.
On the other hand from (3) we infer that
Let us add and subtract u in the first argument of a h and resort to the Friedrichs-Poincaré inequality, according to which v 0,h ≤ C P grad v 0,h , where C P is constant depending only on Ω. In doing so we obtain after a straightforward calculation:
where
we come up with:
Since
where ∂u ∂n h is the outer normal derivative of u on Γ h . From equation (1) and since v ≡ 0 on Γ h , it trivially follows that,
Finally combining (20) , (15) and (16), we establish (14) with C := [1 + A/α]C T .
Corollary 3.2
As long as h is sufficiently small, if Ω is convex and the solution u of (1) for d ≡ 0 belongs to H k+1 (Ω), the solution u h of (2) satisfies for k > 1 and a suitable constant C independent of h and u:
PROOF. First we recall that the solution u h ∈ W h of (2) is also the solution of (12) we can write (cf. [10] ):
Then using (15) and (16) the result follows.
O(h k+1 )-error estimates in the L 2 -norm can be established in connection with Theorem 3.1, if we require a little more regularity from u, according to, Theorem 3.3 As long as h is sufficiently small, if Ω is convex and the solution u of (1) for g ≡ 0 belongs to H k+1+r (Ω) with r = 1/2 + for > 0 arbitrarily small, the solution u h of (2) satisfies for k > 1 and a suitable constant C 0 independent of h and u:
PROOF. Recalling that every function in W h is defined in Ω \ Ω h , letū h be the function given bȳ
Since Ω is smooth andū h ∈ L 2 (Ω) we know that v ∈ H 2 (Ω) and moreover there exists a constant C Ω depending only on ν, b and Ω such that,
Therefore
Using integration by parts we easily obtain,
Let Π h (v) be the continuous piecewise linear interpolate of v in Ω at the vertices of the mesh. Setting
, where
and setting
Further setting
it follows that,
Therefore, combining (18) , (14), (33) and (32), and settingC 0 = C Ω AC V C, it holds,
(34) Let us estimate b ih for i = 1, 2, 3, 4. As for b 1h we first note that according to the Trace Theorem there exists a constant C t depending only on Ω such that
Now for every T ∈ S h we take a local orthogonal frame (O; x, y) whose origin O is a vertex of T in Γ, x is the abscissa along the edge e T and y increases from e T towards Γ. Let ∂T := Γ ∩ T and s be the curvilinear abscissa along ∂T with origin at O. Notice that owing to our assumptions s can be uniquely expressed in terms of x and conversely, for x ∈ [0, l T ], where l T is the length of e T . Let thenȗ h be the function of
, from standard results for one-dimensional interpolation (cf [15] ), there exists a mesh-independent constant C e such that,
On the other hand defining the function y(x) to be the y-abscissa of the points in ∂T , we observe that there exist mesh-independent constants c j,Γ such that,
Thus taking into account that the derivatives of u h of order greater than k vanish in T , straightforward calculations using the chain rule yield for suitable mesh-independent constants c j , j = 0, 1, . . . , k:
where D j w is the j-th order tensor, whose components are the j-th order partial derivatives of a function w in Ω.
All the partial derivatives appearing in (38) are to be understood at a (variable) point in ∂T . Now since ds = 1 + (y ) 2 dx, there exists another mesh-independent constant C q such that
Combining (36), (37), (38) and (39), after straightforward calculations we come up with a meshindependent constantC such that,
From the Trace Theorem [1] we know that there exists a constant C r (Ω) such that,
On the other hand, using the curved triangle T associated with T , by standard calculations we can write for a suitable mesh-independent constant C k,1 :
Noting that H j+1+r (Ω) is embedded in W j,∞ (Ω) for j = 0, 1, . . . , k, the embedding being continuous (cf. [1] ), applying classical inverse inequalities in T , together with well-know estimates for the interpolation error, for another mesh-independent constant C k,2 it holds:
where · l,∞,D denotes the standard norm of W l,∞ (D) for an integer l > 0. Now (14) together with the estimate grad(u−I h (u)) 0,T ≤ C k,3 h k T |u| k+1,T for a suitable C k,3 easily yield:
On the other hand we observe that by the Sobolev Embedding Theorem there exists a constant C E such that
Therefore for a certain constant C Ω we have
Taking into account (40), (41), (44), (45) and (47), we easily obtain,
whereC 1 is a mesh-independent constant. It follows from (35) and (48) that for C b1 = 2C 1 C t it holds:
Now we turn our attention to b 2h . First observing that grad Π h (v) is constant in T for T ∈ T h and Π h (v) = 0 on Γ h , by Rolle's Theorem
Noticing that area(∆ T ) ≤ C Γ h 3 T , using (50) we have,
Using the classical inverse inequality grad
with C I independent of T , we further obtain:
Next using the triangle inequality we rewrite (52) as,
From the inverse inequality
constant C I independent of T , and again the above one, we have
where C 2 is a mesh-independent constant. Plugging (54) into (53) and further using the triangle inequality, we easily obtain,
for a suitable mesh-independent constantC 2 .
Using the Cauchy-Schwarz inequality and taking into account that
mesh-independent constant, from (55) we derive for another mesh-independent constantC 2 ,
From standard interpolation results and (46) we can assert that for three mesh-independent constants C 1,2 , C 2,2 and C 3,2 it holds,
Plugging (57) into (56), and recalling (14) we finally obtain,
where C b2 is a mesh-independent constant.
Next we estimate b 3h . Recalling (30) and the fact grad Π h (v) 0,∞,T = grad Π h (v) 0,∞,T , we first define the function ω T := |gradū h |T | for every T ∈ S h . Then we have:
Let us denote the standard master triangle byT and the transformation of ∂T under the affine mapping F T from T ontoT by∂T . Clearly enough there exists a constantĈ independent of T such that,
whereω is the transformation of ω T under the mapping F T . We denote byT the transformation of T under F T . Next we apply the Trace Theorem toT . Thanks to the fact that Γ is smooth and h is sufficiently small, there exists a constantĈ t independent of T such that,
where grad is the gradient operator for functions defined inT . Moving back to T associated with T ∈ S h and using an inverse inequality, from (60) and (61) we conclude that for a suitable mesh-independent constantC 3 it holds,
By the Cauchy-Schwarz inequality this further yields,
Now using the triangle inequality and an inverse inequality, and then combining (14) with the second equation of (57), we can estimate H(ū h ) 0,h in the same way as ∆ū h 0,h starting from (53). In this way we can easily establish the existence of a mesh-independent constantC 3 such that,
Then plugging the third equation of (57) and (64) into (63), yields for C b3 =C 3C3 C 2,3 :
Finally we estimate b 4h . Using a few arguments already exploited above, we can write:
and further,
Since grad(I h (u) − u) 0,∞,T can be bounded above by a constant independent of T multiplied by h k−1 |u| k,∞,Ω , from the Cauchy-Schwarz inequality and using (33) together with (14), we infer the existence of a mesh-independent constantC 4 such that,
Taking into account (46) this implies in turn that for another mesh-independent constant C b4 it holds,
Plugging (49), (58), (65) and (70) into (34), owing to the fact that h < 1, we immediately obtain (22) with C 0 =C 0 + 2C(Ω)(C b1 + C b2 + C b3 + C b4 ). Now we address the case of a non convex Ω. Let us consider a smooth domainΩ close to Ω which strictly contains Ω ∪ Ω h for all h sufficiently small. More precisely, denoting byΓ the boundary ofΩ we assume that meas(Γ) − meas(Γ) ≤ ε for ε sufficiently small. Henceforth we also consider that f was extended toΩ \ Ω. We still denote the extended function by f , which is arbitrarily chosen inΩ \ Ω, except for the requirement that f ∈ H k−1 (Ω).
Then under the conditions specified therein the following theorem holds:
Theorem 3.4 Assume that there exists a functionũ defined inΩ having the properties:
• −ν∆ũ + b · gradũ = f inΩ;
•ũ |Ω = u;
•ũ = 0 a.e. on Γ;
•ũ ∈ H k+1 (Ω).
Then as long as h is sufficiently small it holds:
whereC is a mesh-independent constant and · 0,Ω h denotes the standard L 2 -semi-norm in the set
PROOF. Thanks to its propertiesũ can replace u in the proof of Theorem 3.1, to transform it into the proof of this theorem based on the same arguments. Then the observation that grad(u − u h ) 0,Ω h ≤ grad(ũ − u h ) 0,h leads to (71).
It is noteworthy that the knowledge of a regular extension of the right hand side datum f associated with a regular extensionũ of u is necessary to optimally solve problem (2) in the general case. Of course, except for very particular situations such as the toy problems used to illustrate the performance of our method in the next section, in most cases such an extension of f is not known. Even if we go the other around by prescribing a regular f inΩ, the existence of an associatedũ satisfying the assumptions of Theorem 3.4 can also be questioned. However using some results available in the literature it is possible to identify cases where such an extensionũ does exist. Let us consider for instance the Poisson equation (that is, ν = 1 and b ≡ 0) in a simply connected domain Ω of the C ∞ -class and a datum f infinitely differentiable inΩ. Taking an extension of f to the enlarged domainΩ also of the C ∞ -class, such that f ∈ C ∞ (Ω) ∩ H k−1 (Ω), we first solve −∆u 0 = f inΩ and u 0 = 0 onΓ. According to well-known results (cf. [12] ) u 0 ∈ C ∞ (Ω) and hence the trace g 0 of u 0 on Γ belongs to C ∞ (Γ). Next we denote by u H the harmonic function in Ω such that u H = g 0 on Γ. Let r 0 be the radius of the largest (open) ball B contained in Ω and O = (x 0 , y 0 ) be its center. Assuming that the extension of f is not too wild inΩ so that the Taylor series of u H (x, y 0 ) and [∂u H /∂y](x, y 0 ) centered at O converge in the segment of the line y = y 0 centered at O with length equal to r 0 √ 2r 0 + 2δ for a certain δ > 0, according to [9] there exists a harmonic extension u H of u H to the ball B 0 centered at O with radius r 0 + δ √ 2. Clearly in this case, as long as δ is large enough for B to containΩ, we can defineũ := u 0 − u H as a function in H k+1 (Ω) that vanishes on Γ, and thus satisfies all the required properties. In the general case however, a convenient way to bypass the uncertain existence of an extensionũ satisfying the assumptions of Theorem 3.4, is to resort to numerical integration on the right hand side. Under certain conditions rather easily satisfied, this leads to the definition of an alternative approximate problem, in which only values of f in Ω come into play. This trick is inspired by the celebrated work due to Ciarlet and Raviart on the isoparametric finite element method (cf. [8] and [7] ). To be more specific, these authors employ the following argument, assuming that h is small enough: if a numerical integration formula is used, which has no integration points different from vertexes on the edges of a triangle, then only values of f in Ω will be needed to compute the corresponding approximation of F h (v). This means that the knowledge ofũ, and thus of the regular extension of f , will not be necessary for implementation purposes. Moreover, provided the accuracy of the numerical integration formula is compatible with method's order, the resulting modification of (2) will be a method of order k in the norm · 0,Ω h of grad(u − u h ). Nevertheless it is possible to get rid of the above argument based on numerical integration in the most important cases in practice, namely, the one of quadratic and cubic Lagrange finite elements. Let us see how this works. First of all we consider that f is extended by zero in ∆ Ω :=Ω \Ω, and resort to the extensionũ of u to the same set constructed in accordance to Stein et al. [23] . This extension does not satisfy ∆ũ = 0 in ∆ Ω but the function denoted in the same way such thatũ |Ω = u does belong to H k+1 (Ω). Since k > 1 this means in particular that the traces of the functions u andũ coincide on Γ and that ∂u/∂n = −∂ũ/∂ñ = 0 a.e. on Γ where the normal derivatives on the left and right hand side of this relation are outer normal derivatives with respect to Ω and ∆ Ω respectively (the trace of the Laplacian of both functions also coincide on Γ but this is not relevant for our purposes). Based on this extension of u to Ω h for all such polygons of interest, we next prove the following results for the approximate problem (2), without assuming that Ω is convex. Here f represents the function identical in Ω to the right hand side datum of (1) , that vanishes identically in ∆ Ω . Theorem 3.5 Let k = 2 and assume that u ∈ H 3 (Ω). Provided h is sufficiently small, there exists a mesh independent constant C 2 such that the unique solution u h to (2) satisfies:
whereũ ∈ H 3 (Ω) is the regular extension of u toΩ constructed in accordance to Stein et al. [23] .
PROOF. First we note that,
Thanks to the following facts the first term in the numerator of (73) is expressed as in (74): Sincẽ u ∈ H 3 (Ω) we can apply First Green's identity to a h (ũ, v) thereby getting rid of integrals on portions of Γ; next we note that ν∆u − b · grad u + f = 0 in every T ∈ T h \ S h ; this is also true of elements T not belonging to the subset Q h of S h consisting of elements T such that T \ Ω is not restricted to a set of vertexes of Ω h ; finally we recall that ν∆ũ − b · gradũ + f vanishes identically in the set T ∩ Ω and denote by∆ T the interior of the set T \ Ω ∀T ∈ Q h . In short we can write: T , after straightforward calculations we obtain for a certain mesh-independent constant C R :
(75) Now plugging (75) into (74) and applying the Cauchy-Schwarz inequality, we easily come up with,
Finally plugging (76) into (73) we immediately establish the validity of error estimate (72).
Theorem 3.6 Let k = 3 and assume that u ∈ H 4 (Ω). Provided h is sufficiently small, there exists a mesh independent constant C 3 such that the unique solution u h to (2) satisfies:
whereũ ∈ H 4 (Ω) is the regular extension of u toΩ constructed in accordance to Stein et al. [23] .
PROOF. First of all we point out that, according to the Sobolev Embedding Theorem [1] , ∆ũ ∈ L ∞ (Ω), sinceũ ∈ H 4 (Ω) by assumption. Now following the same steps as in the proof of Theorem 3.5 up to equation (74), the latter becomes for a certain mesh-independent constant C S ,
Akin to the previous proof, using a classical inverse inequality for triangles, we note that,
Combining (78) with (79) we come up with,
Further applying the Cauchy-Schwarz inequality to the right hand side of (80) we easily obtain:
From the assumptions on the mesh there exists a mesh-independent constant C J such that
Plugging this into (81) and the resulting relation into (73) we immediately establish error estimate (77).
Akin to Theorem 3.3, it is possible to establish error estimates in the L 2 -norm in the case of a non convex Ω, by requiring some more regularity from the solution u of (1). However optimality is not attained, except for the case k = 2. This is basically because of the absence of u from the non-empty domain∆ h := Ω h \ Ω, whose area is an invariant O(h 2 ) whatever k. Roughly speaking, integrals in∆ h of expressions in terms of the approximate solution u h dominate the error, in such a way that the order of such terms cannot be reduced to less than 3.5, even under additional regularity assumptions.
Most steps in the proof of the following result rely on arguments essentially identical to those already exploited to prove Theorem 3.3. Therefore we will focus on aspects specific to the non convex case.
Theorem 3.7 Let k = 2. Assume that Ω is not convex and u ∈ H 3+r (Ω) for r = 1/2 + , > 0 being arbitrarily small. Then provided h is sufficiently small the following error estimate holds:
whereC 0 is a mesh-independent constant and G(ũ) :
PROOF. Letū h be the function defined in Ω byū h := u h − u. v ∈ H 1 0 (Ω) being the function satisfying (23)- (24), we have:
Now we setΓ h := Ω h ∩ Γ and note that meas(Γ h ) > 0. Using integration by parts we easily obtain,
where the bilinear forms b 1h and a ∆ h are defined in (27) and (28), respectively, and
On the other hand ∀v h ∈ V h we have,
Recalling the definitions of Q h in the proof of Theorem 3.5 for every T ∈ Q h and of the set∆ T as the interior of T \ Ω, we define
Denoting by∂T the set Γ ∩ T we further set,
It easily follows from (86) that
Taking v h = Π h (v), recalling that e h (v) := v − Π h (v) and plugging (89) into (84) we come up with,
(90) On the other hand, recalling b 2h given by (29) and using integration by parts we have
Thus recalling b 3h and b 4h respectively defined by (30) and (31), we finally obtain:
The estimation ofã h (ū h , e h (v)) is a trivial variant of the one in Theorem 3.3, that is,
whereC V is an interpolation error constant such that
The bilinear forms b ih , i = 1, 2, 3, 4 were studied in Theorem 3.3. The corresponding estimates here are qualitatively the same taking k = 2, if we replace here and there |u| 3,Ω by G(u ). Hence all that is left to do is to estimate b 5h (u h , v h ). With this aim we proceed as follows:
, by a straightforward argument we can write
(95) Since all the components of [grad Π h (v)] |T and [H(u h )] |T are in P 0 and those of [grad u h ] |T are in P 1 , in all the norms involving Π h (v) and u h appearing in (95) T can be replaced by T . Thus by a classical inverse inequality and the Schwarz inequality we obtain successively,
On the other hand, by an inverse inequality in T and owing to a classical approximation result, the Sobolev Embedding Theorem and an elementary geometric argument, there exists a mesh-independent constantC I such that,
(98) Plugging (98) into (97), using the Cauchy-Schwarz inequality together with a simple trick for the estimation of b 1h , taking into account (46) we easily obtain for another mesh-independent constantC 5 :
On the other hand from (94) we easily derive,
with
Hence there exists a mesh-independent constant C b5 such that,
Finally recalling (92) together with (93), (49), (58), (65) and (70), estimate (101) completes the proof.
Numerical experiments
In order to illustrate the error estimates derived in the previous section we solved equation (1) with our method in two test-cases, taking k = 2.
Test-problem 1
Here Ω is the ellipse delimited by the curve (x/e) 2 + y 2 = 1 with e > 0, ν = 1, b = (x, −y) and d ≡ 0, for an exact solution u given by u = (e 2 − e 2 x 2 − y 2 )(e 2 − x 2 − e 2 y 2 ). Thus we take f := −∆u + b · grad u, and owing to symmetry we consider only the quarter domain given by x > 0 and y > 0 by prescribing Neumann boundary conditions on x = 0 and y = 0. We take e = 0.5 and compute with quasi-uniform meshes defined by a single integer parameter J, constructed by a straightforward procedure. Roughly speaking the mesh of the quarter domain is the polar coordinate counterpart of the standard uniform mesh of the unit square (0, 1) × (0, 1) whose edges are parallel to the coordinate axes and to the line x = y.
In Table 1 we display the absolute errors in the norm grad(·) 0,h and in the norm of L 2 (Ω h ) for increasing values of J, more precisely J = 2 m for m = 2, 3, 4, 5, 6. We also show the evolution of the maximum absolute errors at the mesh nodes denoted by u − u h 0,∞,h . As one infers from Table 1 , the approximations obtained with our method perfectly conform to the theoretical estimate (14) . Indeed as J increases the errors in the gradient L 2 -norm decrease roughly as (1/J) 2 , as predicted. The error in the L 2 -norm in turn tends to decrease as (1/J) 3 , while the maximum absolute error seem to behave like an O(h β ), for β less than but close to three. 
Test-problem 2
The aim of this Test-problem is to assess the behavior of our method in the case where Ω is non convex.
Here we solve (1) for the following data: Ω is the annulus delimited by the circles given by r = e < 1 and r = 1 with r 2 = x 2 + y 2 , for an exact solution u given byū = (r − e)(1 − r) withf := −ν∆ū, ν = 1, b ≡ 0 and d ≡ 0. Again we apply symmetry conditions on x = 0 and y = 0. We take e = 0.5 and compute with quasi-uniform meshes defined by two integer parameters I and J, constructed by subdividing the radial range (0.5, 1) into J equal parts and the angular range (0, π/2) into I equal parts. In this way the mesh of the quarter domain is the polar coordinate counterpart of the I × J mesh of the rectangle (0, π/2) × (0.5, 1) whose edges are parallel to the coordinate axes and to the line x = π(y − 0.5).
In Table 2 we display the absolute errors in the norm grad(·) 0,h and in the norm of L 2 (Ω h ) for I = 2J, for increasing values of I, namely I = 2 m for m = 2, 3, 4, 5, 6. We also show the evolution of the maximum absolute errors at the mesh nodes denoted by u − u h 0,∞,h . As one can observe, here again the quality of the approximations obtained with our method are in very good agreement with the theoretical result (71), for as J increases the errors in the gradient L 2 -norm decrease roughly as h 2 , as predicted. On the other hand here again the errors in the L 2 -norm tend to decrease as h 3 and the maximum absolute errors behave like an O(h β ) for β close to and greater than three.
Possible extensions and conclusions
To conclude we make some comments on the methodology introduced in this work. We begin with general ones.
General considerations
1. First of all it is important to stress that the assumption on the magnitude of the mesh parameter h made throughout the paper is just a sufficient condition for the formal results given in this work to hold. It is by no means a necessary condition and actually we can even assert that it is rather an academic hypothesis. Indeed good numerical results can be obtained with meshes as coarse as can be. For example computations for test-problems like those given in Section 4 with the integer parameter J = 1 or J = 2 were carried out and no problem at all was detected.
2. The technique advocated in this work to solve the convection-diffusion equation in curved domains with classical Lagrange finite elements is actually much more general and universal. As a matter of fact it provides a simple and reliable manner to overcome technical difficulties brought about by more complicated problems and interpolations. This issue is illustrated in [19] , where we applied our technique to a Hermite analog of the Raviart-Thomas mixed finite element method of the lowest order to solve Maxwell's equations with Neumann boundary conditions. In a forthcoming paper we intend to complete this study by extending the technique to the Raviart-Thomas family [16] , and to present the corresponding numerical analysis. As another example we can quote Hermite finite element methods to solve fourth order problems in curved domains with normal derivative degrees of freedom. Such d.o.f.s can also be dealt with very easily by means of our method, which is also shown in [19] .
3. The solution of (1) with a non zero d using our method is straightforward. Indeed, obviously enough, it suffices to assign the value of d at each node belonging to the true boundary Γ for any boundary element, that is, any element having an edge contained in Γ h . The error estimates derived in this paper trivially extends to this case as the reader can certainly figure out. On the other hand in the case of Neumann boundary conditions ∂u/∂n = 0 on Γ (provided f satisfies the underlying scalar condition) our method coincides with the standard Lagrange finite element method. Incidentally we recall that in case inhomogeneous Neumann boundary conditions are prescribed optimality can only be recovered if the linear form F h is modified in such a way that boundary integrals for boundary elements T are shifted to the curved boundary portion of an elementT sufficiently close to the one of the corresponding curved element T . But this is an issue that has nothing to do with our method, which is basically aimed at resolving those related to the prescription of degrees of freedom for Dirichlet boundary conditions.
4.
As the reader has certainly noticed, in order to compute the element matrix and right hand side vector for a boundary element (in S h ), we have to determine the inverse of an n k × n k matrix. However this extra effort should by no means be a problem at the current state-of-the art of Scientific Computing, as compared to the situation by the time isoparametric finite elements were introduced.
5.
It is important to recall that our method can do without numerical integration to compute element matrices, at least for quadratic and cubic finite elements, as pointed out in Sections 1 and 4. This is another significant advantage thereof over the isoparametric version of the finite element method. Indeed the latter helplessly requires numerical integration for this purpose, since it deals with rational shape-and test-functions. While on the one hand this is not a real problem when the equation at hand is a simple one such as (1), on the other hand the choice of the right integration formula can turn to a sort of headache, in the case of more complex PDEs such as nonlinear ones.
Comparison with the isoparametric technique
The results in Section 4 validate the finite-element methodology studied in this article for the twodimensional case, to solve boundary value problems posed in smooth curved domains. A priori it is an advantageous alternative in many respects to more classical techniques such as the isoparametric version of the finite element method. This is because its most outstanding features are not only universality but also simplicity, and eventually accuracy and CPU time too, although the two latter aspects were not our point from the beginning. Nevertheless we have compared our technique with the isoparametric one in both respects, by solving another test-problem using both approaches. It turned out that the new method was a little more accurate all the way. Just to illustrate this assertion we supply in Table 3 the errors in the L 2 (Ω h )-norm of the solution gradient and of the solution itself, when both methods with k = 2 are used to solve a toy Poisson equation −∆u = f in the unit disk for f (x, y) := 9(x 2 + y 2 ) 1/2 with u = 0 on the boundary. The exact solution is u(x, y) = 1 − (x 2 + y 2 ) 3/2 . The meshes employed in these computations are of the same type as those used in Test-problem 1 for an elliptical domain, i.e. Table 4 : CPU time in seconds to run a test-problem in a disk taking k = 2.
they depend on an integer parameter J in such a way that h = 1/J. In Table 3 the solution obtained with isoparametric elements is denoted byũ h . Crout's method was employed for both methods to solve the resulting linear systems. Table 3 shows that the new method is a little more accurate than the isoparametric technique. In terms of CPU time the figures displayed in Table 4 are less conclusive. Indeed the new method can be considered globally less demanding than the isoparametic technique, though not uniformly (cf. the case h = 1/64). As we should point out this comparison of CPU times is fair, since only boundary elements were treated differently for both methods, as required.
A short account of the three-dimensional case
Saying a few words about the extremely important three-dimensional case is mandatory.
The three-dimensional counterpart of the method studied in this paper is studied in detail in [17] . Here we give only some highlights thereof. Although in this case too the method applies to much more general boundary value problems, for the sake of brevity we confined ourselves to the Poisson equation. First of all for N = 3 we make the very realistic assumption that an element T ∈ T h has at most one face on Γ h , and if no such a face exists T has at most one edge on Γ h . Actually we have to consider two subsets of T h , namely the subset S h consisting of tetrahedra having one face on Γ h and the subset R h consisting of tetrahedrons having exactly one edge on Γ h . In contrast to the two-dimensional case, for T ∈ S h it is not possible to define the set ∆ T delimited by Γ and the face F T of T contained in Γ h , or equivalently the three skins associated with the three edges of F T , in such a way that an underlying space W h of continuous functions is generated. Otherwise stated, in the three-dimensional case we have to deal with a non conforming space W h . However this is not really a problem since the test-function space V h remains conforming. Nevertheless, at least from the formal point of view one had better employ a systematic way to extend or restrict the elements in S h in order to construct a companion mesh of the whole Ω consisting of non overlapping straight elements T ∈ T h \ S h and curved elements T associated with T ∈ S h . Among other possibilities we can proceed as follows. For the latter elements, T is delimited by Γ, the boundary portions of T lying inside Ω, and three skins δ e corresponding to the three edges of the face F T ⊂ Γ h generically denoted by e. δ e lies on the plane containing e that bisects the dihedral formed by two mesh faces whose intersection is e. Typically the pair of faces under consideration would correspond to the largest angle formed by two such faces. The interpolation points on Γ pertaining to T ∈ S h which are nodal points of W h , are simply the intersections with Γ of the perpendicular to e in δ e passing though the Lagrangian nodes of e. It is noteworthy that such nodes are interpolation nodes replacing Lagrangian nodes of e for an element T ∈ R h having e as an edge, although it is not necessary to consider any extension T of such a T . For every boundary mesh edge e we denote by L e the set of k + 1 nodes belonging to δ e defined in the above manner. This apparently complicated definition is aimed at ensuring that there is an extension T h of the partition T h consisting of non overlapping sets T extending or restricting T , or doing both things at a time (typically T := T ∪ ∆ T or T := T \ ∆ T according to the local configuration of Γ), besides the elements in T h \ S h . Now for w ∈ W h , ∀T ∈ S h ∪ R h and for every edge e ⊂ T ∩ Γ h , w(P ) = d(P ) for all P ∈ L e . If T ∈ R h all the remaining (k + 5)(k + 1)k/6 nodes used to define w |T for w ∈ W h are Lagrangian nodes of T . As for T ∈ S h , besides the 3k nodes in the three pertaining δ e s and its (k + 2)(k + 1)k/6 Lagrangian nodes not lying on Γ h , for k > 2 only, the remaining (k − 1)(k − 2)/2 nodes of T ∈ S h associated with W h are the intersections with Γ of the line passing through the vertex O T of T not belonging to Γ and the points subdividing the face opposite to O T into k 2 equal triangles, except those lying on the edges of F T . Notice that, provided h is small enough, there is no chance for two out of thus constructed (k + 3)(k + 2)(k + 1)/6 nodes of T ∈ S h ∪ R h to be too close to each other, let alone to coincide. Once the space W h is defined in accordance with the above constructions, the approximate problem (2) can be posed in the same way as in the two-dimensional case. Corresponding existence, uniqueness and uniform stability results can be demonstrated in basically the same manner as in Section 2. As for error estimates, qualitative results equivalent to those proved in Section 3 can be expected to hold. Nonetheless their proof is at the price of several additional technicalities, especially in the non convex case. We address all those issues more thoroughly in [17] .
A word about further applications
To close this work, we would like to insist that the technique advocated in this work to handle Dirichlet conditions prescribed on curvilinear boundaries has a wide scope of applicability. This is particularly true of some cases not so thoroughly addressed in the literature so far, such as mixed finite element methods for the incompressible Navier-Stokes equations. In this respect we refer to [21] . Applications to elasticity problems can be found in [18] and [20] .
