Abstract. Based on the structure theory of pairs of skew-symmetric matrices, we give a conjecture for the Hilbert series of the exterior algebra modulo the ideal generated by two generic quadratic forms. We show that the conjectured series is an upper bound in the coefficient-wise sense, and we determine a majority of the coefficients. We also conjecture that the series is equal to the series of the squarefree polynomial ring modulo the ideal generated by the squares of two generic linear forms.
Introduction
Let S n = C[x 1 , . . . , x n ] and let I = (f 1 , . . . , f r ) be a homogeneous ideal in S n . There is a longstanding conjecture due to Fröberg [2] about the minimal Hilbert series of S n /I, namely that it equals
where d r denotes the degree of the form f r , and where [1 + a 1 t + a 2 t 2 + · · · ] means truncate before the first non-positive term. It is clear that the minimal series is attained when the f i 's are generic forms, that is, forms with mutually algebraically independent coefficients over Q. The conjecture is proved only in some special cases, including n = 2 by Fröberg [2] , n = 3 by Anick [1] and r ≤ n + 1 by Stanley [11] .
Let E n denote the exterior algebra on n generators over C. It is natural to believe that the Hilbert series of E n /(f 1 , . . . , f r ), with the f ′ i s being generic forms of even degree, should be equal to (1 + t) n (1 − t dr ) . Moreno-Socías and Snellman [10] showed that this is true when I is a principal ideal generated by an even element. However, Fröberg and Löfwall [4, Theorem 10.1] showed that for two generic quadratic forms in E 5 , the Hilbert series equals 1 + 5t + 8t 2 + t 3 , while [(1 + t) 5 (1 − t 2 ) 2 ] = 1 + 5t + 8t 2 .
Starting in 2016, a group connected to the Stockholm problem solving seminar has been working on the problem of determining the minimal Hilbert series for quotients of exterior algebras. In this paper, the case of two quadratic forms is considered. The results on principal ideals generated by an element of odd degree is presented in a separate paper [9] .
The outline is as follows. In Section 2, we will use the structure theory of skewsymmetric matrices in order to reduce the problem of finding the minimal series among all forms f and g to certain pairs (f ,ḡ) of canonical forms.
In Section 3 we combine the results from the previous section with combinatorial methods and we show that the result by Fröberg and Löfwall is just the tip of the iceberg. We are able to determinine the first ⌊n/3⌋ + 1 coefficients, and the last non-zero coefficient of the generic series, and we have a conjecture for the series as a whole.
Conjecture 1. Let f and g be generic quadratic forms in the exterior algebra E n . Then the Hilbert series of E n /(f, g) is equal to 1 + a(n, 1)t + a(n, 2)t 2 + · · · + · · · + a(n, ⌈ n 2 ⌉)t ⌈ n 2 ⌉ , where a(n, s) is the number of lattice paths inside the rectangle (n + 2 − 2s) × (n + 2) from the bottom left corner to the top right corner with moves of two types: (x, y) → (x + 1, y + 1) or (x − 1, y + 1).
We show in Theorem 5 that the conjectured series is an upper bound for E n /(f, g). This gives us a situation that is opposite to the Fröberg conjecture in the commutative setting, in which case a lower bound for the generic series is known.
In Section 4, we turn to the Hilbert series of S n /(x n (1 − t 2 )] (see [11] ). (In fact, this is a special case of the result in loc. cit. that every artinian monomial complete intersection has the Strong Lefschetz property.) But the Hilbert series of
. The first published counterexamples were given in [3] . In the last part of the paper, we present a surprising connection between the Hilbert series of
) and E n /(f, g), where f and g are generic quadratic forms. 2 ) is equal to 1 + a(n, 1)t + a(n, 2)t 2 + · · · , where a(n, s) is as in Conjecture 1.
Although the conjectures give the same Hilbert series for different and non-isomorphic algebras, Conjecture 2 is weaker than Conjecture 1.
Theorem 1. The following are equivalent
• Conjecture 1 holds for any even n;
• Conjecture 2 holds for any n.
We prove Theorem 1 in Section 4.2.
Canonical forms in the exterior algebra
Here we recall the structure theory for pairs of skew-symmetric matrices over the complex field and apply it on quadratic forms in the exterior algebra E n .
Let A, B ∈ C n×n be a pair of quadratic matrices. A matrix pencil is the sum A+λB with a parameter λ ∈ C. Two matrix pencils A + λB andÃ + λB are said to be strictly C-congruent if there is a nonsingular P ∈ C n×n such that P t (A + λB)P = A + λB for all λ.
A block diagonal matrix with the diagonal blocks M 1 , . . . , M r will be called a direct sum of M i 's and denoted by M 1 ⊕ . . . ⊕ M r .
2.1.
Canonical forms of complex matrix pencils. In [12] the author presents canonical matrices of complex skew-symmetric matrix pencils under congruence transformation. The description is based on a result for matrices over an algebraically closed field of characteristic = 2. Below we present the three canonical forms derived from section 5 in [12] , in a slightly different setting and with another notation, obtained from section 5 in [8] , provided with comments about rank.
Theorem 2. Let A and B be complex skew-symmetric quadratic matrices. Then the matrix pencil A + λB is strictly C-congruent to a direct sum of possibly a zero matrix followed by diagonal blocks of three canonical types, where each type may occur some finite number of times (possibly zero) and may be of different sizes.
A diagonal block of type I is a sum of rank 2k matrices.
This type is a sum of a rank 2l respectively rank 2l − 2 matrix.
[Here α is a finite root (not necessarily non-zero) of an elementary divisor pair
A diagonal block of type III is a sum of a matrix of rank 2m for nonzero α (2m − 2 for α = 0) and a matrix of rank 2m.
2.2.
Quadratic forms over the complex numbers. Any quadratic formf = 1≤i<j≤n a ij x i x j ∈ E n can be written as the product x tÃ x, where
n×n is a skew-symmetric matrix, that is, a ji = −a ij . If P tÃ P = A for some nonsingular matrix P ∈ C n×n , then by change of variables x = P y, we have x tÃ x = y t Ay.
Theorem 3. Letf ,g ∈ E n be two generic quadratic forms. Then, after a proper change of variables, we can write them as:
Proof. LetÃ andB be the matrices that correspond tof andg. By Theorem 2 and the discussion above we can write f ,g = (y t Ay, y t By), where A + λB = P t (Ã+λB)P is a direct sum of canonical diagonal blocks. The ranks ofÃ and A are the same, as well as the ranks ofB and B. We know that a matrix corresponding to a generic quadratic form has maximal rank. Hence, we will examine which diagonal sums of canonical pairs A, B have the same property, with the additional condition to maximaze the rank of A + λB as well.
The odd and even case differ due to the fact that the rank of a skew-symmetric matrix is always even, so that for odd n the matrix pencil A+λB is always singular. If n is even, the case to consider is when the matrix pencil is strictly regular, that is, when both A and B are nonsingular.
(i). Let n = 2k + 1. We see that for all λ the matrix pencil M I,2k+1 has maximal rank 2k as well as each of the included terms A I and B I . Hence, the skew-symmetric matricesÃ,B, corresponding to generic quadratic forms, having maximal rank are strictly C-congruent to A I and B I in M I,2k+1 .
Thus, f = 2(y 1 y 2k + · · · + y k y k+1 ) and g = 2(y 1 y 2k+1 + · · · + y k y k+2 ). The result follows from
(ii). Let n = 2k. For full rankÃ + λB must be strictly
). Moreover, two regular pencils are strictly congruent if and only if they have the same elementary divisors (e.g. see ch. II, § 2 in [5] ). The determinant of a skew-symmetric matrix is the square of its Pfaffian, so every elementary divisor of det(A + λB) has even multiplicity. We will show that every root of the Pfaffian Pf(Ã + λB), and therefore also of Pf(A + λB), is simple. Since every root of Pf(Ã + λB) is simple, the elementary divisors of det(Ã + λB) = det(A + λB) have multiplicity exactly two. By Theorem 2 the matrix pencil is strictly congruent to a diagonal sum of k matrices of type M III,2 with distinct α i 's.
We notice that the rank of
III,2 is 2k unless λ is equal to some α i , in which case the rank is 2k − 2.
3. The Hilbert series of the ideal generated by two generic quadratic forms in E n Let n = 2k + 1. By Theorem 3, if follows that the question about the minimal Hilbert series for quadratic generic forms in E n is now equivalent to determining the Hilbert series of E n /(f, g), where
We get an immediate result.
Proposition 4. Conjecture 1 is correct for odd n ≤ 19.
Proof. See the coefficients in Table 1 , obtained by calculations in Macaulay2 [7] .
At first sight, one might suspect that it is possible to determine a Gröbner basis for the ideal (f, g) with respect to a suitable monomial ordering, and then determine the Hilbert series. However, we have not had any success with this approach yet. Instead, we turn to the combinatorial methods, mentioned in the introduction, in order to bound the Hilbert series.
Remark 1. In the case when n is even, one of the two canonical forms contains generic coefficients, so we cannot draw similar conclusions as in the odd case. However, due to results that we derive in Proposition 6 and Proposition 7, we can determine almost all of the coefficients for small odd n. See Table 2 .
We should mention that although that it is only in the case when n is odd that we have an explicit description of the generators, the conclusions that we are about to draw will be as strong in the even case as in the odd case.
3.1. Bounds on the Hilbert series.
3.1.1. An upper bound. This part consists of the proof of the following result.
Theorem 5. Let E n be the exterior algebra and f, g be two generic quadratic forms. The dimension of the s-th graded component of E n /(f, g) is at most a(n, s).
For the proof of the upper bound, we need a couple of lemmas. We will work with a certain kind of lattice paths from (0, 0) to (n + 2 − 2s, n + 2) and a bijection between these paths and monomials of degree s.
A generally admissible path of size (n, s) consists of n + 2 steps, numbered from 0, with the j-th step going from (i, j) to either (i + 1, j + 1) (right move) or to (i − 1, j + 1) (left move). Moreover, the 0-th and the last step goes always to the right, so there will be exactly s left steps.
Given such a path p we define the monomial m p := x j1 x j2 · · · x js , where j 1 , . . . , j s are the indices of the left steps (see Figure 1) . Clearly there is a one-to-one correspondence between the set of all the paths of size (n, s) and the monomials of degree s in E n , which we denote by B n,s . Table 2 . The coefficients a(n, s) for even n ≤ 20. The bold numbers means that we have equality with the Hilbert function for two generic quadratic forms in E n , according to Proposition 6 and Proposition 7. Non bold numbers are upper bounds for the Hilbert function.
Let the subset L n,s ⊂ B n,s (respectively R n,s ⊂ B n,s ) consist of monomials of degree s, whose corresponding paths always cross the line x = 0 (respectively x = n + 2 − 2s). Note that some paths in L n,s cross the line x = n + 2 − 2s as well, which is inevitable if, for example, n + 2 ≤ 2s.
Lemma 1. The cardinalities of |L n,s | and of |R n,s | are given by
Proof. There is a natural bijection between the paths in L n,s and R n,s , as one can see by considering the central symmetry at the point (
2 ). Hence, |L n,s | = |R n,s |. In the rest of the proof we will only work with L n,s .
The simple cases are s = 0, where there are no left moves, and s = 1 with exactly one left move, where the path cannot cross any vertical line. The case n + 2 ≤ 2s follows easily, as any path must cross both x = 0 and x = n + 2 − 2s, so there are no restrictions on how the left moves may occur.
We use induction on s in the remaining second case, after first fixing n. The cases s = 1 and 2s = n + 2 (if n is even) are already handled above, where n −1 = 0 and
2 −2 respectively. Let 2 < 2s < n + 2 and consider the last two steps. either . . . → (n − 2s, n) → (n + 1 − 2s, n + 1) → (n + 2 − 2s, n + 2) or . . . → (n + 2 − 2s, n) → (n + 1 − 2s, n + 1) → (n + 2 − 2s, n + 2).
It is clear that the number of paths of the first type is |L n−1,s |.
To calculate the number of paths of the second type, we replace the n-th step that goes to the left with a step to the right, that is,
It follows then that the number of paths of the second type is |L n−1,s−1 |. Hence, we obtain the formula |L n,s | = |L n−1,s | + |L n−1,s−1 |. From 2 < 2s < n + 2 we know 2 ≤ 2(s − 1) < 2s ≤ (n − 1) + 2. By the induction assumption, we get |L n−1,s | = 
where the the last equality is the well known recursive formula for binomial coefficients.
Lemma 2. Let f be a quadratic form such that, for any s ′ and n ′ ≤ n,
Let ≻ be the graded reverse lexicographical ordering (degrevlex) induced by x 1 ≻ x 2 ≻ . . . ≻ x n . Then L n,s is the set of leading monomials of the s-th graded component of (f ).
Remark 2.
A generic quadratic form and any canonical form
⌋ , where 0 = c i ∈ C satisfies the condition of Lemma 2, see [10] .
Proof. First we want to prove that for any monomial m p ∈ L n,s , where p is the corresponding path, there is a form r of degree s − 2, such that m p = ℓm(f r).
Let n ′ be such an index that the path p contains the step (−1, n ′ + 1) → (0, n ′ + 2). There is at least one such n ′ , because p crosses x = 0. Define the part of p from (0, 0) to (0, n ′ + 2) as the path p ′ . Note that n ′ is even and
is the degree of m p ′ . Now we set to zero all the variables with index n ′ + 1 and larger:
By assumption on f , we have
Hence, with respect to degrevlex we obtain ℓm(f r ′ ) = m p ′ . Then we define r := r ′ mp m p ′ , so that ℓm(f r) = m p .
We have proved that L n,s is a subset of the leading monomials. The equality follows from
We conclude that L n,s is the set of the leading monomials of (f ) s .
In a similar way we get the following result.
Lemma 3. Let g be a quadratic form such that, for any s ′ and n ′ ≤ n,
Let ≻ be the degrevlex ordering induced by x n ≻ x n−1 ≻ . . . ≻ x 1 . Then R n,s is the set of leading monomials of the s-th graded component of (g).
Remark 3.
A generic quadratic form and any canonical form Proof. Apply Lemma 2 after change of variables x i → x n+1−i and g → f .
We are now ready to prove the main statement.
Proof of Theorem 5. The key idea of the proof is to consider two different monomial orderings on B n,s , so that the leading monomials of (f ) s in the first ordering and the leading monomials of (g) s in the second ordering correspond to the monomials whose paths intersect x = 0 and x = n + 2 − 2s respectively. Let f = 1≤i≤j≤n c i,j x i x j be a quadratic form satisfying the condition of Lemma 2.
We choose a subset A (f )
= L n,s with respect to degrevlex in Lemma 2.
To a vector t = (t 1 , . . . , t n ) ∈ C n we assign the form
and to a monomial γ = x i1 x i2 · · · x i l the number t γ = t i1 t i2 · · · t i l .
Now consider the product f
s , and define a matrix M f (t) of size |A (f ) s | × |B n,s |, where the rows consist of the coefficients of β ∈ B n,s in f (t) α. We define the matrix M f similarly for the products f α. Given β ∈ B n,s , we see the (α, β)-entry of M f (t) is equal to 
In order to proceed we first define a sufficiently large constant C, that uses a constant C 1 ∈ N defined in the end of this proof. Let
Now consider a vector
The above together with
Let g be a quadratic form satisfying the condition of Lemma 3. Similarly as above, there is a subset A (g) s ⊂ B n,s−2 , so that, with respect to degrevlex in Lemma 3, Lm(span{gα | α ∈ A (g) s }) = R n,s . The matrix M g is defined by g in the corresponding way as M f by f .
We know that the main minor det(M g,Rn,s ) is non-zero. Thus there is subsetĀ
We construct a big matrix M of size (|A
it is enough to show that the main minor det(M Ln,s∪Rn,s ) does not vanish. We can rewrite the minor as
Due to Equation (1), it is possible to choose a sufficiently large C 1 , such that
Altogether, for a large C 1 the main minor of M Ln,s∪Rn,s will not vanish, which means that the dimension of the s-graded component of the ideal generated by (f (t) , g) is at least |L n,s ∪ R n,s |. Thus, the dimension of the quotient algebra is at most a(n, s). This concludes the proof.
3.1.2.
A lower bound. We recall the following result, which is the exterior version of the lower bound used by Fröberg in the commutative setting.
Lemma 4. Let f and g be generic quadratic forms in E n . Then
Proof. From [10] , we know that
3.2. Coefficients in the Hilbert series. Using the bounds that we have derived in the previous section, we can determine a majority of the coefficients in the Hilbert series.
Proposition 6. Let f and g be two generic quadratic forms in E n .
• If n is odd and equal to 2k + 1, then
• If n is even and equal to 2k, then
Proof. From the definition of the numbers a(n, s), it follows immediately that a(2k+ 1, k + 2) = a(2k, k + 1) = 0, proving the second statement in each case.
We now concentrate on the first statements. We begin with the odd case. By Theorem 3, we can assume that
On the other hand, we know by Theorem 5 that dim((E 2k+1 /(f, g)) k+1 ) ≤ a(2k + 1, k + 1). But there is only one path inside the rectangle 1 × (2k + 3), and a(2k + 1, k + 1) = 1.
We proceed in the same manner in the even case. By Theorem 3 we can assume that f = x 1 x k+1 + x 2 x k+2 + · · · + x k x 2k and g = α 1 x 1 x k+1 + α 2 x 2 x k+2 + · · · + α k x k x 2k . Now we observe that the monomial y 1 y 2 · · · y k with y i ∈ {x 2i−1 ,
k . By Theorem 5 it is enough to show that a(2k, k) = 2 k . The possible paths inside the rectangle 2 × (2k + 2) are (0, 0)
hence, the requested number is indeed 2 k .
Proposition 7. Let f, g be generic quadratic forms in E n . Let s and n be integers such that s ≤ ⌊ Proof.
] is a lower bound, and a(n, s) is an upper bound, it is enough to show that a(n, s) = If a path p from (1, 1) to (n + 1 − 2s, n + 1) crosses the line x = n + 2 − 2s before the line x = 0, then the length of p is at least (n+2−2s)+(n+2−2s+2)+(n+2−2s) = 3n + 8 − 6s. Hence, 3n + 8 − 6s ≤ length(p) = n 2n + 2 + 6 ≤ 6s n + 1 3 + 1 ≤ s, but we have that s ≤ n 3 + 1, so there is no such path. We get that all paths (that cross both x = 0 and x = n + 2 − 2s) should cross the line x = 0 before the line x = n + 2 − 2s. For any such path p from (1, 1) to (n + 1 − 2s, n+1), we chose the first point (−1, a p ) ∈ p and the first point (n+3−2s, b p ) ∈ p. Reflect this path from the step a p until the step b p , i.e., change the dirrection of all steps a p ≤ i < b p (i.e., we change steps of type ( * , * ) → ( * + 1, * + 1) to steps ( * , * ) → ( * − 1, * + 1) and the converse). We get the new path p ′ , which is from the point (1, 1) to the point (n + 1 − 2s − 2(n + 4 − 2s), n + 1) = (2(s − 4) − n + 1, n + 1). It is possible to reverse this procedure, than the number of such p is exactly the number of p ′ (without restrictions). Then in the case s ≤ ⌊ n 3 ⌋ + 1, the number of paths r is equal to n s−4 .
Squares of generic linear forms in the square free algebra
We will now turn to commutative setting. Recall that there is a conjecture by Iarrobino [6] 
have the same Hilbert series, where l 1 , . . . , l r are generic linear forms and the f i are generic forms of degree d, except for the cases r = n + 2, r = n + 3, (n, r) = (3, 7), (3, 8) , (4, 9) , (5, 14) . We will now focus on the Hilbert series for the simplest exceptional case; r = n + 2 and d = 2. After a linear change of variables, it is enough to consider S n /(x Proof. We can use the same proof as in Theorem 5. Indeed, the references to Lemma 2 and Lemma 3 are valid, since for a generic linear ℓ, the Hilbert series of [11] ).
Proof of Theorem 1.
Let a e (n, s) and a c (n, s) be the dimensions of the sgraded components of E n /(f, g) and of S n /(x 2 ) resp., where f, g ∈ E n are generic quadratic forms and ℓ 1 , ℓ 2 ∈ S n are generic linear forms. 
Proof. By Theorem 3, we can assume that
For a subset I ⊂ [k] := {1, 2, . . . , k}, let
Denote by E I the subalgebra of E n generated by
Notice that f I , g I ⊆ E I , so we can form R I := E I /(f I , g I ).
For a subset J ⊆ I we define the monomial
and e a basis element of R I } is a basis for E n mod (f, g), where we in the product m(I, J) · e regard e as an element in E n .
Now
since we have 2 |I| possibilities to choose J.
But R I is a commutative algebra isomorphic to Proof. For a path p we consider a pair of steps such that (2x + 1, y) → (2x + 1 ± 1, y + 1) → (2x + 1, y + 2),
i.e., one step to right or left and another to the opposite. Note that if p is inside rectangle (2k + 2 − 2s) × (2k + 2), then after deleting these two steps the new path p ′ is inside (2k + 2 − 2s) × 2k. Furthermore, for any path q inside (2k + 2 − 2s) × 2k, if we insert such two steps in any odd place then the new paths q ′ (left-right) and q ′′ (right-left) are both inside (2k + 2 − 2s) × (2k + 2).
For any path p inside the rectangle (2k + 2 − 2s) × (2k + 2), we collect the ycoordinate for the left-right steps in a set 
