Empirical models based on real-time equipment signals are used to predict the outcome (e.g. etch rates, uniformity) of each wafer during and after plasma processing. Three regression and one neural network modeling methods were investigated. The models are verified on data collected several weeks after the initial experiment, demonstrating that the models built with real-time data survive small changes in the machine due to normal operation and maintenance. The predictive capability can be used to assess the quality of the wafers after processing, thereby ensuring that only wafers worth processing continue down the fabrication line. Future applications include real-time evaluation of wafer features and economical run-to-run control.
Introduction
With increasing world-wide competition and escalating factory costs, companies are continuously improving their manufacturing skills to maintain high yield, increase throughput, and reduce the cost of equipment ownership on the manufacturing line. A key element in achieving these goals is to monitor the equipment to ensure that the semiconductor wafers are processed properly at each step. The cost in dollars and throughput of measuring each wafer after it completes each step, however, becomes prohibitive in semiconductor factories producing chips with over 100 manufacturing steps. Present practice is to measure monitor wafers periodically, perhaps at the start of each work shift, after performing maintenance, or after changing the machine settings. Even with the use of monitor wafers, however, subsequent production wafers may still be processed improperly. Thus, instead of detecting equipment faults causing wafer yield loss early in the process flow, wafer yield loss is usually found very late in the processing line.
We propose to use empirical models based on real-time equipment data to predict the outcome of each wafer immediately after processing by each piece of equipment [1] . This will reduce the need for costly and time-consuming wafer measurements. The prediction ability allows the quality of the wafer to be known immediately after processing, thereby obtaining important wafer yield information to ensure that only wafers worth processing continue down the line. By predicting the wafer characteristics, significant cost reduction is possible, thus lowering the overall cost of equipment ownership [2] .
We verify this general prediction methodology on a plasma etcher, one of the costliest pieces of equipment in the semiconductor fabrication line. Not only is the etcher usually a bottleneck piece of equipment, the scrap produced by the etcher can be extremely costly. Furthermore, empirical models are appropriate because the etching mechanisms are not well understood.
Although there is a tremendous push to develop models relating the plasma to interesting output characteristics of the wafer based on basic physical principles, first principle models are several years away from becoming useful on the factory floor [3] [4] [5] . Thus, at this time empirical models are faster and more practical for wafer state prediction.
To provide useful prediction capabilities, robust prediction models of the plasma etchers are required. The industry standard is to use response surface methodology (RSM) to build models relating the input settings of the etchers to the output wafer state (Figure 1 ). Models using input settings, however, may become unusable with time as the machine drifts with regular use, rendering them ineffective for prediction. Recently there has been much interest in using real-time tool data for modeling purposes. Wangmaneerat [6] used partial least squares regression to model the etch rate of silicon nitride thin films systems with optical emission spectroscopy (OES) signals. [7] demonstrated that spatially resolved OES signals are effective in modeling plasma etch rates, selectivities, and uniformity, also using partial least squares regres-sion. Neither work, however, has shown prediction capabilities by testing the models on data not used to build the original models. Rietman and Lory [8] have shown that neural networks can be used to model wafer attributes using a combination of real-time tool data and input setting data.
More recently, Anderson et al
The output of the model was the final oxide thickness in the source and drain regions of CMOS devices. The inputs to the model included input settings such as applied RF power, chamber pressure, gas flow rates, and real-time data such as induced DC bias, reflected RF power, and the emission spectrum, as well as the etch time. The resulting neural network models were tested using data not used to build the model. This testing data, however, was not separated in time from the original experiment, so it did not necessarily test the model's ability to withstand normal equipment drifts due to use over time.
This paper shows that successful wafer state prediction over long periods of time can be achieved by using the real-time data from key sensors inside the equipment. Because these realtime signals provide important information about the chamber state, we call the signals chamber state data. Models built with chamber state data, called chamber state based (CSB) models, are effective for prediction since the chamber state data reflects the actual (as opposed to the intended) state of the equipment.
To develop the prediction models, two sets of experiments were conducted. During the experiments, both the input settings and the chamber state data were collected. The wafer states of interest are the etch rates, selectivity, and uniformity. The first experiment, called the training experiment, consists of a central composite design. The models using data from the training experiment relating the chamber state data to the wafer states are called the training models. The second experiment, called the verification experiment, was conducted several weeks later to determine the actual prediction capability of the training models. Three types of regression modeling methods for prediction (ordinary least squares regression, principal component regression, and partial least squares regression) are explored. These regression models are also compared to models developed using simple neural networks. Neural networks are included in this study because they have emerged as an effective modeling method for semiconductor manufacturing processes.
In addition, it has been shown that neural networks result in superior prediction results compared to ordinary least squares regression using input settings [9] [10] [8] [11] [12] . In this paper, we compare different regression techniques with a simple feed-forward neural network using real-time data. The prediction metric used to compare the models is determined by how well the training model predicts the wafer states of the verification experiment. This metric is a good measure of the actual predictive capability of the models because it is determined from runs performed much later in time which were not included in model generation.
The goal of this paper, then, is to show that chamber state data collected while the machine is processing are well-suited for prediction of the wafer state. We also demonstrate the importance of the verification experiment and show how it helps determine the prediction capability of the models. The paper begins with a description of the chamber state signals used in the CSB models, followed by a discussion of the methodology and models used to determine the wafer state predic- tion capability of the models. Next is a description of the training and verification experiments.
The modeling results are then discussed, followed by a brief discussion of future directions.
Chamber State Data
The chamber state data collected from the plasma etcher consist of various electrical and mechanical signals. Generally, over 200 signals can be collected from modern plasma etchers [13] . Figure 2 . For an unknown reason, the RF power dropped significantly during the processing of wafer #4, causing corresponding adjustments in both Coil Position and DC Bias. It turns out that the etch rate for wafer #4 was unusually low due to the drop in RF power. Therefore, the run corresponding to wafer #4 was left out of the model training runs. As seen in Figure 2 , wafer #5 exhibited unstable signals and was also rejected as an outlier 1 .
Once the outliers have been determined, in this work the time series nature of the signals is not used for prediction purposes. Instead, the wafer-to-wafer variability is mapped to the output wafer state. Figure 2 shows (excluding wafers #4 and #5) that the wafer-to-wafer variance is much larger Unlike the fixed input settings, the chamber state signals change with the state of the machine. This is illustrated in Figure 3 which shows the Load Impedance and RF Tune Vane Position for the duration of six wafers processed at the same input settings. While the input settings are fixed for all six wafers, the chamber state signals vary for each etch, indicating that the chamber state data may give a more accurate description of the actual equipment state.
5800 6000 6200 6400 [17] . Notice the large wafer-to-wafer variance compared to the within-wafer variance.
Although the examples shown in this paper are based on data collected from the LamStation and RPM-1 sensors, the methodology presented is general and can be applied to other types of sensor data. For example, data collected via optical emission spectroscopy can be used in exactly the same manner. A current research area is to determine the sensor data set which precisely describe the chamber state. At present we have found the data collected from LamStation and RPM-1 to be sufficient to show the power of this class of real-time tool data.
Wafer State Prediction Methodology
This section outlines the basic advantages and disadvantages of the four modeling methods, and discusses the prediction metric used to compare the prediction capability of the models.
Modeling Methods
The first method under discussion is ordinary least squares regression. Since this method results in poor prediction capability when the modeling variables are correlated, other methods are investigated. Principal component regression and partial least squares regression can handle correlated data and have the added advantage that they can reduce the dimensionality of the model. Simple feed-forward error back propagation neural networks are also briefly discussed. • Load Impedance RF Tune Vane Position
Ordinary Least Squares Regression
The first regression method discussed is ordinary least squares regression (OLSR). The equation for the linear regression model is 1 (1) where ( ) is the prediction of the response y, X ( ) is the input matrix, and is a vector of estimated model coefficients defined as (2) provided that is positive definite and therefore can be inverted. Throughout the paper, n is the number of observations and p is the number of model parameters.
Prediction problems arise when the columns of X exhibit multicollinearity, or are highly correlated. The main idea is that high correlation in X leads to small eigenvalues in , which results in a high variance in both the estimate of the coefficients and the predicted responses. For example, let be a predicted value. The variance of this predicted value can be solved in terms of the eigenvalues w j and eigenvectors v j of :
where cov [Y, Y] = σ 2 I n . Eq. (3) shows that the variance of the predicted values depends on both the value of the eigenvalues and the direction of the input . The variance will be large for small eigenvalues and large values of . The consequence of large variances in the predicted values is that the error in the prediction can potentially be huge. Thus, when the columns of X exhibit multicollinearity, the prediction capability of the model can be very poor.
1. In this paper, bold face upper case letters denote matrices. Lower case bold face letters and Greek letters with an underscore ( ) denote column vectors. Scalars are denoted by lowercase letters. Transpose is denoted by ( ).
Principal Component Regression
Principal (4) where is the vector of average values of each variable in X and 1 is a column vector of 1's.
All or a subset of the PC's can be used as the input matrix for regression. Because the PC's are orthogonal, there are no multicollinearity problems, and standard least squares techniques can be employed. The resulting model is (5) where is the estimate of the coefficients using the equation .
Because much of the variability can be captured in a subset of the PC's, PCR reduces the dimensionality of the models to its most dominant factors. The subset of statistically significant PC's in the model are determined by calculating the student-t test for each of the coefficients.
Only those PC's with statistically significant coefficients at a specified level are retained in the model (0.05 significance level is used in the examples of section 5.0).
While PCR decreases the number of parameters in the model, each model parameter still consists of a linear combination of input variables. Ideally, those input variables in X which do not significantly contribute to the model should be left out. When there are such large numbers of input variables, however, it is often very difficult to determine which of these simply add noise to the model and which are significant. An empirical method we developed to determine the "streamlined" models is to transform PCR model back to the input space of X. Assuming that the model is of the form in Eq. (5) and using Eq. (4) to substitute in for Z,
where . The general rule of thumb we found was to eliminate those input parameters
which have values at least a magnitude smaller than the average of the largest values. Regenerate the PCR model with the reduced set of input parameters, using the student-t test to calculate the significance of the new PC's. Continue to reduce the input parameter space as described above until the model prediction no longer improves. (An effective metric to determine prediction is described in section 3.2.) This simple, yet effective empirical method handles large numbers of input parameters very easily.
Partial Least Squares Regression
The last regression modeling technique under discussion is partial least squares regression (PLSR). This method is widely used in chemometrics, a field of chemistry that uses statistical methods for chemical data analysis [18] . The general idea of the PLSR algorithm is similar to that of PCR. A reduced set of parameters that sufficiently describe the input data is found and then . In other words, relates the input and response, and is used to calculate the response in the model.
Estimate the scores :
.
indicates how much of the response is correlated with the input data, and is the reduced set of orthogonal scores that are used as regressors for Y.
Orthogonal vectors are necessary to deal with the problem of multicollinearity.
Estimate the input loadings :
. is similar to the eigenvector matrix V in PCR, in that it consists of the loadings for the input. Although is chosen to ensure that the vectors are orthogonal, the vectors are generally not orthogonal. Unlike the loadings in PCA, the first vector does not explain the maximum variance in the input matrix; rather, it explains as much variance as possible while correlating with the response.
Estimate the response loadings :
. is the additional loading term which brings the response into the model. It relates the score to the response, minimizing the residual sum of squares of the response. Note that are scalars since this model is for one response.
Create the new residuals and by subtracting the estimated values found in the previous
steps from the actual values:
The product estimates the input matrix, while the product estimates the response matrix. Replace and by the new residuals and increment a:
, , and a = a + 1.
Go back to Step 1.
6.
Once the number (A) of valid PLSR factors is determined, the estimate of the coefficients to be used in the prediction model are and .
Using Equation (7) as an estimate of the coefficients, the same type of "streamlining" method described for PCR to reduce the number of input parameters can also be applied to PLSR.
Feed-Forward Error Backward Propagation Neural Networks
The last modeling method investigated is neural networks, which are useful for modeling complex relationships, such as the plasma etching process. Furthermore, the form of the models is q a q a y' a 1 -t a t a
-----------------
derived from the actual data, and not set a priori as is done for regression. Neural networks, however, do not provide information about the physics of the processes [8] [9] [11] .
Neural network models are empirically-based models which train a combination of "neurons," or nodes, to learn and model relationships between a set of inputs and outputs. The connections among the nodes are weighted. In this application, one hidden layer was used, making a total of three layers in the network. The connections are between the input nodes and the hidden nodes, and between the hidden nodes and the output nodes. No bias was applied to the first layer. The output function for the remaining layers is the "squashing" activation function of the form , where x is the sum of the weighted outputs of the nodes preceding this particular node.
The neural network algorithm selected for this analysis is the feed-forward, error backward propagation (FFEBP) method, which has shown to be effective in modelling noisy input and output data [9] [10] [11] . In this algorithm, the inputs are fed forward through the layers of the network until reaching the output layer. The result at the output layer of node j is compared with the desired, or training, output. The difference, called the error, is used with the output of node i in a neighboring layer to calculate the new weighting of the connection between node i and node j.
These errors are then used to calculate the weight changes for the connection between the input and hidden units. Because the weight corrections depend upon the corrections previously computed from the neighboring layer, the error in effect is propagated backward through the network [21] . In the FFEBP method, the gradient search method is used to minimize the sum of the squared errors [22] . A more thorough description of the algorithm can be found the review paper by Widrow and Lehr [23] .
The Stuttgart Neural Network Simulator (SNNS) was used to simulate and train the neural networks [21] . The network learns the relationship between the input and output patterns as it undergoes learning iterations. To determine when to stop training, the neural network model was applied to the verification data set. Training stopped when this testing set achieved its lowest error.
This is a usual practice to eliminate over-training, which results in decreased generalization capability of the network model.
Testing the Prediction Capability of the Models
This section describes the methodology used to determine the prediction capability of the models. As stated in the Introduction, two sets of experiments were conducted, the first for model generation and the second for model verification. It is important to note that the two experiments were conducted several weeks apart, and that between the experiments the equipment underwent normal use and maintenance. The verification experiment is used to determine if the training models can withstand small changes in the equipment that occur with time.
The often neglected verification stage is one of the most important in prediction model building. In many modeling situations, the assumption is made that if the model has a good fit (for example, a high adjusted R 2 and statistically significant terms), the model can be used for prediction. Unfortunately, this is not the case for plasma etchers on a production line. Because the machines go through regular maintenance and may drift with use, the model with the best fit based on one experiment conducted in a short time frame may not capture these changes in the machine. The model may also be too specific for the particular runs. These combined deficiencies result in unsatisfactory predictive capability. The verification experiment is designed to determine the best predictive model which takes into account normal equipment changes.
The prediction metric determining the best model is based on how well the training model predicts the verification wafers. Because the verification data has been collected from the machine some time after the original experiment, and is not included during model generation, the true prediction capability of the models can be gauged. The metric used is the standard error prediction (SEP), where is the ith observation, is the predicted value of the ith point, and n is the number of observations in the experiment:
Essentially, the SEP metric measures the spread of the difference between the predicted and actual value. The examples shown in Section 5.0 rate the different models according to their normalized SEP metrics.
Designed Experiment
This section describes the experiment conducted to obtain the real-time data sets used to develop and verify the predictive methodology. First, the wafer test structure is briefly described, followed by a discussion of both the training and the verification experiments. Finally, the wafer measurements are described.
Test Structure
The test structure was designed so that all processes of interest were simultaneously obtained in the same etch step. Due to complex loading effects, this method results in more accurate etch rates and selectivities than etching blanket wafers individually [24] . A simplified view of the test structure indicating the etched surfaces is shown in Figure 4 . First, a 600Å thermal gate oxide is grown on the 4" wafers, followed by 5500Å n+ doped polysilicon, deposited via low pressure chemical vapor deposition (LPCVD). After a 20 minute nitrogen anneal at 950 o C, 2800Å
undoped low temperature oxide (LTO) is deposited via LPCVD. A three step mask process is required to build the test structure.
Experiment
The plasma etcher used in this experiment is the Lam Rainbow 4400 polysilicon plasma etcher. The main etch chemistry was a chlorine and helium etch. In both the training and verification experiments, a fixed pre-etch recipe was used for all runs. The main etch recipe was modified according to a designed experiment described below. To obtain accurate etch rates the main etch was a timed etch, so no overetch was performed. The input parameters varied in the experiment are the chamber pressure, RF forward power, electrode gap spacing, the ratio of Cl 2 to He, and the total gas flow rates of Cl 2 and He. The output wafer parameters of interest are the etch rate of polysilicon, selectivity of polysilicon to oxide and I-line positive photoresist, and polysilicon wafer uniformity.
The training experiment consisted of two phases. Phase I, the variable screening stage, determined the statistically significant variables in the models. Phase II assessed the quadratic nature of the system via a star design. The input values used for all experiments are listed in Table 3 Table 4 and Table 5 . Of the 32 runs in both phases of the training experiment, 5 were eliminated before modeling due to unstable real-time signals or misprocessing. Phase II was performed to estimate the quadratic behavior of the system. The phase II runs consisted of center points and "star" points, arranged symmetrically along the axis of each vari- able [25] . Two star points were run for each variable. Two center points were also run, for a total of 12 additional runs.
The purpose of the verification experiment is to collect another data set used to test the prediction capability of the models. The verification experiment was run approximately four weeks after the phase II experiment (~ 300 wafers were etched in the system between experiments). The input settings for this experiment, varied one at a time, are listed in Table 3 . In addition, five centerpoints were run. The list of runs conducted are in Table 6 . 
Wafer Measurements
In both experiments, film thickness measurements were taken by a Nanometrics Nanospec AFT system on 9 die per 4" wafer. As shown in Figure 6 four points were measured about 1/4" from the edge, four were measured halfway between the center and the wafer edge, and one in the center. The film thicknesses of polysilicon, gate oxide, and photoresist were measured before and after etching; the etch rates at each measured point were calculated by subtracting the post-etch from the pre-etch measurements and dividing by the etch time. In the models, etch rates are averaged over the inner five points. The uniformity was measured as the difference between the etch rates of the outer ring of four points and the inner ring of five points, scaled by the average etch rate of the inner ring. 
Experimental Results and Discussion

Modeling Results
As discussed in section 2.0, the wafer-to-wafer variance of the chamber state signals is much larger than the within-wafer variance. Thus, the average values per signal over the duration of the main etch step of each wafer are used as the input for the CSB models. Approximately 30 points are collected per signal per wafer etch. This section reviews the CSB model prediction results for each wafer state using the four different modeling techniques. A detailed discussion is given for the polysilicon etch rate analysis. Since the same type of analysis is conducted for the other wafer states, those results are only summarized.
Polysilicon Etch Rate
The OLSR model fails for prediction due to the high correlation among the input variables. As explained in section 3.1.1, correlation among the input variables leads to high correlation among the estimated coefficients, resulting in unstable prediction. This is true even after the data was Table 7 , the SEP of the resulting model is smaller, equalling 496 Å/min (9.7%). Further reductions in the input variable space did not lead to better prediction.
The prediction capability of the PLSR model was slightly worse than that of the PCR models, as shown in Table 7 . The standard PLSR model using the same 90 input space parameters as the PCR models resulted in an SEP metric of 548 (10.7%). When the models were "streamlined," the SEP reduced slightly to 540 (10.5%). The main benefit in using PCR and PLSR models is that they are much less sensitive to overfitting and resulted in more stable models than OLSR.
As shown in Table 7 , the predictive capability of the FFEBPNN model is about the same as the PCR model, with a slightly higher SEP. The input and output patterns of the models were first scaled to lie between 0 and 1. The best FFEBPNN model structure was of the form 6-5-1, where the six input nodes correspond to the 6 signals collected via the RPM, and the 3 output nodes were the etch rates of polysilicon, oxide, and photoresist. The resulting SEP for polysilicon etch rate was 500 Å/min (9.8%). Learning was fast, with only 100 iterations needed to attain the best FFEBPNN model for polysilicon etch rate.
The F-test is used to determine whether the models are statistically different from one another.
Statistically better than the OLSR model at the 0.05 level, PCR, PLSR, and FFEBPNN can not be distinquished, and are equally good for polysilicon etch rate prediction.
Selectivities
Due to the small ranges of selectivities across the design space, models are created for the individual etch rates of gate oxide and photoresist instead of modeling the selectivities. Since the analysis for these etch rates is similar to that of polysilicon, only a summary of the models is given here. Like the case for polysilicon etch rate, the PCR, PLSR, and FFEBPNN models for oxide etch rate resulted in statistically significantly better prediction than the OLSR model, as shown in Table 10 . Once again, the PCR and PLSR models can not be distinguished. The best PCR model was built with unscaled data, while the PLSR used scaled (mean 0, variance 1) data.
The neural network models, however, resulted in statistically significantly worse prediction than the regression models for the oxide etch rate at the 0.05 level. Several structures were tested, and the best FFEBPNN model had the 6-5-3 structure, where once again, the inputs corresponded to the RPM signals, and the data was scaled to lie between 0 and 1. Table 10 .
Polysilicon Uniformity
As shown in Table 10 , none of the models for polysilicon uniformity are useful for prediction.
The models for uniformity may be improved if a different signal set is used. The chamber state signals used in this paper are an average of the specific etch processes, and as such, give no spatial information about the chamber. Therefore, the chamber state signals used in this paper are not ideal to provide meaningful uniformity measurements. A set of chamber state signals which have shown promise for uniformity prediction is spatially resolved optical emission spectroscopy [7] .
PLSR, designed specifically to model OES data, has been shown to be effective for training uniformity models based on OES data [7] , and may prove to be the modeling method of choice.Thus far, however, the predictive capability has not been tested for OES data. and FFEBPNN are well-suited to handle large numbers of correlated input parameters. The prediction capability was verified on data collected several weeks after the initial experiment.
Because real-time data reflects the actual chamber state of the equipment, models based on this real-time data, called chamber state based (CSB) models, can be used effectively for prediction of etch rates.
The wafer state prediction system presented is especially powerful because it uses non-invasive chamber state signals collected automatically from the tool while the wafer is processing.
Since the wafer parameters are predicted immediately after the wafer has finished processing in the machine, important yield information is obtained on a run-to-run basis, making it possible to ensure that only wafers worth processing continue down the line. The chamber state signals can also be used to qualify equipment to determine if the machine is operating properly.
A consequence of the prediction capability of the CSB models is that inexpensive run-to-run control is possible. Future work includes pursuing such a run-to-run control scheme of plasma etch equipment that will bring specified output parameters back to their target value in the case of equipment drift. Combined with the existing fault detection and diagnosis system developed at Berkeley, this wafer state prediction system can be used effectively to reduce the overall cost of ownership of semiconductor equipment [17] [26] .
