We consider implications of our new model of quasar lifetimes and light curves for the quasar luminosity function (LF) at different frequencies and redshifts. In our picture, quasars evolve rapidly and the lifetime depends on both their instantaneous and peak luminosities. The bright end of the LF traces the peak intrinsic quasar activity, but the faint end consists of quasars which are either undergoing exponential growth to much larger masses and luminosities, or are in sub-Eddington quiescent states going into or coming out of a period of peak activity. The "break" in the observed LF corresponds directly to the maximum in the intrinsic distribution of peak luminosities, which falls off at both brighter and fainter luminosities. We study this model using simulations of galaxy mergers which successfully reproduce a wide range of observed quasar phenomena, including the observed column density distribution. By combining quasar lifetimes and the distribution of maximum quasar luminosities determined from the observed hard X-ray LF with the corresponding luminosity and hostsystem dependent column densities, we produce the expected soft X-ray and B-band LFs. Our predictions agree exceptionally well with the observed LFs at all observed luminosities, over the redshift range considered (z ≤ 1), without invoking any ad hoc assumptions about an obscured population of sources.
1. INTRODUCTION The nature and evolution of the luminosity function (LF) of quasars at different redshifts and frequencies has been studied for more than thirty years (e.g., Schmidt 1968; Schmidt & Green 1983; Boyle et al. 2000; Miyaji et al. 2000; Ueda et al. 2003 , and references therein), but its relationship to the intrinsic properties of individual quasars is not well-understood. Spectral synthesis modeling of the Xray background (e.g., Gilli et al. 1999 Gilli et al. , 2001 ) as well as observed differences between hard X-ray and soft X-ray or optical quasar LFs (e.g., Boyle et al. 1998; La Franca et al. 2002; Ueda et al. 2003) imply (and require) a large population of optically obscured quasars. However, unified models of active galactic nuclei (AGN) (e.g., Antonucci 1993) which invoke geometric forms of obscuration as the dominant source of absorption cannot predict the distribution of column densities or differences between LFs, but rather depend on these observations to determine the modeled form of obscuration. Even when calibrated by observed ratios of obscured to unobscured AGN, such models cannot account for measured quasar lifetimes or the selection-effect dependent differences in observed LFs at different frequencies and redshifts. Furthermore, a growing body of observations imply isotropic or evolution-dependent obscuration which cannot be explained by these simple models alone (e.g., Boroson 1992; Kuraszkiewicz et al. 2000; Tran 2003; Page et al. 2004; Barger et al. 2005; Alexander et al. 2005; Stevens et al. 2005) .
Previous efforts to interpret the quasar LF have relied on restrictive assumptions about lifetimes and light curves of quasars, supposing, for example, that quasars either have universal lifetimes or that they evolve expo-1 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cambridge, MA 02138, USA 2 Max-Planck-Institut für Astrophysik, Karl-Schwarzchild-Straße 1, 85740 Garching bei München, Germany nentially with time. Semi-analytical modeling of the LF (e.g., Kauffmann & Haehnelt 2000; Volonteri et al. 2003; Wyithe & Loeb 2003) has neglected the obscured quasar population and generally focused on reproducing the observed optical or soft X-ray LF, which not only has a different shape but also under-predicts the total quasar population by an order of magnitude at most redshifts and luminosities.
Recently, we have begun to explore the impact of black hole growth on galaxy formation, using simulations of galaxy mergers ). Our models reproduce the observed correlation between black hole mass and galaxy velocity dispersion (the M BH − σ relation) (Di Matteo et al. 2005) , and link the quasar phase of galaxies (Hopkins et al. 2005a,b) to galaxy evolution . Furthermore, the simulations predict qualitatively different quasar light curves than have been adopted in previous work (Hopkins et al. 2005a,b) . In our picture, the peak, exponential black hole growth is determined by the gas supply over timescales ∼ 10 8 yr, during which the gas inflows powering accretion generate large obscuring column densities. The growth shuts down when significant gas is expelled as it is heated by feedback from black hole accretion, creating a window during which the AGN is observable as an optical quasar for a lifetime ∼ 10 7 yr, in good agreement with observations, and yielding a significant obscured quasar population (Hopkins et al. 2005a) . Hopkins et al. (2005b) analyzed simulations over a range of galaxy masses and found that the quasar light curves and lifetimes are all qualitatively similar, with both the intrinsic and observed quasar lifetimes being strongly decreasing functions of luminosity, with longer lifetimes at all luminosities for higher-mass (higher peak luminosity) systems. Moreover, they found that the resulting distribution of column densities N H depends significantly on the observed luminosity threshold, and agrees remarkably well with observed N H distributions of both optical and X-ray samples once the appropriate selection effects are applied.
In Hopkins et al. (2005c) we discuss the intrinsic distribu-tion of source properties obtained by applying our model to the quasar LF, recognizing the essential and realistic property that the time spent at a given luminosity depends on both that luminosity and the peak luminosity of the quasar (or, equivalently, the final black hole mass or host system properties). This results in a qualitatively different distribution of source properties than that implied by very simple but not physically motivated light curves that have been used earlier.
Here, we combine our model of quasar lifetimes and the resulting distribution of intrinsic source properties with the luminosity and host system-dependent N H distributions described above. With these self-consistent, physically-motived results derived from hydrodynamical simulations, we find that the typical column density distribution is a strong function of the instantaneous luminosity of a quasar, and fit it to simple analytical functions. Using the observed hard X-ray quasar LF to recover the distribution of intrinsic source properties, we then combine our models of quasar lifetimes and the corresponding observed column density distributions to reproduce the expected LF at other frequencies given some absolute magnitude/luminosity limit. We find that our predictions for the optical B-band and soft X-ray LFs agree exceptionally well with observations in both bands. Thus, our model of quasar evolution, without any assumptions, naturally reproduces differences in the hard X-ray, B-band, and soft X-ray LFs to high precision over a range of redshifts.
COLUMN DENSITIES & QUASAR ATTENUATION
We determine the column density between a black hole and a distant observer as follows (Hopkins et al. 2005a,b) . Briefly, we calculate gas properties along lines-of-sight to the black hole from simulation outputs, using the multiphase model of the interstellar medium (ISM) of Springel & Hernquist (2003) to infer the local density and neutral fraction in "hot" (diffuse) and "cold" (molecular and HI cloud core) phases of dense, star-forming gas. Given the small volume filling factor (< 0.01) and cross section of cold-phase clouds (in which 90% of the mass of the dense ISM is concentrated), the majority of sightlines will only pass through the hot phase. Therefore, we consider the column density calculated using the hot phase alone, but refer to Hopkins et al. (2005b) for a detailed comparison of different column density calculations, in which our results are shown to be qualitatively independent of the column density calculation. The column density distribution obtained in this manner is in excellent agreement with that observed in both optical and X-ray samples, once the proper selection effects are considered (Hopkins et al. 2005b) .
The distribution of column densities as a function of luminosity is shown in Figure 1 . For each simulation, we consider N H values at all times with bolometric luminosity L = ǫ rṀ c 2 in some logarithmic interval, weighted by the total time along all sightlines a given N H is observed. At each L we make a simple approximation to the observed distribution and fit it to a lognormal form,
We show the resultingN H and σ NH for all simulations as a function of L. The dependence of σ NH on L is weak, and we consider both constant σ NH = 0.4 and a linear best-fit
There is a clear trend of increasingN H with L, which we fit to a power-law, givinḡ as a function of luminosity and the ratio of current to peak luminosity, for the simulations described in Hopkins et al. (2005b) . Points correspond to quasars with final black hole masses of 7 × 10 6 (black crosses), 3 × 10 7 (blue circles), 1 × 10 8 (red squares), 3 × 10 8 (cyan stars), 7 × 10 8 (green diamonds), and 2 × 10 9 M ⊙ (yellow triangles). The black line is the best-fit power law toN H (L).
This form can be understood roughly as follows. Consider the time-dependent mass M c within the merging core of radius R c (∼ 100 pc), and assume that the black hole grows such that M BH ∼ ηM c (η ∼ 0.005) (Magorrian et al. 1998 ). The total density is then ρ = M c R 
always, and strongly contrasts with unification models which predict static obscuration or N H independent of L up to some threshold (e.g., Fabian 1999) .
We assume the intrinsic quasar continuum SED follows Marconi et al. (2004) , based on optical through hard Xray observations (e.g., Elvis et al. 1994; George et al. 1998; Vanden Berk et al. 2001; Perola et al. 2002; Telfer et al. 2002; Ueda et al. 2003; Vignali et al. 2003 ). For the extinction at different frequencies, we consider a gas-to-dust ratio equal to that of the Milky Way, (A B /N H I ) MW = 8.47 × 10 −22 cm 2 , but scaled by metallicity, A B /N H I = (Z/0.02)(A B /N H I ) MW , as suggested by observations (e.g., Bouchet et al. 1985) , although Hopkins et al. (2005a) note that the resulting difference is small. We use the Small Magellenic Cloud (SMC)-like reddening curve of Pei (1992) , again motivated by observations (Hopkins et al. 2004 ). We calculate extinction in Xray frequencies (0.03-10 keV) using the photoelectric absorp-tion cross sections of Morrison & McCammon (1983) and non-relativistic Compton scattering cross sections, similarly scaled by metallicity. In estimating the column density for photoelectric X-ray absorption, we ignore the calculated ionized fraction of the gas, as it is expected that the inner-shell electrons which dominate the photoelectric absorption edges will be unaffected in the temperature ranges of interest. We do not perform a full radiative transfer calculation, and therefore do not model scattering or re-processing of radiation by dust in the infrared. Hopkins et al. (2005c) showed that a proper accounting of realistic quasar light curves results in luminosity-dependent quasar lifetimes. In this picture, quasar lifetimes are functions of both the instantaneous luminosity and the peak luminosity (i.e. final black hole mass or host galaxy properties) of the system. Given a quasar lifetime above some luminosity as a function of the peak luminosity of the quasar, t(L ′ > L, L peak ), the quasar LF (in the absence of selection effects) is given by
QUASAR LIFETIMES & THE LUMINOSITY FUNCTION
where t * is a constant normalization. Here, n(L peak ) is the number density of sources per logarithmic interval in L peak and Φ(L) is the number density of sources per logarithmic interval in L. This formulation implicitly accounts for the "duty cycle" (the fraction of active quasars at a given time), which is proportional to the lifetime at a given luminosity. Given a distribution of N H values and some minimum observed luminosity L min ν , the fraction f obs of quasars with a peak luminosity L peak and instantaneous bolometric luminosity L which lie above the luminosity threshold is given by the fraction of N H values below a critical N max H , where
is a bolometric correction and σ ν is the cross-section at frequency ν. Thus,
and for the lognormal distribution above,
This results in a LF (in terms of the bolometric luminosity)
We consider quasar lifetimes determined from the simulations described in Hopkins et al. (2005a,b) . The light curves in the mergers are complex, generally having a period of early rapid accretion after "first passage" of the galaxies, followed by an extended quiescent period, then a transition to a peak, highly luminous quasar phase, and then a dimming as selfregulated mechanisms expel gas from the galaxy center after the black hole reaches a critical mass and shut down accretion (Di Matteo et al. 2005) . While complex, Hopkins et al. (2005b) find that the total quasar lifetime t Q (L ′ > L) above a given luminosity L is well-approximated by a truncated power law, with 
-Hard X-ray (thick), soft X-ray (thin), and B-band (dot-dash) LFs determined from our model of quasar lifetimes and column densities, based on a distribution of intrinsic source properties fitted to the observed hard X-ray LF as in Hopkins et al. (2005c) and the limiting magnitudes of observed samples, at the different redshifts shown. All quantities are rescaled to bolometric luminosities with the bolometric corrections of Marconi et al. (2004) . Symbols show the observed LFs over the range where observations exist, for hard X-rays (Ueda et al. 2003, diamonds) , soft X-rays (Miyaji et al. 2000, triangles) , and B-band (Boyle et al. 2000, crosses) .
for a given quasar. Over a wide range of L peak (from ∼ 10 10 − 10 14 L ⊙ ), Hopkins et al. (2005b) also find α = α(L peak ) given by α = α 0 + α ′ log L peak to an upper limit α = −0.2. This reflects the fact that larger quasars have shallower slopes as they spend more time at higher luminosities up to some larger peak luminosity. The time spent in any logarithmic luminosity interval in this range is then simply
Hopkins et al. (2005c) examine restrictions to this model, which change α(L peak ) slightly but yield qualitatively identical results, and we have considered all the cases described therein and obtain identical results in every case using luminosity-dependent quasar lifetimes of this form. Given this model of dt/d log(L) as a function of L and L peak , we can then fit to any Φ(L) to determine n(L peak ). The resulting distributions n(L peak ), discussed in Hopkins et al. (2005c) are fundamentally different from the naive expectation of previous analyses of the LF which relied on simple but ultimately unrealistic models of the quasar lifetime, either assuming quasars "turn on" at a fixed luminosity for some universal life- Figure 2 shows the resulting LFs in different bands at redshifts z = 0.3, 0.5, 0.8, and 1.0. For ease of comparison, all quantities have been rescaled in terms of the bolometric luminosity using the bolometric corrections of Marconi et al. (2004) . We calculate the n(L peak ) distribution by fitting to the observed hard X-ray (2-10 keV) LF of Ueda et al. (2003) , Φ HX at each redshift. Given this n(L peak ), we then use our model of quasar lifetimes and the N H distributions determined in §2 to calculate the expected B-band (Φ B ; λ B = 4400 Å) and soft X-ray (Φ SX ; 0.5-2 keV) LFs, given the appropriate redshift-dependent sample luminosity/magnitude limit L min ν (simply taken as the minimum luminosity of each sample at that redshift). We compare these predicted LFs to the corresponding observed Boyle et al. (2000) B-band and Miyaji et al. (2000) soft X-ray LFs at these redshifts. The agreement between the observed and predicted LFs is excellent at all observed luminosities, and is reproduced for all low redshifts modeled. At higher redshift z 1, we expect the light curves and N H distributions to evolve as a result of changing host galaxy properties, and we defer a modeling of the LFs at high redshifts to a future paper.
We also consider the results obtained using our column density distributions, but applying only the simple, luminosityindependent models of the quasar lifetime described above. The difference in lifetimes and the resulting n(L peak ) are described in detail in Hopkins et al. (2005c) , but essentially n(L peak ) ∝ Φ(L = L peak ) for these models. For the simplest fit to the N H distributions in §2,N H =N H (L) ∝ L 0.35 and σ NH = constant ≈ 0.4, f obs is independent of L peak and can be taken out of the integral, giving
, we find that using these models of the quasar lifetime under-predict both Φ B and Φ SX by a factor of 3 at low and high luminosities. This is because these models do not account for the quasar spending most of its life at luminosities well below its peak and thus do not properly account for quasars with different L peak (i.e. different host galaxy properties such as total mass or gas fraction) at a given observed luminosity. In any case, such a procedure is not self-consistent, as the data from which ourN H (L, L peak )) and σ NH (L, L peak )) relations are fitted imply and produce our model of luminosity-dependent quasar lifetimes, with the vast majority of each N H (L) distribution corresponding to points on the lightcurve which do not exist in these simple models.
CONCLUSIONS
Using our picture of merger-driven quasar activity with self-regulated black hole growth and feedback, we are able to simultaneously reproduce the observed hard X-ray, soft Xray, and B-band luminosity functions (LFs) over the complete range of observed luminosities and over a range of redshifts with far greater accuracy than previous models and without invoking any assumptions beyond the basic input physics of our simulations. Furthermore, our picture also yields the observed M BH − σ relation (Di Matteo et al. 2005) , the bimodal distribution of galaxy colors , observed quasar lifetimes (Hopkins et al. 2005a) , the N H distribution of both optical and X-ray samples (Hopkins et al. 2005b) , and the faint-end slope of the quasar LF and supermassive black hole mass distribution (Hopkins et al. 2005c ).
Our model predicts that self-regulating feedback processes in galaxy mergers reproduce the difference in the quasar LF at different frequencies naturally, as a consequence of the evolution of gas flows fueling accretion from gravitational torques and accretion feedback. The population of obscured quasars is also a natural consequence of the model, not as an independent population but as a stage in the "standard" evolution of quasars over their lives, before feedback can clear sufficient material to render the quasar visible.
The excellent agreement between our predictions and the observed LFs is strong evidence in favor of our self-consistent model of quasar lifetimes and light curves. This model suggests a new and qualitatively different interpretation of the quasar LF, which we propose in Hopkins et al. (2005c) . Our interpretation of the quasar LF and the intrinsic deconvolved distribution of peak quasar luminosities and host galaxy properties has important implications for the evolution of quasar populations, the energetics of the cosmic X-ray, UV, and IR backgrounds, the role played by quasars in reionization, and the production of the present-day distribution of supermassive black holes. Future attempts to understand, model, or incorporate the distribution of quasar properties should account for the difference between the observed LF and the intrinsic distribution of source properties as a result of luminosity dependent quasar lifetimes, and the simultaneous, luminositydependent effects of evolving N H distributions.
