I. INTRODUCTION
Adaptive Beamforming (ABF) is used in a wide variety of different areas, such as radar, sonar, communication, radio astronomy and medical. Basically, ABF algorithms have gained wide attention by researcher's community due to the wider range of application. MVDR or Capon beamformer [1] is one of the optimum statistical beamformers which assures a distortionless response for a predefined steering direction [2] [3] [4] . The basic idea of the MVDR technique is to estimate the excitation coefficients in an adaptive manner by minimizing the variance of the residual interference and noise while enforcing a set of linear constraints to ensure that the real user signal is not distorted [5] . MVDR weight vector solution depends on the array response vector and the estimation of the covariance matrix of user-of-interest (UOI) signals and user-not-of-interest (UNOI) sources. The null-forming for MVDR has poor SINR output due to low null level towards the UNOI signals when multiple access interference is existing [6] [7] [8] , the finite size of data snapshots [9, 10] or the array response vector uncertainty [11] .
There are many ways to make the MVDR beamformer robust against this error such as diagonal loading [12] or beamspace processing [13] . This empirical framework does not always lead to a solution that is easily identifiable. Therefore, optimization methods can be applied to provide a robust solution for the smart antenna system. Some researchers have presented numerical techniques involving nature-inspired optimization to improve the antenna beampattern, beamwidth, sid elobe control, phase shifter, or complex weight vector based conventional beamforming techniques [6, 8, [14] [15] [16] . Heuristic optimization algorithms are used widely to solve many engineering problems. For example, in [6] combined the MV DR with PSO and GSA algorithm. The results show that the proposed GSA performance is better than the performance of the PSO and MVDR algorithms. Unfortunately, the effects of population size and a number of maximum iteration also not explicitly mentioned and investigated. Thus, the solution of this study is not the most accurate one.
Null steering (NS) techniques have been used extensively for interference suppression purposes in communication. In NS algorithms, the weights of an antenna array are selected such that the directional pattern has nulls in particular directions. In this manner, undesirable interference, jamming signals, or noise can be reduced or eliminated. In this paper, PSOGSA which is among the latest optimization technique and no research combines this approach with MVDR beamformer. Thus, it is chosen to be assimilated with antenna array processing such that to control the excitation weight coefficients so as adjusted automatically based on the Max-SINR. The complex weighting vector for linear array antennas was calculated by using PSOGSA algorithm using MATLAB program. The null width in the azimuth and elevation scanning angle also have been assessed. The weights excitation coefficients calculated to place deep and sharp nulls toward the UNOI direction accurately, and unity gain response toward the direction of UOI. Computer simulations reveal that the accuracy of the numerical results. The outline of this work is organized as follows: Section II, proposed ABF method along with the conventional MVDR system model are described. Section III, highlight the significant outcomes from MVDR based PSOGSA combination. Lastly, the conclusion is given in the last section.
II. MVDR BEAMFORMER DESIGN MODEL

A. MVDR beamformer technique
Beamforming is a method of spatially processing propagating waves in a medium. A signal model considered as plane waves when the transmission source is in the far-field. Assume that the signals coming from angles of θ and ϕ are incident upon a uniform linear array (ULA) of M isotropic antenna elements, and the spacing between neighboring antennas is a half of wavelength. The received signal, rm(k) MK   , on the m th element at the k th snapshot incident upon the antenna array can be written as:
where 
where q=2π/λ is the free-space wavenumber, δ is the separation between two elements and λ is the free-space wavelength and (·) * denote the complex conjugate.
The MVDR beamformer forms weights in a way that will attempt to maintain unity gain of the beamformer in the beam angle of UOI direction while steering nulls in the direction of interference source [1, 18] . The MVDR beamformer computes the weights by minimizing the power of the beamformer output. The output of the beamformer at the k th snapshots, y(k) after signal processing is defined as:
where h is a complex multiplicative weight vector given as [h0, h1, … , hm, hM -1] T multiplied by the received signal at the m th antenna element and (·) † , (·) T denotes respectively the complex conjugate transpose and transpose of a vector or matrix. The weights are calculated by solving the following minimization equations with unity gain restraint.
The above equations are solved by using Lagrange multipliers and have the solution [19] :
where
is the array covariance matrix. In practice, an FFT is taken from a snapshot in time and averaged with other overlapping snapshots to form the sampled covariance matrix. For K snapshots, the sampled covariance matrix, Γ is defined as [20] :
The beamformer output will contain the energy at a particular angle. In addition to the beamformer output, the arrays response to far-field sources is of interest. Beam angles are formed in the available search area of 0° to 180° azimuth and the corresponding energy levels displayed make up the beampattern. The beampattern, β(θ, ϕ) of the array and can be defined for the ABF in dB as [4] :
where σy=E{|y(k)| 2 }, E{·} refer to the expectation operator and |σy|max represents the maximum value of the array output power. Finally, the SINR is defined as the ratio of the average power of the desired signal divided by the average power of the undesired signal computed as [21, 22] :
where the Ps denote the power of the UOI signal and Pi+n refer to the power output in the direction of UNOI. The terms σs 2 , σi 2 and σn 2 denotes the real user, interference, and noise powers, respectively.
B. Hybrid PSOGSA optimization approach
According to [23] , the PSO is hybridized with GSA making use of a small level (combine the functionality), co-evolutionary (parallel running) and assorted (sharing in ultimate outcomes) hybrid. In this part, hybrid PSOGSA algorithm is introduced and applied to the smart antenna array system to find excitation weight solution more efficiently. The simple idea of PSOGSA is to amalgamate the social thinking skill (the use of Pgbest) of PSO algorithm with GSA's local searching ability. The hybrid algorithm mainly integrates the ability of exploration in PSO and the ability of exploration in GSA algorithms, which has a better balance between the ability of exploitation and exploration efficiently to find the global optimum. The process of the hybrid algorithm is formulated in detail as follows [23] :
Step 1 (Identify the search space). Suppose a system with N agents; the algorithm starts with randomly placing all agents in search space.
Step 2 (Evaluate the values of the fitness function (ff) for the agents; Eq. (20)). All the agents are ranked based on their fitness. The Pgbest is the agent with the best fitness value.
Step 3 (Computing the gravitational force Fij d (t)). The Fij d (t) is the forces from agent j on agent i at a specific time t with d th dimension, is defined as follows:
where Maj(t) is the active gravitational mass related to agent j, Mpi(t) is the passive gravitational mass related to agent i, ε is a small constant, G(t) is the gravitational constant at time t, and Rij(t) is the Euclidian distance between two agents i and j, Pi
refer to i and j agents position and the G(t) is calculated as
where G0 is the initial value of the gravitational constant, α a fixed value that the user determines, and t is the current iteration, and T is the total number of iterations generations.
Step 4 (The masses and total force computation). Inertial masses are calculated according to their ff value, as follows:
where fit ( ) is the fitness of agent at time . At each generation, the best and worst of the calculated fitness value is selected for all agents and the improvements are made to maximize the problem defined as:
If the dimension of the problem is , the total force acting on a mass i is calculated after calculating the force between two masses as the following equation:
where rand is a random number in the interval [0,1].
Step 5 (Computing the agent acceleration). According to the law of motion, the acceleration of an agent is proportional to the resulting force and inverse of its mass; therefore, the acceleration, ai d (t), of the agent i at t th generation in d th dimension can be computed as:
Step 6 The velocity and position of agents are calculated as follow:
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where () Pt is the present location of the i th particle at the t th iteration in the d th dimension, Pgbest is the best solution found so-far by all the swarm particles, and thus considered to be the optimal resolution at the t th iteration till present.
Step 7 Renew the fitness value for all agents by the speed and position of each particle is updated. The fitness values of renewed agents are calculated; then, the process returns to Step 2, repeated until either the maximum number of iteration is reached or the fitness is met.
NS methods are vital in modern communication systems for maximizing SINR. The most common MVDR problem is that the signal model must be quite accurate to form unity gain in the UOI direction and nulls in the direction of the UNOI. In addition to that, when the size of received data snapshots is small will result in a poorly represented beampattern and degrades the MVDR performance. However, NS of the MVDR affected by these errors, therefore, the task of combining the conventional MVDR with nature-inspired metaheuristic methods to find appropriate complex excitation coefficients that introduce deep null-forming and hence SINR|max can be obtained as illustrated in After initialization, at generation one, the initial amount of agent depends on the weight values obtained from MVDR. Afterward, the PSOGSA randomly chooses a population of agents of length N. Each string represents the settings for the array's complex weight coefficients (i.e., amplitudes and phase). (19) where XN, M(t) represents the candidate solution vector of n th agents at m th dimension is converted to solve antenna problems. In other words, the agents (with have positions and velocities) can move into a multi-dimensional space at each iteration, each antenna added to the system represents an additional dimension that has to be solved. In each iteration, the ff to give 0 dB power in the desired look angle (Goal 1) and to minimize the null-formed power (Goal 2) toward the undesired user. Then, agents are selected according to a selection method while the condition for ff as equal to maximum SINR is given by:
To explain the searching mechanism of the MVDRPSOGSA algorithm, the XN,M is the numbers of solutions. X1, X2, …, Xbest are the best solutions selected from ff (i.e. ff1 for X1, ff2 for X2, …, ffbest for Xbest) that have the achieve SINR|max. Here the hybrid PSOGSA will be the guide to the algorithm to find the best solution, which means the algorithm will take the short estimate to reach the best value without jumping or randomly moving. If the obtained SINR value is the best, the value will be stored and yield the final weight vector to stop the calculation.
III. RESULTS AND DISCUSSION
NS in ABF can be achieved by controlling the complex weights so as to steer nulls in the required undesired directions and to achieve depth null level. In this work, two different experiments are conducted; the first experiment involves the optimization of a 5-element ULA. While the second experiment fellow the first experiment but with M increases to 8-elements. The aim is to use the SINR|max in the ff of the PSOGSA approach to finding a set of array excitation weights coefficients. These weights should configure the antenna array in such a way that it can receive desired signals and block und-esired or jammer signals. The results are presented as graphics showing the resulting radiation patterns using Matlab platform. Another goal of both experiments is to calculate the number of evaluations performed by each experiment of the proposed algorithm. These figures are useful to predict the overall performance of a communication system, as often the computational effort happens when evaluating the ff. Thus, reducing the number of evaluations, while obtaining an acceptable result is essential for the mobile communication network.
In order to obtain the weights needed, Equation (20) will be used by the optimization process as the ff. Linear array configuration with element interspacing of 0.5λ [24, 25] consider for T = 50, 100 and 150 iterations are performed. A signal-to-noise ratio (SNR) of 10 dB relative to the normalized desired signal and the interference-to-noise ratio (INR) of 20 dB is assumed for all undesired sources. The basic MVDR and hybrid PSO and GSA parameters are presented in Table I . These values are standard values that are always used for these two optimization techniques.
In the beginning, a signal is received by the smart antenna array system from the environment, which consisted of the UOI signal (xs) and also UNOI signal (xi+nm). The first experiment demonstrates the best results of 30 runs are performed to minimize the chance that a better or worse result is obtained due only to the random nature of the algorithms. The weight vector of each element depended on the incident angle and array covariance matrix estimation. In both cases, assumed that the incident angle is θs=0° and two interference sources located at the angles of θi = -40° and 20° in azimuth while the elevation angles are fixed of ϕs=ϕi=0°. Fig. 2(a) shows the convergence plot for the proposed approach depicting the best-so-far and its mean output SINR for three stopping conditions (T= 50, 100 and 150). The objective is to get good tracking performance with a small number of iterations. The SINR|max obtained for MVDR and MVDRPSOGSA algorithms are 52.3 dB, 66.8 dB, 127.4 dB and 203.2 dB, respectively. These values provide SINR improvements of 14.5 dB, 75.1 dB and 150.9 dB in comparison to MVDR. This is due to the fact that the adaptive NS weight vectors calculated by the proposed MVDRPSOGSA method are essentially using the exploration and exploitation to find accurate weight vector solution. Since the SINR value is calculated in terms of this weight vector solution, the SINR keep changing and this means not revolves around the local minima point and avoid the premature convergence problem. Fig. 2(b) shows the resultant beampattern for 5 array elements. The mainlobe that corresponds to the desired user is directed towards (θ=0°, ϕ=0°), whereas two nulls appear for the UNOI signals at (θu, 1=-40°, ϕu=0°), and (θu, 2=20°, ϕu=0°). It can be noted that the Null Depth Level (NDL) are lower for the proposed approach compared to those for the MVDR. Fig.  2(c)-(f) show 3D plots in term of azimuth and elevation angle (θ°, ϕ°). As can be obviously seen, the proposed method has steered two deep nulls towards the interference signals in the environment. Clearly by using the relationship in Pi+n, for instance at θu, 1=-40°, the first null of depth -67.2 dB is achieved by T=50, the second null of depth -131.6 dB is achieved by T=100 and the third null of depth -208.5 dB is achieved by T=150 compared to the null of -53.8 dB obtained by MVDR as given in Table II . Furthermore, it can be seen that the null width become sharper as the T increased. These figures suggest that the MVDRPSOGSA algorithm tends to perform better than the MVDR technique in terms of radiation power directed towards undesired signals.
An increase in the SINR is also seen from 66.8 dB to 203.2 dB, which is a high ratio of improvement offers 136.4 dB increases as T increases from 50 to 150. Table II present The second experiment is similar to the first one. The PSO-GSA approach finds the antenna set of weights but this time using an 8 rather than 5-element. This experiment helps to assess the capability of the PSOGSA algorithm to find the best possible solution given a limited number of ff evaluations for search dimension of d=M=8. The maximum number of iterations provided for the MVDRPSOGSA algorithm to converge is 50, 100 and 150 iterations with 10 agents per iteration. Fig 3(a) show the convergence of the SINR|max for a three stopping criterion reach to the maximum point of T = 50, 100 and 150. The graph indicates that the best-so-far and mean SINR|max of MV-DRPSOGSA method is obtained 85.1 dB, 153.8 dB and 204.2 dB compared to 57.8 dB for MVDRPSOGSA and MVDR, respectively. It is clearly seen that MVDRPSOGSA provide significant ff improvement with keep changing, and this means obvious local minima. Fig. 3(b) gives the far-field radiation plot for both ABFs. It can be seen that the MVDRPSOGSA algorithm obtains the lowest null levels compared with the MVDR method at 8-element array geometry dimension. Note that the received SINR for the desired user at 0° is maximized by placing the nulls at -40° and 20° location of the antenna pattern as given in Table III . For example, a null is steered at -40° and 20° of depth -86 dB and -92.6 dB by only T=50 whereas these nulls are -61.0 dB and -60.6 dB achieved by MVDR. Fig. 3(c)-(f) are graphs that show the behavior of MVDR and MVDRPSOGSA methods of the nullwidth and sharpness in the θ° and ϕ°. Virtually, this figure gives how farther or closer the null(s) are to the feed. It can be seen that the MVDRPSOGSA null-width position in the ϕ° of ≈ 3° reduced to 1° as T raised from 50 to 150 compared to ≤ 10° by MVDR. Once again, the NDL is increased as the T increased because the nulls in the antenna pattern are steered towards the AOAs of the interferers source. Theoretically, infinite SINR will result because the interferences are completely suppressed at the null positions of the antenna pattern. In comparison, it is noted that the mainbe-am width of the 5-element array is the widest while the 8-element array is the narrowest. Therefore, the width of the mai-nlobe decreases as the number of array elements is increased; in other words, it becomes narrower and high directivity. In general, hybrid PSOGSA agents move around in the search space based on Max-ff. At each iteration, the global and local searches are conducted by updating and adding the velocity of each agent resulting in a new position for that agent. The agents would amend their positions based on the updated velocity for each agent while keeping track of its best-known position and it changes this best-known solution only if the updated position is superior. Therefore, this approach provides additional support for mitigating interference sources.
IV. CONCLUSION
Indeed, nature-inspired optimization techniques provide a unique tool that can find appropriate excitation coefficients solution where conventional ABF algorithm often fail to provide deep nulls. They are still newly developed algorithms, and much more research has been going on to improve the various techniques. In this research, hybrid PSOGSA technique is chosen as a tool to optimize the MVDR null-forming level applied to the smart antenna system. This investigation is carried out by analyzing and comparing the performance based on two figure of merit, SINR and beampattern accuracy for two scan angles. Simulation results show that a higher value of SINR is observed to lower the interference rejection capability and the mainbeam is maintained in the desired direction by integration of PSOGSA with MVDR. Performance results show that the proposed approach is capable of obtaining the desired results with faster convergence rate basing ULA geometry. Also, it is found that the MVDRPSOGSA automatically moves null to precisely the locations of the interference with 1° null widths in elevation angle. From the findings, it can be concluded that the metaheuristic optimization has enabled the PSOGSA algorithm to achieve better performance in terms of convergence rate and accuracy which can be very helpful in real-time systems.
