We prove a conjecture of Penrose about the standard random geometric graph process, in which n vertices are placed at random on the unit square and edges are sequentially added in increasing order of lengths taken in the p norm. We show that the first edge that makes the random geometric graph Hamiltonian is a.a.s. exactly the same one that gives 2-connectivity. We also extend this result to arbitrary connectivity, by proving that the first edge in the process that creates a k-connected graph coincides a.a.s. with the first edge that causes the graph to contain k/2 pairwise edge-disjoint Hamilton cycles (for even k), or (k − 1)/2 Hamilton cycles plus one perfect matching, all of them pairwise edge-disjoint (for odd k).
Introduction
Many authors have studied the evolution of the random geometric graph on n labelled vertices placed independently and uniformly at random (u.a.r.) on the unit square [0, 1] 2 , in which edges are added in increasing order of length (see e.g. [6] ). Penrose [5] proved that the first added edge that makes the graph have minimum degree k is a.a.a. the first one that makes it k-connected. He also conjectured that on the evolution of the random geometric graph 2-connectivity occurs a.a.s. precisely when the first Hamilton cycle is created. As a first step towards proving that conjecture, Díaz, Mitsche and the first author showed in [3] that the property of being Hamiltonian has a sharp threshold at r ∼ log n/(π p n) (for a constant π depending on the p -norm used), which coincides asymptotically with the threshold for k-connectivity for any constant k. In this paper we prove a result which, as a special case, establishes Penrose's conjecture.
Independently and simultaneously with us obtaining our results, Penrose's conjecture was proved in the manuscripts by Balogh, Bollobás and Walters [1] and by Krivelevich and Müller [4] . The arguments in these papers and ours are based on the ideas in [3] . Now consider the evolution of the random graph G on n labelled vertices, in which edges are added one by one. Bollobás and Frieze showed in [2] that asymptotically almost surely as soon as G has minimum degree k, it also contains k/2 edge-disjoint Hamilton cycles plus an additional edge disjoint perfect matching if k is odd, where k is any constant positive integer. (Here, asymptotically almost surely (a.a.s.) denotes with probability tending to 1 as n → ∞.) In particular, a.a.s. G becomes k connected as soon as the last vertex of degree less than k disappears.
Our main result in this paper, conjectured by Krivelevich and Müller [4] , is that the analogue of Bollobás and Frieze's result holds for the random geometric graph. That is, we show that, in the evolution of the random geometric graph, a.a.s. as soon as the graph becomes k-connected, it immediately contains k/2 edge-disjoint Hamilton cycles plus one additional perfect matching if k is odd. To ensure that the Hamilton cycles are edgedisjoint was a significant obstacle. To overcome it seems to require a deterministic result that apparently does not readily follow from other known results. This feature of our argument is not often found in proofs of properties of random structures.
Let X = (X 1 , . . . , X n ) be a random vector, where each X i is a point in [0, 1] 2 chosen independently with uniform distribution. Given X and a radius r = r(n) ≥ 0, we define the random geometric graph G (X; r) as follows: the vertex set of G (X; r) is {1, . . . , n} and there is an edge joining i and j whenever X i − X j p ≤ r. Here · p denotes the standard p norm, for some fixed p ∈ [1, +∞] . Unless otherwise stated, all distances in [0, 1] 2 are measured according to the p norm (i.e. d(X, Y ) = X − Y p ). Let π p be the area of the unit p -ball (e.g. π 2 = π, and 2 ≤ π p ≤ 4 for all 1 ≤ p ≤ ∞).
A continuous-time random graph process G (X; r) 0≤r≤1 is defined in a natural way, by first choosing the random set of points X and then adding edges one by one as we increase the radius r from 0 to (1, 1) p . Theorem 1. Consider the random graph process G (X; r) 0≤r≤1 for any p -normed metric on [0, 1] 2 , and let k be a fixed positive integer.
(i) For even k ≥ 2, a.a.s. the minimum radius r at which the graph G (X; r) is k-connected is equal to the minimum radius at which it has k/2 edge-disjoint Hamilton cycles.
(ii) For odd k ≥ 1, a.a.s. the minimum radius r at which the graph G (X; r) is k-connected is equal to the minimum radius at which it has (k − 1)/2 Hamilton cycles and one perfect matching, all of them pairwise edge-disjoint. (Here asymptotics are restricted to even n.)
(ii) for each pair of distinct vertices v, v ∈ J, |N H ({v, v }) \ {v, v }| ≥ + 1.
Then G contains a packing of k/2 pairwise edge-disjoint linear forests, and additionally a matching if k is odd, which contain all edges in the clique with vertex set J, and such that each vertex in J has degree 2 in each forest and (for odd k) degree 1 in the matching.
Although we do not require it, we conjecture that Lemma 2 is still valid if one removes the requirement of existence of an apex vertex (i.e. simply require d H (v) ≥ for each v ∈ J for the first condition of the lemma).
The next section contains the basic geometric definitions and probabilistic statements required in the argument, including proofs that several properties hold a.a.s. Next, we prove Lemma 2 in Section 3. Finally, in Section 4, we prove the main theorem, by supplying the required construction of Hamilton cycles (and perfect matching) in the random geometric graph deterministically, assuming the properties that were shown to hold a.a.s.
Asymptotically almost sure properties
Here, we define some properties of the random geometric graph that hold a.a.s. and that will turn out to be sufficient for our construction of disjoint Hamilton cycles.
Henceforth we assume that the points in X are in general position-i.e. they are are all different, no three of them are collinear, and all distances between pairs of points are strictly different-since this holds with probability 1.
Lemma 3. For any small enough constant η > 0 and any r such that π p nr 2 = log n + (k − 1) log log n + O(1), the random geometric graph G (X; r) a.a.s. satisfies the following property. Every set J of vertices of size 2 ≤ |J| ≤ k in which each vertex has degree at least k and such that max u,v∈J {d(X u , X v )} ≤ ηr contains some vertex of degree at least k + 1.
Proof. Suppose that some set J ⊂ {1, . . . , n} with |J| = j causes the property to fail. Let v 1 and v 2 be two vertices of J such that X v 1 and X v 2 realise the diameter of {X v : v ∈ J}. Enumerate the rest of J as v 3 , . . . , v j . We may assume that v 1 has degree exactly k; let v j+1 , . . . , v k+1 be its other neighbours. Letting s denote the number of neighbours of v 2 which are not neighbours of v 1 , we have an example of one of the following cofigurations. A bad configuration is an ordered tuple J of k + s + 1 vertices v 1 , . . . , v k+s+1 in G (X; r) with the following properties: vertices v 2 , . . . , v k+1 are the only k neighbours of
vertex v 2 has exactly s neighbours, namely v k+2 , . . . , v k+s+1 , which are not neighbours of v 1 . Let T be the number of bad configurations, for any fixed s. To prove the statement it suffices to show that ET = o(1), regardless of the choice of s.
Assume we are given the position of v 1 and ρ = d(v 1 , v 2 ). The probability that k+1−j) ). The probability that vertices v k+2 , . . . , v k+s+1 are neighbours of v 2 but not v 1 is (cρr) s = O((ρr) s ), where |c − 2| ≤ for some small > 0 independent of ρ (we can achieve that by taking η small enough). The probability that the remaining n − k − s − 1 vertices are not neighbours of v 1 or v 2 is
The probability density function of d(v 1 , v 2 ) is 2π p ρ. Putting all together,
For the following definitions, we fix δ > 0 to be a small enough constant and assume r → 0. We tessellate [0, 1] 2 into square cells of side δ r = (δr) −1 −1 . (Note that δ is not constant, but δ ≤ δ and δ → δ). Let C be the set of cells, and let G C be an auxiliary graph with vertex set C and with one edge connecting each pair of cells c 1 and c 2 iff all points in c 1 have distance at most r from all points in c 2 . Note that we shall use the term adjacent cells to refer to cells which are adjacent vertices of the graph of cells G C , while cells sharing a side boundary will be described as being topologically adjacent. Let ∆ be the maximum degree of G C . By construction, ∆ is a constant only depending on δ and the chosen p norm.
We may assume that each point in X lies strictly in the interior of a cell in the tesselation, since this happens with probability 1. Let M be a large enough but constant positive integer (its choice will only depend on ∆, thus on δ, and also on k and p ). A cell in C is dense if it contains at least M points of the random set X, sparse if it contains at least one, but less than M , points in X, and empty if it has no points in X. Let D ⊆ C be the set of dense cells. Note that D = ∅, since the total number of cells is |C| = Θ(n log n), so at least one must contain Ω(log n) points in X.
A set of cells is said to be connected if it induces a connected subgraph of G C . (For δ small enough, this includes the situation where the union of cells is topologically connected.) The area of a set of cells is simply the area of the corresponding union of cells. A set of cells touches one side (or one corner) of [0, 1] 2 if it contains a cell which has some boundary on that side (or corner) of the unit square.
Lemma 4. For any constants δ > 0, α > 0 and λ ∈ R and for r defined by π p nr 2 = log n + (k − 1) log log n + λ, the following statements hold a.a.s.
1. All connected sets of cells of area at least (1 + α)π p r 2 contain some dense cell.
2. All connected sets of cells of area at least (1 + α)π p r 2 /2 touching some side of [0, 1] 2 contain some dense cell.
3. All cells contained inside a 5r × 5r square on each corner of [0, 1] 2 are dense.
Proof. Recall that the area of each cell is δ 2 r 2 . Then, in order to show the first statement in the lemma, it suffices to consider all connected sets of cells with exactly s = (1+α)π p /δ 2 = Θ(1) cells. Let S be such a set of cells. The probability that S has no dense cell is at most
To conclude the first part of the proof, multiply the probability above by the number Θ(1/r 2 ) = Θ(n/ log n) of connected sets of s cells. By a completely analogous argument, if S has area only (1 + α)π p /δ 2 /2 and touches some side of [0, 1] 2 , the probability that it has no dense cell is O(n −(1+α)/2) log c n, for some constant c . However, the number of such sets is only Θ( n/ log n).
Finally, there is a bounded number of cells inside any of the 5r × 5r squares on the corners, and each individual cell is dense with probability 1 − o(1).
A set of cells is small if it can be embedded in a 16 × 16 grid of cells, and it is large Lemma 5. For a small enough constant δ > 0, any constant λ ∈ R and r defined by π p nr 2 = log n + (k − 1) log log n + λ, the following holds a.a.s. 
Hence, by Lemma 4, N (S) \ S must contain some dense cell.
Case 2. Let S ⊆ C be a connected set of cells which is not small and such that N (S) touches only one side of [0, 1] 2 (assume it is the bottom side). This is very similar to Case 1, so we just sketch the main differences in the argument. If the vertical extent of S is greater than 16δ r, then proceed as in Case 1 but only consider the sets B (c 1 ), B (c 1 ), A ↑ , A ← and A → . Otherwise, the horizontal extent of S must be greater than 16δ r, and we consider instead the sets B (c 4 ), B (c 3 ), A ↑ , A ← and A → . Here, A ← and A → are rectangles of height δ r and width (1 − 4δ )r placed to the left and right of cells c 3 and c 4 respectively, and A ↑ is any rectangle of height (1 − 20δ )r and width 16δ r glued on top of c 1 and strictly between the left side of c 3 and the right side of c 4 . In both cases, we deduce that the topological component of (N (S) \ S) that touches the upper piece of γ has area at least (1 + δ /6)π p r 2 /2. Since some cells in this component touch one side of [0, 1] 2 , Lemma 4 implies that N (S) \ S must contain some dense cell. Finally, we need to show that bad components a.a.s. have some properties to be used in the construction of the Hamilton cycles. Given a component b of
. . , n} be the set of indices of points in X contained in some cell of b. Moreover, for any r , consider the set J = J (b, r ) = N G (X;r ) (J) \ J (i.e. the set of strict neighbours of J in a random geometric graph of radius r ).
Lemma 6. For a small enough constant δ > 0, any constant λ ∈ R, r defined by π p nr 2 = log n + (k − 1) log log n + λ and r ≤ r ≤ (1 + 1/32)r, the following is a.a.s. true. 
, and let g be any 16 × 16 grid covering b. Let O denote the geometric centre of the grid g, and let S be the set of cells which have some point at distance between 3r/4 and 3r/2 from O. Take as R(b) the subset R = S ∩ D formed by the dense cells in S. This set will be shown to have all the desired properties.
(Note that the size of R is |R| ≤ |S| < 10/δ 2 .) Consider a coarser tessellation of [0, 1] 2 into larger squares of side 1/(16δ ) δ r (each square containing exactly 1/(16δ ) 2 cells). We refer to each square both as a subset of [0, 1] 2 , and as the set of cells it contains. Let Q be the set of squares of the coarser tessellation that contain at least one point at distance exactly 5r/4 from O. By construction, all squares in Q are contained inside S. Moreover, we claim that all squares in Q contain some dense cell. In fact, by choosing δ sufficiently small, we can guarantee that each square q ∈ Q has no intersection with N (b) \ b, and thus q ∪ (N (b) \ b) is a connected set of cells of area at least
Hence, assuming that statement 1 in Lemma 4 holds, q ∪ (N (b) \ b) must contain some dense cell, which must be in q since N (b) \ b does not contain any.
Since the union of squares in Q is topologically connected, and each pair of cells lying in topologically adjacent squares of Q are also adjacent in G C , the dense cells in squares of Q induce a connected set of cells. Moreover, for any other cell c in S there is some square q ∈ Q such that c is adjacent to all cells in q. Hence, N (R) ⊇ S, and also R induces a connected set of cells. Since R cannot be embedded in a 16 × 16 grid of cells, R must be contained in D 0 .
Now consider any vertex
, c must be sparse but adjacent to some dense cell d ∈ D 0 . By construction, any point in d must be at distance between (1 − 34δ )r and (11/8 + 2δ )r from O, so d ∈ R. Otherwise, suppose that
Then the cell c containing X i must be adjacent to all cells in some square q ∈ Q, and in particular to some dense cell in R.
To verify the other requirements, define Q to be the set of squares of the coarser tessellation with some point at distance exactly 7r/4 from O. The same argument we used for Q shows that all squares in Q contain some dense cell. Let R be the set of dense cells in squares of Q . Then it is immediate to verify that any point in a cell c of some other small component b = b of G C [B] must be at distance at least 41r/16 from O since otherwise c would be adjacent to some cell in b, R or R . All remaining statements follow easily from that.
Packing linear forests in bipartite graphs
A factorisation of a graph is the set of subgraphs induced by a partition of the edge set. A hamiltonian decomposition of a graph is a factorisation in which at most one subgraph is a perfect matching, and all the remaining ones are Hamilton cycles. We call a matching that contains an edge of each of the Hamilton cycles in the decomposition a transversal of the decomposition. (Note that the transversal does not contain an edge of the perfect matching.) The construction of a hamiltonian decomposition in the following result is well known. We will use features of the construction in the proof of Lemma 2, and we use the transversal in Section 4.
Lemma 7. Every complete graph has a hamiltonian decomposition with a transversal.
Note that the number of Hamilton cycles in such a decomposition of K k+1 will be k/2 , and thus for k odd the transversal is not quite a perfect matching.
Proof. First, for k even, consider the complete graph K k+1 on the vertices {1, 2, . . . , k, * }. We shall first colour the edges of K k+1 . Expressions referring to vertex labels other than * are interpreted mod k and expressions referring to colour labels are mod k/2. (In this paper, mod denotes taking the remainder on division.) For each pair of vertices u and v in {1, 2, . . . , k}, assign the colour
Figure 1: Parts of a hamiltonian decomposition. The colour i is shown as red, colour 1 is blue, and colour v + k − t is purple.
(mod k/2 of course) to the edge uv. Also, assign colour i to the edges from * to both vertices i and i + k/2. See Figure 1 . It is easy to check that, for each i ∈ {1, . . . , k/2}, the edges receiving colour i form a (k + 1)-cycle (v 0 , . . . , v k ) where
Thus, the colouring induces a factorisation of K k+1 into k/2 Hamilton cycles of colours 1, . . . , k/2, giving the required hamiltonian decomposition. When k is congruent to 2 mod 4, the set of edges {2i, 2i + 1} (i = 0, . . . , k/2 − 1) is a transversal. When k is divisible by 4, one transversal uses the edges {2i, 2i + 1} (i = 0, . . . , k/4 − 1), the edge from * to k/2, and the edges {k/2 + 2i − 1, k/2 + 2i} (i = 1, . . . , k/4 − 1).
For odd k, a perfect matching needs to be included. There is a similar colouring scheme, using the colours 1, . . . , (k + 1)/2, where colours are taken mod (k + 1)/2. In this case, colour (u + v mod k)/2 is on the edge uv (note we assume by convention that u + v mod k ∈ {0, . . . , k − 1}), each colour i (i ∈ {1, . . . , (k − 1)/2}) is on the edge from i to * , and each colour (k + 1)/2 − i (i ∈ {0, . . . , (k − 1)/2}) is on the edge from k − i to * . The edges of colour (k + 1)/2 form a perfect matching, and each of the other colours gives a Hamilton cycle. Finally, the transversal for odd k is easily found, similar to the even k case, using more or less every second edge of the form {i, i + 1}.
Proof of Lemma 2 Since the statement is trivial for j = 1, we may assume that j ≥ 2. Firstly, we deal with the case of even k. We will assign colours in {1, . . . , k/2} to a subset of the edges of G such that the colour classes determine the decomposition into linear forests. With a slight abuse of standard notation we will call this an edge colouring of G. For simplicity of exposition, we assume that the degree lower bounds for H are all met precisely. It will be evident from the proof that if any lower bounds on the degrees of vertices in J, that are specified in the lemma statement, are exceeded, it can only help by giving more choices in various steps. Hence, we may assume that the apex vertex has degree exactly + 1, and all others have degree exactly . Label the apex vertex in J with ' * ', and label the other vertices 1, . . . , j − 1. First colour the edges of K k+1 as in the proof of Lemma 7, using the same labels on vertices as in that proof. If we delete the vertices in the set L = {j, j + 1, . . . , k} of K k+1 , the remaining vertices of K k+1 are in J and the edges between them in G can inherit the colours from K k+1 . The set L should be regarded as a set of vertices sitting outside G. For v ∈ J, edges to other vertices in J are coloured, but the colour on any edge to L is 'missing' from that vertex in G. When we speak of missing colours, we count them with multiplicities: if a v has no edge of colour i in G (i.e. two edges of colour i join v to L) then colour i is missing at v with multiplicity 2. Of course, each vertex is incident with two edges of each colour in K k+1 . The missing colours need to be assigned to edges of H, which go between J and B, since each vertex of J must have degree 2 in each of the final linear forests.
We will use a greedy colouring procedure to assign the missing colours to the edges of H, and thereby complete the desired edge colouring of G. The requirement is simply that each colour class must induce a linear forest. (By taking care of the missing colours we are ensuring that all vertices of J have two incident edges of each colour.) The procedure treats the vertices in the order 1, 2, . . . , j − 1, and finally the apex vertex, * . Note that, so far, only edges within J are coloured, and each colour induces a set of paths. This is because the edges of any given colour induce a proper subgraph of the original Hamilton cycle of that colour. The procedure makes the assignments of new edges one by one, so it simply has to avoid all monochromatic cycles at each step, and terminate with each vertex in J having precisely two incident edges of each colour in G, just like they do in K k+1 , and each vertex in B (= V (H) \ J) having at most two incident edges of any given colour.
The colouring procedure is defined inductively and requires several observations along the way. We will first fix a vertex v ∈ J \ { * } (i.e. 1 ≤ v ≤ j − 1) and specify how the procedure treats the edges of H incident with v. We may assume inductively that there are no missing colours at vertices 1, . . . , v − 1, i.e. all these vertices are incident with two edges of each colour, and furthermore that at each step the set of edges with any given colour induces a subgraph consisting of disjoint paths. The colours missing at v are those on the edges from v to L. Let i be a colour that is missing at v. There are two cases. In the first case, i is on just one edge at v, from v to k − t say, and either t = 0 and no edges of colour i are already present in H, or t = k − j = − 1. In the second case, i is on two edges, from v to k − t − 1 and k − t, for some 0 ≤ t ≤ − 2. (In both cases of course t can be computed from the colour formula (1).) Let us refer to this colour i as i t .
The specification of how the colouring procedure treats v is as follows. The missing colours i t are treated one by one in decreasing order of t. At any point, let G i denote the subgraph of H induced by the edges coloured i. Each missing colour i of multiplicity δ, in its turn, is assigned to δ uncoloured edges of H incident with v, in any manner such that:
(ii) G i is not a connected graph unless all choices satisfying (i) cause G i to be connected.
Actually, we only need to invoke rule (ii) when t = − 3, but it does no harm to enforce it in each step.
For the apex vertex * , which is treated last, the rule is simpler. The procedure assigns the missing colours to uncoloured edges of H incident with * , greedily subject to rule (i), and the order of treatment of the colours is determined at the start as follows: colours that already appear on more edges are treated earlier.
To verify that the colouring procedure must terminate with each colour inducing a linear forest, we argue inductively for v ∈ J, v = * , in the order of treatment. The apex vertex is considered last. We show that the linear forest condition holds after each vertex is treated. The argument for the inductive step also applies to the initial step, where v = 1.
So, for a vertex v ∈ J \ { * }, consider the point at which the procedure is treating the colour i t defined above. Any edges coloured i t at earlier steps of the inductive procedure must have been edges from {v − t − 1, v − t, . . . , v − 1} \ L to L, and these must go to the vertices k − t + 1, . . . , k. See Figure 1 , where the colour i t is shown in purple. Each vertex in L is incident with at most two such edges of colour i t , as is each vertex in {v − t − 1, v − t, . . . , v − 1} \ L. In particular, v − t − 1 is incident with exactly one such edge, the one joining it to vertex k. Hence, the number of times that colour i t is missing (counted with multiplicities) on the vertices already treated is at most 2t + 1. Consequently, 2t + 1 is an upper bound on the number of edges of colour i t in H at the point in the procedure where vertex v is about to be treated. It is not necessary, but may help to note that the distinct colours missing at v are either i 0 , i 2 , . . . , i m (where m = 2 ( − 1)/2 ), if i 0 has multiplicity 2, or i 0 , i 1 , i 3 , . . . , i m (where m = 2 /2 − 1) if i 0 has multiplicity 1.
Recall that v has degree in H. Let δ denote the multiplicity of i t as a missing colour at v. When the procedure is about to treat colour i t at v, the colours on edges from v to j, j + 1, . . . , k − t − δ have already been assigned. This means that k − t − δ − j + 1 of the edges incident with v are already assigned colours. As d H (v) = = k − j + 1, there are precisely t + δ edges of H incident with v that remain uncoloured. Recall that H has at most 2t + 1 edges already coloured i t . Since H is bipartite, at most t vertices in B can have degree 2 in G it . Hence, there must be at least δ (which is either 1 or 2, precisely the multiplicity of i t ) uncoloured edges from v to vertices of B having degree at most 1 in G it . So it is possible to assign colour i t to δ of these edges at this point without creating any vertices of degree greater than 2 in G it . We need to show that this can always be done so as to satisfy condition (i), that is, without creating a cycle in G it .
Before proceeding, we need to understand the ways that such a cycle can form. If δ = 2, then two uncoloured edges joining v to N H (v) must be picked with the purpose of colouring them i t , and a cycle is created if and only if the two end-vertices in N H (v) are the two ends of a path in G it . If δ = 1, a cycle is created if and only if the edge picked is the end-vertex of a path in G it , of which v is the other end-vertex.
Let U denote the set of vertices in N H (v) that are joined by uncoloured edges to v. It is always possible to avoid the cycle in question if U contains more than δ vertices of degree less than 2 in G it . For, if this is true in the δ = 2 case, then, even if one end of a path of G it is picked for the first edge to be coloured i t , the second edge can avoid the other end of the same path. The case δ = 1 is even easier. There is similarly no problem if U contains a vertex of degree 0 in G it .
So, if the the edges of colour i t do not form a linear forest after the procedure treats v, we may assume that U contains precisely δ vertices of degree 1 in G it , and that the other t vertices of U (recall that |U | = t + δ) have degree 2 in G it . In particular, the number of edges of colour i t in H is precisely 2t + δ. However, above we deduced that it is at most 2t + 1. Hence, δ = 1, and there must be precisely t vertices in B of degree 2 in G it . That is, i t is the colour of only one edge from v to L. As explained above, this happens only if, on the one hand, t = 0 and there are no edges already of colour i t in H, or, on the other hand, t = − 1. The first case contradicts the fact that U contains precisely δ vertices of degree 1 in G it . So the second case holds, and t must be equal to − 1. This means that u t is the first colour being treated by the process at v, and furthermore, the t + 1 vertices in U comprise exactly N H (v).
It was observed above that the only other vertices sending edges to L of colour i t are {v − t − 1, v − t, . . . , v − 1} \ L and the maximum number of such edges is 2t + 1. The edges in H of colour i t come from these vertices. Since this upper bound is achieved, the situation is tight: v − t − 1 is incident with one such edge in H, and the t vertices in {v − t − 1, v − t, . . . , v − 1} are incident with two each. Recalling that U has precisely one vertex of degree 1 in G it and the rest have degree 2, we conclude that the graph G it ∩ H has precisely two vertices of degree 1 and the rest of degree 2. Since by induction it contains no cycle, it is a path P , and one end-vertex of P is v − t − 1. Considering the original colouring of J, the only other edges of colour i t in G at this point form a path on the vertices {1, . . . , v − t − 1} that is vertex-disjoint from P except for the vertex v − t − 1. Hence, G it is a path and is hence connected.
Shortly we will also need a different observation. Note that if t = 0, which means = 1, then the hypotheses imply that v has precisely one neighbour in B, which is distinct from the neighbours of 1, 2, . . . , v − 1. So this cannot be the case. It follows that t + 1 = ≥ 2.
Since there is at least one edge already coloured i t , we have v ≥ 2. Hence, the vertex v − 1 was already treated, and has two edges of this same colour i t in H joining it to B. Call them x and y. Shift the focus back to the time that the procedure, when treating v −1, coloured x and y. After they were coloured, as observed above, G it became connected. By rule (ii), it was necessary that that no other choice of two uncoloured edges from v − 1 to B could avoid creating a connected graph G it . However, x and y are two consecutive edges in the path P defined above. Let w denote any vertex of N (v − 1) ∩ B \ N (v), which must exist by the second hypothesis of the lemma. Note that w is adjacent to no edges of colour i t . Also note that i t is the first colour treated by the procedure when dealing with the vertex v t−1 , since this is the colour of the edge from v t−1 to the vertex j = k − t. Hence, at that point in the procedure, all edges of H incident with v t−1 are uncoloured, in particular the edge to w.
We consider two cases. Firstly, if x or y is incident with an end-vertex u of P , it must be that u lies in B. There are no other edges of colour i t incident with u. So, instead of colouring x and y using the colour i t , the edges to u and w could have been used instead, and these would form a separate path in G it , making it disconnected, which is a contradiction by rule (ii). If, on the other hand, x and y are elsewhere in P , then the graph P induced by the edges of P other than x and y is disconnected. In this case, the procedure could have placed the colour i t on the edge x, and on the edge from v t−1 to w, again a contradiction since G it becomes disconnected.
It follows that our assumptions about U above (that it contains precisely δ vertices of degree 1, etc.) are false. This concludes what was required to show that after the procedure treats v ∈ J \ { * }, the edges of each colour induce a linear forest.
Finally, we turn to the apex vertex, * . Note that the multiset of colours missing at * is precisely {j, j + 1, . . . , k}: each such colour i lies on an edge from * to the vertex i.
We first consider j > k/2. In this case the missing colours at * all have multiplicity 1, so it is a simpler situation than for smaller j. If we list the colours in the following order: i 1 = j, i 2 = k, i 3 = j + 1, i 4 = k − 1, i 5 = j + 2 and so on, it is easily seen that the number of edges already coloured i t is precisely 2 + 1 − 2t (1 ≤ t ≤ ). So the colouring procedure treats them in the order i 1 , i 2 , . . . , i . Since * has degree + 1 in H, the number of uncoloured incident edges it has when treating colour i t is + 2 − t. At this point, there are only enough edges already coloured i t to create at most − t vertices of degree 2 in B. Hence, there are still at least another two vertices in B joined to * by uncoloured edges.The only way to create a cycle in colouring one of these edges i t is to use the edge that joins to the other end of the unique path in G it that presently begins with * . Hence, there is yet another edge available to safely colour i t so as to maintain the linear forest condition.
It only remains to show that a similar statement holds for the case j ≤ k/2. Here, the colours 1, . . . , j − 1 are missing with multiplicity 1 at * , and the colours j, . . . , k/2 are missing with multiplicity 2. At this point in the colouring procedure, the numbers of edges of colours 1, j − 1, 2, j − 3, . . . are 2j − 3, 2j − 5, 2j − 7, . . . respectively. So the procedure will treat these colours in that order. On the other hand, for each j ≤ i ≤ k/2, the number of edges of colour i is precisely 2j − 2, and these were placed in pairs, two at a time from each of the vertices 1, . . . , j − 1. So the procedure treats these colours first. When treating colour i ∈ {j, . . . , k/2}, the number of uncoloured edges from * to B will still remain at least + 1 − (k − 2j) = j + 2 before each colouring step. With only 2j − 2 edges already of colour i in H, it is easy to assign two more edges of H incident with * the colour i without creating a cycle or vertex of degree bigger than 2 in G i : either G i is a single path with j vertices in B, in which case there are two edges to vertices of degree 0 in G i , or G i has at least two components, in which case the procedure can avoid the at most j − 1 vertices of degree 2 in G i and join instead to two of degree 1 or 0, and not in the same component of G i . For the remaining colours in {1, . . . , j − 1}, set i 1 = 1, i 2 = j, i 3 = 2 etc in the order given above, so that the number of edges of colour i t is 2j + 1 − 2t. So, the argument as in the case j > k/2 (with replaced by j in the appropriate places) shows that the colours can be assigned as required.
Finally, we consider the case of odd k, which will be reduced to the even case. Note that the colouring in Figure 1 is rotationally symmetric, and thus in the even k case, we can apply the same colouring procedure if the labels of the vertices of the auxiliary K k+1 are shifted by some quantity (i.e. we can use the labels in {a + 1, . . . , a + j − 1, * } for the vertices in J and delete from K k+1 the vertices in L = {a + j, a + j + 1, . . . , a + k}). So, for the case of odd k, label the apex vertex in J with * , and label the other vertices /2 , . . . , /2 + j − 2. Then, colour the edges of an auxiliary K k+1 as in the proof of Lemma 7, using the same labels on the vertices as in the proof. We refer to the colour (k + 1)/2 as the match color. Delete from K k+1 the vertices in the set L = { /2 − i mod k : 1 ≤ i ≤ }, and identify the set of remaining vertices with J. As in the case of even k, we must assign all the missing colours to the edges of H with the same requirements as before on the non-match colours, but also the match colour must induce a matching in H. Note that this last condition is trivially satisfied since, by our specific choice of J and L, at most one edge coloured with the matching colour crosses between J and L. To find the required colour assignment to the edges of H, consider the bipartite graph H with parts J and B resulting from adding a new vertex labelled /2 + j − 1 to J, with edges from the new vertex to arbitrary vertices of B. We shall use the previous greedy procedure to colour the edges of H noting that |J | + − 1 = k + 1 is even. Take a copy of K k+2 (disjoint from K k+1 ) with labels 1, . . . , k + 1, * on the vertices, and colour the edges as in the proof of Lemma 7. Partition the vertex set of K k+2 into J = { /2 , . . . , /2 + j − 1, * } and L = { /2 − i mod k + 1 : 1 ≤ i ≤ }, and delete the vertices in L . Colour the edges of H using the previously described colouring procedure (with all vertex labels shifted by the appropriate constant, so that the vertices in L have the correct labels). Even though the edge colours used in K k+1 and K k+2 are different, it is easy to check that, for each i ∈ { /2 , . . . , /2 + j − 2, * }, the vertex of J that is labelled i misses exactly the same set of colours as the vertex of J labelled i (see Figure 2 for a visual illustration). Therefore we may simply obtain the edge colouring of H from the algorithm used for even k applied to H , and then restrict this colouring to H to obtain a colouring that satisfies the desired properties.
Building Hamilton cycles and a perfect matching
In this section, we use the results in the earlier lemmas to prove Theorem 1. We first give a complete proof for k even and then provide the extra pieces of argument required for k odd.
(i) Proof for k even.
Let > 0 be arbitrarily small. Let us choose a large enough constant λ 0 > 0 such that e −e λ 0 < and e −e −λ 0 > 1 − . Set
From [5] , we know that Pr(G (X; r l ) k-connected) ∼ e −e λ 0 < and Pr(G (X; r u ) k-connected) ∼ e −e −λ 0 > 1 − , so looking at the evolution of G (X; r) for 0 ≤ r ≤ (1, 1) p , the probability that it becomes k connected somewhere between r l and r u is greater than > 1 − 2 . Call this point r k . By the results in Section 2, we may assume that the properties described in Lemmas 5 and 6 hold for λ = −λ 0 (thus r = r l ) and some δ, and also that the property in Lemma 3 holds for r = r k and η = 32δ. So we may assume X to be an arbitrary fixed set of n points in [0, 1] 2 in general position and satisfying these properties. The proof is completed by giving a deterministic construction of k/2 edge-disjoint Hamilton cycles for the geometric graph G (X; r k ). Most edges will be of length at most r l but we shall use a few of length between r l and r k . (The last edges creating k-connectivity arrive during this period, and they are of course necessary to construct k/2 edge-disjoint Hamilton cycles.) We define the edges of each Hamilton cycle by colouring some of the edges of G (X; r k ), using colours 1, . . . , k/2, such that each of these colour classes induces a Hamilton cycle. We take r = r l (except at special points in the argument) and define G C , D, B and so on accordingly (see Section 2). Let T be a spanning tree of the largest component D 0 of G C [D] . Next, double each edge of T to get an Eulerian multigraph F . The vertex degrees in T are bounded above by ∆, so those in F are bounded above by 2∆. Next, pick an Eulerian circuit C of F .
Henceforth, we have no need to consider points in [0, 1] 2 that are not members of X. So, points in X contained in some cell c will simply be referred to as points in c, and they will be often identified with their corresponding vertices in G (X; r l ) or G (X; r k ). Also, the term dense cell will refer only to cells in D 0 , thus excluding these dense cells contained in bad components. For descriptive purposes, we split the rest of the argument into two parts, first treating the case that there are no bad cells, i.e. B is empty. For this we only need the edges of G (X; r l ). Then we will show how the construction is easily modified to handle the bad components, using some edges of G (X; r k ).
Part 1. B is empty.
In this case, the rest of the proof involves two steps, which will be used in different forms during the later arguments.
Step 1. Turning the circuits into cycles
The subgraph of G (X; r l ) induced by the points contained in any dense cell is complete and has many more than k vertices. Lemma 7 provides k/2 edge-disjoint Hamilton cycles in this subgraph. In fact, it provides more; we just choose a subset of the Hamilton cycles that are given by that lemma. The separate cycles in all the dense cells will be 'broken' and rejoined together using C as a template. In the following discussion we assume C is oriented, so we may speak of incoming and outgoing edges of C with respect to a cell.
For any dense cell c, the deletion of c from C breaks C up into a number of paths P i . For colour 1, do the following. Associate each path P i with an edge z i that joins two points in c and has already been coloured 1, using a different edge z i for each path P i . Uncolour the edges z i , and associate the outgoing and incoming edges of the path P i (with respect to the cell c) each with an endpoint of z i . After doing the same for all dense cells, every edge cd of C, where c and d are cells, has now been associated with two points, one in c and one in d. Colour the edge joining these two points using colour 1. Doing this for all edges of C clearly joins up all the edges coloured 1 into one big cycle using all points in the dense cells.
Now do the same with colours 2, . . . , k/2, one after another, but each time being careful to use edges z i in each cell that are not adjacent to such edges used with any of the previous colours. This is easily done because using an edge for one colour eliminates at most four edges of another colour (as the graph induced by edges of a given colour has maximum degree at most 2). So the process can be carried out if M is greater than 2k∆.
Step 2. Extending the cycles into the sparse cells
There are now k/2 edge-disjoint coloured cycles, one of each colour, and each cycle uses precisely all the points in dense cells. Note that within each dense cell, there are still an arbitrarily large number (depending on M ) of spare edges of each colour, left over from the original application of Lemma 7. To prepare for extending the cycles into the sparse cells, we will break the cycles at these spare edges.
Let c be any sparse cell. By the definition of B and our assumption that B has no cells, there is a dense cell, say c , adjacent to c in G C . If c contains at most 2k points, for each vertex v of the geometric graph inside c do the following. Choose a spare edge z inside c of colour 1, uncolour the spare edge z, and colour the two edges from the endpoints of z to v with the colour 1. Any edges of different colours adjacent to z should be deemed not spare after use. Then repeat for each of the other colours. After this, the edges of any given colour form a cycle containing all points in dense cells and in c.
On the other hand, if c contains more than 2k points, the above process could potentially require too many spare edges, so we must do something else. By Lemma 7, we can specify k/2 edge-disjoint Hamilton cycles around the points in c, one of each of the colours. One can then greedily choose an independent set of edges, one of each colour. (This is easily seen by noting that choosing an edge knocks out at most four adjacent edges with any particular colour. Alternatively, by a more careful argument which we give later, it can be shown that the same holds as long as c contains more than k points.) These edges can be matched up with k/2 spare edges that have both endpoints in c , and then each of the coloured cycles is easily extended by uncolouring each matched pair of edges and appropriately colouring the edges joining their endpoints. Again for this case, the edges of any given colour form a cycle containing all the points in dense cells and in c.
This process can be repeated for each sparse cell. Since each dense cell has at most ∆ neighbours in G C , the total number of spare edges required of any one colour in any dense cell can be crudely bounded above by 2k∆, which is the same as the upper bound on the number of points already used up. Thus, for M sufficiently large (4k∆ should do), there will be a sufficient number of spare edges to finish with a cycle of each colour through all points in G (X; r l ), using only the edges of G (X; r l ). This finishes Step 2 and the proof in the case that B is empty. We now turn our attention to the (much more difficult) case that B is nonempty, for which we use an appropriate modification of the above argument.
Part 2. The general case: B can be nonempty.
For this, we will need to use some edges of G (X; r k ) that are not present in G (X; r l ), but the definition of all structures (such as bad components) remains as determined by the graph G (X; r l ). Recall the Eulerian circuit C chosen at the start of the proof. This circuit gives a directed tour of all dense cells in the graph G C . We will first extend it to a circuit that includes routes through each bad component, and later perform modified versions of Steps 1 and 2 described above.
Pick one such bad component b, which must be small by Lemma 5, and let R = R(b) be a set of cells as in Lemma 6 . Recall that 0 < |R| < 10/δ 2 . To take care of b, we will work entirely in R and the bad component b. Let J denote the set of points in cells in b and set j = |J| (assume that j > 0, since otherwise b has no role in our argument). The subgraph of G (X; r l ) induced by J is a copy of K j , since b is small and can be embedded in a 16 × 16 grid of cells (and assuming that 32δ < 1). Now consider the graph G (X; r k ), which by definition is k-connected, and let J = N G (X;r k ) (J) \ J. Let H denote the induced bipartite subgraph of G (X; r k ) with parts J and J , and let G ⊆ G (X; r k ) be the union of H with the clique on vertex set J. Note for later reference that the set J can possibly contain vertices in dense cells: although no cell in b is adjacent to a dense cell, points in it can be adjacent to points in a dense cell. Claim 1. G contains k/2 pairwise edge-disjoint linear forests F 1 , . . . , F k/2 , such that in each forest (a) all vertices in J have degree 2, and (b) at most 2k vertices in J are contained in any path.
To prove the claim, we consider two cases, the second being much more difficult since it requires Lemma 2.
Since G (X; r k ) is k-connected, no vertex cut of G of size less than k can separate J from J . Moreover, both J and J have cardinality at least k. So (a version of) Menger's theorem implies that there is a set of k pairwise disjoint paths joining J to J . Hence, there is a matching, T , of cardinality k, with each edge of the matching joining a point in J to a point in J .
Consider first an arbitrary complete graph K j , of which Lemma 7 can be used to obtain a full hamiltonian decomposition, together with a transversal containing one edge from each of the Hamilton cycles. Now choose k/2 of the Hamilton cycles in the decomposition, and let T be the matching consisting of the edges of the transversal that lie in the chosen cycles.
Next, we can identify the set of vertices of K j with the set J, such that the vertices incident with edges in T are identified with the vertices of J that are matched by T . From each of the Hamilton cycles, delete the edge, say x, in that cycle that lies in T , and add the two edges of T adjacent to x. This gives a path P in G which starts and finishes in vertices in J . Since T is a matching, the end vertices of all paths comprise a set of k distinct vertices. Hence, these k/2 paths suffice for F 1 , . . . , F k/2 .
Case 2: j ≤ k.
Since G (X; r k ) is k-connected, each vertex in J has degree at least k. The case j = 1 is trivial, so we restrict our attention to 2 ≤ j ≤ k. By Lemma 3, we may assume that one vertex in J, say X, has degree at least k + 1. Hence, we have d H (X) ≥ + 1 where = k − j + 1, and d H (Y ) ≥ for all other vertices Y in J. Moreover, if any two vertices X and Y in J had at most neighbours in J jointly, then those neighbours, together with the remaining j − 2 members of J, would form a (k − 1)-vertex cut, a contradiction. So the second condition in Lemma 2 is satisfied. Thus, Lemma 2 ensures the existence of a colouring of (some of) the edges of G, such that each colour induces a linear forest in which each vertex in J has degree 2 and whose ends are in J . Since all edges in the paths of these forests are incident with J, at most 2j < 2k vertices in J are used for each forest. So these forests can serve as the requisite linear forests F 1 , . . . , F k/2 . This completes the proof of Claim 1.
Let J be the set of vertices in J contained in some path of F 1 , . . . , F k/2 . By the claim above, we have |J | < k 2 . Moreover, by setting r = r l and r = r k in Lemma 6, we deduce that each vertex in J is contained in a cell c that is either dense or adjacent to some dense cell in R. (Note that c may be either sparse or dense.) We extend each forest F i to a spanning forest F i of J ∪ J by adding those vertices in J not used by any path of F i as separate paths of length 0. The total number of paths is at most |J |k/2 < k 3 /2, taking into account multiplicity since each 0-length path may belong to more than one forest F i . The next step is to associate each of the paths in F i with the colour i, and create circuits C 1 , . . . C k/2 such that circuit C i contains C, together with an extra cycle C(P ) for each path P in the forest F i . To construct C(P ), take two cells c and d in R (possibly c = d), one for each end-vertex of P , either containing the end-vertex or adjacent to a cell containing it. Then the cycle C(P ) consists of a special new edge (possibly a loop) joining cells c and d (we say this edge represents P ), together with a path of cells within R joining those same cells c and d. Note that each cycle has length bounded above by 10/δ 2 (see Lemma 6) .
This construction was all with respect to a particular bad component b. Now repeat the construction for all the other bad components, in each case extending the circuits C 1 , . . . C k/2 in the same way as for b. By Lemma 6, two paths P and P related to different bad components have no vertex in common, and also the corresponding extra cycles C(P ) and C(P ) use disjoint sets of dense cells. Hence, the number of these new cycles passing through any particular dense cell is at most k 3 /2, so the maximum degree of dense cells in each C i is at most 2∆ + k 3 .
We next perform a version of Step 1 described in Part 1. First, let us call all the vertices lying in forests F i with respect to bad components the forest vertices.
Step 1'. Turning the circuits C i into edge-disjoint coloured cycles
The first part of this is done just as for Step 1 when B empty, except for two aspects. To start with, all forest vertices within dense cells are set aside and not used in construction of the coloured cycles within the dense cells. Secondly, where an edge of the circuit between cells c and c is one of those representing a path P in a forest, instead of a simple edge between vertices u in c and v in c , the cycle uses the path P represented by that edge, together with the edges joining P to u and v. In this way, we obtain from C i a cycle of colour i that visits precisely all vertices that are either forest vertices (i.e. in J(b) or J (b) for any small component b), or in a dense cells, but not both. All other points in X will be called outsiders. They are not yet visited by any of C 1 , . . . , C k/2 , either because they are neither forest vertices nor in a dense cell, or are in both.
We next perform a version of Step 2, as follows.
Step 2'. Extending the cycles to the outsiders This consists of extending each coloured cycle as done in Step 2, but this time extending to them only through the outsiders. The other significant difference between this and Step 2 is that the maximum degree of dense cells in each C i is now bounded above by 2∆ + k 3 rather than 2∆, and there are some outsiders in each dense cell, so there are fewer spare edges to work with, but the change is only a constant. So we need to adjust the lower bound on M accordingly. This completes the proof of part (i) of the theorem.
(ii) Proof for k odd.
We now consider odd k ≥ 1. Recall that the total number of vertices in the geometric graph must be even. The same framework of argument is used as for k even. For k odd, colours 1, . . . (k − 1)/2 will be used for the Hamilton cycles, and colour (k + 1)/2 will be used for the matching. We find it convenient to refer to (k + 1)/2 as the match colour. The edges that we colour using the match colour will form a spanning subgraph D of the geometric graph, whose edges form a cycle on some (possibly all) vertices and a matching of some of the other vertices; in the very last stage of the argument we will adjust this to form a perfect matching of the whole graph.
Define the multigraph F as for k even, and construct C in the same way. We next need to perform a version of Step 1. In this case, instead of creating k/2 edge-disjoint cycles passing through all the points in dense cells, we construct (k + 1)/2 of them using the same construction as for k even.
In the case that there are no bad cells, the argument as in Part 1 above shows that all the cycles can be extended as in Step 2 to edge-disjoint Hamilton cycles of the graph. Then, since the graph has an even number of vertices, every second edge of the matching colour can be omitted to provide the desired colouring.
So consider the case that B is possibly nonempty and follow the argument in Part 2 for k even, up to the point where Claim 1 is made. This claim is replaced by the following. Claim 2. G contains (k + 1)/2 pairwise edge-disjoint linear forests F 1 , . . . , F (k+1)/2 , such that in each of the first (k − 1)/2 forests (a) all vertices in J have degree 2, and (b) at most 2k vertices in J are contained in any path, and the last forest, F (k+1)/2 , is a matching that saturates each vertex in J.
To prove this claim, we again distinguish two main cases but insert an extra one.
Case 1a: j > k + 1. As in the case j > k for the first claim, we may find the matching T of (odd) cardinality k, and also (k + 1)/2 edge-disjoint Hamilton cycles in G[J], with a matching T containing one edge from each Hamilton cycle. By relabelling J, we can then align the end vertices of the T with those of T in J, but only using one end vertex of the edge in the last cycle. A set of edges in this last cycle is easily deleted so that what remains, together with the incident edge of T , is a matching either entirely contained in J or with one edge (of T ) leaving J. This proves the claim in this case.
Case 1b: j = k + 1.
In this case, we may use the decomposition of a K j+1 = K k+2 into (k + 1)/2 Hamilton cycles, delete any one vertex, and use the broken Hamilton cycles for the paths, plus every second edge of any one of them for the matching.
Case 2: j ≤ k. This is identical to the proof of Case 2 of the first claim, using the appropriate part of Lemma 2. This finishes the proof of Claim 2.
We now extend the forests to spanning forests F i , exactly as for the even k case (this now includes the match colour). We are now prepared for the analogue of Step 1.
Step 1". Circuits into cycles and matching
For each non-match colour 1 ≤ i ≤ (k − 1)/2, the forests F i in the various bad components are treated the same way as in Step 1' in order to create circuits C i . These are then turned into edge-disjoint cycles C i passing through all vertices except for the outsiders, just as for k even. Simultaneously with this, by including an extra colour in the construction, we create a cycle in the match colour that passes through just the vertices in the dense cells apart from outsiders. For this colour, we must do something different with respect to the vertices not in dense cells. So let i = (k + 1)/2; so far we have a cycle C i , through all non-forest points in dense cells, whose edges are of colour i. The edges of a given forest F i related to a bad component are naturally coloured with i. For each single vertex component v in the forest F i (i.e. each vertex v unmatched by F i ), let d be a dense cell either equal or adjacent to the cell c containing v. We may select the end-vertices v 1 and v 2 in d of a spare edge of C i (note this implies that the edges vv 1 and vv 2 are currently uncoloured). Denoting these two vertices v 1 and v 2 , the pair {v 1 , v 2 } is called the gate for v. Each such vertex v is treated in this way, its gate is defined and v is added to a set W (a set of vertices which are 'waiting'). Naturally, any spare edge incident with either vertex in a gate is deemed non-spare for all subsequent choices of gates. Note that at this stage, all vertices in the graph are incident with an edge of the match colour except for the outsiders and those in W .
Next, we perform the step of extending the cycles to the outsiders.
Step 2". Extending cycles and matching to outsiders
For each non-match colour i, the cycle of colour i is extended as in Step 2'. We next show that we can also include a near-perfect matching of the match colour, which saturates all but a bounded number of outsiders, such that the matching is edge-disjoint from all the coloured cycles. This extra matching is easily obtained using the methodology of Step 2': for the match colour i, if a sparse cell c contains at most 2k outsiders, we may leave all outsiders unmatched. If it contains more outsiders, simply include an extra cycle C through all outsiders in c. This cycle should be chosen simultaneously with all the other cycles being chosen within cell c in this Step 2", using Lemma 7. Then, colour every second edge of C with the match colour, leaving at most one outsider in this cell unmatched. Finally, in either case, for each remaining unmatched outsider v, choose a gate (v 1 , v 2 ) exactly as described in Step 1". Note that a dense cell contains a bounded number of outsiders since these are all in the forest F i .
After all this, every vertex is in each of the coloured cycles of colour i ≤ (k − 1)/2, but we still need to create the perfect matching of colour i = (k + 1)/2. So far, all vertices are either matched by the match colour i, or lie in W , or lie on the cycle C i . To fix this, in one fell swoop, we choose simultaneously for all vertices v in W , a vertex v , in the gate for v, such that all the vertices v have odd distance apart as measured along the cycle C i of colour i. (Why this is possible will be explained shortly.) Then all such edges of the form vv are coloured i, and finally, every second edge along C i between these vertices is coloured i in such a way as to create a matching. The edges of colour i clearly form a perfect matching of the graph.
The only thing left to explain is why the choice of all v as specified, creating odd distances, is feasible. Since there are two adjacent vertices on the cycle in each gate that can potentially be used as v , we may pass along the cycle C i making sure that the distances between chosen vertices are odd, until returning to the starting point. The very last distance must be odd because the number of gates equals the number of vertices in W . These are precisely the vertices outside the cycle that are not already matched by colour i. Since the number of vertices in the graph is even, the parity is correct for every distance to be odd.
