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Abstract
Hyperspectral remote sensing is a valuable new technology that has numerous commercial and scientific applications. For example, it has been used to study crop health,
mineral and soil composition, and pollution levels. Hyperspectral imaging also has important military and intelligence applications such as the identification of man-made
materials, and detection of chemical and biological plumes. The key mathematical
challenges of hyperspectral imaging include image classification, anomaly detection,
and target detection. Image classification is the process of grouping pixels into spectrally similar clusters. This thesis describes a new topological and network-theoretic
approach for classifying pixels in hyperspectral image data.
Pixels in hyperspectral image data sets are thought of as constituting a point cloud
in a high dimensional topological space, and a network structure is imposed on the
data by considering the spectral distance between pairs of pixels. We use the tools of
persistent homology to argue that the resulting network effectively models the complex nonlinear structures in the data. We then perform data clustering by applying a
network based community detection algorithm called the method of maximum modularity. The method of maximum modularity is an unsupervised, deterministic method
for detecting communities in networks where neither the number of communities nor
their sizes needs to be specified in advance. Examples of real hyperspectral images
that have been classified using the method of maximum modularity are provided in
order to demonstrate the feasibility of the approach.
Thesis Supervisor: Anthony A. Harkin
Title: Associate Professor
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Chapter 1
Introduction
1.1

Hyperspectral Remote Sensing

The impetus of this work is to provide a new paradigm for the computational problem
of image classification of hyperspectral remote sensing using techniques from the field
of applied topology and network science. We also suggest that topology provides a
new avenue for thinking about hyperspectral imaging problems which appropriately
addresses the realization that complex geometric structures are present in hyperspectral imaging (HSI) data [26, 19, 17, 2]. By topology we refer mostly to the notions of
algebraic topology where the objects of interest are geometric spaces such as graphs
and simplicial complexes.

Figure 1-1: A flat example of a hyperspectral image [4]
A hyperspectral image is one in which each pixel contains hundreds of radiometric
1

measurements (Figure 1-1) which are either reflected or emitted from the earth’s surface. Hyperspectral images are collected on an airborne or space borne platform and
are generally used for deriving information about the earth [3]. Today’s hyperspectral remote sensors include airborne sensors such as the Airborne Visible/Infrared
Imaging Spectrometer (AVIRIS) and Hyperspectral Digital Imagery Collection Experiment (HYDICE) as well as space based sensors such as NASA’s Hyperion or
Landsat-7 systems.
There are many uses for hyperspectral imagery; Examples include mining, geology, ecology, surveillance, and historical research. Among other things hyperspectral
imaging has been used to find mineral deposits, detect forest fires, and analyze the ancient Archimedes palimpsest. In the case of surveillance, the typical problems which
are addressed are called “detection problems” such as anomaly and target detection
which address the issue of detecting objects in the data. In other applications the
objectives are material mapping and identification, this is also known as image classification. Image classification, or clustering, is the process of assigning pixels of an
image into spectrally similar groups.

1.2

Mathematical Challenges

d
Any image can be viewed as a collection of vectors, X = {xi }N
i=1 where xi ∈ R lies

in a d-dimensional space. In the case of a personal digital camera, the data set is a
collection of 3-vectors, typically stored as a jpeg. Every pixel contains a red, green,
and blue component measuring the reflective property of objects in front of the lens.
In the case of hyperspectral data one typically has on the order of hundreds of spectral
components. As is shown in Figure 1-2 each pixel can be viewed as a non-negative
real valued function (intensity) of a real value (wavelength).
It is important to note that unless specifically mentioned our definition of an
image data set does not include any spatial information of the pixels, rather only
the frequency bands are considered in this thesis. The pixels in our images are indexed
linearly, if the image in question has c columns, then the pixel at position (a, b), is
2

indexed by a × c + b. For example if an image has 300 rows (called lines), and
500 samples then the pixel at (50, 5) is indexed at x50·500+5 = x25005 . The choice to
exclude spatial information for hyperspectral processing is not arbitrary. Due to the
high spectral resolution of this modality the spatial information is generally regarded
as less informative than the spectral content of the data. Thus many algorithms for
hyperspectral data processing do not consider the image to be spatially oriented.

Figure 1-2: The dome of the US Capitol building (left), a plot of the intensity of that
pixel as a function of wavelength (right)
The high dimensional nature of HSI data leads to a number of modeling challenges.
There are various models which attempt to describe the nature of hyperspectral imagery, most of which fail to capture the intrinsic geometric nature of the data and
therefore fail to faithfully represent the hyperspectral data they are derived from. We
will give a broad overview of the basic models employed in hyperspectral data analysis. In particular we will describe the linear mixture model, statistical models such
as K-means and the RX-Algorithm, and vector subspace models such as Principal
Components Analysis. It is not our intent to suggest that this list be exhaustive, and
for a more detailed exposition we refer the reader to [21, 27].

1.2.1

Linear Mixing Models

d
The linear mixing model assumes that all of the image data, X = {xi }N
i=1 ⊂ R ,

lies in a convex hull inside of spectral space. One picks some number, k, of “end
members,” {Ei }ki=1 ⊂ X and proceeds to describe each pixel xj ∈ X as a convex
3

linear combination of the end members:
xj =

X

αji Ei + Nj

(1.1)

i

The αij ’s can be viewed as the percentage of the particular end member contained
in xj , and may be constrained to be non-negative, real valued, and normalized
1=

X

αji .

i

These restrictions ensure that the model remains physically realistic; Each pixel in
the image is a linear mixture of it’s end members. Each Nj ∈ Rd is an error term
used to represent noise and modeling error.
The clear drawback with the linear mixing method is that the model lives or
dies based on the selection of “end-members.” This model assumes that if you are
looking at, say water, that there is a single “pure” water pixel, and you put faith
in the fact that all water pixels in the scene are a some linear combination of this
“pure” water pixel and a selection of other “pure” pixels. However the nature of
hyperspectral data tells us that is that this assumption is false [21]. Fitting a convex
hull made from “pure” end members to our data set X misses the subtle fact that
the data contains nonlinear features. Any linear model will “over-describe” the data
by mistaking nonlinear features for noise. It would be challenging for a linear mixing
model account for the variation of water in Figure 1-3, without prior knowledge of
the spectral representation of the data.

1.2.2

Statistical Models

Statistical models attempt to classify hyperspectral data by the use of multivariate
analysis. Generally one computes a mean pixel, µ, for the entire data set and associates pixels together if they have a similar distance from the mean (Figure 1-4.
In the case of anomaly detection one then assigns to each pixel a rank based on the
number of standard deviations it is from µ. An example of such a method is the
4

Figure 1-3: Hand selected water classes in Washington, DC. Notice how two clearly
distinct water classes are relatively close together in spectral space, but linear mixture
models will usually fail to separate these classes without a-prior knowledge of the
data-set.
RX Algorithm developed by Reed and Yu [25]. RX assumes that all the data in the
scene follows a multivariate normal distribution. This data model fails to capture the
geometric complexity in hyperspectral data as in seen in Figure 1-4.
A statistical method known as “K-means clustering” can be used for unsupervised
image classification. K-means is a method which clusters the data X = {xj }N
j=1 into
K classes S = {Si }K
i=1 by solving the following minimization problem:

minS

k X
X

||xj − µi ||2

(1.2)

i=1 xj ∈Si

where µi is the mean of cluster Si . K-means tries to minimize the intracluster variance. It is important to note that this problem is NP-Hard [1], but various efficient
algorithms can rapidly approximate the solution; Lloyd’s Algorithm, is the most
commonly used approximation algorithm. Also K-means is the discrete analogue of
“principal components analysis” a vector based method used in hyperspectral data
analysis [13]. A drawback of K-means is that one most know a-prior the number
of data clusters present in the image. This input data is generally never known
5

Figure 1-4: Attempting to fit a Gaussian distribution to the data

Figure 1-5: Genesee River’s Lake Ontario outlet (Top Left), K-Means on this image
for K = 2, 4, 10, 100 respectively

6

in advance, especially when one is looking to employ an unsupervised classification
technique. A more serious issue is that intra-cluster variance is not an appropriate
measure of data spread when nonlinear structures are present. Notice in Figure 1-5
how the choice of K can lead to a wildly different data clustering.

1.2.3

Principal Components Analysis

Principal Components Analysis is the most widely used tool in exploratory data
analysis. The idea is to transform a number of correlated variables into a smaller
number of uncorrelated ones, this idea is sometimes referred to as dimensionality
reduction. The PCA transformation is given by:

Y T = XT W = V Σ

(1.3)

where W ΣV T is the singular value decomposition of X the n × d data matrix (normalized to have zero mean). The columns of W are the principal component vectors,
Yk = X T Wk spans the reduced data space when the first k ≤ d principal vectors are
used. The PCA rotation “moves” the data variance into the first few dimensions,
and all the data which is left in the lower dimensions are characterized as “noise.”
However this transformation has many drawbacks. For one thing as with k-means,
variance may not be the best predictor of data spread, when complex geometric structure is present in your data, as it makes no guarantee that the directions of maximum
variance will contain features to discriminate between. Additionally the mean and
covariance of the data may not be statistically relevant when attempting to perform
data clustering. To that end, the data related to the “small variance” which is characterized as “noise” may be useful nonlinear data features such as anomalous pixels,
which are now being thrown away for all future data analysis.
7

1.2.4

The Future: Exemplum Novum

Each of the methods described in this chapter implicitly defines the geometry of the
hyperspectral data in the so called spectral space. These geometric descriptions are
useful for providing metrics which allow an imaging scientist to understand hyperspectral data. It is important that when modeling hyperspectral data the assumptions
made are not only minimal, but faithful to collection process itself. For various reasons the data models available have severe drawbacks. In most cases the existing data
models over specify the global nature of the data, making assumptions when there
is no a priori reason to believe that they are true. It is therefore logical to look for
new models, which do not make assumptions about the global nature of data, but
instead make reasonable assumptions about the local nature of data. The underlying local assumption about hyperspectral data is simple: similar pixels result from
similar objects [21]. That is to say that pixels which are close under some notion
of a distance in spectral space, are being sampled from the same, or similar objects.
Figure 1-6 clearly illustrates this concept. Topology is a useful tool for aggregating
local information to form a global picture. The mathematical discipline of topology
is therefore a perfect setting for framing the problems of remote sensing. In the next

Figure 1-6: A collection of the pixels from one roof pane of the congress building,
with one pixel from the dome of the congress building
few chapters we will illustrate how to gather this local information, and aggregate it
into global data model, through the use of topology and network theory.

8

Chapter 2
Topological Data Analysis
2.1

Background

The realization that complex geometric structures are present in HSI data has led to
a number of nonlinear approaches for image analysis that go beyond K-means, PCA,
and other linear techniques. Two well-known examples include local linear embedding [26, 19, 17] and ISOMAP [2]. Recently tools and techniques from topology have
been applied to analyzing large complex data sets. Edelsbrunner, Mucke, and Dyksterhouse use a topological construction known as α-shapes to study the distribution
of galaxies in the universe [14, 15]. Ghrist et. al employed simplicial homology to
address a number of issues related to wireless ad-hoc sensor network data, including
network coverage, redundancy, and recently target counting in [10, 12, 5, 16]. Also
through homology, Zomorodian studied the topology of the gramicidan A protein,
and compared his results to the results obtained experimentally through X-Ray crystallography [28]. In this thesis we study the complex geometric structures present in
hyperspectral data through algebraic topology.
In [6] a topological approach for detecting anomalies in hyperspectral images was
introduced called Topological Anomaly Detection (TAD). The main idea underlying
TAD is that the high dimensionality and non linearity of a hyperspectral data set
can be effectively handled by imposing a simplicial complex on the data, known as a
resolution graph. A simplicial complex in its simplest form is a graph (network). For
9

a full description of TAD see Appendix A.
Formally a topological space is a set X, together with a collection of open sets T
satisfying the following criteria:
1. ∅ ∈ T and X ∈ T
2. ∀ B ⊂ T then

S

b∈B

b∈T

3. ∀ B ⊂ T if |B| < ∞ then

T

b∈B

b∈T

In other words a topology is a set X together with a collection of it’s subsets T which
define connectivity or closeness. A metric space, X = (X, d) is a topological space
equipped with a distance metric d. The following properties must hold for d:
1. ∀x, y d(x, y) ≥ 0 (non-negativity)
2. ∀x, y d(x, y) = d(y, x) (symmetry)
3. ∀x, t d(x, y) = 0 if and only if x = y (identity of indiscernibles)
4. ∀x, y, z (x, y) ≤ d(x, z) + d(y, z) (triangle inequality)
If X is a metric space then ∀x ∈ X define N (x) = {y|d(x, y) < }. The open
sets for metric spaces are those sets U ⊂ X such that ∀x ∈ U ∃  > 0 such that
N (x) ⊂ U . If ∀a, b ∈ R such that a < b the set [a, b] is a topological space where
topology is generated by all open sub-intervals, (c, d) ⊂ [a, b]. A function f between
two topological spaces say, f : (X, T1 ) 7→ (Y, T2 ), is said to be continuous if for every
open set, S ∈ T2 , f −1 (S) ∈ T1 .
Algebraic Topology is the study of topological spaces and their algebraic invariants or algebraic constructions on a space which are invariant under continuous functions [18]. In this thesis we will restrict our discussion to a subset of spaces known
as simplicial complexes. Additionally we will concern ourselves with one particular
algebraic invariant of Hn (X), the n-th simplicial homology group (vector space). As
we will soon see, rank Hn (X) tells us the number of n-dimensional holes in a simplicial
surface.
10

2.2

Simplicial Homology

P
Let X = {xi }ni=1 ⊂ Rd . We say x = di=1 λi xi with λi ∈ R is a linear combination. If
P
P
a linear combination x = di=1 λi xi has the property that i λi = 1 then that linear
combination is said to be affine. If an affine combination additionally has the property
that λi > 0 ∀ i then that combination is a convex combination. The convex hull on
X is the set of all convex combinations. Additionally if a set X is linear/affinely
independent if none of its elements can be written as a linear/affine combination of
the other points in S. Lastly a k-simplex is the convex hull on any k + 1 points in X.
Let σ be a n-simplex on X. A simplex ρ on Σ ⊂ X is a face of σ denoted ρ ≤ σ and
σ is a co-face of ρ denoted ρ ≥ σ. The dim σ = n [28]. We provide examples of some

Figure 2-1: Examples of k-simplices for k ≤ 3
low dimension simplexes in Fig 2-1. A simplicial complex S is a finite set of simplices
such that:
1. σ ∈ S, ρ ≤ σ → ρ ∈ S
2. σ, σ 0 ∈ S → σ ∩ σ 0 ≤ σ, σ 0
Examples of a simplicial complex is given in Figure 2-2.
Let S be a simplicial complex. A linear combination

Pk+1
i=1

ci σ i where ci ∈ Z

and σ i ∈ S is the i-th k-simplex is a formal sum of k-simplices, called a simplicial
k-chain. The set of simplicial k-chains forms a free abelian group (vector space) Ck on
the k-simplices of S. Also each Ck is naturally endowed with a homomorphism (linear
11

Figure 2-2: An example of a simplicial complex

transformation) called a boundary map: ∂k : Ck → Ck−1 . This linear transformation
is defined in Eqn 2.1.
k
X
∂k (σ) =
(−1)i v 0 , . . . , v̂ i , . . . , v k

(2.1)

i=0

where the simplex v 0 , . . . , v̂ i , . . . , v k is the ith face of σ obtained by deleting its ith
vertex.
Recall the kernel and the image of a homomorphism are defined as: ker ∂k = {v ∈
Ck : ∂k (v) = 0} and im ∂k = {∂k (v) : v ∈ Ck } respectively, and that subgroups of
abelian groups are normal subgroups.
Notice that im ∂k+1 ⊂ ker ∂k , This result can be shown through direct computation: ∂k

∂k+1 = 0.
∂k

∂k+1 v 0 , v 1 , . . . , v k =
= ∂k

k+1
X
(−1)i v 0 , . . . v̂ i , . . . v k
i=0

X
=
(−1)i+j v 0 , . . . , v̂ j , . . . , v̂ i , . . . , v k
j<i

+

X

(−1)i+j−1 v 0 , . . . , v̂ j , . . . , v̂ i , . . . , v k

j>i

= 0.
12

In other words each (k-1)-simplex appears twice in the sum with different signs,
canceling each other out, and therefore the result of this computation is always zero.
The ker ∂k represents the k dimensional “cycles” in the simplicial complex, and
the im ∂k+1 detects those cycles which are “boundaries.” We then define Hk =
ker ∂k / im ∂k+1 . Intuitively this quotient group or vector space tells us abound the k
dimensional cycles which are not boundaries of some k + 1 dimensional simplex. In
other words, Hk (X) detects k dimensional holes in our simplicial complex X. The
rank Hk (X) = rank(ker ∂k ) − rank(im ∂k+1 ) is called the k th Betti number, and is the
number of k-dimensional holes in X.

Figure 2-3: Presented is the 1-skeleton a simplicial complex (vertices blue, edges red)
representing a 2-torus (T 2 ). with the cycles (green) representing its two 1 dimensional
homology classes. H1 (T 2 ) = Z × Z (rank H1 (T 2 ) = 2)

However, what does simplicial homology have to do with hyperspectral imagery?
If one simply treated hyperspectral data as a simplicial complex, it would simply be a
collection of vertices, having no interesting structure. However notice if in Figure 2-4
one “squints their eyes” they notice that a point cloud “looks” like a smooth high
dimensional surface. If we had a way of studying the space made up of the data set
joined with “small” neighborhoods around each point then we might be able to learn
about the topology of the data. Persistent Homology makes this idea rigorous.
13

Figure 2-4: 500 data points randomly sampled from a torus. Notice how the shape of
a torus is still visible in this data plot in R3 . How do we use mathematics to extract
this qualitative information?

2.3

Persistent Homology

In order to study the topology of a hyperspectral data set, we need a method for
constructing a simplicial space out of the data-set, and relating that back in some
way to the topology of the underlying data.
The C̆ech complex C̆ (X), where X is a finite metric space with metric d, is
defined by letting the 0-simplex be the elements x ∈ X, and adding an n-simplex to
Tn+1
the complex if there are (n+1) points {xi ∈ X}n+1
i=1 such that
i=1 N/2 (xi ) 6= ∅.
S
The C̆ech complex is the nerve of the open cover i N 2 (xi ) and the nerve lemma
S
or C̆ech theorem states that i N 2 (xi ) ' C̆ , where ' is homotopy equivalence
(See Figure 2-5). To define homotopy equivalence of spaces we first must define
a homotopy equivalence on functions. If f, g : X 7→ Y We say f :' g if there exists
F : X × [0, 1] 7→ Y such that ∀ x F (x, 0) = f (x), ∀ x F (x, 1) = g(x) and F is
continuous. We say two spaces X, Y are homotopic if there exists maps f : X 7→ Y
and g : Y 7→ X such that f ◦ g ' IdX and g ◦ f ' IdY [18].
However two issues remain: Computing and storing a C̆ech complex requires
knowledge of the common intersection of neighborhoods between all subsets of points,
14

Figure 2-5: Notice how one can continuously deform the open covering into the
simplicial complex
and therefore is computationally complex (exponential in the number of vertices).
Additionally building a C̆ech complex depends on choosing a value of  ∈ (0, ∞). It
is clearly not known which value of  properly captures the topology of the underlying
hyperspectral data?

Figure 2-6: Rips complex on torus data,  = .1, .2, .3, .4, .5
Let’s first address the issue of choosing . We will proceed by removing the need
to choose an individual . Notice that ∀ < 0 : C ⊂ C0 , this inclusion can be written
down as an identity map i . This result extends to a result about the homology
groups of C and we have the following non-trivial commutative diagram:
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...

> C

i

Hk

...

> C0

i0

> ...

Hk

∨
∨
i
> Hk (C ) > Hk (C0 )

i0

> ...

This diagram is given a full treatment and classification in [29]. The important lesson
to learn is that the homology groups of the inclusion maps gives one more information
than the inclusion maps of the homology groups. Namely one learns when a hole is
“born” in a chain complex and when it “dies.” This is useful because persistent
holes, or holes that have a long life, are likely to be significant nonlinear features of
the underlying data set.
However the “solution” to the problem of input parameter compounds the problem of computation: It is intractable to compute a single C̆ech complex and now we
need to compute many of them. This problem is remedied by the use of another combinatorial tool: the Rips complex. R (X) is a simplicial complex whose 0-simplices
are the data set X and an n-simplex is added to this complex when ∃ {xi }n+1
i=1 such
that d(xi , xj ) <  ∀xi , xj .
The Rips complex solves our space complexity issue. This complex is also known
as a flag complex, because it is the maximal complex on its 1-skeleton. This means to
store a Rips complex in memory one needs to only store the 1-skeleton or the graph
of the complex, and the rest of the complex can be determined by searching for the
boundaries of the simplex on the graph. In particular if N/2 (x) ∩ N/2 (y) 6= ∅ ⇒
d(x, y) <


2

+


2

=  and therefore C ⊂ R . Unfortunately the converse is not true,

C̆ech and the Rips complex are not the same, or even homotopic, and therefore the
Nerve Lemma fails for R (See Figure 2-7).
Luckily, Ghrist and DeSilva show us in [11] that if

0


>

√

2 then ∃j : R 7→ C0

given by an identity map! We therefore have the corresponding commutative diagram,
which passes to homology:
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Figure 2-7: This figure shows the failure of the Nerve Lemma for the rips complex.
The C̆ech complex is homotopic to S 1 whereas the rips complex is null-homotopic

...

i∗
j∗

...

i∗

> R
∧
i0

>
> C

i

> R0
∧

j

i00

>
> C0

i

>
i

\

∗

x∈X

> R00 . . .
∧
j0
i000

>
i0
> C00 . . .

'

'

...

i0

i

\

N (x) >

x∈X

N0 (x)

i0

> ...

In the words of Ghrist, “Topological features which persist in the Rips complex
also persist in the C̆ech complex.” This means that if we compute the homology of
the inclusion of maps for a Rips complex on a data set, then that will tells us the
homology of the underlying surface which it came from. This can be displayed simply,
using a graph of the rank(R (X)) as a function of . Recall the data-set in Fig 2-4
which looks like a torus. In Figure 2-6 we plot the skeleton of a Rip’s complex, for
various . In Figure 2-8 we plot the persistent barcodes of this data. The homology
spectrum of a 2-torus is: H0 = Z, (rank 1) H1 = Z × Z (rank 2). Figure 2-9 is a set
of barcodes telling us the number of holes in the data making up this hyperspectral
17

scene up to dimension three as a function of :

Figure 2-8: Barcodes for a Rips complex for synthetic data representing
√ a torus sitting
3
in R . The largest distance between any two points in this data set is 8. Notice that
we see that the persistent area of the barcode matches the homology spectrum of a
torus exactly. Note: the top of the barcodes in dimension 0 and 1 were intentionally
cut off because these barcodes contain 400 identical “short” intervals in dimensions
0 and 1 as is shown.
Topology provides a new method for modeling hyperspectral data. These methods
are local: aggregating local information about the relationship between spectra and
resulting in a global model for finding nonlinear data features. Persistent homology
shows us that we can detect significant data features. A resolution graph is simply
the graph of a Rips complex, and therefore Topological Anomaly Detection as defined
in [6] is a persistent scheme for anomaly detection. In the next chapter we show how
to use the Rips complex to perform image classification.
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Figure 2-9: Barcodes for witness complexes built on data from the above image show
the nonlinear data features detected by persistent homology. Witness complexes are
used to approximate the homology of a Rips complex. For more on witness complexes
read [8]

19

20

Chapter 3
Topological Image Classification
3.1

Building the Resolution Graph

A resolution graph is a pair,
G = (V, E )

(3.1)

where, V = {xi ∈ Rd }ni=1 , is the set of pixels in the image, and a set, E , of, m, edges
connecting the nodes. We define the edge set as:
E = {{xi , xj } | d(xi , xj ) <  , xi 6= xj }.
The resolution graph G (X) is the 1-skeleton or graph of R (X). In Figure 3-1,
resolution graphs are constructed on a synthetic data set using the euclidean distance
with various -values.

Figure 3-1: Examples of G using synthetic data in R2 for three different values of .
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The graph G can be represented using an n × n adjacency matrix, A where
Aij = 1 if there is an edge between the ith andj th nodes and Aij = 0 otherwise. In
Figure 3-2 a small graph is displayed. The adjacency matrix of this graph is:


0 1 0 1 0



 1 0 1


A= 0 1 0


 1 0 1

0 0 1





0 0 


1 1 .


0 1 

1 0

The sum of the ith row of the adjacency matrix A is the degree ki of node i, and the

Figure 3-2: An example of a graph
vector k = hk1 , k2 , . . . , kn i contains the degrees of all the nodes. The first theorem of
P
graph theory tells us that m the total number of edges in the graph is m = (1/2) i ki .
The resolution graph constructed on a small, random sample of pixels from a
hyperspectral image of Buck Pond is shown in Figure 3-3. The resolution graph for
the Buck Pond image was constructed using the euclidean distance with  = 85.
We reiterate that no spatial information is used to construct the resolution graph.
A resolution graph may have multiple connected components, as illustrated by the
networks shown in Figures 3-1 and 3-3. The background components of this graph
generally contain the majority of the data in a hyperspectral image. A schematic
diagram of a single background component from a hyperspectral image containing
what appears to be three communities is shown in Figure 3-4.
For each background component in the resolution graph we wish to determine
whether there exists a community structure which naturally divides the pixels (nodes)
into smaller clusters. In [24] Mark Newman provides one model for the intuitive notion
22

Figure 3-3: Constructing the resolution graph G for a hyperspectral data set from
the AVIRIS sensor. (Left) RGB image of Buck Pond along Lake Ontario. (Right)
Resolution graph ( = 85) of 500 random pixels from the Buck Pond image projected
onto two spectral bands (596.78 nm and 1135.3 nm). Note: only spectral bands are
used to construct the graph and no spatial information.
of community structure. The crucial observation Newman makes is that there is a
good division of the network if there are fewer than the expected number of edges
between two communities than one would find based on random chance. That is, if G
is the network in question, consider a random graph with the same number of vertices
and same degree distribution as G. The “boundary” between two communities in G
is the collection of edges whose size is minimal compared to what was expected at
random. Therefore one strategy for clustering nodes into two communities is to
consider a quantity Q, called modularity, which measures the distance of a network
from a corresponding random network with the same degree distribution. Using
Newman’s observation we defined Q = “actual number of edges in the graph” −
“expected number of edges.”
To derive a mathematical expression for the modularity Q we first must derive
the “expected” number of edges between nodes i and j in the corresponding random
network having the same degree distribution and number of nodes as G = (V, E).
Recall ki is the degree of node i. Under some ordering of the edges belonging to each
vertex define the random variable:

χi,j


 1:
Pi,j
=
 0: 1−P
i,j
23

(3.2)

Figure 3-4: A single connected component containing three communities.

Where Pi,j is the probability an edge exists between two nodes. Notice the expected
number of edges between i and j, E(χi,j ) is the same as the probability with which
an edge exists, Pi,j (See Figure 3-5). Suppose we have a network with n nodes that
belong to one of two communities, either C1 or C2 . The modularity of the network
is now defined as
Q=

1 X
1 X
(Aij − Pi,j ) +
(Aij − Pi,j ) .
2m i,j,∈C
2m i,j,∈C
1

(3.3)

2

However in order to maximize Q we need to determine Pi,j in terms of graph quanti-

Figure 3-5: A graph/network and it’s random graph counterpart. The expected
number of edges between any two vertices i and j is ki kj /2m.

ties. In [23] Newman derives Pi,j = ki kj /2m, by making the following light assump24

tions on the behavior of Pi,j :
Pi,j = Pj,i (symmetry)
X

(3.4)

Pi,j = ki (expectation)

(3.5)

j

Pi,j ∝ ki kj (proportion)

(3.6)

The symmetric assumption states that our random graph is undirected, as was our
original graph G. Assumption 3.5 requires that the expected degree of an individual
vertex i is the degree of the corresponding vertex in G. This implies directly that
X

Pi,j =

X

i,j

ki = 2m

(3.7)

i

meaning the total expected number of edges in the random graph is that of G. Lastly
having edges that are placed entirely at random is the same as requirement 3.6. If
Pi,j = Cki kj where C is the constant of proportionality, then applying 3.7 we find
C=

1
2m

(3.8)

Pi,j =

ki kj
2m

(3.9)

which yields

The modularity of the network is now expressed as




1 X
ki kj
1 X
ki kj
Q=
Aij −
+
Aij −
.
2m i,j,∈C
2m
2m i,j,∈C
2m
1

(3.10)

2

The problem of community detection now boils down to finding the grouping of nodes
into the two communities such that Q is maximized.
Let s be a vector where si = 1 if node i is in group C1 and si = −1 if it is in
group C2 . Observe that the test (i, j) ∈ Ci can be re-written to sum over all (i, j) if
we multiply by the indicator function 21 (si sj + 1) which is 1 if i and j are in the same
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group and 0 otherwise. Therefore the modularity can be expressed as


1 X
ki kj
(si sj + 1).
Q=
Aij −
4m i,j
2m
Since

P

i,j

Ai,j =

P

ki kj
i,j 2m

then


1 X
ki kj
Q=
Aij −
si sj .
4m i,j
2m

Which written in the matrix form
Q=

1 T
s Bs
4m

where the modularity matrix is defined by
B=A−

kkT
.
2m

The modularity matrix B is a real, symmetric matrix whose row and column sums
are zero, and it has an eigenvector h1, 1, . . . , 1i with a corresponding zero eigenvalue.

3.2

Computing Modularity

For a network with n nodes that we wish to split into two communities, there are
2n possible choices for the vector s, and it is clearly not feasible for large graphs to
maximize Q by evaluating all of them. Unfortunately the problem of maximizing
modularity is NP-Complete as in shown in [7]. It is unlikely that there exists polynomially faster algorithms for solving this problem exactly. However it is not difficult
to show that an approximate maximum for modularity can be obtained. We begin
by expanding s in terms of the unit eigenvectors {v1 , v2 , . . . , vn } of B,
s=

n
X
i=1
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ai vi .

Substituting into the modularity, Q =

1 T
s Bs
4m

we thus obtain,

n
n
X
1 X
T
Q=
ai vi B
a j vj
4m i=1
k=1
n

1 X T
=
(v · s)2 λi
4m i=1 i
We now see that Q can be made to be large when v1T · s is large. This observation
motivates choosing s = sign(v1 ). In fact, the magnitudes of the elements of v1 provide
an indication of how firmly each pixel (node) belongs to its cluster. Moreover, if the
entries of the leading eigenvector are all of the same sign then this indicates that the
network is indivisible.
Once the nodes have been divided into two communities, the process may be
repeated recursively to further subdivide the network until all clusters are found.
Figure 3-6 shows the first two levels of the tree hierarchy produced by clustering the
Buck Pond scene. The resolution graph for this image began with a single connected
component, which was recursively divided using the method of maximum modularity.
At each level of the recursion, the adjacency matrix A and the degree vector k were
recalculated to reflect the removal of edges. In Figure 3-6, the image was first divided
into water and land. At the next level of recursion, each of these two classes was
further partitioned without consideration of the other class. In other words, water
pixels were not considered at all when subdividing the land into mud and grass. This
type of local refinement is fundamentally different than clustering algorithms such as
K-means.
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Figure 3-6: Two levels of recursion for the Buck Pond chip. The K-means result with
four classes is shown for comparison.
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Chapter 4
Results of Image Classification
For all of the results in this section, resolution graphs were constructed from the hyperspectral images using the normalized euclidean distance as was defined in Eqn 3.1.
On each background component, modularity was performed recursively until all communities within that component were detected. It should be emphasized that, because
the modularity algorithm was used to perform the clustering, neither the sizes nor
the number of spectral classes were specified in advance.

4.1

Braddock Bay

The first scene analyzed was taken near Braddock Bay along Lake Ontario in western
New York by the AVIRIS sensor. This image has 152 spectral bands and contains
223 samples per line and 201 lines (223 × 201 pixels). The image was converted into
a resolution graph using  = 0.08, which resulted in a network containing n = 44, 823
nodes and m = 198, 472, 864 edges. Note that the number of edges is only 9.8% of the
number of edges there would be if the resolution graph were complete. With so many
nodes and edges in such a high dimension, it is unclear how to try and visualize the
graph structure. To try to get a sense of the structure of the Braddock Bay resolution
graph, the degree distribution is shown in Figure 4-1.
With the value of  = 0.08 that was used, the Braddock Bay graph has one large
connected component. The method of maximum modularity was run on the graph
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Figure 4-1: Degree distribution of the Braddock Bay resolution graph with  = .08
and detected 52 spectral classes (Figure 4-2).

Figure 4-2: (Left) RGB image taken near Braddock Bay along Lake Ontario. (Right)
Classification of the scene with  = 0.08, δ = 2%. The modularity algorithm detected
52 spectral classes.
Recall from Section 3.2 that the algorithm first splits the graph into two communities, then each of those communities is divided in two, and so forth in a recursive
fashion. The modularity algorithm automatically terminates when the signs of the
all the elements in the leading eigenvector of the modularity matrix are identical. For
processing the Braddock Bay scene, we decided to include an optional stopping criterion for the recursion by not allowing communities which contained less than δ = 2%
percent of the total pixels in the image to be further subdivided. This was chosen to
simplify the implementation of the algorithm. One might also consider implementing
modularity in a breadth first fashion, choosing to output the result at every level of
recursion. The choice of adding optional stopping criterion to terminate the recur30

sive subdivisions of the communities allows the user to control the refinement of the
classification.

4.2

Copperas Cove Walmart

We next analyze a smaller section of an image taken from an urban scene near a
Walmart in Copperas Cove, Texas using the HYDICE sensor. This image has 162
spectral bands and contains 183 samples and 110 lines (183 × 110 pixels). It was
converted into a resolution graph using  = 0.28, which yielded a network containing
n = 20, 130 nodes and m = 72, 028, 116 edges. The number of edges is 8.8% of the
total possible for the corresponding complete graph. As in the Braddock Bay graph,
the Walmart resolution graph has one large connected component. The method of
maximum modularity was run and detected 66 spectral classes (Figure 4-3).

Figure 4-3: (Left) RGB image of an urban scene near Walmart in Copperas Cove,
Texas. (Right) Classification of the Walmart scene with  = 0.28, δ = .5%. The
modularity algorithm detected 66 spectral classes.
The sizes of the clusters for the Copperas Cove Walmart scene are displayed
in Figure 4-4. Of the 66 spectral classes detected, 39 of the classes encountered
the optional stopping criterion to not further divide clusters containing less than
δ × n ≈ 101 pixels. The other 27 spectral classes each contain more than 101 pixels
and stopped subdividing when the modularity algorithm itself refused to partition
them any further.
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Figure 4-4: Number of pixels in each of the 66 spectral classes for the Walmart scene.
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Chapter 5
Future Directions & Conclusion
We have presented a topological and network theoretic framework for the unsupervised classification of hyperspectral image data which we refer to as Topological Image
Classification (TIC). Converting the image into a resolution graph is not only an effective way of modeling the complex, nonlinear structures embedded in the data, but
also permits the data to be processed by community detection algorithms such as
the method of maximum modularity. The maximum modularity algorithm employs a
course grain approach by recursively partitioning the image into smaller and smaller
clusters and halts when it automatically determines no further subdivision is possible,
or until an optional stopping condition is satisfied. It should also be emphasized that
the magnitudes of the leading eigenvector of the modularity matrix convey how firmly
each pixel belongs in its respective spectral class.
Enhancements and modifications to TIC are possible. The method of modularity
was investigated as a data clustering routine in this work however there are many other
methods worth considering. In this chapter we outline some results in category theory
which motivate functorality as a desired property of clustering schemes. Other lines of
study will include examining whether the clusters found by methods like modularity
can be used as the basis for a compression scheme for hyperspectral image data. This
is an important line of research since standard lossy compression schemes are generally
based in linear statistics and either do not preserve the actual spectral information
necessary for actual analysis or destroy the non-linear data features and therefore
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increase false alarm rates thwarting the efforts of image analysts. The fact that
modularity produces clusters which are refined locally suggests that applying standard
compression algorithms such as the singular value decomposition to the individual
clusters could squash false alarm rates while providing significant compression ratios.
Modularity provides a new method for segmenting the pixels of an image based on
a topological data model. The method significantly improves upon previous statistical
methods for unsupervised data clustering. Recently a number of new results about
the theoretical nature of clustering algorithms have been provided through the use of
category theory. For a brief introduction to category theory see [22].
In [20], Kleinberg asserts that any method which properly performs data clustering
should have the following three properties. He then proves that it is impossible for
any “clustering function” to have all three properties simultaneously. He shows if
f (d) = fX (d) is a clustering function which takes a finite metric space(X, d) and
outputs a partition of X then f fails to simultaneously have the following three
properties:
Let d and d0 be two distance metrics on X. We say d0 is a Π-Transformation of
d if the following holds for d0 : if Π is a partition of X, then ∀x, y ∈ X in the same
cluster of Π we have that d0 (x, y) ≤ d(x, y), and ∀x, y ∈ X in different clusters of Π,
d0 (x, y) ≥ d(x, y).
1. Scale-Invariance: For any distance function d and any α > 0, if f (d) denotes
the clustering of f with metric d then f (d) = f (α · d)
2. Richness: If the Range(f ) is equal to the set of all partitions of S.
3. Consistency: If d0 a Π-Transformation of d, Then f (d) = f (d0 )
Kleinberg’s results shed a new light to the drawbacks of many existing data clustering algorithms, such as k-means as it fails to satisfy consistency. In [9] Carlsson &
Memoli recast this theorem in terms of category theory. Specifically they show that
Kleinberg has proven the non-existence of functors between the category of metric
spaces where the morphisms are distance non-increasing maps and the category of
finite sets where the morphisms between objects is set inclusion. In order to sal34

vage the Kleinbergian sense of data clustering, Carlsson & Memoli construct a new
output category, capable of expressing the more complex nature of data. The new
output category called the category of persistent sets has as objects a pair (X, Φ),
called a persistent set. A persistent set is a finite set X, together with a function
Φ : R 7→ P (P (X)) (P (X) is the power set of X). Φ is restricted in the following way:
1. ∀r ≤ s : Φ(r) ≺ Φ(s)1
2. ∀r ∃ > 0 such that Φ(r) = Φ(r0 ) ∀r0 ∈ [r, r + ]
If (X, Θ) and (Y, ξ) are two persistent sets, Π is any partition of the set Y , and
f : X 7→ Y is any set map then define f ∗ (Π) = {f −1 (β) : β ∈ Π}, then f is
persistence preserving if ∀ r Θ(r) ≺ f ∗ (ξ(r)). A morphism between to objects X and
Y in the category of persistent sets is the collection of all persistence-preserving maps
between X and Y .
Carlsson and Memoli show in [9] that most clustering algorithms are examples of
functors from the category of metric spaces, whose objects are finite metric spaces,
and morphisms are distance non-increasing functions into the category of persistent
sets. They prove the existence and uniqueness of a functor that fits the “axioms”
spelled out by Kleinberg. That functor is called single linkage clustering, i.e, the
procedure used to build a resolution graph.
For example, single linkage clustering of the data in Figure 2-9 would output
a persistent set consistent with its zero dimensional barcode. They also use this
construction to discuss the stability of clustering algorithms in a precise manner.
Unfortunately the output of modularity would be a two parameter clustering function,
, and a second parameter necessary to determine the depth of recursion. and does
not fit into the model developed in [9]. However the ideas presented here make
a compelling argument that “functorality” is an important part of any clustering
scheme. The degree to which modularity is functorial is entirely open.
One question is when does a map f exist between the outputs of modularity as
1

≺ is the refinement operator: A ≺ B if ∀b ∈ B ∃A0 ⊂ A such that b =
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S

a∈A0

a

is shown in the following commutative diagram:
i

R (X)
M

> R0 (X)
M

∨
∨
f
M od(R (X), t) > M od(R0 (X), t)
Additionally one can ask the equivalent question when the underlying metric space
X is allowed to vary, in particular one could study distance non-increasing maps as in
[9]. The author has considered tackling both such questions without any substantial
results.
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Appendix A
Topological Anomaly Detection
(TAD)
Let the ith pixel of our image having physical position (a, b) correspond to xi ∈ X.
Recall that a resolution graph G (X) is constructed on a finite dataset, X, by adding
an edge e = {xi , xj } into E if and only if d(xi , xj ) <  (Figure A-1). Topological

Figure A-1: A resolution graph with vertices in red, edges in blue, and anomalies
circled in green
anomaly detection uses G to assign to each pixel x ∈ X a non-negative real value
A(x) called it’s anomality. In [6] if x belongs to a connected component containing
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≥ δ% of the pixels in X it is considered a background pixel and A(x) is defined
to be 0. The remaining pixels are considered background and they define A(x) =
min{d(x, y) | A(y) = 0}.
If x is not in the background, then x is a distance at least  from any background
pixel y. Therefore A(x) ≥  > 0. The result of topological anomaly detection can
be displayed as a grayscale image. The color at the ith pixel is simply proportional
to A(x). An example of anomaly detection is shown in Fig A-2. Recall that the

Figure A-2: RGB Image of the “Forest Radiance” Scene (left); TAD Result (middle);
RX Result (right)
standard statistical algorithm for anomaly detection is the RX Algorithm outlined in
section 1.2.2. Figure A-3 is a sketch which illustrates the level sets of each ranking
function.
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Figure A-3: A view of the levels sets of A for TAD and RX on the same data set.
Notice how the result of TAD forms to the natural topology of the data set.
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