In binary-transaction data-mining, traditional frequent itemset mining often produces results which are not straightforward to interpret. To overcome this problem, probability models are often used to produce more compact and conclusive results, albeit with some loss of accuracy. Bayesian statistics have been widely used in the development of probability models in machine learning in recent years and these methods have many advantages, including their abilities to avoid overfitting. In this paper, we develop two Bayesian mixture models with the Dirichlet distribution prior and the Dirichlet process (DP) prior to improve the previous non-Bayesian mixture model developed for transaction dataset mining. We implement the inference of both mixture models using two methods: a collapsed Gibbs sampling scheme and a variational approximation algorithm. Experiments in several benchmark problems have shown that both mixture models achieve better performance than a non-Bayesian mixture model. The variational algorithm is the faster of the two approaches while the Gibbs sampling method achieves a more accurate result. The Dirichlet process mixture model can automatically grow to a proper complexity for a better approximation. Once the model is built, it can be very fast to query and run analysis on (typically 10 times faster than Eclat, as we will show in the experiment section). However, these approaches also show that mixture models underestimate the probabilities of frequent itemsets. Consequently, these models have a higher sensitivity but a lower specificity.
Introduction
Transaction data sets are binary data sets with rows corresponding to transactions and columns corresponding to items or attributes. Data mining techniques for such data sets have been developed for over a decade. Methods for finding correlations and regularities in transaction data can have many commercial and practical applications, including targeted marketing, recommender systems, more effective product placement, and many others.
Retail records and web site logs are two examples of transaction data sets. For example, in a retailing application, the rows of the data correspond to purchases made by various customers, and the columns correspond to different items for sale in the store. This kind of data is often sparse, i.e., there may be thousands of items for sale, but a typical transaction may contain only a handful of items, as most of the customers buy only a small fraction of the possible merchandise. In this paper we will only consider binary transaction data, but transaction data can also contain the numbers of each item purchased (multinomial data). An important correlation which data mining seeks to elucidate is which items co-occur in purchases and which items are mutually exclusive, and never (or rarely) co-occur in transactions. This information allows prediction of future purchases from past ones.
Frequent itemset mining and association rule mining [1] are the key approaches for finding correlations in transaction data. Frequent itemset mining finds all frequently occurring item combinations along with their frequencies in the dataset with a given minimum frequency threshold. Association rule mining uses the results of frequent itemset mining to find the dependencies between items or sets of items. If we regard the minimum frequency threshold as an importance standard, then the set of frequent itemsets contains all the "important" information about the correlation of the dataset. The aim of frequent itemset mining is to extract useful information from the kinds of binary datasets which are now ubiquitous in human society. It aims to help people realize and understand the various latent correlations hidden in the data and to assist people in decision making, policy adjustment and the performance of other activities which rely on correct analysis and knowledge of the data.
However, the results of such mining are difficult to use. The threshold or criterion of mining is hard to choose for a compact but representative set of itemsets. To prevent the loss of important information, the threshold is often set quite low, causing a huge set of itemsets which brings difficulties in interpretation. These properties of large scale and weak interpretability block a wider use of the mining technique and are barriers to a further understanding of the data itself. Traditionally, Frequent Itemset Mining (FIM) suffers from three difficulties. The first is scalability, often the data sets are very large, the number of frequent item-sets of the chosen support is also large, and there may be a need to run the algorithm multiple times to find the appropriate frequency threshold. The second difficulty is that the support-confidence framework is often not able to provide the information that people really need. Therefore people seek other criteria or measurements for more "interesting" results. The third difficulty is in interpreting the results or getting some explanation of the data. Therefore the recent focus of research of FIM has been in the following 3 directions.
1. Looking for more compact but representative forms of the itemsets -in other words, mining compressed itemsets. The research in this direction consists of two types: lossless compression such as closed itemset mining [2] and lossy compression such as maximal itemset mining [3] . In closed itemset mining, a method is proposed to mine the set of closed itemsets which is a subset of the set of frequent itemsets. This can be used to derive the whole set of frequent itemsets without loss of information. In maximal itemset mining, the support information of the itemsets is ignored and only a few longest itemsets are used to represent the whole set of frequent itemsets. 2. Looking for better standards and qualifications for filtering the itemsets so that the results are more "interesting" to users. Work in this direction focuses on how to extract the information which is both useful and unexpected as people want to find a measure that is closest to the ideal of "interestingness". Several objective and subjective measures are proposed such as lift [4] , χ 2 [5] and the work of [6] in which they use a Bayesian network as background knowledge to measure the interestingness of frequent itemsets. 3. Looking for mathematical models which reveal and describe both the structure and the inner-relationship of the data more accurately, clearly and thoroughly. There are two ways of using probability models in FIM.
The first is to build a probability model that can organize and utilize the results of mining such as the Maximal Entropy model [7] . The second is to build a probability model that is directly generated from the data itself which can not only predict the frequent itemsets, but also explain the data. An example of such model is the Mixture model.
These three directions influence each other and form the main stream of current FIM research. Of the three, the probability model solution considers the data as a sampled result from the underlying probability model and tries to explain the system in an understandable, structural and quantified way. With a good probability model, we can expect the following advantages in comparison with normal frequent itemset mining: 1. The model can reveal correlations and dependencies in the dataset, whilst frequent itemsets are merely collections of facts awaiting interpretation. A probability model can handle several kinds of probability queries, such as joint, marginal and conditional probabilities, whilst frequent itemset mining and association rule mining focus only on high marginal and conditional probabilities. The prediction is made easy with a model. However, in order to predict with frequent itemsets, we still need to organize them and build a structured model first. 2. It is easier to observe interesting dependencies between the items, both positive and negative, from the model's parameters than it is to discriminate interesting itemsets or rules from the whole set of frequent itemsets or association rules. In fact, the parameters of the probability model trained from a dataset can be seen as a collection of features of the original data. Normally, the size of a probability model is far smaller than the set of frequent itemsets. Therefore the parameters of the model are highly representative. Useful knowledge can be obtained by simply "mining" the parameters of the model directly. 3. As the scale of the model is often smaller than the original data, it can sometimes serve as a proxy or a replacement for the original data. In real world applications, the original dataset may be huge and involve large time costs in querying or scanning the dataset. One may also need to run multiple queries on the data, e.g. FIM queries with different thresholds. In such circumstances, if we just want an approximate estimation, a better choice is obviously to use the model to make the inference. As we will show in this paper, when we want to predict all frequent itemsets, generating them from the model is much faster than mining them from the original dataset because the model prediction is irrelevant to the scale of the data. And because the model is independent from the minimum frequency threshold, we only need to train the model once and can do the prediction on multiple thresholds but consuming less time.
Several probability models have been proposed to represent the data. Here we give a brief review.
The simplest and most intuitive model is the Independent model. This assumes that the probability of an item appearing in a transaction is independent of all the other items in that transaction. The probabilities of the itemsets are products of the probabilities of the corresponding items. This model is obviously too simple to describe the correlation and association between items, but it is the starting point and base line of many more effective models.
The Multivariant Tree Distribution model [8] , also called the Chow-Liu Tree, assumes that there are only pairwise dependencies between the variables, and that the dependency graph on the attributes has a tree structure. There are three steps in building the model: computing the pairwise marginals of the attributes, computing the mutual information between the attributes and applying Kruskal's algorithm [9] to find the minimum spanning tree of the full graph, whose nodes are the attributes and the weights on the edges are the mutual information between them. Given the tree, the marginal probability of an itemset can be first decomposed to a production of factors via the chains rule and then calculated with the standard belief propagation algorithm [10] .
The Maximal Entropy model tries to find a distribution that maximizes the entropy within the constraints of frequent itemsets [11, 7] or other statistics [12] . The algorithm for solving the Maximal Entropy model is the Iterative Scaling algorithm. The Iterative Scaling algorithm is a process of finding the probability of a given itemset query. The algorithm starts from an "ignorant" initial state and updates the parameters by enforcing them satisfying the related constraints iteratively until convergence. Finally the probability of the given query can be calculated via the parameters.
The Bernoulli Mixture model [11, 13] is based on the assumption that there are latent or unobserved types controlling the distribution of the items. Within each type, the items are independent. In other words, the items are conditionally independent given the type. This assumption is a natural extension of the Independent model. The Bernoulli Mixture model is a widely used model for statistical and machine learning tasks. The idea is to use an additive mixture of simple distributions to approximate a more complex distribution. This model is the focus of this paper.
When applying a mixture model to data, one needs to tune the model to the data. There are two ways to do this. In a Maximum-Likelihood Mixture Model, which in our paper we will call the non-Bayesian Mixture Model, the probability is characterised by a set of parameters. These are set by optimizing them to maximize the likelihood of the data. Alternatives are Bayesian Mixture models. In these, the parameters are treated as random variables which themselves need to be described via probability distributions. Our work is focused on elucidating the benefits of Bayesian mixtures over non-Bayesian mixtures for frequent itemset mining.
Compared with non-Bayesian machine learning methods, Bayesian approaches have several valuable advantages. Firstly, Bayesian integration does not suffer from over-fitting, because it does not fit parameters directly to the data; it integrates overall parameters and is weighted by how well they fit the data. Secondly, prior knowledge can be incorporated naturally and all uncertainty is manipulated in a consistent manner. One of the most prominent recent developments in this field is the application of Dirichlet process (DP) [14] mixture model, a nonparametric Bayesian technique for mixture modelling, which allows for the automatic determination of an appropriate number of mixture components. Here, the term "nonparametric" means the number of mixture components can grow automatically to the necessary scale. The DP is an infinite extension of the Dirichlet distribution which is the prior distribution for finite Bayesian mixture models. Therefore the DP mixture model can contain as many components as necessary to describe an unknown distribution. By using a model with an unbounded complexity, under-fitting is mitigated, whilst the Bayesian approach of computing or approximating the full posterior over parameters mitigates over-fitting.
The difficulty of such Bayesian approaches is that finding the right model for the data is often computational intractable. A standard methodology for DP mixture model is the Monte Carlo Markov chain (MCMC) sampling. However, MCMC approach can be slow to converge and its convergence can be difficult to diagnose. An alternative is the variational inference method developed in recent years [15] . In this paper, we develop both finite and infinite Bayesian Bernoulli mixture models for transaction data sets with both MCMC sampling and variational inference and use them to generate frequent itemsets. We perform experiments to compare the performance of the Bayesian mixture models and the non-Bayesian mixture model. Experimental results show that Bayesian mixture model can achieve a better precision. The DP mixture model can find a proper number of mixtures automatically.
In this paper, we extend the non-Bayesian mixture model to a Bayesian mixture model. The assumption and the structure of the Bayesian model is proposed. The corresponding algorithms for inference via MCMC sampling and variational approximation are also described. For the sampling approach, we implemented Gibbs sampling algorithm [16] for the finite Bayesian mixture model (GSFBM) which is a multi-variant Markov Chain Monte Carlo (MCMC) sampling [17, 18, 19] scheme. For the variational approximation, we implement the variational EM algorithm for the finite Bayesian mixture model (VFBM) by approximating the true posterior with a factorized distribution function. We also extend the finite Bayesian mixture model to the infinite. The Dirichlet process prior is introduced to the model so that the model obtains the ability to fit a proper complexity itself. This model solves the problem of finding the proper number of components used in traditional probability models. For this model, we also implement two algorithms. The first one is Gibbs sampling for the Dirichlet Process mixture model (GSDPM). The second one is the truncated variational EM algorithm for the Dirichlet Process mixture model (VDPM). The word "truncated" means we approximate the model with a finite number of components.
The rest of the paper is organized as follows. In the next section, we define the problem, briefly review the development of the FIM mining and introduce the notations used in this paper. In section 3, we introduce non-Bayesian Bernoulli mixture model and its inference by EM algorithm. In section 4 and 5, we develop the Bayesian mixture models, including how to do inference via Gibbs sampling and variational EM and how to use the model for predictive inference. Then, in section 6, we use 4 benchmark transaction data sets to test the model, and compare the performances with the non-Bayesian mixture model. We also compare the MCMC approach and the EM approach by their result accuracies and time costs. Finally, we conclude this paper with a discussion of further works.
Problem and Notations
Let I = {i 1 , i 2 , . . . , i D } be the set of items, where D is the number of items. Set I = {i m1 , i m2 , . . . , i m k } ⊆ I is called an itemset with length k, or a k-itemset.
A transaction data set T over I is a collection of N transactions: 
An itemset is frequent if its frequency meets a given minimum frequency threshold: f min . The aim of frequent itemset mining is to discover all the frequent itemsets along with their frequencies.
From a probabilistic view, the data set T could be regarded as a sampling result from an unknown distribution. Our aim is to find or approximate the probabilistic distribution which generated the data, and use this to predict all the frequent itemsets. Inference is the task of restricting the possible probability models from the data. In the Bayesian approach, this usually means putting a probability over unknown parameters. In the non-Bayesian approach, this usually means finding the best or most-likely parameters.
Bernoulli Mixtures
In this section, we describe the non-Bayesian mixture model. Consider a grocery store where the transactions are purchases of the items the store sells. The simplest model would treat each item as independent, so the probability of a sale containing item A and item B is just the product of the two probabilities separately. However, this would fail to model non-trivial correlations between the items. A more complex model assumes a mixture of independent models. The model assumes the buyers of the store can be characterized into different types representing different consumer preferences. Within each type, the probabilities are independent. In other words, the items are conditionally independent, when conditioned on the component, or type, which generated the given transaction. However, although we observe the transaction, we don't not observe the type. Thus, we must employ the machinery of inference to deal with this.
Suppose there are K components or types, then each transaction is generated by one of the K components following a multinomial distribution with parameter π = (π 1 , . . . , π K ), where
indicating which components the transactions are generated from: z µ = k if X µ is generated from the kth component. According to the model assumption, once the component is selected, the probabilities of the items are independent from each other. That is, for transaction X µ :
where Θ representing all the parameters of the model. Thus, the probability of a transaction given by the mixture model is:
Since the transactions are binary vectors, we assume the conditional probability of each item follows a Bernoulli distribution with parameter φ ik :
A graphic representation of this model is shown in Figure 1 where circles denote random variables, arrows denote dependencies, and the box (or plate) denote 
replication over all data points. In Figure 1 , the distribution of each transaction X µ depends on the selection of z µ and model parameter φ, and z µ depends on π. This process will repeated N times to generate the whole data set.
In this model, we need to estimate π k and φ ik from the data. If we knew which component generated each transaction this would be easy. For example, we could estimate φ ik as the frequency at which i occurs in component k and π k would be the frequency at which component k occurs in the data. Unfortunately, we do not know which component generated each transaction; it is an unobserved variable. The EM algorithm [20] is often used for the parameter estimation problem for models with hidden variables in general, for mixture models in particular. We describe this in more detail in Appendix 1. For a detailed explanation, see section 9.3.3 of [21] . The EM algorithm is given in Algorithm 1.
Another problem of this algorithm is the selection of K. The choice of K will greatly influence the quality of the result. If the K is too small, the model cannot provide accurate enough result. On the opposite, if the K is too large, it may cause over-fitting problems. There is no single procedure to find out the correct K. People often try several increasing Ks and determine the proper K by comparing their result qualities and preventing over-fitting by cross-validation or some other criteria such as the Bayesian Information Criterion [22] .
Predicting frequent itemsets by this model is quite straightforward. For any itemset I, calculating its probability is done by only taking into account the items occurring in I and ignoring (e.g. marginalizing over) the items which are not in I:
The number of free parameters used for prediction is K(D + 1) − 1. The last issue is how to generate the full set of frequent itemsets. In frequent itemset mining algorithms, obtaining the frequencies of the itemsets from the data set is always a time consuming problem. Most algorithms such as Apriori [23] require multiple scans of the data set, or use extra memory cache for maintaining special data structure such as tid list s for Eclat [24] and FP-tree for FP-growth [25] . In the Bernoulli mixture model approach, with a prepared model, both time and memory cost can be greatly reduced with some accuracy loss since the frequency counting process has been replaced by a simple calculation of summation and multiplication. To find the frequent itemsets using any of the probability models in this paper, simply mine the probability models instead of the data. To do this, one can use any frequent itemset datamining algorithm; we use Eclat. However, instead of measuring the frequency of the itemsets, calculate their probabilities from the probability model.
Typically this results in a great improvement in the complexity of the determination of itemset frequency. For a given candidate itemset, to check the exact frequency of the itemset, we need to scan the original dataset for Apriori, or check the cached data structure in memory for Eclat. In both algorithms, the time complexities are O(N ) where N is the number of transactions of the dataset. However, the calculation in mixture model merely need KL times multiplication and K times addition, where L is the length of the itemset. Normally, KL is much smaller than N .
The exact search strategy with Bernoulli mixture model is similar to Eclat or Apriori based on the Apriori principle [23] : All frequent itemsets' sub-itemsets are frequent, all infrequent itemsets' super-itemsets are infrequent. Following this principle, the searching space could be significantly reduced. In our research we use the Eclat lattice decomposing framework to organize the searching process. We do not plan to discuss this framework in detail in this paper. A more specific explanation is given by [24] .
The Finite Bayesian Mixtures

Definition of the model
For easier model comparison, we use the same notation in non-Bayesian model, finite Bayesian model and the later infinite Bayesian model when this causes no ambiguity. The difference between Bayesian mixture models and non-Bayesian mixture models is that Bayesian mixtures try to form a smooth distribution over the model parameters by introducing appropriate priors. The original mixture model introduced in previous section is a two-layer model. The top layer is the multinomial distribution for choosing the mixtures, and the next layer is the Bernoulli distribution for items. In Bayesian mixture we introduce a Dirichlet distribution [14] as the prior of the multinomial parameter π and Beta distributions as the priors of the Bernoulli parameters {φ ik }. The new model assumes that the data was generated as follows.
1. Assign α, β and γ as the hyperparameters of the model, where α, β and γ are all positive scalars. These will be chosen apriori. 2. Choose π ∼Dir(α) where
with K k=1 π k = 1, ∼ denotes sampling, and Dir is the Dirichlet distribution. 3. For each item and component choose φ ik ∼Beta(β, γ) where
with φ ik ∈ [0, 1] where i ∈ {1, . . . , D}, k ∈ {1, . . . , K} and Beta denotes the Beta distribution. 4. For each transaction X µ : (a) Choose a component z µ ∼Multinomial(π), where
(b) Then we can generate data by: Figure 2 is a graphic representation for Bayesian mixtures. This process can be briefly written as:
In other words, the assumption is that the data was generated by first doing the first two steps to get the parameters, then doing the second two steps N times to generate the data. Since important variables of the model are not known, namely π, φ, and z µ , the Bayesian principles say that we should compute distributions over these, and then integrate them out to get quantities of interest. However, this is not tractable. Therefore, we implement two common approximation schemes: Gibbs sampling and variational Bayes.
Finite Bayesian mixtures via Gibbs sampling
One approach for Bayesian inference is to approximate probabilistic integrals by sums of finite samples from the probability distribution you are trying to Gibbs sampling is an example of the Markov chain Monte Carlo method, which is a method of sampling from a probability. Gibbs sampling works by sampling one component at a time. We will use a collapsed Gibbs sampler, which means we will not use sampling to estimate all parameters. We will use sampling to infer the components which generated each data point and integrate out the other parameters.
We first introduce the inference of the model via the Gibbs sampling. Similar to the non-Bayesian mixture model, we need to work on the distribution of the component indicator Z. According to the model, the joint distribution of Z is:
where N k is the number of points assigned to kth component, the integral over π means the integral over a (K − 1)-dimension simplex and the indicator function I(z µ = k) means:
The conditional probability of the µth assignment given the other assignments are:
where N k/{µ} is the number of points assigned to kth component except the µth point. The posterior distribution of the Bernoulli parameter φ k is the following if we know the component assignment:
where
Combining Equation (11) and (13), we can calculate the posterior probability of the µth assignment by integrating out φ: (14) where N k/{µ} ,β ik/{µ} and γ ik/{µ} are calculated excluding the µth point and the integral over φ k means integral over a D-dimension vector φ k ∈ [0, 1] D . Equation (14) shows how to sample the component indicator based on the other assignments of the transactions.The whole process of the collapsed Gibbs sampling for the finite Bayesian mixture model is shown in Algorithm 2. Initialization of parameters α, β, and γ is discussed in section 6.
The predictive inference after Gibbs sampling is quite straightforward. We can estimate the proportion and the conditional probability parameters by the sampling results. The proportion is inferred from the component indicator Z we sampled:
The conditional Bernoulli parameters are estimated as following:
For a given itemset I, its predictive probability is:
In practice, the parameters π k and φ ik only need to be calculated only once for prediction. The model contains K × (D + 1) − 1 free parameters.
Algorithm 2 collapsed Gibbs sampling for finite Bayesian mixture model
input parameters α, β, γ input parameter K as the number of components initialize Z to be a random assignment repeat for µ = 1 to N do For all i, k update β ik , γ ik by
For all k calculate multinomial probabilities based on
Finite Bayesian Mixture Model via Variational Inference
In this section we describe the variational EM algorithm [26, 21] for this model. Based on the model assumption, the joint probability of the transaction X µ , components indicator z µ and the model parameters π and φ is:
For the whole data set:
Integrating over π, φ, summing over Z and taking the logarithm, we obtain the log-likelihood of the data set:
Here the integral over π means integral over a (K − 1)-dimension simplex. The integral over φ means integral over a K ×D vector φ ∈ [0, 1] K×D . The summing over Z is summing over all possible Z configurations. This integral is intractable because of the coupling of Z and π. This approximate distribution is chosen so that: the variables are decoupled, and the approximate distribution is a close as possible to the true distribution. In other words, the task is to find the decoupled distribution most like the true distribution, and use the approximate distribution to do inference.
We assume the distribution has the following form:
Here ρ, η and ν are free variational parameters corresponding to the hyperparameters α, β and γ, and τ is the multinomial parameter for decoupling π and Z. We use this q(·) function to approximate the true posterior distribution of the parameters. To achieve this, we need to estimate the values of ρ, η and ν. Similar to non-Bayesian mixture EM, we expand the log-likelihood and optimize its lower bound. The optimization process is quite similar to the calculations we did in non-Bayesian EM part. In the optimization, we use the fact that
where Ψ(·) is the digamma function. This yields:
Equation (22) to (25) form an iterated optimization procedure. A brief demonstration of this procedure is given by Algorithm 3. For any itemset I, its predictive probability given by the model is:
In Equation (26), we use the decoupled q(·) to replace the true posterior distribution so that the integral is solvable. Equation (26) shows that when doing predictive inference, we only need to take care the value of ρ k , η ik and ν ik proportionally. Therefore the number of parameters is exactly the same as the non-Bayesian model.
Algorithm 3
Variational EM for Finite Bayesian Bernoulli Mixtures input parameters α, β and γ input parameters K as the number of components initialize τ µ k to be a random assignment repeat For all i, k update ρ k , η ik , ν ik by ρk = α + N µ=1 τ µ k η ik = β + N µ=1 τ µ k x µ i ν ik = γ + N µ=1 τ µ k (1 − x µ i )for µ = 1 to N do for k = 1 to K do Update τ µ k according to (25) end for Normalize τ µ k over k end for until convergence
The Dirichlet Process Mixture Model
The finite Bayesian mixture model is still restricted by the fact that the number of components K must be chosen in advance. Ferguson [14] proposed the Dirichlet Process (DP) as the infinite extension of the Dirichlet distribution. Applying the DP as the prior of the mixture model allows us to have an arbitrary number of components, growing as necessary during the learning process. In the finite Bayesian mixture model, the Dirichlet distribution is a prior for choosing components. Here the components are in fact distributions drawn from a base distribution Beta(β, γ). In Dirichlet distribution, the number of components is a fixed number K. So each time we draw a distribution, the result is equal to one of the K distributions drawn from the base distribution with probabilities given by the Dirichlet distribution. Now we relax the number of components as unlimited and keep the discreteness of the components, which means that each time we draw a distribution (component), the result is either equal to an existed distribution or a new draw from the base distribution. This new process is called the Dirichlet Process [14] and the drawing scheme is the Blackwell-MacQueen's Pólya urn scheme [27] :
The previous model should also be rewritten as:
The Dirichlet Process Mixture Model via Gibbs Sampling
Based on the Pólya urn scheme we can allow K to grow. Following this scheme, every time we draw a distribution, there is a chance that the distribution comes from the base distribution, therefore adding a new component to the model. This scheme makes the K has the potential to grow to any positive integer.
Assume at a certain stage, the actual number of components is K. Based on Equation (27) :
Then the probability that the µth point is in a new component is:
The rest of the posterior probability remains the same, as there is no K involved:
For the new component, N K+1 = 0 and we have,
Equation (29) and (30) form a collapsed Gibbs sampling scheme. At the beginning, all data points are assigned to one initial component. Then for each data point in the data set, the component indicator is sampled according to the posterior distribution provided by Equation (29) and (30) . After the indicator is sampled, the relevant parameters N k , β ik and γ ik are updated for next data point. The whole process will keep running until some convergence condition is met. Algorithm 4 describes the method.
The predictive inference is generally the same as the finite version.
DP Mixtures via Variational Inference
Although the Gibbs sampler can provide a very accurate approximation to the posterior distribution for the component indicators, it needs to update the relative parameters for every data point. Thus it is computational expensive and not very suitable for large scale problems. In 1994, Sethuraman developed the stick-breaking representation [28] of DP which captures the DP prior most explicitly among other representations. In the stick-breaking representation, an unknown random distribution is represented as a sum of countably infinite Algorithm 4 collapsed Gibbs sampling for Dirichlet process mixture model input parameters α, β, γ initialize K = 1 repeat for µ = 1 to N do For all i, k with 1 ≤ k ≤ K, update β ik , γ ik by
Calculate multinomial probabilities based on
atomic distributions. The stick-breaking representation provide a possible way for doing the inference of DP mixtures by variational methods. A variational method for DP mixture has been proposed by [29] . They showed that the variational method produced comparable result to MCMC sampling algorithms including the collapsed Gibbs sampling, but is much faster.
In the transaction data set background, the target distribution is the distribution of the transaction p(X µ ) and the atomic distributions are the conditional distributions such as p(X µ |z µ ). Based on the stick-breaking representation, the Dirichlet process mixture model is the following. 
(b) Then we can generate data by: The stick-breaking construction for the DP mixture is depicted in Figure 3 . With the model assumption, the joint probability of the data set T , components indicators Z and the model parameters v and φ is:
Integrating over π, φ, summing over Z and applying the logarithm, we obtain the log-likelihood of the data set:
Here the integral over v means integral over a vector v ∈ [0, 1] ∞ . The integral over φ means integral over a ∞ × D vector φ ∈ [0, 1] ∞×D . The summing over Z is summing over all possible Z configurations. This integral is intractable because of the integral over infinity dimensions and the coupling of Z and v.
Notice the following limit with a given truncation K:
Equation (35) shows that for a large enough truncation level K, all the components beyond the Kth component could be ignored as the sum of their proportion is very close to 0, which means that it is possible to approximate the infinite situation by a finite number of components. The difference with finite Bayesian model is that in finite Bayesian mixture, the number of component is finite; but in truncated DP mixture, the number of component is infinite. We only use a finite distribution to approximate it. Therefore we can use a finite and fully decoupled function as the approximation of true posterior distribution. We propose the following factorized family of variational distribution:
where Algorithm 5 Variational EM for DP Bernoulli Mixtures input parameters α, β and γ input parameter K as the truncated number of components initialize τ µ k to be a random assignment repeat For all i, k update ρ 1k , ρ 2k , η ik , ν ik by
Here ρ 1 , ρ 2 , η and ν are free variational parameters corresponding to the hyperparameters 1, α, β and γ, and τ is the multinomial parameter for decoupling v and Z. As we are assuming the proportion of the components beyond K is 0, the value of v K in the approximation is always 1. We use this q(·) function to approximate the true posterior distribution of the parameters. To achieve this, we need to estimate the values of ρ 1 , ρ 2 , η and ν. A detailed computation of the optimization is given by [29] . The optimization yields:
Equation (37) Table 1 : General Characteristics of the testing data sets: N is the number of records, D is the number of items, N 1 ′ s is the number of "1"s and the Density reflects the sparseness of the data set which is calculated by
The predictive inference is given by Equation (42). Same as we did in finite model, we use the decoupled q(·) function to replace the true posterior distribution so that we can do the integral analytically. In fact we only need to use the value of
as the proportion of each component. Thus the number of parameters used for prediction is still the same as the finite model if we set the truncation level to be the same value as the number of components K in the finite model.
Empirical Results and Discussion
In this section, we compare the performances of proposed models with the non-Bayesian mixture model using 5 synthetic data sets and 4 real benchmark data sets. We generate five synthetic datasets from five mixture models with 15, 25, 50, 75 and 140 components respectively and apply the four methods to the synthetic datasets to see how closely the new models compare with the original mixture model. For the real data sets, we choose the mushroom, chess, Anonymous Microsoft Web data [30] and accidents [31] . The data sets mushroom and chess we used were transformed to discrete binary data sets by Roberto Bayardo and the transformed version can be downloaded at http://fimi.ua.ac.be/data/. In Table 1 we summarize the main characteristics of these 4 data sets. We randomly sampled a proportion of the data sets for training and used the rest for testing. For synthetic data sets, mushroom and chess, we sampled half of the data and used the rest for testing. For MS Web data, the training and testing data sets were already prepared as 32711 records for training and 5000 records for testing. For accidents, as this data set is too large to fit into the memory, we sampled 1/20 as training data and sampled another 1/20 for testing. We use the following 3 evaluation criteria for model comparison.
1. We measure the difference between the predicted set of frequent itemsets and the true set of frequent itemsets by calculating the false negative rate (F − ) and the false positive rate (F + ). They are calculated by
where N M is the number of itemsets that the model failed to predict, N F is the number of itemsets that the model falsely predicted and N C is the number of itemsets that the model predicted correctly. Note that 1 − F − gives the recall and 1 − F = gives the precision of the data-miner. 2. For any true frequent itemset I, we calculate the relative error by:
where p M (I) is the probability predicted by the model. The overall quality of the estimationÊ is:Ê
where N I is the total number of true frequent itemsets. 3. To test whether the model is under-estimating or over-estimating, we define the empirical mean of relative difference for a given set S as:
The parameter settings of the experiments are as follows. As the aim of applying the algorithms on the synthetic datasets is to see how closely the new models compare with the original mixture model, we assume that we already know the correct model before learning. Therefore for the synthetic data sets, we choose the number of components the same as the original mixture model except the DP mixture via Gibbs sampling. For the real datasets, we used 15, 25, 50 and 75 components respectively for the finite Bayesian models and the truncated DP mixture model. For the DP mixture model via Gibbs sampler, we don't need to set K. For each parameter configuration, we repeat 5 times to reduce the variance. The hyper-parameters for both finite and infinite Bayesian models are set as follows: α equals 1.5, β equals the frequency of the items in the whole data sets and γ equals 1 − β.
The last parameter for the experiments is the minimum frequency threshold. As we mentioned, in practical situation, there is no standard procedure to select this threshold. However in our experiments, as the goal is to test our models, the requirement of the threshold is that we need to make the itemsets frequent enough to represent the correlation within the data sets, while generating enough number of frequent itemsets for model comparison as well. The threshold also should not be too low as a low threshold may make the experiments taking too much time. According to the characteristics of the datasets and several test runs, we set the thresholds of the data sets as in Table 3 where F − is the False Negative Rate in percentage, F + is the False Positive Rate in percentage and theÊ is the Empirical Relative Error in percentage. We also calculate the standard errors of these values. In the table, NBM, VFBM, GSFBM, VDPM and GSDPM are short for non-Bayesian mixture, finite Bayesian mixture via variational EM, finite Bayesian mixture via Gibbs sampler, DP mixture via variational EM and DP mixture model via Gibbs sampler respectively. For the number of components of the DP mixture via Gibbs sampler, we use the mean of the number of components used in five trials.
From Table 3 we can observe that the average empirical errors of all four Bayesian methods are below 2%, which means these methods can recover the original model with a relatively small loss of accuracy. Comparing all the methods, GSFBM fits the original model best. Non-Bayesian model gives the worst overall estimation but the best false positive rate. The results of the other approaches are generally comparable. With regards to specific datasets, in the tests on Syn-15 and Syn-25, VDPM is slightly better than GSDPM, and GSDPM is slightly better than VFBM. In the tests of Syn-50, the results of GSDPM and VDPM are very close and both are slightly better than VDPM. In the tests on Syn-75, the three methods give similar results. In the tests on Syn-140, GSDPM outperforms the other two approaches whilst the rest are close.
Although the empirical relative errors of the four approaches are only about 1%-2%, the F − is much higher relatively. This can be explained by the distribution of the frequent itemsets over frequency. Figure 4 is the distribution of frequent itemsets with different frequencies of the synthetic dataset Syn-15. We use this dataset as an example to demonstrate the sensitivity of estimation error on "edge" itemsets. The rest of the datasets have similar distributions. From this figure, we can see that there are over 35,000 itemsets in the range of 0.30-0.32, which means about one third of the frequent itemsets are on the "edge" of the set of frequent itemsets. Assuming that a model under-estimates each itemset by about 7%, an itemset with a frequency of 32% will be estimated as 32% × (1 − 7%) = 29.76%, which is below the minimum frequent threshold and the itemset will be labelled as infrequent. This 7% under-estimation will eventually cause a false negative rate of over 30%. The reason why the model tends to under-estimate will be discussed later. This example is an extreme circumstance. However, it is clear that with a pyramid like distribution of the frequent itemsets, when we use the F − and F + criteria, the actual estimation error will be amplified.
The aim of introducing synthetic datasets is to validate the optimization ability of the five approaches. We want to check whether the algorithms for For 'chess', Gibbs sampler used 29.6 components on average. Its result is comparable to the rest of the algorithms with K = 25, but not as good as VDP with K = 50 and K = 75. However, the improvement of VDP when raising truncation level from 25 to 75 is not very great, showing that the proper number of components might be around 30. The false positive and false negative rates look high, but the average estimation error is only around 3%. This is because 18.04% of the frequent itemsets' frequencies are just a 2.5% higher than the threshold, therefore a little under-estimation causes a large false negative rate.
The data set 'mushroom' is a quite famous but strange data set. There are quite a lot of itemsets' which their frequencies are just above the minimum threshold. Thus a little under-estimation might cause a great false negative rate. The difference in relative error between non-Bayesian and Bayesian models is about 6 percent. However the difference in the false negative rate is large. When training the VDP model, we find it is very likely that the algorithm is stuck in some local minimum, which causes significant difference among all the 5 trials. In some trials, the F − are as low as about 1% while in other trials, the F − rises to about 25%. That is the reason that the standard deviations of VDP at truncation level of 15 and 25 are larger than the averages. On the other hand, Gibbs sampler suggests that about 19 components are enough to approximate the distribution of 'mushroom'. It gives better results than VDP at truncation level of 50.
In the experiments for 'accidents', GS uses 114.6 components on average, far more than 50. Therefore it gives more accurate results than the other algorithms. For 'MS Web', all three models seriously under-estimate the true probabilities. Yet Bayesian models work better than NBM. GS uses about 140 components to get a result better than finite models. under-estimation on 'MS Web' will be discussed later.
Comparing the variational algorithm and Gibbs sampling, a big advantage of Gibbs sampling is that it is nonparametric, which means the problem of choosing the number of components can be left to the algorithm itself. Facing an unknown data set, choosing an appropriate K is difficult. One has to try several times to determine the K. The tests on the four test cases showed that the Gibbs sampling can find the proper number. The idea of choosing K automatically is simply as the following: create a new cluster if no existing cluster can fit the current data point significantly better than the average of the whole population. The DP mixture via the Gibbs sampler implements this idea in a stochastic way. Another advantage is in the accuracy of Gibbs sampler, as we do not need to make truncation and decoupling approximations as in variational method. However, a serious limitation of Gibbs sampler is its speed. As the Gibbs sampler generates a different number components each time, and due to the different convergence conditions of the methods, we cannot compare the time cost of the two method in a perfect "fair" manner.
However, to illustrate the differences in time costs, we show a time cost analysis of dataset Accidents in Table 5 . The training time costs per iteration of NBM, VFBM and VDPM do not increase when the K increases. The reason might be due to the optimized vector computation in Matlab, which makes the increasing of K less sensitive. The GSFBM and GSDPM involve sampling However, we notice that the number of iterations used by GSFBM is less than that of variational methods. This is because the model of GSFBM is updated after each draw. It can be viewed as an online updating model. On the other hand, variational methods are both updated in the batch mode which normally takes more iterations to converge. The prediction time cost is simpler in comparison with training cost. If the numbers of components of the different models are the same, the prediction time cost should be the same. Generally, the Bayesian models take more time than the non-Bayesian model for training. Among the Bayesian models, the variational methods are faster than the two sampling methods. The DP mixture model via Gibbs sampling is the slowest, however the benefit of this approach is that it does not require multiple runs to find the proper K. With the model prepared, the process of generating frequent itemsets by the model is much faster than the Eclat data mining. In most cases the itemset generation process is over 10 times faster than Eclat mining. As the model is irrelevant to the scale of the original dataset and the minimum frequency threshold. The probability models can save more time when we deal with large datasets or we need to mine the dataset multiple times with different thresholds.
From the experiment results, we have found several interesting observations about mixture models for frequent itemset discovery. Firstly, as the false negative rates are always much higher than the false positive rates, we observe that the mixture models tend to under-estimate the probabilities of the frequent itemsets. To clarify this, we calculate the empirical errors of the frequent itemsets in a more detailed way. We firstly classify the frequent itemsets into different categories by their lengths. Then we calculate the means of relative difference of all categories. We show the analysis of each data set with 50 components and the Gibbs sampling results in Figure 5 .
From Figure 5 , we can see a clear trend that the greater the lengths of the frequent itemsets are, the more the probabilities are under-estimated. The differences of the models' performances are the degree of under-estimation. Similar to the result showed in Table 4 , the degrees of under-estimation of all Bayesian models are better than non-Bayesian mixture.
Another observation is the significant difference of the models' performance between MS Web and the other three data sets. The under-estimation in MS Web is much more serious than the rest. Checking Table 1 , we notice that MS Web is much sparser than the other three. A further background investigation about the four data sets shows that the difference may be caused by the fact that the correlations between items within the three dense data sets are much stronger than in MS Web, which is sparse. Therefore the distribution of these data records can be better approximated by a mixture model structure. More improvements for the mixture model may be required to achieve a satisfying performance for sparse data sets.
We think the reason for under-estimation is that the mixture model is a mixture of independent models. In independent Bernoulli model, the probabilities of patterns are simply the multiplications of the parameters, which are always under-estimating the correlated item combinations. In mixture models, compensations are made by the assumption of conditional independence. Correlations of the data sets are contained by different components and described by the various group of conditional probabilities. For strongly correlated data sets such as classification data, feature attributes of each class would show high dependencies. These dependencies are strong and simple because the correlated attributes are clustered by the latent classes. Under these circumstances, most correlations are represented by the model thus the under-estimation is tolerable. However, for non-classification data sets where the correlations are not so strong and relatively loose and chaotic, the mixture model cannot hold all the complexity with a feasible number of components. We think this explains why for MS Web data there are severely under-estimation for all three models.
Generally, comparing with classic frequent itemset mining, a well-trained probability model has following benefits. Firstly, the mixture model can interpret the correlation of the data set and help people understand the data set while the frequent itemsets is merely a collection of facts which still need to be interpreted. A probability model can handle all the kinds of probability queries such as joint probabilities, marginal probabilities and conditional probabilities while frequent itemset mining and association rule mining only focus on high marginal and conditional probabilities. Furthermore, interesting dependencies between the items, including both positive and negative, are easier to observe from the model's parameters than to discriminate interesting itemsets or rules from the whole set of frequent itemsets or association rules. A second benefit is that generating a set of frequent itemsets is faster than mining the data set if the model is trained. Here we use 'chess' as an example since in our case the whole set of frequent itemsets includes 1262028 itemsets thus the mining time is long enough. The average data mining time by Eclat is about 25 seconds while the generation time from the well-trained mixture model takes less than 10 seconds. With the same searching framework, frequent itemset mining obtain the frequency by scanning the database or maintaining a cache of the data set in memory and counting while mixture model generates the probability by various times of multiplications and summation once. At last, the model can serve as a proxy of the entire data set as the model is normally much smaller than the original data set.
Conclusion
In this paper, we applied finite and infinite Bayesian mixture models via two methods to the frequent itemsets estimation problem. Comparing with earlier non-Bayesian models, Bayesian mixture model can improve estimation accuracy without involving extra model complexity. DP mixture via Gibbs sampler can reach a even better accuracy with proper number of components generated automatically. We tested the Bayesian models and non-Bayesian mixture models on 5 synthetic data sets and 4 benchmark data sets, the experiments showed that in all cases the DP models over performed the non-Bayesian model.
Experiments also showed that all mixture models had the trend of underestimating the probabilities of frequent itemsets. The average degree of under- estimation increases by the increasing of lengths of the frequent itemsets. For sparse data sets, all mixture models' performances are poor because of the weak correlation between items. Thus one possible avenue for further work would be the use of probability models which explicitly represent sparsity. We observe that the performance improves as the number of components increases, suggesting some degree of underfitting. Throughout this work we assume that the data was a mixture of transactions of independent models. An alternative approach would be to assume that each transaction is a mixture [32] or model the indicators distribution as a mixture [33] . This might fit the data better.
Appendix
Here we briefly review the process of EM algorithm for non-Bayesian mixture model. For all transactions in the data set, if we apply the logarithm, Equation (2) becomes the log-likelihood of the model: ln L(Θ|T ) = ln p(T |Θ)
However the log-likelihood is hard to optimize because it contains the log of the sum. The trick is treating Z as a random variable. For any distribution q(Z), the following equation holds: 
In Equation (46), KL(q||p) is the Kullback-Leibler divergence (KL divergence) between q(Z) and the true posterior distribution p(Z|T , Θ). Recall that for any distribution, the KL divergence KL(q||p) ≥ 0, with equality if and only if p(Z) = p(Z|T , Θ). Therefore based on Equation (46), we have ln p(T |Θ) ≥ L(q, Θ). Thus, L(q, Θ) can be regarded as a lower bound of the log-likelihood. We can maximize the likelihood by maximizing L(q, Θ). For q(Z) we assume it follows a multinomial distribution form:
Thus, we could expand L(q, Θ):
All the terms involve standard computations in the exponential family, and the following optimization of the parameters could be solved by a classic multivariate function maximization with constraints.
Equation (52) and (53) depend on τ µ k and Equation (51) depends on π k and φ ik , so the optimizing process alternates between two phases. After the model initialization, first we compute τ µ k according to Equation (51). This step is called the E-step (Expectation-step). In this step q(Z) is set to equal p(Z|T , Θ old ), causing the lower bound L(q, Θ old ) to increase to the same value as the loglikelihood function ln p(T |Θ old ) by vanishing the Kullback-Leibler divergence KL(q||p). Then we compute π k and φ ik according to Equation (52) and (53).
This step is called the M-step (Maximization-step). In this step, q(Z) is fixed and the lower bound L(q, Θ old ) is maximized by altering Θ old to Θ new . As the KL divergence is always non-negative, the log-likelihood function ln p(T |Θ) increases at least as much as the lower bound does. The EM algorithm iterates the two steps until convergence. A more detailed introduction about EM algorithm is given by [21] .
