Abstract. In this paper we establish that several maximal operators of convolution type, associated to elliptic and parabolic equations, are variation-diminishing. Our study considers maximal operators on the Euclidean space R d , on the torus T d and on the sphere S d . The crucial regularity property that these maximal functions share is that they are subharmonic in the corresponding detachment sets.
for each t > 0. Assume also that, when t → 0, the family ϕ(·, t) is an approximation of the identity, in the sense that lim t→0 ϕ(·, t) * f (x) = f (x) for a.e. u(x, t).
For a fixed time t > 0, due to (1.1), the convolution ϕ(·, t) * |u 0 | is simply a weighted average of |u 0 |, and hence it does not increase its variation (understood as the classical total variation or, more generally, as an L p -norm of the gradient for some 1 ≤ p ≤ ∞). One of the questions that interest us here is to know whether this smoothing behavior is preserved when we pass to the maximal function u * . For instance, if u 0 : R → R is a function of bounded variation, do we have
with C = 1? Here V (f ) denotes the total variation of the function f .
The most natural example of an operator in this framework is the Hardy-Littlewood maximal operator, in which ϕ(x, t) = holds for the one-dimensional uncentered version of this operator, as proved by Aldaz and Pérez Lázaro [1] .
Higher dimensional analogues of (1.2) for the Hardy-Littlewood maximal operator, centered or uncentered, are open problems (see, for instance, the work of Haj lasz and Onninen [9] ). Other interesting works related to the regularity of the Hardy-Littlewood maximal operator and its variants, when applied to Sobolev and BV functions, are [2, 3, 4, 5, 8, 10, 11, 12, 14, 15, 20, 22] .
In the precursor of this work [6, Theorems 1 and 2], Carneiro and Svaiter proved the variation-diminishing property, i.e. inequality (1.2) with C = 1, for the maximal operators associated to the Poisson kernel P (x, t) = Γ d+1 2 π (d+1)/2 t (|x| 2 + t 2 ) (d+1)/2 (1.3) and the Gauss kernel
(
1.4)
Their proof is based on an interplay between the analysis of the maximal functions and the structure of the underlying partial differential equations (Laplace's equation and heat equation). The aforementioned examples are the only maximal operators of convolution type for which inequality (1.2) has been established (even allowing a constant C > 1).
Maximal operators associated to elliptic equations.
A question that derives from our precursor [6] is whether the variation-diminishing property is a peculiarity of the smooth kernels (1.3) and (1.4) or if these can be seen as particular cases of a general family. One could, for example, look at the semigroup structure via the Fourier transforms 1 (in space) of these kernels:
and K(ξ, t) = e −t(2π|ξ|) 2 .
A reasonable way to connect these kernels would be to consider the one-parameter family
However, in this case, the function u(x, t) = ϕ α (·, t) * u 0 (x) solves an evolution equation related to the fractional Laplacian
for which we do not have a local maximum principle, essential to run the argument of Carneiro and Svaiter in [6] . The problem of proving that the corresponding maximal operator is variation-diminishing seems more delicate and it is currently open.
A more suitable way to address this question is to consider the Gauss kernel as an appropriate limiting case. For a > 0 and b ≥ 0 we define (motivated by the partial differential equation (1.9) below)
Note that when a = 1 and b = 0 we have the Fourier transform of the Poisson kernel, and when b = 1 and a → 0 + the function (1.5) tends pointwise to the Fourier transform of the Gauss kernel by a Taylor expansion. For completeness, let us then define
1 Our normalization of the Fourier transform is f (ξ) = R d e −2πix·ξ f (x) dx.
2 for b > 0. We will show that the inverse Fourier transform
is a nonnegative radial function that has the desired properties of an approximation of the identity. Let us consider the corresponding maximal operator
The fact that u * (x) ≤ M u 0 (x) pointwise, where M denotes the Hardy-Littlewood maximal operator, follows as in [18, Chapter III, Theorem 2]. Hence, for 1 < p ≤ ∞, we have u *
We also notice, from the work of Kinnunen [10, proof of Theorem 1.4] , that the maximal operator of convolution type (1.8) is bounded on
Our first result establishes that the corresponding maximal operator (1. 
(iii) Let u 0 be of bounded variation on R. Then u * is of bounded variation on R and
We shall see that the kernel (1.7) has an elliptic character (when a > 0) in the sense that u(x, t) = ϕ a,b (·, t) * |u 0 |(x) solves the equation
In particular, the corresponding maximum principle plays a relevant role in our analysis. By appropriate dilations in the space variable x and the time variable t, Theorem 1 essentially splits into three regimes: (i) the case a = 1 and b = 0 (which models all cases a > 0 and b = 0, corresponding to Laplace's equation) in for all x ∈ R d and t > 0. The approximate identity properties of the family ϕ a,b (·, t), reviewed in Section 2.1, transfer to Ψ a,b (·, t) in the periodic setting. For an initial datum u 0 : T d → R (which we identify with its periodic extension to R d ) we keep denoting the evolution u(x, t) :
Also, we keep denoting the maximal function u * : 
(the case p = ∞ is trivial; the case p = 1 follows by the usual Vitali covering argument; the general case 1 < p < ∞ follows by Marcinkiewicz interpolation). Then, it follows as in [10, proof of Theorem
for some C > 1. Our second result establishes the variation-diminishing property for the operator (1.11) in several cases. 
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(iii) Let u 0 be of bounded variation on T. Then u * is of bounded variation on T and
As in the case of R d , a relevant feature for proving Theorem 2 is the fact that u(x, t) = Ψ a,b (·, t) * |u 0 |(x)
solves the partial differential equation
1.4.
Maximal operators on the sphere. The set of techniques presented here allows us to address similar problems on other manifolds. We exemplify this by considering here the Poisson maximal operator and the heat flow maximal operator on the sphere S d .
where
with σ d being the surface area of S d . In this case, we know that u ∈ C ∞ (B 1 ) and it solves the Dirichlet
From [7, Chapter II, Theorem 2.3.6] we know that for each 0 ≤ ρ < 1 we have u(ω, ρ) ≤ Mu 0 (ω), where M denotes de Hardy-Littlewood maximal operator on the sphere S d (taken with respect to geodesic balls).
Hence, we can define u
and we know that
Moreover, with an argument similar to [10, proof of Theorem 1.4], using (4.8) and (4.9) below to explore the convolution structure of the sphere at the gradient level, one can show that u 0 → u * is a bounded operator
be the function given by
where and Eq. 7.5.5])
2 and t → C β n (t), for β > 0, are the Gegenbauer polynomials (or ultraspherical polynomials) defined in terms of the generating function
As discussed in [16, Chapter III, Section 2], the kernel K verifies the following properties:
denotes the Laplace-Beltrami operator with respect to the variable ω.
is the geodesic distance between ω and η.
Moreover, we also have ∂K ∂ν < 0, which means that K is radially decreasing in the spherical sense. (P3) (Approximate identity) For each t > 0 and ω ∈ S d we have
and the function u(ω, t) defined in (1.15) converges pointwise a.e. to |u 0 | as
It then follows from (P1) and (P3) that u(ω, t) defined in (1.15) solves the heat equation
From (P2) and (P3) it follows from [7, Chapter II, Theorem 2.3.6] that u(ω, t) ≤ Mu 0 (ω), for each t > 0. This allows us to define
and we see that Theorem 3. Let u * be the maximal function defined in (1.14) or (1.16). The following propositions hold.
(iii) Let u 0 be of bounded variation on S 1 . Then u * is of bounded variation on S 1 and
Remark: Since S 1 ∼ T, in the case of the heat flow maximal operator, parts (i), (ii) and (iii) of Theorem 3
have already been considered in Theorem 2, and the novel part here is actually (iv).
1.5. Non-tangential maximal operators. The last operator considered here is the classical non-tangential maximal operator associated to the Poisson kernel (1.3). For α ≥ 0 we consider
of [10, proof of Theorem 1.4] (here one must discretize in time and in the set of possible directions) yields that this maximal operator is bounded on
Here we establish the variation-diminishing property of this operator in dimension d = 1. 
1.6. A brief strategy outline. The proofs of Theorems 1 -4 follow the same broad outline, each with their own technicalities. One component of the proof is to establish that it is sufficient to consider a Lipschitz continuous initial datum u 0 . The second and crucial component of the proof is to establish that, for a Lipschitz continuous initial datum u 0 , the maximal function is subharmonic in the detachment set. The steps leading to these results are divided in several auxiliary lemmas in the proofs of each theorem.
We remark that the subharmonicity property for the non-tangential maximal function (1.17) in dimension d > 1 is not true. We present a counterexample after the proof of Theorem 4. An application of Fubini's theorem gives us
In particular, (2.1) implies that ϕ a,b (·, t) : R d → R is nonnegative and radial decreasing. It is convenient to record the explicit form of µ a,b,t . Starting from the identity [19, page 6] , for β > 0,
From (2.1), (2.2) and dominated convergence we see that, for a fixed x = 0,
and, for a fixed δ > 0,
For f ∈ L p (R d ) with 1 ≤ p < ∞, it follows from (1.1) and (2.3) that
The additional fact that ϕ a,b (·, t) is radial decreasing for each t > 0 implies the pointwise convergence 
Moreover its decay is strong enough to assure
Finally, observe that u(x, t) solves the partial differential equation
This follows since the kernel ϕ(x, t) solves the same equation, a fact that can be verified by differentiating under the integral sign the leftmost identity in (2.1). We also remark that if we have V (|u 0 |) ≤ V (u 0 ). We adopt such assumption throughout the rest of this section.
The cases when a = 0 (heat kernel) or b = 0 (Poisson kernel) were already considered in [6, Theorems 1
and 2], so we focus in the remaining case a > 0, b > 0
2
. We start with some auxiliary lemmas, following the strategy outlined in [6] . Throughout this section we write Lip(u) = sup Lemma 5 (Continuity). Let a, b > 0 and u * be the maximal function defined in (1.8).
(ii) If u 0 is bounded and Lipschitz continuous then u * is bounded and Lipschitz continuous with Lip(u * ) ≤ Lip(u 0 ).
Proof. Let us denote τ
whenever |h| < δ, for all t > 0. Above we have used the fact that χ {|·|≥1} ϕ a,b (·, t) p ′ is uniformly bounded.
Using the sublinearity, we then arrive at
for |h| < δ, which shows that u * is continuous at the point x.
(ii) Observe that for each t > 0 the function u(x, t) = ϕ a,b (·, t) * u 0 (x) is bounded by u 0 ∞ and Lipschitz continuous with Lip(u(·, t)) ≤ Lip(u 0 ). The result then follows since we are taking a pointwise supremum of uniformly bounded and Lipschitz functions.
Lemma 6 (Behaviour at large times). Let a, b > 0 and u(x, t) = ϕ a,b (·, t) * u 0 (x).
for some 1 ≤ p < ∞, then for a given ε > 0 there exists a time t ε < ∞ such that u(·, t) ∞ < ε for all t > t ε .
(ii) If u 0 is bounded and if r > 0 and ε > 0 are given, then there exists a time t r,ε < ∞ such that |u(x, t) − u(y, t)| < ε for all x, y ∈ B r and t > t r,ε .
Proof. (i) The first statement follows from Hölder's inequality
and the fact that ϕ a,b (·, t) p ′ → 0 as t → ∞. The latter follows from the estimate
observing that ϕ a,b (·, t) 1 = 1 and ϕ a,b (·, t) ∞ → 0 as t → ∞ by the leftmost identity in (2.1) and dominated convergence.
(ii) Since ϕ a,b (·, t) is in the Schwartz class, for every index k ∈ {1, . . . , d} we have
This implies that u(·, t) is a Lipschitz function with constant bounded by
2) and Fubini's theorem,
Setting λ = tν and applying dominated convergence, one concludes that the second factor converges to 0 as t → ∞. The result plainly follows from this.
We now start to explore the qualitative properties of the underlying elliptic equation (2.6). We say that a continuous function f is subharmonic in an open set A ⊂ R d if, for every x ∈ A, and every ball B r (x) ⊂ A we have
where σ d−1 denotes the surface area of the unit sphere S d−1 , and dσ denotes its surface measure.
Lemma 7 (Subharmonicity). Let a, b > 0 and u * be the maximal function defined in (1.8). 
Note that the auxiliary function v(x, t) = u(x, t) − h(x) solves the equation
and it is continuous in
Assume that M > 0. Note that v(x, t) ≤ 0 for every x ∈ ∂B r (x 0 ) and every t > 0. This implies that y 0 ∈ B r (x 0 ). By the maximum principle, observe that h ≥ 0 in B r (x 0 ) and let x 1 ∈ ∂B r (x 0 ) be such that min x∈Br(x0) h(x) = h(x 1 ). Given ε > 0, from Lemma 6 we may find a time t 0 such that |u(x, t 1 )−u(y, t 1 )| ≤ ε for all x, y ∈ B r (x 0 ) and t 1 > t 0 . In particular, for any x ∈ B r (x 0 ), we have
for t 1 > t 0 . If we take ε < M , the maximum principle applied to the cylinder Γ = B r (x 0 ) × [0, t 1 ] with t 1 > t 0 gives us v(y 0 , t) ≤ v(y 0 , 0) = M for all 0 ≤ t ≤ t 1 . This plainly implies that u(y 0 , t) ≤ u 0 (y 0 ) for all 0 ≤ t ≤ t 1 . Since t 1 is arbitrarily large, we obtain u * (y 0 ) = u 0 (y 0 ), contradicting the fact that y 0 ∈ A. This proves our claim.
Once established that M ≤ 0, given ε > 0 we apply again the maximum principle to the cylinder Γ = B r (x 0 ) × [0, t 1 ] with t 1 > t 0 as above to get v(x 0 , t) ≤ ε for all 0 ≤ t ≤ t 1 . This implies that u(x 0 , t) ≤ h(x 0 ) + ε for all 0 ≤ t ≤ t 1 , and since t 1 is arbitrarily large, we find that u * (x 0 ) ≤ h(x 0 ) + ε. Since ε > 0 is arbitrarily small, we conclude that
by the mean value property of the harmonic function h. This concludes the proof.
The next lemma is a general result of independent interest. We shall use it in the proof of Theorem 1 for the case p = 2.
Proof. This is [6, Lemma 9] . To say a few words about this proof, an integration by parts at a formal level
would imply the result. However, in principle, ∆f is not a well-defined function, and one must be a bit careful and argue via approximation by smoother functions.
Lemma 9 (Reduction to the Lipschitz case). In order to prove parts (i), (iii) and (iv) of Theorem 1 it suffices to assume that the initial datum u 0 : R d → R + is bounded and Lipschitz.
Proof. Parts (i) and (iv). For the case p = ∞, recall that any function u 0 ∈ W 1,∞ (R d ) can be modified in a set of measure zero to become bounded and Lipschitz continuous.
If 1 < p < ∞, for ε > 0 we write u ε = ϕ a,b (·, ε) * u 0 . It is clear that u ε is bounded, Lipschitz continuous and belongs to W 1,p (R d ). Assuming that the result holds for such u ε , we would have u * 9) due to the semigroup property (1.5). Recall that there exists a universal C > 1 such that
From Young's inequality (and also Minkowski's inequality in the case of the gradients) we have
From (2.8), (2.10) and (2.11) we see that u * ε is uniformly bounded in W 1,p (R d ). From (2.9) we have u * ε → u * pointwise as ε → 0. Hence, by the weak compactness of the space
and u * ε ⇀ u * as ε → 0. It then follows from the lower semicontinuity of the norm under weak limits, (2.8) and (2.11) that ∇u *
is bounded and Lipschitz continuous, and it is easy to see that V (u ε ) ≤ V (u 0 ). Assume that the result holds for such u ε , i.e. that V (u * ε ) ≤ V (u ε ). For any partition P = {x 0 < x 1 < . . . < x N } we then have
By (2.9), we recall that u * ε → u * pointwise as ε → 0. Passing this limit in (2.12) yields
Since this holds for any partition P, we conclude that V (u * ) ≤ V (u 0 ). This completes the proof.
The next lemma will be used in the proof of part (i) of Theorem 1. 
Proof. Let us consider the case 1 ≤ p < ∞. The case p = ∞ follows by a passage to the limit in (2.13).
Assume that the right-hand side of (2.13) is finite, otherwise there is nothing to prove. Let X ⊂ (α, β) be the set of points where g is differentiable and choose a sequence {x n } ∞ n=1 of elements of X that is dense in (α, β). For each x n consider the affine function
for all x ∈ [α, β]. We set f 0 = f and define inductively f n+1 = max{f n , L n+1 }. It is clear that each f n is absolutely continuous. Let
By Jensen's inequality, in each connected component I = (r, s) of U n we have
By (2.14) and (2.15) we conclude that
For sufficiently large N , there are indices j, k ∈ {1, 2, . . . , N } such that x j ≤ x < x k . Take these indices such that x j is as large as possible and x k is as small as possible. Since f (x) < g(x), for large values of
, which only happens in a countable set of points Y . Assuming that x / ∈ Y and that g ′ : X → R is continuous at x (this is a set of full
Remark: If f, g : [α, ∞) → R are absolutely continuous functions with g convex, and f (α) = g(α) ≥ 0, lim x→∞ f (x) = lim x→∞ g(x) = 0 and f (x) < g(x) for all x ∈ (α, ∞), the same proof of Lemma 10 gives
for any 1 ≤ p < ∞. Observe in (2.14) that either g ′ (x n+1 ) = 0 or U n is bounded. The same remark applies to the analogous situation on the interval (−∞, β].
Proof of Theorem 1.
We are now in position to prove the main result of this section.
Proof of part (i).
We defer the case p = ∞ to part (iv). Let us consider here the case 1 < p < ∞. We allow the possibility of having α j = −∞ or β j = ∞, but note that, if u 0 ≡ 0, we must have u
at a global maximum x 0 of u 0 , hence A = (−∞, ∞). From Lemma 7, u * is subharmonic (hence convex) in each subinterval I j = (α j , β j ). Part (i) now follows from Lemma 10 (and the remark thereafter, since u 0 , u * ∈ L p (R)).
Proof of part (ii).
Recall that a function u 0 ∈ W 1,1 (R) can be modified in a set of measure zero to become absolutely continuous. Then, from Lemma 5 we find that u * is continuous and the detachment set 18) and since u
We now claim that u * is weakly differentiable with (u
as claimed. Finally, using (2.18) we arrive at
which concludes the proof of this part.
Proof of part (iii)
. By Lemma 9 we may assume that u 0 : R → R + of bounded variation is also Lipschitz continuous. By Lemma 7 the function u * is subharmonic (hence convex) in the detachment set A = {x ∈ R; u * (x) > u 0 (x)}. This plainly leads to V (u * ) ≤ V (u 0 ), since the variation does not increase in each connected component of A. If p = 2, from Lemma 9 it suffices to consider the case where u 0 ∈ W 1,2 (R d ) is Lipschitz continuous.
In this case, we have seen from the discussion in the introduction and from Lemma 5 that the maximal function u * ∈ W 1,2 (R d ) is also Lipschitz continuous. From Lemma 7, u * is subharmonic in the detachment set A = {x ∈ R d ; u * (x) > u 0 (x)} and we may apply Lemma 8 with f = u * and g = (u * − u 0 ) to get
This concludes the proof. 
