The stochastic Bernoulli equation with nonlinearly coupled dichotomous noise is exactly solved by direct averaging. The similar system driven by the periodic perturbation with a random phase is also considered. The results concerning the kinetic and stationary properties in both cases are compared. The evolution of the mean value from the initial states located close to the equilibrium state is found to be nonmonotonic.
I. INTRODUCTION
The Bernoulli equation ͑Verhulst-type model͒
is an important example of a nonlinear kinetic equation, which can be exactly solved even if its coefficients aϭa (t) and bϭb(t) are time dependent. The sufficient condition for the existence of the solution
where ␣(s)ϭ͐ 0 s dua(u), x 0 ϭx tϭ0 Ͼ0, and ϭ1/, is
b͑t͒Ͼ0 . ͑3͒
Considering the influence of ͑external͒ noise on such a system, we usually assume that the coefficients of ͑1͒ are ''deterministically'' constant, but one of them fluctuates around its average value. The case of ͑so-called͒ linearly coupled noise a(t)ϭaϩ t , b(t)ϭbϭconst was investigated for different types of noise t : Gaussian white noise ͓1͔, white shot noise ͓2,3͔, and the dichotomous Markov ͑DM͒ process ͓4͔. Several properties ͑both stationary and time dependent͒ of such systems were examined. In contrast, the second case ͑of nonlinearly coupled noise͒, when a(t)ϭaϭconst and b(t)ϭbϩ t , was touched upon only occasionally ͓2͔. The reason seems to be that the condition ͑3͒ cannot be satisfied for Gaussian and for many other types of the noise. The system ͑1͒ with nonlinearly coupled Gaussian noise is unstable, and, in particular, no stationary state exists. However, ͑3͒ can be satisfied if noise is bounded from below. Then, for each realization of the noise, the solution ͑2͒ is well defined and we can ͑at least in principle͒ perform the averaging, thus obtaining the transient behavior of the mean value ͗x t ͘ and of the higher moments as well. Taking the limit t→ϱ, we may examine stationary solutions. In this paper we follow this way to discuss the properties of the model ͑1͒ for two types of noise b͑t ͒ϭb͓1ϩI t ͔, a͑t ͒ϭaϭconst, ͑4͒
where I t ϭϮ1 is a DM process ͓4-6͔ with
͗I t I s ͘ϭe
Ϫ2͉tϪs͉ and I t ϭcos(tϩ) with random phase .
II. TIME-DEPENDENT SOLUTION IN THE CASE OF DICHOTOMOUS NOISE
Writing ͑2͒ as a Laplace-type integral
where ⌳ϭx 0 Ϫ ϩb(e at Ϫ1)/a, we notice that in order to perform the averaging one needs an expression for 
͑6͒

Introducing
The solution of ͑7͒ satisfying the initial conditions ⌽(zϭz 0 ϭϪ␤/␣)ϭ1 and ⌽Ј(z 0 )ϭ0 is given by modified Bessel functions ͓8͔ 
where
, and
Using Kummer's relations for hypergeometric functions ͓8͔, Eq. ͑9a͒ may be written as
where ϭ1Ϫ 2 . Note that Eq. ͑1͒ has the property that its general form is conserved if the ''new variable'' y t ϭx t is introduced. The only change is that coefficients a, b, and ϵ1/ and the initial value x 0 are replaced by a, b, , and x 0 , respectively. Thus Eqs. ͑9͒ describe not only the evolution of a mean value, but the evolution of higher moments. The ''composite parameters'' such as ␦, g, Q, ⌳, and or , are invariant under the above-mentioned transformation, so in order to obtain the expression for ͗x t ͘ we should only replace by in ͑9͒. Therefore, Eq. ͑9͒ gives a complete ͑one-point͒ characterization of a stochastic process x t .
A. Some properties of the solution "9…
In a number of special cases the series ͑9͒ may be summed up. First observe that for tϭ0 we have Qϭx 0 and ϭ0, so we recover correctly the initial value ͗x 0 ͘ϭx 0 . In a second limit t→ϱ we have Qϭa/b, ϭ1,
and thus
where x st ϭ(a/b) is a ''deterministic'' stationary state. To obtain the second equality in ͑10͒ we have used the relation 
This result may be easily understood. The condition ␦ϭϪ1/2 means that ϭ0, so there is no switching between the two states of the DM process during the evolution. For all t, I t ϭI 0 ϭϩ1 or Ϫ1 with the equal probability 1/2. Thus the ͗x͘ st is simply an arithmetical average of two stationary values obtained for deterministic Verhulst systems with parameters b(1ϩ) and b(1Ϫ), respectively. The same relation should be true for all t. To verify this we insert the identity ͓9͔ 
͑12͒
is the solution of ͑1͒ for constant a and b parameters.
The less trivial example is that for ␦ϭ1/2, which is when ϭa. Using the identity ͓9͔ 
which are the particular results of ͑10͒ ͓9͔.
B. Transient behavior: Numerical results and simulation
The explicit time dependence of ͗x t ͘ can be easily computed by truncating the infinite series ͑9a͒ or ͑9b͒ after approaching the required level of accuracy. For small and ''intermediate'' t ͑when Շ0.8-0.9͒ it is better to use Eq. ͑9b͒, whereas for large t the representation ͑9a͒ is the more appropriate one ͓10͔. When the initial value x 0 is far from the stationary one ͗x͘ st the relaxation of ͗x t ͘ turns out, like for the deterministic solution ͑12͒, to be monotonic. A more interesting effect is observed if the initial state is close to the equilibrium value. Such a situation is presented in Fig. 1 , namely, we observe that the relaxation is nonmonotonic. A local minimum, followed usually by a local maximum, appears on the plot ͗x t ͘ vs t. The appearance of the local minimum in some cases may be easily explained as follows. From Eq. ͑10͒ we know that the equilibrium state of a noisy system is located higher than the deterministic one (͗x͘ st Ͼx st ). On the other hand, ͗ẋ tϭ0 ϩ͘ ϭax 0 Ϫbx 0 ϩ1 , so in the case of x 0 Ͼx st the first derivative of ͗x t ͘ at tϭ0 is negative. Thus, at the beginning of evolution the system is forced down, which may be against the global trend x 0 →͗x͘ st . In order to confirm the analytical results we have done the digital averaging of ͑2͒. For each realization of the dichotomous Markov process I t , t(0,T) ͓where T is an arbitrarily given ending time͔, the value of x t is given elementarily by
where ͕t i ͖ is a sequence of random points on the time interval (0,T) governed by Poisson process with parameter ; t 0 ϭ0 and t i(t)ϩ1 ϭtрT. I 0 ϭϩ1 or Ϫ1 with the probability 1/2. The ͗x t ͘ is then calculated as the arithmetical average of several thousand values, obtained for different sample realizations values. A comparison of analytical results and digital simulation is given in Fig. 1 .
III. PERIODIC PERTURBATION WITH RANDOM PHASE
Now consider the case when the nonlinearly coupled perturbation is given by I t ϭcos(tϩ), where is a random phase uniformly distributed on (0,2). This process and the previously considered DM process have some common properties: both are stationary, their values are bounded in between Ϫ1 and ϩ1, and both depend on a single parameter of frequency units. Therefore a natural suggestion follows to compare the properties of Verhulst-type systems driven by both types of noise.
The mean value of x t is simply given by an integral ϭϭ1) for different initial states x 0 . The solid lines correspond to the kinetics driven by periodic perturbation ͓Eq. ͑14͔͒, the dotted lines correspond to the case of dichotomous noise ͓Eq. ͑9͔͒, and the dashed lines correspond to the deterministic system ͓Eq. ͑12͔͒, respectively. ϭ3, aϭ8, bϭ0.1, ϭ0.7, and x 0 ϭ4.2,4.6,5.1.
solution obtained for fixed but otherwise arbitrary . The identity
͑14͒
where the notation of Sec. II is being used. Thus, for the stationary state we have
If 0 the convergence of ͑15͒ is possible even for some values of 2 Ͼ1. However, in order to keep the solution ͑14͒ finite for any time and for an arbitrary initial state x 0 , the condition 2 Ͻ1 is again required. In Fig. 2 we plot the rhs of ͑10͒ and ͑15͒ as a function of dimensionless frequency parameter /a (ϭ/a). We see that dichotomous noise shifts the ͗x͘ st to higher values than the periodic noise does.
In both cases the effect is strong if the external ͑noisy͒ time scale T ext ϳ Ϫ1 ϭ Ϫ1 is greater than or of the order of the system's time scale T int ϳa Ϫ1 . In the case of T ext ӶT int the stationary value changes are relatively small. Figures 3-5 show the relaxation of the deterministic system (ϭ0) and of two related stochastic systems driven by the DM process or periodic perturbation, respectively. We see that for any initial state x 0 and for an arbitrary tϾ0 the deterministic state ͑12͒ is located below the mean value ͑9͒ obtained for the dichotomous noise case and in between lies the corresponding mean value of ͑14͒ ͑the case of periodic perturbation͒. The same picture was observed for different values of the system's parameters and seems to be a general rule. In Fig. 5 we may observe a periodic modulation on the plot of ͑14͒.
IV. FINAL REMARKS
We have solved exactly the stochastic Verhulst model with nonlinearly coupled dichotomous noise. The rather simple formula ͑9b͒ describes the evolution of the mean value ͑in fact, it gives the full one-point characterization of x t , namely, its transient Mellin function͒ for any deterministic initial state x 0 . The evolution of other states may be obtained by a simple integration of ͑9͒ over the initial probability density distribution P(x 0 ). It was found that the relaxation may be nonmonotonic; compare Figs. 1 and 3-5. The analytical results have been confirmed by computer simulation ͑Fig. 1͒.
We have compared ͑Figs. 3-5͒ the kinetics of the deterministic case ͑12͒ with the kinetics driven by periodic perturbation with a randomly distributed phase ͓Eq. ͑14͔͒ and with the kinetics driven by dichotomous noise ͓Eq. ͑9͔͒. The mean value of x t was the greatest in the case of the dichotomous process, the lowest for the deterministic system, and in between for the system driven by periodic noise. 
