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neuronal	networks,	 for	example	by	causing	oscillations	and	waves	2.	 In	this	Note	I	would	 like	to	




















ܪሺ߱ሻ ൌ ܾܽ ൅ i߱ ൅ ܿeି୧ఠఛ 	ൌ 	
ܾ
ߚ ሺܴ ൅ iܫሻ	,																																																						ሺ2ሻ	
	
with	ܴ ൌ ܽ ൅ ܿ	cosሺ߱߬ሻ,	ܫ ൌ ܿ	sinሺ߱߬ሻ െ ߱,	ߚ ൌ ܴଶ ൅ ܫଶ	6,	7.	It	defines	the	steady‐state	input‐output	
relationship	between	x	and	y	 in	Fourier	space	as	Y(ω)=	H(ω)X(ω),	where	f	 is	frequency,	ω	=	2πf,	
ݔሺݐሻ ൌ ׬ܺሺ߱ሻe୧ఠ௧݀߱,	and	ݕሺݐሻ ൌ ׬ܻሺ߱ሻe୧ఠ௧݀߱.	If	written	as	Hሺ߱ሻ ൌ ܩሺ߱ሻe୧ఃሺఠሻ,	its	gain	is	ܩሺ߱ሻ ൌ
ܾ/ඥߚ	,	and	its	phase	is	ߔሺ߱ሻ ൌ argሺܴ ൅ iܫሻ	.	The	frequency	dependent	group	delay	is		
	
ߜሺ߱ሻ ൌ െ݀ߔሺ߱ሻ݀߱ ൌ 	




time	prediction	of	 the	 input	 signal	 8,	9.	To	characterize	 the	group	delay	 for	 low	 frequency	signal	
components,	δ(ω)	 is	 expanded	 for	 small	ω.	Neglecting	 quadratic	 and	 higher	 order	 terms	 in	 the	
counter	and	denominator	of	the	expansion,	it	follows		
	








the	 average	 over	 all	 electrodes,	 normalized,	 and	 slightly	 lowpass	 filtered	 (cutoff	 at	 27	Hz).	 The	
parameters	a	=	2.00	ms‐1	and	c	=	1.40	ms‐1	were	estimated	from	a	fit	to	the	first	5	s	of	the	data	set	
with	a	simplex	search	algorithm	and	then	used	to	model	16	contiguous	intervals	of	5	s	each	(b	=	0.6	




output	y	at	time	t	(red)	predicts	the	LFP	input	x	at	a	time t + |δ| (black)	on	average.		The	group	delay	
ߜୱ୫ୟ୪୪	ఠ	is	‐16.2	ms	(Figure	(b),	red	dashed	line	shows	10ߜୱ୫ୟ୪୪	ఠ).	Figure	(b)	also	depicts	a	section	of	the	estimated	and	analytic	phase	and	gain	of	the	frequency	response	function,	including	the	first	
interval	with	NGD.	Therefore,	frequency	components	of	x	within	this	 interval	are	predicted	by	y.	









or	 cause	 oscillatory	 instabilities	 12.	 Very	 recently	 it	 has	 been	 emphasized	 in	 this	 journal	 that	
anticipatory	 systems	can	defy	 the	 inference	of	 the	direction	of	 information	 flow	 from	data	 13.	 It	
would	be	interesting	if	this	holds	true	for	NGD	systems,	too	14‐16.	DLIs	might	augment	the	related	





model	 for	 the	 signal,	 it	 is	 quite	 conceivable	 that	 biological	 neuronal	 networks	might	utilize	 this	
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