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Timing analysis is one of the necessary steps in the development of a semicon-
ductor circuit. In addition, it is increasingly important in the advanced process tech-
nologies due to various factors, including the increase of process–voltage–temperature
variation. This dissertation addresses three problems related to timing analysis and op-
timization in logic and physical synthesis. Firstly, most static timing analysis today
are based on conventional fixed flip-flop timing models, in which every flip-flop is
assumed to have a fixed clock-to-Q delay. However, setup and hold skews affect the
clock-to-Q delay in reality. In this dissertation, I propose a mathematical formulation
to solve the problem and apply it to the clock skew scheduling problems as well as
to the analysis of a given circuit, with a scalable speedup technique. Secondly, near-
threshold computing is one of the promising concepts for energy-efficient operation of
VLSI systems, but wide performance variation and nonlinearity to process variations
block the proliferation. To cope with this, I propose a holistic hardware performance
monitoring methodology for accurate timing prediction in a near-threshold voltage
regime and advanced process technology. Lastly, an asynchronous circuit is one of the
alternatives to the conventional synchronous style, and asynchronous pipeline circuit
especially attractive because of its small design effort. This dissertation addresses the
synthesis problem of lightening two-phase bundled-data asynchronous pipeline con-
trollers, in which delay buffers are essential for guaranteeing the correct handshaking
operation but incurs considerable area increase.
keywords: Timing analysis, flip-flop, hardware performance monitoring methodology,
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1.1 Flexible Flip-Flop Timing Model
Almost all static timing analysis (STA) techniques used today for evaluating timing
performance of sequential circuits are based on setup and hold times constrained flip-
flop timing model. This timing model entails that a clock-to-Q delay of a flip-flop is set
to a constant value and the setup and hold times are measured at the points of 5%∼10%
clock-to-Q delay increase with additional timing margin for variations. However, it has
been regarded that a clock-to-Q delay has nothing to do with the setup and hold skews
of the flip-flop; consequently, the timing model simply sets the setup and hold times to
be unnecessarily large in order to overly constrain timing at flip-flops, so that the actual
clock-to-Q delay is always shorter than the (assumed) maximum clock-to-Q delay.
Thus, this fixed flip-flop timing model is safe in that if there is no timing violation, it
ensures that the circuit has really no setup and hold time violation at all. However, due
to the pessimistic setup and hold time constraints independently imposed on flip-flops,
the timing reports may not be so accurate.
Figure 1.1 shows SPICE simulation results for the change of the values of a setup
skew, a hold skew, and a clock-to-Q delay. Illustration for these notions is shown in
Figure 1.1(a). The three curves in Figure 1.1(b) show the trade-off between setup and
1
hold skews for the clock-to-Q delays of 100ps, 110ps, and 120ps, respectively. These
curves clearly reveal that timing analysis and optimization should take into account
the interdependent relation between a setup skew, a hold skew, and a clock-to-Q delay,
if designers want to avoid unnecessary late-stage engineering change order (ECO) or
high cost design change before timing sign-off due to inaccurate analysis of the timing
behavior of a circuit. In this dissertation, I refer to this property as flexible flip-flop
timing to differentiate it from the concept of the conventional fixed flip-flop timing.
In the past, many researchers studied about characterization, analysis, and opti-
mization methods of the flexible flip-flop timing model widely. Stojanovic and Ok-
lobdzija [11] focused on the analysis of the relationship between a setup skew and a
clock-to-Q delay, and minimized the sum of them. Jain and Blaauw [12] modeled the
relation between a clock-to-Q delay and a setup skew in the form of an exponential
expression to improve the analysis accuracy over that in [11]. Both of the works, how-
ever, did not consider the effect of a hold skew on a clock-to-Q delay. To overcome
this shortcoming, Rao and Howick [13] firstly clarified the existence of the close in-
teraction between a setup skew, a hold skew, and a clock-to-Q delay. Srivastava and
Roychowdhury [14, 15] developed a methodology of fast characterization of the tim-
ing relation by employing Newton-Raphson solution and Eular curve tracking of state-
transition equations. Salman et al. [16, 17] enhanced the accuracy of timing analysis
by reflecting the interdependent relation of setup and hold times and a clock-to-Q de-
lay. Later, Salman and Friedman [18] attempted to utilize the interdependent timing
relation to tolerate delay variations, so that delay uncertainty be reduced. While those
works focused on STA, Hatami, Abrishami, and Pedram [19] demonstrated, through
Monte-Carlo simulation, that the flexible flip-flop timing model can significantly im-
prove the accuracy in statistical static timing analysis (SSTA).
In the perspective of analyzing and optimizing circuit timing, Chen, Li, and Schlicht-
mann [20] addressed the clock period minimization problem and proposed a simple
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Constant Clock-to-Q Delay Curves
Clock-to-Q Delay = 100ps
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(b) Curves showing the relationship between a setup skew and a hold skew for the
clock-to-Q delays of 100ps, 110ps, and 120ps. The flexibility of trading the setup
skew with the hold skew increases as the clock-to-Q delay decreases.
Figure 1.1: Illustration for the interdependent relation between a setup skew, a hold
skew, and a clock-to-Q delay. The curves were produced by SPICE simulations with
45nm NanGate Open Cell Library [4].
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iterative timing analysis method, in which the clock-to-Q delay of a flip-flop is iter-
atively computed, starting from a valid clock-to-Q delay value, and reports a timing
violation on a flip-flop if the clock-to-Q delay value of the flip-flop does not converge.
One critical limitation is that if the initial delay value is improperly set, it may lead
to a false negative result. They tried to find the minimum clock period of a circuit
by repeatedly applying this analysis technique in a binary search framework. Kahng
and Lee [21] divided the flexible flip-flop timing model based timing margin recovery
problem into two optimization subproblems: (1) optimization between a setup time
and a clock-to-Q delay and (2) optimization between a hold time and a clock-to-Q
delay to enable linear programming formulations. However, the linearization of flex-
ible flip-flop timing model causes non-trivial fitting errors. On the other hand, Seo,
Heo, and Kim [22, 2] considered the flexible flip-flop timing in the useful clock skew
scheduling problem. They proposed a stepwise clock skew scheduling technique, in
which at each iteration, setup and hold slacks are systematically and incrementally re-
laxed by utilizing flexible flip-flop timing based analysis method in [20]. Though the
approach is practical and fast, the result could be far from the optimal solution due to
its ad hoc nature. Recently, Yang, Tam, and Jiang [23] attempted to compute timing
relation accurately only on the timing critical part of a circuit.
1.2 Hardware Performance Monitoring Methodology
Near-threshold computing (NTC) [5] is one of the representative low power techniques
that can break through the challenge of so-called dark silicon [24, 25] for IoT and
newly emerging energy-efficient system designs such as artificial intelligence [26].
While reduced supply voltage (Vdd) deteriorates circuit performance, it saves power
consumption considerably at the same time, as shown in Figure 1.2(a). Based on this
property, NTC aims to improve the energy-efficiency of a circuit significantly by low-




























Figure 1.2: (a) Energy per operation and delay in different Vdd regimes [5]. (b) Im-
pact of Vdd scaling on the period of an inverter-based ring oscillator at 28nm process
technology.
threshold voltage (NTV) regime (Vdd&Vth) aggressively. Although the optimal point
in terms of energy per operation is formed in a sub-threshold voltage (sub-Vth) regime
(Vdd<Vth), it is hard to be the mainstream except for silicon products in some specific
markets due to severe performance loss. By contrast, since energy-efficiency can be
improved by about 10× at the cost of about 10× performance degradation in an NTV
regime compared to super-Vth operation, NTC could be a more practical low-power
operation than sub-Vth operation.
However, one of the barriers to the use of NTC is a wide gap in performance
variation. For example, Figure 1.2(b) shows that difference between simulation results
of SS and FF corners increases from 25% to 50% as Vdd decreases from 1.0V (super-
Vth regime) to 0.6V (NTV regime). In cases of advanced process technology, it is more
severe due to process variations (PVs). Figure 1.3(a) represents the variation of the
effective channel length (Leff) of a transistor for different process technologies, from
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(a) (b)
Figure 1.3: (a) Variation of Leff at 28nm, 10nm, 7nm, and 5nm process technologies
taken from 28nm industry PDK and IRDS 2017 roadmap [6]. (b) Impact of gate work-
function variation on Ion for High Performance (HP) and Low Standby Power (LSTP)
version of sub-22nm FinFET PTM-MG models [7]. Note that the y-axis represents the
ratio between the standard deviation of a parameter variation and the average of it.
which I can see that it enlarges from 4.4% in a 28nm process to 6.0%, 6.5%, and 7.1%
in 10nm, 7nm, and 5nm processes, respectively. In addition, Meinhardt, Zimpeck, and
Reis [7] reported that the impact of the variation of gate workfunction from metal
granularity on change of transistor on-current (Ion) increases by up to 2× in a 7nm
process in comparison with that of a 20nm process, as shown in Figure 1.3(b). Hence, if
I handle the problem by simply adding some margins as engineers did conventionally,
the performance loss will be significant, which might lower the energy-efficiency of
NTC than that of super-Vth operation.
The main reason is related to PVs [27, 28]. According to Blaauw, Chopra, Sri-
vastava, and Scheffer [29], the limitation of manufacturing technology (e.g., chemical
mechanical polishing) makes variations of physical parameters (e.g., critical dimen-
sion), electrical parameters (e.g., gate capacitance), and circuit timing (e.g., gate de-
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lay), sequentially, and leads to change of the whole VLSI system performance at last,
as shown in Figure 1.4(a). They also classified PVs based on whether they are de-
terministic or statistical and the spatial scale over which they operate, as shown in
Figure 1.4(b), and among them, die-to-die variations, or also referred to as global ran-
dom variations, affect all the devices on the same die in the same way. Hardware
performance monitoring (HPM) methodology exploits this property of global random
variations for identifying the performance status of a target circuit or system through
measuring monitoring circuits. It can also be used in conjunction with some post-
silicon techniques such as adaptive voltage scaling (AVS) and speed binning.
Many researchers have proposed various kinds of monitoring circuits with a small
area and test cost over the past years. For example, generic circuits such as process-
sensitive ring oscillators [30, 31] and phase-locked loops [32] enable post-silicon adap-
tations straightforwardly despite its inaccuracy. On the contrary, some researchers
(e.g., [33, 34]) suggested designing monitoring circuits by reflecting characteristics
of a target circuit. Parametric monitors (e.g., [35, 36, 37]) can also contribute more
accurate delay estimation for a design-specific delay model by coupling them with
some specific process parameters with high sensitivities. Another group of the circuits
called in-situ monitors (e.g., [38, 39, 40, 41, 42, 43, 44]) measures delays of some
critical paths directly, but it has representativeness and area overhead issues.
One of the most reasonable HPM methodologies is to exploit statistical analysis
considering process parameters. It is an extension of SSTA, through which we can gen-
erate the mapping function between the measurements and the target timing via PVs.
For example, Liu and Sapatnekar [45] derived the estimation of the amounts of spatial
variations on a chip by allocating the same type of ring oscillators and measuring them.
Later, they proposed the heuristic algorithm of synthesizing replica of a timing critical
path that maximizes correlation with a target timing [46]. Chan, Gupta, Kahng, and
Lai [47], on the other hand, observed that sensitivity to PVs of timing critical paths
forms clusters and suggested to insert one representative ring oscillator per each of
7
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Figure 1.4: (a) Hierarchy of process variations. Names in the red, orange, and yellow
boxes represent variations of physical parameters, electrical parameters, and circuit
timings, respectively. (b) Taxonomy of process variations. HPM methodologies exploit
the property of die-to-die (or global random) variations.
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them. The biggest merit of these approaches is the straightforwardness and simplic-
ity in interpreting the relation model, which enables further analysis and optimization.
However, they assumed that a target timing changes linearly to PVs in common, which
is no longer valid in an NTV regime due to large and nonlinear performance variations,

















Figure 1.5: Change of an inverter-based ring oscillator period with the variation of one
specific process parameter for Vdd of 1.0V (super-Vth regime) and 0.6V (NTV regime)
obtained from SPICE simulation and a 28nm industry PDK. Difference between the
periods at both extremes increases to 3.38× when Vdd decreases from 1.0V to 0.6V.
Note that the normalized variations -1.0 and +1.0 indicate −3σ and +3σ value of the
parameter variation, respectively.
HPM methodologies combined with advanced machine learning techniques have
emerged recently. The most distinguishing feature is that it only requires a dataset
consisting of a sufficient number of measurement data and corresponding timings.
Mu, Chao, Chen, and Wang [48] selected important parameters among measured ring
oscillator frequencies and their polynomial terms and generated a dataset by paring
them with the corresponding fmax together. After that, they trained an fmax prediction
model using the dataset through Bayesian linear regression. Sadi, Kannan, Winem-
berg, and Tehranipoor [49], on the other hand, exploited timing slack sensors as moni-
toring circuits and compared the results of applying various kinds of machine learning
techniques for speed binning of a chip. Though these approaches do not require any
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information about process parameters, it is hard to interpret trained models like other
machine learning techniques. Hence further analysis and optimization for improving
prediction quality could be a daunting task. For example, engineers should retrain
the model every time for exploring the impact of the number of monitoring circuit
instances on prediction pessimism. In addition, Sadi et al. did not provide enough evi-
dence to support the efficacy of their slack sensor insertion algorithm theoretically and
empirically.
1.3 Asynchronous Pipeline Controller
Synchronous circuit design style has contributed to the proliferation of VLSI systems
and the rapid advancement of the semiconductor industry over the past few decades.
One of the main factors of success is the simplicity in the synchronization of all com-
ponents in systems through a global clock network. However, with the advancement
of the semiconductor manufacturing process and the rise of the demand for faster and
more energy-efficient electronic circuits in emerging domains, e.g., deep neural net-
works [26], various issues on a global clock network become more and more critical
for VLSI system designers. For example, the technique of fine-tuning clock skew has
been widely used for implementing high-performance circuits [50, 47], but its appli-
cation has become much hard as the noise and delay variability caused by process–
voltage–temperature (PVT) variation increases [51]. In addition, reducing the power
consumption on a clock network is faced with its limitation due to the stagnation of
scaling [52, 53]. In this respect, many researchers are pessimistic about the use of the
conventional synchronous circuit design style in the future [54].
An asynchronous circuit is one of the attractive alternatives to the synchronous
circuit design style since it is able to cope with the limitations. Contrary to the syn-
chronization mechanism used in a global clock network in synchronous circuits, asyn-
chronous circuits exploit handshaking protocol for the communication between circuit
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components, by which they consume less dynamic power and operate at a higher fre-
quency than their synchronous counterparts in general [55, 56]. For a synchronous cir-
cuit, a global clock network consumes a large proportion of the total dynamic power,
and its performance, i.e., the minimum clock period, of the whole system relies on the
most timing critical path. On the other hand, activation of an asynchronous circuit is
independent of clock time, and thus the power-hungry clock network is never needed.
Based on this property, from the 1950s to 1970s, several leading asynchronous
high-performance processors were implemented by some universities, including the
University of Illinois at Urbana-Champaign (ILLIAC in 1952 and ILLIAC II in 1962)
and University of Manchester (Atlas in 1962 and MU-5 in 1974). From the 1980s,
modern single-chip or SoC style asynchronous microprocessors were mainly designed
by Martin’s group at Caltech (CAM in 1988 [57] and MiniMIPS in 1997 [58]), Furber’s
group at the University of Manchester (Amulet1 in 1993 [59], Amulet2e in 1997
[60], and Amulet3i in 2000 [61]), and Nanya’s group at Tokyo Institute of Technol-
ogy (TITAC-1 in 1994 [62] and TITAC-2 in 1997 [63]). Meanwhile, for the com-
mercial purpose, the asynchronous 8051 microcontroller from Philips [64] was sold
over 700 million copies with the use of the first fully-automated industrial-strength
asynchronous design flow (Tangram, later Haste) [65]. Recently, with the increase of
interest in deep learning, neuromorphic processors including IBM’s TrueNorth [66],
Stanford University’s Neurogrid [67], and the University of Manchester’s SpiNNaker
[68] used asynchronous interconnection networks to integrate massively-parallel pro-
cessing elements efficiently. However, one of the barriers to the adoption of an asyn-
chronous handshaking mechanism is a large area of a handshaking controller. One no-
table method to lower the barrier is employing handshaking controller templates [69,
70, 71], and those adapted to pipeline structure are widely used for high-performance
applications [72] in particular.
Pipeline controller templates can be sorted into two categories depending on the
use of dynamic logics in order to enhance circuit performance. For example, Suther-
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land and Fairbanks [73] customized their dynamic logics and inserted them for fast
data transmission, and Singh and Nowick [74] proposed the pipeline controller tem-
plate with full capacity storage using dynamic logics. Furthermore, Fant and Brandt
[75], Martin and Nyström [76], and Xia et al. [77] suggested the methods of employing
dynamic logics with dual outputs. However, their solutions require substantial care or
experience to fit into industrial design flows. Though some researchers, e.g., [78, 79],
devised CAD tools for optimizing asynchronous circuits in the past, they assumed a
restricted cell library or a specific design style, which is hard to integrate with the
conventional one.
On the other hand, implementing asynchronous circuits using purely static logics,
e.g., [80, 81, 3, 82], is relatively easy to exploit current well-established EDA tool-
chain and standard cell libraries. For example, Sutherland [80] employed his custom
latch (i.e., capture-pass) and a C-element in his pipeline controller template, and Singh
and Nowick [81] devised MOUSETRAP, a high-performance pipeline controller tem-
plate using a normally-transparent latch. Recently, on top of [81], Ho and Chang [3]
achieved a significant reduction on dynamic power consumption in datapath by block-
ing glitches in data transmission using a normally-opaque latch. Toan, Tung, and Lee
[82] slightly ameliorated its energy efficiency and performance using a C-element, but
the underlying operation is identical to that in [3].
Meanwhile, the performance gap among manufactured chips has grown a lot over
the past years due to operation at low Vdd and enlargement of process variations. Fig-
ure 1.2(a) shows the drastic increase of the performance gap caused by Vdd scaling
for 28nm process technology, and the curves in Figure 1.6 indicate that the maxi-
mum operating frequency can be increased by more than 10× when the temperature
changes from 0 ◦C to 75 ◦C for the sub-Vth regime. Various kinds of post-silicon tun-
ing techniques have been proposed and used to contract this wide performance gap
through adjusting delay tunable components on individual chips based on their physi-
cal properties. One representative method is clock skew tuning, which resolves timing
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violations by inserting delay circuits like adjustable delay buffers (ADBs) to control
local clock skews. For example, Figure 1.7(a) describes a capacitor bank based ADB
implementation [8], and ARM used a long delay chain of ring oscillators called tun-
able delay stages (TDSs) shown in Figure. 1.7(b) for tracking temperature variation in
the system [9].
~10X
Figure 1.6: Change of system frequency with Vdd scaling when the temperatures are
0 ◦C and 75 ◦C for 65nm process technology.
For a bundled-data protocol based asynchronous circuit, a receiver should not ac-
cept a request signal before arriving data signals from its sender. To ensure this, most of
the previous researches focused on the optimization and logical operation of pipeline
controller templates with the assumption of using these post-silicon tunable delay cir-
cuits [70, 3]. As a result, they required a large number of delay buffers to intentionally
provide a long delay path on each pipeline stage, causing a considerable area overhead.
Figure 1.8 demonstrates the change of the whole controller and delay buffer area as the
required delay for satisfying handshaking communication increases. Except for some
kinds of circuits like FIFO buffers, the red curve in Figure 1.8 indicates that the delay





















Figure 1.7: (a) The circuit structure of a capacitor bank based adjustable delay buffer
(ADB) [8]. The delay depends on the number of capacitors turned on in its capacitor
bank. (b) The circuit structure of a tunable delay stage (TDS) used in [9]. The delay can
be manipulated by the selection signals that enter the multiplexers and demultiplexers.

















































Figure 1.8: Change of the area of an asynchronous pipeline controller when all delay
circuits are delay buffer chains (blue curve) and the proportion of delay buffers (red
curve) on a pipeline stage. I measured the area and delay according to 45nm NanGate
Open Cell library [4].
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1.4 Contributions of this Dissertation
Timing analysis is one of the necessary steps in the development of a semiconduc-
tor circuit. Furthermore, it is increasingly important as PVT variation increases in
advanced process technologies. For example, it is required to introduce an accurate
timing analysis technique based on a more realistic timing model for reducing a bit
of timing pessimism in the design process (Chapter 2). Even in the post-silicon phase,
precise and efficient timing prediction methodology is also essential to apply various
kinds of adaptive low-power techniques (Chapter 3). Besides, sophisticated optimiza-
tion based on timing analysis is one of the top priorities in emerging circuit structures.
(Chapter 4). In this dissertation, I address three problems related to timing analysis and
optimization in logic and physical synthesis. The contributions of each chapter are as
follows.
• In Chapter 2, I propose the analysis method under flexible flip-flop timing model
derived from a comprehensive interval analysis of a clock-to-Q delay, with a
demonstration of applications to two examples. I also formulate applications
of my flexible flip-flop timing analysis into convex optimization problems: the
problem of finding the minimum clock period of a given circuit and the clock
skew scheduling problems for maximizing the worst and total timing slacks.
Lastly, I suggest a technique for improving the speed and scalability of solving
them.
• In Chapter 3, I propose a holistic HPM methodology, from design to post-silicon
phase, for handling wide and nonlinear performance variation in NTC and ad-
vanced process. I first reduce the problem of finding an efficient configuration of
monitoring circuits into the optimal experiment design problem. I also propose
the target timing prediction flow by combining the statistical estimation of FEOL
and BEOL PVs and a neural network based inference model with uncertainty
learning. Lastly, I suggest the calibration flow throughout typical IC design flow
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via transfer learning and employ surrogate models for avoiding time-consuming
SPICE simulations.
• In Chapter 4, I propose a technique of synthesizing an asynchronous pipeline
controller in a way to share delay buffers among setup timing paths on pipeline
stages (i.e., delay path sharing), so that the total delay buffers should be min-
imally allocated, formulating the allocation problem into linear programming.
By extending the delay path sharing concept (i.e., delay path reusing), I devise a
new area-efficient delay circuit structure called delay path unit (DPU) and pro-




ANALYSIS AND OPTIMIZATION CONSIDERING FLEX-
IBLE FLIP-FLOP TIMING MODEL
2.1 Preliminaries
2.1.1 Terminologies
Let me consider the circuit consisting of two flip-flops FF i and FF j shown in Fig-
ure 2.1, and let x(i), x(j), Dmaxi,j , and D
min
i,j in the figure be clock arrival times at FF i
and FF j and maximum and minimum propagation delays of the combinational logic
from FF i to FF j , respectively. Then the static timing analysis terms are formally
defined as follows:
• Setup skew tsuskew(j): The setup skew tsuskew(j) of FF j is the time interval ending
at the clock’s active edge of the flip-flop during which the input data to FF j is
stable.
• Hold skew thskew(j): The hold skew thskew(j) of FF j is the time interval starting
at the clock’s active edge of the flip-flop during which the input data to FF j is
stable.
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• Clock-to-Q delay tc2q(j): The clock-to-Q delay tc2q(j) of FF j refers to the time
lapse between the clock’s arrival edge of the flip-flop and the time to register
the input data to the output of FF j . If FF j’s setup skew tsuskew(j), hold skew









• Setup time tsutime(j): The setup time value tsutime(j) of FF j is a lower bound of
the setup skew of FF j set by a designer to make sure a successful latching at
FF j .
• Hold time thtime(j): The hold time value thtime(j) of FF j is a lower bound of the
hold skew of FF j set by a designer to make sure a successful latching at FF j .
• Setup slack tsuslk(j): The setup slack tsuslk(j) of FF j is the extra setup skew avail-




• Hold slack thslk(j): The hold slack thslk(j) of FF j is the extra hold skew available




• Worst slack twslk: The worst slack twslk of a circuit is the minimum value of the









• Total slack ttotslk: The total slack ttotslk of a circuit is the summation of the minimum
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Figure 2.1: A simple circuit and its timing diagram.
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2.1.2 Timing Analysis
A target circuit is first decomposed into the set of all timing paths and the maximum
and the minimum signal propagation delays of each path are calculated. Then, timing
validation at all flip-flops and primary inputs and outputs is checked. For simplicity,
consider two fundamental timing paths: a data path and a clock path. A data path is
a path that propagates logical signals. It starts from a primary input port or an output
data pin of a flip-flop and ends at an input data pin of a flip-flop or a primary output
port. A clock path, on the other hand, is a path that propagates clock signals. It starts
from a clock source port and ends at each flip-flop’s input clock pin. The delay of a
clock path includes not only the delays of buffers or inverters but also interconnect
delays.
In a synchronous digital system, there are two timing errors related to flip-flops or
latches: a setup time violation and a hold time violation. A setup time violation occurs
when the data signal arrives too late relative to the active clock transition, while a hold
time violation occurs when it arrives too soon. To avoid the timing violations, designers
introduce a setup time constraint tsuskew(j) ≥ tsutime(j) (or equivalently, tsuslk(j) ≥ 0) for
each FF j , and a hold time constraint thskew(j) ≥ thtime(j) (or equivalently, thslk(j) ≥
0) for each FF j . For example, for the circuit in Figure 2.1, the setup and hold skews












x(i) + tc2q(i) +Di,j
)
− x(j),
where Dmini,j ≤ Di,j ≤ Dmaxi,j . The computed values are compared with the preset
values of the setup time and the hold time of FF j . If both of the skews are larger, the
analyzer will ensure a correct operation at FF j .
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2.1.3 Clock-to-Q Delay Surface Modeling
One of the most important and basic tasks for flexible flip-flop timing based analysis
and optimization is characterizing a clock-to-Q delay surface. A clock-to-Q delay sur-
face is a three dimensional graph that describes the change of the clock-to-Q delay of
a flip-flop for various pairs of setup and hold skew values. Its x, y, and z axes denote a
flip-flop’s setup skew, hold skew, and the corresponding clock-to-Q delay, respectively,
as shown in Figure 2.2.
Figure 2.2: View of a clock-to-Q delay surface. All data of (tsuskew, t
h
skew, tc2q) are
extracted at every 1ps of timing points through SPICE simulations with 45nm Nan-
Gate Open Cell Library [4], where tsuskew and t
h
skew are characterized over the range of
0ps∼100ps and -20ps∼100ps, respectively.
For modeling a clock-to-Q delay surface, Chen, Li, and Schlichtmann [20] tried to
fit the SPICE simulation results into the following analytic function







in which a0, a1, a2, s0, and h0 are the fitting coefficients. It is a nonlinear fitting prob-
lem as the form of the function suggests, and it can be effective to use nonlinear least
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squares, which is used to fit a set of observations with a model consisting of unknown
parameters. Contrary to [20], Kahng and Lee [21] suggested to exploit linearly approx-
imated relations between setup skews and clock-to-Q delays for given hold skews, or
hold skews and clock-to-Q delays for given setup skews. Conventionally this type of
task is categorized as a linear fitting problem, and various objectives can be utilized for
the problem. One possible direction is linear least squares, which minimizes the sum
of all residuals for given data points.
More accurate clock-to-Q delay surface modeling than that in Equation (2.1) would
also be possible. For instance, the latest convex regression techniques such as [83, 84,
85, 86], and other various works of applied mathematics communities can be exploited
for clock-to-Q delay surface modeling. It should be noted that my timing analyzer can
use any existing clock-to-Q delay surface model as long as it is convex.
2.2 Clock-to-Q Delay Interval Analysis
In this section, I first derive my clock-to-Q delay interval analysis in Section 2.2.1. Af-
ter that, I apply it to two representative applications of flexible flip-flop timing model:
(1) finding minimum clock period of a given circuit design, (2) clock skew scheduling
for improving worst slack, clock period, and total slack. Note that (1) is an analysis
problem while (2) is an optimization problem. In Section 2.2.2, I add two additional
constraints, i.e., an interacting constraint and a clock-to-Q delay constraint, and then
formulate the analysis problem into a convex programming based on the constraints,
in Section 2.2.3. In addition, I apply my concept to the clock skew scheduling prob-




Since the clock-to-Q delay at a certain clock cycle depends on the setup skew at the
previous clock cycle and the hold skew at the current clock cycle, the clock-to-Q delay






































Let me assume that all logical operations at every clock cycle are independent to each
other as being done in conventional static timing analysis. Then it is possible to have
the case that t(c)c2q is very large while t
(c+1)
c2q is very small or vice versa; therefore, the
concept of the convergence in the pointwise manner in [20, 21, 22, 2] would not result
an accurate solution, and it is more natural to consider the convergence based on clock-
to-Q delay intervals.
Let tminc2q (i) and t
max
c2q (i) be the minimum and maximum clock-to-Q delays of FF i,
respectively. Then, the minimum setup skew tsu,minskew (j) and the minimum hold skew




















The maximum setup skew tsu,maxskew (j) and the maximum hold skew t
h,max
skew (j) at FF j
are also expressed similarly. By reasoning the more delay is required to charge or
discharge the internal capacitor of a flip-flop as the setup skew and the hold skew
diminish, the minimum and the maximum clock-to-Q delays at FF j can be expressed
as















where Fj is the clock-to-Q delay surface of FF j . By the same token, the procedure




































By repeating this process for all flip-flops, the intervals of their clock-to-Q delays as
well as the timing relations between their parameters being involved can be obtained
easily.
Now let me find out the impacts of the analysis methods, i.e., the conventional
pointwise convergence based analysis in [20, 21, 22, 2] and my clock-to-Q delay in-
terval based analysis, with two example circuits. For clarity, I will denote clock-to-Q
delays obtained from pointwise convergence based analysis with an asterisk.
Case 1: The circuit of Figure 2.1. Let me suppose that FF i has a specific value of
a clock-to-Q delay, i.e., tc2q(i), initially. From the clock-to-Q delay of FF i, previous
works compute the setup skew and the hold skew of FF j , from which the clock-to-




is determined and marked with a red dot in Figure 2.3(a).
Likewise, the worst skew scenario of a timing path to FF k together with t∗c2q(j) will




, as illustrated in Figure 2.3(b). How-
ever, FF j can have a smaller clock-to-Q delay than t∗c2q(j) in reality because of the
independence between the two clock-to-Q delays used in the calculation of the setup
skew and the hold skew of FF j ; in other words, all points in the blue region of Fig-









at FF k are then cal-
culated like Equation (2.4), and I can easily deduce that the gap between t∗c2q(j) and
tminc2q (j) causes reduction of the minimum hold skew of FF k in Figure 2.3(b). (Note
that the clock-to-Q delay value increases as the point gets closer to the separation
curve.) As a result, tmaxc2q (k) would be located below the curve, and therefore, against
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the expectation based on the previous thought, the circuit may run into the danger of

































































Figure 2.3: (a)-(b) Timing analyses of FF j and FF k of the circuit in Figure 2.1. (c)-
(d) Timing analyses of FF i and FF j of the circuit in Figure 2.4. In all figures, the
outcomes based on the previous notion and mine are in red and blue, respectively.
Each plot represents the top view of the clock-to-Q delay surface of the corresponding
flip-flop, and each curve represents the boundary between success and failure regions
of latching. Therefore, the points located above the curve are safe while the others are
in danger.
Case 2: The circuit of Figure 2.4. Let us suppose that the circuit in Figure 2.4 has a
simple feedback loop. Unlike the previous case, through the iteration, the location of




may be far from the blue box bounded by the
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Figure 2.4: A simple circuit.
minimum and the maximum of the setup skews and the hold skews of FF i, as shown
in Figure 2.3(c). If t∗c2q(i) ≥ tmaxc2q (i), the minimum setup skew of FF j calculated
from tmaxc2q (i) will be larger than that from t
∗
c2q(i) as shown in Figure 2.3(d) according
to Equation (2.2). Similarly, the minimum hold skew of FF j obtained from tminc2q (i) is
smaller than that from t∗c2q(i), due to t
∗
c2q(i) ≥ tminc2q (i) if t∗c2q(i) ≥ tmaxc2q (i), as shown
in the same figure. As a result, contrary to the case of the circuit in Figure 2.1, there
can be a room for further timing optimization, e.g. increasing the clock frequency.
2.2.2 Additional Constraints
(1) Formulating interacting constraints of setup and hold times: Setup and hold times
are treated independently under fixed flip-flop timing model. However, in flexible flip-
flop timing model based analysis, I should consider the interaction of them through






. A flip-flop is able to latch its data with
a certain pair of setup and hold skews, so there exists a boundary curve among the







and let G has negative values in the feasible region while positive val-
ues on the opposite side. Then the setup and hold times I can feasibly set with no
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as shown in Figure 2.5. Note that since there is abundant choice of selecting setup and
hold times, i.e., all points satisfying the inequality, the exploration of alternatives will
enable the timing analysis and optimization to be more flexible. One simple method to



































= 0. The upper right






< 0, is safe for setting setup and hold times, while






> 0, is infeasible due to the
failure of a latching. If the minimum setup and hold skews of a flip-flop are located







= 0 along x and y axes, respectively.
(2) Formulating clock-to-Q delay constraints: The clock-to-Q delay constraint atFF j
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2.2.3 Analysis: Finding Minimum Clock Period
The problem in this subsection is to find a minimum clock period at which a given
circuit can operate with no timing violations for given clock arrival times. To consider
the combination of setup and hold time constraints, let me assume that N flip-flops
FF (i,1), · · · , FF (i,N) have combinational logic paths to FFj , as shown in Figure 2.6.
Each path from FF (i,n) to FF j (n = 1, · · · , N ) has the minimum setup and hold
skews











th,minskew (i, n, j) =
(





where tsu,minskew (i, n, j) and t
h,min
skew (i, n, j) are the minimum setup and hold skews of the
path from FF (i,n) to FF j , respectively. The maximum setup and hold skews of each
path can also be calculated similarly. Since all paths are independent to each other
in static timing analysis, the minimum setup and hold skews of FF j , i.e., t
su,min
skew (j)
and th,minskew (j), should be less than all the minimum setup and hold skews, and the
maximum setup and hold skews of FF j , i.e., t
su,max
skew (j) and t
h,max
skew (j), should also be
greater than all the maximum setup and hold skews; therefore it can be expressed as
tsu,minskew (j) ≤ minn=1,··· ,N
{
tsu,minskew (i, n, j)
}
,
th,minskew (j) ≤ minn=1,··· ,N
{
th,minskew (i, n, j)
}
,
tsu,maxskew (j) ≥ maxn=1,··· ,N
{
tsu,maxskew (i, n, j)
}
,
th,maxskew (j) ≥ maxn=1,··· ,N
{
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Figure 2.6: A circuit illustrating my derivation of formulation for the problem in Sec-
tion 2.2.3. For clarity, only three paths are shown in the figure.
In addition, the following timing analysis constraints, i.e., the interacting constraints















for each flip-flop FF j .
At the same time, it is necessary to check if the solution space constrained by the
inequalities with functions G and F is convex for reliable and efficient exploration.
The following three assumptions support the convexity:
• Assumption 1. G for every flip-flop is a convex and monotonic non-increasing.
• Assumption 2. F for every flip-flop is a convex and monotonic non-increasing.
• Assumption 3. The lower bound of clock-to-Q delay for every flip-flop equals to
the minimum possible clock-to-Q delay of the flip-flop.
Assumption 1 is acceptable since G is defined by a designer. Assumption 2 is also
strongly supported in the light of the shape of a clock-to-Q delay surface, i.e., Fig-
ure 2.2, and by the qualitative analysis of the internal operation of flip-flops. Finally,
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Assumption 3 does also make sense in that clock-to-Q delay decreases very rapidly as
setup and hold skews increase, ultimately approaching the minimum clock-to-Q delay,
as shown in Figure 2.2.
As a result, the problem can be transformed into a form of convex programming
expressed as
minimize Tclk





























skew , and t
max
c2q are optimization variables while the others are constants ob-
tained from analyzing the target circuit and characterizing flip-flops in the optimiza-
tion problem of Equation (2.5). Note that th,minskew can be computed using clock arrival
times already known and Assumption 3 before solving Equation (2.5); therefore, I can
exclude all optimization variables related to th,minskew and t
min
c2q .
2.2.4 Optimization: Clock Skew Scheduling
Clock skew scheduling is another representative timing optimization problem which
exploits the adjustment of clock arrival times of flip-flops in order to relax the worst
and total slacks or increase the clock frequency of a circuit. Relaxation of setup and
hold slacks by exploiting clock skew scheduling, in particular, is important for a num-
ber of reasons [22, 2]. One reason is that it could resolve setup and hold time violations
with little effort to remove them using late-stage ECO knobs, e.g., trial-and-error of
gate sizing, threshold voltage swapping. Another reason is that it enables a circuit to
be highly tolerant to PVT variation which are frequently occurred in recent nano-scale
high speed designs.
In spite of its importance, there are few previous works handled the integration
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of clock skew scheduling and flexible flip-flop timing model, and among them, to
the best of my knowledge, no work has considered the intervals of clock-to-Q delays
of flip-flops yet. I formulate the problem in a form of convex programming with the
three assumptions presented in Section 2.2.3. Basic constraints are identical to those
in Equation (2.5), but I require additional constraints for expressing slacks and adjust-
ment ranges of clock arrival times.
(1) Formulating worst and total slack constraints: Worst slack is the minimum value
among all setup and hold slacks, thus it can simply be formulated as











Equation (2.6) includes tsutime(j) and t
h
time(j), which can be easily calculated from
tsuskew(j) and t
h
















if Gj is assumed to be a constant clock-to-Q delay curve; thus tsutime(j) and thtime(j)
corresponding to tsu,minskew (j) and t
h,min
skew (j) are obtained by
tsutime(j) =
a1






tuprc2q (j)− a0 − a1/
(
tsu,minskew (j)− s0
) + h0. (2.7)
Total slack is the summation of minimum slack values all flip-flops have, and the











where tsuslk(j) and t
h
slk(j) are the same as those in Equation (2.6).
For formulating convex programming, the solution space constrained by all con-
straints should be a convex set. In the case of the constraints of Equation (2.6), tsutime(j)
and thtime(j) are convex functions of t
h,min
skew (j) and t
su,min
skew (j), respectively, due to As-
sumption 2 and the property that f : Rn → R is convex if and only if the function
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g : R → R, g(t) = f(x + tv),dom g = {t|x + tv ∈ dom f} is convex in t for any
x ∈ dom f and v ∈ Rn. Hence, the right hand sides of Equation (2.6) are concave,
and consequently, the solution space is a convex set. For the case of a total slack con-
straint, the right hand side of Equation (2.8) is also concave since minimum of concave
functions is concave and summation operator preserves its convexity or concavity; thus
the solution space is again a convex set. It should be noted that I do not need to care
about the clock-to-Q delay surface model for Equation (2.6) as long as the boundary
function Gj is convex.
(2) Formulating boundaries of clock arrival times: Clock signal arrival times cannot
be increased or decreased unlimitedly because of the limitation of the amount of avail-
able resources, e.g., metal wires, buffers, inverters. The boundary of each clock arrival
time x thus should be expressed as
γ1(j) ≤ x(j) ≤ γ2(j), ∀FF j , (2.9)
where γ1(j) and γ2(j) are the lower and the upper bounds of the adjustment amount
of clock arrival time of FF j set by a designer.
In summary, clock skew scheduling problem for maximizing worst slack based on
















































, ∀FF j ,
γ1(j) ≤ x(j) ≤ γ2(j), ∀FF j ,
twslk ≥ 0,
(2.10)
where Hsuj and Hhj are the equations of tsutime(j) and thtime(j) derived from Equa-







and x. Note that I can omit interacting constraints of setup and hold times in this for-
mulation since the forth and the fifth constraints can replace them perfectly with the
last constraint. All tminc2q are also vanished due to Assumption 3. In addition, Equa-
tion (2.10) can be exploited for minimizing clock period by substituting Tclk for the
objective function and including it in the optimization variables; furthermore, total
slack maximization is also possible by replacing the objective with the right hand side
of Equation (2.8).
2.2.5 Scalable Speedup Technique
To solve Equations (2.5) and (2.10) efficiently, I can exploit various algorithms, e.g.,
the interior-point polynomial time method [87], which is known as one of the most effi-
cient techniques in theory and practice to solve many convex optimization problems in-
cluding linear programming, second-order cone programming, semidefinite program-
ming, etc. However, as a circuit size grows and the number of flip-flops explodes,
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the interior-point method will suffer from the run time issue as well as the capacity
problem due to the drastic increase of the number of variables and constraints in the
formulation. For these reasons, it is required to develop an alternative viable speedup
technique that is best suited for the context of my solution with negligible decrease of
analysis quality.
It is trivial that all timing paths cannot be critical simultaneously, and not surpris-
ingly, a large part of information on the timing paths is redundant and can be excluded
from my formulation. Therefore, I can exploit this property as a means of speeding
up. In some aspect, my speedup technique is similar to that in [23] which is a sort of
criticality-dependency aware timing analysis. The work in [23] collected timing-risky
flip-flops and checked the criticality for all fan-out flip-flops by applying breadth first
search traversal. I update the technique in [23] as Algorithm 1 based on my observa-
tion.
Algorithm 1 shows my proposed algorithm for speeding up of solving clock period
minimization problem Equation (2.5), which classifies the types of all flip-flops and
data paths. Meaning of each flip-flop’s type is as follows:
• TY PEN -0: It means that there is no need to include the flexible timing property
of the flop-flop in Equation (2.5). The maximum clock-to-Q delay of that flip-
flop will be set as α× tminc2q for reduction of the problem size.
• TY PEN -1: It means that the flexible timing property of the flip-flop should be
fully or partially considered in Equation (2.5).
The algorithm requires two additional input parameters: a set of maximum allowable
clock-to-Q delays tuprc2q , which is related to interacting constraints of setup and hold
times, and a user-defined parameter α. I first assume the clock period of the circuit as
the minimum possible value T lclk. After that, I calculate t
h,min
skew for all flip-flops and
compute tsu,corskew using them. Note that the minimum hold skew for each flip-flop is
independent to the clock period, and H is the function which finds the corresponding
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Algorithm 1: Preprocessing for speeding up of solving Equation (2.5)
input : Timing information of a given circuit
Clock-to-Q delay surface model
Maximum allowable clock-to-Q delays tuprc2q
User-defined parameter α
output: Classification results for all flip-flops
/* initialization */










initialize an empty queue Q
/* rough estimation */
for each flip-flop FF j do
th,minskew (j)← minFFi∈Pj
{

















x(i) + α× tminc2q (i) +Dmaxi,j
}












c2q (j)← TY PEN -0, α× tminc2q
end
end
/* work list algorithm */
while Q.empty() = False do
i← Q.dequeue()
for each flip-flop FF j driven by FF i do




























setup skew for a given hold skew and a target clock-to-Q delay on a clock-to-Q delay
surface. I then calculate tsu,wstskew assuming that the maximum clock-to-Q delays of all




skew , the minimum hold skew
of the flip-flop is large enough, so that there is no need to involve its flexible flip-flop
timing property. At last, I propagate the effects of TY PEN -1 flip-flops in the way of
work list algorithm using the queue Q.
Connections around a TY PEN -1 flip-flop can be classified into four types by the
types of their fan-in and fan-out flip-flops. When it is connected to no TY PEN -1
fan-out flip-flops, it is separated from other flip-flops, and there is no need to include
its tmaxc2q . Hence it is enough to consider only the constraints related to the minimum
setup skew and the interacting constraints of the setup and hold times for it. For other
cases, it is not guaranteed that tmaxc2q values of all TY PEN -1 fan-out flip-flops are less
than or equal to α × tminc2q , and hence I need to reserve them as optimization variables
in Equation (2.5). Remaining flip-flops except TY PEN -1 flip-flops, i.e., TY PEN -0
flip-flops, can be excluded from solving Equation (2.5) and as a result, I could expect
the reduction of the number of variables and constraints and total run time.
Algorithm 1 can also be extended to the clock skew scheduling problem with slight
modification in the same token. In the case of Equation (2.10), unlike Equation (2.5), x
values are included in optimization variables, and therefore, I cannot obtain the exact
minimum hold skew for each flip-flop and should handle it as an interval. For example,










γ1(i, n) + t
min





in order to analyze and use the maximum clock-to-Q delay of each flip-flop. Then the
candidate minimum setup and hold skews of FF j when x(j) = 0 can be expressed as
a rectangle whose width and height are γ2(i, n1)− γ1(i, n1) and γ2(i, n2)− γ1(i, n2),
respectively. Since an increment of x(j) causes an increase of tsuskew(j) and a decrease
of thskew(j) of the center point of the rectangle simultaneously, the region would shift
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if x(j) varies from γ1(j) to γ2(j). Consequently, all candidate pairs of t
su,min
skew (j)
and th,minskew (j) can be represented as a hexagonal region, and it is enough to check
clock-to-Q delays at two vertices of the region due to the convexity of a clock-to-Q
delay surface. In Algorithm 1, I can use this concept instead of tsu,corskew and t
su,wst
skew for
classifying the types of all flip-flops.
2.3 Experimental Results
All the experiments were run in MATLAB environments, and my flexible flip-flop
timing model based formulations were solved by using CVX, a package for specify-
ing and solving convex programs [88, 89], with SDPT3 4.0, a MATLAB software for
semidefinite-quadratic-linear programming [90, 91]. All implementations were per-
formed on Linux machine with 8 cores of 3.50GHz CPU and 16GB memory and tar-
geted on ISCAS’89 benchmark circuits, b19 of ITC’99 benchmark circuits, and des
(perf opt), pci, usb funct, and vga lcd of OpenCores benchmark circuits. 45nm Nan-
Gate Open Cell Library [4] and SPICE simulations using Synopsys HSPICE were used
to sample clock-to-Q delays. Synopsys Design Compiler, IC Compiler, and PrimeTime
were used for synthesizing, placement & routing, and extracting timing information of
the circuits, respectively.
2.3.1 Application to Minimum Clock Period Finding
To compare the results of the conventional flexible flip-flop timing model based clock
period minimization methods proposed in [20] and my clock-to-Q delay interval based
analysis (without speedup technique) fairly, I implemented them in MATLAB environ-
ments. In addition, I assumed all clock arrival times had already been scheduled under
the conventional fixed flip-flop timing model based method [1], since useful clock
skews are frequently utilized in circuit design flow for the purpose of optimization.
The experimental results are shown in Table 2.1.
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Table 2.1: Comparison of minimum clock periods and run times assuming clock arrival
times have already been scheduled under the conventional fixed flip-flop timing model
[1].
Ckt. #FFs
Run time [sec] Tminclk [ps]
ITA [20] Proposed ITA [20] Proposed Improvement
s27 3 0.02 0.07 439.75 439.00 0.75
s298 14 0.05 0.08 905.16 904.09 1.08
s344 15 0.06 0.09 909.43 908.37 1.06
s349 15 0.06 0.09 913.94 912.93 1.01
s382 21 0.08 0.09 881.94 880.80 1.14
s386 6 0.01 0.09 903.01 902.96 0.06
s400 21 0.18 0.12 930.18 929.19 0.99
s420 16 0.05 0.09 941.68 938.73 2.95
s444 21 0.08 0.09 919.16 918.27 0.89
s510 6 0.03 0.08 1041.59 1040.46 1.13
s526 21 0.09 0.09 944.33 943.38 0.95
s641 14 0.02 0.09 3259.33 3258.76 0.57
s713 14 0.03 0.09 3456.06 3455.48 0.58
s820 5 0.01 0.08 1316.92 1316.88 0.04
s832 5 0.02 0.07 1246.86 1245.90 0.95
s838 32 0.17 0.10 1029.96 1028.17 1.79
s953 29 0.07 0.10 1197.13 1197.01 0.13
s1196 18 0.02 0.08 1284.22 1283.61 0.61
s1238 18 0.02 0.08 1228.26 1227.51 0.75
s1423 74 0.36 0.17 2983.67 2974.80 8.86
s1488 6 0.01 0.08 1279.83 1279.68 0.14
s5378 162 0.30 0.22 1190.28 1190.20 0.08
s9234 132 0.28 0.22 2439.80 2430.73 9.07
s13207 214 0.38 0.23 2498.22 2489.42 8.80
s15850 128 0.34 0.20 2845.97 2837.20 8.77
s35932 1728 2.25 0.96 1502.32 1501.83 0.48
s38417 1462 2.13 1.60 2130.43 2121.32 9.11
s38584 1159 2.05 0.80 2388.52 2379.63 8.88
b19 1876 6.05 2.01 5999.09 5989.90 0.02
des 1984 2.46 1.29 2293.53 2293.50 0.02
pci 3271 4.16 2.25 2400.64 2400.04 0.60
usb funct 1735 0.46 0.72 1297.53 1296.86 0.67
vga lcd 17055 69.47 M/E 3743.12 M/E N/A
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Table 2.1 summarizes minimum clock periods obtained by ITA [20] and the pro-
posed method with run times. The first and second columns, Ckt. and #FFs, repre-
sent the name and the number of flip-flops of each benchmark circuit. For some of
benchmark circuits, there were discrepancies of minimum clock periods Tminclk be-
tween ITA and mine. For example, ITA determined that the minimum clock period
of s38417 is 2130.43ps; however, my solution reported that it could be reduced fur-
ther to 2121.32ps. As it can be seen from Table 2.1, all minimum clock periods were
reduced by my method. In terms of run time, the proposed method took a little more
time than ITA for small circuits, e.g., s27, s386, s420, s641; on the other hand, for large
circuits, e.g., s35932, s38584, b19, pci, my method took less time due to its stability
nature originated from convexity. Note that M/E in the table represents out-of-memory
error.
2.3.2 Application to Clock Skew Scheduling
Experiments of clock skew scheduling for worst slack maximization were started with
initializing reference clock periods using conventional fixed flip-flop timing model
based clock skew scheduling scheme [1]. For each benchmark circuit, I compared
worst slack values under the reference clock period obtained by (1) applying clock
skew scheduling utilizing flexible flip-flop timing (CSS-FT) proposed in [2] to the
result of [1] additionally, (2) solving my flexible flip-flop timing model based convex
problems described in Section 2.2.4 with CVX directly. All clock arrival times were
assumed to be in the range from -150ps to +150ps. I also applied the same definitions
of setup and hold slacks used in [2] and Section 2.2.4 for calculating them. Results of
the experiments are shown in columns 3-5 of Table 2.2. Columns 3 and 4 of the table
shows worst slacks of CSS-FT and mine, respectively. As shown in the table, all worst
slacks obtained by my method were greater than or equal to those obtained by CSS-FT
since I considered it globally while CSS-FT did it locally. Compared with the results



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ameliorated worst slacks by 10ps∼30ps. In the case of vga lcd, my method and twslk
estimation process could not be performed due to out-of-memory errors originated
from the size of the circuit.
The worst slack value of a circuit linked directly to the minimum clock period of
it. Basically, a minimum clock period means that there are no timing violations at all
in the circuit under that timing condition, i.e. twslk ≥ 0; therefore, comparing minimum
clock periods obtained by changing clock arrival times can also be one criterion for
assessing the performance of clock skew scheduling, so I proceeded the experiments
additionally. Since [20] cannot modify clock arrival times and [2] only works under
given clock period with initial clock arrival times, both of them cannot be compared
with mine directly; thus I estimated the differences between minimum clock periods
obtained by fixed flip-flop timing model based clock skew scheduling scheme [1] and
my method. Note that the results of [1] are optimal under the conventional fixed flip-
flop timing model. Results are shown in columns 6-8 of Table 2.2. The table shows
that my flexible flip-flop timing model based clock skew scheduling reduced minimum
clock periods by up to 75ps over the fixed flip-flop timing model based approach.
Columns 9-11 of Table 2.2 summarizes the total slacks of CSS-FT and my ap-
proach. For all benchmark circuits, mine improved total slacks by up to 56ns over
those of CSS-FT. While my method is effective in comparison with other conventional
methods, complexity or run times of them would be one of the most critical issues. For
example, CSS-FT with conventional fixed flip-flop timing model based clock skew
scheduling took 0.87 + 3.10 = 3.97 seconds for relaxing timing constraints of pci
in Table 2.3, but mine took 21.85 seconds for resolving them, without any speedup
techniques, which is about 5.5× slower. In addition, for all kinds of experiments, my
method could not handle vga lcd due to its size. Thus it is needed to refine my solution
to overcome them by exploiting scalable speedup technique.
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Table 2.3: Comparison of run times of CSS [1], CSS-FT [2], and my method for maxi-
mizing worst slack for some benchmark circuits. Note that run times of CSS-FT denote
additional processing times only.
Ckt. #FFs
Average run time [sec]
CSS [1] CSS-FT [2] Proposed
s27 3 0.05 0.02 0.10
s349 15 0.06 0.04 0.17
s386 6 0.05 0.05 0.12
s444 21 0.08 0.06 0.23
s526 21 0.06 0.04 0.19
s641 14 0.05 0.03 0.14
s713 14 0.08 0.07 0.15
s820 5 0.05 0.04 0.12
s832 5 0.05 0.04 0.12
s838 32 0.08 0.13 0.30
s953 29 0.06 0.06 0.23
s1196 18 0.06 0.05 0.14
s1238 18 0.07 0.04 0.15
s1423 74 0.11 0.22 0.61
s1488 6 0.05 0.02 0.11
s5378 162 0.11 0.20 0.72
s9234 132 0.09 0.21 0.77
s13207 214 0.12 0.29 0.96
s15850 128 0.07 0.16 0.69
s35932 1728 0.19 1.48 7.36
s38417 1462 0.65 2.09 11.80
s38584 1159 0.31 1.20 6.99
b19 1876 0.86 3.27 14.81
des 1984 0.44 1.35 12.08
pci 3271 0.87 3.10 21.85
usb funct 1735 0.10 0.43 6.36
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2.3.3 Efficacy of Scalable Speedup Technique
For verifying the effectiveness of my speedup technique presented in Section 2.2.5, I
compared analysis qualities and run times obtained with and without the technique. I
set the same experimental environments used in Sections 2.3.1 and 2.3.2. For speeding
up of finding solutions, I set α = 1.05, i.e., I excluded some variables and constraints
of the flip-flops whose maximum clock-to-Q delay is less than 1.05 × tminc2q from my


































































































































































































(b) Comparison of run times of clock skew scheduling for maximizing worst slack with clock arrival
times in the range from -50ps to +50ps.
Figure 2.7: Effectiveness of my speedup technique for the problems. α = 1.05 is used
for speeding up and all run times are normalized by run times of mine without the
speedup technique. pre and cvx in the charts represent preprocessing and solving with
convex optimization solver, respectively, and target clock periods for (b) was obtained
by conventional fixed flip-flop timing model based clock skew scheduling scheme [1].
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Figure 2.7 shows the normalized run times of my speeding up solutions for the
problem of finding minimum clock period and the clock skew scheduling problem for
worst slack maximization, respectively. All run times are normalized by the run times
of my original solutions; therefore, the value of 0.10 of usb funct in Figure 2.7(a), for
example, means that I reduced the run time by 90%. As it can be seen from the figure,
run times were reduced by 33% and 44% on average. Run times for small circuits like
s27 and s832 were slightly increased due to the preprocessing step; on the other hand,
for large size circuits, they were especially reduced considerably since the number of
critical flip-flops and data paths were not proportional to the size of a given circuit. For
instance, they were reduced by 74% and 97% for analyzing and optimizing b19, re-
spectively. Furthermore, the problems of vga lcd were solved within 4.81 seconds and
12.22 seconds, which are 14.44× and 5.11× faster than those of ITA and CSS-FT, re-
spectively, with no out-of-memory errors. Meanwhile, the averages of the differences
of the results obtained with and without proposed speedup technique were only 1.20ps
and 1.40ps, respectively. Therefore, it can be concluded that my technique can effi-
ciently remove unnecessary variables and constraints from my original formulations.
2.4 Summary
In this chapter, I proposed a new clock-to-Q delay interval analysis and developed
its mathematical formulation for applicability to representative timing analysis and
optimization problems, i.e., finding minimum clock period and clock skew scheduling,
with the scalable speedup technique. Experimental results with benchmark circuits
demonstrated improvement of optimization quality in terms of clock period, worst
slack, and total slack, as well as discrepancies between the results from previous works
and my proposed concepts. Furthermore, it was shown that my speedup technique




HARDWARE PERFORMANCE MONITORING METHOD-
OLOGY AT NTC AND ADVANCED TECHNOLOGY
NODE
3.1 Overall Flow of Proposed HPM Methodology
Figure 3.1 shows the overall flow of my HPM methodology. According to typical IC
design flow, I consider the procedures in a design phase (Figure 3.1(a)), silicon charac-
terization step (Figure 3.1(b)), and volume production phase (Figure 3.1(c)) separately
in my HPM methodology. Before constructing a target timing prediction model, I gen-
erate statistical netlists of monitoring circuits and timing paths related to the target
timing through modeling and characterization of BEOL PVs (Section 3.2.1). Then I
prepare small datasets consisting of SPICE simulation results of the circuits and start to
train their surrogate models (Section 3.2.2), which will replace remaining SPICE sim-
ulations during the design phase. Note that I use the statistical netlists in the SPICE
simulations for including the effect of FEOL and BEOL PVs on measurements of
monitoring circuits and a target timing simultaneously.
The quality of a target timing prediction significantly depends on the configura-



















































































































































































































































































































































































how many of its instances will be measured. Therefore, I first optimize the configura-
tion of monitoring circuits considering design dependency and the expected prediction
pessimism (Section 3.3.2), as illustrated in the left side in Figure 3.1(a). From the opti-
mized configuration, I construct the following two models (right side in Figure 3.1(a)).
• HPM2PV (Section 3.3.1): A model for estimating FEOL and BEOL PVs from
measurement results of the set of monitoring circuits.
• PV2CPT (Section 3.3.3): A model for predicting variation of a target timing
considering prediction yield from estimation results of the HPM2PV model.
In spite of substantial care, there might be a gap between prediction results through the
trained model and actual results measured from fabricated chips due to various kinds
of factors. To resolve this, as shown in Figure 3.1(b), I finely tune the parameters of the
pre-trained PV2CPT model using measurement data in a silicon characterization step
(Section 3.4.1). In a volume production phase (Figure 3.1(c)), I sequentially estimate
PVs from measurements of the monitoring circuits of a chip using the HPM2PV model
and predict the target timing through fine-tuned PV2CPT model at last (Section 3.4.2).
3.2 Prerequisites to HPM Methodology
3.2.1 BEOL Process Variation Modeling
In the proposed HPM methodology, I consider not only FEOL PVs but also BEOL PVs
in a comprehensive way to reflect growing performance variation caused by BEOL
PVs in advanced process nodes [92]. Unlike FEOL PVs, statistical models related to
BEOL PVs are not provided in general [93, 94], which are necessary for optimizing
the configuration of monitoring circuits and constructing prediction models. Thus I
generate statistical models of BEOL PVs first. Precisely, I consider metal resistances
and ground capacitances of all interconnect layers and via resistances between every
two adjacent interconnect layers as the components of BEOL PVs. For example, I as-
47
sume two random variables xr,i∼N(0, σ2r,i) and xc,i∼N(0, σ2c,i) to create the models
of metal resistance and ground capacitance of interconnect layer i. Likewise, I intro-
duce a random variable xv,i∼N(0, σ2v,i) for expressing the variation model of a via
resistance between interconnect layers i and i+ 1.
Figure 3.2 shows four groups of metal resistances and parasitic capacitances to
which the models of BEOL PVs will be applied. I express the variations of metal
resistance R′r and ground capacitance C
′
g of layer i with their nominal values (Rr and
Cg) and some related coefficients (kr,i and kc,i) as follows.
R′r = Rr × (1 + kr,i × xr,i)
C ′g = Cg × (1 + kc,i × xc,i)
Rr and Cg can be found in parasitic extraction (PEX) results at the nominal condition.
In addition, by assuming xr,i and xc,i as 3σr,i and 3σc,i at Cmin and Cmax corners
respectively, I can derive kr,i and kc,i from the PEX results at those corners. In the same
way, I can calculate the value of kv,i related to a via resistance between interconnect
layers i and i+1, from which the variation model of via resistanceR′v can be expressed
with its nominal value Rv as follows.
R′v = Rv × (1 + kv,i × xv,i)
Meanwhile, xr,i and xc,i are not mutually independent for each interconnect layer
i. Hence I need to characterize correlation ρi between them, of which the value can
be inferred from the PEX results at the five BEOL corners, i.e., Cmax, Cmin, RCmax,
RCmin, and nominal. In my methodology, from multivariate distributions of R′r and







g)RCmax and the distribution center (Rr, Cg) is 3. Further-
more, I generate the variation model of coupling capacitance C ′c formed between two
interconnect metal segments which belong to interconnect layers i and j, respectively,














Figure 3.2: Four groups of interconnect resistances and parasitic capacitances consid-
ered in my BEOL PVs modeling.
xc,i, xr,j , and xc,j), as follows.
C ′c = Cc × (1 + αi,j × xr,i + βi,j × xc,i + γi,j × xr,j + δi,j × xc,j)
Note that I obtain the values of the coefficients αi,j , βi,j , γi,j , and δi,j from C ′c values
in the PEX results at the five BEOL corners through linear regression. Finally, for an
arbitrary circuit netlist, I convert the PEX result at the nominal corner to the statistical
netlist that expresses each BEOL component in terms of BEOL PVs, as shown in
Figure 3.3.
3.2.2 Surrogate Model Preparation
Since most characterization in my HPM methodology heavily relies on lots of SPICE
simulations, there can be an issue related to computing resources, tool licenses, and
simulation runtime. To save the usage of SPICE simulations, I exploit the surrogate
model of variation behavior for each circuit, of which accuracy is almost the same
level as that of SPICE simulation while the evaluation is much faster. Stochastic spec-
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Layout information
of a target circuit
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Parasitic extraction (PEX)
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Converting all resistance/capacitance values
to the models of BEOL PVs
Statistical netlist of a target circuit
Figure 3.3: Conversion flow of a statistical netlist considering BEOL PVs.
tral method [95, 96] is one of the most widely used surrogate model based stochastic
analyses, which implements variation models in the form of the linear combination of
some specific basis functions. For example, let me assume that the vector consisting
of mutually independent random parameters ξ = [ξ1, · · · , ξd] ∈ Rd and restricted and
smooth change of a target output y(ξ). Then I can approximate y(ξ) using orthonor-






where α = [α1, · · · , αd] ∈ Nd indicates the highest polynomial order of each param-
eter in the corresponding basis, and the polynomial order |α| = |α1| + · · · + |αd| is
bounded by p.
I can obtain cα in the equation from the projection framework [98], but a proper nu-





as the set of pairs consisting of 1-D quadrature samples and weights that correspond
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y(ξi1,··· ,id)Ψα(ξi1,··· ,id)wi1,··· ,id = 〈Y ,Wα〉
Note that ξi1,··· ,id = [ξ
i1
1 , · · · , ξ
id
d ] and wi1,··· ,id = w
i1
1 · · ·w
id
d are a multidimen-
sional quadrature sample and weight, respectively, and Y ∈ Rn1×···×nd and Wα ∈
Rn1×···×nd denote the tensors of which elements indexed by (i1, · · · , id) are y(ξi1,··· ,id)
and Ψα(ξi1,··· ,id)wi1,··· ,id , respectively. As a result, I need to run the simulation n
d
times for directly computing Y , which is impractical for a high-dimensional case. To
mitigate this difficulty, Zhang, Weng, and Daniel [99] proposed the method of generat-
ing the tensor X that approximates the original tensor Y efficiently given small subset
Ω of the index set I that consists of all indexes of Y . In particular, they added two
constraints for relaxing ill-posedness of the problem as follows.
1. Low-rank constraint: It is expected that the approximation X of the original
tensor Y has a low-rank decomposition.
2. Sparse constraint: The `1-norm of a vector collecting all coefficients cα should
be very small.
Figures 3.4(a) and (b) show the accuracy of the surrogate models for the variation
of a ring oscillator and timing path for 28nm process technology, respectively. The x-
and y-axis denote timing variations obtained from SPICE simulations and predicted
through the surrogate models. The sizes of training and validation datasets were 500
and 250, respectively, and I tested with 250 samples for checking their accuracy. The
total number of process parameters in the surrogate model training was 38 (19 FEOL
parameters and 20 BEOL parameters). Through comparison, I observe that the sur-
rogate models are very accurate, of which errors are -0.03% for ring oscillators and
-0.02% for timing paths, on average, respectively.
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Figure 3.4: Comparison between actual (from SPICE simulations) and predicted
(through surrogate models) timing variations for (a) one ring oscillator and (b) one
timing path. Blue squares and red lines indicate test results and the ideal prediction
(i.e., y = x), respectively.
3.3 HPM Methodology: Design Phase
3.3.1 HPM2PV Model Construction
The fundamental assumption of my HPM2PV model is that the measurements of mon-
itoring circuits can be represented as the linear combination of global PVs as




d̃i and di denote the measurement result of the i-th monitoring circuit and its expecta-
tion, respectively, and ξji indicates the sensitivity of the i-th monitoring circuit mea-
surement to the variation of the j-th process parameter. xj and εi are the j-th PV and
a random variation component included in the i-th monitoring circuit measurement,
respectively. I can also generalize it to the matrix form as
d̃ = d + ΞTx + ε. (3.1)
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Note that I assume that all monitoring circuits are measured in the Vdd regime guaran-
teeing linearity to PVs.
In short, HPM2PV model construction is a linear inverse problem of which the
objective is to find PVs x of a chip from the measurements d of monitoring circuits.
However, it is difficult to estimate x precisely due to an insufficient number of obser-
vations and inclusion of purely random components ε in Equation (3.1). Hence, it is
more reasonable to infer the distribution of x through Bayesian interpretation [100].
Let me assume that for M process parameters and N measurements of monitoring
circuits, x and ε follow multivariate normal distributions N(0,Σx) and N(0,Σε), re-
spectively, where Σx and Σε are their covariance matrices. Then probability density











The likelihood of observation d̃, i.e., probability of observing d̃ given x, also follows












d̃− (d + ΞTx)
}]
According to Bayes’ theorem, the posterior distribution of x given d̃ is proportional to













Equation (3.2a) indicates the maximum a posterior (MAP) estimation of x, which is
linearly dependent on d̃. Equation (3.2b) expresses the estimation uncertainty of x.
Thus, it should be taken into account for the pessimistic inference of PVs and subse-
quent target timing prediction.
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3.3.2 Optimization of Monitoring Circuits Configuration
Monitoring circuits configuration, i.e., which type of circuits will be monitored and
how many instances will be measured while testing a chip, can dramatically change
the estimation of x and subsequently make the difference in the amount of prediction
pessimism. When there exist only two process parameters x1 and x2, the prior distri-
bution of x = [x1, x2]T, described in the middle in Figure 3.5, can be transformed to
the posterior distributions on the left and right sides in Figure 3.5, depending on the
configuration of monitoring circuits. (Note that for the sake of simplicity, I assume that
µx for both cases is the same as 0.) If the contour of target timing is represented as the
blue lines in Figure 3.5, I can find out its point of tangency to the confidence region
formed by the posterior distribution analytically. In addition, if target timing increases
or decreases linearly to PVs, the orthogonal distance from the center of the posterior
distribution to its tangential contour will be proportional to the average prediction er-
ror. Given the gradient vector of contour k (black arrow in Figure 3.5), the distance
is in proportion to
√




















Figure 3.5: Prior (middle) and posterior (left and right) distributions of PVs x =
[x1, x2]
T. The shape of a posterior distribution can be different depending on the con-
figuration of monitoring circuits. Blue lines represent the contour of target timing (i.e.,
all points on the same blue line cause the same amount of target timing variation), and
red and green arrows indicate the average prediction errors and their decrement when
I exploit HPM methodology.
54
(Monitoring Circuits Optimization Problem): Given T types of monitoring circuits,
the total number of their instances N , their sensitivities to PVs, mean and standard
deviation of the measurements, and direction of the increase of target timing k, find the
configuration of monitoring circuits that derives the most accurate HPM2PV model,
i.e., the combination that minimizes kTΣxk.
Monitoring Circuits Optimization Problem is analogous to the optimal experiment
design (OED) problem [101], which is about finding the best combination of experi-
ments for estimating the underlying parameters accurately with the limited number of













where ΦD|K : M→ (detKTM−1K)
−1/k, into a mixed integer second-order cone pro-
gramming (MISOCP). Note thatW denotes the set of all feasible experiment designs,
and Ai ∈ Rm×li for i = 1, · · · , s are known matrices. They also assumed the parame-
ter subsystem ϑ = KTθ, K ∈ Rm×k, k ≤ m with range(K) ⊆ range(M). Meanwhile,
by Equation (3.2b), I can convert the objective of Monitoring Circuits Optimization
Problem sequentially as follows.
minkTΣxk⇔ min detkT(Σ−1x + ΞΣ−1ε ΞT)−1k
⇔ max {detkT(Σ−1x + ΞΣ−1ε ΞT)−1k}
−1
(3.4)



















) in Equation (3.4) where Qx is the
Cholesky decomposition of Σx, I can write MISOCP formulation of Monitoring Cir-
cuits Optimization Problem by modifying that in [102]. Upon the observation of Chan,
Gupta, Kahng, and Lai [47], I can extend my formulation to optimize the average of
55

























qt,w ≤ Jw, ∀w,
qt,w ≥ 0, ∀t,∀w,




where W denotes the number of clusters and kw is the direction of target timing in-
crease for the w-th cluster. Note that z0,w, q0,w, Jw, zt,w, and qt,w are intermediate
variables, and n = [n1, · · · , nT ]T means the target variables I aim to find. For exam-
ple, n1 represents the number of instances of the first type monitoring circuit.
Despite its mathematical rigor, Equation (3.5) lacks practicality due to the branch-
and-bound based search algorithms for solving it. For improving the scalability, I in-
troduce the tabu search heuristic algorithm suggested by Harman, Bachratá, and Filová
[103]. Unlike conventional hill climbing based local search heuristic algorithms [104],
it finds the (near-)optimal solution by increasing or decreasing the element of current
experimental design to avoid being trapped at a local optimum. Though it includes an








for the solution met during optimization, I can compute it incrementally by exploiting
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that n = n0 ± ei, i ∈ {1, · · · , N}, where n0 denotes the previous design, as follows.
Z = Σ−1x + Fdiag(n)F
T
= Σ−1x + Fdiag(n0 ± ei)FT
= Σ−1x + F{diag(n0)± diag(ei)}FT
= Σ−1x + Fdiag(n0)F
T ± Fdiag(ei)FT
= Z0 ± fifTi
Note that Z0 and Z are Σ
−1
x before and after updating n0 to n, respectively, and F =
ΞΣ
−1/2
ε = [f1, · · · , fN ]. Since Z0 and Z−10 are already known in the previous update,
I can calculate Z−1 by Sherman-Morrison formula as












For a general SoC design, I can adjust the total number of monitoring circuit in-
stances. For example, when a more precise prediction is required, it is needed to insert
a large number of monitoring circuits. Otherwise, it will be efficient to allocate the min-
imum number of them for reducing test cost and area overhead. In my methodology, I
propose the flow shown in Figure 3.6 to explore this trade-off accurately by exploiting
an HPM2PV model and the solver of Monitoring Circuits Optimization Problem. For
a given prediction error e and the initial number of monitoring circuit instances n0, I
first set the total number N to n0 and solve the problem. From the optimization result,
I construct the corresponding HPM2PV model and derive the estimation uncertainty
using Equation (3.2b). Then I run a Monte-Carlo simulation using the surrogate mod-
els of the timing paths related to the target timing with the posterior distribution of
PVs and evaluate prediction error e′. If it meets e, I finish the exploration; otherwise,




Objective: Minimizing the uncertantiy of
the estimation of global PVs considering
design dependency (approximately)
Analysis of posterior distribution
Calculating the uncertainty Σx
_
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Figure 3.6: Overall optimization flow of the configuration of monitoring circuits in my
HPM methodology.
3.3.3 PV2CPT Model Construction
Though most deep learning models only predict their target output for a given input,
the information about the confidence of the prediction is necessary as well for many
applications. One of the representative researches that addressed the uncertainty in
deep learning models is the work of Gal [105], in which the author classifies it into
two groups: aleatoric uncertainty (from data noise) and epistemic uncertainty (inher-
ent in a model itself). Later, Kendall and Gal [10] proposed the training method con-
sidering them with the neural network model that has two parts of outputs, as shown
in Figure 3.7(a). On the other hand, Lakshminarayanan, Pritzel, and Blundell [106]
suggested another uncertainty estimation technique in a practical perspective. Like
Kendall and Gal, they also split prediction outputs, but they assumed that the out-
puts follow Gaussian distributions. In addition, they set a negative log-likelihood to
their minimization objective, exploited adversarial training for smoothing prediction
results, and employed an ensemble model.




















Figure 3.7: (a) A neural network model for evaluating the confidence of target pre-
diction proposed in [10]. The outputs consist of two parts: one for predicting target
output ŷ
Ŵ
(x) and the other for its uncertainty σ̂
Ŵ
(x) given input x. Note that Ŵ is
random samples from the approximation of the posterior distribution of parameters
q(W). (b) Illustration of the inclusion of excessive prediction pessimism when each
uncertainty (from global PVs estimation and local random variations themselves) is
handled individually.
handle the uncertainty of global PVs estimation and local PVs separately. For exam-
ple, if I insert margins to cover 3σ points of them individually, the total amount of
pessimism included in a final prediction (red X in Figure 3.7(b)) will be much larger
than that I require (blue X in Figure 3.7(b)). Thus, in the proposed HPM method-
ology, I overcome this limitation by applying the concept of uncertainty learning in
[105, 10, 106]. Specifically, I employ the ensemble model used in [106] and train it
with the input dataset consisting of the pairs of global PVs and corresponding tar-
get timings. Note that for considering the estimation uncertainty of global PVs, I use
MAP estimation results obtained from an HPM2PV model as the input to the ensem-
ble. Likewise, I intentionally include local PVs for learning them while preparing the
dataset through a surrogate model based Monte-Carlo simulation.
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3.4 HPM Methodology: Post-Silicon Phase
3.4.1 Transfer Learning in Silicon Characterization Step
Since I constructed HPM2PV and PV2CPT models from PDK based simulation re-
sults in a design phase, there can be discrepancies between prediction results and sil-
icon measurements due to various factors. For example, nominal status and variation
properties of process parameters in chips can be different from those assumed in PDK
by little change of manufacturing condition. Besides, the accuracy of the prediction
might decrease through various kinds of models. The difference will likely be more
severe when considering voltage and temperature variations and the technical limita-
tion of measurement resolution additionally. In my methodology, to narrow this gap, I
exploit the concept of transfer learning for calibrating the prediction model.
In general, machine learning models are trained and used on the assumption of
drawing samples from the same feature space and distribution, which is impractical in
some applications. The simplest solution is recollecting samples and training the model
from scratch despite the expensive cost. Transfer learning is the concept to resolve this
issue, which enables engineers to construct a new prediction model efficiently by ex-
ploiting the knowledge obtained previously [107, 108]. Yosinski, Clune, Bengio, and
Lipson [109] discussed the generality and specificity of the layers in a convolutional
neural network model. In the semiconductor domain, Kang [110] proposed the method
of exploiting the knowledge from previous test equipment environments to lessen the
effort of dataset preparation for a new virtual metrology model. Recently, Lin et al.
[111] employed the concept of transfer learning to deal with the resist model in lithog-
raphy simulations.
Similar to [109, 110, 111], I implement my transfer learning flow combining through-
out a design phase and post-silicon phase, as shown in Figure 3.8. First, I construct a
PV2CPT model using sufficient amounts of data obtained from PDK based simulation














Design Phase Silicon Charac. Vol. Production
Figure 3.8: Calibration flow of target timing prediction model in my HPM methodol-
ogy throughout a design phase (left), silicon characterization step (middle), and vol-
ume production phase (right).
calibrate the model using the measurements of sample chips. Precisely, I first attempt
to fix the parameters in the first layer of the pre-trained PV2CPT model, fine-tune the
others in the rest layers and evaluate prediction accuracy with overfitting check. Next,
I repeat the same procedures except for fixing the parameters in the first two layers and
compare the result with the previous one. In the same way, I fix the parameters in the
first three layers, four layers, · · · , and obtain the best PV2CPT model among them at
last. I do not tune an HPM2PV model since its basis is a delicate statistical analysis
and related to PVs, which usually have a high level of generality. Note that it is possi-
ble to conduct some tests such as Vdd and fmax sweepings in a silicon characterization
step, which are almost impractical in a volume production phase in terms of test cost.
3.4.2 Procedures in Volume Production Phase
In a volume production phase, I first calculate the MAP estimation of PVs of a chip
using an HPM2PV model constructed in a design phase. From the results, I predict
the average of a target timing and its uncertainty using a calibrated PV2CPT model.
Then, I predict the target timing pessimistically by adding some timing margin that
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corresponds to the prediction yield I aim to achieve to the average at last. For example,
if I set the maximum operating frequency fmax to my prediction target and aim to
achieve prediction yield of 99%, i.e., 99 in 100 chips are safely operated with predicted
frequencies, then my final prediction will be the sum of the average and the standard
deviation multiplied by F−1(0.99), where F is the cumulative distribution function of
the standard normal distribution. In case of applying AVS in conjunction with my HPM
methodology with fmax, I increase Vdd from the lowest level among the candidates until
the operation meets a target frequency ftarget, i.e., ftarget≥fmax, to find the minimum
required supply voltage Vdd,min.
3.5 Experimental Results
3.5.1 Experimental Setup
To validate the efficacy of my HPM methodology in an NTV regime, I used a 28nm in-
dustry PDK and DK, characterized at 0.6V of Vdd1 for simulations (from Section. 3.5.2
to Section 3.5.5). I also tested the effectiveness of my prediction model calibration
method using test chips fabricated by 10nm process technology (Section 3.5.6). Note
that the characterization of PDK/DK and timing closure of the test vehicle proceeded at
Vdd=0.75V in the super-Vth regime instead of the NTV regime for the 10nm process. In
addition, as shown in Figure 3.9, I could not observe the nonlinearity of performance
variation for the 10nm process in the super-Vth regime, which is out of the interest
of my HPM methodology. For this reason and confidentiality issue, I only report the
experimental results of model calibration in this section.
For the simulation experiments with the 28nm process, I considered 19 FEOL
process parameters (e.g., polysilicon gate length) and 20 BEOL process parameters
(e.g., metal resistance of M3 layer). I assumed 12 types of ring oscillators for HPM
methodologies with no consideration of BEOL PVs, by combining a few kinds of
1The typical Vdd is 1.0V.
62

































(a) 28nm NTV operation

































(b) 10nm super-Vth operation
Figure 3.9: Comparison between actual (from surrogate models) and predicted
(through HPM methodology) timing variation for (a) 28nm process NTV operation
and (b) 10nm process super-Vth operation. Blue squares and red lines indicate test
results and the ideal prediction (i.e., y = x), respectively. Note that I intentionally
exclude additional pessimism in prediction results for checking the trend of discrepan-
cies.
cell types and driving strengths (BUF:1∼3, INV:1∼4, DELAY:1∼2, MUX, NAND2,
and NOR2). Additionally, I added 20 types of ring oscillators for considering BEOL
by inserting snake paths and stacked vias. I will call them FEOL ring oscillators and
BEOL ring oscillators, respectively. Table 3.1 lists the benchmark circuits used in my
28nm process experiments. After logic synthesis, placement and routing, and timing
closure with 0.6V of Vdd, I extracted setup timing critical paths (100 for SPARC and 20
for the others) and generated their surrogate model training datasets through Synopsys
PrimeTime and FineSim, respectively.
Likewise, for the 10nm process experiments, I extracted 250 setup timing critical
paths per each corner and analyzed their timing sensitivities to FEOL and BEOL PVs
through Cadence Tempus and Synopsys FineSim, respectively. Then, I clustered the
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Table 3.1: Benchmark circuits used in my experiments of 28nm process NTV opera-
tion.
Design Description Freq [MHz] #Cells
SPARC Microprocessor core of OpenSPARC T1 282 138,343
aes cipher AES cipher (encrypt) block 282 17,760
aes inv cipher AES inverted cipher (decrypt) block 238 23,539
des perf opt Performance-optimized DES block 300 21,087
usb phy USB 1.1 PHY 667 557
wb dma DMA/Bridge IP core 500 3,823
setup timing critical paths based on the sensitivities, as suggested in [47]. After that, I
trained surrogate models of 100 timing paths that correspond to the clusters. The total
number of sample chips was about 300, and there were 25 instances per each type of
ring oscillator over a chip. After the fabrication, I measured the frequencies of the ring
oscillators and the lowest supply voltage Vdd,min for each chip at which it can operate
correctly at the signoff frequency without any malfunction.
3.5.2 Exploration of Monitoring Circuits Configuration
I first explored the change of prediction pessimism when the optimized monitoring
circuits (i.e., ring oscillators in my experiments) configuration was used in my HPM
methodology as the total number increases with the step size of 5. I assumed the ex-
istence of FEOL and BEOL PVs and did not consider the effect of local random vari-
ations in final prediction pessimism. In addition, I supposed the ground truth of the
exploration as the maximum datapath delay with no FEOL and BEOL PVs, i.e., nomi-
nal condition. The number of surrogate model based Monte-Carlo simulation samples
was 10K. Figure 3.10(a) shows the value of 99.87% (3σ) among the results. Note that
the label ‘HPMOPT (FEOL-only) / FEOL+Cmax’ denotes no consideration of BEOL
PVs while optimizing the configuration and constructing HPM2PV and PV2CPT mod-







Figure 3.10: (a) Trend of the expected prediction pessimism as the total number of
ring oscillator instances increases. (b) Change of the normalized optimization quality
as search time elapses. The y-axis denotes the objective value normalized to that of the
last result found during the optimization, so the closer the point is to y = 1, the more
effective the monitoring circuits configuration is.
the inclusion of FEOL and BEOL PVs in the optimization and prediction models con-
struction.
Figure 3.10(a) shows that when I do not exploit HPM methodology (i.e, the num-
ber of ring oscillators is 0), the prediction pessimism is about 28.0%∼31.0% of the
target maximum delay. However, with 100 ring oscillators and my HPM methodol-
ogy, it reduces to 9.4% by only considering FEOL PVs and 6.6% by reflecting BEOL
PVs additionally. I can also observe that the reduction rate of prediction pessimism de-
creases gradually as the total number increases. Figure 3.10(b) illustrates the change
of the monitoring circuits optimization (HPMOPT (FEOL-only)) quality over elapsed
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time when I restricted the total number to 50. From the figure, I observe that my opti-
mizer found the solution of which the optimization gap with the final result is less than
3% after 0.10 seconds, and there was no update of the solution after 0.20 seconds. In
other words, by applying the method explained in Section 3.3.2, it is possible to search
the (near-)optimal configuration of monitoring circuits in a short time.
Table 3.2 shows the optimized configurations of monitoring circuits (HPMOPT
(FEOL-only)) for the benchmark circuits listed in Table 3.1 with the restriction of the
use of 50 ring oscillator instances. All the configurations of monitoring circuits seem to
be similar on the whole, but there are some differences in part. For example, a few types
of ring oscillators (e.g., BUF:3, INV:1, MUX, NOR2) accounted for the majority of the
monitoring circuits while others (e.g., BUF:2, INV:2, INV:4, DELAY:1, DELAY:2) were
not used for all designs in common. In addition, 8 NOR2 and 18 MUX were used in the
result for SPARC, but their numbers changed to 5 and 22, respectively, for wb dma.
In other words, the results demonstrate that my optimization considers the variational
behavior of timing paths for different designs (i.e., design dependency) as well as the
common properties (e.g., process technology, supply voltage, design size).
3.5.3 Effectiveness of Monitoring Circuits Optimization
For demonstrating the effectiveness of my monitoring circuits optimization, I com-
pared three groups of the configurations with the use of 50 ring oscillator instances:
RANDOM (randomly generated), SINGLETYPE (consisted of the same type of ring
oscillators), and HPMOPT (my optimization result). Target design was SPARC core,
and I considered the existence of FEOL PVs only (i.e., no BEOL PVs and local ran-
dom variations). The size of training and validation datasets for PV2CPT models were
100K and 20K, respectively. Figure 3.11 and Table 3.3 show statistics on the prediction
results with 10K test samples. It can be seen that the average and standard deviation of
prediction errors for RANDOM are 4.6%∼25.2% and 4.3%∼24.2% larger than those

































































































































































































Figure 3.11: Comparison of the average and standard deviation of maximum delay
prediction errors for different configurations of ring oscillators.
Table 3.3: Statistics of the results in Figure 3.11. All ∆MaxDelay values are normal-




RANDOM 1.046-1.252 1.043-1.242 99.85-99.98
SINGLETYPE 1.356-1.689 1.348-1.671 99.91-99.98
HPMOPT 1.000 1.000 99.90
long to SINGLETYPE, of which the average and standard deviation are 35.6%∼68.8%
and 34.8%∼67.1% larger in comparison with the results of HPMOPT, respectively.
3.5.4 Considering BEOL PVs and Uncertainty Learning
Table 3.4 shows the effect of considering BEOL PVs and exploitation of uncertainty
learning when there exist BEOL PVs and local random variations as well as FEOL
PVs. In Table 3.4, ‘FEOL-only’ and ‘FEOL+BEOL’ indicate the consideration of
FEOL PVs only and the BEOL PVs additionally, respectively. In addition, ‘+3σ Lo-
cal’ and ‘Uncertainty Learning’ represent handling uncertainties of local random vari-
ations by simply adding some timing margin and integrating it with the estimation
uncertainty of global PVs through uncertainty learning, respectively. The other exper-
imental setups (e.g., target design) are all the same as those of Section 3.5.3.
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Table 3.4: Comparison of the prediction results when considering BEOL PVs and ex-
ploiting uncertainty learning additionally. Note that all values in parentheses are nor-
malized to the results of ‘FEOL+BEOL / Uncertainty Learning.’
PVs / Prediction Flow
∆Max.Delay [ps] ([a.u.])
Yield [%]Avg. Std.
FEOL-only / +3σ Local 246.048 (1.720) 63.362 (1.278) 99.99
FEOL+BEOL / +3σ Local 189.921 (1.327) 51.651 (1.042) 100.00
FEOL+BEOL / Uncertainty Learning 143.087 (1.000) 49.563 (1.000) 99.78
The experimental results in Table 3.4 demonstrate that the average and standard de-
viation of prediction errors can significantly reduce by 22.8% and 18.5%, respectively,
through the consideration of BEOL PVs. It also reveals that the conventional timing
margin insertion causes excessively pessimistic timing prediction results in compari-
son with my timing margin control through the uncertainty learning technique. Pre-
cisely, the average and standard deviation of prediction errors reduce by 24.7% and
4.0%, respectively, at the expense of little yield drop from 100.00% to 99.78%. How-
ever, this drop is not that critical since the target prediction yield was 99.87% (3σ) in
my experiments, which is slightly higher than 99.78%.
3.5.5 Comparison among Different Prediction Flows
Table 3.5 summarizes the comparison among a few kinds of target timing prediction
flows, including my approach (PROPOSED). STATISTICAL is a method that exploits
the statistical model from the measurements of monitoring circuits to target timing
prediction, and ML-BASED is a neural network model with no consideration of global
PVs. On the other hand, HPM-AVG interpolates the changes of target timing using the
average of the measurements of monitoring circuits. SLOW-SLOW is the signoff results
with SS corner and Cmax corner. Although SLOW-SLOW is not an HPM methodology,
I include its results to validate the effect of HPM methodologies compared to the con-
ventional signoff approach. All the other experimental setups and procedures except
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Table 3.5: Comparison among different target timing prediction flows (i.e., STATISTI-
CAL, ML-BASED, and PROPOSED) and conventional signoff results (SLOW-SLOW).




SLOW-SLOW (no offset) 647.821 (4.527) 150.798 (3.043) 99.98
STATISTICAL (no offset) 117.450 (0.821) 48.626 (0.981) 99.10
ML-BASED (no offset) 123.917 (0.866) 54.179 (1.093) 98.79
HPM-AVG (no offset) 213.420 (1.492) 71.367 (1.440) 99.70
PROPOSED (no offset) 143.087 (1.000) 49.563 (1.000) 99.78
SLOW-SLOW (with offset) 517.576 (3.427) 150.798 (3.043) 99.87
STATISTICAL (with offset) 155.576 (1.039) 48.626 (0.981) 99.87
ML-BASED (with offset) 170.379 (1.129) 54.179 (1.093) 99.87
HPM-AVG (with offset) 230.351 (1.526) 71.367 (1.440) 99.87
PROPOSED (with offset) 150.908 (1.000) 49.563 (1.000) 99.87
for target timing prediction are the same as those in Section 3.5.4. Note that ‘no off-
set’ and ‘with offset’ mean the prediction results with no post-processing and after
addition of some margin to set yields to the target (99.87% (3σ) in my experiments)
intentionally, respectively.
From the results without additional offset, I observe that STATISTICAL shows the
smallest prediction errors. However, its prediction yield is 99.10%, which is much
lower than the target yield 99.87% and the prediction yield of PROPOSED. When I
set all the prediction yields to the target 99.87% for a fair comparison, I can see that
PROPOSED outperforms the other prediction flows in terms of the average prediction
error. Specifically, it is smaller than those of STATISTICAL and ML-BASED by 3.0%
and 11.4%, respectively. In comparison with the conventional signoff result (SLOW-
SLOW), PROPOSED recovers 77.9% of pessimism for the maximum delay on average.
The results of HPM-AVG show the reason why elaborated HPM methodology is es-
sential for reducing timing prediction pessimism.
Figure 3.12(a) compares the controllability of timing prediction margin for STA-
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TISTICAL and PROPOSED. STATISTICAL tends to predict the maximum delays opti-
mistically throughout all target yields (from 50.00% to 99.87%), while PROPOSED main-
tains prediction yields almost similar to the ideal case. The main reason for a large
amount of optimism in STATISTICAL is the nonlinearity of performance variation
shown in Figure 3.9(a). Figure 3.12(b) shows the change of prediction yield with no
offset as dataset size increases, from which I can see that PROPOSED converges to the
target yield about 12.5× faster than ML-BASED. Note that I set the size of a validation
dataset to 1/5× of that of a training dataset while remaining all the others as before.
In short, my approach exhibits more accurate control of timing pessimism considering
target prediction yield than other prediction flows even with small datasets.
3.5.6 Effectiveness of Prediction Model Calibration
Figure 3.13(a) illustrates prediction results in conjunction with AVS before and after
calibration of the prediction model in the silicon characterization step for the 10nm
process technology. The numbers of training and validation samples for fine-tuning
were 15K and 5K, respectively, and I tested on 8.9K samples2. Prediction results with
no calibration (blue circles) cannot follow the trend of Vdd,min change well due to the
reasons I listed in Section 3.4.1. However, the gap is much narrower after the fine-
tuning of the pre-trained model (red squares). Statistics on differences between actual
and predicted Vdd,min are shown in the first two rows in Table 3.6, in which the average
error decreases by 65.81% while maintaining the same level of prediction yield.
In real silicon manufacturing environments, it is impractical to gather such a large
amount of data. Hence I validated the effectiveness of my calibration when the num-
bers of training and validation samples are only 250 and 50, respectively. As shown in
Figure 3.13(b), the result is almost the same in comparison with that in Figure 3.13(a)
except for the slight drop of prediction yield from 100.00% to 99.46%, which is a little














Figure 3.12: Comparison between different target timing prediction flows. (a) Control-
lability of timing pessimism as target prediction yield varies. The x- and y-axis denote
the expected fail ratio (i.e., 1-(target prediction yield)) and the actual fail ratio (i.e.,
1-(actual prediction yield)), respectively, and the black line represents the ideal case
that expectation yields perfectly match with prediction results. (b) The convergence of
prediction yield as the number of training samples increases.
bit smaller than the target yield 99.87% (3σ). I also trained a neural network model
with the same dataset from scratch, of which the evaluation result is in the last row in
Table 3.6 (‘Small / No Pre-trained Model’). The average prediction error and standard
deviation are smaller than those of the fine-tuned model, but the prediction yield is
only 86.57%, which is unacceptable in the industry.
Meanwhile, when the number of training and validation samples are 15K and
5K, respectively, dynamic power consumption reduces 21.4% and 28.2% on average
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(a) Number of training/validation samples: 15K/5K
(b) Number of training/validation samples: 250/50
Figure 3.13: Comparison of Vdd,min prediction results before and after fine-tuning using
data measured in silicon characterization step. The x- and y-axis denote the actual and
predicted Vdd,min, and the black line represents the ideal prediction.
through the pre-trained model before and after fine-tuning in silicon characterization
step, in comparison with the typical Vdd operation of every chip. Note that I set the
resolution of Vdd change to 20mV. Even for the case with 250 training and 50 valida-
tion samples, the amount of power-saving is almost the same. Precisely, decreases of
dynamic power consumption before and after the calibration are 21.4% and 28.8% on
average, respectively.
3.6 Summary
In this chapter, I proposed a holistic HPM methodology from design to post-silicon
phase for handling wide and nonlinear performance variation in an NTV regime and
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Table 3.6: Statistics on the results in Figure 3.13. All values in parentheses are normal-
ized to the results of ‘Small / After Fine-tuning.’
Dataset Size / Prediction
∆Vdd,min [mV] ([a.u.])
Yield [%]Avg. Std.
Large / Before Fine-tuning 49.407 (3.38) 18.222 (2.83) 100.00
Large / After Fine-tuning 16.894 (1.16) 5.960 (0.92) 100.00
Small / Before Fine-tuning 49.427 (3.38) 18.290 (2.84) 100.00
Small / After Fine-tuning 14.620 (1.00) 6.450 (1.00) 99.46
Small / No Pre-trained Model 5.995 (0.38) 5.465 (0.85) 86.57
advanced process to reduce timing prediction pessimism. Precisely, (1) I formulated
the problem of finding an efficient configuration of monitoring circuits into the optimal
experiment design problem and (2) proposed a new timing prediction flow by combin-
ing statistical estimation of FEOL and BEOL PVs and a neural network based timing
inference model. In addition, (3) I introduced uncertainty learning for accurate con-
trol of timing margin and transfer learning for the calibration of the prediction model.
Furthermore, (4) I replaced time-consuming SPICE simulations in my methodology
with efficient but accurate surrogate models. Through experiments with a 28nm indus-
try PDK and DK characterized at 0.6V, I reduced the average prediction pessimism of
maximum delay by 77.9% over the conventional signoff results while respecting the
target prediction yield. I also demonstrated that my holistic approach, in conjunction
with AVS, could save dynamic power consumption by 28.2%∼28.8% on average for
test chips fabricated using a 10nm process.
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Chapter 4
LIGHTENING ASYNCHRONOUS PIPELINE CON-
TROLLER
4.1 Preliminaries and State-of-the-Art Work
4.1.1 Bundled-data vs. Dual-rail Asynchronous Circuits
Bundled-data encoding is a coding style that transmits each data bit using exactly one
signal wire, for which a handshaking mechanism through request and acknowledge-
ment signal wires between two components should be installed, as shown in Figure 4.1.
A bundled-data asynchronous circuit consists of a datapath, which is the same struc-
ture as a synchronous circuit, and a controller. It is particularly attractive since it has
relatively less area overhead over its dual-rail counterpart. However, since the delays
of handshaking signals (req, ack) control all the timings of datapath operation, suffi-
cient timing margins should be allotted to endure variation. Contrary to bundled-data
encoding, dual-rail encoding is a technique that entails a data value and its validity
simultaneously by using two signal wires for every data bit. Thus, it is more robust
to timing variation with no timing margins. Though it requires no external handshak-
ing logic, it incurs a substantial area overhead because of doubling signal wires and

















Figure 4.1: Structure of a bundled-data asynchronous pipeline circuit. A delay circuit,
e.g., a delay buffer chain, should be inserted on each pipeline stage (the long green and
short gray bars) to build up the setup and hold timing paths.
4.1.2 Two-phase vs. Four-phase Bundled-data Protocol
Figure 4.2(a) shows how a two-phase bundled-data protocol operates. A transaction
starts with issuing data and making a transition on a request signal by a sender. When
the receiver accepts this signal, it starts to read the transaction data and finishes the
transaction by making a transition on its acknowledgement signal. On the other hand,
a four-phase bundled-data protocol operates as shown in Figure 4.2(b): first, a sender
issues data and sets the request signal to 1. Then, the receiver detects this signal and
begins to read data while setting the acknowledgement signal to 1. The sender accepts
this acknowledgement signal, initializes the request signal to 0, and at last, the receiver









Figure 4.2: Two types of bundled-data handshaking protocols.
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4.1.3 Conventional State-of-the-Art Pipeline Controller Template
Figure 4.3 shows a part of the state-of-the-art asynchronous pipeline controller tem-
plate in [3] to be installed on each pipeline stage. The structure consists of two XOR
gates, one NOR gate, and a resettable transparent latch (pink box), all of which are
connected to support the communication protocol on that pipeline stage. Procedures
of the transactions are as follows: let me assume that all request and acknowledgement
signals are 0 initially. Then the upper XOR and the lower XOR are 1 and 0, respec-
tively, and thus, the NOR is 0, which makes the latch close. As req(i−1) becomes 1 at
the latch input, the upper XOR goes to 0, causing NOR to 1, which makes the latch
transparent. After that, the lower XOR becomes 1, causing NOR to 0, which makes
the latch close again. This short time interval (i.e., the sum of the NOR and the lower
XOR delays) during which the latch is transparent, thus reducing glitches, is the most
significant advantage of this controller1. After a relatively long time through the delay
circuit, the request signal reqi of logic value 1 goes to the controller on pipeline stage
i + 1 and comes back as the acknowledgement signal ack(i+1), which completes the
transaction on pipeline stage i. Then it initiates the next event on pipeline stage i with












Figure 4.3: Asynchronous pipeline controller template proposed in [3]. (For simplicity,
I omit a delay circuit on the request signal line right after the latch in this structure.)
1Note that my proposed pipeline template never enlarges this time interval.
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4.2 Delay Path Sharing for Lightening Pipeline Controller
Template
4.2.1 Synthesizing Sharable Delay Paths
Figure 4.4(a) shows a section of an asynchronous pipeline circuit using the conven-
tional controller template in [3], in which the red and blue paths indicate the setup
timing paths for pipeline stages i and i + 1, respectively. Note that the setup timing
path on each pipeline stage should be long enough so that its delay should exceed the
timing critical path delay of the combinational circuit on that pipeline stage by in-
serting a delay circuit such as a delay buffer chain (green triangles in Figure 4.4(a)).
Figure 4.4(a) shows that the two setup timing paths in pipeline stages i and i + 1 are
physically disjoint, which means the total number of delay buffers is the sum of the
numbers of delay buffers in those pipeline stages. On the other hand, Figure 4.4(b)
shows my pipeline controller template with sharable delay paths and its setup timing
paths, exhibiting two distinct features:
1. The red setup timing path is passing through both delay circuits in pipeline
stages i and i + 1, while the blue setup timing path is passing through both
delay circuits in pipeline stages i+ 1 and i+ 2. Thus, the two setup timing paths
partially overlap.
2. Delay circuits, marked as yellow triangles in Figure 4.4(b), are inserted into a
template spot between the NOR and the upper XOR. I call such delay circuits
sharing delay circuits (SDCs) and the rest of delay circuits (i.e., green triangles)
non-sharing delay circuits (NSDCs).
Section 4.2.2 will show that although the new setup timing paths are physically
conflicting by Feature 1, the logical behavior of all the setup timing paths will fulfill
the original mission. Feature 2 then provides an opportunity to reduce the total number
of delay buffers by allocating as many of them as possible in SDCs while satisfying all
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(a) Using the conventional controller template in [3]


















(b) Using my pipeline controller template with sharable delay paths
Figure 4.4: Asynchronous pipeline circuits (a) using the controller template in [3] and
(b) using my pipeline controller template with sharable delay paths. The setup timing
paths are highlighted in red and blue colors, and the newly added logic cells are marked
with yellow color.
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necessary timing constraints. I will explain the timing constraints for correct operations
on asynchronous pipeline circuits and the detailed formulation of minimizing the total
number of delay buffers in Section 4.2.3 and Section 4.2.4, respectively.
It should be noted that some delay circuits are also required at the location of the
gray rectangles in Figure 4.1 to build up the hold timing paths for guaranteeing reliable
data sampling. However, since local enable networks in an asynchronous pipeline cir-
cuit are balanced generally, the number of delay buffers in the delay circuits is small in
comparison with that of setup timing paths. Hence I focus on minimizing the number
of delay buffers on setup timing paths in this chapter.
4.2.2 Validating Logical Correctness for Sharable Delay Paths
Figure 4.5 shows the circuit structure of my controller template, on which two setup
timing paths share the upper XOR and SDC. I also allocate one latch (yellow rectangle)
right before feeding NSDC in each pipeline stage. The role of this latch is to prevent
the request signal reqi starting from the ordinary controller latch (pink rectangle) from
passing through NSDC until the latch enable signal eni→(i+1) coming through the
upper XOR and SDC is on. Consequently, the delay of the setup timing path can be
manipulated by controlling the numbers of delay buffers in SDC and NSDC. Note
that eni changes to 0 when either of the outputs of two XORs becomes 1. In other
words, regardless of the delay of SDC, it is achievable to reduce the glitch power
consumption through data transmission like the controller template in [3] since the
propagation delay of the path coming through the pink latch and the lower XOR is
short enough.
Figure 4.6 shows a part of the waveforms produced by SPICE simulation. The
state change on req(i−1) (crimson wave) enables signal eni to make its latch (pink box
in Figure 4.5) transparent (green wave), which sets XORiupper back to 1 (pink wave).
Then signal eni→(i+1) is enabled to make its latch (yellow box) transparent (purple
























Figure 4.5: The structure of my controller template on a pipeline stage. It is composed
of a sharing delay circuit (SDC), a non-sharing delay circuit (NSDC), and a few sub-
sidiary control logic components.
req(i−1) passes through NSDC (green triangles), it becomes reqi (red wave). Figure 4.7
describes all feasible scenarios of the logic behavior of my controller template. Two
branches from each of logic states A and B take into account the race between the
request (from left) and the acknowledgement (from right) signals. The behavior cor-
responding to the black and blue dashed boxes reveals that my setup timing path is
working correctly for sending 1-state and 0-state of request signals, respectively.
4.2.3 Reformulating Timing Constraints of Controller Template
Timing correctness of a bundled-data asynchronous circuit is composed of two groups
of constraints: template-level constraints and protocol-level constraints [112]. The for-
mer assures the quasi-delay insensitive assumptions of a controller template and the
latter ensures successful data sampling and transmission. In the following, I formulate
the two groups of timing constraints. Table 4.1 defines the list of notations used in the
formulation.
• Template-level constraints: Like the controller template in [3], my controller tem-




















































































































































Table 4.1: Definition of notations used in timing constraints.
Terms Definition
DiR Propagation latency of the request signal on stage i
DiA Propagation latency of the acknowledgement signal on stage i
T iR Request-to-enable delay at the controller on stage i
T iA Acknowledgement-to-enable delay at the controller on stage i
DiL Propagation latency of the enable signal to the sink on stage i
T iC Enable-to-Q delay of the pipeline register on stage i
DiP Delay of the datapath on stage i
T is Setup time for the pipeline register on stage i
T ih Hold time for the pipeline register on stage i
diSDC Delay corresponding to SDC on stage i
diNSDC Delay corresponding to NSDC on stage i
d
i→(i+1)
latch Enable-to-Q delay of the newly inserted latch on stage i
Latencyi Latency of stage i in the conventional implementation
Cyclei Cycle time of stage i in the conventional implementation
Constraint 1: Once the latch on each pipeline stage has begun to accept the request sig-
nal from the previous stage, the acknowledgement signal to this pipeline stage should
not change its state until the template on that pipeline stage becomes a suspended
(steady) state.



























If the delays of the gates of the same type are all identical, I can simplify the inequality
in Equation (4.1) as
0 ≤ dXOR + 2× dlatch + diNSDC + d
(i+1)
SDC .
Constraint 2: Once the latch on each pipeline stage has begun to accept the request
signal from the previous stage, the request signal should not change its state until the
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template on that pipeline stage becomes a suspended (steady) state.





















If the delays of the gates of the same type are all identical, I can simplify the inequality
in Equation (4.2) as
0 ≤ dXOR + 2× dlatch + diSDC + diNSDC.
Note that it should be guaranteed that there is no hazard on the nets shared by the
setup timing paths, which trivially holds when Constraint 2 is satisfied. In addition,
the enable signal to the new latch I inserted should arrive no earlier than the data
signal, which is trivial as well.
• Protocol-level constraints: For a bundled-data asynchronous pipeline circuit de-



























The two inequalities Equations (4.3a) and (4.3b) indicate the setup and hold timing
constraints, respectively, for reliable data transmission at the pipeline registers. In the
following, I will reformulate the timing constraints based on the two inequalities Equa-
tions (4.3a) and (4.3b), which should be satisfied for every asynchronous pipeline cir-
cuit that employs my controller template.
(1) The point-of-divergence (POD) of setup timing path on each pipeline stage is the
location (red and blue dots in Figure 4.4(b)) at which the enable signal feeds that
pipeline stage latch. The launch path starts from the POD and terminates at the data
pin to the next pipeline stage registers of an asynchronous circuit, passing through







































& local enable network
(i-1)
Figure 4.8: The view of timing paths on a bundled-data asynchronous circuit. The red
and blue lines denote the launch and capture paths of the setup and hold timing paths
between pipeline stages i and i+ 1, respectively.
other hand, the capture path passes through the request signal line and the local enable
buffers, and finally terminates at the enable pins to the pipeline registers. Thus, it is




























(2) Likewise, the POD of hold timing path on each pipeline stage is the location where
an enable feeds the next pipeline stage latch. The launch path starts from the POD,
passes through the acknowledgement signal line, the local enable buffers, and the dat-
apath in the current pipeline stage, and terminates at the data pin to the pipeline reg-
isters on the next pipeline stage at last. On the other hand, the capture path is quite
short, which starts from the same POD, goes through the local enable buffers, and ter-
minates at the enable pin to the pipeline registers on the next pipeline stage. Hence, I



















4.2.4 Minimally Allocating Delay Buffers
Unlike the conventional asynchronous pipeline controller template, mine flexibly dis-
tributes delay buffers to multiple locations of every setup timing path while sharing
some delay buffers among the setup timing paths. Consequently, it is possible to min-
imize the total number of delay buffers in an asynchronous pipeline controller while
satisfying the template-level and the protocol-level timing constraints reformulated in
Section 4.2.3. Let S={0, 1, 2, · · · } denote the set of all pipeline stage indexes. If I im-
plement all delay circuits in an asynchronous pipeline controller using delay buffer
chains, the propagation delay of the delay circuit will be linearly proportional to the
number of delay buffers in it. As a result, I can formulate the equivalent problem of














































≤ Cyclei + ε, ∀i ∈ S.
(4.6)
Note that ε is a small value (e.g., 10ps) to avoid the infeasibility of the formulation
caused by the discrepancy in gate delay models. The first four ensure the satisfaction of
the template-level and the protocol-level timing constraints, and the last two inequal-
ities prevent the performance degradation caused by the inappropriate distribution of
delay buffers. For example, when one additional delay buffer is required to meet the




or d(i+1)SDC . If all the timing constraints of pipeline stages i − 1 and i + 1 have already
been satisfied, the allocation of the delay buffer to diSDC or d
(i+1)
SDC will make the cycle
time or latency of those pipeline stages unnecessarily longer and finally deteriorate the
overall circuit performance. However, with the consideration of the last two inequali-
ties, an LP optimizer is able to select diNSDC for the delay buffer distribution in such a
situation, thereby avoiding the unnecessary degradation of the circuit performance.
4.3 In-depth Pipeline Controller Template Synthesis with De-
lay Path Reusing
4.3.1 Synthesizing Delay Path Units
In Section 4.2, I converted the asynchronous pipeline controller template in [3] to mine
with sharable delay paths for minimizing the total number of delay buffers. In the same
way, for reusing the delay buffers, I can apply this conversion technique to any delay
buffer chains in SDCs and NSDCs in the controller with slight modification recursively
as far as it saves the area. I call those delay circuits produced by the applications of the
technique to delay buffer chains Delay Path Units (DPUs).
Figure 4.9 illustrates my approach of reducing the number of delay buffers in the
controller with the concept of delay path reusing. Figure 4.10 shows three DPU types
called DPU-1, DPU-2, and DPU-3, which are the delay circuit structures produced by
applying the conversion technique once, twice, and three times recursively on delay
buffer chains, respectively. For example, I can obtain DPU-2 by inserting DPU-1 in-
stead of the delay buffer chain in between the upper XOR and NOR (labeled as layer-1
delay buffers) in DPU-1. Similarly, it is possible to make DPU-2 by replacing the de-
lay buffer chain located in between the uppermost XOR and NOR (labeled as layer-2
delay buffers) in DPU-2 with DPU-1. In this way, I can synthesize any arbitrary DPUs.
Note that I use DPU-0 to denote a simple delay buffer chain.
The red path in Figure 4.10(b) indicates the input signal flow in DPU-1, which
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Figure 4.9: Proposed delay circuit implementation approach. I replace SDCs and NS-
DCs (red dashed boxes) in the controller with new delay circuits called delay path units
(DPUs) through the concept of delay path reusing.
passes the layer-1 delay buffers twice. Likewise, for DPU-2 and DPU-3, the timing
paths of input signal propagation pass through the top-layer delay buffers up to 22
times and 23 times, respectively. By generalizing this, I can state that the timing path
of the input signal propagation goes through the delay buffers in DPU-k up to 2k times.
Thus, in comparison with a simple delay buffer chain, the number of delay buffers
required in the corresponding DPU-k is theoretically reducible up to 1/2k of that of
the simple delay chain.
4.3.2 Validating Logical Correctness of Delay Path Units
Since the logical operation on each layer inside of DPU-k is the same as that of DPU-
1 containing one layer, I will discuss the logical correctness by using the circuit of
DPU-1 in Figure 4.10(b). DPU-1 has two latches (marked as yellow rectangles), one
placed next to the input signal signalin and the other next to the layer-0 delay buffers.
Like the operation of my controller template explained in Section 4.2, signalin has
to go through the layer-1 delay buffers first and sets enleft to 1 to pass the left latch.




















































































































































































































































































































































to the layer-0 delay buffers until the latch enable signal enright coming from the upper
XOR through the layer-1 delay buffers becomes on. Note that the left latch is closed by
resetting enleft to 0 through the lower XOR, regardless of the number of layer-1 delay
buffers. If XORlower changed to 0 before the delayed XORupper is back to 1, enleft
would become on once again, and as a result, the next signalin would pass through
the left latch. However, enleft will never be triggered more than once by the single
transition of signalin since one of the inputs to the lower XOR comes from the Q pin
of the right latch.
Figure 4.11 shows the waveforms from the SPICE simulation on DPU-1 in Fig-
ure 4.10(b). First, the logic state of signalin (crimson wave) becomes 1, which triggers
the transition of XORupper (pink wave) from 1 to 0. The output signal of the upper
XOR, delayed by layer-1 delay buffers (purple wave), passes NOR and sets enleft
(green wave) to 1, letting the left latch transparent. After passing the left latch, the
inverted signalin resets XORupper to 1, and this transition goes through the layer-1 de-
lay buffers once again and makes the right latch transparent by setting enright from 0 to
1. As a result, signalin can pass the right latch and the layer-0 delay buffers. Figure 4.12
describes all of the possible logic behavior scenarios in DPU-1.
4.3.3 Updating Timing Constraints for Delay Path Units
Since the timing path of the input signal propagation will reuse the delay buffers in
DPU, these signal transitions should be hazard-free to be logically correct operations,
for which it has to satisfy the following constraint.
Constraint 3: Once the upper XOR on a layer in DPU has begun to accept the input
signal transition of that layer, the signal to this XOR should unchange its state until
the transition comes back to this XOR again through the NOR and the left latch on that
layer.




































































































































XOR ≤ ∆(l−1) (4.7)
dlDB indicates the time interval during which the signal transition passes from the
output of the upper XOR to the input of the NOR in the l-th layer in DPU in Fig-
ure 4.10(b). Figure 4.13 describes this constraint by waveforms and signal transition
relation. In Figure 4.13(a), the transition of signalin passes the upper XOR, delay
buffers, NOR, and then the left latch, setting XORupper back to 1. In the meantime, the
next signalin transition also repeats the same procedure, starting from the upper XOR.
Thus XORupper must be back to 1 before it is set to 0 by that transition. Figure 4.13(b)
illustrates (temporal) non-conflicting two timing paths in a layer of DPU.
As explained previously, a DPU can replace either SDCs or NSDCs. The input
signal to NSDC on pipeline stage i keeps its logic state during the cycle time of that
pipeline stage, so that the minimum holding time for l = 1 will be Cyclei for DPU
replacing that NSDC. On the other hand, the minimum holding time of the input signal
to SDC on pipeline stage i is the smaller of the two time intervals during which the
output of the upper XOR on that stage sustains 0-state and 1-state. Thus, I can calculate
∆0 as
∆0 = min{diSDC + diNOR + dilatch + diXOR,
Cycle(i−1) − (diSDC + diNOR + dilatch + diXOR)}.
Two terms in the min-function indicate the duration of sustaining 0-state and 1-state
on output of the upper XOR in Figure 4.5, which corresponds to signalin of DPUs in
Figure 4.10, and the minimum holding time of the input signal to the upper XOR on
pipeline stage i (i.e., reqi) corresponds to the value of Cycle(i−1). Recursively, for
the l-th layer in DPU, the minimum holding time can be expressed in terms of the
minimum holding time of the lower (l − 1)-th layer as
































(b) Two hazard-free timing paths
Figure 4.13: Timing waveforms and (temporal) non-conflicting timing path describing
Constraint 3.
4.3.4 In-depth Synthesis Flow Utilizing Delay Path Units
While implementing asynchronous pipeline circuits using the LP formulation in Equa-
tion (4.6) in Section 4.2, it is not clear to apply the formulation directly to synthesizing
my controller template with various types of DPUs. Hence, I propose a step-wise im-
plementation procedure shown in Figure 4.14.
(Step 1: Preprocessing) For each pipeline stage, I first estimate the cycle time of the
pipeline stage from its target latency computed from the timing analysis of its corre-
sponding datapath after the completion of logic synthesis. Note that for each pipeline
stage in my controller template, both of the cycle time and the latency of the pipeline
stage include the same sharing and non-sharing delay circuits. Thus the cycle time of
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Timing information for each pipeline stage
Preprocessing(Step 1)
Constructing DPU Area Prediction Models(Step 2)
Assigning Delays for DPUs(Step 3)
Implementing DPUs(Step 4)
Asynchronous pipeline controller of minimal total area
Figure 4.14: The flow of synthesizing an asynchronous pipeline controller.
the pipeline stage can be easily found out from the target latency before starting to
allocate DPU.
(Step 2: Constructing DPU Area Prediction Models) Then, for each target propaga-
tion delay sample, I produce all feasible DPUs from which I build a piecewise linear
model between the target delays and the area-minimal DPU implementation. Since the
minimum holding times for SDCs and NSDCs are different, I construct the piecewise
linear model for SDC as well as NSDC on every pipeline stage. Except for imple-
menting the simple delay buffer chain (i.e., DPU-0), for synthesizing DPUs, all timing
constraints in Section 4.3.3 should be met. Hence, for synthesizing DPU-L for a given
minimum holding time ∆0 and target delay dtarget, I can compute the number of delay
buffers minimally required in each layer in the DPU while satisfying all the constraints
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subject to dLDB = nL × dBUF,
dlDB = d
1
0 + 2× d
(l+1)
DB + nl × dBUF, ∀l ∈ {0, · · · , L− 1},




XOR, ∀l ∈ {1, · · · , L− 1},
















∀l ∈ {0, · · · , L− 1},
dtarget ≤ d0DB ≤ dtarget + dmargin.
(4.9)
The first two constraints define the signal propagation delay from the output of the
upper XOR to the input of the NOR for each layer in DPU-L except d0DB. The third
and fourth constraints describe Equation (4.8) using two inequalities and restrict the
minimum holding time of each layer in DPU-L. The fifth constraint corresponds to
Constraint 3 in Section 4.3.3, and the last one controls the difference between the
target delay and my implementation. Note that d10 and dmargin represent the propagation
delay through DPU-1 with no insertion of delay buffers and the modeling margin,
respectively. nl indicates the number of the layer-l delay buffers.
97
(Step 3: Assigning Delays for DPUs) By referring to the piecewise linear models, I






















































NS are the mapping functions of the DPU of minimum-area on
pipeline stage i for SDC and NSDC, respectively. Unlike Equation (4.6), the objec-
tive of Equation (4.10) includes the piecewise linear model, thus it becomes an ILP
problem due to the inclusion of integer variables to indicate the selection among the
intervals in the models. However, as will be seen from experiments, the time for solv-
ing this ILP formulation is not that significant since there are just a few intervals in the
piecewise linear model.
(Step 4: Implementing DPUs) By solving Equation (4.9) once again with the delay
values assigned to all the DPUs produced by the solution of Equation (4.10), I can




Initially, I generated a set of pipelined circuits by serially linking the copies of IS-
CAS’85 combinational circuits for which I prepared two groups of pipelined archi-
tectures. The architectures in the first group were made by serially linking the same
ISCAS’85 circuits with 4 (=3+1), 6 (=5+1), 11 (=10+1), 16 (=15+1), and 21 (=20+1)
stages. For example, the circuit labeled C2670X5 has five copies of combinational
circuit C2670, placed each one in between two consecutive pipeline stages. I gener-
ated the others in the same way, but their combinational circuits and the number of
pipeline stages were chosen randomly among the ISCAS’85 designs and 4, 5, · · · ,
21, respectively. I implemented each combinational circuit using 45nm NanGate Open
Cell Library [4] with Synopsys Design Compiler. Then, I extracted the maximum dat-
apath delays between the pipeline stages using Synopsys PrimeTime for one specific
corner for simplicity2. Note that the delay extraction can be easily extended to the
case of multi-corner multi-mode scenarios by repeating the whole process. I used IBM
CPLEX optimizer [113] through PICOS interface [114] for solving the LP formula-
tion Equation (4.6) in Section 4.2.4 and ILP formulations Equations (4.9) and (4.10)
in Section 4.3.4 with ε=10ps and dmargin=30ps. I also observed the timing behavior
and measured the amounts of the dynamic and leakage power consumption of the con-
trollers using Synopsys FineSim.
4.4.2 Piecewise Linear Modeling of Delay Path Unit Area
The red dots in Figure 4.15 show the minimum-area changes of DPU for SDC and
NSDC corresponding to circuit C6288 as the target delay varies, derived by solving
2In the experiments, the temperature is set to 25 ◦C. However, as the temperature goes up to 70-

















(b) DPU area for replacing SDC (C6288)
Figure 4.15: Changes of the minimum implementation area for DPU allocation for
NSDC and SDC corresponding to C6288 by varying the target delay. The blue dots
and red lines represent the modeling samples and the piecewise linear prediction, re-
spectively.
Equation (4.9) in Section 4.3.4. Figures 4.15(a) and (b) show the DPU allocation re-
sults for SDC and NSDC, for which in experiments I varied target delay dtarget with a
step size of 0.01ns. Note that for DPU replacing NSDC, the minimum holding time of
input signal is decided by the cycle time of its pipeline stage, regardless of the delay
generated by the DPU. On the other hand, for DPU replacing SDC, its holding time is
limited by roughly half of the cycle time, and additional delay by the subsidiary cells
makes this upper bound on minimum holding time tight. The blue lines in Figure 4.15
indicate the piecewise linear modeling results obtained from the samples.
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I can observe that the slope of the DPU area increase becomes gradually gentle for
small target delays in Figure 4.15. The reason is that I replaced the simple delay buffer
chain (i.e., DPU-0) with DPUs with deep layers (e.g., DPU-1, DPU-2, DPU-3) that oc-
cupy less area. Meanwhile, even though the same type of DPU was used, the DPU area
increases sharply for some target delays. Figure 4.16 illustrates the implementations
for target delays of 5.38ns, 5.41ns, and 5.44ns in Figure 4.15(a), and as can be seen
from the figure, I could substitute the less number of delay buffers in deeper layers
for many delay buffers in the rest. However, as target delay exceeds some limit (e.g.,
5.41ns in Figure 4.15(a)), delay buffer insertion in deeper layers violates Constraint 3,

































Figure 4.16: DPU implementations for target delays of 5.38ns, 5.41ns, and 5.44ns in
Figure 4.15(a). The red values indicate the number of delay buffers.
Table 4.2 summarizes the runtime taken to prepare the data samples used in piece-
wise linear modeling for each combinational circuit in experiments. In the modeling,
I used DPU-0 (i.e, a simple buffer chain), DPU-1, DPU-2, and DPU-3 in Figure 4.10
and set the step size of a target delay to 0.01ns. The preparation of all data samples
was completed within two and a half minutes for every test case.
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Table 4.2: The runtime of the data samples preparation used in the piecewise linear
modeling step.
Circuit C1908 C2670 C3540 C5315 C6288 C7552
Time [sec] 54 43 67 49 131 51
4.4.3 Comparison of Power, Performance, and Area
I notate DPSYN to refer to my controller synthesis technique in Section 4.2 that uses
DPU-0. I also notate DPSYN+ to refer to my synthesis technique in Section 4.3 that
uses DPU-1, DPU-2, DPU-3 as well as DPU-0. Table 4.3 summarizes the comparison
of power, performance, and area of three implementations of asynchronous pipeline
controllers: [3], DPSYN, and DPSYN+.
(Area) The column starts with ‘Ckt.’ in Table 4.3 is the name of pipeline circuits,
and the number in each parenthesis represents the number of pipeline stages of the
randomly generated circuit. Note that the numbers in parentheses in the second big
column show the number of additional XORs and NORs for DPSYN+. The ratios of
the total area of controllers (except logic gates shown in Figure 4.3) produced by DP-
SYN and DPSYN+ to that by [3] are shown in column ‘Area,’ from which DPSYN and
DPSYN+ make 44.0% and 53.8% smaller controller on average over that by [3]. The
runtimes to solve Equation (4.6) in DPSYN and to solve Equation (4.10) in DPSYN+
are less than 0.001 seconds and 0.382 seconds for all test cases.
(Performance) Columns ‘Cycle Time’ and ‘Latency’ indicate the average cycle time
and latency normalized to their counterparts in [3], for all stages in each test case. The
little increase in DPSYN and DPSYN+ is due to ensuring pessimism considering the
gate delay models, but it can be controlled by adjusting ε in Equations (4.6) and (4.10)
and dmargin in Equation (4.9). With the setting of ε=10ps and dmargin=30ps, the cycle
time and latency of each pipeline stage increase only by 1.2% and 1.1% by DPSYN






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(Power) I can observe that DPSYN and DPSYN+ save the leakage power by 41.2%
and 45.7%, which is mainly due to the reduced number of delay buffers. On the other
hand, since the dynamic power depends on the amount of internal and external tran-
sitions regardless of the total cell count, the power consumption remains almost the
same level for DPSYN. The slight increase is caused by one new latch inserted to each
pipeline stage. However, for DPSYN+, the dynamic power increases by 13.7% from
the insertion of multiple new latches to DPUs. Figure 4.17 clearly shows the trend that
the dynamic power consumption increases as the latch cost invested per delay buffer
increases.
Figure 4.17: Changes in dynamic power consumption of the controller as the cost of
extra latch per delay buffer increases. DPSYN uses a much lower cost than DPSYN+.
Figure 4.18 depicts the implementation results of the 3-stage pipelined circuits
consisting of C5315, C6288, and C7552. DPSYN and DPSYN+ use 43.6% and 46.5%
fewer number of delay buffers (from 649 to 366 and 347) at the expense of 4 more
latches for DPSYN and 8 latches, 4 XORs, and 2 NORs for DPSYN+, respectively.
Note that [n0/n1] in Figure 4.18(c) indicates that the corresponding NSDC is replaced


























Data c5315 Datac6288 c7552















Data c5315 Datac6288 c7552
(c) Using my controller template with DPU-0 and DPU-1: 347 delay buffers
Figure 4.18: The asynchronous pipeline controllers produced by (a) [3], (b) DPSYN,
and (c) DPSYN+ for the 3-stage pipelined circuit consisting of C5315, C6288, and
C7552. The red numbers indicate the number of delay buffers inserted into the layers.
layers. For example, [3/33] indicates DPU-1 with 3 layer-0 delay buffers and 33 layer-
1 delay buffers. [n0] (e.g., [47] in Figure 4.18(c)) represents the delay buffer chain
consisting of n0 delay buffers.
4.5 Summary
This chapter addressed the synthesis problem of two-phase bundled-data asynchronous
pipeline controllers. To lighten the pipeline controllers, I developed a new logic syn-
thesis concept called delay path sharing and reusing, by which I could significantly
reduce the amount of the costly delay buffers. Precisely, (1) I proposed a technique
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of synthesizing a pipeline controller in a way to share delay buffers among the setup
timing paths for minimally allocating them; (2) I devised an area-efficient delay cir-
cuit structure called delay path unit (DPU) by extending the delay path sharing and
proposed an in-depth synthesis flow of an asynchronous pipeline controller using
DPUs. Through experiments, it was confirmed that my techniques of synthesizing
asynchronous pipeline controllers were able to reduce the controller area by 44.0%∼






In Chapter 2, I pointed out the limitations of the pointwise manner used in the con-
ventional approaches related to flexible flip-flop timing model based STA through two
examples. To complement them, I proposed the concept of clock-to-Q delay interval
analysis and introduced two additional timing constraints for this. By applying it, I for-
mulated the representative timing analysis problems (i.e., finding the minimum clock
period of a given circuit and clock skew scheduling for maximizing the worst and to-
tal timing slacks) into the instances of convex optimization. In addition, I suggested
a pre-processing algorithm for ameliorating the speed and scalability of solving the
problems. Through the experiments with a 45nm cell library, I demonstrated the dis-
crepancy between the results of previous and proposed timing analysis approaches and
improved the quality of timing analysis and optimization for the problems in terms of
the clock period, worst timing slack, and total timing slack. Furthermore, my scalable
speedup technique reduced the runtimes of solving significantly at the expense of little
loss of optimality and enabled the handling of large-size problem instances as well.
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5.2 Chapter 3
In Chapter 3, to deal with the performance variation in an NTV regime and advanced
process technology, I proposed a holistic HPM methodology throughout typical IC de-
sign flow from design to post-silicon phase. Specifically, I first formulated the problem
of finding an efficient configuration of monitoring circuits into the instance of the op-
timal experiment design problem. Besides, I suggested a new target timing prediction
flow combining statistical estimation of FEOL and BEOL PVs and neural network
based timing inference model with accurate timing margin control via uncertainty
learning. To resolve simulation-silicon discrepancies, I built a prediction model cal-
ibration flow in a silicon characterization step with transfer learning. I also shortened
the preparation time of the prediction model by substituting efficient but accurate sur-
rogate models for time-consuming SPICE simulations. The experimental results with a
28nm industry PDK and DK characterized at 0.6V demonstrated that the average pre-
diction pessimism of maximum delay reduced by 77.9% over the conventional signoff
results while respecting target prediction yield. Furthermore, for test chips fabricated
using a 10nm process in conjunction with AVS, I saved dynamic power consumption
by 28.2%∼28.8% on average.
5.3 Chapter 4
Lightening a pipeline controller directly impacts two domains: mitigating the increase
of controller area by PVT variation and reducing leakage power consumption. In Chap-
ter 4, I targeted employing a new delay circuit structure as well as resynthesizing the
conventional state-of-the-art controller to achieve the two factors in the domains for
two-phase bundled-data asynchronous pipeline controllers while retaining all the pre-
vious benefits. First, I reduced the number of delay buffers ensuring the correctness
of timing behavior significantly by modifying the setup timing paths in a pipeline
controller. In addition, I devised a new area-efficient delay circuit structure called de-
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lay path unit (DPU) through delay path reusing, which is the extension of delay path
sharing, and suggested in-depth synthesis flow of an asynchronous pipeline controller
using it. Through the experiments with a 45nm cell library, I validated the efficacy of
my proposed techniques. Precisely, over the conventional asynchronous pipeline con-
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타이밍 분석은 반도체 회로 개발 필수 과정 중 하나로, 최신 공정일수록 공정-전




력 딜레이는 해당 플립-플롭의 셋업 및 홀드 스큐에 영향을 받는다. 본 논문에서는
이러한특성을수학적으로정리하였으며,이를확장가능한속도향상기법과더불
어 주어진 회로의 타이밍 분석 및 클럭 스큐 스케쥴링 문제에 적용하였다. 둘째로,
유사문턱연산은초고집적회로동작의에너지효율을끌어올릴수있다는점에서
각광받지만,큰폭의성능변이및비선형성때문에널리활용되고있지않다.이를
해결하기 위해 유사 문턱 전압 영역 및 최신 공정 노드에서 보다 정확한 타이밍 예
측을위한하드웨어성능모니터링방법론전반을제안하였다.마지막으로,비동기
회로는기존동기회로의대안중하나로,그중에서도비동기파이프라인회로는비
교적 적은 설계 노력만으로도 구현 가능하다는 장점이 있다. 본 논문에서는 2위상
묶음 데이터 프로토콜 기반 비동기 파이프라인 컨트롤러 상에서, 정확한 핸드셰이
킹통신을위해삽입된딜레이버퍼에의한면적증가를완화할수있는합성기법을
제시하였다.
주요어: 타이밍 분석, 플립-플롭, 하드웨어 성능 모니터링 방법론, 유사 문턱 연산,
비동기회로,파이프라인컨트롤러,딜레이경로.
학번: 2014-21722
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