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1. Introduction and main results
In this paper, a meromorphic function always means a function which is meromorphic in the whole complex plane C .
It is assumed that the reader is familiar with the notations of Nevanlinna’s theory such as T (r, f ), N(r, f ), m(r, f ), N(r, f )
and so on, which can be found, for instance, in [1–4]. We denote by S(r, f ) any function satisfying S(r, f ) = o{T (r, f )}, as
r →+∞, possibly outside of a set with finite measure.
Let f (z) be a nonconstant meromorphic function on the complex plane C and a ∈ C⋃{∞}. Set E(a, f ) = {z : f (z)− a =
0}, where a zero point with multiplicitym is countedm times in the set. If these zero points are only counted once, then we
denote the set by E(a, f ). Let k be a positive integer. Set Ek)(a, f ) = {z : f (z)− a = 0, ∃i, 1 ≤ i ≤ k, s.t., f (i)(z) 6= 0}, where
a zero point with multiplicitym is countedm times in the set.
Let f (z) and g(z) be two meromorphic functions. We say f (z) and g(z) share the value a CM (counting multiplicities) if
f (z) − a and g(z) − a have the same zeros with the same multiplicities, i.e., E(a, f ) = E(a, g). If we do not consider the
multiplicities, then we say that f (z) and g(z) share the value a IM (ignoring multiplicities), i.e., E(a, f ) = E(a, g).
Moreover, we use the following notations.
Let a be a finite complex number, and k be a positive integer. We denote by Nk)(r, 1/(f − a)) the counting function for
the zeros of f (z)− awith multiplicity≤k, and by Nk)(r, 1/(f − a)) the corresponding one for which the multiplicity is not
I The research of the first author was supported by the National Natural Science Foundation of China (Grant No. 10771076) and the Natural Science
Foundation of Guangdong Province, China (Grant No. 07006700). The research of the second author was partially supported by Scientific Research Grant-
in-Aid from JSPS (Grant No. 18540107). The research of the third author was supported by the National Natural Science Foundation of China (Grant No.
10671109), the Youth Science Technology Foundation of Fujian Province, China (Grant No. 2003J006) and theNatural Science Foundation of Fujian Province,
China (Grant No. 2008J0190).∗ Corresponding author at: Department of AppliedMathematics, South ChinaAgricultural University, Guangzhou 510642, Guangdong Province, PR China.
E-mail addresses: junfanchen@163.com (J.-F. Chen), xyzhang@kdw.kj.yamagata-u.ac.jp (X.-Y. Zhang), wclin936@163.com (W.-C. Lin),
chentrent@126.com (S.-J. Chen).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.07.021
J.-F. Chen et al. / Computers and Mathematics with Applications 56 (2008) 3000–3014 3001
counted. Let N(k(r, 1/(f − a)) be the counting function for the zeros of f (z)− awith multiplicity≥k, and N (k(r, 1/(f − a))
be the corresponding one for which the multiplicity is not counted. Set Nk(r, 1/(f − a)) = N(r, 1/(f − a))+ N (2(r, 1/(f −
a))+ · · · + N (k(r, 1/(f − a)).
Let f (z) and g(z) be two nonconstant meromorphic functions and E(1, f ) = E(1, g). We denote by NL(r, 1/(f − 1)) the
counting function for 1-points of both f (z) and g(z) about which f (z) has larger multiplicity than g(z), with multiplicity not
being counted, and denote by N11(r, 1/(f − 1)) the counting function for common simple 1-points of both f (z) and g(z).
Similarly, we introduce the notation NL(r, 1/(g − 1)).
Due to Nevanlinna [2], it is well known that if f and g share four distinct values CM, then f is aMöbius transformation of g .
Corresponding to one famous question of Hayman [5], Fang and Hua [6], Yang and Hua [7] showed that similar conclusions
hold for certain types of differential polynomials when they share only one value. They proved the following result.
Theorem A. Let f (z) and g(z) be two nonconstant entire functions, n ≥ 6 be a positive integer. If f n(z)f ′(z) and gn(z)g ′(z)
share 1 CM, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying (c1c2)n+1c2 = −1, or
f (z) ≡ tg(z) for a constant t such that tn+1 = 1.
Xu and Qiu [8] improved the above result by deriving the following theorem.
Theorem B. Let f (z) and g(z) be two nonconstant entire functions, n ≥ 12 be a positive integer. If f n(z)f ′(z) and gn(z)g ′(z)
share 1 IM, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying (c1c2)n+1c2 = −1, or
f (z) ≡ tg(z) for a constant t such that tn+1 = 1.
Recently, Fang [9] proved the following results which were an improvement and generalization of Theorem A.
Theorem C. Let f (z) and g(z) be two nonconstant entire functions and let n, k be two positive integers with n > 2k + 4. If
[f n(z)](k) and [gn(z)](k) share 1 CM, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1.
Remark 1. Let k = 1. Then by Theorem C we get Theorem A.
Theorem D. Let f (z) and g(z) be two nonconstant entire functions, and let n, k be two positive integers with n ≥ 2k + 8. If
[f n(z)(f (z)− 1)](k) and [gn(z)(g(z)− 1)](k) share 1 CM, then f (z) ≡ g(z).
Now it is natural to ask by Theorems A and B whether the CM sharing value can be replaced by the IM sharing value in
Theorems C and D? In this paper, we give a positive answer to the above question by proving the following theorems.
Theorem 1. Let f (z) and g(z) be two nonconstant entire functions and let n, k be two positive integers with n > 5k + 7. If
[f n(z)](k) and [gn(z)](k) share 1 IM, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1.
Remark 2. Let k = 1. Then by Theorem 1 we get Theorem B.
Theorem 2. Let f (z) and g(z) be two nonconstant entire functions, and let n, k be two positive integers with n > 5k + 13. If
[f n(z)(f (z)− 1)](k) and [gn(z)(g(z)− 1)](k) share 1 IM, then f (z) ≡ g(z).
Furthermore, based on the idea of multiple values, we obtain the following theorems which improve Theorems C and D
respectively.
Theorem 3. Let f (z) and g(z) be two nonconstant entire functions and let n, k, and m be three positive integers. If
Em)
(
1, (f n)(k)
) = Em) (1, (gn)(k)), and
(i) if m = 1 and n > 4k + 6, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1; or
(ii) if m = 2 and n > (5k+ 9)/2, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1; or
(iii) if m ≥ 3 and n > 2k + 4, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying
(−1)k(c1c2)n(nc)2k = 1, or f (z) ≡ tg(z) for a constant t such that tn = 1.
Theorem 4. Let f (z) and g(z) be two nonconstant entire functions and let n, k, and m be three positive integers. If
Em)
(
1, (f n(f − 1))(k)) = Em) (1, (gn(g − 1))(k)), and
(i) if m = 1 and n > 4k+ 11, then f (z) ≡ g(z); or
(ii) if m = 2 and n > (5k+ 16)/2, then f (z) ≡ g(z); or
(iii) if m ≥ 3 and n > 2k+ 7, then f (z) ≡ g(z).
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In order to prove our results, we also need the following propositions.
Proposition 1. Let f (z) and g(z) be two nonconstant entire functions and let n, k be two positive integers with n > k. If
(f n)(k)(gn)(k) ≡ 1, then f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying (−1)k(c1c2)n(nc)2k = 1.
Proposition 2. Let f (z) and g(z) be two nonconstant entire functions, let n, k be two positive integers with n > k, and let a0,
a1 be two constants. If [f n(a1f + a0)](k)[gn(a1g + a0)](k) ≡ 1, then either a0 = 0, a1 6= 0 or a0 6= 0, a1 = 0; further, when
ai 6= 0, a1−i = 0 for i = 0, 1, f (z) = c1/ n+i√aiecz , g(z) = c2/ n+i√aie−cz , where c1, c2, and c are three constants satisfying
(−1)k(c1c2)n+i[(n+ i)c]2k = 1.
2. Some lemmas
Lemma 1 ([1,3]). Let f (z) be a nonconstant entire function, let k be a positive integer, and let c be a nonzero finite complex
number. Then
T (r, f ) ≤ N
(
r,
1
f
)
+ N
(
r,
1
f (k) − c
)
− N
(
r,
1
f (k+1)
)
+ S(r, f )
≤ Nk+1
(
r,
1
f
)
+ N
(
r,
1
f (k) − c
)
− N0
(
r,
1
f (k+1)
)
+ S(r, f ),
where N0(r, 1/f (k+1)) is the counting function which only counts those points such that f (k+1) = 0 but f (f (k) − c) 6= 0.
Lemma 2 ([1,3]). Let f (z) be a nonconstant meromorphic function, and let a1(z), a2(z) be two meromorphic functions such that
T (r, ai) = S(r, f ), i = 1, 2. Then
T (r, f ) ≤ N(r, f )+ N
(
r,
1
f − a1
)
+ N
(
r,
1
f − a2
)
+ S(r, f ).
Lemma 3 ([10]). Let an (6= 0), an−1, . . . , a0 be constants, and let f (z) be a nonconstant meromorphic function. Then
T
(
r, anf n + an−1f n−1 + · · · + a1f + a0
) = nT (r, f )+ S(r, f ).
Lemma 4. Let f and g be two nonconstant entire functions, and let m, k be two positive integers. If f (k) and g(k) share 1 IM, then
one of the following two cases holds:
(i)
T (r, f )+ T (r, g) ≤ 2
[
Nk+1
(
r,
1
f
)
+ Nk+1
(
r,
1
g
)
+ N
(
r,
1
f
)
+ N
(
r,
1
g
)]
+ 3
[
NL
(
r,
1
f (k) − 1
)
+ NL
(
r,
1
g(k) − 1
)]
+ S(r, f )+ S(r, g);
(ii)
1
f (k) − 1 =
bg(k) + a− b
g(k) − 1 ,
where a 6= 0, b are two constants.
Proof. Let
φ =
[
f (k+2)
f (k+1)
− 2 f
(k+1)
f (k) − 1
]
−
[
g(k+2)
g(k+1)
− 2 g
(k+1)
g(k) − 1
]
. (2.1)
Since f (k) and g(k) share 1 IM, a simple computation on local expansions shows that φ(z0) = 0 if z0 is a common simple
zero of f (k) − 1 and g(k) − 1. Next we consider two cases: φ 6≡ 0 and φ ≡ 0.
If φ 6≡ 0, then
N11
(
r,
1
f (k) − 1
)
≤ N
(
r,
1
φ
)
≤ T (r, φ)+ O(1) ≤ N(r, φ)+ S(r, f )+ S(r, g). (2.2)
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By our assumptions, we know that the common zeros of f (k) − 1 and g(k) − 1 with the same multiplicities are not poles
of φ(z). Thus, we deduce from (2.1) that
N(r, φ) ≤ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ N0
(
r,
1
f (k+1)
)
+ N0
(
r,
1
g(k+1)
)
+NL
(
r,
1
f (k) − 1
)
+ NL
(
r,
1
g(k) − 1
)
, (2.3)
where N0(r, 1/f (k+1)) has the same meaning as in Lemma 1, and N0(r, 1/g(k+1)) denotes the analogous quantity.
By Lemma 1, we get
T (r, f ) ≤ Nk+1
(
r,
1
f
)
+ N
(
r,
1
f (k) − 1
)
− N0
(
r,
1
f (k+1)
)
+ S(r, f ), (2.4)
T (r, g) ≤ Nk+1
(
r,
1
g
)
+ N
(
r,
1
g(k) − 1
)
− N0
(
r,
1
g(k+1)
)
+ S(r, g). (2.5)
Note that
N
(
r,
1
f (k) − 1
)
+ N
(
r,
1
g(k) − 1
)
≤ N11
(
r,
1
f (k) − 1
)
+ NL
(
r,
1
f (k) − 1
)
+ N
(
r,
1
g(k) − 1
)
,
N
(
r,
1
g(k) − 1
)
≤ T (r, g(k))+ O(1) ≤ T (r, g)+ S(r, g).
From this, (2.2)–(2.5), we obtain
T (r, f ) ≤ Nk+1
(
r,
1
f
)
+ Nk+1
(
r,
1
g
)
+ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ 2NL
(
r,
1
f (k) − 1
)
+ NL
(
r,
1
g(k) − 1
)
+ S(r, f )+ S(r, g). (2.6)
Similarly, we have
T (r, g) ≤ Nk+1
(
r,
1
f
)
+ Nk+1
(
r,
1
g
)
+ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ 2NL
(
r,
1
g(k) − 1
)
+ NL
(
r,
1
f (k) − 1
)
+ S(r, f )+ S(r, g). (2.7)
Combining (2.6) with (2.7), we know that (i) holds.
If φ ≡ 0, then by (2.1) we can easily obtain (ii), which also completes the proof of Lemma 4. 
Lemma 5. Let f and g be two nonconstant entire functions, and let m, k be two positive integers. If Em)
(
a, f (k)
) = Em) (a, g(k)),
then one of the following two cases holds:
(i)
T (r, f )+ T (r, g) ≤ Nk+1
(
r,
1
f
)
+ Nk+1
(
r,
1
g
)
+ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+N
(
r,
1
f (k) − 1
)
+ N
(
r,
1
g(k) − 1
)
− N11
(
r,
1
f (k) − 1
)
+N (m+1
(
r,
1
f (k) − 1
)
+ N (m+1
(
r,
1
g(k) − 1
)
+ S(r, f )+ S(r, g);
(ii)
1
f (k) − 1 =
bg(k) + a− b
g(k) − 1 ,
where a 6= 0, b are two constants.
Proof. Using the same argument as in Lemma 4, we can easily get this result and omit the details here. 
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Lemma 6 ([4]). Let f be a nonconstant meromorphic function, and let k be a positive integer. Then
N
(
r,
1
f (k)
)
≤ N
(
r,
1
f
)
+ kN(r, f )+ S(r, f ).
Lemma 7. Let f be a nonconstant meromorphic function, and let n, k be positive integers with n > k. Then
N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)
≤ (k+ 1)
[
N(r, f )+ N
(
r,
1
f
)]
+ S(r, f ).
Proof. Note that
N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(f n)(k)
)
− N
(
r,
1
(f n)(k)
)
≤ N
(
r,
1
(f n)(k+1)
)
.
From this and Lemma 6, we have
N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)
≤ N
(
r,
1
(f n)(k)
)
+ N(r, f )+ S(r, f ). (2.8)
Since
N
(
r,
1
(f n)(k)
)
= N
(
r,
1
(f n)(k)
)
− N
(
r,
1
(f n)(k)
)
+ N
(
r,
1
(f n)(k)
)
,
it follows by (2.8), Lemma 6, and n > k that
N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)
≤ N
(
r,
1
f n
)
− N
(
r,
1
(f n)(k)
)
+ N
(
r,
1
(f n)(k)
)
+ (k+ 1)N(r, f )+ S(r, f )
≤ Nk)
(
r,
1
f n
)
+ kN (k+1
(
r,
1
f n
)
− N0
(
r,
1
(f n)(k)
)
+ N (k+1
(
r,
1
f n
)
+ N0
(
r,
1
(f n)(k)
)
+ (k+ 1)N(r, f )+ S(r, f )
≤ (k+ 1)
[
N (k+1
(
r,
1
f n
)
+ N(r, f )
]
+ S(r, f )
≤ (k+ 1)
[
N
(
r,
1
f
)
+ N(r, f )
]
+ S(r, f ),
where N0
(
r, 1/(f n)(k)
) (
N0
(
r, 1/(f n)(k)
))
denotes the (reduced) counting function corresponding to the zeros of (f n)(k) that
are not zeros of f n.
This completes the proof of Lemma 7. 
Lemma 8. Let f be a nonconstant meromorphic function, and let n, k be positive integers with n > k. Then
N
(
r,
1
[f n(f − 1)](k) − 1
)
− N
(
r,
1
[f n(f − 1)](k) − 1
)
≤ (k+ 1)
[
N(r, f )+ N
(
r,
1
f
)]
+ N
(
r,
1
f − 1
)
+ S(r, f ).
Proof. Using the same argument as in Lemma 7, we can easily get this result and omit the details here. 
Lemma 9 ([11]). Let f (z) be a nonconstant entire function, and let k ≥ 2 be a positive integer. If f (z)f (k)(z) 6= 0, then
f (z) = eaz+b, where a 6= 0, b are constants.
Lemma 10 ([12–15]). Let f be a transcendental entire function, and let n, k be positive integers with n ≥ k+1. Then (f n)(k) = 1
has infinitely many solutions.
Lemma 11 ([9]). Let f be a transcendental entire function, and let n, k be positive integers with n ≥ k+2. Then [f n(f −1)](k) = 1
has infinitely many solutions.
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3. Proofs of Propositions 1 and 2
3.1. Proof of Proposition 1
Since f and g are entire, from
(f n)(k)(gn)(k) ≡ 1 (3.1)
we get
(f n)(k) 6= 0, (gn)(k) 6= 0. (3.2)
Moreover, by (3.1) and the assumption that f and g are entire functions we immediately see from n > k that f and g
have no zeros, that is,
f (z) 6= 0, g(z) 6= 0. (3.3)
In fact, suppose that f (z) have a zero z0. Then z0 is a zero of (f n)(k) by (3.1) and n > k. Thus, z0 is a pole of (gn)(k), which
contradicts that g(z) is entire. Hence, f (z) 6= 0. Similarly, g(z) 6= 0.
If k ≥ 2, then by Lemma 9, (3.1)–(3.3), we obtain the desired result.
If k = 1, then from (3.3) there exist two entire functions α(z) and β(z) such that f (z) = eα(z), g(z) = eβ(z). From this
and (3.1), we have
n2α′β ′en(α+β) ≡ 1. (3.4)
Thus α′ and β ′ have no zeros and we may set
α′ = eδ(z), β ′ = eγ (z), (3.5)
where δ and γ are entire functions. By (3.4) and (3.5), we obtain n2en(α+β)+δ+γ ≡ 1.Differentiating this yields in viewof (3.5)
n
(
eδ + eγ )+ δ′ + γ ′ ≡ 0, (3.6)
i.e.,
neδ + δ′ ≡ −(neγ + γ ′)
Since δ and γ are entire, we get
T (r, δ′) = m(r, δ′) = m
(
r,
(eδ)′
eδ
)
= S(r, eδ),
T (r, γ ′) = m(r, γ ′) = m
(
r,
(eγ )′
eγ
)
= S(r, eγ ).
Thus, from this we have
T (r, eδ) = T (r, eγ )+ S(r, eδ)+ S(r, eγ ),
which implies
S(r, eδ) = S(r, eγ ) := S(r).
Let a ≡ −(δ′ + γ ′). Then T (r, a) = S(r). If a 6≡ 0, then we rewrite (3.6) as
eδ
a
+ e
γ
a
≡ 1
n
.
From this and the second fundamental theorem, we obtain
T (r, eδ) ≤ T
(
r,
eγ
a
)
+ S(r) ≤ N
(
r,
eγ
a
)
+ N
(
r,
1
eγ /a
)
+ N
(
r,
1
eγ /a− 1/n
)
+ S(r) = S(r),
which implies eδ is constant. Similarly, eγ is also constant. This shows that a ≡ 0, a contradiction. Therefore, a ≡
−(δ′ + γ ′) ≡ 0. It follows from this and (3.6) that eδ + eγ ≡ 0, which deduces that δ = γ + (2l + 1)pi i for some
integer l. Thus by (3.6) we have δ′ ≡ γ ′ ≡ 0, so that δ and γ are constants, i.e., α′ and β ′ are constants. From this we can
easily obtain the desired result.
This completes the proof of Proposition 1. 
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3.2. Proof of Proposition 2
Suppose that a0 6= 0 and a1 6= 0. Since
[f n(a1f + a0)](k)[gn(a1g + a0)](k) ≡ 1, (3.7)
from n > k and the assumption that f (z) and g(z) are two nonconstant entire functions we deduce by (3.7) that f (z) 6= 0,
g(z) 6= 0. Thus there exists a nonconstant entire function α(z) such that f (z) = eα(z) and so by induction we get
[a1f n+1(z)](k) =
[
a1e(n+1)α(z)
](k) = p1 (α′, α′′, . . . , α(k)) e(n+1)α(z), (3.8)
[a0f n(z)](k) =
[
a0enα(z)
](k) = p2 (α′, α′′, . . . , α(k)) enα(z), (3.9)
where p1
(
α′, α′′, . . . , α(k)
)
, p2
(
α′, α′′, . . . , α(k)
)
are differential polynomials.
Clearly,
p1
(
α′, α′′, . . . , α(k)
) 6≡ 0, p2 (α′, α′′, . . . , α(k)) 6≡ 0. (3.10)
Note that g is an entire function. It follows from (3.7) that [f n(a1f + a0)](k) 6= 0. Thus, by (3.8) and (3.9) we get
p1
(
α′, α′′, . . . , α(k)
)
eα(z) + p2
(
α′, α′′, . . . , α(k)
) 6= 0. (3.11)
Since α(z) is an entire function, we have
T (r, α′) = m(r, α′) = m
(
r,
(eα)′
eα
)
= m
(
r,
f ′
f
)
= S(r, f ).
Thus we obtain
T
(
r, α(j)
) ≤ T (r, α′)+ S(r, f ) = S(r, f ), (3.12)
for j = 1, 2, . . . , k. Hence, we deduce that
T (r, p1) = S(r, f ), T (r, p2) = S(r, f ). (3.13)
Note that f = eα . Then, by (3.11) and (3.13), and Lemma 2, we have
T (r, f ) ≤ T (r, p1eα)+ S(r, f )
≤ N
(
r,
1
p1eα
)
+ N
(
r,
1
p1eα + p2
)
+ S(r, f )
≤ N
(
r,
1
p1
)
+ S(r, f )
≤ S(r, f ),
which is a contradiction. This shows that either a0 = 0, a1 6= 0 or a0 6= 0, a1 = 0. Thus, whichever alternative holds, from
Proposition 1 we can easily obtain the desired result.
This completes the proof of Proposition 2. 
4. Proofs of Theorems 1 and 3
4.1. Proof of Theorem 1
By Lemma 7, we get
NL
(
r,
1
(f n)(k) − 1
)
≤ N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)
≤ (k+ 1)N
(
r,
1
f
)
+ S(r, f ).
Similarly, we have
NL
(
r,
1
(gn)(k) − 1
)
≤ (k+ 1)N
(
r,
1
g
)
+ S(r, g).
Note that
Nk+1
(
r,
1
f n
)
≤ (k+ 1)N
(
r,
1
f
)
, Nk+1
(
r,
1
gn
)
≤ (k+ 1)N
(
r,
1
g
)
.
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If
T (r, f n)+ T (r, gn) ≤ 2
[
Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f n
)
+ N
(
r,
1
gn
)]
+ 3
[
NL
(
r,
1
(f n)(k) − 1
)
+ NL
(
r,
1
(gn)(k) − 1
)]
+ S(r, f )+ S(r, g),
i.e.,
nT (r, f )+ nT (r, g) ≤ 2
[
Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f
)
+ N
(
r,
1
g
)]
+ 3
[
NL
(
r,
1
(f n)(k) − 1
)
+ NL
(
r,
1
(gn)(k) − 1
)]
+ S(r, f )+ S(r, g),
then
[n− (5k+ 7)][T (r, f )+ T (r, g)] ≤ S(r, f )+ S(r, g),
which is a contradiction because n > 5k+ 7. Thus Lemma 4 implies that
1
(f n)(k) − 1 =
b(gn)(k) + a− b
(gn)(k) − 1 , (4.1)
where a 6= 0, b are two constants.
Next we consider the following three cases.
Case 1. b 6= 0 and a = b. Then from (4.1) we have
1
(f n)(k) − 1 =
b(gn)(k)
(gn)(k) − 1 . (4.2)
If b = −1, then it follows from (4.2) that (f n)(k)(gn)(k) = 1. By Proposition 1, we can get f (z) = c1ecz , g(z) = c2e−cz , where
c1, c2, and c are three constants satisfying (−1)k(c1c2)n(nc)2k = 1. If b 6= −1, then it follows from (4.2) and the fact that f
and g are entire that
(f n)(k) −
(
1+ 1
b
)
= − 1
b(gn)(k)
6= 0.
Again by Lemma 1, we obtain
nT (r, f ) = T (r, f n)+ O(1) ≤ Nk+1
(
r,
1
f n
)
+ S(r, f )
≤ (k+ 1)N
(
r,
1
f
)
+ S(r, f )
≤ (k+ 1)T (r, f )+ S(r, f ),
which is a contradiction because n > 5k+ 7.
Case 2. b 6= 0 and a 6= b. Then from (4.1) we obtain
(gn)(k) + a− b
b
6= 0.
It follows by Lemma 1 that
nT (r, g) = T (r, gn)+ O(1) ≤ Nk+1
(
r,
1
gn
)
+ S(r, g).
Next, by using the argument as in Case 1, we get a contradiction.
Case 3. b = 0 and a 6= 0. Then from (4.1) we have
(f n)(k) = 1
a
(gn)(k) + 1− 1
a
, (4.3)
so that
f n = 1
a
gn + p(z), (4.4)
where p(z) is a polynomial of degree at most k.
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Now we claim that p(z) ≡ 0.
By the assumptions and Lemma 10, we know that either both f and g are transcendental entire functions or both f and
g are polynomials.
First, we consider the case when f and g are transcendental entire functions. If p(z) 6≡ 0, then by Lemma 2 and (4.4) we
have
nT (r, f ) = T (r, f n)+ O(1) ≤ N
(
r,
1
f n
)
+ N
(
r,
1
gn
)
+ S(r, f )
≤ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ S(r, f )
≤ T (r, f )+ T (r, g)+ S(r, f ). (4.5)
On the other hand, from (4.4) and Lemma 3 we see that
T (r, f ) = T (r, g)+ S(r, f ).
Substituting this into (4.5) we deduce that
nT (r, f ) ≤ 2T (r, f )+ S(r, f ),
which is a contradiction because n > 5k+ 7. This implies p(z) ≡ 0 and so the claim is proved.
Next we consider the case when f and g are polynomials. Suppose that f and g have µ and ν pairwise distinct zeros,
respectively. Then f and g are of the forms
f (z) = c1(z − a1)l1(z − a2)l2 · · · (z − aµ)lµ ,
g(z) = c2(z − b1)m1(z − b2)m2 · · · (z − bν)mν ,
so that
f n(z) = cn1 (z − a1)nl1(z − a2)nl2 · · · (z − aµ)nlµ , (4.6)
gn(z) = cn2 (z − b1)nm1(z − b2)nm2 · · · (z − bν)nmν , (4.7)
where c1 and c2 are nonzero constants, nli > 5k + 7, nmj > 5k + 7, i = 1, 2, . . . , µ, j = 1, 2, . . . , ν. Differentiating (4.3),
we get
(f n)(k+1) = 1
a
(gn)(k+1).
It follows from this, (4.6) and (4.7) that
(z − a1)nl1−(k+1) · · · (z − aµ)nlµ−(k+1)p1(z) = (z − b1)nm1−(k+1) · · · (z − bν)nmν−(k+1)p2(z), (4.8)
where p1(z) and p2(z) are polynomials with deg p1 = (µ − 1)(k + 1) and deg p2 = (ν − 1)(k + 1), respectively. From
nli > 5k+ 7, nmj > 5k+ 7, i = 1, 2, . . . , µ, j = 1, 2, . . . , ν, we see that
µ∑
i=1
[nli − (k+ 1)] > µ(4k+ 6) > (µ− 1)(k+ 1),
ν∑
j=1
[nmj − (k+ 1)] > ν(4k+ 6) > (ν − 1)(k+ 1).
Thus from (4.8) we deduce that there exists z0 such that f n(z0) = gn(z0) = 0, where z0 has multiplicity greater than 5k+ 7.
This together with (4.4) implies p(z) ≡ 0, which also proves the claim.
Therefore from (4.3) and (4.4) we get a = 1 and so f n ≡ gn, that is, f (z) ≡ tg(z) for a constant t such that tn = 1.
This completes the proof of Theorem 1. 
4.2. Proof of Theorem 3
(i)m = 1.
By Lemma 7, we have
N (2
(
r,
1
(f n)(k) − 1
)
≤ N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)
≤ (k+ 1)N
(
r,
1
f
)
+ S(r, f ).
Similarly, we get
N (2
(
r,
1
(gn)(k) − 1
)
≤ (k+ 1)N
(
r,
1
g
)
+ S(r, g).
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Note that
Nk+1
(
r,
1
f n
)
≤ (k+ 1)N
(
r,
1
f
)
, Nk+1
(
r,
1
gn
)
≤ (k+ 1)N
(
r,
1
g
)
,
N
(
r,
1
(f n)(k) − 1
)
≤ 1
2
N1)
(
r,
1
(f n)(k) − 1
)
+ 1
2
N
(
r,
1
(f n)(k) − 1
)
,
N
(
r,
1
(gn)(k) − 1
)
≤ 1
2
N1)
(
r,
1
(gn)(k) − 1
)
+ 1
2
N
(
r,
1
(gn)(k) − 1
)
,
N11
(
r,
1
(f n)(k) − 1
)
= N1)
(
r,
1
(f n)(k) − 1
)
= N1)
(
r,
1
(gn)(k) − 1
)
,
N
(
r,
1
(f n)(k) − 1
)
≤ T (r, (f n)(k))+ O(1) ≤ T (r, f n)+ S(r, f ) ≤ nT (r, f )+ S(r, f ),
N
(
r,
1
(gn)(k) − 1
)
≤ T (r, (gn)(k))+ O(1) ≤ T (r, gn)+ S(r, g) ≤ nT (r, g)+ S(r, g).
If
T (r, f n)+ T (r, gn) ≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f n
)
+N
(
r,
1
gn
)
+ N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(gn)(k) − 1
)
−N11
(
r,
1
(f n)(k) − 1
)
+ N (2
(
r,
1
(f n)(k) − 1
)
+ N (2
(
r,
1
(gn)(k) − 1
)
+ S(r, f )+ S(r, g),
i.e.,
nT (r, f )+ nT (r, g) ≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f
)
+N
(
r,
1
g
)
+ N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(gn)(k) − 1
)
−N11
(
r,
1
(f n)(k) − 1
)
+ N (2
(
r,
1
(f n)(k) − 1
)
+ N (2
(
r,
1
(gn)(k) − 1
)
+ S(r, f )+ S(r, g),
then [n
2
− (2k+ 3)
]
[T (r, f )+ T (r, g)] ≤ S(r, f )+ S(r, g),
which is a contradiction because n > 4k+ 6. Thus Lemma 5 implies that
1
(f n)(k) − 1 =
b(gn)(k) + a− b
(gn)(k) − 1 ,
where a 6= 0, b are two constants.
Next, by using the argument as in Theorem 1, we can prove the casem = 1.
(ii)m = 2.
By Lemma 7, we have
N (3
(
r,
1
(f n)(k) − 1
)
≤ 1
2
[
N
(
r,
1
(f n)(k) − 1
)
− N
(
r,
1
(f n)(k) − 1
)]
≤ k+ 1
2
N
(
r,
1
f
)
+ S(r, f ).
Similarly, we get
N (3
(
r,
1
(gn)(k) − 1
)
≤ k+ 1
2
N
(
r,
1
g
)
+ S(r, g).
Note that
Nk+1
(
r,
1
f n
)
≤ (k+ 1)N
(
r,
1
f
)
, Nk+1
(
r,
1
gn
)
≤ (k+ 1)N
(
r,
1
g
)
,
N
(
r,
1
(f n)(k) − 1
)
+ 1
2
N (3
(
r,
1
(f n)(k) − 1
)
≤ 1
2
N1)
(
r,
1
(f n)(k) − 1
)
+ 1
2
N
(
r,
1
(f n)(k) − 1
)
,
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N
(
r,
1
(gn)(k) − 1
)
+ 1
2
N (3
(
r,
1
(gn)(k) − 1
)
≤ 1
2
N1)
(
r,
1
(gn)(k) − 1
)
+ 1
2
N
(
r,
1
(gn)(k) − 1
)
,
N11
(
r,
1
(f n)(k) − 1
)
= N1)
(
r,
1
(f n)(k) − 1
)
= N1)
(
r,
1
(gn)(k) − 1
)
,
N
(
r,
1
(f n)(k) − 1
)
≤ T (r, (f n)(k))+ O(1) ≤ T (r, f n)+ S(r, f ) ≤ nT (r, f )+ S(r, f ),
N
(
r,
1
(gn)(k) − 1
)
≤ T (r, (gn)(k))+ O(1) ≤ T (r, gn)+ S(r, g) ≤ nT (r, g)+ S(r, g).
If
T (r, f n)+ T (r, gn) ≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f n
)
+N
(
r,
1
gn
)
+ N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(gn)(k) − 1
)
−N11
(
r,
1
(f n)(k) − 1
)
+ N (3
(
r,
1
(f n)(k) − 1
)
+ N (3
(
r,
1
(gn)(k) − 1
)
+ S(r, f )+ S(r, g),
i.e.,
nT (r, f )+ nT (r, g) ≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f
)
+N
(
r,
1
g
)
+ N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(gn)(k) − 1
)
−N11
(
r,
1
(f n)(k) − 1
)
+ N (3
(
r,
1
(f n)(k) − 1
)
+ N (3
(
r,
1
(gn)(k) − 1
)
+ S(r, f )+ S(r, g),
then [
n
2
− 5k+ 9
4
]
[T (r, f )+ T (r, g)] ≤ S(r, f )+ S(r, g),
which is a contradiction because n > (5k+ 9)/2. Thus Lemma 5 implies that
1
(f n)(k) − 1 =
b(gn)(k) + a− b
(gn)(k) − 1 ,
where a 6= 0, b are two constants.
Next, by using the argument as in Theorem 1, we can prove the casem = 2.
(iii)m ≥ 3.
Note that
Nk+1
(
r,
1
f n
)
≤ (k+ 1)N
(
r,
1
f
)
, Nk+1
(
r,
1
gn
)
≤ (k+ 1)N
(
r,
1
g
)
,
N
(
r,
1
(f n)(k) − 1
)
+ N (m+1
(
r,
1
(f n)(k) − 1
)
≤ 1
2
N1)
(
r,
1
(f n)(k) − 1
)
+ 1
2
N
(
r,
1
(f n)(k) − 1
)
,
N
(
r,
1
(gn)(k) − 1
)
+ N (m+1
(
r,
1
(gn)(k) − 1
)
≤ 1
2
N1)
(
r,
1
(gn)(k) − 1
)
+ 1
2
N
(
r,
1
(gn)(k) − 1
)
,
N11
(
r,
1
(f n)(k) − 1
)
= N1)
(
r,
1
(f n)(k) − 1
)
= N1)
(
r,
1
(gn)(k) − 1
)
,
N
(
r,
1
(f n)(k) − 1
)
≤ T (r, (f n)(k))+ O(1) ≤ T (r, f n)+ S(r, f ) ≤ nT (r, f )+ S(r, f ),
N
(
r,
1
(gn)(k) − 1
)
≤ T (r, (gn)(k))+ O(1) ≤ T (r, gn)+ S(r, g) ≤ nT (r, g)+ S(r, g).
J.-F. Chen et al. / Computers and Mathematics with Applications 56 (2008) 3000–3014 3011
If
T (r, f n)+ T (r, gn) ≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f n
)
+N
(
r,
1
gn
)
+ N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(gn)(k) − 1
)
− N11
(
r,
1
(f n)(k) − 1
)
+N (m+1
(
r,
1
(f n)(k) − 1
)
+ N (m+1
(
r,
1
(gn)(k) − 1
)
+ S(r, f )+ S(r, g),
i.e.,
nT (r, f )+ nT (r, g) ≤ Nk+1
(
r,
1
f n
)
+ Nk+1
(
r,
1
gn
)
+ N
(
r,
1
f
)
+N
(
r,
1
g
)
+ N
(
r,
1
(f n)(k) − 1
)
+ N
(
r,
1
(gn)(k) − 1
)
− N11
(
r,
1
(f n)(k) − 1
)
+N (m+1
(
r,
1
(f n)(k) − 1
)
+ N (m+1
(
r,
1
(gn)(k) − 1
)
+ S(r, f )+ S(r, g),
then [n
2
− (k+ 2)
]
[T (r, f )+ T (r, g)] ≤ S(r, f )+ S(r, g),
which is a contradiction because n > 2k+ 4. Thus Lemma 5 implies that
1
(f n)(k) − 1 =
b(gn)(k) + a− b
(gn)(k) − 1 ,
where a 6= 0, b are two constants.
Next, by using the argument as in Theorem 1, we can prove the casem ≥ 3.
This completes the proof of Theorem 3. 
5. Proofs of Theorems 2 and 4
5.1. Proof of Theorem 2
By Lemma 8, we have
NL
(
r,
1
[f n(f − 1)](k) − 1
)
≤ N
(
r,
1
[f n(f − 1)](k) − 1
)
− N
(
r,
1
[f n(f − 1)](k) − 1
)
≤ (k+ 1)N
(
r,
1
f
)
+ N
(
r,
1
f − 1
)
+ S(r, f ).
Similarly, we get
NL
(
r,
1
[gn(g − 1)](k) − 1
)
≤ (k+ 1)N
(
r,
1
g
)
+ N
(
r,
1
g − 1
)
+ S(r, g).
Note that
Nk+1
(
r,
1
f n(f − 1)
)
≤ (k+ 1)N
(
r,
1
f
)
+ N
(
r,
1
f − 1
)
,
Nk+1
(
r,
1
gn(g − 1)
)
≤ (k+ 1)N
(
r,
1
g
)
+ N
(
r,
1
g − 1
)
.
If
T (r, f n(f − 1))+ T (r, gn(g − 1)) ≤ 2
[
Nk+1
(
r,
1
f n(f − 1)
)
+ Nk+1
(
r,
1
gn(g − 1)
)]
+ 2
[
N
(
r,
1
f n(f − 1)
)
+ N
(
r,
1
gn(g − 1)
)]
+ 3
[
NL
(
r,
1
[f n(f − 1)](k) − 1
)
+ NL
(
r,
1
[gn(g − 1)](k) − 1
)]
+ S(r, f )+ S(r, g),
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i.e.,
(n+ 1)T (r, f )+ (n+ 1)T (r, g) ≤ 2
[
Nk+1
(
r,
1
f n(f − 1)
)
+ Nk+1
(
r,
1
gn(g − 1)
)]
+ 2
[
N
(
r,
1
f (f − 1)
)
+ N
(
r,
1
g(g − 1)
)]
+ 3
[
NL
(
r,
1
[f n(f − 1)](k) − 1
)
+ NL
(
r,
1
[gn(g − 1)](k) − 1
)]
+ S(r, f )+ S(r, g),
then
[n− (5k+ 13)][T (r, f )+ T (r, g)] ≤ S(r, f )+ S(r, g),
which is a contradiction because n > 5k+ 13. Thus Lemma 4 implies that
1
[f n(f − 1)](k) − 1 =
b[gn(g − 1)](k) + a− b
[gn(g − 1)](k) − 1 , (5.1)
where a 6= 0, b are two constants.
Next we consider the following three cases.
Case 1. b 6= 0 and a = b. Then from (5.1) we have
1
[f n(f − 1)](k) − 1 =
b[gn(g − 1)](k)
[gn(g − 1)](k) − 1 . (5.2)
If b = −1, then it follows from (5.2) that
[f n(f − 1)](k)[gn(g − 1)](k) = 1. (5.3)
Choose a1 = 1, a0 = −1 in Proposition 2. Then by (5.3) and Proposition 2 we can arrive at a contradiction. If b 6= −1, then
it follows from (5.2) and the fact that f and g are entire that
[f n(f − 1)](k) −
(
1+ 1
b
)
= − 1
b[gn(g − 1)](k) 6= 0.
Again by Lemma 1, we obtain
(n+ 1)T (r, f ) = T (r, f n(f − 1))+ S(r, f ) ≤ Nk+1
(
r,
1
f n(f − 1)
)
+ S(r, f )
≤ (k+ 2)T (r, f )+ S(r, f ).
Thus we get
[n− (k+ 1)]T (r, f ) ≤ S(r, f ),
which is a contradiction because n > 5k+ 13.
Case 2. b 6= 0 and a 6= b. Then from (5.1) we have
[gn(g − 1)](k) + a− b
b
6= 0.
It follows by Lemma 1 that
(n+ 1)T (r, g) = T (r, gn(g − 1))+ S(r, g) ≤ Nk+1
(
r,
1
gn(g − 1)
)
+ S(r, g).
Next, by using the argument as in Case 1, we get a contradiction.
Case 3. b = 0 and a 6= 0. Then from (5.1) we obtain
[f n(f − 1)](k) = 1
a
[gn(g − 1)](k) + 1− 1
a
, (5.4)
so that
f n(f − 1) = 1
a
gn(g − 1)+ p(z), (5.5)
where p(z) is a polynomial of degree at most k. Obviously, from (5.5) and Lemma 3 we get
T (r, f ) = T (r, g)+ S(r, f ). (5.6)
Now we claim that p(z) ≡ 0.
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By the assumptions and Lemma 11, we know that either both f and g are transcendental entire functions or both f and
g are polynomials.
First, we consider the case when f and g are transcendental entire functions. If p(z) 6≡ 0, then by Lemma 2, (5.5) and
(5.6) we have
(n+ 1)T (r, f ) = T (r, f n(f − 1))+ S(r, f )
≤ N
(
r,
1
f n(f − 1)
)
+ N
(
r,
1
f n(f − 1)− p(z)
)
+ S(r, f )
≤ N
(
r,
1
f (f − 1)
)
+ N
(
r,
1
g(g − 1)
)
+ S(r, f )
≤ 4T (r, f )+ S(r, f ),
which is a contradiction because n > 5k+ 13. Hence, we deduce that p(z) ≡ 0 and the claim is proved.
Now we consider the case when f and g are polynomials. Suppose that f and g have µ and ν pairwise distinct zeros,
respectively. Then f and g are of form
f (z) = c1(z − a1)l1(z − a2)l2 · · · (z − aµ)lµ ,
g(z) = c2(z − b1)m1(z − b2)m2 · · · (z − bν)mν ,
so that
f n(z) = cn1 (z − a1)nl1(z − a2)nl2 · · · (z − aµ)nlµ , (5.7)
gn(z) = cn2 (z − b1)nm1(z − b2)nm2 · · · (z − bν)nmν , (5.8)
where c1 and c2 are nonzero constants, nli > 5k+ 13, nmj > 5k+ 13, i = 1, 2, . . . , µ, j = 1, 2, . . . , ν. Differentiating (5.4),
we get
(f n+1)(k+1) − (f n)(k+1) = 1
a
[
(gn+1)(k+1) − (gn)(k+1)] .
It follows from this, (5.7) and (5.8) that
(z − a1)nl1−(k+1) · · · (z − aµ)nlµ−(k+1)p1(z) = (z − b1)nm1−(k+1) · · · (z − bν)nmν−(k+1)p2(z), (5.9)
where p1(z) and p2(z) are polynomials with deg p1 = ∑µi=1 li + (µ − 1)(k + 1) and deg p2 = ∑νj=1mi + (ν − 1)(k + 1),
respectively. Note that n > 5k+ 13. Then (n− 1)li > 5k+ 12, (n− 1)mj > 5k+ 12, i = 1, 2, . . . , µ, j = 1, 2, . . . , ν, so that
µ∑
i=1
[nli − (k+ 1)] −
µ∑
i=1
li =
µ∑
i=1
[(n− 1)li − (k+ 1)] > µ(4k+ 11) > (µ− 1)(k+ 1),
i.e.,
µ∑
i=1
[nli − (k+ 1)] >
µ∑
i=1
li + (µ− 1)(k+ 1).
Similarly,
ν∑
j=1
[nmj − (k+ 1)] >
ν∑
j=1
mj + (ν − 1)(k+ 1).
Thus from (5.9) we deduce that there exists z0 such that f n(z0)(f (z0)−1) = gn(z0)(g(z0)−1) = 0, where z0 hasmultiplicity
greater than 5k+ 13. This together with (5.5) implies p(z) ≡ 0, which also proves the claim.
Therefore from (5.4) and (5.5) we get a = 1 and so
f n(f − 1) ≡ gn(g − 1). (5.10)
Let h = f /g . If h 6≡ 1, then substituting f = gh into (5.10) we have
g = 1+ h+ · · · + h
n−1
1+ h+ · · · + hn .
Thus, we deduce by Picard’s theorem that h(z) is a constant. Hence, g is a constant, a contradiction. Therefore, we deduce
that h ≡ 1 and so f (z) ≡ g(z).
This completes the proof of Theorem 2. 
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5.2. Proof of Theorem 4
Proceeding as in the proof of Theorem 3, together with the argument of Theorem 2, we can easily obtain the conclusion
of Theorem 4. 
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