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Abstract
In this paper the biharmonic equations are discussed, and the boundary penalty nite methods (BP-FEMs) using piece-
wise cubic Hermite elements are chosen to seek their approximate solutions, satisfying the normal derivative and periodical
boundary conditions. Theoretical analysis is made to discover that when the penalty power =2; 3 (or 4) and 0<61:5
in the BP-FEM, optimal convergence rate, superconvergence and optimal numerical stability can be attained, respectively.
Moreover, the normal derivative and periodical boundary conditions of the numerical solutions may even have the high
convergence rates: O(h6){O(h8), where h is the maximal boundary length of rectangular elements. A transformation for
the nodal variables used is given to improve numerical stability signicantly. To compromise accuracy and stability,
 = 2{3 is suggested. By the techniques proposed in this paper, the elements may not be necessarily chosen to be small
due to very high convergence rates. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 65N10; 65N30
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1. Introduction
This paper is a continued study of Li [9] on mathematical modelling and numerical techniques
for blending surfaces, by partial dierential equations (PDEs) [3]. To be more readable and to save
space, the exposition of this study is given in this paper to one harmonic equation because the
solutions governed by biharmonic equations are also a kind of blending surfaces. We will explore in
detail convergence, superconvergence and stability. Considering the single equation is not only easy
to expose key theory of numerical algorithms for the rather complicated blending surfaces shown in
Fig. 1, but also important to general numerical methods for PDE solutions as well. The real blending
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Fig. 1. A blending surface connecting V1 and V2 along @V1 and @V2.
surfaces should be modeled as three parametric functions x; y; z, which are governed by the three
biharmonic equations (see [9,10]). As \kill two birds with one stone", this paper also plays a role
of transmission to the analysis of Part III in [10], where a more complicated blending problem is
discussed.
Let us point out the main contributions in this paper. By the penalty boundary nite element
methods (BP-FEMs), optimal and unique blending surfaces can be obtained in minimum energy,
and a number of interesting results have been discovered. For instance, in Section 3, the optimal
convergence rates O(h2) of second solution derivatives over the solution domain 
 are obtained,
and the high convergence rates O(h4) of the tangent boundary conditions can be achieved when
 = 2, where  is the penalty power used in the BP-FEM, and h is the maximal boundary length
of quasiuniform rectangular elements as in [9]. In this paper, we will peruse the new study on
superconvergence and stability of the numerical solutions. By a posteriori interpolant (see [11{13]),
we have proven that when =3 and 4, the superconvergence O(h3) and O(h4) of the second solution
derivatives over the entire 
 can be obtained for quasiuniform and uniform ij, respectively. Also,
the very high convergence rates O(h6) and O(h8) of the boundary constraints can be gained for
quasiuniform and uniform ij, respectively. Moreover, a new transformation of the nodal variables
is proposed, to reduce the condition number signicantly. We derive the order, O(h−4)+O(h−1−2),
of condition number for the associated matrix. Hence, the optimal numerical stability of the solutions
by the BP-FEM can be reached if 0<61:5. The high convergence rates imply that the applicable
h need not be small, to save the CPU time and computer storage substantially, and to lessen the
numerical instability even when =4. To compromise accuracy and stability, it appears that =2−3
is a good choice for practical blending surfaces. The merits using the moderate size of h may relieve
greatly the severity of numerical instability in real computation for biharmonic equations in [10].
2. Description of numerical methods
For simplicity we consider one biharmonic equation and the clamped and periodical conditions on
the unit square 
:
42 u=
 
@2
@r2
+
@2
@t2
!2
u= f; (r; t) 2 
; (2.1)
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Fig. 2. The solution domain and its partition.
u= g;
@u
@n
= g1 on  2; (2.2)
u(r; 0) = u(r; 1); ut(r; 0) = ut(r; 1); 06r61; (2.3)
where n is the outward normal of @
, and 
 is a unit square: 
= f(r; t); 06r61; 06t61g, shown
in Fig. 2, where @
 =  0 [  1 [  2;  0 = AB;  1 = CD and  2 = AC [ BD. Note that Eqs. (2.1){
(2.3) are a special case of the 3D problems of blending surfaces given in [9,10]. In (2.1){(2.3),
we use r and t as the variables, instead of the traditional variables x and y, because x; y; y are used
for the parametric functions of 3D blending surfaces in [9,10].
Dene the spaces:
H  = fv 2 H 2(
); satisfying (2:2) and (2:3)g; (2.4)
H 0 =

v 2 H 2(
); satisfying (2:3) and v= @v
@n
= 0 on  2

: (2.5)
The solution of (2.1){(2.3) can be written as a weak form: To seek u 2 H  such that
a(u; v) = f(v); 8v 2 H 0 ; (2.6)
where
a(u; v) =
Z Z


(u; v) ds; f(v) =
Z Z


fv ds (2.7)
where (u; v) = urrvrr + 2urtvrt + uttvtt ; urr = @2u=@r2 and urt = @2u=@r@t.
Let the solution domain 
 be divided into small quasi-uniform rectangles ij, i.e., 
=
h=[ij ij.
We choose the following cubic Hermite interpolant functions as admissible functions on ij.
uh(r; t) =
1X
k; ‘=0
fui+k; j+‘i; k(r)j;‘(t) + ri(ur)i+k; j+‘ i; k(r)j;‘(t)
+ tj(ut)i+k; j+‘i; k(r) j; ‘(t) + rirj(urt)i+k; j+‘ i; k(r) j; ‘(t)g ; (2.8)
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Fig. 3. A rectangular element.
Fig. 4. 222i+1; 2j+1 in the 2 2 fashion of partition.
where ri = ri+1 − ri; tj = tj+1 − tj and
ij = f(r; t); ri6r6ri+1; tj6t6tj+1g ;
shown in Figs. 3 and 4. The functions in (2.8) are
i; ‘(r) = ‘

r − ri
ri

;  j; ‘(t) =  ‘
 
t − tj
tj
!
; (2.9)
where the cubic Hermite functions on [0; 1] are (see [6]):
0(r) = 2r3 − 3r2 + 1; 1(r) =−2r3 + 3r2;
 0(r) = 2(r) = r3 − 2r2 + r;  1(r) = 3(r) = r3 − r2:
(2.10)
We x the boundary condition
uj 2 = g (2.11)
only, but relax the other boundary conditions in (2.2) and (2.3) by applying the boundary penalty
techniques. Denote by Vh and V 0h the nite collections of the piecewise cubic Hermite functions (2.8)
satisfying (2.11) and uj 2 = 0, respectively. The boundary penalty nite element method (BP-FEM)
can be expressed by: To seek uh 2 Vh such that
b(uh; v) = F(v); 8v 2 V 0h ; (2.12)
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where
b(u; v) =
Z Z


(u; v) ds+ D(u; v); (2.13)
F(v) = f(v) +
Pc
h2
Z
 2
g1vn d‘; (2.14)
D(u; v) =
Pc
h2
(Z
 2
unvn d‘ +
Z 1
0
(u+ − u−)(v+ − v−) dr +
Z 1
0
(u+t − u−t )(v+t − v−t ) dr
)
; (2.15)
where u+ = u(r; 1); u− = u(r; 0); (> 0) is the penalty power, Pc(> 0) is a bounded constant in-
dependent of h; u and v, and h=maxi; j(ri; tj). The additional term D(u; v) in (2.15) is called the
penalty integrals; such penalty techniques as in (2.15) are designed particularly for Parts I and III
in [9,10]. Here we mention the penalty techniques reported in [1,2,8,15{17].
Since g1 and f may be arbitrary, the approximate rules are employed to evaluate the integrals in
(2.12). In real computations, we use the following BP-FEM involving integration approximation: To
seek ~uh 2 Vh such that
b^( ~uh; v) = F^(v); 8v 2 V 0h ; (2.16)
where
b^(u; v) =
Z Z


(u; v) ds+ D^(u; v); (2.17)
F^(v) =f^(v) +
Pc
h2
cZ
 2
g1vn d‘; f^(v) =
dZ Z


fv ds; (2.18)
D^(u; v) =
Pc
h2
(cZ
 2
unvn d‘ +
cZ 1
0
(u+ − u−)(v+ − v−) dr +
cZ 1
0
(u+t − u−t )(v+t − v−t ) dr
)
: (2.19)
We may use the following rules for the boundary integrals [7]:Z
 2
uv d‘ 
cZ
 2
uv d‘ =
Z
 2
u^v^ d‘; (2.20)
where u^ and v^ are the piecewise cubic Hermite interpolants of u and v, respectively. Also, Simpson’s
rule may be used to evaluate exactly the area integrals
R R

 (u; v) ds, and the rule for
R R

 fv ds is
chosen asZ Z


fv ds 
dZ Z


fv ds=
Z Z


f^v^ ds; (2.21)
where f^ and v^ are also the piecewise cubic Hermite interpolants of f and v, respectively.
3. Error bounds and optimal convergence rates
Although the basic results for optimal convergence rates can be found in [9], the contents in the
section is much simpler, and is closely related to the superconvergence analysis to follow in the
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next section. Now, let us consider the BP-FEM (2.12) without integration approximation. Dene the
norm
kvkH =

kvk22; 
 +
1
h2
(kv+ − v−k20;  0 + kv+t − v−t k20;  0 + kvnk20;  2)
1=2
; (3.1)
where kvk2; 
 and kvnk0;  0 are the Sobolev norms [4], and the notations
kv+ − v−k20;  0 =
Z
 0
(v+ − v−)2 d‘ =
Z 1
0
(v(r; 1)− v(r; 0))2 dr: (3.2)
We may prove the following theorem easily from [9].
Theorem 3.1. Let the following uniform V 0h -elliptic inequality and the bilinear inequality hold:
C0kvk2H6b(v; v); 8v 2 V 0h ; (3.3)
b(u; v)6C1kukHkvkH ; 8v 2 V 0h ; u 2 H ; (3.4)
where C0 and C1 are the two bounded positive constants independent of h and . Then there exists
a bounded constant C independent of h and  such that
ku− uhkH6C

inf
v2Vh
ku− vkH + h(kunnk0; @
 + kp(u)k0;  0)

; (3.5)
where n is the unit normal to @
; and p(u) = uttt + 2urrt .
Let v= uI , where uI is the piecewise cubic Hermite interpolant of u, we have from (3.1)
inf
v2Vh
ku− vkH 6 ku− uIkH
6C

ku− uIk2; 
 + 1h (ku− uIk0;  0 + kut − (uI)tk0;  0 + kun − (uI)nk0;  2)

:
Since the following bounds can be found:
ku− uIk2; 
6Ch2kuk4; 
; ku− uIk0;  06Ch4kuk4;  0 ;
kut − (uI)tk0;  06Ch4kunk4;  0 ; kun − (uI)nk0;  26Ch4kunk4;  2 :
We obtain from Theorem 3.1
ku− uhkH6Cfh2kuk4; 
 + h4−(kunk4;@
 + kuk4;  0) + h(kunnk0; @
 + kp(u)k0;  0)g: (3.6)
Hence the following important corollary is given by noting denition (3.1).
Corollary 3.2. Let (3:3) and (3:4) be given. There exist the error bounds (3:6). Moreover; assume
that u 2 H 4(
); un 2 H 4(@
); u 2 H 4( 0); unn 2 H 0(@
) and p(u)(=uttt + 2urrt) 2 H 0( 0). Then
Z.-C. Li / Journal of Computational and Applied Mathematics 110 (1999) 155{176 161
the errors of the numerical solutions by (2:12) have the asymptote;
ku− uhkH6O(h2) + O(h4−) + O(h): (3.7)
When  = 2; the optimal convergence rates are achieved:
ku− uhkH =O(h2) (3.8)
and the boundary conditions have the asymptotic formulas:
ku+h − u−h k0;  0 = O(h4); k(u+h )n − (u−h )nk0;  0 = O(h4); (3.9)
k(uh)n − gk0;  2 = O(h4):
4. Global superconvergence
In this section, we consider the BP-FEM (2.16) involving approximate integrals, and peruse super-
convergence of numerical solutions.
Dene a new norm involving discrete summation of v
kvkH =

kvk22; 
 +
1
h2
(kv+ − v−k20;  0 + kv+t − v−t k
2
0;  0
+ kvnk20;  2)
1=2
; (4.1)
where v− = v(r; 0); v+ = v(r; 1), and
kv+t − v−t k
2
0;  0
=
cZ 1
0
(v(r; 1)− v(r; 0))2 dr: (4.2)
In (4.1), the discrete summation kv+ − v−k0;  0 coincides exactly with the integral rules (2.20). The
rectangles ij are said to be quasiuniform if the following ratios are bounded:
maxi; jfri; tjg
mini; jfri; tjg6C;
where C is a bounded constant independent of h, and h = maxi; jfri; tjg. Note that kvkH = kvkH
for v 2 Vh. We have the following lemma.
Lemma 4.1. Let uI be the piecewise cubic Hermite interpolant of u. Then when ij are quasiuniform;
there exists a bounded constant independent of h such that for w 2 V 0hZ Z


(u− uI ; w) ds6Ch3kuk5; 
kwk2; 
: (4.3)
When ij are uniform for w 2 V 0hZ Z


(u− uI ; w) ds6Ch4
 
kuk6; 
kwk2; 
 +

@4u@n4


1;  2
kwnk1;  2 +

@4u@n4


1;  0
kw+n − w−n k1;  0
!
:
(4.4)
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Proof. From Lin [11], Lin and Luo [12] and Lin and Yan [13], we obtain estimates (4.3) and the
following:Z Z


(u− uI)rrwrr ds6Ch4kuk6; 
kwk2; 
 (or Ch3kuk5; 
kwk2; 
) (4.5)
for quasiuniform ij, andZ Z


(u− uI)rtwrt ds6Ch4kuk6; 
kwk2; 

+Ch4
X
ij
Z Z
ij

urrrrt wrrt

r; tj +
k
2

+ urtttt wrtt

ri +
h
2
; t

ds
+Ch4k2
X
ij
Z Z
ij
urrrrt wrrttt

r; tj +
k
2

ds
+Ch2k4
X
ij
Z Z
ij
urtttt wrrrtt

ri +
h
2
; t

ds (4.6)
for uniform ij, where ds= dr dt; h= ri; k = tj, and also h=max(h; k).
Suppose f and g are continuous along the edges parallel to the axis t. We then have from
integration by partsZ Z


fgr ds=
Z
 2\(r=1)
fg d‘ −
Z
 2\(r=0)
fg d‘ −
Z Z


frg ds: (4.7)
Also Suppose f and g are continuous along the edges parallel to the axis r, and f+(r; 1)=f−(r; 0).
We also have from integration by partsZ Z


fgt ds=
Z
 0
f(g+ − g−) d‘ −
Z Z


ftg ds: (4.8)
We obtain from (4.6){(4.8) and the Schwarz inequalityZ Z


(u− uI)rt wrt ds6Ch4kuk6; 
kwk2; 

+Ch4
@4u@n4

1;  2
(kwnk1;  2 + h2kwnk3;  2)
+Ch4
@4u@n4

1;  0
(kw+n − w−n k1;  0 + h2kw+n − w−n k3;  0): (4.9)
The desired results (4.4) are obtained from (4.5) and (4.9) and the following bounds:
h2jwnj3;  26Ckwnk1;  2 ; h2jw+n − w−n j3;  06Ckw+n − w−n k1;  0 : (4.10)
This completes the proof of Lemma 4.1.
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Lemma 4.2. For quasiuniform and uniform ij ; there exist the bounds for w 2 V 0hZ Z


(u− uI ; w) ds6Ch3kuk5; 
kwkH (4.11)
and Z Z


(u− uI ; w) ds6C
 
h4kuk6; 
 + h3+

@4u@n4


1; @

!
kwkH ; (4.12)
respectively.
Proof. Eq. (4.11) follows from Lemma 4.1 directly. Since for w 2 V 0h we have from (4.1)
kwnk1;  26Ch−1kwnk0;  2 = Ch−1kwnk0;  26Ch−1kwkH ; (4.13)
kw+n − w−n k1;  06Ch−1kw+n − w−n k0;  0 = Ch−1kw+n − w−n k0;  06Ch−1kwkH : (4.14)
The desired results (4.12) are obtained from Lemma 4.1.
Now we prove the following theorem.
Theorem 4.3. Suppose that for (2:16)
C0kvk2H6b^(v; v); 8v 2 V 0h : (4.15)
Also; the integral rules (2:20) and (2:21) are used for the boundary integrals and for
RR

 fv ds;
respectively. When ij are quasiuniform; there exist the error bounds
k ~uh − uIkH = 16Cfh4jfj4; 
 + h3kuk5; 
 + h(kunnk0; @
 + kp(u)k0;  0)g; (4.16)
where ~uh and uI are the solution of (2:16) and the piecewise cubic Hermite interpolant of u;
respectively. When ij are uniform; there exist the error bounds
k ~uh − uIkH = 26C
(
h4jfj4; 
 + h4kuk6; 
 + h3+

@4u@n4


1; @

+ h(kunnk0; @
 + kp(u)k0;  0)
)
:
(4.17)
Proof. For the true solution u, we have from (2.16)
b^(u; v) =
Z Z


(u; v) ds+ D^(u; v) =
Z Z


(u; v) ds+
Pc
h2
cZ
 0
g1vn d‘
=
Z Z


fv ds+
Pc
h2
cZ
 0
g1vn d‘ +
Z
 0
p(u)(v− − v+) d‘
−
Z
 0
utt(v−t − v+t ) d‘ −
Z
 2
urrvn d‘: (4.18)
164 Z.-C. Li / Journal of Computational and Applied Mathematics 110 (1999) 155{176
It follows that
b^(u− ~uh; v) =
 Z Z


−
dZ Z


!
fv ds+
Z
 0
p(u)(v+ − v−) d‘
−
Z
 0
utt(v+t − v−t ) d‘ +
Z
 2
urrvn d‘: (4.19)
Now let w = ~uh − uI ; w 2 V 0h . Then we obtain from (4.15)
C0kwk2H 6 b^( ~uh − uI ; w)
6 jb^(u− uI ; w)j+

 Z Z


−
dZ Z


!
fw ds
+ kp(u)k0;  0kw+ − w−k0;  0
+ kuttk0;  0kw+t − w−t k0;  0 + kurrk0;  2kwnk0;  2 : (4.20)
Since
kw+ − w−k0;  0 = kw+ − w−k0;  06ChkwkH ; (4.21)
kw+t − w−t k0;  06ChkwkH : (4.22)
Hence we obtain
kp(u)k0;  0kw+ − w−k0;  0 + kuttk0;  0kw+t − w−t k0;  0 + kurrk0;  2kwnk0;  2
6Chfkunnk0; @
 + kp(u)k0;  0gkwkH : (4.23)
Moreover for the integral rules of (2.21) Z Z


−
dZ Z


!
fw ds =
Z Z


(f −f^)w ds
6kf −f^k0; 
kwk0; 

6Ch4jfj4; 
kwk2; 
6Ch4jfj4; 
kwkH : (4.24)
Since
~D(u− uI ; w) = Pch2
cZ
 2
(u− uI)nwn dl= 0;
we have
b^(u− uI ; w) =
Z Z


(u− uI ; w) ds: (4.25)
Combining (4.20){(4.25) and Lemma 4.2 yields the desired results (4.16) and (4.17).
By following the approaches in [13], when the FEM approximation ~uh is obtained, we may
construct a posteriori Hermite interpolant 5p ~uh of order 5 on
22
2i+1;2j+1, where
22
2i+1;2j+1 is a 2 2
fashion of ij, shown in Fig. 4. Hence 
=
22h =
S
i; j
22
2i+1;2j+1. Below let us prove a main theorem
of superconvergence for 5p ~uh.
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Theorem 4.4. Let the conditions in Theorem 4:1 hold. Then
ku−5p ~uhkH6i; i = 1; 2; (4.26)
where i is given in Theorem 4:1.
Proof. We have
ku−5p ~uhkH6ku−5puIkH + k5p(uI − ~uh)kH : (4.27)
Since 5puI is the Hermite interpolant of u on
22
2i+1;2j+1 of order 5, then we obtain
ku−5puIkH = ku−5puIk2; 
6Ch3juj5; 
 (or Ch4juj6; 
): (4.28)
Also from Lin [11], Lin and Luo [12], and Lin and Yan [13],
k5pwk2; 
6Ckwk2; 
 for w 2 Vh; (4.29)
it follows from Theorem 4:1 that
k5p(uI − ~uh)kH6CkuI − ~uhkH6Ci: (4.30)
The desired results (4.26) are obtained from (4.27), (4.28) and (4.30).
Corollary 4.5. Let all conditions in Theorem 4:1 hold. Also suppose
u 2 H 5(
)
 
or u 2 H 6(
) and @
4u
@n4
2 H 1(@
)
!
; f 2 H 4(
);
unn 2 H 0(@
); un 2 H 6( 2); p(u) 2 H 0( 0):
There exists the bounds
ku−5p ~uhkH =O(h4) + O(h) + O(h);
where = 3 or 4 for quasiuniform or uniform ij ; respectively. Moreover; when  = ;
ku−5p ~uhkH =O(h); ku−5p ~uhk2; 
 =O(h);
k5p ~u+h −5p ~u−h k0;  0 = O(h
2); k(5p ~u+h )t − (5p ~u−h )tk0;  0 = O(h
2);
k(5p ~uh)n − g1k0;  2 = O(h
2);
k5p( ~uh)n − g1k0;  2 = O(h6):
Proof. We only prove the last bound since other proof is easier. From Theorem 4:1
k( ~uh)n − (uI)nk0;  26Ch2;
then
k5p( ~uh)n − g1k0;  26 k5p(( ~uh)n − (uI)n)k0;  2 + k5p(uI)n − g1k0;  2
6C(k( ~uh)n − (uI)nk0;  2 + h6junj5;  2)
6C(h2 + h6) = O(h6): (4.31)
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Note that the uniform V 0h -elliptic inequality (4.15) may be proven from Marti [14] (see [10]).
Compared to the superconvergence rates in [13], the novelty of this paper is that the superconvergence
analysis is involved in the boundary conditions. The derivative boundary conditions are important to
the blending problems described in Part III [10]. When >3, high convergence rates O(h6){O(h8)
for the boundary constraint conditions can be gained. In fact, when  ! 1, the exact boundary
conditions can be derived from (2.16): u(r; 0) = u(r; 1); ut(r; 0) = ut(r; 1) and unj 2 = g1. Note that
the integration approximation and the new norm denition (3.1) are crucial to superconvergence.
5. Stability analysis
Numerical instability from biharmonic equations is much more severe than that from the Poisson
equation; new contribution lies in the stability analysis in this section is also involved in the penalty
boundary conditions.
Since the integration rule (2.20) implies the equality: D^(v; v) = D(v; v); 8v 2 V 0h , the BP-FEMs,
(2.12) and (2.16), lead to two algebraic systems
Ax= b; Ax= d ; (5.1)
where the unknown vector x consists of the variables, uij; (ur)ij ; (ut)ij and (urt)ij, at all element
nodes (i; j) except uijj 2 =g; b and d are the known vectors, and the associated matrix A is positive
denite and symmetric. We have
b(v; v) = (x)TAx where v= uh: (5.2)
The study of numerical stability is the estimation on the bounds for the condition number of the
matrix A
cond:(A) =
max(A)
min(A)
; (5.3)
where max(A) and min(A) are the maximal and minimal eigenvalues of A, respectively. Therefore,
the stability analysis for both (2.12) and (2.16) is the same.
Suppose that the rectangles ij are quasiuniform, i.e., there exists a bounded constant C in-
dependent of ri and tj such that max(ri; tj)=min(ri; tj)6C. Let r and t be the average
meshspacings of ri and tj, respectively:
r =
nX
i=1
ri
n
; t =
mX
j=1
tj
m
: (5.4)
We may apply a new transformation of variables
ui; j = ui; j; (u

r )i; j = t(ur)i; j ; (u

t )i; j = t(ut)i; j ; (u

rt)i; j = rt(urt)i; j : (5.5)
The admissible functions (2.8) in ij are then rewritten as
uh(r; t) =
1X
k; ‘=0

ui+k; j+‘i; k(r) j; ‘(t) +

ri
r

(ur )i+k; j+‘ i; k(r)j;‘(t)
+

tj
t

(ut )i+k; j+‘i; k(r) j; ‘(t) +

ritj
rt

(urt)i+k; j+‘ i; k(r) j; ‘(t)

: (5.6)
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Let the vector x consist of components ui; j ; (u

r )i; j ; (u

t )i; j and (u

rt)i; j, we obtain another system
from (5.1)
Ax = b; (5.7)
where
b(v; v) = (x)TAx; where v 2 uh: (5.8)
It is due to transformation (5.5) that cond:(A) is signicantly smaller than cond:(A).
Now we prove a theorem:
Theorem 5.1. Let (3:3) and (3:4) be given; and the rectangular elements ij are quasiuniform.
Then under transformation (5:5) the condition number of matrix A has the bounds
cond:(A)6Cfh−4 + h−1−2g; (5.9)
where  is the penalty power; h = maxi; jfri; tjg; and C is a bounded constant independent of h
and .
Proof. The matrix A is decomposed into two parts
A = A1 + A2; (5.10)
where
(x)TAx = b(v; v);
(x)TA1x =
Z Z


(v2rr + 2v
2
rt + v
2
tt) ds; (x
)TA2x = D(v; v):
(5.11)
Since both A1 and A2 are symmetric and positive (or semi-denite), then
max(A
) = max
x 6=0
(x)TAx
(x)Tx
6max
x 6=0
(x)TA1x
(x)Tx
+max
x 6=0
(x)TA2x
(x)Tx
: (5.12)
From the uniform V 0h -elliptic inequality (3.3), we have
(x)TAx>C0kvk2H>C0kvk22; 
>C0kvk20; 
: (5.13)
Denote kvk20; 
 = (x)TMx, where the matrix M is symmetric and positive denite, then
min(A
) = min
x 6=0
(x)TAx
(x)Tx
>C0 min
x 6=0
(x)TMx
(x)Tx
: (5.14)
Hence we obtain
cond:(A)6
maxx 6=0((x)TA1x=(x)Tx) + maxx 6=0((x)TA2x=(x)Tx)
minx 6=0((x)T)Mx=(x)Tx
: (5.15)
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Let us recall the piecewise cubic Hermite functions (5.6) in ij, which may be written as
v= uh = wTi; jD
xi; j ; (5.16)
where the vectors of 16 dimensions are
xij = fui; j ; ui; j+1; ui+1; j ; ui+1; j+1; (ut )i; j ; (ut )i; j+1; (ut )i+1; j ; (ut )i+1; j+1;
(ur )i; j ; (u

r )i; j+1; (u

r )i+1; j ; (u

r )i+1; j+1; (u

rt)i; j ; (u

rt)i; j+1; (u

rt)i+1; j ; (u

rt)i+1; j+1gT;
(5.17)
wij =wij( r; t ) = (: : : ; k( r)l(t ); : : :)T(06k; l63)
= f0( r)0(t ); 0( r)1(t ); 1( r)0(t ); 1( r)1(t );
0( r) 0(t ); 0( r) 1(t ); 1( r) 0(t ); 1( r) 1(t );
 0( r)0(t );  0( r)1(t );  1( r)0(t );  1( r)1(t );
 0( r) 0(t );  0( r) 1(t );  1( r) 0(t );  1( r) 1(t )gT;
where r = (r − ri)=ri; t = (t − tj)=tj; 06 r61, 06t61, and i( r) and  i( r) are given in (2.10).
The 16 16 diagonal matrix in (5.16) is given by
D =Dij =
0BBBB@
I4 0 0 0
0 I4 0 0
0 0 I4 0
0 0 0 I4
1CCCCA ;
where I4 = diag (1; tj=t; ri=r; ritj=rt).
Now we examine (x)TA1x:
(x)TA1x=
Z Z


(v2rr + 2v
2
rt + v
2
tt) ds=
X
i; j
Z Z
ij
(v; v) ds
=
X
i; j
Z Z
ij
((wTijD
xij); (w
T
ijD
xij)) ds: (5.18)
Note that
d‘( r)
dr
= 0‘( r)
1
ri
;
d2‘( r)
dr2i
= 00‘ ( r)
1
r2i
; ds= ritj  d r dt on ij : (5.19)
We obtain after some manipulationZ Z
ij
((wTijD
xij); (w
T
ijD
xij))ds6
maxi; jritj
mini; jf(ri)4; (tj)4g(x

ij)
TDEDxij ; (5.20)
where E is the 16 16 matrix given by
E= zzT (5.21)
with the vector
z =
(
: : : ;
Z 1
0
Z 1
0
(k( r)‘(t ); k( r)‘(t )) d r dt; : : :
)T
: (5.22)
Z.-C. Li / Journal of Computational and Applied Mathematics 110 (1999) 155{176 169
The vector components in (5.22) may be simplied to one-dimensional integralsZ 1
0
Z 1
0
(k( r)‘(t ); k( r)‘(t )) d r dt
=
 Z 1
0
00k ( r) d r
! Z 1
0
‘( r) d r
!
+ 2
 Z 1
0
0k( r) d r
! Z 1
0
0‘( r) d r
!
+
 Z 1
0
k( r) d r
! Z 1
0
00‘ ( r) d r
!
: (5.23)
The matrix E is independent of h, symmetric and positive denite so that we have
max(E)6C; (5.24)
where C is also independent of h. Since the rectangles ij are quasiuniform, then there exist two
bounded constants C1 and C2 independent of h such that
0<C16
ri
r
6C2; 0<C16
tj
t
6C2
and
maxij ritj
minijf(ri)4; (tj)4g6C2h
−2:
From (5.20), (5.21) and (5.24) we obtainZ Z
ij
((wTijD
xij); (w
T
ijD
xij)) ds6C1h
−2(xij)
TDEDxij
6C2h−2(xij)
TExij6Ch
−2(xij)
Txij ; (5.25)
where C1 and C2 are bounded constants independent of h and . Then
(x)TA1x
(x)Tx
=
RR

 (v; v) ds
(x)Tx
6Ch−2; 8x 6= 0: (5.26)
This is the bounds of the rst term in the numerator of (5.15).
Next, we have
xTMx=
Z Z


v2 ds=
X
i; j
Z Z
ij
v2 ds=
X
i; j
Z Z
ij
(wTijD
xij)
2 ds
=
X
i; j
ritj(xij)
TDE1D
xij ; (5.27)
where E1(=z1zT1 ) is the 16 16 matrix, and the vector
z1 =
(
: : : ;
Z 1
0
Z 1
0
k( r)‘(t ) d r dt; : : :
)T
:
Since k in (2.10) are independent to each other, the matrix E1 is nonsingular, having
min(E1)>C0> 0; min(D
E1D
)>C0> 0; (5.28)
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where C0 is a positive constant independent of  and h. Hence we obtain from (5.27) and (5.28)
(x)TMx
(x)Tx
>
C0h2
P
ij(x

ij)
TDE1D
xij
(x)Tx
>C0h2: (5.29)
This is the bounds of the term in the dominator of (5.15).
Last, we estimate the bounds of the left term in (5.15). We have
(x)TA2x
(x)Tx
=
Pc
h2
1
(x)Tx
(Z
 0
(vr)2 dt +
Z 1
0
(v(r; 0)− v(r; 1))2 dr+
Z 1
0
(vt(r; 0)−vt(r; 1))2 dr
)
:
(5.30)
Let us consider the rst term in (5.30). If ignoring the subscript i (i= 0 or n), the derivatives vrj 2
in (5.6) can be simplied as
vrj[tj ; tj+1] =
1X
‘=0

(vr )j+‘‘(t ) +

tj
t

(vrt)j+‘ ‘(t )

; 06t61; (5.31)
where t = (t − tj)=tj, tj6t6tj+1. Hence,Z
 2
v2r dt =
mX
j=1
Z tj
tj−1
v2r dt = tj
mX
j=1
(xj )
TGBGxj ; (5.32)
where
xj = f(vr )j; (vr )j+1; (vrt)j; (vrt)j+1gT; (5.33)
the diagonal matrix
G = diag

1; 1;
tj
t
;
tj
t

; (5.34)
and B= (bk‘)44. with the entries
bk‘ =
Z 1
0
k−1(t )‘−1(t ) dt; 16k; ‘64:
Since ‘(t ) in (2.10) are linearly independent of h, we have
max(B)6C; max(G
BG)6C: (5.35)
In fact, the numerical computation gives max(B) = 0:514. Therefore, we obtain from (5.32) and
(5.35)Z
 2
v2r dt =
nX
j=1
Z tj
tj−1
(vr)2 dt6Ch
mX
j=1
(xj )
TGBGxj
6Ch
nX
j=1
(xj )
Txj6Ch(x
)Tx: (5.36)
This leads to
Pc
h2
1
(x)Tx
Z
 2
v2r dt6Ch
1−2: (5.37)
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Similarly, we can obtain
Pc
h2
1
(x)Tx
(Z 1
0
(v(r; 0)− v(r; 1))2 dr +
Z 1
0
(vt(r; 0)− vt(r; 1))2 dr
)
6Ch1−2:
Then the ratio of (5.30) has the bounds
(x)TA2x
(x)Tx
6Ch1−2: (5.38)
The desired results (5.9) are obtained from (5.15), (5.26), (5.29) and (5.38).
Note that the above arguments are valid for interior elements. For the elements beside  2, we
provide the following justication. Denote q(x) = vij = 0; 8vij 2  2. Based on the matrix theory [5]
we have
max
q(x)=0
x
T
Ax6max x
T
Ax; min
q(x)=0
x
T
Ax>min x
T
Ax: (5.39)
Bounds (5.26), (5.29) and (5.38) are valid, and so are (5.9). This completes the proof of
Theorem 5.1.
From Theorem 5.1, 0<61:5 is optimal in numerical stability.
6. Numerical experiments
Consider the biharmonic equations (2.1){(2.3), where
f = f(r; t) = 642 sin 2r(a cos 2t + b sin 2t); (6.1)
uj 2 = 0;
@u
@n

 2
= 2(a cos 2t + b sin 2t); (6.2)
and a= b= 1 (or a= 0 ^ b= 1, or a= 1 ^ b= 0). The true solution is given by
u(r; t) = sin 2r(a cos 2t + b sin 2t): (6.3)
The uniform rectangles ij are chosen, where h=1=N , and N =2; 4; 8 and 16. The BP-FEM (2.16)
involving integration approximation is used to seek the approximate solution ~uh. Since the true
solutions (6.3) are known, we may compute the following true errors kk‘;
 = ku− ~uhk‘;
; as well
as the true errors of the boundary conditions. We choose the integration ruleZ Z


fv ds 
dZ Z


fv ds=
Z Z


f^v ds; 8v 2 V 0h ; (6.4)
where f^ is the piecewise cubic Hermite interpolant of f.
When Pc=10 and =2, the error norms and condition numbers are listed in Table 1, the curves
of some error norms are depicted in Fig. 5. It can be seen that
kk‘;
 =O(h4−‘); ‘ = 0; 1; 2; (6.5)
k( ~uh)rk0;  2 = k( ~uh)r − g1k0;  2 = O(h4); (6.6)
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Table 1
The error norms and condition numbers for dierent N as Pc = 10 and  = 2
N 4 6 8 12 16
max ij 0.102 0.0173 0:616(−2) 0:121(−2) 0:384(−3)
max(r)ij 0.550 0.115 0.0371 0:746(−2) 0:238(−2)
max(t)ij 0.775 0.146 0.0460 0:902(−2) 0:285(−2)
max(rt)ij 3.19 0.669 0.216 0.0819 0.0424
kk0; 
 0.0222 0:468(−2) 0:150(−2) 0:298(−3) 0:943(−4)
kk1; 
 0.242 0.0699 0.0251 0:630(−2) 0:246(−2)
kk2; 
 2.43 1.70 0.924 0.405 0.227
k ~uh − uIk0; 
 0.0222 0:457(−2) 0:145(−2) 0:288(−3) 0:910(−4)
k ~uh − uIk1; 
 0.242 0.0499 0.0159 0:315(−2) 0:999(−3)
k ~uh − uIk2; 
 2.34 0.507 0.168 0.0350 0.0115
k( ~uh)r − g1k0;  2 0.0853 0.0174 0:555(−2) 0:110(−2) 0:350(−3)
k( ~uh)k0;  0 0.129 0.0266 0:851(−2) 0:169(−2) 0:535(−3)
k( ~uh)tk0;  0 0.0214 0:429(−2) 0:136(−2) 0:269(−3) 0:852(−4)
cond:(A) 0:261(4) 0:350(4) 0:424(4) 0:362(5) 0:486(5)
k ~uhk0;  1 =
(Z 1
0
( ~uh(r; 0)− ~uh(r; 1))2 dr
)1=2
= O(h4); (6.7)
k( ~uh)tk0;  0 =
(Z 1
0
(( ~uh)t(r; 0)− ( ~uh)t(r; 1))2 dr
)1=2
= O(h4): (6.8)
Eqs. (6.5){(6.8) are all optimal, to coincide with the analysis in Section 3.
Next, we investigate the eects of  on the solution errors and condition number by choosing
= 1:5{4. Note that based on Sections 3{5, 0<61:5, = 2 and 4 are best for stability, optimal
convergence rates and superconvergence rates. Since verication on Theorem 4:1 is more important
than that on Theorem 4:2, we only compute the errors of ( ~uh − uI). Computational results are listed
in Table 2, where
kk0;  0 =
k ~uhk20;  0 + k( ~uh)tk20;  0}1=2 : (6.9)
Note that k ~uhk0;  0 = k ~uhk0;  0 and k( ~uh)tk0;  0 = k( ~uh)tk0;  0 for ~uh 2 Vh. It can be discovered from
Table 2
kk0;  0 = O(h2) for  = 1:5{4;
k ~uh − uIk2; 
 =O(h4) for >2:
(6.10)
This conrms perfectly the superconvergence analysis in Section 4.
As to the condition number, there exist the empirical formulas from Table 2:
cond:(A) = O(h−4);  = 1:5; 2; cond:(A) = O(h−1−2); >2:5:
This also veries the stability analysis in Section 5. It is also interesting to see that =2 is optimal
for both error and stability empirically. Moreover, the numerical results show that cond:(A) for
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Fig. 5. Curves of error norms for Pc = 10 and  = 2.
(5.7) is signicantly smaller than cond:(A) for (5.1). Take N = 16 with  = 2 and Pc = 10 as an
example. The computed values are
cond:(A) = 0:486 105; max(A) = 0:848 105; min(A) = 1:75
and
cond:(A) = 0:407 109; max(A) = 0:848 105; min(A) = 0:208 10−3:
Note that although the maximal eigenvalues above are the same in three signicant digits, the
minimal eigenvalues above have
min(A)min(A); (6.11)
to lead numerically to
cond:(A)
cond:(A)
= 8370: (6.12)
This displays the advantages of using the new variables uij ; (u

r )ij ; (u

t )ij and (u

rt)ij proposed in
Section 5.
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Table 2
The error norms and condition numbers as Pc = 10 for  = 1:5{4
N 4 6 8 12 16
kk2; 
  = 1:5 9.33 3.24 1.53 0.558 0.282
 = 2 4.39 1.70 0.924 0.405 0.227
 = 2:5 3.73 1.62 0.908 0.403 0.227
k ~uh − uIk2; 
  = 1:5 8.49 2.78 1.23 0.384 0.168
 = 2 2.34 0.507 0.168 0.0350 0.115
 = 2:5 0.669 0.101 0.0263 0:389(−2) 0:107(−2)
 = 3 0.309 0:519(−1) 0:146(−1) 0:253(−2) 0:752(−3)
 = 3:5 0.271 0:497(−1) 0:143(−1) 0:251(−2) 0:749(−3)
 = 4 0.230 0:475(−1) 0:130(−1) 0:240(−2) 0:754(−3)
k( ~uh)r − g1k0;  2  = 1:5 0.0795 0.0167 0:543(−2) 0:109(−2) 0:348(−3)
 = 2 0.0853 0.0174 0:555(−2) 0:110(−2) 0:350(−3)
 = 2:5 0.0861 0.0174 0:555(−2) 0:110(−2) 0:350(−3)
kk0;  0  = 1:5 0.490 0.157 0.0678 0.0204 0:864(−2)
 = 2 0.131 0.0270 0:862(−2) 0:171(−2) 0:542(−3)
 = 2:5 0.0334 0:453(−2) 0:108(−2) 0:143(−3) 0:339(−4)
 = 3 0:842(−2) 0:757(−3) 0:135(−3) 0:119(−4) 0:212(−5)
 = 3:5 0:211(−2) 0:126(−3) 0:169(−4) 0:991(−6) 0:132(−6)
 = 4 0:527(−3) 0:210(−4) 0:211(−5) 0:826(−7) 0:827(−8)
cond:(A)  = 1:5 0:356(4) 0:387(4) 0:574(4) 0:478(4) 0:142(5)
 = 2 0:261(4) 0:350(4) 0:424(4) 0:362(5) 0:486(5)
 = 2:5 0:456(4) 0:843(4) 0:141(5) 0:140(6) 0:746(6)
 = 3 0:103(5) 0:322(5) 0:111(6) 0:167(7) 0:119(8)
 = 3:5 0:328(5) 0:174(6) 0:890(6) 0:201(8) 0:190(9)
 = 4 0:123(6) 0:103(7) 0:712(7) 0:241(9) 0:350(10)
To close this section, let us also report a new boundary superconvergence for (2.3) on  0 with
almost zero errors numerically. The computed results in Table 3 show that the periodical boundary
conditions are satised extremely well, under the following conditions:
uttj 0 = 0; p(u)j 0 = (uttt + 2urrt)j 0 = 0: (6.13)
The results in Tables 1 and 2 are conducted for a = b = 1; Table 3 displays the new boundary
superconvergence. When a=0, it follows from (6.3) that uttj 0 =0, the empirical periodical boundary
conditions are found in Table 3 as: k( ~uh)tk0;  0 =O(10−14). Also when b=0 then p(u)j 0 = 0 from
(6.3), the computed results in Table 3 indicate that k ~uhk0;  0 =O(10−15). Looking at the error terms
in (4.23):
kp(u)k0;  0kwk0;  0 + kuttk0;  0kwtk0;  0 :
It sounds reasonable that (6.13) yields the almost zero values to k( ~uh)tk0;  0 and k ~uhk0;  0 .
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Table 3
The boundary errors as Pc = 10 and  = 2 for a= b= 1 (or a= 0 ^ b= 1, or a= 1 ^ b= 0) for dierent N
N 4 6 8 12 16
k(uh)r − g1k0;  2 a= 0 ^ b= 1 0.0596 0.0123 0:392(−2) 0:780(−3) 0:247(−3)
b= 0 ^ a= 1 0.0610 0.0123 0:393(−2) 0:781(−3) 0:247(−3)
a= b= 1 0.0853 0.0174 0:555(−2) 0:110(−2) 0:350(−3)
khk0;  0 a= 0 ^ b= 1 0.0644 0.0133 0:426(−2) 0:845(−3) 0:267(−3)
b= 0 ^ a= 1 0:805(−2) 0:158(−2) 0:496(−3) 0:974(−4) 0:307(−4)
a= b= 1 0.0578 0.0120 0:384(−2) 0:762(−3) 0:241(−3)
k(h)tk0;  0 a= 0 ^ b= 1 0.516 0.109 0.0352 0:706(−2) 0:225(−2)
b= 0 ^ a= 1 0.0107 0:214(−2) 0:681(−3) 0:135(−3) 0:426(−4)
a= b= 1 0.527 0.111 0.0359 0:719(−2) 0:229(−2)
k ~uhk0;  0 a= 0 ^ b= 1 0.0129 0.0266 0:851(−2) 0:169(−2) 0:535(−3)
b= 0 ^ a= 1 0:434(−15) 0:362(−15) 0:272(−15) 0:228(−15) 0:577(−15)
a= b= 1 0.129 0.0266 0:851(−2) 0:169(−2) 0:535(−3)
k( ~uh)tk0;  0 a= 0 ^ b= 1 0:110(−14) 0:110(−14) 0:121(−14) 0:120(−14) 0:142(−14)
b= 0 ^ a= 1 0.0214 0:429(−2) 0:136(−2) 0:269(−3) 0:852(−4)
a= b= 1 0.0214 0:429(−2) 0:136(−2) 0:269(−2) 0:852(−4)
7. Concluding remarks
(1) The BP-FEMs are signicant to treat complicated boundary conditions since algorithms can
be carried out simply and easily, and since theoretical analysis is also provided (see Part III in [10]).
Based on the a posteriori interpolants of numerical solutions, not only may the superconvergence
rates O(h3) and O(h4) of the second order of generalized derivatives over 
 be reached, but also the
very high convergence rates O(h6) and O(h8) of the tangent boundary conditions of the solutions
can be attained.
(2) Let us also mention other superconvergence results for the biharmonic equation. If the admis-
sible functions are not conned to be C1(=C1(
)), the Adini elements are recommended on 
h,
where the polynomials Q^3 2 ij are given by [4]
Q^3 = span(1; r; t; r
2; t2; rt; r3; t3; r3t; r2t; rt2; rt3):
For the BP-FEM solutions, when >4 only the global superconvergence O(h2) in the error norm
kkH can derived for quasiuniform ij. As for the Bell elements (in C1), the Argris elements (not
in C1) and the Merley elements (not in C0) can be chosen on the triangulation of 
 [4], but
the superconvergence of the BP-FEM solutions is not as attractive as in this paper (details appear
elsewhere). Of course, only the Bell elements may serve for blending surfaces.
(3) Stability analysis is made for quasiuniform ij. The variable transformation (5.5) is suggested
to reduce signicantly condition number of the associated matrix resulted. It is derived that their
bounds are O(h−4) + O(h−1−2), to indicate that when 0<61:5 the optimal condition number
O(h4) is achieved.
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(4) To compromise accuracy and stability of numerical solutions,  = 2{3 is suggested in real
computation. It is worth pointing out again that since the very high accuracy of the boundary
conditions given in this paper, h is chosen to be not necessarily small in practical applications.
This benets greatly the complicated blending problems, to save CPU time and computer storage
substantially, and to lessen numerical instability. Numerical experiments in Section 6 is carried
for conrming the theoretical analysis in both accuracy and stability of the numerical solutions to
biharmonic equations. In fact, double precision of computer may serve well for real computation.
(5) This paper is Part II of the study for blending surfaces by PDEs. Such an exposition is easier
to derive and to understand the BP-FEM algorithms and the analysis for 3D blending surfaces in
Part III given in [10]. In fact, the solutions governed by biharmonic equations are of simple blending
surfaces; the optimal convergence, superconvergence and stability analysis of the BP-FEM are also
important to biharmonic equations. This paper serves both for the biharmonic equation and for the
blending surfaces in [9,10] as if kill two birds with one stone.
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