Abstract. A filtered manifold is a smooth manifold M together with a filtration of the tangent bundle by smooth subbundles which is compatible with the Lie bracket of vector fields in a certain sense. The Lie bracket of vector fields then induces a bilinear operation on the associated graded of each tangent space of M making it into a nilpotent graded Lie algebra. Assuming that these symbol algebras are the same for all points, one obtains a natural frame bundle for the associated graded to the tangent bundle, and filtered G-structures are defined as reductions of structure group of this bundle.
Introduction
Starting from E. Cartan's classical works in the early 20th century, there is a long line of articles constructing canonical Cartan connections associated to certain geometric structures. A Cartan connection provides a description of the structure which is formally similar to a certain homogeneous space called the homogeneous model of the structure in question. Such constructions give rise to a nice solution to the equivalence problem for the geometric structure in question, since the curvature of a Cartan connection is known to be a complete invariant. The classical constructions were often carried out in the context of Cartan's method of equivalence, which gave them a flavor of being difficult and involving extensive computations. and the underlying structures obtained by Tanaka can be equivalently described as such.
Morimoto initiated a comprehensive study of filtered manifolds, not only from a geometric point of view, but also addressing topics like a filtered version of prolongation of systems of differential equations and, more generally, a filtered version of analysis. A substantial body of results in that direction can be found in the long article [18] . The last part of the article also contains a general result on the existence of canonical Cartan connections associated to filtered G-structures of finite type. This is embedded into a general theory of (infinite) prolongations of geometric structures using a non-commutative (semi-holonomic) version of frame bundles. This prolongation procedure is used to determine the homogeneous model of the geometry associated to a type of filtered G-structures. Knowing this, there is an abstract definition of a normalization condition needed to uniquely pin down the Cartan connection. In view of this setup, applying Morimoto's result on existence of canonical Cartan connections is a non-trivial task.
Starting from the 1980's, important developments in conformal geometry gave new momentum to the theory. For example, the Fefferman-Graham ambient metric from [14] is motivated by CR geometry, and the natural higher dimensional analog of (anti-)self-duality in four-dimensional conformal geometry is provided by quaternionic structures. Since all these structures admit canonical Cartan connections this lead to renewed interest in Cartan geometries. The developments in twistor theory and the Penrose transform as described in the book [2] opened up the perspective of studying geometries related to all parabolic subalgebras in simple Lie algebras. Initially being unaware of the results of Tanaka and Morimoto, an independent procedure for constructing canonical Cartan connections in this situation was found in [6] . This initiated the general study of parabolic geometries, and after some further developments the core of this theory was collected in [7] .
To construct a canonical Cartan connection one also has to extend the principal bundle describing the underlying geometry to a bundle with a larger structure group. In the constructions mentioned so far (including the one in [6] ) quite a lot of work goes into the construction of this larger principal bundle. These constructions are done in such a way that parts of the Cartan connection can then be defined in a tautological way. On the other hand, simple topological arguments show that in the parabolic case the principal bundle on which the Cartan connection is defined has to be a trivial extension of the bundle describing the filtered G-structure.
Starting from this observation, yet another independent construction of the canonical Cartan connections in the parabolic cases was given in Section 3.1 of [7] along the following lines. One directly defines the Cartan bundle as a trivial extension of the bundle describing the underlying structure. Next, one shows that there is a Cartan connection on this extended bundle, which induces the underlying geometric structure. This involves making choices, so it is not canonical at all. Then one shows that any Cartan connection can be modified to one that satisfies an appropriate normalization condition without changing the underlying structure. Finally, one proves that a normal Cartan geometry is uniquely determined up to 4Čap isomorphism by the underlying structure. In all that, the main role is played by the algebraic properties of the normalization condition.
The aim of this article is to generalize the construction of canonical Cartan connections from [7] beyond the parabolic case. The main ingredient that is needed is a normalization condition with appropriate algebraic properties. These properties are closely similar to the so-called "condition (C)" from [18] . As far as I can see (given the question of determining the group governing the geometry as discussed above) this result should essentially cover the same cases as Morimoto's result on Cartan connections. However, there are some distinctive features of the approach taken here:
• Careful separation between geometry and algebra (point-wise issues): In constructions of Cartan connections via the method of equivalence, a typical part are step-by-step constructions of adapted coframes. This is phrased in the language of differential forms, but the conditions for a coframe to be adapted usually are point-wise. Taking exterior derivatives exhibits consequences of the conditions imposed so far, which then are used in the further steps of the process. These frequent changes between geometry and point-wise conditions often make it hard to understand what is going on. Moreover, the point-wise conditions are often best expressed in the language of linear algebra or of representation theory, which is not as easy to use in the language of differential forms. In the method of equivalence, this mix of geometric and point-wise considerations is partly unavoidable, in particular if the process is used to exhibit certain subclasses of geometries, which then require separate treatment.
In this article, we carefully separate the geometric constructions used to obtain canonical Cartan connections from the algebraic background information needed in the construction. We work with a uniform structure from the beginning. To show that the procedure applies to a given type of geometric structure, only algebraic (finite dimensional) verifications have to be carried out. Once these verifications have been done, the universal constructions in this article lead to canonical Cartan connections.
• The starting point is a candidate for a homogeneous model rather than a filtered geometric structure. Given a homogeneous space G/P we describe the algebraic data needed to obtain a G-invariant filtered geometric structure on G/P . These can be phrased as a filtration on the Lie algebra g of G which has to be compatible with the subgroup P in a certain sense. One may then forget about the group G and just consider g and P . This leads to the concept of an admissible pair, see Definition 2.5. In particular, the filtration defines a closed subgroup P + ⊂ P such that G 0 := P/P + is the structure group of the underlying filtered geometric structure.
For an admissible pair (g, P ), it turns out that any regular Cartan connection of type (g, P ) determines an underlying filtered G 0 -structure. If this structure determines a canonical Cartan connection of type (g, P ), then certainly g must be the full Lie algebra of its infinitesimal automorphisms. This can be phrased as the (purely algebraic) condition that the associated graded Lie algebra gr(g) is the full prolongation of its non-positive part, see Definition 2.10.
If one wants to start from the filtered G 0 -structure instead (i.e. if no candidate for a homogeneous model is available), then it is possible to build up such a candidate via Tanaka prolongation, see Example (4) in Section 2.6. This however only determines the associated graded Lie algebra to g and there may be several possible choices of an admissible pair (g, P ) inducing this associated graded. For all these choices, the condition on the full prolongation is then satisfied automatically.
• We use a general concept of normalization conditions which extracts the essential properties that are needed. Imposing a normalization condition on the curvature of the Cartan connection is always necessary to ensure that the connection is uniquely determined by the underlying filtered G 0 -structure. For an admissible pair (g, P ) satisfying the condition on the full prolongation, a good choice of normalization condition is the only additional ingredient needed in order to get the machinery developed in this article going. In the most general version, such a condition is described by a linear subspace in a certain vector space, with requirements detailed in Definition 3.3. We show how such normalization conditions can be obtained from a codifferential, but this is already a special case. Inner products with certain invariance properties, which are the central requirement in the construction of canonical Cartan connections in [1] can be used to construct codifferentials, but only play an auxiliary role.
• We obtain an explicit characterization of the canonical Cartan connection, which leads to strong uniqueness results. For many of the constructions available in the literature, uniqueness of canonical Cartan connections follows from the naturality of the construction used to obtain them. While this is a perfectly legitimate argument, such an approach makes it difficult to compare the results of different constructions of canonical Cartan connections. The uniqueness results we prove here are of completely different nature. A normalization condition of the form we use singles out a subspace in the space of g-valued two-forms on any Cartan geometry of the given type. Such a geometry then is called normal if the curvature of the Cartan connection lies in this subspace. The basic uniqueness result we prove in Theorem 4.10 is that if two normal regular Cartan geometries have isomorphic underlying filtered G 0 -structures, then they are themselves isomorphic. So to compare to other constructions one just has to prove that these other constructions lead to normal Cartan connections.
• We develop a general concept of essential curvature components. Having chosen a normalization condition, a general notion of a negligible submodule is given in Definition 3.5. Such a submodule defines a subspace in the space of normal gvalued two forms. We prove that projecting the curvature to the quotient by this subspace one still obtains a complete obstruction to local flatness. This generalizes the concept of harmonic curvature used for parabolic geometries. In particular, we show that a codifferential (in the sense of Definition 3.9) automatically gives rise not only to a normalization condition but also to a maximal negligible submodule.
• The full construction is done in the language of g-valued forms on the Cartan bundle. This is in sharp contrast to the construction in Section 3.1 of [7] in which rather subtle constructions with associated vector bundles play a crucial 6Čap role. Staying on the principal bundle, however, makes it necessary to carefully distinguish between filtered objects and associated graded objects on the level of the linear algebra background of the construction. In particular, it will be important to carefully distinguish between the filtered Lie algebra g and its associated graded gr(g), even though in many cases of interest these happen to be isomorphic.
The actual motivation for working out this general construction of canonical Cartan connections was the joint article [5] with B. Doubrov and D. The, which uses Cartan connections canonically associated to (systems of) ODEs. These applications depend on the explicit characterization of normal Cartan geometries and the strong algebraic properties or normalization conditions introduced here, which are not available for earlier versions of canonical Cartan connections associated to (systems of) ODEs. The algebras underlying these cases are far from being parabolic, see part 3 of Example 2.6. The construction of a normalization condition for this case is sketched in part 3 of Example 3.4. The article [5] contains the complete algebraic verifications needed to apply the theory developed here in this family of cases.
It should be remarked here that many of the algebraic subtleties described above can be avoided if one is willing to only construct an absolute parallelism on an extended bundle rather than a Cartan connection. This removes the necessity of requiring invariance or equivariancy properties of normalization conditions, which may allow the construction of canonical absolute parallelisms associated to structures for which no canonical Cartan connections exist. General constructions of such parallelisms again go back to work of Tanaka, see [21] . A simpler, complete construction for filtered G 0 -structures of finite type in modern language can be found in [24] . A canonical absolute parallelism still gives rise to a complete set of invariants and thus a solution to the equivalence problem. But already in this aspect, it seems much more difficult to give a geometric interpretation of the resulting invariants then in the case of a Cartan connection. Moreover, many geometric tools are available for Cartan geometries (see [19] ) or at least for the subclass of parabolic geometries (see [7] ). While it seems plausible that many of the latter tools can be generalized to larger classes of Cartan geometries, it seems very hard to extend even basic geometric tools to the case of absolute parallelisms. Thus, I believe that it is worthwhile to try to obtain Cartan connections whenever possible.
To conclude this introduction, let us describe the contents of the individual sections of the article. Section 2 deals with the algebraic ingredients needed to get an infinitesimal homogeneous model for a filtered G-structure. We discuss the notion of an admissible pair (g, P ) and the condition that gr(g) is the full prolongation of of its non-positive part. We then define regular Cartan geometries of type (g, P ) and show in Theorem 2.9 that any such Cartan geometry determines an underlying filtered G 0 -structure, where G 0 = P/P + . In the end of the Section, several examples are discussed in detail.
Section 3 is devoted to the study of normalization conditions and negligible submodules. Again, several examples are discussed in the end of the section. In Section 4 we start by setting up the necessary background on g-valued differential forms on principal P -bundles and then define the covariant exterior derivative on g-valued forms induced by a Cartan connection. Given a normalization condition, we define normal Cartan connections. If we have also given a negligible submodule, we define essential curvature and prove in Proposition 4.6 that vanishing of the essential curvature implies vanishing of the curvature.
The first crucial result is Theorem 4.8 on normalizing Cartan connections. This only needs an appropriate normalization condition for an admissible pair (g, P ). Given a regular Cartan connection ω on a principal P -bundle G → M, we show that there is a regular normal Cartan connectionω on G, which induces the same underlying filtered G 0 -structure as ω. The second crucial result is Theorem 4.10, which shows that if two regular normal Cartan connections ω andω on a principal P -bundle G induce the same underlying structure, then they are related by an automorphism of G inducing the identity on the underlying filtered G 0 -structure.
To obtain a result on canonical Cartan connections associated to filtered G 0 -structures, one more ingredient is needed. This concerns the algebraic and topological structure of the group P and is spelled out in Definition 4.11. Assuming this condition, we prove our final result in Theorem 4.12, namely that there is an equivalence of categories between regular normal Cartan geometries of type (g, P ) and filtered G 0 -structures. The key issue in the proof is that the condition on P suffices to show that the bundle defining a filtered G 0 -structure can always be extended to a principal P -bundle. Making choices, one constructs a regular Cartan connection on the extended bundle, which induces the given filtered G 0 -structure, and this can then be normalized. On the other hand, the condition also implies that any morphism between the underlying structures of two regular normal Cartan geometries lifts to a morphism of the Cartan bundles, which then can be converted into a morphism of Cartan geometries using the uniqueness result from Theorem 4.10.
Infinitesimal homogeneous models
We first recall the filtered version of a reduction of structure group of the frame bundle, which, for compatibility with later notation, we call a filtered G 0 -structure. Next, we study the data needed to define a G-invariant filtered G 0 -structure on a homogeneous space G/P for an appropriate quotient group G 0 of P . These data can all be phrased in terms of the Lie algebra g of G and the group P only, which leads to the concept of an admissible pair (g, P ). Given such a pair, there is a natural concept of Cartan geometry of type (g, P ) and a notion of regularity for such a geometry. We show that any regular Cartan geometry of type (g, P ) induces an underlying filtered G 0 -structure. The fact that for a homogeneous space G/P as above, the group G is the full automorphism group of the corresponding filtered G 0 -structure has algebraic consequences, which again can be phrased entirely in Lie algebraic terms. Since this must evidently be the case if there is a canonical Cartan connection of type (g, P ) associated to filtered G 0 -structures, this gives rise to a necessary condition for existence such canonical Cartan connections. We call an admissible pair (g, P ) an infinitesimal homogeneous model for filtered G 0 -structures if this condition is satisfied. 2.1. Filtered G 0 -structures. Recall that a filtered manifold is a smooth manifold M together with a filtration of the tangent bundle, which we write as
We call µ ∈ N the depth of the filtration and follow the usual convention that T ℓ M = T M for all ℓ < −µ and T ℓ M = M × {0} for ℓ ≥ 0. The associated graded to the tangent bundle is then defined as the bundle
In particular, the fiber of gr i (T M) over a point x ∈ M simply is the quotient
. If necessary, we put gr i (T M) = M × {0} for i < −µ and i ≥ 0. Further, we denote by q i (x) : T i x M → gr i (T x M) the natural quotient map, so we get a vector bundle map q i :
, which is well defined by definition of a filtered manifold. Since i, j ≥ i+j +1 a short computation using the definition of a filtered manifold once more shows that q i+j ([ξ, η](x)) depends only on the values of ξ and η at x and in fact only on their classes in gr i (T x M) and gr j (T x M), respectively. Hence we get a well defined bilinear map gr
Collecting these maps for different values of i and j, we obtain a bilinear map
The properties of the Lie bracket of vector fields readily imply that this operation makes gr(T x M) into a graded Lie algebra, which has to be nilpotent since the grading has finite length. This is called the symbol algebra of the filtered manifold at x. Of course, we can collect the Levi brackets at the individual points into a bilinear bundle map L : gr(T M) × gr(T M) → gr(T M), the Levi bracket.
A standing assumption on filtered manifolds that we will make is that they are of constant type, i.e. that the symbol algebras at all points are isomorphic. More precisely, we require that the symbol algebras form a locally trivial bundle of graded Lie algebras modelled on a fixed nilpotent graded Lie algebra m = ⊕ −1 i=−µ m i . This means that for each x ∈ M, we find an open neighborhood U ⊂ M of x and local trivializations gr i (T M)| U → U × m i for each i = −µ, . . . , −1 such that for all y ∈ U the corresponding isomorphisms ϕ i :
for all i and j, all u ∈ gr i (T y M) and v ∈ gr j (T y M). We then say that the filtered manifold (M, {T i M}) is regular of type m. Now consider the group GL(m) of linear automorphisms of m. The group Aut gr (m) of automorphisms of the Lie algebra m, which in addition preserve the grading of m, clearly is a closed subgroup in GL(m) and thus a Lie group. It is a well known fact from Lie theory that the Lie algebra of this group is der gr (m), the space of all linear maps α : m → m which preserve the grading and are derivations in the sense that they satisfy i=−µ ) that is regular of type m, the bundle gr(T M) admits a canonical frame bundle PM that is a principal bundle with structure group Aut gr (m).
Proof. Given x ∈ M, one defines P x M to be the set of all isomorphisms m → gr(T x M) of graded Lie algebras. Then one defines PM to be the disjoint union of the P x M, endowed with the obvious projection p : PM → M. Fixing one element of P x and composing it from the right by elements from Aut gr (m) identifies Aut gr (m) with P x M. Taking an open subset U as in the definition of constant type and doing this construction in each point, one obtains a bijection p −1 (U) → U × Aut gr (m). It is now routine to use this to define a topology on PM and make it into a principal bundle over M.
The bundle PM is the perfect analog of the linear frame bundle of a smooth manifold in the setting of filtered manifolds of constant type. Indeed, the linear frame bundle occurs as a special case. If one takes the filtration of M to be trivial, i.e. µ = 1 and T −1 M = T M, then one just gets a smooth manifold and this is regular of type the abelian Lie algebra R n with trivial grading. Of course, the construction from Proposition 2.1 then just recovers the usual linear frame bundle with structure group GL(n, R). Hence the following definition generalizes the usual concept of G-structures. Definition 2.2. Fix a nilpotent graded Lie algebra m and let G 0 be a Lie group endowed with a fixed infinitesimally injective homomorphism β : G 0 → Aut gr (m). Then a filtered G 0 -structure over a filtered manifold M which is regular of type m is a reduction of structure group of the natural frame bundle PM for gr(T M) to the group G 0 . More explicitly, this is given by a principal G 0 -bundle G 0 → M and a smooth bundle map Φ : G 0 → PM that covers the identity on M and is equivariant in the sense that Φ(u · g) = Φ(u) · β(g) for all u ∈ G 0 and g ∈ G 0 .
There is an obvious concept of morphisms in this setting. For a local diffeomorphism f between filtered manifolds M andM , which both are regular of type m, there is an obvious concept of being filtration preserving. We just require that for each point x ∈ M the tangent map T x f : T x M → T f (x)M is compatible with the filtrations on two spaces. This implies that T x f induces a linear isomorphism gr(T x M) → gr(T f (x)M ) and it is easy to verify that this map is compatible with the Levi-brackets. Hence there is an induced principal bundle map Pf : PM → PM with base map f . Given a filtered G 0 -structures G 0 → M defined by Φ : G 0 → PM and likewise forM , a morphism of filtered G 0 -structures is a principal bundle map F : G 0 → G 0 such thatΦ • F = Pf • Φ (which in particular implies that F has base map f ). In the case that G 0 is a subgroup of Aut gr (m), we can view G 0 as a subbundle of PM, and we must have F = Pf | G 0 , so the main condition is that
In most cases of interest, G 0 will simply be a subgroup of Aut gr (m). The slightly more general setup is chosen to allow structures analogous to spinstructures in Riemannian geometry. In any case, infinitesimal injectivity implies that the derivative β ′ of β defines an isomorphism from g 0 onto a Lie subalgebra of der gr (m), so at least we will usually view g 0 as a Lie subalgebra in there.
(2) One gets even closer to the classical picture in the case that m is fundamental, which means that it is generated by m −1 as a Lie algebra. This readily implies 10Čap that any automorphism of the graded Lie algebra m is uniquely determined by its restriction to m −1 . Consequently, Aut gr (m) ⊂ GL(m −1 ) and PM can be viewed as a subbundle of the linear frame bundle of the vector bundle T −1 M. So a reduction G 0 → PM can be interpreted as an additional reduction of structure group of
Similarly to the classical case, reductions of structure group can also be characterized by a filtered analog of a soldering form. To describe this, observe first that there is an induced filtration of T G 0 . One simply defines T i G 0 as the pre-image of T i M for i < 0 and as the vertical subbundle for i = 0. These subbundles are easily seen to be invariant under the principal right action. Now for each i < 0, one obtains a "differential form" θ i which is only defined on the subbundle T i G 0 and has values in m i , such that the point-wise kernel coincides with T i+1 G 0 . Moreover these forms are equivariant for the principal right action and the representation of G 0 on m i induced by the homomorphism β. Conversely, one can construct a homomorphism to the frame bundle from such a family of partially defined forms, compare with Sections 3.1.6 and 3.1.7 of [7] .
Example 2.4. (1) Being a filtered manifold which is regular of type m may already be an interesting geometric structure in its own right. So we can take the case G 0 = Aut gr (m) and G 0 = PM as a filtered G 0 -structure. It is known from examples of parabolic geometries that such structures may already be of finite type and determine canonical Cartan geometries, see Section 4.3.1 of [7] .
Let us in particular mention that a standard way to get to filtered manifolds is to start from a bracket-generating distribution H = T −1 M ⊂ T M on a smooth manifold M. Then one considers the subspaces in the tangent spaces spanned by sections of H and by brackets of two such sections. Assuming that these subspaces all have the same dimension, they define a smooth subbundle T −2 M ⊃ T −1 M. Proceeding in that way, one obtains a filtered manifold (if the constant rank assumption is satisfied in each step). As a further regularity assumption on H, one can then require that the resulting filtered manifold is regular of type m for a nilpotent graded Lie algebra m which is automatically fundamental.
In several cases, all these regularity properties are consequences of some genericity assumptions on H. For example if dim(M) = 6 and H has rank 3, then one may assume that sections of H together with Lie brackets of two such sections span the full tangent space in each point. This automatically implies that M is regular of type m = m −2 ⊕ m −1 with m −1 = R 3 and m −2 = Λ 2 R 3 with the wedge product as the Lie bracket. These are the distributions studied by R. Bryant in his thesis, see [3] . Similarly, generic rank two distributions in dimension five as studied in E. Cartan's "five variables paper" [8] automatically give rise to regular filtered manifolds with m the free three-step nilpotent Lie algebra on two generators. Recall that a sub-Riemannian metric on a contact manifold (M, H) is given by a smooth family g x of inner products on the spaces H x for x ∈ M. Unfortunately, a sub-Riemannian metric is not a filtered G 0 -structure in general. The problem is that already in the model case, there is not only one positive definite inner product on m −1 up to equivalence. Given an inner product , on m −1 we can identify m −2 with R and then diagonalize the skew symmetric bilinear form defined by the bracket with respect to the inner product. If dim(m −1 ) = 2k, then this gives k eigenvalues determined up to sign, which only change by an overall factor upon changing the identification of m −2 with R. Thus the ratios of the positive eigenvalues are independent of all choices. Clearly, if two inner products on m −1 are equivalent under the action of CSp(m −1 ), they must lead to the same ratios of eigenvalues. So at least if dim(m −1 ) ≥ 4, the isomorphism classes of inner products on m −1 depend on continuous parameters. Different values of these parameters may lead to non-isomorphic stabilizers of the inner product within CSp(m −1 ) and even to stabilizers of different dimension.
To obtain a filtered G 0 -structure there have to be isomorphisms H x → m −1 for all points x ∈ M, which at the same time are compatible with the conformally symplectic structures on both spaces and with g x and a fixed inner product on m −1 . This clearly shows that for the continuous invariants for the inner products g x all have to be constant in order for a sub-Riemannian metric to define a filtered G 0 -structure, which is a very restrictive condition. If this condition is satisfied, however, then sub-Riemannian metrics nicely fit into the general concept of filtered G 0 -structures.
Admissible pairs.
If it is possible to associate a canonical Cartan connection to filtered G-structures of some fixed type, then there must be a homogeneous model for the geometry (at least on an infinitesimal level). It is rather easy to describe existence of a homogeneous filtered G 0 -structure infinitesimally.
Consider a Lie group G and a closed subgroup P ⊂ G and let p ⊂ g be their Lie algebras. We make the standard assumption that the action of G on G/P is infinitesimally effective, see Section 1.4.1 in [7] . This means that any normal subgroup of G contained in P has to be discrete, or equivalently, that there is no non-trivial ideal of g which is contained in p. Observe that for a normal subgroup K ⊂ G that is contained in P , one may always replace (G, P ) by (G/K, P/K), which leads to the same homogeneous space. Allowing non-trivial discrete subgroups K is again done to include structures like spin structures.
Then it is well known that for the homogeneous space G/P , the tangent bundle is the associated bundle
i=−1 is equivalent to a sequence of P -invariant subspaces in g/p. Taking the pre-images in g we get a sequence
of Ad(P )-invariant subspaces, where we put g 0 := p. The corresponding subbundles in T (G/P ) then are the images of the subbundles of T G spanned by left-invariant vector fields with generators in these subspaces. This readily implies that the filtration {T i (G/P )} makes G/P into a filtered manifold if and only
There is an obvious way to continue this filtration. Define g 1 ⊂ g 0 as the space of those elements X ∈ g 0 such that ad(X)( 
This makes g into a filtered Lie algebra in the sense that [g i , g j ] ⊂ g i+j for all i, j, where we agree that g ℓ = g for ℓ < −µ and g ℓ = {0} for ℓ > ν. Consider the automorphism group Aut(g) of g, which is a closed subgroup of GL(g) and thus a Lie group. Define GL f (g) := {ϕ ∈ GL(g) : ∀i : ϕ(g i ) ⊂ g i }, the subgroup of elements of GL(g) which preserve the filtration of g, and put Aut f (g) = Aut(g) ∩ GL f (g). Then GL f (g) and Aut f (g) are closed subgroups and thus Lie subgroups of GL(g). Their Lie algebras are the spaces L f (g, g) and der f (g) of filtration preserving linear maps and derivations, respectively. Abstracting the properties derived here motivates the following definition. Definition 2.5. An admissible pair (g, P ) consists of (i) A Lie algebra g endowed with a filtration {g i } ν i=−µ as in (2.1) making g into a filtered Lie algebra.
(ii) A Lie group P with Lie algebra p := g 0 . (iii) A group homomorphism Ad : P → Aut f (g) whose derivative coincides with ad
such that (A) There is no ideal in g which is contained in g 0 ("infinitesimal effectivity").
In the above considerations, we have only assumed that we have given g i ⊂ g for i ≤ 0, and then constructed specific filtration components for i > 0. In the definition of an admissible pair, we start with an arbitrary filtration, and condition (B) just ensures that we get the same subspace g 1 ⊂ g 0 as constructed above. We will see later that the fact that we get the "right" higher filtration components is a consequence of the an assumption on prolongations that we will impose later on.
Observe that for an admissible pair (g, P ) and a subgroup Q ⊂ P which contains the connected component of the identity of P , also (g, Q) is an admissible pair.
Example 2.6. Suppose that (g, {g i } ν i=−µ ) is a filtered Lie algebra which satisfies the conditions (A) and (B) from Definition 2.5. Suppose further that g 0 ⊂ g coincides with its normalizer in g, so if X ∈ g satisfies [X, g 0 ] ⊂ g 0 then X ∈ g 0 . Then given a Lie group G with Lie algebra g, define
This is the pre-image of the closed subgroup GL f (g) ⊂ GL(g) under a smooth homomorphism and thus a closed subgroup, too. The Lie algebra of P by construction is {X ∈ g : ad(X) ∈ L f (g, g)}, so by definition it contains g 0 . On the other hand, the condition on the normalizer implies that ad(X)(g 0 ) ⊂ g 0 already implies X ∈ g 0 , so P has Lie algebra g 0 . Thus we see that restricting the adjoint action of G to P makes (g, P ) into an admissible pair.
Without the assumption on the normalizer, one can take any closed subgroup P ⊂ G with Lie algebra g 0 and then form the closed subgroup P := {g ∈ P : Ad(g) ∈ GL f (g)}. As above, one concludes that this contains the connected component of the identity ofP and hence has Lie algebra g 0 and that (g, P ) is an admissible pair.
2.3.
Passing to the associated graded. For a filtered Lie algebra (g, {g i }), one can form the associated graded vector space to g, which inherits a canonical Lie algebra structure. We put gr i (g) := g i /g i+1 and then define gr(g) :
Putting these maps together we obtain a bracket [ , ] on gr(g), which makes that space into a graded Lie algebra. Observe that there is neither a canonical map from g to gr(g) nor in the opposite direction and that g and gr(g) are not isomorphic Lie algebras in general.
The action of P on g by definition preserves the filtration {g i }. Hence for g ∈ P and each i, the linear isomorphism Ad(g) : g i → g i descends to an isomorphism gr i (g) → gr i (g). Taking these maps together, we obtain a linear isomorphism Ad gr (g) : gr(g) → gr(g) compatible with the grading. Since Ad(g) is a Lie algebra automorphism on g, we easily conclude that Ad gr (g) is an automorphism of the graded Lie algebra gr(g). Of course, this defines a smooth homomorphism Ad gr : P → Aut gr (gr(g)).
Next, consider the negative part m := ⊕ −1 i=−µ gr i (g) of g. By the grading property, this is a nilpotent graded subalgebra of gr(g). Hence we can restrict automorphisms and derivations of gr(g) which preserve the grading to the subalgebra m, thus obtaining homomorphisms Aut gr (gr(g)) → Aut gr (m) and der gr (gr(g)) → der gr (m). In general, these homomorphisms are neither injective nor surjective, but under the assumptions we have imposed, we can prove the following.
Proposition 2.7. The kernel of the homomorphism Ad gr : P → Aut gr (gr(g)) is a closed normal subgroup P + ⊂ P with Lie algebra g 1 . Denoting the quotient group P/P + by G 0 , the Lie algebra of G 0 can be naturally identified with gr 0 (g) and the homomorphism Ad gr descends to an infinitesimally injective homomorphism 14Čap G 0 → Aut gr (gr(g)). Via restriction to m ⊂ gr(g), one obtains a homomorphism G 0 → Aut gr (m), which is also infinitesimally injective.
Proof. Since Ad gr is a smooth homomorphism of Lie groups, its kernel is a closed normal subgroup P + ⊂ P . Next, denote by GL gr (gr(g)) the group of all linear automorphisms of gr(g) that preserve the grading. Then there is an obvious homomorphism GL f (g) → GL gr (gr(g)) such that the image of ϕ ∈ GL f (g) is given on gr i (g) as the isomorphism induced by ϕ| g i : g i → g i . On the Lie algebra level, this corresponds to the map L f (g, g) → L gr (gr(g), gr(g)) obtained in the same way.
By construction, Ad gr is simply the composition of Ad with this homomorphism, so the derivative of Ad gr maps X ∈ g 0 to the map gr(g) → gr(g) induced by ad(X) ∈ L f (g, g). Now the Lie algebra of P + by construction coincides with the kernel of this derivative. Hence it consists of all X such that ad(X)(g i ) ⊂ g i+1 for all i = −µ, . . . , ν. This evidently contains g 1 and by condition (B) in Definition 2.5 it actually coincides with g 1 . Now it is clear by construction that Ad gr descends to an infinitesimally injective homomorphism P/P + = G 0 → Aut gr (gr(g)). Restricting the resulting maps, we get a homomorphism G 0 → Aut gr (m). But by construction the kernel of the derivative of the composition
Again by condition (B) in Definition 2.5, this coincides with g 1 , so the last claim follows.
Example 2.8. A simple but important example showing that different filtered Lie algebras may lead to the same data on the level of the associated graded is related to model mutation, see Definition 3.8 in [19] . Consider the group G = O(n + 1, R) and let P := O(n) ⊂ G be the stabilizer of the hyperplane R n ⊂ R n+1 . Then on the Lie algebra g = o(n + 1), we define a filtration by g −1 = g and g 0 := o(n) = p ⊂ g. (This makes g into a filtered Lie algebra, since g 0 is a Lie subalgebra of g, so any homogeneous space corresponds to an admissible pair.) In matrix form, we can decompose any skew symmetric matrix into blocks of size n and 1 as A v −v t 0 with A ∈ o(n) and v ∈ R n . Denoting elements of g by (A, v) we see that g 0 corresponds to the elements of the form (A, 0). Hence gr(g) = gr
, and the only non-zero brackets are the bracket on gr 0 (g) ∼ = g 0 and the one gr 0 (g) × gr −1 (g) → gr −1 (g) given by the standard action of o(n) on R n . So the fact that two matrices (0, v) and (0, w) in general have non-trivial bracket (contained in g 0 ) is forgotten when passing to the associated graded. Likewise, the action of P = O(n) on gr(g) is just the direct sum of the standard action on R n and the adjoint action on o(n).
The key issue about this example is that one can start in a very similar way starting with G = Euc(n), the group of Euclidean motions and P ∼ = O(n) ⊂ G the stabilizer of a point, or with G = O(n, 1) and P ∼ = O(n) ⊂ G the stabilizer of a positive hyperplane. Both these examples lead to the same graded Lie algebra gr(g), the same group P , and the same action of P on gr(g). This corresponds to the fact that one may equally well take Euclidean space, the sphere, or hyperbolic space as the homogeneous model of Riemannian geometry. The difference between the three models only shows up in the resulting notion of curvature. Here Euclidean space leads to the standard notion of Riemann curvature while the other models lead to a shift by a curvature tensor of constant sectional curvature chosen in such a way that the sphere respectively hyperbolic space have zero curvature.
2.4. Cartan geometries and underlying structures. Traditionally, Cartan geometries are defined starting from a pair (G, P ), but it is clear that there is no problem to start from a pair (g, P ) instead. So given an admissible pair (g, P ), and a smooth manifold M a Cartan geometry (p : G → M, ω) of type (g, P ) on M is given by a principal fiber bundle p : G → M with structure group P , which is endowed with a Cartan connection ω ∈ Ω 1 (G, g). Denoting by r g the principal right action of an element g ∈ P and by ζ X the fundamental vector field generated by and element X ∈ p, the defining properties of a Cartan connection are (r g )
• ω, ω(ζ X ) = X, and the fact that for each point u ∈ G, the value ω u : T u G → g is a linear isomorphism. Observe that the last condition forces the dimension of M to be equal to dim(g) − dim(g 0 ). Together with the condition on fundamental vector fields, we also conclude that the vertical subbundle of p :
It easily follows from the defining properties of a Cartan connection ω that K is equivariant for the principal right action and horizontal, i.e. (r g )
• K for all g ∈ P and 0 = K(ζ X , η) for any X ∈ g 0 = p and η ∈ X(G). This is also a consequence of Proposition 4.2, whose proof is independent of what we are doing here.
A classical concept is that the Cartan connection ω is called torsion-free if and only if K(ξ, η) ∈ g 0 ⊂ g for all tangent vectors ξ and η on G. A weakening that will be crucial for the further development is the concept of regularity. We call the Cartan connection ω regular if for tangent vectors ξ, η ∈ T u G such that ω u (ξ) ∈ g i and ω u (η) ∈ g j for some i, j, we always have K u (ξ, η) ∈ g i+j+1 . Observe that this condition is always satisfied if one of the indices is ≥ 0 by horizontality of K. Since for negative indices i and j, we always have i + j + 1 < 0, we conclude that a torsion-free Cartan connection is automatically regular. Now we can prove that any regular Cartan geometry modelled on an admissible pair gives rise to an underlying filtered G 0 -structure. Suppose that we have a filtered Lie algebra (g, {g i } ν i=−µ ) with associated graded gr(g) = ⊕ ν i=−µ gr i (g). In Section 2.3 above, we have observed that the negative part m := ⊕ −1 i=−µ is nilpotent graded Lie subalgebra of gr(g). For A ∈ gr 0 (g), we can restrict the adjoint action of A on gr(g) to m, thus obtaining a homomorphism ad m : g 0 → der gr (m). Observe that this is the derivative of the homomorphism G 0 → Aut gr (m) constructed in Proposition 2.7, so we have seen there that ad m is injective. Observe that this proposition shows that the concept of a filtered G 0 -structure makes sense on regular filtered manifolds of type m. Theorem 2.9. Let (g, P ) be an admissible pair, gr(g) the associated graded Lie algebra to g, and m its negative part. Let P + ⊂ P be the subgroup defined in Proposition 2.7 and put G 0 := P/P + . Then any regular Cartan geometry (p : G → M, ω) of type (g, P ) over a smooth manifold M naturally induces a filtration
i=−µ of the tangent bundle T M, which makes M into a filtered manifold that is regular of type m, as well as a filtered G 0 -structure on M.
Proof. By definition, for each u ∈ G the map ω u : T u G → g is a linear isomorphism. Thus for i = −µ, . . . , ν, we can define T i u G ⊂ T u G as the subspace consisting of all tangent vectors ξ such that ω u (ξ) ∈ g i ⊂ g. Smoothness of ω immediately implies that these spaces fit together to define smooth subbundles
Equivariancy of ω shows that for ξ ∈ T i u G and g ∈ P with principal right action r g : G → G, we get
Since Ad(g −1 ) ∈ Aut f (g), the subbundle T i G is invariant under T r g for each i and each g ∈ P . Now for a point x ∈ M we can choose a point u ∈ G such that p(u) = x and consider the linear isomorphism ϕ u : T x M → g/g 0 from above. Any other point over x is of the form u · g for some element g ∈ P and we conclude that ϕ u·g = Ad(g −1 )
• ϕ u . Here Ad(g −1 ) denotes the linear automorphism of g/g 0 induced by Ad(g −1 ). In particular, for all i = −µ, . . . , −1, the pre-image ϕ
is independent of the choice of u, thus giving rise to a well defined linear subspace T i x M ⊂ T x M. Now take a local smooth section σ : U → G of the principal bundle p : G → M, let π : g → g/g 0 be the canonical projection, and consider π • σ * ω ∈ Ω 1 (M, g/g 0 ). By construction, for each x ∈ U, this restricts to the linear isomorphism ϕ σ(x) :
Hence it defines a trivialization of T M| U under which the subspace
Thus we see that we have actually constructed smooth subbundles T M = T −µ M ⊃ · · · ⊃ T −1 M, and we claim that these make M into a filtered manifold which is regular of type m.
To see this, take local smooth sections ξ ∈ Γ(T i M) and η ∈ Γ(T j M), defined on a subset of M over which G is trivial. Then there are smooth liftsξ,η ∈ X(G) and by construction we haveξ ∈ Γ(
It is a basic fact of differential geometry that [ξ,η] then is a lift of [ξ, η] ∈ X(M). Using the definition of the exterior derivative and of the curvature K, we now compute
Now by assumption, the function ω(ξ) has values in g i ⊂ g i+j+1 , so the same holds for the derivativeη · ω(ξ). Likewise,ξ · ω(η) has values in g j ⊂ g i+j+1 , and by regularity, also
Now of course, the above local simultaneous trivializations of the bundles T i M induces local trivializations gr i (T M)| U ∼ = U × gr i (g), so one obtains a local trivialization gr(T M)| U ∼ = U × m. By construction, this can be explicitly described as follows: Given v ∈ Γ(gr i (T M)| U ), first choose a representative vector field ξ ∈ Γ(T i U) and then v corresponds to the function U → g i /g i+1 defined by σ * ω(ξ) + g i+1 . Of course, the same result is obtained if one applies ω to any other lift of ξ in T σ(x) G. But now in the above situation, the class of [ω(ξ), ω(η)] in g i+j /g i+j+1 coincides with the bracket in m ⊂ gr(g) of the elements ω(ξ) + g i+1 and ω(η) + g j+1 . By the above argument, this coincides with the class of ω([ξ,η]), thus representing the class of [ξ, η] in gr i+j (T M). This shows that in our local trivialization the Levi-bracket on M is represented by the Lie bracket on m, which shows that the filtered manifold (M, {T i M}) is regular of type m. To construct the filtered G 0 -structure, observe that the closed normal subgroup P + ⊂ P acts freely on G by the restriction of the principal right action. Using a local trivialization of G, one easily concludes that the orbit space G 0 := G/P + endowed with the obvious projection p 0 : G 0 → M is a principal fiber bundle with structure group P/P + = G 0 . As we have observed above, for a point u ∈ G we obtain an isomorphism ϕ u :
0 which is compatible with the filtrations on the two spaces. Hence we can pass to the induced linear isomorphism
implies that Ad gr (g −1 ) = id so ϕ u depends only on the class of uP + ∈ G/P + = G 0 . Hence for any point u 0 ∈ G 0 , we obtain a linear isomorphism ψ u 0 : gr(T p 0 (u 0 ) M) → m and for g 0 ∈ G 0 , we get ψ u 0 ·g 0 = Ad gr (g −1 )
•ψ u 0 , where g ∈ P is any element such that gP + = g 0 . Using a local trivialization of G and the induces local trivialization of G 0 , one easily shows that this depends smoothly on u 0 , thus defining a reduction of structure group G 0 → PM as required.
Take an admissible pair (g, P ) and suppose that G is a Lie group with Lie algebra g that contains P as a closed subgroup. Then of course G → G/P is a principal P -bundle and the left Maurer-Cartan form makes this into a Cartan geometry, which is flat by the Maurer-Cartan equation. Hence it is regular so by the theorem, G/P is a regular filtered manifold of type m and G/P + → G/P is a filtered G 0 -structure. By construction all these structures are homogeneous under the action of G, so we have found many examples of homogeneous filtered G 0 -structures.
Tanaka prolongation.
At the current stage, we have just encoded the fact that a Cartan geometry induces an underlying filtered G 0 -structure into algebraic data for the modelling pair (g, P ). This by no means implies that a Cartan geometry of this type should be canonically associated to this underlying filtered G 0 -structure. We simply have not imposed any conditions in that direction so far. An algebraic condition serving that purpose has been introduced in the pioneering work of N. Tanaka, see [21] . Since it is actually phrased in the language of graded Lie algebras, we can directly impose this condition in our setting. Definition 2.10. Let (g, P ) be an admissible pair, let {g i } ν i=−µ be the corresponding filtration of g, gr(g) the associated graded Lie algebra and m its negative part.
(1) We say that gr(g) is the full prolongation of (m, gr 0 (g)) if for each j ≥ 1 and each linear map ϕ : m → gr(g) that is homogeneous of degree j (i.e. satisfies
In this case, we say that (g, P ) is an infinitesimal homogeneous model for filtered G 0 -structures, where G 0 = P/P + .
(2) We say that gr(g) is the full prolongation of m if in addition ad m : gr 0 (g) → der gr (m) is an isomorphism.
In this case, we say that (g, P ) is an infinitesimal homogeneous model for filtered manifolds that are regular of type m.
In our context, this condition is quite easy to understand. Observe that for each i > 0 and each Z ∈ gr i (g), the Jacobi identity for g shows that the map
. This works for any admissible pair inducing a filtered G 0 -structure. So the condition of being the full prolongation says that (g, P ) is (in some sense) maximal among the admissible pairs inducing a filtered G 0 -structure. For (finite dimensional) Cartan geometries of type (g, P ) being equivalent to the underlying filtered G 0 -structure (i.e. not encoding additional data) should certainly imply that (g, P ) is maximal in this sense.
Remark 2.11. It turns out that if (g, P ) is an admissible pair such that gr(g) is the full prolongation of (m, gr 0 (g)), then the filtration on g is obtained from its non-positive part as described in Section 2.2. This means that if A ∈ g 1 has the property that ad(A)(g i ) ⊂ g i+j for some j > 1 and all i < 0, then A ∈ g j . Since this fact will not be needed in what follows, we only sketch briefly how this is proved:
Suppose that for some 0 < ℓ < j we have A ∈ g ℓ with non-zero image in gr ℓ (g), such that ad(A)(g i ) ⊂ g i+j for all i < 0. Then ad(A) induces a map ϕ on gr(g) which is homogeneous of degree j and satisfies
for all X, Y ∈ gr(g) by the Jacobi identity. Since gr(g) is the full prolongation of (m, gr 0 (g)) we conclude that ϕ must coincide with the adjoint action of some element of gr j (g). Taking a representative B ∈ g j for this element, we conclude that A − B ∈ g ℓ has the property that its adjoint action maps g i to g i+j+1 for all i < 0 and also has non-zero image in gr ℓ (g). Assuming that already A has this property, we can iterated this until we reach an element A ∈ g ℓ with non-zero image in gr ℓ (g) such that ad(A)(g i ) ⊂ g i+ν+1 , where g ν is the smallest non-trivial filtration component of g.
At this stage, the map ϕ on gr(g) induced by ad(A) is homogeneous of degree ν + 1. But for degrees s > ν, we have gr s (g) = {0}, so the condition on being the full prolongation actually says that ϕ = 0. Thus we see that ad(A)(
and iterating once more, we reach ad(A)(g i ) ⊂ g i+µ+ν+1 = {0} for all i < 0. But this then says that A lies in the center of g and thus spans a one-dimensional ideal in g. Since this ideal is contained in g ℓ ⊂ g 0 , infinitesimal effectivity leads to a contradiction.
The conditions from Definition 2.10 can be neatly phrased in terms of Lie algebra cohomology. Since m ⊂ gr(g) is a Lie subalgebra, the restriction of the adjoint action makes gr(g) into a graded module over the graded Lie algebra m. Now the standard complex for computing the Lie algebra cohomology H * (m, gr(g)) has the chain groups
The usual homogeneity of maps defines a grading
Here we say that ϕ : m k → gr(g) is homogeneous of degree ℓ if and only if for X j ∈ m i j with j = 1, . . . , k and i j ∈ {−µ, . . . , −1} for all j, we have
for X 0 , . . . , X k ∈ m with hats denoting omission. Since the brackets preserve the grading, it readily follows that if ϕ is homogeneous of degree ℓ, then the same holds for ∂ϕ. This implies that the cohomology spaces inherit a grading which we denote by H k (m, gr(g)) = ⊕ ℓ H k (m, gr(g)) ℓ . Using this, the following result is well known, we include the simple proof for completeness. While this is a very simple situation, it covers several interesting cases. On the one hand, consider a fundamental graded Lie algebra m = ⊕ One shows that this construction actually defines an isomorphism between csp(m −1 ) and der gr (m), and one may take this full algebra to be g 0 . Now of course csp(m −1 ) is reductive with one-dimensional center and semisimple part g ss 0 := sp(m −1 ). Using this, the beginning of the standard complex computing the Lie algebra cohomology H * (m, m ⊕ g 0 ) can be analyzed using representation theory of g ss 0 . This is carried out in the thesis [12] , and in particular it is shown in Proposition 11 of that reference that (m, g 0 ) has vanishing prolongation. Hence in this case, we can simply put G 0 = Aut gr (m) ∼ = CSp(m −1 ) to obtain an appropriate admissible pair (g, G 0 ). It turns out that this is the model for the unique type of generic distributions of even rank n = 2m in manifolds of dimension n(n+1) 2 − 1, see [12] .
2. Parabolics: Let G be a Lie group, whose Lie algebra g is semisimple, and let p := g 0 be a parabolic subalgebra. One characterization of parabolic subalgebras is that the annihilator of p with respect to the Killing form B of g is contained in p and coincides with the nilradical of p. Denoting this by g 1 ⊂ g 0 , one defines
, where we agree that g ν is the last non-zero term. Then for i < 0, one defines g i as the annihilator of g −i+1 under the Killing form. The resulting filtration then has the form
and this makes g into a filtered Lie algebra. It is well known that parabolic subalgebras can be equivalently described in terms of gradings on the Lie algebra g and essentially finding such a grading amounts to choosing a Cartan subalgebra contained in g 0 , see Section 3.2 in [7] . More precisely, there are subspaces g i ⊂ g for i = −ν, . . . , ν such that [g i , g j ] ⊂ g i+j and such that for each j = −ν, . . . , ν, we have g j = ⊕ i≥j g i . In particular this shows that gr(g) is isomorphic to g as a Lie algebra, but conceptually it is better to distinguish between the two. Assuming condition (A) in Definition 2.2, i.e. that none of the simple ideals of g is contained in g 0 , then it is well known that condition (B) from that Definition is automatically satisfied, too.
Now choose a subgroup P ⊂ G that lies between the normalizer of g 0 in G and its connected component of the identity. Then we see that (g, P ) is an admissible pair. For this specific case, the Lie algebra cohomology H * (m, gr(g)) can be computed using Kostant's theorem (see [16] ) for complex g. Via complexification, this also handles the real case, and it turns out that for almost all cases g is the full prolongation of (m, gr 0 (g)). Basically, this result go back to N. Tanaka in [22] , see also K. Yamaguchi's article [23] and Section 3.3.7 of [7] . It is also possible to characterize the cases in which gr(g) is the full prolongation of m, see [23] and Proposition 4.3.1 of [7] .
Algebras related to (systems of) ODEs:
Consider the one-dimensional projective space RP 1 , realized as the qoutient (R 2 \ {0})/ ∼, where x ∼ y iff there is a number t ∈ R such that y = tx. Via the standard action of SL(2, R) on R 2 , this is identified with the homogeneous space SL(2, R)/B, where B is the stabilizer of a distinguished line in R 2 . For k ∈ Z and m ≥ 1, we can define Taking these together, we obtain a filtration of g, with µ = k+1 and ν = 1, i.e. of the form
. For the associated graded we get m = ⊕ It turns out that gr(g) is not the full prolongation of (m, gr 0 (g)) for all possible choices of k and m. Indeed, if k = 1, then for each m ≥ 1 the pair (m, gr 0 (g)) is isomorphic to the non-positive part in the grading of sl(m+2, R) corresponding to the first two simple roots. As discussed in Example 2 above, this implies that that full prolongation of (m, gr 0 (g)) is sl(m + 2, R), whose dimension is strictly larger than dim(g). This corresponds to the fact that second order ODEs and systems of second order ODEs are equivalent to parabolic geometries via the concept of path geometries, compare with Sections 4.4.3 and 4.4.4 in [7] and Section 4.7 in [4] .
Similarly, if k = 2 and m = 1, then (m, gr 0 (g)) is isomorphic to the nonpositive part of the grading of sp(4, R) ∼ = so(3, 2) determined by both simple roots. Again by Example 2, we conclude that the full prolongation of (m, gr 0 (g)) is sp(4, R) in this case, and this is strictly larger than g. This corresponds to Chern's classical result [10] on the geometry of a single third order ODE up to contact transformations, which in modern language says that this can be equivalently described as a parabolic geometry.
For all other choices of k and m (i.e. if either k ≥ 3 or k = 2 and m ≥ 2), it turns out that gr(g) is the full prolongation of (m, gr 0 (g)). This is shown in [13] , a short, direct proof based on the cohomological interpretation from Proposition 2.12 can be found in [5] .
Remark 2.13. Suppose that we have given m and a Lie group G 0 together with an infinitesimally injective homomorphism G 0 → Aut gr (m), so there is the concept of filtered G 0 -structures on filtered manifolds which are regular of type m. The basic philosophy of this article is that an infinitesimal homogeneous model for such structures is known in advance. If this is not the case, and one has to start from m and G 0 only, there is a construction principle for such a candidate as follows. By assumption, we can view the Lie algebra g 0 of G 0 as a Lie subalgebra of der gr (m). Using this, we can make m ⊕ g 0 into a graded Lie algebra. Explicitly, we define the bracket on m ⊕ g 0 by
Moreover, the given action on m and the adjoint action on g 0 define an action of G 0 on m ⊕ g 0 by Lie algebra automorphisms. Following Tanaka, one can now inductively add components g i for i ≥ 0 which make m ⊕ g 0 ⊕ ⊕ i>0 g i into a graded Lie algebra pr(m, g 0 ) which is maximal in a certain sense, see [24] for details. This is called the Tanaka prolongation of (m, g 0 ). Basically, for each i, one defines g i as those elements in the space of linear maps from m to m ⊕ ⊕ 0≤j<i g j that are homogeneous of degree i and satisfy a derivation property. Now (m, g 0 ) is said to be of finite type, if this process stops after finitely many steps and thus pr(m, g 0 ) is a finite dimensional graded Lie algebra. Let us denote by ν > 0 the maximal index for which g ν = {0}. We can then put g := pr(m, g 0 ) and endow it with the filtration induced by the grading, so that g ∼ = gr(g). By construction, gr(g) then is the full prolongation of (m, g 0 ). It also follows readily that conditions (A) and (B) from Definition 2.5 (which do not depend on the group P ) are automatically satisfied.
To obtain an admissible pair, it thus remains to find a Lie group P with Lie algebra ⊕ i≥0 g i and an action of P on g that satisfies property (iii) from Definition 2.5. The basic idea here is to first use the construction of the prolongation to lift the obvious action of g 0 on g to a group action of G 0 . Since this action preserves the grading, we can restrict it to p + := ⊕ ν i=1 g i , which clearly is a nilpotent Lie subalgebra of g. Now define P + to be the simply connected group with Lie algebra p + and try to lift the G 0 -action to an action on P + by group automorphisms. If this works, one defines P as the semi-direct product of G 0 and P + , and then one can try to construct a P -action on g from the action of G 0 and the given action of p + . Since this is not the approach we have chosen, we do not study the precise conditions under which this is possible.
On normalization conditions
Looking at the construction of the filtered G 0 -structure underlying a Cartan geometry in the proof of Theorem 2.9, it is evident that this underlying structure can never determine the Cartan geometry uniquely. In fact, one can add any form of positive homogeneity to a given Cartan connection without changing the induced underlying structure, see Proposition 4.6 for details. To remove this freedom, one 24Čap has to impose a normalization condition on the curvature of the Cartan connection. As we shall see, this is a purely algebraic problem, which we discuss in this section.
3.1. The concept of a normalization condition. Let us start with an admissible pair (g, P ) in the sense of Definition 2.5 and let {g i } ν i=−µ be the corresponding filtration of g, so p = g 0 . Now for each k ≥ 0, we can consider the space L(Λ k (g/p), g) of alternating k-linear maps (g/p) k → g. Observe that these can be viewed equivalently as alternating k-linear maps (g) k → g which vanish whenever one of their entries lies in the subspace p ⊂ g. Now for such maps, there is an obvious notion of homogeneity (in the sense of filtrations). We say that α is homogeneous of degree ≥ ℓ if and only if for any X j ∈ g i j with j = 1, . . . , k and i j < 0 for all j, we have
Of course, the maps with this property form a linear subspace
) and by construction, these spaces form a filtration of the (finite dimensional) vector space L(Λ k (g/p), g). Now we can nicely describe the associated graded to this filtered vector space.
Lemma 3.1. For (g, P ) as above consider the associated graded gr(g) and as before define m := ⊕
Proof. This is a direct verification, compare with Section 3.1.1 of [7] . Given a map α ∈ L(Λ r (g/p), g) ℓ and elements τ j ∈ m i j , put s := i 1 + · · · + i k + ℓ. Choosing a representative X j ∈ g i j of τ j for each j, we have α(X 1 , . . . , X k ) ∈ g s by definition, so we can consider its class in gr s (g). Any other representativeX j for τ j is of the form X j + Y j with Y j ∈ g i j +1 . Homogeneity of α implies that α(X 1 , . . . , Y j , . . . , X k ) ∈ g s+1 so the class of α(X 1 , . . . , X k ) in gr s (g) is independent of the choice of representatives. Otherwise put, we have associated to α a well defined linear map m i 1 × . . . × m i k → gr s g. Taking these maps for all possible choices of the i j together, we obtain a well defined map m k → gr(g) induced by α, which by construction is alternating and homogeneous of degree ℓ.
The construction readily implies that this construction actually defines a linear map
Moreover, α lies in the kernel of this map if and only if for X j ∈ g i j as above, one always has α(X 1 , . . . , X k ) ∈ g i 1 +···+i k +ℓ+1
and thus if and only if α is homogeneous of degree ≥ ℓ + 1. So it remains to prove that our map is surjective. To see this, we put W ν = g ν and for each i = −µ, . . . , ν − 1, we choose a linear subspace W i ⊂ g i , which is complementary to g i+1 . Then clearly g = ⊕ ν i=−µ W i as a vector space. On the other hand, the canonical projection restricts to a linear isomorphism W i :→ gr i (g). Making these choices, we have thus constructed a linear isomorphism ϕ W : g → gr(g), which restricts to a linear isomorphism between g i and ⊕ j≥i gr j (g) for each i. (The inverse of such an isomorphism is commonly called a splitting of the filtration.) In particular, we get an induced isomorphism ϕ W : g/p → m which also is compatible with the grading. Now suppose we have given a k-linear alternating map β : m k → gr(g), which is homogeneous of degree ℓ. Then defining α : (g/p)
k , it is easy to verify that α is homogeneous of degree ≥ ℓ and maps to β. Definition 3.2. We denote by gr ℓ : L(Λ k (g/p), g) ℓ → C k (m, gr(g)) ℓ the linear map described in Lemma 3.1.
Initially, we will mainly need this in the case that k = 2 and ℓ > 0. So in this case, we associate to a map α : Λ 2 (g/p) → g which is homogeneous of degree ≥ ℓ in the filtration sense the map gr ℓ (α) : Λ 2 m → gr(g), which is homogeneous of degree ℓ. Observe that for X ∈ g i and Y ∈ g j with i, j < 0 we have
Observe also that a filtration on a vector space V induces a filtration on any linear subspace W ⊂ V , by simply defining
Consequently, we can form the associated graded vector space to W with respect to this filtration and for each i naturally view gr i (W ) as a linear subspace of gr i (V ). Armed with this observation, we can now formulate the following crucial definition. Remark 3.4.
(1) Observe that the defining properties of a normalization conditions take place on two different levels. The condition on P -invariance concerns the subspace N in the filtered vector space L(Λ 2 (g/p), g), on which there is no well defined Lie algebra cohomology differential. The complementarity condition, on the other hand, refers to the image of the filtration components of N in the associated graded, on which a substantial part of the P -action is lost.
(2) There is no reason to expect that normalization conditions exist for all admissible pairs (g, P ). Even though only natural ingredients are used in Definition 3.3, one has to keep in mind that invariant subspaces do not admit invariant complements in general, in particular, if P contains a large solvable part. However, while existence of normalization conditions is known in many cases of interest (see in particular the examples in Section 3.4 below), I am not aware of proofs of non-existence of a normalization condition in the literature. Let us also remark here, that the construction of a canonical absolute parallelism in [24] works without assumptions on invariance of normalization conditions, so this can always be applied.
Negligible submodules.
In what follows, a normalization conditions will describe the allowed values for the curvature function of a normal Cartan connection. From examples like parabolic geometries it is known that for some structures one may pass from the full Cartan curvature to a simpler geometric object, which still defines a complete obstruction against local flatness of the geometry. We next introduce the algebraic background for results of this type. Definition 3.5. Let (g, P ) be an admissible pair and let N ⊂ L(Λ 2 (g/p), g) be a normalization condition for (g, P ). Then a negligible submodule in N is a P -invariant subspaceÑ ⊂ N such that for each ℓ > 0 the image gr ℓ (Ñ ) ⊂ C 2 (m, gr(g)) ℓ has trivial intersection with ker(∂). We callÑ a maximal negligible submodule iff gr ℓ (Ñ ) is complementary to ker(∂) for all ℓ.
As discussed in 3.1, the filtration on L(Λ 2 (g/p), g) can be restricted to any linear subspace. In particular, for a negligible submodule N ⊂ N , we get N ℓ ⊂ N ℓ for each ℓ > 0. Of course, these filtrations are preserved by the P -action on both modules. In particular, we get an induced filtration on the quotient modules N / N , which again is P -invariant. In particular, we can form gr ℓ (N / N ) for each ℓ.
Proposition 3.6. Let (g, P ) be an admissible pair and let N be a normalization condition for (g, P ).
(1) For each ℓ > 0, the subspace ker(∂) ∩ gr ℓ (N ) of C 2 (m, gr(g)) is linearly isomorphic to the degree-ℓ component H 2 (m, gr(g)) ℓ in the second cohomology space. (2) For α ∈ N ℓ consider gr ℓ (α) ∈ C 2 (m, gr(g)) ℓ . By definition of a maximal negligible submodule, we can write gr ℓ (α) as the sum of an element of gr ℓ ( N ) and an element of ker(∂). Otherwise put, there is an element β in N ℓ such that gr ℓ (α − β) ∈ ker(∂), so we can form [gr ℓ (α − β)] ∈ H 2 (m, gr(g)) ℓ . Ifβ ∈ N ℓ is another element such that gr ℓ (α −β) ∈ ker(∂) then β −β ∈ N ℓ and gr ℓ (β −β) ∈ ker(∂), so gr ℓ (β −β) = 0. Of course, the cohomology class also remains unchanged if we add an element of N ℓ+1 to α. Hence the element gr ℓ (α − β) depends only on the class of α in gr ℓ (N / N ) and we have defined a map gr ℓ (N / N ) → H 2 (m, gr(g)) ℓ which is surjective by part (1). On the other hand, starting from α ∈ N ℓ the result of our map is zero if and only if there is an element β ∈ N ℓ such that gr ℓ (α − β) ∈ im(∂). By definition of a normalization condition, this is equivalent to gr ℓ (α − β) = 0, which exactly means that the class of α in gr ℓ (N / N ) is trivial.
Codifferentials.
A method to obtain a normalization condition in many applications is via a so-called codifferential. To introduce this concept, we need some preliminary considerations. Suppose that (V, {V i }) and (W, {W i }) are filtered vector spaces and that Φ : V → W is a linear map which is compatible with the filtrations, i.e. such that Φ(V i ) ⊂ W i for all i. Then Φ induces a linear map on the associated graded vector space, which preserves homogeneities, i.e. itself is homogeneous of degree 0. We denote this map by gr 0 (Φ) : gr(V ) → gr(W ) and observe that for each v ∈ V i we get gr 0 (Φ)(gr i (v)) = gr i (Φ(v)) ∈ gr i (W ). Now ker(Φ) ⊂ V and im(Φ) ⊂ W inherit filtrations, so we have ker(Φ) i = ker(Φ) ∩ V i and gr i (ker(Φ)) ⊂ gr i (V ) and likewise for im(Φ). To have these spaces nicely related to gr 0 (Φ) an additional technical condition is needed. For the image, the argument is similar. Since for v ∈ V i we have gr 0 (Φ)(gr i (v)) = gr i (Φ(v)), we see that the image of gr 0 (Φ) in gr i (W ) is contained in gr i (im(Φ)). The other inclusion follows directly from the definition of an image-homogeneous map.
We will mainly apply this to a map Φ between spaces of the form L(Λ k (g/p), g). For such maps, being filtration preserving just means being compatible with homogeneities of multilinear maps, so if α is homogeneous of degree ≥ ℓ, also Φ(α) is homogeneous of degree ≥ ℓ. Moreover, in view of Lemma 3.1, the map gr 0 (Φ) in such a case maps between the corresponding spaces of the form C k (m, gr(g)).
Definition 3.9. Let (g, P ) be a regular pair. Then a codifferential for (g, P ) consists of maps
• Both maps are P -equivariant, compatible with homogeneities and imagehomogeneous, and they satisfy ∂ * • ∂ * = 0.
• The induced linear maps gr 0 (∂ * ) : C k (m, gr(g)) → C k−1 (m, gr(g)) are disjoint to ∂, in the sense that in C k (m, gr(g)) we have ker(gr 0 (∂ * )) ∩ im(∂) = {0} for k = 2, 3 and im(gr 0 (∂ * )) ∩ ker(∂) = {0} for k = 1, 2.
Proposition 3.10. Let (g, P ) be an admissible pair and suppose that ∂ * is a codifferential for (g, P ).
) is a normalization condition for (g, P ) and N := im(∂ * ) ⊂ N is a maximal negligible submodule. Proof. Since both maps ∂ * are P -equivariant, N and N are P -invariant subspaces in L(Λ 2 (g/p), g) and since ∂ * • ∂ * = 0, we get N ⊂ N . By Lemma 3.8, we know that, for each ℓ > 0, the spaces gr ℓ (N ) and gr ℓ ( N ) coincide with the kernel and the image of gr 0 (∂ * ) in C 2 (m, gr(g)) ℓ , respectively. Now by the disjointness assumption, we get gr ℓ (N ) ∩ im(∂) = {0} and gr ℓ ( N ) ∩ ker(∂) = {0}.
Disjointness also implies that on C 2 (m, gr(g)) ℓ , we have ker(gr 0 (∂ * )•∂) = ker(∂) and ker(∂ • gr 0 (∂ * )) = ker(gr 0 (∂ * )). Together these two equations show that, viewed as an endomorphism of im(∂) ⊂ C 2 (m, gr(g)) ℓ , the map ∂ • gr 0 (∂ * ) has trivial kernel and thus has to be an isomorphism. Hence there is a linear isomorphism Ψ from im(∂) to itself, which is inverse to ∂ • gr 0 (∂ * ) on that subspace. Now writing
the last summand lies in im(∂) and the first part lies in ker(∂ • gr 0 (∂ * )) = ker(gr 0 (∂ * )) = gr ℓ (N ). This completes the proof that N is a normalization condition.
In the same way, one verifies that gr 0 (∂ * ) • ∂ restricts to a linear isomorphism from im(gr 0 (∂ * )) = gr ℓ ( N ) to itself. Using an inverse, one shows as above that any element of C 2 (m, gr(g)) ℓ can be written as a sum of an element of gr ℓ ( N ) and an element of ker(∂), which completes the proof.
Examples. 1. Vanishing prolongation:
In this case, it is often easy to find direct constructions of normalization conditions or of codifferentials. What simplifies things is that neither the difference between filtered and associated graded modules nor the difference between P and P/P + plays a role in this situation. We discuss two different constructions of this type.
Let us first consider the situation related to sub-Riemannian geometry as discussed in Example 1 of Section 2.6. So we assume that m = ⊕ −1 i=−µ m i is a fundamental graded nilpotent Lie algebra, we fix a positive definite inner product on m −1 , and define p ⊂ der gr (m) to be the Lie algebra of those derivations whose restrictions to g −1 is skew symmetric. Now assume that P is a Lie group with Lie algebra p which acts on m by automorphisms preserving the grading and the inner product on m −1 in the obvious sense.
Since m is fundamental, the Lie bracket defines a surjection Λ 2 m −1 → m −2 , which by definition is P -equivariant, and we denote by Λ 2 0 m −1 its kernel. The P -invariant inner product on m −1 induces a P -invariant inner product on Λ 2 m −1 . The above surjection can be used to identify m −2 as a P -module with the orthocomplement of Λ 2 0 m −1 , which induces a P -invariant inner product on m −2 . Similarly, the bracket defines a surjection m −1 ⊗ m −2 → m −3 which can be used to define a P -invariant inner product on m −3 and so on until we have constructed a P -invariant inner product on all of m. Since p ⊂ so(m −1 ), we can restrict the negative of the Killing form to obtain a positive definite, P -invariant inner product on p. Hence we also obtain an inner product on g = m ⊕ p ∼ = gr(g).
Putting these together, we get an induced inner product on each of the spaces C k (m, gr(g)), which in this simple situation are isomorphic to L(Λ k (g/p), g) as P -modules. In this simple case it is also clear that the Lie algebra cohomology differentials ∂ are P -equivariant, so we can simply take their adjoints with respect to the P -invariant inner products to define codifferentials ∂ * in the sense of Definition 3.9.
Another type of direct construction can be used in the case related to dual Darboux distributions discussed in Example 1 of Section 2.6. Here m = m −2 ⊕m −1 , with m −1 even dimensional and m −2 ⊂ Λ 2 m −1 the kernel of a non-degenerate skew symmetric bilinear form on m −1 . Here one defines P := Aut gr (m) ∼ = CSp(m −1 ), so this is a reductive group with one-dimensional center and semisimple part isomorphic to Sp(m −1 ). So again g ∼ = gr(g) and
, g) as a P -module for each k. Now C 2 (m, gr(g)) can be analyzed as a representation of the semisimple part of P . The center of P is generated by the grading element, which acts as − id on m −1 , which easily implies that it acts by a scalar on each subrepresentation of C 2 (m, gr(g)) sitting in fixed homogeneity. This in particular applies to each irreducible component for the semisimple part. Hence each of these irreducible components is P -invariant.
This readily implies that any P -invariant subspace in C 2 (m, gr(g)) admits a Pinvariant complement. So taking a P -invariant complement to im(∂), we obtain a normalization condition N for (g, P ). Likewise, we can take an invariant complement N to the P -invariant subspace ker(∂) ∩ N , to obtain a maximal negligible submodule in N . It turns out that in the decomposition of C 2 (m, gr(g)) into irreducibles higher multiplicities occur, so there are several possible choices for N . A concrete example of a normalization condition is described in the thesis [12] .
Parabolics:
For a Lie algebra g, there is a standard complex computing Lie algebra homology with coefficients in a representation V of g. The spaces in this complex are defined as
The differentials in the complex, which we denote by δ = δ V , lower degree by one and are explicitly given by
Of course, the spaces C k (g, V ) are naturally g-modules, and from the definition it follows easily that the differentials δ are g-equivariant. If h ⊂ g is a Lie subalgebra, then V is a representation of h by restriction. By definition,
and the Lie algebra homology differential for h coincides with the restrictions of the differential for g. Now suppose that g is semisimple, p ≤ g is a parabolic subalgebra with nilradical p + ⊂ p, and let P be a parabolic subgroup corresponding to p as in Example 2 of Section 2.6. There we have noted that p + is the annihilator of p with respect to the Killing form and an ideal and a P -invariant subspace in p. Via the adjoint action, g is a representation of p + , so as above we get C k (p + , g) ⊂ C k (g, g) for each k and the homology differential on this subspace. Via the adjoint action, these spaces are P -submodules, and from the definitions it follows that the differentials are P -equivariant.
Since p + is the annihilator of p, the Killing form induces a non-degenerate pairing between g/p and p + which is compatible with the P -actions. Hence for
) of P -modules. Hence we can view δ as a P -equivariant map
for each k, which in this context usually is called the Kostant-codifferential. It turns out that specializing to k = 1, 2, we indeed get a codifferential in the sense of Definition 3.9 for any semisimple Lie algebra g and any parabolic subalgebra p, see Section 3.1.11 of [7] . The resulting normalization conditions are the basis for the proof of existence of canonical Cartan connections for parabolic geometries in Section 3.1 of [7] . The fact that the codifferentials for all parabolic subalgebras are induced by the Lie algebra homology differential of g is important in the theory of correspondence spaces and twistor spaces for parabolic geometries, see [4] .
3. Algebras related to (systems of) ODEs: As discussed in Example 3 of 2.6, the relevant groups here are G = (SL(2, R) × GL(m, R)) ⋉ V m k and P = B × GL(m, R). Here B ⊂ SL(2, R) denotes the Borel subgroup and V m k is the tensor product of the irreducible representation of SL(2, R) of dimension k + 1 with the standard representation R m of GL(m, R). The normalization condition in this case can also be expressed by a codifferential. The construction is described in detail in [5] and we just briefly sketch how things work. Let us denote by θ the standard Cartan involutions A → (A −1 ) * on SL(2, R), on GL(m, R), and on the product of these two groups. Now on any irreducible representation of either of the groups, there is a positive definite inner product which is compatible with the group action in the sense that A · v, w = v, θ(A) · w . Doing this for the representations V 1 k and R m , one obtains an induced inner product on the tensor product V m k . Together with the inner products on the Lie algebras of the two groups obtained in the same way, one gets an inner product on g.
This inner product then induces inner products on the spaces C i (g, g) of alternating multilinear maps, which naturally are representations of G. Still, these inner products are compatible with the action of the subgroup SL(2, R) × GL(m, R) up to the action of θ. Now for i = 1, 2, consider the Lie algebra cohomology differential ∂ g :
. Since these involve only the Lie bracket on g, they are immediately seen to be G-equivariant. Now one forms the adjoint maps with respect to the inner products defined above. Simple direct computations show that for i = 1, 2 the adjoint maps the subspace L(Λ i+1 (g/p), g) of horizontal forms to L(Λ i (g/p), g) and that it is filtration-preserving and P -equivariant. To see that these maps indeed define a codifferential in the sense of Definition 3.9, one proceeds as follows. The grading of g defining the filtration is orthogonal with respect to the inner product constructed above. Hence we can also view this as an inner product on gr(g), which can then be restricted to m and in turn induces inner products on the spaces C i (m, gr(g)). Then one easily verifies directly that the maps on the spaces C i (m, gr(g)) induced by the adjoints from above are the adjoints for the Lie algebra cohomology differential ∂ m with respect to the inner product we have just constructed. This readily implies disjointness while image homogeneity can be easily verified directly.
Canonical Cartan connections
In this section we prove the main results of the article, which lead to existence and uniqueness of canonical Cartan connections. We first develop the necessary calculus for g-valued differential forms on principal P -bundles, and prove basic results on Cartan connections. Given a normalization condition and a negligible submodule, we next develop a notion of "essential curvature" (generalizing the concept of harmonic curvature) and prove that essential curvature vanishes if and only if the full curvature vanishes.
The main technical results are based on the idea of "normalizing" Cartan connections and they need only weak assumptions. The first step works for any admissible pair (g, P ), the only requirement is a normalization condition in the sense of Definition 3.3. Assuming this, we prove that any regular Cartan connection can be modified to a normal Cartan connection without losing regularity or changing the underlying filtered G 0 -structure. For the second step, we have to assume that (g, P ) is an infinitesimal homogeneous model, i.e. that gr(g) is the full prolongation of (m, g 0 ). Assuming this, we prove that any principal bundle map between regular normal Cartan geometries, which induces an isomorphism between the underlying filtered G 0 -structures can be modified to an isomorphism of the Cartan geometries.
To obtain canonical Cartan connections associated to filtered G 0 -structures from these results, we need an additional condition on the algebraic and topological structure of the group P . Basically, this is needed to prove that any principal G 0 -bundle can be obtained as a quotient of a principal P -bundle as well as existence of lifts of principal bundle maps.
4.1.
The covariant exterior derivative. Consider an admissible pair (g, P ) as in Definition 2.5 and a regular Cartan geometry (p : G → M, ω) of type (g, P ) as in Section 2.4. So by definition, p : G → M is a principal P -bundle and ω ∈ Ω 1 (G, g) is a Cartan connection whose curvature has positive homogeneity. As we have seen in Section 2.4, this gives rise to a filtration of T G by smooth subbundles
This comes with a natural notion of homogeneity. We say that ϕ ∈ Ω k (G, g) is homogeneous of degree ≥ ℓ if and only if for tangent vectors ξ j ∈ T i j G we always have ϕ(ξ 1 , . . . , ξ k ) ∈ g i 1 +···+i k +ℓ . We will write Ω k (G, g) ℓ for the space of forms which are homogeneous of degree ≥ ℓ. We will be particularly interested in forms which are horizontal in the sense that they vanish if one of their entries comes from the vertical subbundle of p : G → M, which by definition coincides with T 0 G. The space of horizontal k-forms will be denoted by Ω k hor (G, g) and likewise, we use the notation Ω k hor (G, g) ℓ . Finally, a form ϕ ∈ Ω k (G, g) is called P -equivariant if for any element g ∈ P with principal right action r g on G, we have (r g ) * ϕ = Ad(g −1 ) • ϕ. We will denote the space of equivariant forms by Ω k (G, g) P and combine this in the obvious way with the other notations we have just introduced.
In this notation, the Cartan connection ω itself is an element of Ω 1 (G, g) by definition is equivalent to the fact that K is homogeneous of degree ≥ 1 and thus lies in the subspace Ω 2 hor (G, g) 1 P . Definition 4.1. Let (p : G → M, ω) be a Cartan geometry of type (g, P ). Then for each r ≥ 0, we define the covariant exterior derivative
where the hat denotes omission and the bracket is in g.
Observe that d ω ϕ evidently is tensorial and since the second summand in the definition is alternating by construction, it is indeed an (k + 1)-form. Let us prove some basic properties of the operation d ω :
Proposition 4.2. Let (p : G → M, ω) be a regular Cartan geometry of type (g, P ). Then we have:
• ϕ, and as we have noted above, ω is P -equivariant, too. Naturality of the exterior derivative then shows that (r g )
•dϕ. (In the last step, we have used that we can differentiate through the fixed linear map Ad(g −1 ).) Applying the pullback along r g to the other part in the definition of d ω ϕ, we get
By equivariancy of ω and ϕ we can replace (r g ) * in both terms by acting with Ad(g −1 ) on the values. Since Ad(g −1 ) is a Lie algebra homomorphism, we can move the Ad(g −1 ) out of the bracket. Together with the above, we see that equivariancy of ϕ implies equivariancy of d ω ϕ. Next, we can apply equivariancy of ϕ in the case that g = exp(tA) for some A ∈ p. Then r exp(tA) is the flow up to time t of the fundamental vector field ζ A generated by A, while Ad(exp(tA) −1 ) = e −t ad(A) where we use the matrix exponential in L(g, g). Differentiating at t = 0, we we obtain
where L ζ A denotes the Lie derivative along the fundamental vector field ζ A . Using the Cartan formula for the Lie derivative and assuming that ϕ is horizontal, we get that i ζ A dϕ = − ad(A) • ϕ. Since ω(ζ A ) = A, this together with horizontality of ϕ implies that d ω ϕ(ζ A , ξ 1 , . . . , ξ k ) = 0 for arbitrary vector fields ξ 1 , . . . , ξ k , which exactly says that d ω ϕ is horizontal. So let us finally assume that ϕ ∈ Ω k hor (G, g) ℓ P . Since we already know that d ω ϕ is horizontal, it suffices to check homogeneity on sections ξ j ∈ Γ(T i j G) with all i j < 0. (This uses that any tangent vector in a subbundle can be extended to a smooth section of the subbundle.) Now we put s := i 0 + · · · + i k + ℓ and use the global formula for dϕ. First, this gives terms of the form ξ j · ϕ(ξ 0 , . . . , ξ j , . . . , ξ k ). Homogeneity of ϕ shows that the function which is differentiated has values in g s−i j and since i j < 0, we see that s − i j > s. Thus, also the derivative along ξ j has values in g s−i j ⊂ g s .
On the other hand, there are terms in which a bracket of two of the ξ j and the remaining vector fields are inserted into ϕ. In the proof of Theorem 2.9, we have seen that regularity of ω implies that [ 
where cycl denotes the sum over all cyclic permutations of the arguments. In the first summand, we use d 2 = 0 to replace K by the two form (η, ζ) → [ω(η), ω(ζ)]. Doing this, the first term can be rewritten as the sum over all cyclic permutations of
. Using bilinearity of the bracket and applying appropriate cyclic permutations we can replace this by the sum over all cyclic permutations of
Using skew symmetry in the second summand and inserting the definition of the exterior derivative, we see that the whole expression coincides with the cyclic sum over [dω(η, ζ), ω(ξ)]. Using skew symmetry once again and expanding the definition of K(η, ζ) in the second summand of (4.2) we see that this cancels with the part coming from dω(η, ζ). Hence we are left with cycl [ω(ξ), [ω(η), ω(ζ)]], which vanishes by the Jacobi identity for the bracket in g.
4.2.
The affine structure on the space of Cartan connections. Apart from the condition that the values are linear isomorphisms on each tangent space, Cartan connections form an affine space. Analyzing the behavior of curvature under affine changes is a major ingredient in the results of existence and uniqueness on normal Cartan connections. Proposition 4.3. Let (g, P ) be an admissible pair and let (p : G → M, ω) be a regular Cartan geometry of type (g, P ).
(1) Ifω is another Cartan connection on G, then ϕ :=ω − ω lies in Ω 
(1) By definition, both ω andω are P -equivariant, so ϕ is equivariant. Since they both reproduce the generators of fundamental vector fields, it readily 34Čap follows that ϕ is horizontal. The condition thatω induces the same filtration of T M of ω clearly means that for ξ ∈ T u G we getω(ξ) ∈ g i if and only if ω(ξ) ∈ g i . But this is evidently equivalent to ϕ(ξ) ∈ g i for all i < 0 and all ξ ∈ T i u G and hence to ϕ being homogeneous of degree ≥ 0.
Assuming that this is the case, consider the construction of the underlying filtered G 0 -structure from Theorem 2.9. The homomorphism from G to the frame bundle of gr(T M) inducing this structure comes from the map on the associated graded induced by ω(u), viewed as an isomorphism T i u G → g i for all i < 0. So the condition thatω induces the same underlying structure means thatω(u) induces the same map on the associated graded. But this is equivalent to ϕ(ξ) ∈ g i+1 for all ξ ∈ T i u G, which completes the proof of (1). (2) It follows readily from the definition thatω is P -equivariant and reproduces the generators of fundamental vector fields, so the first statement is clear. To prove the second statement, assume that ϕ is homogeneous of degree ≥ 1 and the u ∈ G and ξ ∈ T u G are such thatω(u)(ξ) = 0. Then by definition ω(u)(ξ) = −ϕ(u)(ξ). But by homogeneity of ϕ, the right hand side lies in g −µ+1 , so the left hand side shows that ξ ∈ T −µ+1 u G. But this implies that the right hand side lies in g −µ+2 and thus ξ ∈ T −µ+2 u G. This can be iterated until we get ξ ∈ T 0 u G. But then ϕ(u)(ξ) = 0 and ω(u)(ξ) = 0 implies ξ = 0.
(3) Inserting into the definition of curvature, we see thatK maps ξ, η ∈ X(G) to
From Proposition 4.2, we know that
. Moreover, for ξ ∈ T i G and η ∈ T j G, the last term has values in g i+j+2ℓ , so this is homogeneous of degree ≥ 2ℓ ≥ ℓ + 1.
4.3.
Normal Cartan connections and essential curvature. The key towards the concept of normality and to normalization is the following description of gvalued differential forms.
Theorem 4.4. Let (g, P ) be an admissible pair and let (p : G → M, ω) be a regular Cartan geometry of type (g, P ).
(1) For each k ≥ 0, there is a natural isomorphism between the spaces
Under this isomorphism, a form is horizontal iff the corresponding function has values in L(Λ k (g/p), g) and it in addition is homogeneous of degree ≥ ℓ iff the values are in L(Λ k (g/p), g) ℓ . Finally, P -equivariancy of a form is equivalent to equivariancy of the corresponding function f in the sense that for each g ∈ P , we get f (u · g) = g −1 · f (u). Here the principal right action is used in the right hand side, while in the left hand side we use the natural action of P .
(
has the property that
Proof.
(1) The relation between a form ϕ and the corresponding function f is given by
is a smooth vector field on G. Hence given ϕ ∈ Ω k (G, g), the function f defined by (4.4) has the property that for any choice of elements
) is a smooth map. Conversely, given a smooth function f , we define ϕ :
for ξ i ∈ X(G). This is obviously alternating and k-linear over C ∞ (G, R) and hence defines an element of Ω k (G, g). Since the two constructions are evidently inverse to each other we have established the claimed bijection. Now a vector field on G is vertical in u ∈ G if and only if it is mapped by ω to p ⊂ g in that point. This shows that a form ϕ is horizontal if and only if the values of the corresponding function f vanish upon insertion of a single element of p. This exactly means that the values lie in the subspace L(Λ k (g/p), g), which proves the claimed characterization of horizontality. The interpretation of homogeneity ≥ ℓ then follows readily from the definitions.
Equivariancy of ω reads as ω u·g (T u r g · ξ) = Ad(g −1 )(ω u (ξ)) for each u ∈ G, ξ ∈ T u G and g ∈ P . This shows that ω
u (Ad(g)(A)). Inserting this in (4.4) we conclude that
u (Ad(g)(A k ))), and the right hand side equals (r g )
Thus we see that equivariancy of ϕ is equivalent to
which exactly means that f is equivariant in the sense claimed in the theorem. This completes the proof of (1).
hor (G, g) ℓ P , and as above we can take the corresponding functionf and form gr ℓ •f : G → C k+1 (m, gr(g)) ℓ . To compute this, let us take elements A j ∈ g i j with i j < 0 for j = 0, . . . , k, put s :
Expanding the right hand side according to the definition of d ω , we get
. Now in the last term, we have A j ∈ g i j whereas the value of f lies in g s−i j . Hence the bracket lies in g s and its projection to the associated graded coincides with the 36Čap bracket in gr(g) of gr i j (A j ) and gr s−i j (f (u)(A 0 , . . . , A j , . . . , A k )). In view of (3.1) we see that gr ℓ maps the whole last sum in (4.5) to (4.6)
with the bracket being taken in gr(g).
For the first term in (4.5), we have partly analyzed the exterior derivative in the proof of Proposition 4.2 already. In particular, we have seen there that all the terms in which values of ϕ are differentiated in direction of one of the vector fields take values in g s+i j for some j and thus vanish under projection to the associated graded. Hence we have to compute the projection of the associated graded of
In the proof of Theorem 2.9 (see in particular formula (2.2)), we have seen that regularity of ω implies that
. Hence up to terms in g s+1 , we can compute (4.7) as
Now the degree of the elements inserted into f here add up to s − ℓ, so using (3.1) once more, we see that the projection of this into gr s (g) is given by
Now observing that gr i j +ir ([A j , A r ]) coincides with the bracket of gr i j (A j ) and gr ir (A r ) in gr(g), we conclude that this adds up with the contribution from (4.6) to ∂ gr ℓ (f (u))(gr i 0 (A 0 ), . . . , gr i k (A k )), which completes the proof.
Having this result at hand, the definition of normality becomes rather straightforward. Suppose that (g, P ) is an admissible pair and that (p : G → M, ω) is a regular Cartan geometry of type (g, P ) with curvature K ∈ Ω 2 (G, g). Then from 4.1 we know that K ∈ Ω 2 hor (G, g) 1 P , so by Theorem 4.4, it corresponds to a P -equivariant smooth function κ :
Definition 4.5. Let (g, P ) be an admissible pair and let N ⊂ L(Λ 2 (g/p), g) be a normalization condition for (g, P ). Let (p : G → M, ω) be a regular Cartan geometry of type (g, P ).
(1) The function κ : G → L(Λ 2 (g/p), g) 1 corresponding to the curvature K of ω is called the curvature function of the geometry. This definition has several immediate consequences. First, normality can be checked locally, since it only depends on the curvature, which is a local quantity. Second, P -invariance of the subspace N shows that if for some u ∈ G we have κ(u) ∈ N , then this holds in all points which lie in the same fiber as u, since κ(u · g) = g −1 · κ(u). This will be crucial for normalizing Cartan connections. Similarly, the essential curvature function is a local invariant of a normal geometry. We can easily prove that the essential curvature still is a complete obstruction against local flatness. Proposition 4.6. Let (g, P ) be an admissible pair, N a normalization condition for (g, P ) and N ⊂ N a negligible submodule. Then for a regular normal Cartan geometry (p : G → M, ω), the essential curvature function vanishes identically if and only if the curvature K of ω vanishes identically.
Proof. This is a simple consequence of the Bianchi identity. If the essential curvature function vanishes identically, then the curvature function κ of the geometry has values in N ∩ L(Λ 2 (g/p), g) 1 , with homogeneity of degree ≥ 1 following from regularity. In particular, for each u ∈ G, we see that gr 1 (κ(u)) ∈ gr 1 ( N ). But by the Bianchi identity, we have 0 = d ω K, which using Theorem 4.4 shows that 0 = ∂(gr 1 (κ(u))) for each u ∈ G. By definition of a negligible submodule, gr 1 ( N ) ∩ ker(∂) = {0} so we see that gr 1 (κ(u)) = 0 for each u ∈ G.
Hence we conclude that κ has values in N ∩ L(Λ 2 (g/p), g) 2 , so we can consider gr 2 (κ(u)) for u ∈ G and show as above that this vanishes. Iteratively, we conclude that κ(u) is homogeneous of degree 2µ + ν + 1 for each u ∈ G, which shows that κ vanishes identically.
Of course, this result is most interesting in the case of a maximal negligible submodule N ⊂ N . Another question of particular interest is whether N ⊂ N can be chosen in such a way that P + · N ⊂ N . This always happens, for example, for parabolic geometries with N and N defined via the Kostant codifferential. If P + · N ⊂ N , then P + acts trivially on N / N , which thus becomes a representation of P/P + = G 0 . The essential curvature function κ e : G → N / N then descends to G/P + , which is exactly the principal bundle G 0 → M describing the underlying filtered G 0 -structure. The equivariant function κ e then corresponds to a section of the associated bundle G 0 × G 0 (N / N ), so this admits a direct interpretation in terms of the underlying filtered G 0 -structure. Hence the essential curvature in such a situation is a much simpler geometric object than the full Cartan curvature.
Normalizing Cartan connections.
We are now ready to prove the first main result towards the existence of canonical normal Cartan connections. Namely, we show that a filtered G 0 -structure which is induced by some regular Cartan connection is also induced by a normal regular Cartan connection. This only requires the nice algebraic properties of a normalization condition and no additional assumptions on the admissible pair (g, P ). We start with a technical lemma, which should be of independent interest. Lemma 4.7. Let (g, P ) be an admissible pair and let (p : G → M, ω) be a regular Cartan geometry of type (g, P ).
(1) Suppose that, for some k, we have two P -invariant subspaces
which has values in E 1 +E 2 , there are smooth, P -equivariant functions f j : G → E j for j = 1, 2 such that f = f 2 + f 2 .
(2) Suppose that, for some k and ℓ, we have a smooth, P -equivariant function
Proof. For both parts, we first solve the problem locally and then glue to a global solution using a partition of unity. Hence we choose an open covering {U i : i ∈ I} of M such that G is trivial over each U i . We fix a location section σ i of G over each U i and choose a partition of unity subordinate to the covering {U i }, which we denote by {α i : i ∈ I}.
(1) Choose a linear subspace W ⊂ E 1 which is complementary to E 2 in the finite dimensional vector space E 1 + E 2 . For each i, f • σ i is a smooth function U i → E 1 + E 2 , and thus can be uniquely written as h 1 + h 2 , where h 1 has values in W ⊂ E 1 , h 2 has values in E 2 , and both summands are smooth. Since G| U i ∼ = U i ×P , there is a unique P -equivariant smooth function f
, which has values in the P -invariant subspace E 1 .)
In the same way, we find a P -equivariant smooth function f
j is a smooth, P -equivariant function on p −1 (U i ) which can be extended by zero to all of G. Defining f j := i∈I (α i • p)f i j , we obtain P -equivariant smooth functions G → E j for j = 1, 2, which clearly satisfy f = f 1 + f 2 .
(2) The composition ∂ • gr ℓ defines a surjection from L(Λ k−1 (g/p), g) ℓ onto the subspace im(∂) ⊂ C k (m, gr(g)) ℓ . Since these are finite dimensional vector spaces, we can choose a linear right inverse ψ : im(∂) → L(Λ k−1 (g/p), g) ℓ to this map. Since f has values in im(∂) we can, for each i ∈ I, consider the smooth map
As in the proof of part (1), this can be uniquely written as h i • σ i for a smooth, P -equivariant function
By construction, we have ∂ • gr ℓ •h i = f along the image of σ i and hence on all of p −1 (U i ) by equivariancy. As in part (1), h = i∈I (α i • p)h i does the job.
Having this at hand, we can prove the main result on normalizing regular Cartan connections.
Theorem 4.8. Let (g, P ) and admissible pair and let N be a normalization condition for (g, P ). Let (p : G → M, ω) be a regular Cartan geometry of type (g, P ). Then there is a regular normal Cartan connectionω on G, which induces the same underlying filtered G 0 -structure (in the sense of Theorem 2.9) as ω.
Proof. We prove this via the following iterative construction. Suppose that ω has the property that its curvature function κ has values in N +L(Λ 2 (g/p), g) ℓ for some ℓ ≥ 1. For ϕ ∈ Ω 1 hor (G, g) ℓ P we then know from Proposition 4.3 thatω = ω + ϕ is a regular Cartan connection inducing the same underlying filtered G 0 -structure as ω, and we construct ϕ in such a way that the curvature functionκ ofω has values
Since the initial assumption is trivially satisfied for the initial Cartan connection ω and ℓ = 1, we can iteratively apply this construction until we get a curvature function with values in
By part (1) of Lemma 4.7, we can write κ as a sum κ = κ 1 + κ 2 of two smooth, P -equivariant functions such that κ 1 has values in N and κ 2 has values in L(Λ 2 (g/p), g) ℓ . Now consider the composition gr ℓ •κ 2 : G → C 2 (m, gr(g)) ℓ . By definition of a normalization condition, the target space splits into the direct sum of gr ℓ (N ) and (its intersection with) im(∂). Applying part (2) of Lemma 4.7 to the negative of the im(∂)-component of gr ℓ •κ 2 , we obtain a P -equivariant smooth function h :
By construction this has the property that gr ℓ •κ 2 + ∂ • gr ℓ •h has values in gr ℓ (N ) ⊂ C 2 (m, gr(g)) ℓ . Now take the form ϕ ∈ Ω 1 hor (G, g) ℓ P corresponding to this function h and put ω = ω + ϕ. By Proposition 4.3, the curvatureK ofω coincides with K + d ω ϕ up to terms of homogeneity ≥ ℓ + 1. Equivalently, the function which maps A, B ∈ g tô K(ω −1 (A), ω −1 (B)) can be written, up to terms which are homogeneous of degree ≥ ℓ + 1, as 
But for A ∈ g i and B ∈ g j , the second and third term have values in g i+ℓ+j+1 and the last term even has values in g i+j+2ℓ+1 . Hence we conclude thatκ has values in N + L(Λ 2 (g/p), g) ℓ+1 , which completes the proof.
Uniqueness of normal Cartan connections.
To prepare for the proof of uniqueness, consider an admissible pair (g, P ) and a regular Cartan geometry (p : G → M, ω) of type (g, P ). Suppose that Φ : G → G is a smooth homomorphism of principal bundles which covers the identity on M. Then for each u ∈ G, the point Φ(u) lies in the same fiber of G as u, so there is an element g(u) ∈ P such that Φ(u) = u · g(u), and smoothness of Φ implies smoothness of g : G → P . Moreover, since Φ(u · h) = Φ(u) · h for all h ∈ P , we must have g(u · h) = h −1 g(u)h for all u ∈ G and h ∈ P . Conversely, if we assume that g : G → P is a smooth map such that g(u · h) = h −1 g(u)h, then Φ(u) = u · g(u) defines an automorphism of G which covers the identity on M.
A simple way how to construct such functions is via the Lie algebra. Suppose that Z : G → p = g 0 is a smooth function such that for each u ∈ G and h ∈ P we get Z(u · h) = Ad(h −1 )(Z(u)). Then g(u) := exp(Z(u)) defines a smooth function G → P such that g(u · h) = h −1 g(u)h for all u ∈ G and h ∈ P . Apart from the 40Čap linear structure, this also has the advantage that we can require Z to have values in one of the subspaces g i with i > 0. Next, observe that an automorphism Φ : G → G of the principal bundle G is a diffeomorphism and satisfies Φ • r g = r g • Φ for all g ∈ P . This easily implies that for any such automorphism, the pullback Φ * ω of ω is again a Cartan connection of type (g, P ). Now for automorphisms of the special form constructed above, we can describe the relation between ω and Φ * ω.
Lemma 4.9. Let (g, P ) be an admissible pair and let (p : G → M, ω) be a Cartan geometry of type (g, P ). For some ℓ > 0 let Z : G → g ℓ be a smooth map, consider the principal bundle automorphism Φ : G → G defined by Φ(u) := u · exp(Z(u)) and the pullback Φ * ω of ω. Then for each u ∈ G, i < 0, and ξ ∈ T i u G we get Φ * ω(u)(ξ) − ω(u)(ξ) ∈ g i+ℓ and the class of this element in gr i+ℓ (g) coincides with −[gr ℓ (Z(u)), gr i (ω(u)(ξ))].
Proof. As before, put g(u) = exp(Z(u)) for all u ∈ G. Let r : G × P → G be the principal right action and for u ∈ G and h ∈ P consider the corresponding partial maps r u : P → G and r h : G → G defined by r u (h) = r h (u) = u · h. By definition Φ = r • (id, g), so for u ∈ G and ξ ∈ T u G, we obtain
where in the last equality we have used that (ξ, T u g · ξ) = (ξ, 0) + (0, T u g · ξ).
The second summand in this expression can be computed explicitly, compare with the proof of Proposition 3.1.14 in [7] , but for our purposes, a rough description is sufficient. Since for ℓ > 0, the filtration component g ℓ is a Lie subalgebra in g 0 = p, it generates a connected virtual Lie subgroup of P . By construction, g has values in this subgroup, which implies that for any ξ the tangent vector T u g · ξ ∈ T g(u) P can be realized d dt | t=0 g(u) · exp(tW ) for some W ∈ g ℓ . Acting by T g(u) r u on that tangent vector, we get d dt | t=0 u · (g(u) exp(tW )) = ζ W (u · g(u)) ∈ T ℓ Φ(u) G. This is mapped by ω to g ℓ , which for each i < 0 is contained in g i+ℓ+1 . Hence for ξ ∈ T i G with i < 0 we can compute (Φ * ω)(u)(ξ) = ω(Φ(u))(T u Φ · ξ) up to terms in g i+ℓ+1 as ω(u · g(u))(T u r g(u) · ξ) = Ad(g(u) −1 )(ω(u)(ξ)).
Since g(u) = exp(Z(u)) we get Ad(g(u) −1 ) = e − ad(Z(u)) . By assumption, we have ω(u)(ξ) ∈ g i , so since Z ∈ g ℓ we get ad(Z(u)) 2 (g i ) ⊂ g i+2ℓ ⊂ g i+ℓ+1 . Hence ignoring terms in g i+ℓ+1 , we can replace e − ad(Z(u)) by (id − ad(Z(u))) which readily implies all claims of the lemma.
Using this, we can now prove the basic result on uniqueness.
Theorem 4.10. Let (g, P ) be an infinitesimal homogeneous model for filtered G 0 -structures and let N be a normalization condition for (g, P ). Let (p : G → M, ω) be a regular normal Cartan geometry of type (g, P ) and letω be another normal Cartan connection on G, which induces the same underlying filtered G 0 -structure as ω. Then there is an automorphism Φ of the principal P -bundle G which induces the identity on the underlying G 0 -bundle G/P + such that Φ * ω = ω.
Proof. From Proposition 4.3, we know thatω induces the same underlying filtered G-structure as ω iff the differenceω − ω lies in Ω 1 hor (G, g) 1 P . We prove the theorem by a recursive construction. Assuming thatω − ω ∈ Ω 1 hor (G, g) ℓ P for some ℓ ≥ 1, we construct an automorphism Φ of G inducing the identity on G/P + such that Φ * ω − ω ∈ Ω 1 hor (G, g) ℓ+1 P . Since Φ induces the identity on G/P + , the Cartan connection Φ * ω induces the same underlying filtered G 0 -structure asω and hence as ω. Thus we can iterate the argument, until we arrive at Φ * ω − ω ∈ Ω 1 hor (G, g) µ+ν+1 P
, which is the zero space by homogeneity.
So let us assume that ϕ :=ω − ω ∈ Ω 1 hor (G, g) ℓ P for some ℓ ≥ 1 and denote by f : G → L(g/p, g) ℓ the corresponding P -equivariant function. By Proposition 4.6, the curvatures K andK have the properties thatK − K − d ω ϕ is homogeneous of degree ≥ ℓ + 1. We have also seen in the Proof of Theorem 4.8 that the curvature functionκ differs from the function (A, B) →K(ω −1 (A), ω −1 (B)) by a function which is homogeneous of degree ≥ ℓ + 1. Using this and Theorem 4.4, we conclude thatκ − κ has values in L(Λ 2 (g/p), g) ℓ and that gr ℓ •(κ − κ) = ∂ • gr ℓ •f . Now since bothω and ω are normal, we see thatκ − κ has values in N . But by definition of a normalization condition, gr ℓ (N ) ∩ im(∂) = {0}, so we conclude that gr ℓ •f has values in ker(∂) ⊂ L(m, gr(g)) ℓ . Since gr(g) is the full prolongation of (m, gr 0 (g)), this space coincides with ∂(gr ℓ (g)). If ℓ > ν, then we directly get gr ℓ •f = 0, so ϕ actually is homogeneous of degree ℓ+1 and iterating the argument, we conclude thatω = ω in this case. If ℓ < ν, then applying part (2) of Lemma 4.7 to − gr ℓ •f , we obtain a smooth, P -equivariant function Z : G → g ℓ such that gr ℓ •f = −∂ • gr ℓ •Z. Now we define an automorphism Φ of G as Φ(u) := u · exp(Z(u)) and form the pullback Φ * ω . By Lemma 4.9, the difference Φ * ω −ω is homogeneous of degree ≥ ℓ so the same holds for Φ * ω − ω. Denoting byf the function corresponding to Φ * ω −ω, Lemma 4.9 shows that gr ℓ •f = ∂ • gr ℓ •Z = − gr ℓ •f . But this exactly says that the composition of gr ℓ with the function corresponding to Φ * ω − ω vanishes identically, so Φ * ω − ω is homogeneous of degree ≥ ℓ + 1, and this completes the proof.
4.6. Canonical Cartan connections. As our final result, we show that under an additional condition on the group P , we get an equivalence of categories between filtered G 0 -structures and regular normal Cartan geometries. This condition is satisfied in most of the examples that I am aware of. Definition 4.11. Let (g, P ) be an admissible pair, let P + ⊂ P be the subgroup introduced in Section 2.3 and put G 0 := P/P + . Then we say that P is of split exponential type if there is a smooth homomorphism ι : G 0 → P such that the map G 0 × g 1 → P defined by (g 0 , Z) → ι(g 0 ) exp(Z) is a global diffeomorphism.
Observe that this in particular implies that g 0 = ι(g 0 )P + for each g 0 ∈ G 0 , so ι splits the quotient projection P → G 0 . The splitting of this quotient projection is the main requirement imposed by the condition. This follows since g 1 is nilpotent by definition, so the exponential mapping always is a diffeomorphism from g 1 onto the universal covering of the connected component of the identity of P + . Notice also that P is of split exponential type for the examples discussed in Section 2.6. In the case of vanishing prolongation, we have P = G 0 and for parabolics this is a well known fact, see Theorem 3.1.3 of [7] , which also handles the case related to (systems of) ODEs. Finally, also the general construction discussed in Remark 2.13 always produces a group P which is of split exponential type.
Theorem 4.12. Let (g, P ) be an infinitesimal homogeneous model for filtered G 0 -structures such that P is of split exponential type. Let N be a normalization condition for (g, P ). Then the category of regular normal Cartan geometries of type (g, P ) is equivalent to the category of filtered G 0 -structures. More explicitly, we have
(1) Any filtered G 0 -structure can be realized as the underlying structure of a regular normal Cartan geometry of type (g, P ), which is uniquely determined up to isomorphism.
(2) For two regular normal Cartan geometries of type (g, P ), any morphism between the underlying filtered G 0 -structures lifts to a morphism of Cartan geometries.
Proof. (1) Let (M, {T
i M}) be a filtered manifold which is regular of type m and let p 0 : G 0 → M define a filtered G 0 -structure. This means that G 0 is a principal bundle with structure group G 0 and comes with a homomorphism to the frame bundle of gr(T M) which covers the identity on M. Hence to each point u 0 ∈ G we can associate a family of linear isomorphisms ϕ i (u) : gr i (T p 0 (u) M) → gr i (g) for i = −µ, . . . , −1, which depend smoothly on u in a way compatible with the G 0 -actions.
Next, let ι : G 0 → P be a smooth homomorphism as in Definition 4.11. Via ι, G 0 acts on P by left multiplication and we take the associated bundle p : G := G 0 × G 0 P → M. This is well known to be a principal P -bundle and the first projection induces a well defined smooth map q : G → G 0 which descends to an isomorphism G/P + → G 0 . Thus we have realized G 0 globally as a quotient of a principal P -bundle. For later use, we choose a principal connection γ on p : G → M and for u ∈ G, we denote by H u the horizontal subspace ker(γ(u)). We also fix a splitting j : gr(g) → g of the filtration of g as in the proof of Lemma 3.1.
Suppose that U ⊂ M is an open subset over which the bundle G 0 is trivial. Then also G is trivial over U and we claim that there is a regular Cartan connection ω U on p −1 (U) ⊂ G which induces the filtered G 0 -structure (p 0 ) −1 (U) → U. To see this, take a smooth section σ : U → G and the induced section σ 0 := q • σ : U → G 0 . For x ∈ U, the point σ 0 (x) ∈ G 0 determines linear isomorphisms gr i (T x M) → gr i (g) for each i = −µ, . . . , −1. Fixing bases of the spaces gr i (g), this gives rise to smooth local frames of the bundles gr i (T M) over U all i = −µ, . . . , −1. Now for each i, we can choose sections of T i M lifting the elements of that frame. From this construction, it follows readily that the resulting sections for all i together are linearly independent in each point and thus form a frame for T M defined over U.
Ψ : G| U → G| U by Ψ(σ(u) · g) :=σ(u) · (ι(g 0 (u))g) for all u ∈ U and g ∈ P . By construction, this is P -equivariant, has base map id M and induces ψ on the underlying G 0 -bundles.
Having this result at hand, we can complete the proof as for part (1) . There is a finite open covering U 1 , . . . , U N of M such that both G and G are trivial over each U i , so in particular, we have a section σ i of G over each U i . We also choose open subsets V i such thatV i ⊂ U i and M = V 1 ∪ · · · ∪ V N . By the last step, we find a lift Ψ i of ψ over each U i . Now over U 12 := U 1 ∩ U 2 , there is a smooth function g : U 12 → P + such that Ψ 2 (u) = Ψ 1 (u) · g(u). Equivariancy of Ψ 2 and Ψ 1 shows that g(u · h) = h −1 g(u)h for any h ∈ P . Since P is of split exponential type, we get g(u) = exp(Z(u)) for a smooth function Z : U 12 → g 1 such that Z(u · h) = Ad(h −1 )(Z(u)) for all h ∈ P . Now let f be a bump function with support contained in U 2 , which is identically one on V 2 . Then we can extend u → f (p(u))Z(u) by zero to a smooth function M → g 1 , so in particular u → Ψ 1 (u) exp(f (p(u))Z(u)) is a principal bundle homomorphism over U 1 lifting ψ. But over U 1 ∩ V 2 , this coincides with Ψ 2 , so we can piece them together to obtain a lift of ψ defined on U 1 ∪ V 2 . Iterating this finitely many times, we reach a global lift of ψ.
