Joint mean-covariance regression modeling with unconstrained parametrization for continuous longitudinal data has provided statisticians and practitioners a powerful analytical device. How to develop a delineation of such a regression framework amongst discrete longitudinal responses, however, remains an open and more challenging problem. This paper studies a novel mean-correlation regression for a family of generic discrete responses. Targeting at the joint distributions of the discrete longitudinal responses, our regression approach is constructed by using a copula model whose correlation parameters are innovatively represented in hyperspherical coordinates with no constraint on their support. To overcome the computational intractability in maximizing the full likelihood function of the model, we further propose a computationally efficient pairwise likelihood approach. A pairwise likelihood ratio test is then constructed and validated for statistical inferences. We show that the resulting estimators of our approaches are consistent and asymptotically normal. We demonstrate the effectiveness, parsimoniousness and desirable performance of the proposed approach by analyzing three real data sets and conducting extensive simulations.
Introduction
Longitudinal observations are characterized by repeated measurements from the same subjects, giving rise to the signature feature of longitudinal data with their rich, interesting and practically meaningful covariance structures. In contrast to analyzing independent data, revealing, understanding, and explaining the correlation structures are fundamental and crucial not only for developing appropriate models but also for drawing and interpreting conclusions from the data sets on the trends, changes, and other aspects of interest in various studies (Diggle et al., 2002; Fitzmaurice et al., 2004) . With multiple subjects in a longitudinal study, a specific goal is to characterize the covariance matrices, one for each subject, for those repeated measurements using parsimonious regression techniques. While it is useful to employ conventional ARMA structures or random effects (Diggle et al., 2002) for modeling the covariance/correlation of the longitudinal responses, one often find that only limited choices of such devices are available (Pourahmadi, 1999; Zhang et al., 2015) .
To overcome this difficulty, one often resorts to a central idea in statistical analysis by developing regression models that utilize covariates for depicting various target associations of interests. For instance, for the practical sake of more comprehensive interpretations and predictions, one may intend to broadly explore the correlation structures incorporating more explanatory variables additional to times of the observations; see, for example, Hoffman (2012) for modeling with multiple random effects. Indeed, as shown in our PBC Liver data example in Section 4.2, additional covariate to the time-lag of observations are found significant for the explaining the correlation structures of the longitudinal data.
A key challenge in dealing with a covariance matrix with regression techniques is the positive definite requirement. For continuous longitudinal responses, Pourahmadi (1999 Pourahmadi ( , 2000 pioneered the joint modeling approaches. Pivotal to these approaches is a modified Cholesky decomposition on covariance that allows unconstrained parametrization of the entries in the decomposition. Overcoming the positive definiteness constraint on covariances permits the development of interpretable regression models akin to autoregressive models in a time series context (Pourahmadi, 2011) . A new class of models motivated by moving average models were further developed by Zhang and Leng (2012) . Zhang et al. (2015) recently proposed models to investigate marginal variances and correlations from a geometric perspective. Other important works on joint modeling for continuous longitudinal data include Pan and Mackenzie (2003) ; Ye and Pan (2006) ; Pourahmadi (2007) ; Daniels and Pourahmadi (2009) ; Leng et al. (2010) ; Xu and Mackenzie (2012) .
Nevertheless, the aforementioned development has mainly been focusing on continuous longitudinal data. As a common feature, however, longitudinal observations from social, economic, and medical studies often contain a substantial number of discrete variables; see, among others, some typical studies in Lynn (2009) , the main objectives of which may then naturally focus on discrete responses. For example, it is conventional that in longitudinal surveys, respondents are asked to choose one category out of the candidate answers. In behavioral and biomedical studies, yes or no value is common when recording items such as whether or not a symptom is present. Hence, it is equally important and desirable for practitioners to more clearly understand and parsimoniously model the dependence structure of the discrete longitudinal responses as that in investigating continuous cases; see, among others, the monographs by Molenberghs and Verbeke (2005) and Bergsma et al. (2009) .
Despite the ubiquity of discrete longitudinal responses, analyzing them is much more challenging mainly because of the lack of suitable multivariate joint distributions for discrete variables that broadly incorporate the correlations between measurements from the same subject, opposing to analyzing continuous cases as discussed in Diggle et al. (2002) and Pourahmadi (1999) where general applicable and interpretable approaches are familiar. It is known that even for given marginal distributions of the discrete variables, such as Bernoulli or Poisson, specifying the joint distributions of multiple longitudinal measurements incorporating between measurements correlations remains difficult (Molenberghs and Verbeke, 2005; Bergsma et al., 2009) . Moreover, although progress has been made in modeling the mean for longitudinal discrete responses (Diggle et al., 2002) , it is an open difficult problem to develop regression methods for simultaneously analyzing the mean and covariance structure for discrete data. In particular, for identifiability issues, the covariance matrix is constrained as a correlation matrix (Chib and Greenberg (1998) ). The need to parametrize a matrix to be positive definite and have unit diagonals immediately renders inapplicability of the modified Cholesky approach in Pourahmadi (1999 Pourahmadi ( , 2000 and the moving average decomposition method in Zhang and Leng (2012) . In the Bayesian context, Daniels and Pourahmadi (2009) made use of the partial autocorrelations (PACs). However, difficulties are seen both in explaining these PAC and building more elaborate regression models. Wang and Daniels (2013) studied a Bayesian modeling approach for continuous longitudinal data via PACs and marginal variances, and Gaskins, et al. (2014) proposed models to obtain sparse PACs. Other existing approaches for modeling and incorporating correlations, to name a few classical papers in the literature, include the Markov model on the transitional probability matrix for binary data (Muenz and Rubinstein, 1985) , the working model approach (Zeger et al., 1985) , the estimating equation approach , and the double hierarchical modeling approach with random effects Lee and Nelder (2006) . None of the above approaches discussed the problem of building general regression models using covariates for modeling correlations of discrete longitudinal data.
In this paper, we propose a novel approach for adaptively and flexibly modeling discrete longitudinal data, focusing on a mean-correlation regression analysis that solves both problems of generally specifying joint distributions and parsimoniously modeling correlations with no constraint. To our best knowledge, our work for the first time offers regression tools for such data with unconstrained parametrization. To accommodate a broad class of dependent discrete longitudinal data that can be unbalanced and observed at irregular times, we advocate a unified framework for the joint distributions of the discrete responses from the same subject by using a copula, in conjunction with appropriate univariate marginal distributions. We then study the use of hyperspherical coordinates to parametrize the correlation matrix in the copula in terms of a set of angles, effectively a new set of constraint-free parameters on their support. Aided by this property, we propose separated mean, correlation, and dispersion regression models to understand these three key quantities. In contrast to existing copula approaches for longitudinal data, our model is unique and practically appealing in that only a small number of parameters are required even when modeling a large number of longitudinal responses. Our approach is powerful being capable of incorporating general covariates in a regression model for correlations; see our PBC Liver data example in Section 4.2 and other examples in Section 4 for more detail.
Since maximizing the full likelihood function constructed from the copula representation can be computationally infeasible even for moderate dimensional discrete responses, we further develop a composite pairwise likelihood approach as a feasible alternative for computing the estimators of parameters in the joint regression model. As an individual interest of its own, our approach guarantees the resulting estimated correlation matrix to be always positive-definite, overcoming an important issue of using the pairwise likelihood approaches for correlation and covariance matrices. We show that the resulting estimators from the pairwise likelihood are consistent and asymptotically normal, and are computationally much more efficient than the full maximum likelihood estimators. For statistical inferences, we then develop a likelihood ratio test based on the pairwise likelihood for evaluating hypotheses of interest. In extensive numerical studies in terms of simulation and real data examples with different types of discrete responses, we demonstrate the usefulness and merits of the proposed framework.
The rest of the paper is organized as follows. Section 2 introduces the joint meancorrelation-dispersion modeling approach of the paper. Section 3 discusses the theoretical properties of the estimators and presents a new test based on pairwise likelihood ratio for hypothesis testing. Section 4 presents extensive numerical simulations and three data analyses. Conclusions and an outline of future study are found in Section 5. Technical details including sketch of proofs, additional data analysis example and simulations studies are given in the Supplementary Material of this paper.
Main methodology 2.1 The joint modeling approach
An appealing approach for modeling correlated discrete longitudinal variables is the copula construction (Song, et al., 2009 ). Sklar's theorem ensures that a multivariate distribution can be determined jointly by the univariate marginal distributions and a copula, a multivariate function of these marginals responsible for dependence. For our paper, we use the Gaussian copula. As a counterpart of the Gaussian distribution, the Gaussian copula has merits of being convenient and has been demonstrated useful in recent studies (e.g. Liu et al. (2009) ).
Formally, a set of random variables U = (U 1 , . . . , U d )
T follows a Gaussian copula model if their joint distribution is specified by
Here Φ d is the probability distribution function of the d-dimensional standardized normal distribution with zero mean, R is the correlation matrix, and v i = Φ −1 1 (w i ) where
The copula construction is extremely attractive methodologically as it decouples the marginal feature from the dependence structure, and can treat continuous, categorical and mixed data in a unified fashion.
Because of the decoupling, models developed for independent data can be seamlessly incorporated by appropriately manipulating the marginal distributions. In our study, we consider the Gaussian copula because of its merits in flexibility, interpretability, and parsimony in its parameters for capturing the data features, sharing those of the multivariate normal distribution. We remark that other copulas, for example, the t-copula (Fang et al., 2002) ,
can also be applied without compromising the essence of our mean-correlation modeling framework.
Let y i = (y i1 , . . . , y im i ) T be the m i longitudinal measurements for the ith subject, where the discrete response y ij is observed at time t ij . In this paper, we consider without loss of generality that the discrete variable takes integer values, i.e., y ij ∈ {0, 1, 2, . . . }. Let
T , and we denote x ij ∈ R p as the covariate for the jth measurement of subject i. With these notations, we intend to develop models that can handle general unbalanced longitudinal data. Existing methods, for example, the one in Song, et al. (2009) and that in Gaskins, et al. (2014) , both work on balanced and equally spaced longitudinal data.
With multiple subjects, we denote the observations as {y ij , x ij , t ij } (i = 1, . . . , n; j = 1, . . . , m i ). For categorical responses, we assume that y ij follows the exponential family distribution so that generalized linear models (GLMs) can be used for the discrete responses marginally (McCullagh and Nelder, 1989) ; that is, the marginal probability mass function of Y takes the form f (y) = c(y; ϕ) exp[{yθ − ψ(θ)}/ϕ] with canonical parameter θ and scale parameter ϕ. Since ψ (θ) = E(Y ) := µ, we denote the canonical link function by
. For the mean, we postulate the usual GLM marginally for each y ij as
In addition, we note that var(y) = ϕψ (θ) with dispersion parameter ϕ depending on the specific family of the discrete response variables whose estimation may also be required in some scenarios. We then take the joint distribution of y i following the Gaussian copula representation
where
specified by the GLM, and R i = (ρ ijk ) m i j,k=1 is the correlation matrix for the ith subject.
This copula modeling device allows the marginal distributions and the correlations of the discrete longitudinal responses to be treated separately. Thus it provides a powerful and flexible device to incorporate desired marginal models for discrete responses. We remark here that although the elements in R i are not directly the correlations between the discrete observations, they are determining the dependence of the longitudinal observations via the model (2). In a special case when the responses are binary, the correlation between two observations is a monotone function of the corresponding element in R i ; see also Fan et al. (2017) . We also refer to the discussions in Song (2000) on the connection between the correlation coefficients in R i and those of the observed variables.
Clearly, with so many parameters in {R i } (i = 1, . . . , n) associated with the un-balanced longitudinal data, existing conventional copula modeling approaches generally do not apply due to the tremendous problem of over-parametrization. In our approach, we decompose R i as
where T i is a lower triangular matrix given by
where c ijk = cos(ω ijk ) and s ijk = sin(ω ijk ) are trigonometric functions of angles ω ijk ∈ [0, π)
(1 ≤ k < j ≤ m i ) that are the parameters under the new parametrization.
Note that for any matrix
i is guaranteed to be nonnegative definite. The special form of T i in (3) ensures further that the diagonals of R i are unit. Additionally, the order of the angles added into the lower triangular T i respects the longitudinal nature of the data collected along the time dimension. Thus, the effect of the decomposition is to transform the unknown positive definite correlations {R i } into unconstrained parameters in {ω ijk } on [0, π). This decomposition in (3) appeared in Creal et al. (2011) for analyzing time series and was studied by Zhang et al. (2015) for regression with continuous longitudinal responses where it was argued that the angles ω ijk represent rotations of these coordinates and their magnitude reflects roughly the correlations amongst different components.
Since all angles in (3) are unconstrained on [0, π), we propose to model these angles {ω ijk } collectively via a regression model after a monotone transformation from R:
where w ijk ∈ R q is a covariate and γ is the q × 1 unknown parameters. We opt to use the arctan transformation to ensure that the parameter γ for covariate w ijk in (5) is completely constraint free. A dramatic dimension reduction is immediately achieved by (5) that uses only q parameters for modeling all n correlation matrices {R i } (i = 1, . . . , n). We remark that w ijk depends on two indices j and k of the ith subject. This is reasonable since for modeling the correlation between observation j and k, we need to examine the covariates of the ith subject at the two corresponding observations. In practice, we can follow the convention of longitudinal data analysis by taking w ijk as some function of the time lag |t ij − t ik | between observations, which effectively ensures the correlation to be stationary; see also Pourahmadi (1999) . Other time-dependent covariates may also be meaningfully exploited; an example is available in Section 4.2 for analyzing the Mayo PBC liver data. In this sense, our regression approach for the correlations is innovative in that it can incorporate a broad class of covariates available for revealing and explaining the covariations between longitudinal measurements. Furthermore, we emphasize that by using regression model (5) in conjunction with copula, our approach provides a new device for modeling general joint distributions for data that can be discrete or more generally mixed type.
We refer to our proposed method for modeling discrete longitudinal data collectively using (1)-(5) as the mean-correlation regression approach. By combining all unknown parameters in this modeling framework, we write collectively the parameter vector of interest
Using the GLM for the responses marginally in (1) and the model in (5) for the correlations, we are ready to develop the maximum likelihood estimators for θ.
A daunting difficulty is, however, that applying copula to fit discrete data is known computationally intensive. Such difficulty roots in the identifiability issue that a d-dimensional
Gaussian Copula has continuous support on R d while discrete response variable are conceptually defined only on discrete grid points. Thus only those probabilities evaluated on the grid points are well defined. To see this, we may write the full likelihood as
1 {F (y ij − 1)}, and z − ij = −∞ when y ij takes the smallest possible value on its support. The vector inequality z
Though integrals in the full likelihood can be approximated numerically, the computational cost is clearly high and may not scale easily to even a moderate number of repeat measurements. Actually, directly calculating the distribution function of each subject i specified by (2) requires 2 m i summations of lower dimensional distribution functions as in the approach of Song, et al. (2009) , thus the computational cost grows exponentially with m i .
To overcome the computational difficulty, we propose to apply the composite likelihood idea reviewed in Varin, et al. (2011) by using pairwise likelihood.
The pairwise likelihood (PL) approach
To estimate the parameters in the model specified by (1)- (5), we apply the composite likelihood idea by constructing all pairwise likelihoods via bivariate copula as
where φ 2 (·; ρ) is the probability density function of bivariate normal N (0, 0, 1, 1, ρ). The computational cost is noticeably lower than that of the full likelihood. To see this, we note that (7) involves m i (m i − 1)/2 summations for each subject in the longitudinal data, a polynomial order complexity as compared to the exponential order in computing the full likelihood. Furthermore, each summand can be obtained by approximating a bivariate normal distribution function which can be evaluated very quickly and accurately with existing computational routines developed for low-dimensional integration, for example, those in Tong (1990) and the ones implemented in R (e.g. function biv.nt.prob in package mnormt;and function pmvnorm in package mvtnorm). More importantly, calculating the pairwise likelihood is highly scalable by observing that evaluating each pairwise likelihood can be done separately, which is an ideal fit for modern computational facilities.
By using the pairwise likelihood (7) in conjunction with our mean-correlation regression models specified in (1)- (5), our proposed method also substantially enhances the conventional pairwise likelihood methods for studying covariance and correlation matrices. We remark that an appealing feature of our pairwise likelihood approach is that ρ ijk in (7) is specified by the hyperspherical decomposition in (3), (4) and (5) so that it is highly parsimonious and ensures the resulting correlation matrix to be automatically positive definite.
In contrast, a conventional composite pairwise likelihood treats all correlations as standingalone parameters, ignoring the fact that they are from a correlation matrix. Thus in addition to the difficulty from over-parametrization, the resulting estimates from a conventional pairwise likelihood approach may not respect the fact that the pairwise correlations jointly forms a correlation matrix.
Denote the log pairwise likelihood function as
and the score function as
We employ the modified Fisher scoring algorithm to maximize the pairwise likelihood function (8). The exact forms of the score function and the expected Hessian matrix for pl(θ)
are provided in the Supplementary Material.
Denote θ (t−1) as the updated value of θ at iteration (t − 1) . We update the estimates by the following iterative equation
, where H n is the expected Hessian matrix given later in (10).
The parameters η = (β T , ψ) T can be initialized by fitting the marginal GLMs, assuming an independent correlation structure where ρ ijk = 0, which is equivalent to γ = 0. These initial estimators of β and ψ are known to be root-n consistent . If data are balanced where R i = R, it is not difficult to find an initial consistent estimator of γ. To do that, we can easily obtain a sample estimator of R which is root-n consistent, using the initial consistent estimators of β and ψ. By noticing ω 1jk = · · · = ω njk for balanced data,
we can use the model in (5) to consistently estimate γ. It is then straightforward to show that one step estimator will be as efficient as the fully iterated estimators, a reminiscence of what is true for one step estimators for the MLE. If data are unbalanced, obtaining the global optimal solution of the likelihood or the pairwise likelihood is more difficult. We experience, however, that the iterative procedure we have discussed so far always converges to the optimal solution, and the numerical results reported in Section 4 are based on this simple iterative procedure.
3 Main results
Asymptotic properties
The asymptotic property of the maximum likelihood estimation involves the limit of the expected Hessian matrix H(θ) = lim n→∞ − 1 n E(∂ 2 pl/∂θ∂θ T ), and the limit of variance
, where the expectation is conditioning on the covariates x ij and w ijk . To formally establish the theoretical properties, we impose the following standard regularity conditions in studying statistical methods for longitudinal data.
Condition A1: The dimensions p and q of covariates x ij and w ijk are fixed; n → ∞ and max i m i is bounded from above.
T is in the interior of the parameter space Θ that is a compact subset of R p+q+1 .
Condition A3: Both H(θ 0 ) and J(θ 0 ) are positive definite matrices.
Condition A4: Let the expected Hessian matrix for the full likelihood method be I(θ) = −E(∂ 2 log L/∂θ∂θ T ). Then as n → ∞, I(θ 0 )/n converges to a positive definite matrix
For the MLE based on the full likelihood function, we have the following asymptotic results.
Theorem 1. Under regular conditions A1, A2 and A4, letθ = (β T ,γ T ,φ) T be the maximum likelihood estimator, i.e., the maximizer of (6), then
is the Fisher information matrix defined in Condition A4.
For the estimator based on the pairwise likelihood function, we have Theorem 2. Under regular conditions A1, A2 and A3, letθ = (β T ,γ T ,φ) T be the maximum pairwise likelihood estimator, i.e., the maximizer of (7), then
is also known as the Godambe information matrix.
Sinceθ is a consistent estimator of θ 0 , H and J in the asymptotic covariance matrix are consistently estimated respectively by
be consistently estimated as
We note that the difference between the efficiencies of the pairwise likelihood and the full likelihood essentially depends on the difference between the Godambe information matrix in Theorem 2 and the Fisher information matrix in Theorem 1, where the latter determines the lower variance bound of unbiased estimators. We also note that our method for estimating β and ϕ, i.e., the parameters in the mean model and the dispersion parameter, is consistent even when the copula model (2) is not correctly specified. As a special case, when the R i in (2) is specified as the identity matrix, our method is equivalent to the approach ignoring all dependence between the longitudinal data, the so-called working independence, which remains consistent for the parameters β and ϕ. When there is a departure from the truth to the model assumption on the correlations, then follow the existing framework of statistical inference with mis-specified model, e.g. White (1982) , the probability limit of the parameter estimation will be the one in the support of the parameter space such that the corresponding model has the smallest Kullback-Leibler divergence to the truth.
Pairwise likelihood ratio and hypothesis testing
We discuss a procedure based on pairwise likelihood ratio for testing hypotheses. This test is useful when the interest is to assess the statistical evidence for single or multiple components in the parameter θ. Specifically, subject to a permutation of the entries of θ,
T where θ 1 is an r × 1 parameter of interest, θ 2 is a nuisance parameter.
We want to test H 0 : θ 1 = θ 1,0 against H 1 : θ 1 = θ 1,0 . Letθ be the unrestricted maximum pairwise likelihood estimate andθ = (θ
T be the (profile) maximum pairwise likelihood estimate under the null hypothesis. We partition the total score statistic S n (θ) defined by (9) correspondingly as
The maximum pairwise likelihood estimatesθ under the alternative hypothesis andθ under the null hypothesis satisfy respectively S n (θ) = 0, S n,2 (θ 1,0 ,θ 2 ) = 0. Furthermore, we partition the Hessian matrix H and its inverse respectively as
and denote
22 H 21 . The same partitions are applied on G and G −1 . Then the pairwise likelihood ratio statistic is defined as
where pl(θ) is the log pairwise likelihood function given by (8). We have the following theorem for the properties of the pairwise likelihood ratio test.
Theorem 3. Under conditions A1, A2 and A3, for testing the hypothesis H 0 : θ 1 = θ 1,0 versus H 1 : θ 1 = θ 1,0 , asymptotically as n → ∞, the pairwise likelihood ratio statistic
. . , V r denote independent χ 2 1 random variables and λ 1 ≥ · · · ≥ λ r are the eigenvalues of (
Since H n and G n given by (10) and (11) are respectively consistent estimator of H and G, the eigenvalues λ 1 , · · · , λ r can be estimated consistently by the corresponding eigenvalues of
Then the critical value of the pairwise likelihood ratio test statistic can be obtained straightforwardly by simulations. We have applied the testing procedure in detecting significant features in both the mean and correlation parts of the regression model; see Section 4.2. Examples in our simulations given in Section 4.4 show that the testing procedure works satisfactorily for statistical inferences.
4 Examples: data analyses and simulations
Mayo PBC liver data
We now apply the proposed method to the primary biliary cirrhosis (PBC) of the liver data set as in Appendix D of Fleming and Harrington (1991) . The PBC data set was collected in a study conducted by the Mayo Clinic from 1974 to 1984 and is available in many R packages (Eg. mixAK and JM). The major goal of this double-blinded randomised placebo-controlled trial is to assess the efficacy of a new drug, the D-penicillamine. This data set contains survival time and other information on 312 PBC patients participating in the trial. The original clinical protocol for these patients specified visits at six months, one year, and annually thereafter, leading to unequally spaced observations times. However, due to death and censoring, patients on average made 6.2 visits with a standard deviation 3.8
visits, resulting in a highly un-balanced repeated measurement data set. Since earlier studies have shown that there were no therapeutic differences between control and D-penicillaminetreated patients, we examine instead the relationship between a patient's hepatomegaly status and other covariates.
We find clear evidence that the hepatomegaly status is highly correlated with other covariates. For example, Pearson chi-square tests give highly significant statistical evidence for the existence of correlation between hepatomegaly and a variable named spiders. Let Observations with incomplete covariates were ignored. The remaining 235 patients with 116 cases with developed hepatomegaly were analyzed using the following logistic regression model:
+ β 6 log(Alb ij ) + β 7 log(P lat ij ) + β 8 log(P rotime ij ), and the angles ω jk in parametrisation (3) for the correlations matrix are modeled by
where andγ 3 = 1.092 0.488 . By using the pairwise likelihood ratio test in Theorem 3, we test
All the p-values turn out to be very close to zero, indicating that the quadratic polynomial in time lag for the angles is highly significant. The p-value is 0.009 for H 0 : γ 3 = 0, showing that the difference in Prothrombin time (after log-transform) is highly significant in the correlation modeling. This is a quite remarkable finding indicating that additional to the time, other more general variable can play a statistically significant role in explaining the correlation structures. The left plot of Figure 1 gives the plot of fitted tan(π/2 −ω ijk ) versus time lags, and the right plot in Figure 1 shows the fitted correlations versus time lag. We see that the correlations generally decrease with time lag, indicating that the hepatomegaly status may be highly correlated with the disease status at the most recent measuring times.
We show that our approach can be used to incorporate many covariates for effectively revealing, explaining, and modeling the correlation structures. The difference between patterns in Figures 1 and 5 is interesting, though both are decreasing. Most importantly, our development in Theorems 1-3 provides an effective device for collecting data evidence for more effective model building in taking both the mean and correlation into considerations for unbalanced and unequally spaced discrete longitudinal data. 
The Epileptic seizure data
The Epileptic seizure Data (Thall and Vail, 1990 ) concerns a randomised clinical trial of 59 epileptic patients who were randomly assigned to a new drug(trt=1) or a placebo (trt=0) as an adjuvant to the standard chemotherapy. This data set has been analyzed; see, for example, Diggle et al. (2002) and Molenberghs and Verbeke (2005) . Baseline data are available at the time when patients entered the trial, including the number of epileptic seizure recorded in the preceding 8-week period (expind =0) and age in years. The patients were then randomly assigned to the treatment by the drug Progabide (31 patients) or to the placebo group (28 patients). They were then followed for four 2-week periods (expind =1) and the number of seizures recorded. To account for the over-dispersion, we use the following parametric negative binomial regression model for the mean (Diggle et al., 2002 )
where δ is the overdispersion parameter, t ij = 8 if j = 0 and t ij = 2 for j = 1, 2, 3, 4. The log(t ij ) is needed to account for different observation periods. is interesting, which may be due to the fact that the seizure counts may at first be more highly correlated with the most recent measurements, and then become more correlated with the baseline counts. This is also coincident with the above conclusion that there is very little difference between the treatment and placebo groups in affecting seizure counts. We also note that the maximum time lag here is 8 such that the number of observations for estimating correlations between larger time lag is far fewer. Thus one needs to take caution because the associated level of uncertainty may be higher for inferring correlations with large time lag.
To assess the adequacy of the model fitting, we conduct some visual model diagnostics. We recall that the distribution of the ith observed longitudinal vector is denoted by
Upon fitting the proposed model, we can get esti-mated probabilities denoted by F 1,i (y i ) (i = 1, . . . , n). On the other hand, we may calculate empirical distribution by F 2,i (y i ) = n −1 n j=1 I(y 1j ≤ y 1i , . . . , y mj ≤ y mi ). A plot of F 1,i vs F 2,i can be an overall diagnostic of goodness of fit, and is given in (a) of Figure 3 , showing an overall reasonable fitting of the distribution. As a second diagnostic, we focus on the fitting of the correlation structure. In particular, we compute the empirical correlations between the z-scores, z ij = Φ −1 (F (y ij )), and then we plot it against the fitted correlation with the proposed method, which is given in ( 
Simulations
We conduct extensive simulations in this section to assess the performance of the meancorrelation modeling methodology with R. We also compare the pairwise likelihood estimates (PLEs) with the MLEs in terms of their biases and variances, and evaluate the accuracy of the inferential procedure for estimating the standard errors of the estimators. As a benchmark, we compare our method to the GEE method in Liang and Zeger (1986) for estimating the parameters in the mean model and the dispersion, assuming unstructured correlations. In each of the following studies, we generate 500 data sets and consider sample sizes n = 50, 100 and 200. All simulations were conducted in R. We first report the difference in time for obtaining the PLEs and MLEs for Study 1 when n = 50. We find that on the average, it takes twice as much time to obtain the MLEs when m i = 4, twenty times as such time when m i = 6. When m i = 8, the computational time becomes intractable for the full likelihood approach. While for the pairwise likelihood approach, the computational time is manageable even for larger m i . This highlights the substantial gain in terms of the computational time by using pairwise likelihood.
Study 1. The data sets are generated from the model
where the measurement times t ij are generated from the uniform distribution. We consider two cases: (I) m i ≡ 6 and (II) m i − 1 ∼ Binomial(6, 0.8) respectively. The latter case gives different numbers of repeated measurements m i for different subjects. The covariate
T is generated from a standard bivariate normal distribution with zero correlation.
We take the covariates for the correlations as w ijk = {1, t ij −t ik , (t ij −t ik ) 2 } T . The parameters are set as β = (β 0 , β 1 , β 2 ) = (1.0, −0.5, 0.5) and γ = (γ 0 , γ 1 , γ 2 ) = (0.5, −0.3, 0.5). There is no dispersion parameter for this study. Table 1 shows the accuracy of the estimated parameters in terms of their mean biases (MB) and standard deviations. For PLEs, all the biases are small especially when n is large.
Additionally, to evaluate the inference procedure, we compare the sample standard deviation (SD) of 500 parameter estimates to the sample average of 500 standard errors (SE) using formula (11). The standard deviation (Std) of 500 standard errors is also reported. Table   1 shows that the SD and SE are quite close, especially for large n. This indicates that the standard error formula works well and demonstrates the validity of Theorem 1. Although estimators based on the pairwise likelihood function is slightly less efficient than the maximum likelihood estimates, they have smaller biases. In particular, the MLEs for estimating the parameters in the correlation matrices are highly biased. As discussed earlier, this is likely due to the computational difficulty of evaluating multidimensional integrals when a full likelihood is used. Compared to the GEE estimates with unstructured correlations for estimating the parameters in the mean model, the PLEs have very competitive performance. Though our method is not designed with specific consideration for enhancing the mean model estimation incorporating correlations from the longitudinal data, we see that their performance is very close to those of the full likelihood and GEE methods. When the sample size is smaller, the PLEs even outperform the GEE with unstructured correlations, showing the advantage of using parsimonious correlation models.
We now assess the finite sample performance of the approximation results in Theorem 3 by testing H 0 : β 2 = 0 and H 0 : γ 0 = 0 respectively under simulation setup case I. , where each eigenvalue is the average of 500 eigenvalues, one from each simulation. Then we treat this distribution as the null distribution and obtain its quantile via simulation as the theoretical quantiles. We further plot them against the observed quantiles from the 500 pairwise likelihood ratio statistics. It is seen that there is a close agreement between these two sets of quantiles, even though the sample size n = 50 is fairly small. PowerStudy 2. The data sets are generated from the model
where again m i ≡ 6 for case I and m i − 1 ∼ Binomial(6, 0.8) for case II. The measurement times t ij are generated from the uniform distribution. We set β = (β 0 , β 1 , β 2 ) = (1.0, −0.5, 0.5) and γ = (γ 0 , γ 1 , γ 2 ) = (0.5, −0.3, 0.5). The covariate x ij is generated again from a standard normal distribution. we take w ijk = {1, t ij − t ik , (t ij − t ik ) 2 } T . Table 2 shows the results that are qualitatively similar to those in Study 1.
Study 3. This is a study designed for investigating the impact on the mean model estimation from misspecified correlation model. For such a purpose, we generate data from the following random effect Poisson regression model
) is a random effect accounting for the correlations. The β = (1, 0.5, −0.5) and σ b = 0.8. The covariates x ij1 and x ij2 are generated from standard normal, z ij ∼ U nif orm(0, 1). The number of repeated measurements is 6. We applied the cubic polynomial of time lag for our approach when modeling the correlations, and we have also compared our approach with the GEE method with different specifications of the working correlation structures. For this setting, the model is mis-specified for both our method and the GEE method. The simulation results are summarized in Table 3 . From the results, we can see that our method performs very competitively, even when the correlation structure is not correctly specified. Specifically, when sample sizes are small, our method consistently performs the best with the smallest MSE. When sample size is larger, the GEE with unstructured covariance specification works very well. However, when sample size is smaller at n = 50, the GEE with unstructured covariance specification has very high level of variation due to unstable covariance estimations. Overall, our method performs very promisingly, indicating the potential benefit for estimating the mean model incorporating the correlations between the longitudinal data from using a parsimonious correlation model.
Summary. Through the simulations, we clearly see the merits of the proposed meancorrelation regression approach in terms of gains from using parsimonious correlation modeling, especially when the sample size is smaller. As for estimating the parameters in the mean model, we see that the pairwise likelihood based method performs very competitively, comparing with the full likelihood based approach and the GEE method that are capable of incorporating correlation structures from the longitudinal data. This reflects that our method is very effectively for estimating the mean model, also being capable of incorporating the correlation structures. In simulation results not reported here, we found very substantial improvement of our method compared with the GEE with working independence. We also find that inferences including estimations and hypothesis testing are highly effective using the pairwise likelihood instead of using the computationally intractable full likelihood. Hence, using our mean-correlation regression approach with pairwise likelihood based inferences could provide a powerful and convenient device for analyzing generic discrete longitudinal data in practice.
Conclusion
The This paper focuses mainly on univariate discrete responses. It will be interesting to generalize the univariate models to situations where multiple mixed outcomes are available at each time point (Xu and Mackenzie, 2012) . One way to simplify the multiple response time-dependent covariance is to factorize the covariance matrices via a Kronecker product decomposition that greatly reduces the dimensionality. This problem will be studied in a future paper. Another interesting problem is to develop model diagnostic tools for assessing model adequacy, especially for unbalanced data. For balanced data, as illustrated in the paper, graphical tools to compare the empirical estimates and the model estimates, such as those used for analyzing the toenail data and the epileptic seizure data, are useful. However, counterparts of those are not currently available when data are unbalanced. Finally, this proposed framework for modeling mean-correlation is extremely flexible and allows the development of parametric, nonparametric, semi-parametric models for correlations. As such, another future line of research is to develop data-driven models for covariations. Pairwise Pairwise Computation of the score function. Note that the objective function is
and Φ 2 (x, y; ρ) is the cdf of bivariate normal N (0, 0, 1, 1, ρ),
By the fact that
where z i = Φ −1 1 {F (y i )}, i = 1, 2, we can write out (A.1) easily. Noting that for j < k, ρ ijk = j s=1 T ijs T iks and
we can obtain the derivative of l ijk with respect to γ as
Combining (A.1) and (A.3) leads to the score function S n (θ) .
The expected Hessian matrix. For the second derivatives of log-likelihood function, the formula is more complicated. However, it is easy to see that
thus H n in (10) can be approximated by
Proof of Theorem 1. The proof follows as a special case of the following proof for Theorem 2, and hence is omitted.
Proof of Theorem 2. Here we give a sketch of the proof. It is easy to see that E θ S n (θ) = 0. Thus by Taylor expansion, we have
whereṠ n = ∂S T n /∂θ andθ is in a neighborhood of θ 0 . Specially, we haveθ → θ 0 when n → ∞. Therefore, it is seen that
From Central Limit Theorem, Assumption A1-A3, E θ 0 S n (θ 0 ) = 0 and the boundness of
By Assumption A3 and Slutsky's theorem,θ is consistent and asymptotically normal with asymptotic covariance matrix G(θ 0 ).
Proof of Theorem 3. Using a Taylor expansion of the log-pairwise likelihood function pl around θ, we obtain
It can be rewritten via a partitioned matrix notation
Assuming that the null hypothesis is true, a Taylor expansion of the score S n,2 around (θ 1,0 , θ 2 ) gives
Equating this with the corresponding part of S n (θ 1,0 , θ 2 ), we find
Therefore under the null hypothesis, it is true that
Combing (A.5) and (A.6) we have
Because under the null hypothesis √ n(θ 1 − θ 1,0 ) → N (0, G 11 ), it follows from the properties of a multivariate normal distribution that
where V 1 , . . . , V r denote independent χ 2 1 random variables and λ 1 ≥ · · · ≥ λ r are the eigenvalues of (H 11 ) −1 G 11 . The proof is completed.
Toenail data
We apply our mean-correlation regression method to analyze a data set from the toenail dermatophyte onychomycosis study (De Backer et al., 1996) . This data set consists of 294 participants in two treatment groups with a total of 1907 observations. Subjects were initially examined every month during a 12-week (3 months) treatment period, and then followed up further every 3 months for up to a total of 48 weeks (12 months). Due to various unknown reasons, in total there are 23.8% subjects dropping out, and consequently measurement numbers per subject range from 1 to 7. Therefore, this data set is unbalanced.
The response variable of interest for our analysis is the severity of the infection of the toenail, coded as 0 (not severe) or 1 (severe). By analyzing this response variable, one aims to reveal the trend of the infection severity over time, and compare patterns, if any, between the two treatment groups. Following Molenberghs and Verbeke (2005) , in the marginal model, we use the following logistic model for the conditional mean function for the jth measurements of the ith subject:
where T i is the treatment indicator for subject i (1 for the experimental arm, 0 for the standard arm), t ij is the time point at which the jth measurement is taken for the ith subject.
As for the correlation modeling, considering that the data set is unbalanced with homogeneously spaced time points for all subjects, we first investigate a reasonable model using a common 7 × 7 correlation matrix R by letting R i = R for all subjects. Thus the equivalent unknown parameters for R by the parametrization (4) are ω jk (1 ≤ j < k ≤ 7). Then the pairwise likelihood approach is applied to obtain estimatorsω jk , leading to an estimated correlation matrix. The plot of the function tan(π/2 −ω jk ) versus the time lag is given in , solid dots are fitted angles with a common correlation matrix for all subjects with parametrization (4), the solid black line is from fitting a LOWESS curve to the solid dots, the solid red line is from the proposed model, and the dashed curves represent asymptotic 95% confidence intervals.
Additional simulations
Study 4. We generate n observations y 1 , . . . , y n , each with dimension m i set as the two cases in Study 1. In this study we consider a Gaussian copula model in which the marginal distributions F ij (j = 1, ..., m) are negative binomial as y ij ∼ N egBin(δ, µ ij ) with mean µ ij and variance µ ij + µ 2 ij /δ, where δ > 0 is the over-dispersion parameter. The mean is parameterised as µ ij = exp(x T ij β) to allow dependence on covariates, and the variance exceeds its mean (i.e. overdispersion). The covariate x ij1 and x ij2 are generated from a bivariate normal distribution with correlation 0.5. The angles in the correlation matrix is set as ω ijk = π/2−atan(γ 0 +w ijk1 γ 1 ) with w ijk = {1, t ij −t ik , (t ij −t ik ) 2 } T . The true parameters are taken as β = (β 0 , β 1 , β 2 ) = (1, −0.5, 0.5), δ = 4 and γ = (γ 0 , γ 1 , γ 2 ) = (0.5, −0.3, 0.5). Table 4 shows that all the biases for the proposed method are small and that the SD and SE are quite close, especially for large n. Interestingly, the MLEs perform slightly better in this study for Case I, but we observed that it took much more time to obtain them. For Case II, the large bias of the MLEs suggest again that the MLE may encounter severe numerical problems when the multi-dimensional integrations are computed. In terms of the estimation efficiency of the parameters in the mean model, the proposed PLEs again performs very competitively compared with the GEE method with unstructured correlations in this case. Pairwise 
