We give the description of the first and second complex interpolation of vanishing Morrey spaces, introduced in [1, 4] . In addition, we show that the diamond subspace (see [9] ) and one of the function spaces in [1] are the same. We also give several examples for showing that each of the complex interpolation of these spaces is different. Classification: 42B35, 46B70, 46B26
Introduction
Let 1 ≤ q ≤ p < ∞. The Morrey space M p q = M p q (R n ), introduced in [14] , is defined as the set of all f ∈ L q loc (R n ) for which As a generalization of Lebesgue spaces, one may inquire whether the interpolation of linear operators in Morrey spaces also holds. The first answer of this question was given by G. Stampacchia in [16] . He proved a partial generalization of the Riesz-Thorin interpolation theorem in Morrey spaces where the domain of the linear operator is assumed to be the Lebesgue spaces. However, when the domain of the linear operator is Morrey spaces, there are some counterexamples for the interpolation of linear operator in Morrey spaces (see [3, 15] ). Although these examples show the lack of interpolation property of Morrey spaces, there are some recent results about the description of complex interpolation of Morrey spaces. The first result in this direction can be found in [6] , where the authors proved that if θ ∈ (0, 1), 1 ≤ q 0 ≤ p 0 < ∞, 1 ≤ q 1 ≤ p 1 < ∞ (1. Here, [·, ·] θ denotes the first complex interpolation space. Assuming the additional assumption
Lu et al. [13] proved that
The corresponding result on the second complex interpolation spaces was obtained by Lemarié-Rieusset [12] . A generalization of the results in [13, 12] in the setting of the generalized Morrey spaces can be seen in [7, 8] .
In addition to complex interpolation of Morrey spaces, there are several papers on the description of complex interpolation of some closed subspaces of Morrey spaces. For instance, Yang et al. [18] proved that 6) where the parameters are given by (1.1) and (1.2) and [8, 9, 10, 11, 19] .
In particular, the authors in [8] 
In this article, we shall investigate complex interpolation of vanishing Morrey spaces. These spaces were introduced in [1, 4] . Let us recall the their definition as follows. 
Our main results are the following two theorems.
Theorem 1.2. Assume (1.1), (1.4) , and q 0 = q 1 . Define p and q by (1.2). Then [ f (· + y) = f in the topology of M p q . These spaces were first introduced in [20] . We show that M for all α ∈ N 0 n and j ∈ N (see Theorem 5.1 below). As a consequence, the complex interpolation of M p q follows from the result in [9] . Remark that the authors in [1] also introduced the space V
Since this space is equal to 
Preliminaries

The complex interpolation method
Let us recall the definition of complex interpolation method, introduced in [5] . We follow the presentation in the book [2] . Throughout this paper, we define the set S := {z ∈ C : 0 < Re(z) < 1} and S be its closure. First, we recall the following definitions. Definition 2.2 (The first complex interpolation functor). Let (X 0 , X 1 ) be a compatible couple of Banach spaces. The space F(X 0 , X 1 ) is defined to be the set of all bounded continuous function F : S → X 0 + X 1 for which
F is holomorphic in S;
2. For each k = 0, 1, the function t ∈ R → F (k+it) ∈ X k is bounded and continuous.
For every F ∈ F(X 0 , X 1 ), we define the norm
Definition 2.3 (The first complex interpolation space). Let θ ∈ (0, 1). The first complex interpolation of a compatible couple of Banach spaces (X 0 , X 1 ) is defined by
We shall use the following density result.
Lemma 2.4. [5]
Let θ ∈ (0, 1) and given a compatible couple of Banach spaces (X 0 , X 1 ).
We now consider the second complex interpolation method. Let X be a Banach space and recall that the space Lip(R, X) is defined to be the set of all X-valued functions f on R for which
is finite. The definition of the second complex interpolation space is given as follows.
Definition 2.5 (The second complex interpolation functor). Let (X 0 , X 1 ) be a compatible couple of Banach spaces. The space G(X 0 , X 1 ) is the set of all continuous functions G : S → X 0 + X 1 for which
For every G ∈ G(X 0 , X 1 ), we define
Definition 2.6 (The second complex interpolation space). Let θ ∈ (0, 1) and (X 0 , X 1 ) be a compatible couple of Banach spaces. The second complex interpolation space
The space [X 0 , X 1 ] θ is equipped with the norm
We shall utilize the following relation between the first and second complex interpolation method.
Lemma 2.7. [8, Lemma 2.4] Let (X 0 , X 1 ) be a compatible couple of Banach spaces and let G ∈ G(X 0 , X 1 ) be fixed. For every z ∈ S, and k ∈ N, set
Previous results on complex interpolation of Morrey spaces
First, let us recall the results on the second complex interpolation method of Morrey spaces.
Proposition 2.8. [7, 12] Keep the same assumption as in Theorem 1.3. Let f ∈ M p q . Define the functions F and G on S by
Then, for every z ∈ S, we have 
The description of complex interpolation of some closed subspaces of Morrey spaces is given as follows. 
We now recall the complex interpolation results of the diamond spaces in [9] . To state these results, we recall the following notation.
, where Q(r) := [−r, r] n . Set ϕ 0 := ψ and for j ∈ N, define
We also define ϕ j (D)f := F −1 (ϕ j ·Ff ), where F and F −1 denote the Fourier transform and its inverse. For a ∈ (0, 1), J ∈ N, and a measurable function f , we define
.
Using the notation in Definition 2.12, let us state the description of complex interpolation of diamond spaces. 
3 The first complex interpolation of vanishing Morrey spaces
Proof. Let f ∈ L ∞ c . Then, for every r > 0, we have m(f, p, q; r) r
Consequently, lim
For every N ∈ N, we have
Therefore, since the right-hand side is zero for large N we have
which implies (3.1).
Lemma 3.3. Let θ ∈ (0, 1), 1 ≤ q 0 ≤ p 0 < ∞, and 1 ≤ q 1 ≤ p 1 < ∞. Define p and q by
Then we have the following inclusions:
Proof. We only prove the first inclusion. The proof of another inclusion is similar. Let Combining this inequality and (3.2), we get lim
Proof. Observe that (1.2) and (1.4) imply
Without loss of generality, assume that p 0 > p 1 . Define F N,0 (z) := χ {|f |≤1} F N (z) and
Re(z) ≤ |f | Taking r → 0 + and using the fact that f ∈ V ∞ M p q , we have F N,0 (z) ∈ V ∞ M p 0 q 0 . Moreover, by (3.5), we also have
By a similar argument, we have
Combining (3.6) and (3.7), we have
We now show the continuity of F N . Let z ∈ S and h ∈ S be such that z + h ∈ S. Since
by using (3.6), we have
Similarly,
Combining (3.9) and (3.10), we get
This implies lim
Hence, F N is continuous on S. The proof of holomorphicity of F N in S goes as follows. For every z ∈ S, define
and
As a consequence of (3.6) and (3.7), we have
Combining (3.6) and (3.11), we get
Here the implicit constants in (3.11) and (3.12) can depend on N . Hence, it follows from (3.12) and (3.13) that
so F N is holomorphic in S. Finally, we show the boundedness and continuity of the
Note that, by using (3.4), we have
(3.14)
q k is bounded. Let t 0 ∈ R be fixed. Then, by (3.14), for every t ∈ R, we have
Remark 3.5. The similar result is also valid when V ∞ is replaced by V ( * ) .
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. According to Lemma 3.1, we have
Consequently, by virtue of Theorem 2.11, we have (1.7).
Next, we only prove (1.8) because the proofs of (1.8) and (1.9) are similar. Let
According to Lemma 3.3, we have
Then, by virtue of Theorem 2.10, we have
Define F N (z) by (3.3) . Then, by virtue of Proposition 3.4, we have
Moreover, for every M, N ∈ N with M > N , we have
we may combine (3.17) and (3.19) 
This completes the proof of Theorem 1.2.
The second complex interpolation of vanishing Morrey spaces
First, we show that the vanishing Morrey spaces V ∞ M p q is a Banach lattice on R n .
Proof. The assertion follows immediately from the inequality m(g, p, q; r) ≤ m(f, p, q; r), for every r > 0. We now prove the following inclusion result, whose proof is similar to that of [7, Lemma 8] . 
Proof. We may assume that q 0 > q 1 
We shall show that, for every 0 < a < b < ∞
In view of Lemma 4.1, we can prove (4.1) by showing that
where Since
for every t 1 , t 2 ≥ 0, we have
By using q > q 1 , we have
Meanwhile, by using the Hölder inequality, we get
Combining (4.3), (4.5), (4.6), and (4.7), we obtain (4.4).
We are now ready to prove Theorem 1.3. 
Examples
In this section, we shall examine the relation between each subspace in Theorems 1.2 and 1.3 and comparing them by giving several examples. Let θ ∈ (0, 1) and assume that 1 ≤ q 0 < p 0 < ∞, 1 ≤ q 1 < p 1 < ∞, and p 0 q 0 = p 1 q 1 . By a geometric observation, we see that
