Non-selfadjoint expressions of the form ly --y" + q(x)y have begun to be studied extensively in the past few years, and in two instances Naimark [4] (on the interval [0, oo)) and Kemp [3] (on the interval (-co, oo)) have achieved expansions in terms of eigenfunctions of /. By applying a suitable boundary condition, this paper generates an ordinary expansion and also a nonhomogeneous expansion, that is, an expansion involving solutions of -v" + (q(x) -X)y = K(x), in [0, oo), thus extending the work of Naimark [4] .
1. The operator L. We consider a differential expression of the form ly = -y" + q(x)y, 0 í£ x < oo, where q(x) is an arbitrary measurable complex function satisfying J""| q(x) | dx < oo.
We denote by D0 those functions / defined on [0, oo) and satisfying l./isinL2(0, oo), 2. /' exists and is absolutely continuous on every finite subinterval of [0, oo), 3 . Z/isinL2(0, oo). Let K(x) be an arbitrary complex-valued function in L2(0, oo), and let a and ß be arbitrary complex numbers. We denote by D those functions/satisfying 1./is in ö0, Let s = X112 such that 0 ^ arg s _: n and s = a + h with a and x real. We will use the solutions yi(x, s) and y2(x, s) (y2(x, s) = yi(x, -s))of Naimark [4, pp. 115-119] which have the following properties: yxix, s) and y2(x, s)arejointly continuous in x, s for all x > 0, x ^ 0, s # 0 and holomorphic in s for all x > 0.
yi(x, s) = eis*(l + o(l)), y'xix, s) = eis*(is + o(l)), y2(x, s) = e-;"(l + o(l)), y2(x, s) = e~isx(-is + oil)) as x -» oo for all t = 0, s ¥= 0.
yLix, s) = eis*(l + ö(f )), y'i(x, s) = iseisx(l + <>(f )) , y2(*,s) = e-Wl+oi-^), y'2(x,s) = -ise^il +oi|)J as | s | -» oo for all x and t ^ 0. Further
This is not exactly the way Naimark presented them. A certain amount of "welding" is necessary to put the solutions in this form.
In addition to assuming that J™ | Q(x) \dx < co, we will assume thaty^x, s) and y2(x, s) are continuous at s = 0. This is certainly true if J^e" | q(x) | dx < oo for some e > 0 (see [4, pp. 120-125] ). If X is not on the positive real axis, then yx(x, s) is in L2(0, co) and y2(x, s) is not. Hence This follows immediately since $0xKix)yxix, s) dx is holomorphic for x > 0 as are y^O, s) and yi(0, s). Theorem 3.2. If a. # 0 and K is in L^O, oo) nL2(0, co), then the eigenvalues form a bounded set.
As \s\->-co,joK(x)yx(x, s)dx is bounded asisy^O, s). Sincey1'(0,s) = s(l +0(1)) it increases without bound. Thus JV(s) ultimately cannot be zero. If there were an infinite number of eigenvalues they would have to accumulate on the positive semiaxis X 2; 0, and then N(s) = 0 at the accumulation point.
We will assume from now on that K is in Lx(0, oo) n L2(0, oo), that N(s) # 0 for all real s, and finally a ^ 0. Later we will consider the possibility of N(s) vanishing for real s.
4. The resolvent of L. By variation of parameters we find the Green's function V(X, x, Ç) and thus the resolvent of L. Let
" ~2hy*(Z>s)yi(x>*) for£<x.
Then V(X,x,0 = Vy(X,x,^) + V2(X,x,i). If X is not in the spectrum, we have/(
If g is in the domain of L*,
Jo Note that g(0) and g'(0) exist and are finite, further that Z -X may be applied.
In doing so we find (I -X)g is in L2(0, oo) and g is in D0. Since by Lemma 4.2, g is in D, by Lemma 4.1, limitsoeg(x)=0. Obviously the two integrals approach zero but unless A^-s) = 0 and A/(s) = 0 the first two terms merely oscillate. Since Ni -s) and N(s) are never zero for all real s, we have a contradiction completing the proof of the theorem.
Note that if both N( -s) and N(s) are zero for a particular value of s it is possible for g to exist in L2(0, co).
5. Expansion of the Green's function. For simpliciy we assume that the zeros of N(s) are simple zeros. We will use a theorem of Pollard [5] which extends the Cauchy integral and residue theorems to a closed contour which may contain the boundary of the function being considered as long as the function is continuous on that part of the boundary.
We choose as the contour CR in the s-plane the following: from -R to R along the real s-axis; from R to -R along a semicircle of radius R, center 0, in the upper half plane. We choose R large enough so that all the eigenvalues of L are within the contour.
On the semicircle, sV(X,x,Ç) is analytic. On the line segment from -R to R, sV(X,x,Ç) is continuous. We choose s0 interior to CR such that X0 = si is not an eigenvalue of L. We consider (ll2ni)¡CR\yx(s2,x,í?)l(s2-sl)~\2sds. As before the integral splits into three pieces with the integral around the semicircle vanishing as R -> oo. The residues at {s2}" can be evaluated by standard means giving the result. (1) (/ -s2)yix,s) = 0, f Kiz)yiz,s) dz -ßy<0,s) + ay'(0,s) = 0. In both the sum and integral we integrate by parts twice and reverse the order of integration in the integral, thus completing the proof.
7. A nonhomogeneous expansion. Note that the integral operator which takes / in L2(0,oo) into ¡oV(X,£,,x)f(Ç) d£, is bounded and sends L2(0,oo) into L2(0, co).
Let E* be those functions g satisfying 1. g is in Ll(0,co), 2. g' exists and is absolutely continuous on every finite subinterval of [0,oo), 3. Ig is in ^(0,00), 4 . ßg(0) -ag'iO) = 0.
One can show that under these conditions g is in L2(0,oo), \imitx^00g(x) = 0, limits "g'i^O = 0 and that E* is dense in L2(0,oo). This follows immediately from either Theorem 6.1 or 7.1.
9. Some extensions. There exists a two-fold extension of the preceding expansions : When A/(s) has a multiple zero not on the real axis, and when iV(s) has a zero on the real axis. The former corresponds to a multiple eigenvalue, the latter possibly to residual spectrum. We show how such possibilities affect the expansions by considering sample terms. The methods of proof are similar to those found in Naimark [4] and Kemp [3] and are not repeated here. 
