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Abstract
This thesis focusses on a number of topics in surface enhanced Raman
scattering (SERS). The aim of the undertaken research was to deepen the
general understanding of the SERS effect and, thereby, to clarify some of
the disputed issues, among them: What is the origin of the enhancement?
What is the physical or chemical effect of ‘salt activation’ in SERS systems?
Can we observe single-molecules using SERS? Can we determine the ab-
sorbate’s orientation on the surface?
In part one (chapters 1-3), as a general introduction, I start with a short
overview of the Raman effect and its relation to other molecular spectro-
scopic effects (such as fluorescence, Rayleigh scattering, etc... ). Follow-
ing these basic remarks, the surface enhancement mechanisms underlying
SERS are explained (as a largely electromagnetic field enhancement) and
are investigated theoretically on the canonicalmodel of a nanoscopic dimer
of silver spheres.
The second part (chapter 4) reports on the experimental investigation (elec-
tron microscopy, in-situ Raman measurements) of a typical real SERS sys-
tem: Lee & Meisel silver colloids. An emphasis is put on the self-limiting
aggregation kinetics which is observed in such systems after salt addi-
tion. This is also investigated and rationalised by means of Monte-Carlo
simulations which are footed on empiric theoretical considerations for the
interaction potential.
Part three (chapter 5) contains a discussion of the early attempts on single-
molecule SERS and points out the shortcomings of the previously used
ultra-low concentration approach. In response, an improved andmore rig-
orous approach is presented: Bi-Analyte SERS. Examplary applications of
the technique are discussed. Within these experiments the capability of the
technique to prove/disprove (with statistical soundness) single-molecule
sensitivity in any SERS system is demonstrated, and single-molecule en-
hancement factors are derived.
The last part (chapter 6) presents computational studies based on density-
functional theory and its use in the context of Raman spectroscopy and
SERS. Of particular interest here were the Raman tensors, their visual
representation appropriate in the SERS case, their relation to the relative
intensities of Raman peaks, and their modification when the photon en-
ergy approaches the electronic resonance of the molecule.
Last, but not least, a conclusion chapter is presented, where I highlight
what has contributed by the thesis to the general understanding of the
SERS effect.
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Chapter 1
Introduction
I don’t know anything, but I do know that everything
is interesting if you go into it deeply enough.
Richard Feynman
I started the work for this thesis in early 2005, in a newly formed group1
which had joined the field roughly one year earlier. After an initial phase
of learning the physical foundations of the Raman effect, and after get-
ting accustomed to the experimental realities of surface-enhanced Raman
spectrocopy (SERS), the primary research goal was as simple as profound:
develop and improve the understanding of the SERS effect. This research
undertaken to achieve this goal was mostly, but not solely, experimental
in nature. A variety of techniques were employed: optical spectroscopy
andmicroscopy, electronmicroscopy; also, suitable statistical data analysis
software was developed and computational methods were used to predict
and understand results. This broad range is reflected in the topics covered
throughout the chapters of this thesis, justifying the rather non-specific
title “Mechanisms in Surface-Enhanced Raman Spectroscopy”.
1At this point, the initial group consisted solely of Pablo Etchegoin and Eric Le Ru.
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Motivation
SERS is a powerful tool for physics, chemistry, biochemistry and related
fields. There are two key reasons for this: (i) SERS inherits its high molec-
ular specificity from the Raman effect [1, 2], which allows detailed analytic
chemistry with the ability to distinguish miniscule (even isotopic) changes
in molecules and (ii) SERS provides large enhancements of the Raman sig-
nal, thereby compensating for the small cross section, i.e. low intensity, of
Raman scattering. The Raman effect is understood [3], but the signal en-
hancement provided by a complexmixture ofmetal nanoparticleswith dye
and salt raises a whole plethora of questions and problems to investigate.
Clearly, in retrospective, it is always easy to formulate the questions which
correspond to the findings and insights gained through one’s work. How-
ever, a number of general questions emerged early, prior to any serious
investigation, and mostly pertaining to the real, experimental system:
• What do the colloids actually look like?
• Which effects constitute the enhancement in SERS?
• Why do SERS samples require activation using salt?
• Is single molecule SERS a reality?
These basic questions provided the initial momentum for this work and
ultimately were the driving force leading to many different, sometimes
unexpected, results. This thesis addresses these questions and points at
some of the developments which branched from these initial objectives.
Another substantial part of this work did not have such an initial motiva-
tion; rather, it drew its momentum from my passion for computing, but
quickly developed from a hobby into a useful tool: density functional the-
ory (DFT). If one was to assign an initial interest, it would be the question:
“Is it advanced enough to yield Raman spectra of sufficient accuracy to be
10
useful in the experimental context?” A chapter of this thesis is dedicated
to the research based on, or supported by, this computational method.
Thesis outline
An introductory discussion of molecular spectroscopy and the Raman
effect, accompanied by a brief summary of the experimental equipment
and materials, is given in chapter 2. Chapter 3 provides an overview of
the physics underlying the surface-enhancement effect, with an emphasis
on the theoretically predicted enhancements for a model mimicking the
real system: metal colloids. The characterisation of the colloidal system is
undertaken in chapter 4, which also addresses the effect of salt-based SERS-
activation, and, by the same token, shines light onto colloidal aggregation.
Chapter 5 is dedicated to the discussion and experimental proof of single
molecule SERS. The last part of this thesis, chapter 6, portrays DFT and
its use in the SERS context, with a particular emphasis on Raman tensors
and the possibility to elucidate molecular orientations in SERS. The thesis
is accompanied by a number of appendices.
Before launching into the main body of this work, I will provide a brief
outline of the historical timeline of the development of SERS.
Short history of Surface-Enhanced Raman Spectroscopy
In 1974, experiments by Fleischmann et al. [4], in which pyridine was
deposited onto electrochemically roughened silver electrodes, lead to the
first observation of surface-enhanced Raman spectra. The enhancement
was attributed to the enlarged surface area of the electrode. In 1977, Jean-
maire and van Duyne [5], as well as Albrecht and Creighton [6] conducted
similar studies on only slightly roughened silver electrodes and deduced
large enhancements incompatible with the interpretation of an increased
surface area. Alternatively, Albrecht and Creighton drew a connection to
11
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the interaction of the probe molecule with surface plasmons of the metal
substrate (based on an suggestion by Philpott [7]). Jeanmaire and van
Duyne reported a proportionality of the signal to the fourth power of the
electromagnetic (em) field, thus also proposing an em effect as cause for the
enhancement.
Despite these advances, interest and major progress in SERS came to a
halt for nearly two decades. In 1997 the field abruptly re-gathered mo-
mentum following the reports by Kneipp et al. [8] and Nie [9], who in-
dependently claimed single molecule sensitivity using SERS in colloidal
solutions. Claimed enhancement factors reached up to 1015, thus boosting
the effective Raman scattering cross section into the realm of fluorescence,
for which single molecule sensitivity was an established reality [10, 11].
However, until recently, single-molecule SERS (SM-SERS) was questioned
due to the ambiguity of the statistically weak results [9, 12, 13]. In fact, the
settlement of this discussion is one of the major results of this work [14].
12
Chapter 2
Molecular spectroscopy
In the beginning the Universe was created.
This has made a lot of people very angry and
has been widely regarded as a bad move.
Douglas Adams
This dissertation is almost entirely dedicated to one particular part of
the greater science of spectroscopy: the Raman effect. However, a holistic
approach to understandingRaman spectroscopy requires -at the very least-
a minimal outline of its wider context, and its setting and relation therein.
2.1 Molecular states and transitions
In Figure 2.1 a Jablonski diagram1 schematically depicts the molecular
states together with the light-induced transitions between these levels.
The energetic states are commonly categorised as follows:
1. Electronic states (thick horizontal lines) – these are the energy levels
of the electronic states of an unperturbed molecule. The energy gap
1named after Polish physicist Aleksander Jabłon´ski
13
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Figure 2.1 — Jablonski diagram showing the electronic (thick horizontal lines)
and vibronic (thin horizontal lines) states of a generic molecule (separated ver-
tically to depict difference in energy) and the photon-induced transitions in be-
tween these states: radiative transitions (wiggly arrows), non-radiative internal
relaxations (dotted arrows) and the spin-forbidden inter-system crossing (short
horizontal arrow). See text for more details.
in between electronic states of an organic molecule can be as low as
∼ 1.5 eV (e.g. Bacteriochlorophyll b,which absorbs at∼ 800 nm =ˆ1.5 eV)
or as large as ∼6 eV (e.g. pyrrol, which absorbs at ∼210 nm =ˆ6 eV). If
all electrons are in their lowest possible states, the molecule resides
in its ground state, which is, according to Pauli’s exclusion principle,
in general a singlet state2 (S = 0, spin multiplicity 2S + 1).
2. Vibronic states (thin horizontal lines) – these are sub-states of the
electronic states, wherein the electron’s molecular orbitals are now
perturbed by internal vibrations of the atoms around their equilib-
rium positions. Hence the name: ‘vibrational-electronic’ becomes
‘vibronic’.
3. Rovibronic states (not drawn) – these are the sub-states to each elec-
tronic and vibronic state arising from the quantised molecular rota-
2Molecular oxygen being a notable exception; it is a spin-triplet in its ground state.
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tion.
Between these levels a number of transitions occur:
• Absorption – the vertical excitation of an electron into an energetically
higher state (see Franck-Condon principle in Ref. [15]). For a pho-
ton to be absorbed, (i) its energy needs to match the gap in between
the ground and an excited state, (ii) the transition must be allowed
(e.g. not spin forbidden) and (iii) the wave-functions of the ground
and excited state need to overlap (Franck-Condon factor). In gen-
eral, the molecule is excited into a vibronic state; since the number
of (ro)vibronic states is large, the absorption spectrum is generally
broadened and spans the density of sub-states of the excited elec-
tronic state.
• Vibrational relaxation – the fast relaxation into the lowest electronic
excited state following absorption. In this case, ‘fast’ refers to a
lifetime measured best in femto- or picoseconds, which is, usually,
short in comparison to the lifetime of the excited electronic state (in
dyes, typically τ ∼ O(1 ns)).
• Stimulated emission – photon triggered radiative relaxation.
• Internal conversion – non-radiative relaxation into the ground state;
the energy is dissipated through solvent interaction into heat.
• Fluorescence – spin-conserving radiative relaxation into the ground
state. This process is subject to the same selection rules as absorption,
hence, the vertical de-excitation populates vibronic ground states
(leading in general to a broad emission spectrum).
• Intersystem crossing – a spin-flip of the excited electron, leading to a
triplet state. If energetically allowed, this otherwise spin-forbidden
transition becomes possible through the electron’s spin-orbit cou-
pling. The triplet state is of particular importance in molecular
15
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bleaching: efficient energy transfers to molecular oxygen become
possible, leading to oxygen radicals and thus triggering photochem-
ical reactions.
• Phosphorescence – spin-flipping radiative relaxation into the ground
state. Much like fluorescence, the phosphorescence spectrum is
broad, but of longer lifetime and hence much weaker in intensity,
since the transition is spin-forbidden.
Density of states
Absorption and luminescence3 can be observed in atoms, where, since
only electronic states are present (i.e. no vibrations), the resulting spectra
are discrete (e.g. Balmer series, etc...). A molecule, by the same token,
is a quantum object, hence has discrete states – however, absorption and
luminescence spectra are generally broad and continuous, leading to the
question: What is the density of states of the molecule?
As in the atom’s case, the purely electronic energy levels in a molecule are
discrete, and usually referred to as S0, S1 (T1) etc. for singlet (triplet) states.
As mentioned above, there are vibronic sub-states to each of the electronic
states. How many vibrations are possible in a molecule? As explained
in Fig. 2.2, a molecule with N atoms, after subtracting rigid motion and
rotation, has 3N−6 degrees of freedom (3N−5 in linear molecules). This is
the number of vibrations, or, more accurately, normalmodes possible in the
geometric system. For example, benzene with N = 12 has 30 vibrations,
CO2 has four, since it is linear. In each of these vibrations quantised
amounts of energy can be stored. Hence, the ‘population’ of a vibration
corresponds to a position in an energy ladder. This contributes heavily
to the observed density of states: in the exemplary case of benzene, even
if one only accounts for the first three quanta in each vibronic state, this
accounts to 90 states trailing towards higher energies from each electronic
3The term luminescence encompasses both, fluorescence and phosphorescence.
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Figure 2.2 — Schematic breakdown of the degrees of freedom in a molecule of
N atoms.
state. The states will be broad in general (lifetime broadening, etc.), thus
resulting in a quasi-continuum.
Another quantised sub-set of states adds to the overall density of states:
rigid rotation of the molecule. These states are, together with the vibronic
states mentioned above, referred to as rovibronic states4. Molecular rota-
tion corresponds to quantised states which are possible for any molecular
vibronic state, and hence add another ‘dimension’ to the discrete density of
states in a molecule. The hierarchy of states can be summarised as follows:
1. Top-tier are electronic ground state and excited states, in which vi-
brations are not populated (n = 0) and only contribute with the sum
of zero-point energies to the overall energy of the molecule.
2. From any purely electronic state, and for each of the possible vibra-
4A concise summary on spectroscopic terms is found in Ref. [15].
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tions in a molecule, a set of energetically equidistant states (for small
n) extends. These are the vibronic states.
3. Molecular rotation is quantised, thus for all electronic and vibronic
states another set of equidistant states extends. These are the rovi-
bronic states.
With the discussion above it becomes apparent that the depiction in Fig. 2.1
of the sub-set of states associated with each electronic state, is an under-
statement - there is a nested hierarchy of states for each electronic state,
caused by vibrations and rotations, which amounts to a high density of
states and explains the continuous nature of transitions like fluorescence.
With thesepreliminary considerationson the energetic structure ofmolecules,
and the photophysical processes possible therein, the spectroscopic foun-
dation to the introduction of the Raman effect is present.
2.2 The Raman effect
The Raman effect is the inelastic scattering of photons. The case of interest
here is the scattering by phonons, or molecular vibrations. The effect is
understandable in classical terms, which is the level of theory this short
introduction will focus on. A more formal derivation of the effect requires
to treat at least the molecule in quantum mechanical terms; ideally, one
would also lift the photon field from its classical description into quantum
electrodynamics. For more in-depth treatments see Refs. [3, 16, 17].
Scattering of light on molecules can be elastic, i.e. Rayleigh scattering, or
inelastic, i.e. Raman scattering. In the elastic case, the photon’s energy,
and the state of the molecule after the scattering event are unchanged –
hence Rayleigh scattered light does not contain much information on the
structure of molecular states. In Raman scattering, two inelastic processes
can occur:
18
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• Stokes process: an incident photon hνL excites a molecular vibration
hνi and is thus scattered with the corresponding difference in energy
h(νL − νi) (red-shift).
• anti-Stokes process: the photon acquires vibrational energy and is
scattered with a higher energy h (νL + νi) (blue-shift), thus ‘cooling’
the molecule. This however can take place only if a vibrational
quantum hνi is present in the molecule prior to the scattering event,
for example due to thermal excitation (governed by the Boltzmann
probability ∼ exp(− hνi
kBT
)) or from a preceeding Stokes process.
Toy model
For photon scattering onmolecules, one can invoke an elementary analogy:
a bouncing ball. This didactic toy-model is shown in Figure 2.3; it applies
to Rayleigh and Raman scattering:
• In the elastic collision event (representing Rayleigh scattering) the
ball bounces off the target back to its original level, i.e. energy is
conserved, photons keep their frequency νL.
• In Stokes scattering the ball/photon, upon impact, loses some of its
energy to the reduced mass µi vibrating with a spring of force con-
stant ki. Photons are red-shifted, towards smaller frequencies, by the
Raman shift: νi = 12pi
√
ki
µi
.
• In anti-Stokes scattering, upon impact the ball/photon gains a ‘push’
from a previously (or thermally) excited vibration. Photons are blue-
shifted and gain precisely the energy lost in a Stokes event.
Classical description of the Raman effect
Similarly to other spectroscopic transitions (see above), the Stokes and anti-
Stokes processes can be visualised, more formally, in a Jablonksi diagram,
19
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Figure 2.3 — Rayleigh, Stokes and anti-Stokes Raman scattering explained by
a simple kinematic analogy - an elastic ball is bounced off an object. The situa-
tion is depicted before (1st column) and after (2nd column) the scattering event.
For Rayleigh scattering (1st row) the ball (photon with energy νL) bounces off the
object (molecule) elastically, neither losing nor gaining energy from the collision
(scattering) event. In Stokes Raman scattering (2nd row) the molecule is able
to vibrate internally (harmonic oscillation along a normal mode ~qi), with a spring
constant ki and a reduced mass of the vibration µi. The impinging photon upon
collision induces a vibration, looses the according energy and thus changes its
frequency by ∆νi. In anti-Stokes Raman scattering (3rd row) the molecule vi-
brates prior to the scattering event, usually due to thermal excitation (hence the
Boltzmann-probability). The impinging photon now takes energy from the vibra-
tion, thus being scattered as a photon that gained energy.
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as shown in Fig. 2.4. The two insets in the top of Fig. 2.4 show the general-
isation of the Jablonski diagram to Stokes and anti-Stokes scattering. The
inelastic scattering is represented as a two-step process, involving ‘absorp-
tion’ of the incident radiation into a virtual-state and ‘emission’ from this
state into a vibrational or electronic ground state. Despite the explanatory
two-step model it is important to keep in mind that the scattering process
is in fact instantaneous. The bottom plot shows the resulting spectrum:
Rayleigh-scattered laser in the center, Stokes shifted Raman spectrum on
the right and anti-Stokes to the left. Note the exponential decay in the
mode intensity on the anti-Stokes side.
In physical terms, the origin of the Raman effect is two-fold: (i) the pertur-
bation of the molecule by the incident field and (ii) the modification of the
molecule’s polarisability through its vibration.
Field perturbation
The field perturbation alone explains elastic (Rayleigh) scattering. As
illustrated in Fig. 2.6A (see top row), an external electromagnetic (em)
field ~E (i.e. incident photon) distorts the molecule’s electron density, thus
leading to a charge displacement and dipole moment ~p. The magnitude
relating field anddipole is the polarisability αˆ, which in general is a second-
rank tensor5:
~p0 = αˆ0~E , (2.1)
Assuming the field to oscillate with frequency ωL, i.e.:
~E = Re
[
~E0 exp(−iωt)
]
, (2.2)
the resulting driven dipole will oscillate, and hence radiate, at the same
frequency:
~p0 = αˆ0 ~E0Re
[
exp(−iωt)] . (2.3)
5A second rank tensor transforms vectors into vectors; here ~E is transformed into ~p.
21
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Figure 2.4 — Jablonski diagrams depicting the Stokes Raman process (upper
right), the anti-Stokes Raman process (upper left) and Raman spectrum of Rho-
damine 6G (lower half, showing both anti-Stokes and Stokes side). In the Stokes
Raman process the incident photon creates a molecular vibration and is thus scat-
tered with an accordingly reduced energy (red-shift). In the anti-Stokes process
the incident photon picks up energy from an initially existing molecular vibration
and is thus scattered with a higher energy (blue-shift). Molecular vibrations exist
due to thermal excitation and are in equilibrium with the internal vibrational relax-
ation of the molecule. Therefore the populations of vibrational states decrease
exponentially with their energy (with respect to the ground state). Accordingly the
intensity of the anti-Stokes Raman lines decreases with the (negative) Raman
shift, e.g. the 1650 cm−1 line is visible on the Stokes, but not on the anti-Stokes
side.
22
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Figure 2.5— Plot of Boltzmann probability of the population of vibrations at room
temperature. The cases for the first three quanta in each vibration are shown.
Evidently, a vibration at 1000 cm−1 has a probability of less than 1% to be excited
at all, whereas a mode at 100 cm−1 has a 23% probability to be triply excited
(n = 3).
Vibrational perturbation
The electron density in a molecule is perturbed in the presence of a vi-
bration. Spatially, vibrations are characterised through normal coordi-
nates [18], which provide a complete basis of orthogonal displacement
vectors: ~qi for each mode i, with elements q
j
i
for each atom and direction,
j = 1 . . .3N. Since, for a single normal mode i, all atoms oscillate in phase,
the real, time-dependent displacements ~Ai can be written as
~Ai = Qi~qi· , (2.4)
where Qi is a the scalar normal mode amplitude which oscillates with the
vibration’s frequency ωi. The molecular vibration along a normal mode
i causes a change in the polarisability of the molecule. Assuming the
polarisability to be written as a function of normal coordinates ~q, and the
departures from equilibriumQi to be small, one can conveniently formalise
23
CHAPTER 2. MOLECULAR SPECTROSCOPY
structure/
vibration
electron density
isosurfaces
field (⇐⇒)
induced dipoles
field (m)
induced dipoles
A
B
C
D
E
Figure 2.6 — Breakdown of the phenomenological causes of Rayleigh and Ra-
man scattering, using benzenethiol as example. Shown are the molecular struc-
ture and vibrational displacements (first column), electron density isosurfaces
(second column; calculated with DFT, see chapter 6), difference electron den-
sity isosurfaces for a field along the x-axis (third column) and the same for a field
along the y-axis (forth column). The last two columns also show resulting dipole
moments (green arrows). The top row pertains to Rayleigh scattering; the vi-
brationally unperturbed molecule, only affected by the applied electric fields. All
other rows show, for all plotted properties, the difference with respect to the top
row. This results in Raman dipoles (green) in columns three and four.
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the impact of the vibration as a Taylor series:
αˆ = αˆ0 +
∑
i
(
∂αˆ
∂Qi
)
~Qi=0
Qi +
1
2
∑
i, j
(
∂2αˆ
∂Qi∂Q j
)
Qi,Q j=0
QiQ j + . . . (2.5)
Here, the first term, αˆ0, is the unperturbedRayleigh polarisability tensor. In
the second term, the derivationwith respect to the normalmode introduces
the Raman tensor:
Rˆi =
(
∂αˆ
∂Qi
)
Qi=0
(2.6)
Higher derivatives of αˆ with respect to ~Q’s lead to Raman overtones6. The
magnitude of the tensorial elements decreases rapidly with each term,
hence, Rayleigh scattering is much stronger than Raman scattering, which
is much stronger than its overtones, etc...
It is principally true that the molecular distortion along a normal mode
introduces a change in the electron density, and thus in its polarisability
(unless the changes cancel out, dependingon the symmetry of themolecule
and the normal mode). The effect of this is, however, only observable if the
thus perturbed molecule is also perturbed by an em field. In this context,
the quantum mechanical nature of the effect becomes evident: assume a
photon which is about to excite a vibration via a Stokes process, and the
vibrational population of that mode is zero; how can a photon interact
with the vibrationally perturbed molecule if the vibration is not present?
The answer lies in the quantum nature of the vibration: as a quantum
(harmonic) oscillator, each normal mode is always present through its zero
point energy, even if unpopulated. Hence, the photon interacts with a
molecule which is vibrationally perturbed by its zero point energy.
In Eq. 2.5 the vibration-aware polarisability is a sum, hence, applying
the field, the resulting dipole may be expressed as such, with Raman
6This second-order contribution is usually too small to be observed, except under SERS
conditions, where the enhancement of the effective scattering cross section allows for the
detection of overtones [19].
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components7:
~piR =
1
2
QiRˆi~E , (2.7)
This context is visualised in Fig. 2.6, with benzenethiol as the exemplary
molecule. The top row (A) refers to the vibrationally unperturbed interac-
tion, i.e. Rayleigh scattering, from left to right:
(i) the structure of the molecule as ball-stick model,
(ii) isosurfaces of the electron density (obtained fromDFT, see chapter 6),
(iii) the difference electron density after perturbation by an electric field
aligned along the x-axis (blue or red colour refer to an increase or
decrease in the electronic density) with resulting dipoles (green ar-
rows),
(iv) the same as (iii), but with the field aligned along the y-axis.
The latter two plots hence pertain to Rayleigh scattering. On the second
row (B), the influence of the vibrational perturbation onto the molecule are
shown, i.e. the plots here show the differences to the plots in the top row:
(i) the structure of the molecule and displacement vectors of the vibra-
tion,
(ii) the difference electrondensity between the vibrationallyunperturbed
and perturbed molecule,
(iii) the difference electrondensity between the vibrationallyunperturbed
and perturbed molecule, with an electric field along x. The resulting
dipole is the Raman dipole.
(iv) the same as (iii), but with the field aligned along the y-axis.
7The factor of 2 comes from the time dependence of the normal mode: Qi(t) =
Re
[
Q0
i
exp(−iωit)
]
= 12Q
0
i
(
exp(−iωit) + exp(iωit)).
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This latter pattern is repeated for other exemplary vibrations in rows (C)-
(E). Hence, the spectrocopic observables are in the 3rd and 4th columns:
Rayleigh dipoles in the top row, and Raman dipoles in the rows below.
The tensorial character of the polarisability and its vibrational derivative is
evident here: the resulting dipoles are in general not aligned with the field
direction, and differ greatly in magnitude. Note that dipole magnitudes
and electron density differences were rescaled with respect to the Rayleigh
case for clarity. Also note that some Raman dipoles are very weak; this
does not necessarily mean that the polarisability derivative is small un-
der these vibrational perturbations. More accurately, it means that the
corresponding Raman tensor has only small components along the field
directions probed here.
The electronic distortion phenomenologically explains the presence of scat-
tering dipoles. By explicitly including the time dependence of the em field
and the vibration, Eq. 2.7 yields:
~piR = RˆiQiRe
[
exp(−iωit) ~E0 exp(−iωLt)
]
=
1
2
RˆiQi ~E0Re
[
exp(−i(ωL − ωi)t)
]
+
1
2
RˆiQi ~E0Re
[
exp(−i(ωL + ωi)t)
]
,
(2.8)
where ωi is the frequency of the vibration. The dipole radiates at the
frequency (ωL − ωi), i.e. is Stokes shifted; or at (ωL + ωi), i.e. is anti-Stokes
shifted.
Quantum mechanical approach
As the above considerations have shown, it is not the polarisability, but
the change in polarisability that holds responsible for the Raman effect.
As stated already, the presence of a perturbed state prior to the scattering
can not be described classically – it requires time-dependent higher-order
perturbation theory. The full derivation is beyond the scope of this in-
troduction, which will be limited to the discussion of the results: The
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quantum-mechanical analogue to Eq. 2.5 is∫
χ∗na,ν′ αχna,ν = α0δνν′ +
∑
i
∫
χ∗na,ν′i
(
∂α
∂Ri
)
0
Ri χna,νi dVatoms + . . . , (2.9)
where na are the quantum numbers of the electronic ground state, ν is
the vibrational quantum number, therefore χna,ν is the corresponding wave
function, Ri is the ith normal coordinate and dVatoms means integration over
the normal coordinates for all atoms. In Eq. 2.9 the first term is Rayleigh
scattering again, since α0δνν′ is non-zero only for ν = ν′. The integral in the
second term can be reduced to a single vibration,(
∂α
∂Ri
)
0
=
∫
χ∗naν′i (Ri)Ri χna,νi(Ri) dVi , (2.10)
which is due to the possibility to separate χ(R) into χ(R1)χ(R2) . . . χ(RM)
and exploit the orthogonality of these functions. When substituting χqaνi
with the wave function of a quantum-mechanical oscillator, this integral
leads to the fundamental Raman transition selection rule:
ν′i = ν ± 1 . (2.11)
Therefore this formalism describes vibration creation (Stokes) and destruc-
tion (anti-Stokes). When applying the same considerations to the third
perturbation term (not shown in Eq. 2.9) one obtains two possible transi-
tions,
ν′i = ν ± 2 and ν′i = 0 , (2.12)
thus accounting for either 1st overtone-generation or no Raman effect at
all (annihilation). As in the the classical description, the magnitude of the
perturbation terms in Eq. 2.9 decreases rapidly with increasing order of
the term.
2.3 Experimental setup and materials
Before launching into themore intricate aspects of SERS, a short digression
on the experimental background is required to lay the base of the later
discussion.
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Spectrometer
All Raman/SERS spectra shown in this thesis were measured with a Jobin
Yvon confocal Raman spectrometer (LabRam) coupled to a liquid N2-
cooled CCD detector and a confocal (Olympus BX2) microscope. A photo
of the setup is shown in Fig. 2.7, and a schematic of the basic optical setup
is provided in Fig. 2.8.
Figure 2.7 — Photo of the LabRam/Olympus setup.
Dry and liquid samples were characterised using a range of objectives:
air objectives with magnifications ×10, ×20, ×50 and ×100 and an index-
matched (to water) immersion objective, ×100 (NA = 1).
For laser excitation the following lasers/lines were used8:
• Ar+-ion laser: 458 nm, 514 nm (< 10mW at the sample).
• HeNe laser: 633 nm (∼3mW at the sample).
• diode IR laser: 785 nm (< 1mW at the sample)
8All lines are continuous wave modes, no pulsed lasers were used.
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Materials
A wide range of analytes was used throughout the work undertaken for
this thesis, however, the experimental and theoretical data discussed is
limited to three different molecules (with a few exceptions being men-
tioned in passing), which therefore deserve a small introduction. The
molecules/dyes are shown together with their chemical structure in Ta-
ble 2.1. The absorption spectrum of the dyes is shown in Fig. 2.9.
Rhodamine 6G
In all experiments referred to in this thesis, Rhodamine 6G (Rh6G) was
used as purchased. It was originally developed as a laser dye for the
visible range – it shows strong absorption in the green (λabsmax ∼ 535 nm) and
broadly fluoresces in the green and red region, with high quantum yield.9
Rh6Ghas beenwidely used in the past for SERS and single-molecule SERS.
It shows strong SERS spectra under standard conditions, for a number of
reasons:
• In solution Rh6G carries one positive charge and thus adsorbs to
the negatively charged Ag colloids (see below). The adsorption is
believed to be physisorption, thus non-covalent and easily reversible.
• For excitation wavelength in the visible range, the electronic reso-
nance of Rh6G promotes the SERS cross-section via resonance Ra-
man scattering (RRS; excitation within the absorption band) or via
strong pre-resonance effects [21] (when exciting within 100 − 200 nm
red-shifted from the main absorption; see also Sec. 6.9).
• Rh6G is a relatively large molecule (64 atoms including 4 conjugated
ring structures) and thus has an intrinsically larger Raman cross sec-
tion than, for example, methanol. The absolute Raman cross-section
9A quantum yield of 0.95 was measured in ethanol, see Ref. [20].
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Figure 2.8 — Coupling optics for laser and microscope to the LabRam spec-
trometer. Components are labelled as follows: I - iris, IF - interference filter, FW
- filter wheel (for beam attenuation), P - polariser, A - analyser, M - mirror, NF -
notch filter, BS - beam splitter. Components drawn with dashed boundaries are
optional.
molecule chemical structure
benzenethiol (BT)
SH
BTZ2, see caption
N
N
N
N
N
NH2
MeO
H
Rhodamine 6G (Rh6G)
O NN
HH
CO2CH2CH3
Cl
Table 2.1 — Analyte molecules and their chemical structure.
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Figure 2.9 — Absorption spectra of common SERS dyes. Shown are BTZ2
(blue), Rh6G (green) and crystal violet (CV, red) as an example for a dye resonant
in the red region. The laser lines at 458nm, 514nm and 633nm are indicated (thick
dotted lines). All samples were aqueous solutions with low dye concentrations
(cBTZ = 20µM, cRh6G = 2µM and cCV = 4µM) – these spectra thus correspond to
the absorption of the monomeric moieties. The absorption maxima are located at
389nm (BTZ2), 526nm (Rh6G) and 589nm (CV).
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of Rh6G in water at 633 nm excitation is dσ
dΩ
≈ 10−27 cm2sr−1 (mode
dependent, see Ref. [21]). For comparison, methanol scatters four
orders of magnitude less: dσ
dΩ
≈ 10−31 cm2sr−1.
BTZ2
Thebenzotriazole dyeBTZ210 was synthesized following theprocedurede-
scribed in Ref. [22] (dye # 2 of this reference). The yellow aqueous solution
shows broad absorption below 500 nm. Due to its tri-azo group the dye is
believed to strongly adsorb (covalent bonding) to the silver surface [22].
BTZ2 was specifically designed for SERS studies, and accordingly shows
large signals. Its bare Raman cross-section at 633 nm is dσ
dΩ
≈ 10−28 cm2sr−1
(mode dependent, see Ref. [21]).
SERS Substrates
Twoprincipallydifferent types of substrateswere used: liquid anddry. The
base for both is negatively charged Ag-colloids which were prepared ac-
cording to the standard procedure described by Lee &Meisel (see Ref. [23]
and chapter 4). I will describe the specific sample preparations where
appropriate later in text, but the general recipe can be outlined here:
1. start with bare Lee & Meisel colloid solution,
2. add dye to desired concentration11, usually < 1µM, and let the dye
adsorb for a few minutes,
3. add KCl to a final concentration of 10mM and incubate for ∼10min
(see Section 4.4),
4. optionally, dry the final sample onto a glass or silicone slice.
10Full name: 3-methoxy-4-(5’-azobenzotriazolyl)phenylamine
11Note that throughout the entirety of this thesis, unless stated otherwise, concentra-
tions are given in the commonly used molarityM, which is defined asM = 10−3mol/m3.
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A more thorough characterisation of the colloidal sol is the topic of chap-
ter 4, which also describes the procedure to prepare dry samples in full.
This shall complete the brief excursion on the experimental details. To-
gether with the theory of the Raman effect the stage has now been set to
conceptually introduce the surface-enhancementmechanism, i.e. the effect
of the surface-proximity on molecular Raman scattering.
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Surface-enhancement
mechanisms
[...] a straight line law connecting any empirical data
always can be achieved with the aid of suitably
scaled logarithmic paper and a robust conscience.
Robert A. Fairthorne
3.1 Electromagnetic surface enhancement
The surface enhancement achieved through re-distribution of electromag-
netic fields accounts for the bulk of the enhancement observed in SERS [24,
25, 21]. Though other aspects (e.g. molecule-surface charge-transfer com-
plexes, molecular orientation; i.e. the ‘chemical’ enhancement) may play a
role, their influenceon theobserved intensity is generallymuchweaker1 . In
a nutshell, the SERS substrate interacts with the em field and re-distributes
it, usually resulting in strongly localised regions of high field intensities - so
called hotspots. A molecule which resides in a hotspot is driven by the am-
1For a discussion see Section IV in Moskovits’ 1985 review, Ref. [25]
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plified local field, and, moreover, the self-reaction of the molecular dipole
with its environment modifies the dipolar emission [17].
Due to the complexity of the topic, in what follows, the discussion is
inevitably limited to cover only the most salient aspects of the underlying
physical principles, however, due to its relevance for the model SERS
hotspot, I will cover the model of the dimer of Ag spheres (see Sec. 3.1.5)
in more depth. For an exhaustive discussion of all the topics presented
in this chapter the reader is referred to Le Ru and Etchegoin’s book [17],
chapters 3-6 and appendices C-H.
The layout of the chapter is as follows: Sec. 3.1.1 gives a brief primer on
SERS enhancement factors and includes some definitions necessary in the
later discussion; Sec. 3.1.2 lays out the physical foundation of SERS by
introducing the dielectric function of noble metals; Sec. 3.1.3 surveys the
most common approaches taken to solve Maxwell’s equations in systems
with more or less complex geometric structures and material properties;
in Sec. 3.1.4, the basic example of a planar surface is used to introduce
some important concepts in SERS. Equippedwith these preliminaries, and
concluding the scope of this chapter, the concept of the SERS hotspot is
then studied in Sec. 3.1.5.
3.1.1 Enhancement factors
Acommonphrase in the SERS literature is“... the signal is enhanced by a factor
of ...”, or a variation thereof. Irrefutably, the SERS enhancement factor (EF)
is one of the most important parameters in the assessment of the strength
of the effect. Indeed, it appears that the EF has evolved intomuch of a label
advertising the grandeur of SERS, with authors seemingly striving to post
the highest conceivable numbers. EFs up to 1014 are commonly quoted [8,
26, 27, 28], despite being in disconcert with theoretical estimates [29, 30]
and experiments [31, 21], which consistently put the bar around 1010–1011.
Themore disheartening it is then to realise that only few in the field [31, 21]
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properly define and measure the EF they quote. Correspondingly, the lack
of proper taxonomy made SERS EFs subject to a Babylonian confusion of
tongues, leading to disagreement about the magnitude and origin of the
enhancement. As Moskovits observed2, the apparent disagreement in EFs
persists simply because “there is no one enhancement factor”. In fact, one
can define a whole plethora of EFs [21, 17] without leaving the realm of
experimental significance. To this end, it shall suffice to enumerate, but
not elaborate upon, the various EFs. The only EF used quantitatively later
in this thesis is the |~E|4-approximation, which is made plausible below3.
|~E|4-approximation
As stated before, the surface enhancement is above all an em effect; af-
ter all, single molecules (see chapter 5) cannot be seen on flat surfaces,
where a chemical enhancement (see Sec. 3.2) would already be present.
The incident light interacts with the electronic structure of the substrate
(mostly free electrons in case of a noble metal like Ag), leading to surface
plasmon resonances (SPR). At these localised resonances the incident em
fields are amplified, and -vice versa- the em field of the scattered radiation
is amplified as well. In this context it is common to define a field en-
hancement factor which compares the local field intensity
∣∣∣∣~Eloc
∣∣∣∣2 with the
non-enhanced field
∣∣∣∣~E0
∣∣∣∣2. Since intensities are measured, the enhancement
of the incident radiationMin is expressed as:
Min (λ) =
∣∣∣∣~Eloc (λ)
∣∣∣∣2∣∣∣∣~E0 (λ)
∣∣∣∣2
. (3.1)
Solving the em problem (see Sec. 3.1.3, ff.) directly yields this enhancement.
The local field is what is ‘felt’ by a molecule at the surface, therefore, by
2in a private conversation at the Colloquium Spectroscopicum Internationale XXXV,
Xiamen 2007
3For a more rigorous treatment, see Ref. [32]
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analogy, this is equivalent to a situation in which a laser with Min-fold
power irradiates a free molecule. This analogy holds for the excitation-
part, however, the radiation of the thus driven Raman-dipole is enhanced
by its self-reaction in the presence of the SERS substrate. Since this effect
is difficult to quantify (it requires solving the problem of dipolar emission,
which is substantially harder than dealing with incident waves), the radi-
ation enhancement Mout is commonly (and conveniently) assumed to be
the same asMin. The overall enhancement thus writes:
M(λ, λ′) =Min(λ)Mout(λ′) =
∣∣∣∣~Eloc (λ)
∣∣∣∣2∣∣∣∣~E0 (λ)
∣∣∣∣2
∣∣∣∣~Eloc (λ′)
∣∣∣∣2∣∣∣∣~E0 (λ′)
∣∣∣∣2
. (3.2)
Note that the enhancement depends on the incident and the Raman-shifted
wavelengths λ and λ′ – as can be calculated (e.g. by Mie-Theory [33,
34], see Sec. 3.1.5), the intensity of the plasmonic resonance varies with
wavelength. Therefore, for each vibrational mode i in a molecule one
observes a principally different enhancement M(λ, λi). It is important to
note that this is not an intrinsic mode-dependence, but a wavelength-
dependence, as the enhancements for Stokes and anti-Stokes shifted peaks
differ as well. One can simplify Eq. 3.2 further by neglecting the Raman
shift, i.e. setting λ = λ′:
M(λ) =
∣∣∣∣~Eloc (λ)
∣∣∣∣4∣∣∣∣~E0 (λ)
∣∣∣∣4
. (3.3)
This is the EF in the |~E|4-approximation. It was reported already in one of
the first SERS papers [5]. It is important to bear inmind the crude character
of this approximation; it is little more than a yardstick measure fromwhich
one can draw some qualitative conclusions [32].
As an example in which this simple approach clearly fails to yield physi-
cally meaningful enhancement factors, one can consider the extreme case
of a molecule with a uniaxial Raman tensor being subjected to a field po-
larised perpendicular to it, i.e. αˆ~E = 0. The (fixed) molecule in free-space
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then is not expected to interact with the field at all. However, the local
field in general does not retain the incident polarisation. In the local en-
vironment the molecule hence would interact with light. Comparing this
with the free-spacemolecule, one would arrive at an infinite enhancement.
Conversely, one can expect the |~E|4-approximation to work well within its
scope (yardstick measure) in the case of isotropic Raman tensors and low
Raman shifts.
Accordingly it emerges that, depending on the desired assessment, EFs
need to be tailored to the experimental or theoretical specifics.
Other EFs
It is worth noting that simplicity, experimental feasibility and hence re-
producibility are inversely proportional to the amount of physical detail
accounted for in EF definitions. One can quickly and rigorously define an
enhancement factor with little experimental use.
On the simple end, an intuitively understandable EF is the analytical en-
hancement factor (AEF). It simply answers the question: “Compared to
normal Raman scattering (RS), by what factor can one decrease the analyte
concentration, yet still yield the same Raman intensity?” It is formally
defined as:
AEF =
ISERS/cSERS
IRS/cRS
, (3.4)
where I is the scattered intensity and c is the analyte concentration. The
fact that, under SERS conditions, the molecules will (ideally) be absorbed
onto the substrate, is swept under the carpet in this definition. Hence, the
AEF will not only vary across substrates, but also across analytes, since it
ignores surface adsorption efficiency – it is thus not suited to characterise a
SERS substrate for any analyte. On the other hand, it is well suited (given
a reference AEF) to assess the SERS-activity of liquid substrates (colloidal
sols) with respect to one particular analyte.
Taking account of the surface adsorption, the SERS substrate EF (SSEF)
39
CHAPTER 3. SURFACE-ENHANCEMENTMECHANISMS
normalises intensities to the actual number of molecules partaking in the
scattering event:
SSEF =
ISERS/Nsurface
IRS/Nvolume
(3.5)
The SSEF characterises the average enhancement of a substrate [35]. How-
ever, notably, determiningNsurface poses a significant step-up in experimen-
tal hardship.
The single-molecule enhancement factor (SMEF) is designed to accurately
portray the enhancement felt by a single molecule – it requires proper
determination of the (effective) cross-sections under normal Raman and
SERS conditions4.
SMEF =
dσSERS/dΩ
dσRaman/dΩ
(3.6)
Without going into further detail, I shall mention in passing the mere
existence of EF definitions which, in addition to the effects elaborated
upon above, take into account selections of the following properties:
• incident polarisation
• molecular orientation
• scattering configuration
• the Raman tensor of the specific mode
An exhaustive review on EFs is given in Ref. [21] (also see the supporting
information) and in chapter 4 of Ref. [17].
3.1.2 Dielectric function of noble metals
Ultimately, the physical reason why Au and Ag are so heavily used for
SERS stems from the fact that noble metals feature free conduction elec-
4This is experimentally cumbersome since it requires knowledge on the scattering
volume, etc... Also, the bare Raman signal of dyes is often buried in fluorescence, hence
not measurable with sufficient accuracy.
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trons. Since these electrons are unbound, they are -in principle- free to
interact with em fields. One can picture this as: (i) the incident wave driv-
ing the electrons back-and-forth along its oscillating ~E-field (and projected
onto the electrons plane of mobility, i.e. the metallic surface) and (ii) the
driven electrons thus turning into, if damping is negligible, dipoles which
emit the reflectedwave at the very same frequency. This strong coupling of
conduction electrons to the em field is the basis for the field re-distribution
on a substrate. The resulting em enhancement, which shall be touched
later (see Sec: 3.1.4 and 3.1.5), then has a strong geometrical dependence
(e.g. the field distribution and enhancement on a sphere is different from
a plane).
The Drude model
The Drude model stems from the Lorentz model of atomic polarisability,
which assumes the electrons to be classical harmonic oscillators – oscillat-
ing around fixed atomic cores, i.e. non-free electrons. In this model, the
interaction with the field is then described by the equation of motion of a
classical, forced, dampened harmonic oscillator:
m
(
d2~r
dt2
+ ω20~r + Γ
d~r
dt
)
= −e~E (3.7)
where ~r is the electron’s displacement, ω0 is the natural frequency of os-
cillation, Γ contains the damping the electrons experience within their
environment and e and m pertain to the effective charge and mass of the
electron(s). By convention, ~E is defined as a harmonically oscillating field
via:
~E = Re
[
~E0 exp(−iωt)
]
. (3.8)
Eq. 3.7 is then satisfied by:
~r =
−e/m
ω20 − ω2 − iΓω
~E. (3.9)
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This leads to the atomic dipole moment ~p = −e~r, from which, with ~p = α~E,
one can express the optical polarisability α as:
α =
e2/m
ω20 − ω2 − iΓω
(3.10)
Given the electron density n, one can extrapolate to the macroscopic po-
larization: P = nα~E. This yields the connection to the dielectric function ε
since P = χε0~E = (ε − 1) ε0~E. Thus, from the atomic polarisability (Eq. 3.10)
the macroscopic dielectric function is obtained:
ε(ω) = 1 +
nα(ω)
ε0
= 1 +
ne2
mε0
1(
ω20 − ω2 − iΓω
) (3.11)
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Figure 3.1 — Optical properties of typical SERS substrate elements copper,
gold and silver (see legend). Shown are the real part (top left) and imaginary part
(bottom left) of the dielectric function and, complementary, the index of refraction
n (top right) and extinction coefficient κ (bottom right). Copper and gold data was
taken from Johnson & Christy [36] and silver from Palik [37].
This is as far as the Lorentz model reaches. Based on these foundations,
the Drude model implements modifications by
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• assuming free electrons, i.e. ω0 → 0, which simplifies the denomina-
tor in Eq. 3.11,
• approximating the optical response of the positive ion grid of the
metal as a constant factor, ε∞.
The resultant dielectric function is:
ε(ω) = ε∞
(
1 − ne
2
mε0
1
ω2 + iΓω
)
(3.12)
Here it is common to introduce the plasma frequencyωp, which is the natural
oscillation frequency of the plasma of free electrons:
ωp =
√
ne2
mε0ε∞
. (3.13)
This compacts Eq. 3.12 to:
ε(ω) = ε∞
1 − ω
2
p
ω2 + iΓω
 (3.14)
This complex-valued function describes the free-electron contribution to
the optical response of metals, and I shall briefly highlight its main aspects
here. For the discussion, it is customary to split the function into its real
and imaginary parts:
ε = ε′ + iε′′ (3.15)
ε′ = Re [ε (ω)] = ε∞
1 − ω
2
p
ω2 + Γ2
 (3.16)
ε′′ = Im [ε (ω)] =
ε∞ω2pΓ
ω (ω2 + Γ)
(3.17)
A connection to optical properties is made by comparing ε˜ with the com-
plex index of refraction (n˜ = n+ iκ); both are close relatives, via ε˜ = n˜2. The
components of n˜ are the index of refraction n and the extinction coefficient κ.
The real and imaginary part of ε˜ thus can be expressed as: ε′ = n2 − κ2 and
ε′′ = 2nκ.
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Figure 3.2 — (Top) Real
part and (bottom) imagi-
nary part of the dielectric
function of Ag from the UV
to the near IR. The insets
expand the visible spec-
tral region mostly used in
SERS. Shown are the ex-
perimental data by John-
son & Christy [36] (◦), Pa-
lik [37] (), Sambles [38]
(a) and a Drude model
fit (solid line; parame-
ters given in Eq. 3.18).
Note the Drude-like be-
haviour throughout the
visible range and IR.
Absorption sets in for
λ < 320 nm.
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Dielectric function of silver
Experimental measurements of the dielectric function of silver, and a fit
of Eq. 3.14 to these values, are shown in Fig. 3.2. Expressing Eq. 3.14 in
wavelengths, the Drude-fit has the following parameters:
εAg (λ) = ε∞
1 −
1
λ2p
(
1
λ2 +
i
µpλ
)

ε∞ = 4 , λp = 282 nm , µp = 17000 nm
(3.18)
This function is used in the em simulations undertaken in Sec. 3.1.5. Note
the discrepancy in the experimental values in the visible range – these stem
44
3.1. ELECTROMAGNETIC SURFACE ENHANCEMENT
from the different techniques used in the (non-trivial) measurement of ε.
Both Palik ( in Fig. 3.2) and Johnson&Christy (◦ in Fig. 3.2) ignore the
presence of plasmons, which, if taken into account (Sambles data [38],ain
Fig. 3.2), provide a better agreement with the Drude fit.
Dielectric function of gold
Goldwas not used as a substrate in the experiments described in this work,
but is, nonetheless, one of the classic substrates used for surface-enhanced
spectroscopies. Au takes its advantages from its well-understood surface
chemistry and known bio-compatibility. To this end, the dielectric func-
tion of gold was studied simply since there was, initially, no analytical
expression adequately fitting the experimental data. As opposed to Ag, in
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Figure 3.3 — (Top) Real
part and (bottom) imagi-
nary part of the dielectric
function of gold from the
UV to the near IR. The
insets expand the visible
spectral region mostly
used in SERS. Shown
are the experimental data
by Johnson & Christy [36]
(◦) and the fit by
Etchegoin [39, 40]
(solid line). See text for
details.
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Au the onset of absorption (caused by intraband transitions) happens in
the visible region. While the Drude model fits well in the infra-red region,
the lineshape in the visible (i.e. the absorption region) requires additional
terms to the dielectric function. These can not be approximated well by a
small number of Lorentz-, Gauss- or Voigt-curves. Borrowing the concept
of critical points from semiconductor physics [41], Etchegoin et al. managed
to cast the fit into a compact formula (which shall be omitted here to avoid
undue typographical strain) – the interested reader is referred to Ref. [39]
and its erratum [40]. Fig. 3.3 shows the Johnson&Christy data [36] (◦) and
the mentioned fit (thick line).
3.1.3 Solving the electromagnetic problem
The solution to Maxwell’s equations in the SERS context is far from trivial.
The stage is set by the substrate: colloidal (or otherwise ‘roughened’)metal
substrateswhich are -in general- of arbitrary geometry. Solving the emfield
re-distribution in this scenario requires sophisticated analytical methods
or, of more general applicability, numerical algorithms5.
Numerical approximate solution via discretisation
For arbitrary geometries, typically, the problem is discretised into small
chunks and, with given boundary conditions, the solution is propagated
through the discrete space. Some commonly used methods of this type
are:
Discrete dipole approximation – DDA [43, 44, 45], splits the spacedomain
into a set of polarisable points. The solution propagates through the
interaction of the resulting dipoles.
5For a general introduction into “Computational Electromagnetics”, see Ref. [42]
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Finite-difference time-domain – FDTD [46, 47], discretises the space do-
main and solves time-steps for ~E and ~H, by connecting the space and
time domains through Maxwell’s curl equations.
Finite element modelling – FEM, is a general approach to the solution
of partial differential or integral equations. The space domain is,
in general, discretised non-uniformly (‘meshed’) and the problem’s
solution is approximated by choosing a basis function, which ex-
trapolates the solution within the subdomain of each mesh cell. An
in-depth discussion of the application of the finite element strategy
to electromagnetic modelling can be found in the books byMonk [48]
and Volakis [49].
The list of discretisation-based approaches is long, and it is outside the
scope of this thesis to dive any deeper into the specifics of each imple-
mentation [50]. What one should take away from here is that: (i) there
are many numerical methods, each with their respective advantages and
disadvantages and (ii) all of these methods share one principal problem,
which is somewhat intrinsic to SERS: the time- and memory-requirements
of fine-grained discretisations. Why is this intrinsic to SERS? - because
hotspots are generally very small compared to the overall colloid/substrate
and field wavelength, but a much larger volume is usually required for
accurate results. For example, to model the generic situation of a hotspot
in the gap between two colloids, one deals with various length scales;
ordered from small to large these are: (i) the hotspot, where field intensities
may vary orders of magnitude across a single nanometer, (ii) the colloids,
typically with a ∼20−100nm diameter and (iii) the modelled environment
around the colloids, which needs to be large enough to avoid simulation
artifacts on boundaries, etc..., typically at least ∼ 1µm3. Modeling these
length scales appropriately is non-trivial; when using uniform grids, it
quickly becomes infeasible.
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Analytic solutions for special geometries
Analytic solutions to the electromagnetic problem exist for a few special
cases, most notably highly symmetric problems: planar, cylindrical and
spherical geometries. Of particular relevance for SERS is the case of single
or multiple spheres – modelling single colloids and aggregates. Gustav
Mie [51] developed an analytical solution for the single sphere – now
known as Mie theory [52, 53]. With a vast increase in complexity, Gener-
alised Mie theory [54, 55, 56, 17] (GMT) extends this ansatz to multiple
spheres (including overlapping and ‘coated’ spheres) and related shapes,
i.e. ellipsoids. While the theory in principle provides analytic solutions,
in practice the result is a numeric evaluation of the analytic solution. In
Sec. 3.1.5, I will discuss in depth the model of a dimer of spheres solved by
GMT.
3.1.4 Local field of a planar surface
Figure 3.4—Schematic representation (not a strict simulation) of the evanescent
field arising from total internal reflection. The incident and reflected field in the
medium superimpose at the boundary into a longitudinal wave, i.e. ~E and ~k are
both parallel to the surface. Above the boundary, the longitudinal wave spills into
space, whereas the field intensity drops exponentially with distance to the surface.
Aplanar surface is a far abstraction from the conditions inmost real-world
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SERS experiments, and, moreover, its interaction with electromagnetic
waves is a standard textbook problem [57, 58, 59], mostly treated (when
complex indices of refraction are considered) by the Fresnel coefficients [60].
Nonetheless, it is worth the brief digression since the effects encountered
already contain a number of aspects important in SERS, and thus, it serves
as a didactic device to introduce these concepts:
Polarisation dependence: As should be obvious, transmission and reflec-
tion of the incoming wave depends -as exemplified by the Brewster
angle- on the polarisation of the em wave with respect to the sur-
face (TE- and TM-waves, or s- and p-polarisation). I mention this
here since in more complex (less symmetric) geometries, from the
SERS point of view, polarisation is a crucial parameter: For example,
the field magnitude in the hotspot of a dimer of colloids strongly
depends on the orientation of the dimer with respect to the field
polarisation [17, 61, 62]. This has also been confirmed experimen-
tally [63, 28].
Evanescent fields: Much like the standing wave solution in a potential
well tunnels (with exponentially decreasing amplitude) into thewall,
an em wave confined at a boundary will ’spill’ across the interface,
with exponentially decreasing amplitude. Consider a TM-wave un-
dergoing total internal reflection (see Fig. 3.4): at the boundary, the
incident and the reflected wave sum into a longitudinal wave, with
both ~E andwave vector~k parallel to the surface. Across the boundary,
the momentary field decays exponentially into the optically thinner
medium, perpendicular to the boundary. The evanescent fieldmoves
with the boundary field, i.e. propagates with~k parallel to the bound-
ary.
Surface modes and ~k-conservation: Given the skin-effect, how can an em
wave propagate in a perfect metal? One of the conditions is that
the plasmon’s ~k needs to be parallel to the surface, however, then it
is impossible to excite this plasmon by an incident wave, since the
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∑~k would not be conserved. With the aid of evanescent fields the
~k-conservation criterion is overcome – it is possible to excite propagat-
ing plasmons (strictly, propagating surface plasmon-polaritons [17])
in a planar surface. This is experimentally achieved in the Otto and
Kretschmann [64] configurations. The momentum mismatch can
also be overcome by patterning the surface, or, more generally, by
roughening it6.
Surface selection rules: The radiation of dipoles near the surface can be
enhanced or quenched depending on the relative orientation with
respect to the surface. This orientation dependence becomes obvious
when invoking the method of image charges (see Fig. 3.5), which
describes the metal’s reaction in the electrostatic limit. Furthermore,
in the long-wavelength limit, it is easy to see that the field component
parallel to the surface vanishes (since the interface is a conductor),
while the perpendicular component is enhanced (superposition of
incident and reflected wave). Both effects, the self-reaction of the
dipole and the modified local field, lead to a selective enhancement
of Raman modes.
I will now depart from this brief digression on the planar surface and re-
focus onto a more SERS-specific model: the dimer of spheres. From the
didactic point of view, this poses a discontinuity since the discussion of
a dimer of spheres should be predated by a treatise of the single sphere.
Nonetheless, I will omit this step since the single sphere, although inter-
esting from the theoretical point of view, does not add to the concepts
significant for this short discussion.
6Which is how SERS was first discovered: on electrochemically roughened silver, see
Ref [4].
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Figure 3.5 — Concept of image dipoles: electrostatic dipole oriented perpendic-
ular (left) and parallel (right) to a metal surface, together with the (virtual) image
dipole. Shown are electric field vectors (red), field lines (blue) and the metal (light
blue). In the perpendicular orientation (left), the presence of the image dipole
increases the dipolar field strength outside the metal, i.e. the two dipoles com-
bine constructively. In the parallel case (right), the real and image dipole ‘cancel’,
strongly reducing the dipolar character of the field outside the metal; a quadrupo-
lar field results. Note that the field lines drawn here are those produced by the
dipoles (image dipole explicitly included) – the metal is not taken into account, the
boundary conditions appear to be matched here solely due to the symmetry of
the mirror dipoles. Image dipoles are virtual, i.e. the real field outside the metal is
as if an image dipole were present, however, the real charge distribution and field
within the metal looks nothing like it: in the electrostatic limit it is only concentrated
on the surface, otherwise it has a small penetration depth.
3.1.5 Local field of a dimer of spheres
The dimer of spheres, i.e. two spheres separated by a small gap (see
Fig. 3.6), is a standard model system mimicking colloidal SERS. The em
problem is analytically solved by Generalised Mie-Theory, which yields
near-field (the local field at and close to the metallic surface) and far-field
properties (extinction, absorption and scattering coefficients). The local
field harbours the conceptually most critical feature for the understanding
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R1
R2 g
Figure 3.6 — Schematic highlighting the geometry of the dimer model (two
spheres of radii R1 and R2, separated by a gap g). The symmetry axis of the
dimer is the z-axis, with the origin in the center of the gap. The angle of incidence
θ is defined as the angle between ~k (red line) and the z-axis; plane wave polari-
sation is fixed by β. Most importantly for SERS, is the study of the field (~E, yellow
vectors) on the surface of the sphere (with normals ~n, green vectors).
of SERS: the em hotspot. At the resonance frequency of this geometry,
the field re-distribution is extremely non-uniform; the incident field is
‘funnelled’ into a small region, resulting in a strongly localised, high em
field intensity. As will become clear later, both, the field amplification and
its localisation are crucial for the single molecule sensitivity observed in
SERS.
It is convenient to introduce F and L, which abbreviate the field enhance-
ments in the |~E|4-approximation as follows:
F =
∣∣∣∣~Eloc (λ)
∣∣∣∣4∣∣∣∣~E0 (λ)
∣∣∣∣4
, L = log10 F (3.19)
F is simply a new label for the EF in the |~E|4-approximation (see Eq. 3.3),
and L is its decadic logarithm.
As stated before, this systemcanbe solved analytically byGMT (see above),
and a number of studies [24, 65, 29, 66] have explored this model and
put it into the experimental SERS context. To lay the foundation for the
52
3.1. ELECTROMAGNETIC SURFACE ENHANCEMENT
discussion here, Fig. 3.6 summarises the model and its parameters. All
calculations referred to in the following share the following details:
• sphere radii are identical at R = R1 = R2 = 25 nm,
• spheres are separated by a gap of g = 2 nm,
• sphere centers lie on the z-axis, at R + g/2 and −R − g/2,
• sphere material is Ag (dielectric function as above, see Eq. 3.18),
• outside medium is air, i.e. εM = 1,
• excitation is a plane wave of linear polarisation,
• excitation ~k is fixed by a single angle θ = ∠(~k,~ez), which is sufficient
due to the symmetry of the problem.
Figure 3.7 — Colour-map of log10 |~E|2 for the dimer of Ag spheres, as calculated
by GMT. The dimer acts as a ‘nano-antenna’ and funnels field-lines into the gap
between the spheres, resulting in a hotspot. In the |~E|4-approximation, the hotspot
shown here results in a ∼ 1010 enhancement factor. In this calculation, as indi-
cated, ~k (~E) is perpendicular (parallel) to the dimer axis, the outside medium is air
(i.e. εM = 1), and plane wave excitation with 448nm wavelength was used, which
yields the maximum resonance in this configuration.
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Fig. 3.7 shows the near-field distribution in the vicinity of the dimer. As
indicated in the figure, the incident wave propagates along ~k ‖ ~ex and is
polarised along ~E ‖ ~ez. This configuration yields the strongest maximum
field amplification, which forms as the classical gap-hotspot. The field en-
hancement is not bound to the surface - it extends into space, albeit rapidly
decaying with distance. This has repercussions for surface-enhanced fluo-
rescence (SEF)7, however, in the typical SERS case one assumes the analyte
to adsorb onto the surface, and I will therefore, in the following, devote
closer attention to the field at the surface.
It is sufficient to study the surface field of one of the two spheres: without
loss of generality, I arbitrarily choose the sphere centered at z = −R− g2 ; the
field for the opposing sphere follows trivially from symmetry. Invoking
spherical coordinates8 (R = const., ϑ, ϕ), the field on the surface can be
written as a function thereof: ~E = f
(
ϑ, ϕ
)
.
Fig. 3.8 presents an overview of the near- and far-field properties of the
dimer under different excitation geometries:
• (left column) ~k ‖ ~ex and ~E ‖ ~ez, i.e. propagation ~k perpendicular,
polarisation ~E parallel to the dimer axis,
• (center column) ~k ‖ ~ex and ~E ‖ ~ey, i.e. both propagation and polarisa-
tion perpendicular to the dimer axis, and
• (right column)~k ‖ ~ez and ~E ‖ ~ex, i.e. propagation parallel, polarisation
perpendicular to the dimer axis.
For these three cases, the following plots were generated:
7Fluorescence benefits from the field enhancement through enhanced absorption, but
is also quenched since the metal adds non-radiative decay channels – in essence, due to
the different distance dependencies of the two effects, the optimal position in SEF is not
on, but above the surface. [67, 68]
8In this work the physical convention is used, where ϕ denotes the azimuthal angle
(0 ≤ ϕ < 2pi) and ϑ denotes the zenith (0 ≤ ϑ ≤ pi).
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Figure 3.8— Field distribution on the lower sphere in the dimer, for three different
incident orientations (see top row). Each column in the plot array pertains to one
excitation configuration and wavelength (to match the according resonance). The
dimer (as described in Fig. 3.6) is excited with a polarised plane wave with ~k
and ~E oriented as indicated, from left to right:
(
~k ‖ ~ex, ~E ‖ ~ez
)
,
(
~k ‖ ~ex, ~E ‖ ~ey
)
and(
~k ‖ ~ez, ~E ‖ ~ex
)
. The surface plots (top row) show the log10 |~E|2 distribution on the
sphere by scaling the radius for each point (also note the colour-bar on the right) -
the undistorted unit-sphere (grey) is shown for comparison. For a more accessible
portrayal of the same data (center row) log10 |~E|2 plotted vs ϑ and -by colour- vs
ϕ (see Fig. 3.6). (Bottom row) Extinction (black), absorption (blue) and scattering
(red) coefficients vs wavelength. Note the strong field enhancements when ~E ‖ ~ez
(left column), but also (and more surprisingly so) when ~k ‖ ~ez (right column). See
text for details.
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• (top row) Plot of the local field bymeans of a distorted sphere surface
– the local radius being varied by r(ϑ, ϕ) ∝ log10 |
~Elocal |2
|~E0|2
. Note the
logarithmic scaling – the field intensity is boosted by five orders of
magnitude! In termsof enhancement, this accounts for the partwhich
drives the (Raman- or fluorescent) dipoles on the surface. Squaring
this expression (logarithm aside) yields F (i.e. the |~E|4-approximation,
see above), which, in this case, predicts a Raman enhancement of
roughly a factor of 1010 in the best case (left column; configuration
~k ‖ ~ex and ~E ‖ ~ez, at ϑ = 0).
• (middle row) Essentially the same data as the top row, but displayed
in a more conventional fashion (albeit less visual) – L is plotted vs.
the sphere’s coordinates ϑ (on the abscissa) and vs. ϕ (via colourbar).
Note that for ~E ‖ ~ez the resulting local field has very little dependence
on ϕ, whereas for ~E ⊥ ~ez the (now strongly) broken symmetry results
in a strong ϕ dependence. For example, consider the plot for ~E ‖ ~ex
(right column): for ϑ = 0 and ϑ = pi the enhancement is the same for
all ϕ, but for ϑ = pi/2 the enhancement ranges from log10 |~E|2 = 2.7
(at ϕ = 0) to log10 |~E|2 = 1.9 (at ϕ = pi/2). A similar dependence is
observed for the case ~E ‖ ~ey (center column).
• (bottomrow)Far-fieldproperties: extinction (black), absorption (blue)
and scattering spectrum (red). The axes limits are the same in all three
plots. For ~E ‖ ~ez, the resonance of the dimer is at 448 nm, and thus in
the visible region – as opposed to the ~E ⊥ ~ez-situations, for which the
resonance lies in the near UV. Due to the strength and spectral po-
sition of this resonance, the (~E ‖ ~ez)-configuration is the most useful
for Raman experiments using excitation wavelengths in the visible
range. Note that the resonances produced from the configurations
studied here do not significantly shift under further variations of the
incident geometry (i.e. θ and β, see Fig. 3.6). Instead, they simply
de- or increase in strength, but stick to their spectral position. Hence,
for any configuration (θ, β), the spectrum is well approximated by a
superposition of the cases shown here.
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The configuration with ~E ‖ ~ez (left column in Fig. 3.8) yields a pronounced
hotspot – in the gap, at the pole of the sphere (i.e. point (0, 0,−g/2),
or ϑ = 0), the field intensity is amplified by more than five orders of
magnitude. Departure from this point yields a sharp drop in enhancement
(note the log-scale), at ϑ ∼ pi/6 the field intensity has dropped already by
a factor of 100 with respect to the polar maximum.
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Figure 3.9 — (Left) Spatial enhancement distribution, L in plotted vs. ϑ (and
ϕ as colours). Note that the maximum enhancement Fmax corresponds to about
300〈F〉, i.e., in the |~E|4-approximation, a single molecule experiencing the highest
enhancement will yield (statistically speaking) as much intensity as ∼ 300 ran-
domly distributed molecules. (Right) probability density of the enhancement, L is
plotted vs. its probability. Note the logarithmic abscissa. A linear dependence of
log p(L) emerges for L > 5. In both plots, regions which, statistically, contribute
80% (dark gray), 90% (gray) and 98% (light gray) to the intensity are shown. See
text for details.
Fig. 3.9 elaborates on exactly this point – a plot of L (the decadic loga-
rithm of the enhancement in the |~E|4-approximation) vs. ϑ (left plot) is
shown. Most strikingly, a molecule experiencing the maximum enhance-
ment (log10 Fmax = 10.3), i.e. located at the very hotspot center, contributes
as much to the Raman signal as ∼ 300 molecules on the average enhance-
ment (log10〈F〉 = 7.8). In the statistical sense, this is equivalent to 300
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molecules randomly distributed on the sphere’s surface9. Note that L de-
pends very little on ϕ, discernible only in the low enhancement region.
Higher enhancements (L > 6) depend on ϑ only. From L = f (ϑ, ϕ) the
probability distribution p(L) (right plot) is extracted. Note the logarithmic
scale on the abscissa, this is effectively a log-log plot of p(|~E|4). p(L) is
the outcome of a simple Monte-Carlo simulation: with the local distribu-
tion of F known on the entire sphere surface, one can evaluate the field
in random spots10, thereby simulating a (large) series of SERS events, in
each of which a single molecule probes the surface field. The histogram
of enhancements, in the limit of an infinite number of simulated events11,
equals the probability distribution p(L).
If one were to randomly place a molecule anywhere on the sphere, collect
its signal (‘measuring’ L) and do so over and over again, then 80% of the
signal would come from only 0.66% of the sphere’s surface (dark grey
area; 0 ≤ ϑ < 9.3 deg), despite the fact that these enhancements are the
least likely to occur (see corresponding dark gray area in the plot on the
right). 90% of the signal occurs from a 1% surface fraction (gray area,
0 ≤ ϑ < 11.5 deg), while 98% stems from 2% of the surface (light gray area,
0 ≤ ϑ < 16.1 deg). Conversely, for this latter case, the remaining 98% of the
surface area contribute only 2% to the signal. This highlights the extremely
skewed character of this long-tail distribution of enhancements, which is
adequately described by a variant of the Pareto distribution (see below).
In Fig. 3.10 the polarisation is changed to ~E ‖ ~ey (corresponding to the center
column in Fig. 3.8). The polarisation sensitivity of the dimer becomes
evident here. In clear contrast to the earlier case, the field enhancement
9Let n denote an ensemble of 300 random points on the sphere. Then, it holds that
300〈F〉 = 〈∑n(F)〉n, where the latter average is to be taken over all possible sets n. This may
appear trivial, but precisely highlights the skewed distribution of F, since the equality
only holds for the overall average; single sets n will produce great variation.
10Random positions on a sphere, with a uniform surface density, are generated by
ϕ = 2piU and ϑ = acos(2U − 1), where U are uniformly distributed random numbers with
0 ≤ U < 1.
11The number of simulated events was 108; the histogram has 1000 bins.
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Figure 3.10 — (Left) Spatial enhancement distribution, L in plotted vs. ϑ (and
ϕ as colours). Note the strong ϕ dependence and the overall low enhancements
for this case. (Right) probability density of the enhancement, L is plotted vs. its
probability. Note the logarithmic abscissa. In both plots, regions which, statisti-
cally, contribute at least 80% (dark gray), 90% (gray) and 98% (light gray) to the
intensity are shown. See text for details.
here is comparably low (Lmax < 5) and spread out. Most of the signal
stems from a large fraction of the surface area; the enhancement, when
compared to the previously studied hotspot, is now delocalised. This is
also evident in the probability distribution, since higher enhancements are
more probable than low Ls. Note that, in this figure, the gray-ed areas do
not directly correspond to the given signal intensity percentages. Due to
the strong dependence in ϕ, one can no longer assert a single range for ϑ,
the correct surface boundary is now parametrised by both ϑ and ϕ. The
corresponding ranges for L now act as a lower bounds; they include at
least 80% (dark gray), 90% (gray) and 98% (light grey) of the overall signal.
Basically, this shows that the ϕ dependence adds to the localisation – albeit
not significantly so, in this case.
The third case, with ~k ‖ ~ez and ~E ‖ ~ex, beats intuition and is therefore a bit
of a surprise: although the dimer presents its minimal geometrical cross-
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Figure 3.11 — (Left) Spatial enhancement distribution, L in plotted vs. ϑ (and
ϕ as colours). Note the strong ϕ for this case. (Right) probability density of the
enhancement, L is plotted vs. its probability. Note the logarithmic abscissa. In
both plots, regions which, statistically, contribute at least 80% (dark gray), 90%
(gray) and 98% (light gray) to the intensity are shown. See text for details.
section to the incident wave, the ‘nano-antenna’ nonetheless produces
a strongly localised field redistribution, somewhat rivalling the hotspot
studied in the first case (see Fig. 3.9). Two hotspots occur near (but not
on) the pole, at ϑ = ±7.5 deg. The maximum enhancement is roughly one
order of magnitude lower (Lmax = 9.2) than in the first case, however, it is
strongly localised – as in the case of ~E ‖ ~ey, the strong ϕ dependence adds
to the (already quite narrow) localisation in ϑ. The probability distribution
of enhancements is, again, a long-tail distribution.
Note that, in the cases where hotspots are apparent, the local electric fields
therein aremarkedly normal to the surface. Therefore, analytes experiencing
the enhancement of a hotspot will, if their orientation on the surface is
fixed (or at least restricted), be exposed to a prevalent field direction,
hence leading to the selective amplification of Raman dipoles, i.e. surface
selection rules [69, 70, 71]. The orientation of the local field can not be
chosen by the experimenter; it is a direct consequence of the em resonance
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in the dimer. For example, polarisation ratio measurements of liquid SERS
samples [72] unanimously yield a ratio of 1/3 for allmodes and all analytes,
thus exposing the dominant uniaxial response of hotspots. Accordingly,
the local field provides a comprehensible explanation for the differences
between normal Raman spectra and SERS spectra: the former measures
-in general- orientationally averaged spectra, the latter exposes surface
selection rules.
Pareto distribution of enhancements
In the cases discussed above, while safely ignoring all situations where
L < 6, it is visually obvious that log10 p(L) (note the log-scale in the plots) is
(in a good first approximation) linear in L, monotonically decreasing and
has an upper limit Lmax. We thus fit a straight line via:
log10 p(L) = −kL + c (3.20)
with parameters k and c. Mathematically, this is equivalent to a Pareto
distribution12:
p(F) ≈ AF−(1+k) (3.21)
The distribution is truncated by themaximum enhancement, so that p(F) =
0 for all F > Fmax. Fitting the parameters for the case of ~E ‖ ~ez (see Fig. 3.9)
yields A = 0.075 , k = 0.135 and ~Fmax = 1.9 · 1010. The values of these
parameters vary with the parameters of the model (i.e. sphere radii, etc...),
however, once established, this analytical expression for the enhancement
distribution proves useful in the simulation of large amounts of SERS
events (i.e. for Monte-Carlo simulations). For applications, see Sec. 5.1.2,
in particular Fig. 5.3, and Ref. [75].
12In his 1897 book Pareto [73] observed that 80% of the land in Italy is owned by 20% of
the people. This skewed type of distribution is often encountered in economics (income
distribution, sales per client, etc...), but also in other disciplines (e.g. articles per author,
sand grain sizes, city sizes, file sizes, etc...); see Ref. [74].
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Conclusions
What emerges from these plots, and what carries beyond the limitations
and approximations of this model, is the dominance of the hotspot in the
local field enhancement. Regions of high enhancement are spatially very
confined, for example as shown in Fig. 3.8, where |~E|2 > 4 shows only
when 0 ≤ ϑ < pi/8, which corresponds to less than 4% of the surface
area. The enhancement distribution outside the hotspot quickly becomes
insignificant. The experimentally meaningful enhancement distribution is
a long-tail, Pareto-like distribution in which the by-far biggest part of the
signal stems from a very small fraction of the surface. Hence, even if a
sphere (i.e. colloid) has a dense surface population of adsorbed analytes,
only a very small fraction thereof will contribute to the observed signal.
This is the foundation of the single-molecule sensitivity, to which I shall
come back in chapter 5.
The epigraph given at the start of this chapter quotes Fairthorne13:
“[...] a straight line law connecting any empirical data always can be achieved
with the aid of suitably scaled logarithmic paper and a robust conscience.”
He adds: “Even more can be achieved if you give yourself the option of declaring
the limits of the straight line portion only after you have plotted the data.”
The astute reader will have noticed the similarity regarding the deduction
of the truncated Pareto distribution of enhancements14.
13A highly commendable read, see Ref. [74]
14To console thosewho feel cheated, this does notmean that these findings are irrelevant
or inaccurate. The empirical character in the deduction of the Pareto distribution of
enhancements solely arises throughMonte-Carlo simulations, which are based on known
distributions (field distribution on the spheres, uniform randomdistribution ofmolecules
thereon).
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3.2 Chemical enhancement - controversy
Amuch discussed issue in SERS EFs is the contribution from the so-called
chemical enhancement. Its significance to the surface enhancement, in partic-
ular when invoked to explain enhancements orders of magnitudes above
the theoretical limit given by em calculations, is -by and large- a recently
refuted myth. The origin of this concept is three-fold, and I shall briefly
digress into each case below.
Early SERS
Initially, in the early history of SERS [76], the term ‘chemical enhancement’
arose from the observation that a few simple molecules (e.g. pyridine,
piperidine) experience a much higher enhancement (factor of 100-1000)
than is theoretically predicted. This was credibly attributed to the charge-
transfer (CT)mechanism [76, 77, 78]. SinceCT is a conceptmostly known in
chemistry, and truly poses an enhancement for the specific molecules and
substrates investigated, the term chemical enhancement became a concept in
SERS, mostly used as a general umbrella denoting the more subtle aspects
of surface chemistry, but associatedwith the rathermisleading connotation
of providing a significant enhancement in the general case.
A summary of the different effects proposed in favour of a chemical en-
hancement is found in section IV of Moskovits’ 1985 review on surface-
enhanced spectroscopy [25]. Moskovits concludes:
“... the magnitude of this effect rarely exceeds a factor of 10 and is best thought
to arise from the modification of the Raman polarisability tensor of the adsorbate
resulting from the formation of a complex between the adsorbate and the metal.
Rather than an enhancement mechanism, the chemical effect is more logically to
be regarded as a change in the nature and identity of the adsorbate.”
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Moskovits’ notion of a modification of the Raman polarisability tensor due to
the surface proximity is a much more sober formulation of the concept,
since it the applies a more fitting taxonomy: modification, as opposed to
enhancement.
Single-molecule SERS
Taking a step forward in history, the revival SERS experienced in the late
1990’s also lead to a revival of the chemical enhancement concept, but for
thewrong reasons. Fueled by the apparent discrepancy between themuch-
quoted 1014 enhancement [79, 80, 81] (see discussion in Sec. 3.1.1) and the
theoretically obtained Fmax ≈ 1011, it seemednecessary to invoke additional
mechanisms to bridge this virtual gap in EFs. However, the dissonance in
EFs is resolvedbyproperlydefining andmeasuring them [31, 21]. Invoking
Occam’s razor [82], the idea of large chemical enhancements generally
present in SERS is made largely redundant. As stated by Moskovits, and
shown experimentally for a range of typical SERS analytes15 in Ref. [21], the
mode-dependent modifications in the AEF (see Sec. 3.1.1) do not exceed
a factor of 10. In fact, since these analytes are all known to adsorb well
onto the used substrate (Lee&Meisel Ag colloids, see chapter 4), it is not
surprising that the variation in AEF barely exceeds a factor of 10 across
analytes. Keep in mind that this does not rule out the existence of chemical
effects on the enhancement; it merely provides a lower bound. However,
since these results were obtained from a rather arbitrary set of analytes,
it is equally important to recognise that one cannot claim large chemical
enhancements without providing the according experimental verification.
Salt activation in SERS
Despite the overwhelming evidence that identifies the em effect as the ma-
jor enhancement contributor, the discussion about the role of a chemical
15Benzotriazole and the dyes BTZ2, Rh6G and crystal violet
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enhancement has still not settled fully (for recent examples, see Otto et
al. [83] and Schneider et al. [84]). One of the reasons for the ongoing be-
lief in a chemical enhancement is the fact that from the first experiments
on silver electrodes, to the commonly-used silver colloids nowadays, it
was always necessary to use a salt solution to achieve an ‘active’ sub-
strate/suspension. Potassium chloride was used as a reduction agent in
the oxidization/reduction-cycles for the roughening of the silver electrodes,
and is used to activate Ag colloid suspensions too. For colloidal solutions
however, salts are known to induce aggregation16, which exposes the boost
in EF as an em effect (the dimer of spheres yields a much higher maximal
field enhancement than the single sphere [17]).
Yet, until very recently one particular observation stood in opposition to
this conclusion. From many different salts studied, NaCl and KCl clearly
show the highest enhancements when applied to the commonly used cit-
rate reduced Lee and Meisel Ag colloids [23], showing a up to ∼ 20-fold
signal increase (dependent on the probemolecule)when compared to other
salts like KNO3, KPF6. Since the valence of the dissociation products of
these salts is the same and thus the same screening and aggregation is
expected, this observation lends some credibility to the proposition that a
more subtle (i.e. ‘chemical’) effect might be underway. However, it has
been shown recently [87, 88] that halides (e.g. Cl−) replace the citrate layer
on the colloid surface, thereby potentially changing surface charge, colloid
stability, adsorption and interaction properties. This explains the variance
in enhancements across aggregation agents.
In conclusion, chemical enhancement is an inaccurate, but historically
coined termwhich may refer to a number of interesting effects (e.g. the CT
16The dissociated salt ions act as electrolyte that effectively screens away the charge of
the like-charged colloids, thus reducing repulsion (see DLVO theory, section 4.2). This
behaviour obviously depends on the salt concentration, and a standard procedure [85]
(also given in [86], p. 94) has been proposed to obtain the critical coagulation concentration
at which no repulsion occurs between the colloids. See chapter 4 for details.
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mechanism is a thriving topic in SERS17). Unfortunately, it is often used as
a carpet under which apparent discrepancies in enhancements are swept.
17A good precis of the CT mechanism can be found in Ref. [89], see Tian’s comment on
page 156.
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Chapter 4
Self-limiting colloidal
aggregation in SERS-active
solutions
The ships hung in the sky in much
the same way that bricks don’t.
Douglas Adams
4.1 Noble metal colloids in SERS
This chapter focusses on the physics of silver colloids suspended in water,
which are commonly used as SERS substrates1. In fact, all experimental
work discussed in this thesis is footed upon this basic system. The chapter
aims to examine the dynamics of one of the most important effects of
colloidal sols for SERS: colloidal aggregation. Particular emphasis will be
1The term ‘substrate’, as it is used here and in the remainder of this thesis, encompasses
any surface to which the analyte molecules may attach and is therefore not restricted to
the intuitive understanding as a solid-to-gas interface. For example, metal colloids in
water, i.e. a solid-to-liquid interface, constitute a SERS substrate.
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given to the important, yet somewhat counter-intuitive effect of self-limiting
colloidal aggregation.
The chapter is divided into two parts. The first part (Secs. 4.1–4.3) will
characterise the experimental system and lay the foundation for the subse-
quent discussion. In detail, I first introduce the nature and basic properties
of a typical colloidal sol for SERS (this section), followed by a brief treatise
of DLVO2 theory, which is an approximation to the pair-wise interaction
of colloids, in Sec. 4.2. Electron micrographs of single and aggregated
particles are shown in Sec. 4.3. The second part of the chapter (Secs. 4.4–
4.5) applies this knowledge: Sec. 4.4 presents in-situ SERS experiments
which yield insights into the colloidal aggregation, and Sec. 4.5 provides,
by means of kinetic Monte-Carlo simulations, a qualitative explanation of
the self-limiting behaviour in the aggregational dynamics.
4.1.1 Introduction
Colloids are many-atom particles ranging in size from a few nanometers
to microns3, which are suspended in a medium. Both colloids and medium
may be gaseous4, liquid or solid5. The existence of colloidal suspensions
depends on a fine balance of forces: hard-core repulsion, Coulomb at-
traction and repulsion, van der Waals attraction, adhesive and cohesive
intermolecular forces, and hydrodynamic forces (coupling through move-
ment). For stable colloids, these forces necessarily must be in equilibrium
–which is found to be the case for a great variety of conditions, leading to a
manifold of colloidal systems. Naturally occurring forms of colloidal sols
are, for example, fog, milk, opal and bone; examples of synthetic colloids
are aerogel, paint and stained glass. Colloids are mostly studied in the
2Named after its developers: Derjaguin, Landau, Verwey and Overbeek.
3Due to their size and charge colloids are sometimes referred to as macroions, see for
example Refs. [90, 91].
4Colloids suspended in a gas are referred to as aerosols.
5Note that colloidal suspensions exist for all combinations of aggregate states for
colloids and medium, except where both are gaseous.
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context of surface chemistry (since the large surface areas involved provide
a very efficient pathway for catalysis); detailed investigations can be found
in the specialised literature [92, 86, 93].
In SERS, colloidal sols of metal nano-particles suspended in a liquid (usu-
ally water) are a commonly used substrate. The move to use colloids as a
SERS substrate stems from: (i) the fact that they were readily available (see
next section) and (ii) from the understanding of the surface-enhancement
as an em effect, relying on roughened surfaces:
• SERS was first observed on electrochemically roughened silver elec-
trodes [4], and the enhancement was soon attributed to the electric
field enhancement stemming from the surface roughness [5]. Col-
loids, equivalently, provide the surface ‘roughness’ simply through
their surface curvature.
• In the single-colloid regime a significant surface enhancement (field
enhancement |
~Elocal |
|~E0|
∼ 10, → F ≈ 104) is already present, but, as dis-
cussed in Sec. 3.1.5, small aggregates function as “nano-antennas”
and can provide a dramatically increased field enhancement (F ≈
1010) in the vicinity of the hotspot.
• Moreover, depositing colloids onto a base substrate (e.g. glass, sili-
con) is a simple method6 to create dry, roughened noble metal sur-
faces [9, 94, 95, 96] (see Sec. 4.3).
Hence, the state of aggregation in a colloidal sol plays a crucial role in
SERS [97]. In this context, Table 4.1 draws an analogy between the state of
aggregation in conventional matter and in a colloidal sol.
The ‘phase transition’ from single colloids to aggregated colloids, which is
achieved by means of adding a salt (see Sec. 4.2), is referred to as SERS-
activation. This process, and its subtleties, are the topic of this chapter.
6The simplicity is highlighted by Fig. 1 in Ref. [94]
69
CHAPTER 4. SELF-LIMITING COLLOIDAL AGGREGATION
normal matter colloidal sol
gaseous single colloids: the suspension of single col-
loidal particles in a liquid solution; interact-
ing only through elastic collisions (via Coulomb
repulsion)
liquid flocculated colloids: colloidal particles are associ-
ated by a weak short-range force; reversible
solid coagulated colloids: colloidal particles are
bound strongly through short range interaction;
irreversible
Table 4.1 — Analogy between phases of aggregation in normal matter and in
colloidal sols.
Asdescribed previously (chapter 3), SERS relies on surface plasmons (reso-
nances in the visible range with little damping) supported by noble metals
- i.e. silver and gold. Ag and Au colloids became readily available when
Lee &Meisel, in 1982, published a range of simple recipes for the synthesis
of these colloids [23]. Since all SERS experiments carried out in the course
of this work used Lee & Meisel Ag colloids as a substrate, I shall, in what
follows, provide a closer look at this system.
4.1.2 Lee &Meisel silver colloids
Synthesis
TheLee&Meisel approach [23] is a ‘wet’ chemistry, ‘bottom-top’ approach:
for Ag colloids, an aqueous solution of metallic ions is prepared (AgNO3),
which, when the solution is heated, nucleate into small clusters of atoms
which grow until the solution is depleted of silver ions. With the cooling of
the solution anorganic capping layer (sodiumcitrate) formson the colloid’s
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surface and prevents further growth. This capping layer dissociates in
aqueous solution, creating a net-charge on each colloid, and turning the
suspending water into an electrolyte. The correspondingly simple recipe7
produces colloids well-suited for SERS (roughly spherical shapes with a
meandiameter of∼50 nm). Thusunderstandably, Lee&MeiselAg colloids
have found wide adoption by the SERS community.
The final colloidal sol is said to be charge-stabilised: the like charge present
on each colloid causes Coulomb forces repelling colloids from one another,
hence inhibiting aggregation and the consecutive precipitation.
UV/Vis characterisation – extinction
The Ag colloidal sol is a dense, green-brown tinted liquid. The extinc-
tion spectrum, measured using a double beam spectrometer, is shown in
Fig. 4.1 (black line). Prior to measurement the sol was diluted by half (with
distilled water) to minimise multiple scattering. Although this changes
the electrolytic properties of the supernatant, it does not appear to have
an effect on the aggregational state of the particles. Theoretically derived
extinction coefficients (obtained fromMie theory calculations; normalised)
of a single Ag spheres with radius a = 25 nm (red line), a = 30 nm (green
line) and a = 35 nm (blue line) are shown for comparison. The measured
extinction peaks at ∼ 430 nm, which is roughly consistent with the calcu-
lated plasmon resonances (the extinction peaks at 417, 428 and 442 nm,
respectively), thus supporting the approximate figure for a mean colloid
diameter of ∼ 50–60 nm. Note that although the calculation for a sphere
of 30 nm radius corresponds best to the observed extinction spectrum, this
is not necessarily the most probable particle size to be found in the solu-
tion. The observed extinction is a weighted superposition of the spectra
of all absorbing and scattering components of the sol – including spheres
7The recipe is short enough to be reproduced here,quote: “AgNO3, (90mg)was dissolved
in 500mL of H2O and brought to boiling. A solution of 1% sodium citrate (10mL) was added.
The solution was kept on boiling for ca. 1 h.”
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and other shapes of various physical dimensions (which are observed in
electron microscopy images, see Sec. 4.3).
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Figure 4.1 — Extinction spectrum of Lee & Meisel Ag colloids. To minimise
multiple scattering the sol was diluted by half using distilled water. The exper-
imental spectrum (black solid line) peaks at 430nm (indicated by dotted line).
Three theoretical spectra (obtained by Mie-theory) for different sphere radii a are
drawn, a = 25nm (red, peaks at 417nm), a = 30nm (green, peaks at 428nm) and
a = 35nm (blue, peaks at 442nm).
Assuming the average colloid to be a sphere with radius a = 30 nm, it is
trivial to calculate
• the volume of a colloid: V = 4pi/3a3 = 1.13 · 10−16cm3 and
• the mass of a colloid: m = ρV = 10.49 g/cm3 · V = 1.19 · 10−15 g
By dividing the initial mass of silver8 with the mass of a colloid, one can
estimate the number density of colloids in the sol:
ρcolloids ≈ 5 · 1011 colloidscm−3
8The initial 90mg AgNO3 (per 100ml) contain roughly ∼57mg silver.
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Despite its approximate nature, this is an important number which, to-
gether with the analyte concentration (and a robust conscience on its ad-
sorption efficiency) gives an estimate of the average surface number density of
analytes per colloid, Nsurf. This is, for example, of value for the estimation
of the SSEF (see Sec. 3.1.1, Eq. 3.5).
Note that the estimate of ρ assumes all silver present in the solution to
nucleate into colloids. As a necessary condition for this to happen, the
amount of reducing agent (sodium citrate) in the Lee &Meisel recipe must
be sufficient. The additional criterion, which is hard to meet in practice,
is that no other nucleation sites than growing colloids occur in the sol. In
the reality of the chemistry lab, however, one often finds a mirror finish
indicating a silver coating on the inside of the beaker. In conclusion, the
colloidal number density ρ, as estimated above, therefore merely states the
approximate upper limit.
4.1.3 Some puzzling observations
It is well known [83] that, in the SERS regime, Lee & Meisel colloids need
to be activated, by adding a salt (in our case ∼ 10mM KCl), to produce
large enhancements. As is visible by eye, higher concentrations of KCl
(i.e. > 40mM) lead to rapid coagulation, leaving a clear solution with
dark precipitate at the bottom after a relatively short time (< 1 h). Thus,
inducing aggregation seems to be the main effect of the KCl addition. This
is consistent with the predictions of electromagnetic theory: clusters of
colloids are capable of much higher enhancements than single colloids.
However, the precise mechanism of this activation is somewhat disputed
and interwoven with the long-standing discussion and controversy on the
magnitude of the chemical enhancement (see Sec. 3.2).
Chemical enhancements caused by salt ions appear a far-fetched theory,
andhence it suggests itself to assign the salt’s effect to colloidal aggregation.
This, however, yields a puzzle: Lee & Meisel Ag colloids provide, upon
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addition of 10mM KCl, high enhancements are thus presumed to have
aggregated, yet the colloids do not precipitate from the solution. Such sols
appear to be stable for months - and still provide large enhancements
expected only from aggregated colloids.
In summary, the following questions arise:
• What is the effect of KCl on colloids? How is aggregation induced?
• Can colloidal aggregation alone explain the experimentally observed
increase in enhancement?
• Is colloidal aggregation reversible? Do SERS signals arise from stable
clusters or are the involved geometries transient (i.e. flocculation as
opposed to coagulation: dynamic pairing)?
• Whyare colloidal solswith low salt concentrations stable, yet provide
large enhancements? Once aggregation can takeplace, what prevents
a full collapse of the sample?
These are basic questions pertaining directly to the physical and chemical
mechanisms in SERS. Consequently, they will be addressed throughout
the course of this chapter. As stated initially, what defines the existence
and aggregational state of colloids in solution is a balance of forces; the
interplay of repulsive and attractive forces amongst colloids, in an elec-
trolytic solution, governs the dynamics of colloids in the sol. To put this
notion on a theoretical foundation, the next section is devoted to model
and approximate the overall force as a function of colloid size, charge, and
-in particular- salt concentration.
4.2 DLVO theory
In the 1940s [98] developed a theory (commonly abbreviated as DLVO
theory) that describes the electrostatic pair interaction of charged particles
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in an electrolyte solution. This theory is of particular importance since
it describes the aggregation dynamics that are expected from a colloidal
suspension upon salt addition. Approximations aside, this theory leads -in
principle- to the pair interaction potential of two colloids, which could be
used to put numbers to the rate constants of cluster formation as a function
of the colloid concentration and diffusion constant.
r
a a 
Figure 4.2 — Schematic depiction of the model system. Shown are two colloids
of radius a with center-to-center separation r. Since Ag colloids are negatively
charged and reside in an electrolyte, positive ions in the solution will be drawn
near the colloids and thus screen their charge. This is explicitly depicted for the
colloid on the left. The resulting electrostatic part of the potential U ∝ exp(−κr)/r
is also plotted (blue line) as a function of r. Note that the concentration of positive
ions in regions close to the colloid may be limited due to the size of the ions,
thus resulting in a well-ordered layer on the colloid’s surface (Stern layer). This is
not accounted for by DLVO theory. Also note that although identical colloids are
assumed here, in general one is not limited to this case.
The DLVO interaction potential takes account of two fundamental forces
present in this system:
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• screened Coulomb force: the like-charged colloids repel each other due
to Coulomb’s force, however, the ions present in the electrolytic so-
lution screen the charges and thus modify the mutual repulsion of
colloids.
• van der Waals force/Casimir force: this intermolecular force stems from
electromagnetic fluctuations which provides the grounds for electro-
static interactions (i.e. dipole-dipole, etc...); it is referred to as van
der Waals force in the case of interacting molecules and as Casimir
force in the case of bulk materials. It constitutes an attractive force
at short distances between the interacting entities. The rapid on-
set of attraction, followed by the hard-core repulsion as soon as the
molecules/surfaces get too close, is often modeled using a Lennard-
Jones type potential.
4.2.1 Screened Coulomb repulsion
The initial problem is to analytically solve the Poisson-Boltzmann (PB)
equation (Eq. 4.2), which governs the electric field configuration in the
presenceof freelymovable charge carriers (e.g. ions), given someboundary
conditions. The PB equation can be derived from the Law of Gauss:
∇ ·D = ρ , (4.1)
with D = ε0εrE and E(r) = −∇Φ(r) follows:
∆Φ(r) = − e
ε0εr
m∑
i=1
ziρi gi(r) . (4.2)
Here e is the electron’s charge, i addresses the different types of electrolyte
ions, zi is the corresponding ions valence and ρi is the ion number density,
ρi = Ni/V. The factor gi(r) accounts for the Boltzmann distribution of ions
in the electrical potential:
gi(r) = exp
(−βzieΦ(r)) . (4.3)
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Thus, the PB equation is an inhomogeneous, second order, nonlinear dif-
ferential equation. The DLVO approach is to approximate the exponential
term by expanding it into a power series which is truncated after the first
order term:
gi(r) = 1 − βzieΦ(r) . (4.4)
By substituting gi inEq. 4.2 thePBequation is transformed into the so-called
Debye-Hu¨ckel equation, which for the case of two spherical macroions can
be solved analytically. The result is:
U(r)
kBT
=
e2Z2
4piεkBT
[
eκa
1 + κa
]2 e−κr
r
+
V(r)
kBT
, (4.5)
where r is the center-to-center separation of spheres of radius awith charges
Z. κ−1 is the Debye-Hu¨ckel screening length of the electrolyte which can be
calculated from the concentrations n j and charges z j of the involved ions:
κ2 =
e2
εkBT
N∑
j=1
n jz
2
j . (4.6)
All the other symbols have the standard meaning. The exponential decay
of the potential is a result of the screening.
4.2.2 van der Waals attraction
The second component of the total effective potential is the van der Waals
interaction V(r). This interaction applies to molecules and bulk materials
- the common cause are electromagnetic fluctuations creating transient
dipoles, etc... The interaction can then be described in the framework of
electrostatics, inwhich dipole-dipole interactions are the dominating term.
The theoretical foundations for the intermolecular forces where laid out by
London [99] and are extended to bulk materials by Hamaker theory [86].
The basic idea is as follows: the dominating interaction is of the type
dipole-dipole, the potential being:
Vdipole = −C
r6
, (4.7)
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where R is the distance in between the interacting molecules and C is a
constant which depends on their respective wavefunctions. Principally,
this is valid for every point within the volume of the interacting colloids –
thus, for an infinitesimally small volume dη located within colloid A, the
potential energy dVA,η is the integral:
dVA,η = −
∫
B
Cη,ν
r6η,ν
dν , (4.8)
integrating over all infinitesimally small volumes dν contained in colloid
B. The overall dipole-dipole based interaction potential then is the integral
of Eq. 4.8 over colloid A:
VA,B = −
∫
A
∫
B
Cη,ν
r6η,ν
dνdη . (4.9)
Evaluating Eq. 4.9 for the specific case of two spheres of radii a, separated
by r (center-to-center), yields [86]:
V(r) = −Aeff
6
[
2a2
r2 − 4a2 +
2a2
r2
+ ln
(
1 − 4a
2
r2
)]
, (4.10)
where Aeff is the Hamaker constant, which depends on the materials of
the objects under consideration and on the medium in which they are
immersed in [100]. This model of the van der Waals interaction potential
diverges with r → 2a. However, upon contact, the solid colloids will
experience a strong (hard-core) repulsion. This is accounted for by simply
postulating the hard-core repulsion, i.e. V(r ≤ 2a) = ∞.
The sum of Eq. 4.5 and Eq. 4.10, plus the hard-core repulsion at contact,
constitutes the DLVO interaction potential. The full expression for two
colloids A and B of variable charge and radius is:
VDLVO =

r > 2a : e
2ZAZB
4piε
eκaA
1+κaA
eκaB
1+κaB
e−κr
r
−Aeff6
[
2aAaB
r2−(aA+aB)2 +
2aAaB
r2−(aA−aB)2 + ln
(
r2−(aA+aB)2
r2−(aA−aB)2
)]
r ≤ 2a : ∞
(4.11)
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Figure 4.3 — Qualitative pair-potential of colloidal particles. Shown is the po-
tential as a function of colloid surface-to-surface distance. Three ‘phases’ can be
identified: (i) free phase, colloids interact through elastic collisions and remain
single particles; (ii) flocculated phase, colloids bind reversibly without contact
through a secondary minimum in the potential surface; (iii) aggregated phase,
colloids touch (r = 2a) and bind irreversibly.
In the case of two identical spheres this simplifies to:
VDLVO =

r > 2a : e
2Z2
4piε
(
eκa
1+κa
)2
e−κr
r
− Aeff6
[
2a2
r2−4a2 +
2a2
r2
+ ln
(
1 − 4a2
r2
)]
r ≤ 2a : ∞
(4.12)
Despite their approximate character, applying these relations to (idealised)
Lee&Meisel colloidsprovides abasicunderstanding, andholdsqualitative
conclusions, for the aggregational dynamics observed in SERS.
Fig. 4.3 shows the qualitative nature of the pair-wise interaction potential
(blue line) as it is modeled by the DLVO formalism. The following con-
tributions to the potential emerge: (i) the ‘long-range’ repulsive Coulomb
potentialwhich is caused by the colloidal charge, but partly screenedby the
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Figure 4.4 — Components of a qualitative DLVO potential leading to a repulsive
barrier (right plot), and its relation to the Maxwell-Boltzmann distribution of kinetic
energies (left plot).
ionic environment and (ii) the short-range van der Waals potential which
creates the primary (coagulation) and shallower, secondary potential min-
imum (flocculation). The red line in Fig. 4.3 traces the force as a function
of colloid distance (positive force meaning attraction, negative force re-
pulsion). The parameters (colloid radius and charge, Hamaker constant)
in this plot were chosen to showcase the qualitative nature of the DLVO
potential, emphasising both primary and secondary potential minimum –
however, when choosing parameters to realistically model Lee & Meisel
Ag colloids, the secondary minimum vanishes (to a good approximation).
Thus, in this model of Ag colloids, the flocculation phase is absent, and the
coagulation phase is shielded by a repulsive barrier from the single colloid
phase. Picture a collision in which a resting colloid A is approached by
a colloid B with kinetic energy EB. This barrier defines the threshold for
the energy which colloid B needs to overcome repulsion, and hence to
aggregate with colloid A. As colloids are assumed to undergo Brownian
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motion [101], their kinetic energies will beMaxwell-Boltzmann probability
distributed [102]:
f (E) = A exp
( −E
kBT
)
, A = 2
√
E
pi(kBT)3
. (4.13)
The connectionbetween the repulsivebarrier and theprobabilisticdistribu-
tion of kinetic energies is depicted in Fig. 4.4. The mechanism underlying
colloidal aggregation, and therefore the inherent thermodynamical insta-
bility of any colloidal sol, can now be explained: the fraction of colloids
with kinetic energy sufficient to overcome the repulsive barrier will aggre-
gate in a collision event; and the Boltzmann-distribution of kinetic energies
will always yield a finite, non-zero probability for a colloid to have this
kinetic energy or more. The height of the repulsive barrier with respect
to the Boltzmann-distributed energies then defines how large that fraction
will be. For example, assuming a barrier height of exactly kBT, in 57% of all
collision events colloids will stick. For a 2 kBT barrier this reduces to 26%,
and for a 10 kBT barrier it drops to ∼2%. Therefore it makes sense to refer
to a colloidal sol asmetastable since aggregation/coagulation always occurs.
However, depending on the interaction potential, this may happen on a
timescale large enough to render colloids stable for all practical purposes9.
4.2.3 Application to Lee &Meisel colloids
The practical application of this theory to experiments is not straightfor-
ward, since some of the parameters (particularly Aeff and Z) in Eq. 4.5
and 4.10 are hard to obtain accurately. By the same token, it is important
to keep in mind the range of shortcomings inherent to DLVO theory:
• The approximation of gi to its first order term is valid only if βzieΦ(r)
9In fact, already Faraday [103] noticed the metastable nature of colloidal sols, and, by
the same token, some of the sols he prepared are still on display in the British Museum in
London [92].
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is small, therefore realistic systems with large surface charges on the
colloids cannot be described satisfactorily using this approximation.
• Bell et. al. [87] have shown that chloride ions replace the citrate layer,
thus potentially changing the overall surface charge.
• In general, the citrate capping layer (or any other molecular surface
layer) will affect the short range interaction, but is not modeled here.
In the specific case studied here this may not pose a problem if the
entire citrate layer is replaced by chloride ions, however, any ex-
ceedingly high analyte concentration on the surface still facilitates
aggregation10.
• The colloids are modeled as perfect spheres, which is far from true
for most of them, as shall be shown in Sec. 4.3.
• A whole range of intrinsic problems which are hard to pin down
rigorously add to the complexity of the problem: How mobile are
the charges on the colloidal surface, i.e. how polarisable are colloids?
Does its charge change when approached by other charges, i.e. can
dissociated molecules in the capping layer recombine with ions from
the solution on demand? How do the counter-ions in the liquid
arrange around colloids? How does this ion-cloud distort when
colloids approach each other?
Hence, the predictions of DLVO theory are at most of a qualitative na-
ture. Despite all these shortcomings, the DLVO approach has been widely
used [104] in the past to describe colloidal dynamics, as pointed out by
Boda et al. [105]:
“However, its popularity may be due as much to the ingenuity of its users in
fitting parameters as to its accuracy.”
10Adding 1µM Rhodamine 6G to pure Lee & Meisel colloids will rapidly collapse the
solution
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Figure 4.5 — DLVO interaction potentials in solutions of different ionic (KCl)
concentration (see legend) for Ag colloids. The following parameters were used
in the calculation: radii a = 30nm, Z = 1000, and Aeff/kBT = 60. In this plot, a
distance of 60 nm means that the two spherical colloids are touching each other.
Note the development of a deep negative potential very close to the “touching”
condition followed by a positive repulsive barrier which is more depleted the higher
the KCl concentration. The deep negative part of the potential means that if two
particles overcome the repulsive positive barrier, they will aggregate irreversibly.
Claiming ingenuity, and for lack of a superior model, the findings of DLVO
theorywill nonetheless be used in the following. However, in acknowledg-
ment of the various intrinsic problems of the theory, the DLVO potential
will be evaluated only qualitatively and I shall refrain from deriving quan-
tities (e.g. rate constants of aggregation, etc...), which would be of little
significance.
Fig. 4.5 shows the DLVO potential of Ag colloids for different salt con-
centrations. Evidently, with increasing salt concentration, the repulsive
barrier decreases. The result of an increased salt concentration is an in-
creased screening, leaving the colloidal charge partially ‘hidden’. Hence,
83
CHAPTER 4. SELF-LIMITING COLLOIDAL AGGREGATION
the resulting Coulomb repulsion is diminished. In turn, the probability
that two colloids will adhere upon impact increases, since now a larger
region of the Boltzmann distribution of energies is sampled. In essence,
the time scale on which aggregation takes place is decreased.
Figure 4.6 — Colour-coded map of the height of the repulsive barrier for Ag
colloids of varying radii. The following parameters were used in the calculation:
radii were varied from a = 10nm to 50nm, the charge was scaled with the surface
area (since it arises from the dissociated capping layer), whereas a colloid with
a radius of 30nm would have Z = 1000. The Hamaker constant was kept fixed
at Aeff/kBT = 60. What is evident here is that the repulsion increases with colloid
radius. This behaviour changes for larger colloids (see Fig. 4.8).
If the salt concentration is increased sufficiently the repulsive barrier disap-
pears completely, and the interaction potential becomes purely attractive.
This is the regime of rapid coagulation in which nothing hinders the col-
loids from aggregating, and the rate constant of aggregation is governed
only by the colloidal diffusion constant. Figures 4.6,4.7 and 4.8 explore the
dependence of the repulsion and attraction on the colloid radius.
In summary, DLVO theory provides the following insights:
• The Coulomb repulsion of like-charged colloids in an electrolytic
solution is partly screened, resulting in a finite repulsive barrier.
84
4.2. DLVO THEORY
Figure 4.7—Colour-coded map of the depth of the secondary potential minimum
(flocculation minimum) for Ag colloids of varying radii. The DLVO parameters are
the same as in Fig. 4.6. For the average Ag colloid (i.e. a = 30nm) the minimum
is relatively shallow, ∼ 1.4 kBT, causing a loose, transient association between
colloids which is easily broken up (42% of colloids have higher energies in the
Maxwell-Boltzmann distribution). This interaction increases monotonically with
the colloidal radii, i.e. larger colloids are stronger bound in flocculation.
• van der Waals forces provide an attractive force, which -in this case-
suits to model the short-range potential minimum responsible for
colloidal aggregation.
• With the Boltzmann distribution of energies it becomes clear that,
unless the repulsive barrier diverges towards infinity, the colloidal sol
will only be meta-stable. Thus colloidal stability becomes a question
of time-scale.
• The dependence of the repulsive barrier on the ion concentration ex-
plains the experimentally observed accelerated coagulation upon salt
addition. This serves as a strong hint that the mechanismwhich pro-
vides the enhancement upon ‘activation’ of the colloids is aggregate
formation, rather then a more subtle chemical effect.
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Figure 4.8— Height of repulsive barrier as a function of colloid radius, assuming
two identical colloids. The maximum occurs for particles of radius a ≈ 60nm –
about twice the average radius of typical Lee & Meisel Ag colloids. Note that van
der Waals forces dominate in extremely large colloids (see Fig. 4.7).
What is not explainedwithin this framework is the apparent long-term sta-
bility after a significant salt concentration is added to the solution. As will
be shown in Sec. 4.4, colloidal aggregation takes place, but subsides over
time. What is stopping colloid aggregation once the coagulation thresh-
old is lowered to within, let’s say, a few kBT? This remains a conundrum
when considering pair-wise interactions only, but is readily explained by
a many body effect. I will come back to this question in Sec. 4.5. In the
next section I will show electron micrographs obtained from colloidal sols.
This will, after this lengthy theoretical section, provide a first experimental
characterisation of the pure colloidal system (i.e. single colloids) and of
the clusters and aggregates obtained after salt addition.
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4.3 Electron microscopy of single colloids
For scanning electron microscopy (SEM) dry samples are required, and
one therefore needs to deposit the colloidal solution onto a substrate. A
common approach to do this is the procedure mentioned (in passing) by
Nie & Emory [9]: glass slides are first coated with a thin poly-l-lysine
solution, which provides the base for a subsequent deposition of colloids.
The general procedure for dry sample preparation for SEM is as follows:
1. Cover a glass slide in a 1mMaqueouspoly-l-lysine solution for 5min.
2. Remove thepoly-l-lysine solution (pipette off) and rinsewithdistilled
water.
3. Place an aliquot of the colloidal suspension onto the slide and leave
it for 1 − 2min.
4. Remove colloidal solution (pipette off), rinse with distilled water and
leave to dry (∼ 10min). At this stage, the sample is ready for SERS
experiments.
5. For SEM an additional step is necessary: the sample is coated with a
5 nm layer of platinum. This increases the quality of the SEM images
by avoiding excessive charging by the electron beam.
This procedure can be applied to bare colloids, aggregated sols (sols with
increased electrolyte concentration) and sols incubated with analytes (see
below). The polylysine coating on the glass acts as a “glue” that captures
a small fraction of the single particles or clusters existing in the colloidal
solution and immobilises them for further inspection once the sample is
dry. This collection of captured clusters is expected to be a faithful repre-
sentation of the situation in the liquid, accordingly. In short, ‘snapshots’ of
the solution are taken. This procedure avoids the possibility of additional
aggregation, which typically would be induced if the colloidal solution
was left to dry completely.
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However, achieving a representative sampling of the particles/clusters
poses an optimisation problem – the question being: What is the opti-
mal time the polylysine coated substrate should be exposed to the solution
for? The longer the time, the larger the number of particles/clusters that
adhere to the surface. Initially, one might expect that to be beneficial to the
experimental statistics. However, as the surface coverage increases, the
probability of accidental clustering increases as well. It was found that a one
minute exposure followed by rinsing seems to be a good compromise; this
results, in the case of bare Lee &Meisel Ag colloids, in a substrate with an
area density of ∼ 1 particle per 1µm2, of which only very few (∼ 5%) are
small aggregates.
Applying simple geometry, the probability of accidental clustering can be
estimated from the surface coverage. The average colloid has a surface
footprint
A = 4pi(30 nm)2 ≈ 10−2 µm2 , (4.14)
and -ignoring any interaction- if a colloid falls into an area of 0.045µm2
an aggregate will result11. Since we observe (see below) roughly one
colloid per µm2, the estimated chances for accidental aggregation are ∼
5%. This is in good agreement with the observed cluster density in the
SEM images of the bare colloidal sol. In an ideal world, one could now
conclude that all observed clusters must be of accidental nature; however,
the colloidal surface density is a statistically weak result, since it was
estimated from only a few SEM images. Moreover, repulsive and attractive
forces which govern the aggregation dynamics in solution (see Sec. 4.2)
have been completely neglected here. It remains an open question what
role the DLVO potential plays during colloidal adhesion to a surface.
11The center-to-center distance of touching colloids is 2a = 60 nm, thus the area within
which a colloid must happen to fall to accidentally aggregate is 4pi(60 nm)2 = 0.045µm2.
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4.3.1 Investigated samples
To investigate possible aggregation pathways, different mixtures stages
were deposited:
pure colloids – pC This is the standard Ag colloid solution obtained from
the Lee & Meisel recipe, without any additives.
pC with salt – CK Here 10mMKCl was added to the bare colloidal sol to
increase the electrolyte concentration, and thus induce aggregation.
CK with dye – CKB Furthermore, 200 nM BTZ2 (see Sec. 2.3) was added
to the CK solution. This concentration leads to an estimated ∼ 1000
molecules per colloid12. This number will obviously fluctuate greatly
due to the polydispersity (see Fig. 4.9) of the colloids. BTZ2 was
added to investigate whether the analyte (at a typical concentration
for SERS) could have any influence on the aggregation dynamics,
since it is well known that high concentrations of dye, e.g. 1µM
Rh6G, will alter the surface/bulk chemistry sufficiently to rapidly
coagulate the sol. In Sec. 4.4 this sample (in its liquid form) will be
used to monitor the aggregation dynamics in-situ.
4.3.2 Single colloids and dimers
Figure 4.9 shows micrograph excerpts of pC. As expected from the bare
Lee & Meisel sol, mostly single colloids are present, accompanied by a
small fraction of dimers. In Fig. 4.10 micrographs of colloidal dimers are
shown. Although these aggregates can be found already in the pC sample,
they predominantly occur in CK. These dimers are the classical example
of a SERS substrate with a high enhancement; as was shown in Sec. 3.1.5,
12Adye concentration of 200 nMcorresponds to 1.2 ·1014dyes/cm3. The colloid number
density of ρ ≈ 1011 cm−3 then corresponds to an average of ∼1000 dyes/colloid (assuming
complete adsorption, i.e. all molecules adsorb to the surface, the supernatant becomes
dye-free).
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this geometry is expected to yield a hotspot confined in the gap between
the colloids.
4.3.3 Aggregates - small and large structures
For samplesCK andCKB an estimated one third of the colloids had aggre-
gated, forming small clusters of various types. The large range of cluster
sizes observed here, can be attributed to the poly-dispersity of the colloids
in the starting solution. Note thatCKB shows nomarked difference toCK,
the aggregational state is the same in both samples. Since the addition of
BTZ2 does not appear to induce a qualitative difference, one can infer that,
at 200 nMdye concentration, the overall balance of charge is not dominated
by the dye but rather by the salt ions and the capping citrate layer.
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Figure 4.9 — Excerpts from SEM images of pure colloids (pC) at various mag-
nifications. Note that for pC a few dimers can be found, although they are rather
rare (∼ 5%). The single Ag colloids match very well the average expected size
deduced from dynamic light scattering (DLS), which is ∼ 60nm in diameter. The
bottom right image shows one colloid in full magnification, note the additional
length-scale.
Figure 4.10— SEM image excerpts of colloidal dimers. This type of aggregate is
common in CK (see text for details). It is the archetypal example of a colloidal ‘hot
particle’, which, given a suitable geometrical arrangement and field alignment [66,
61, 63, 62], is believed to be capable of providing enhancements sufficient for
single molecule observation [66, 27].
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Figure 4.11—SEM image excerpts of small colloidal clusters obtained from dried
CK/CKB solutions. This type of aggregate is common in CK and CKB. There is
no noticeable difference in the substrates obtained from CK or CKB – the analyte
dye has no measurable effect on the aggregates observed in the SEM (see text
for details). Structures of this type will in general contain multiple hotspots, each
with a polarisation dependent coupling [61]. Thus a rotation of the polarisation
plane will cause a different redistribution pattern of the laser field, emphasising
different regions in the cluster. This effect is potentially important in Bi-Analyte
SERS (see Sec. 5.3.1).
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Figure 4.12—SEM image of a (5×4)µm region on a dried CK/CKB solution con-
taining various types of particles. There are seven single particles, two of which
are triangular, and three aggregates, two of which contain rod-shaped particles.
The central rod is about 1µm long and ∼ 20nm thick. Colloids seem to tend to
stick to the rods, as many examples of this type were found. These rods may be
the product of direction-dependent aggregation followed by partial melting (also
see Fig. 4.13 and text for details).
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4.3.4 Rod-like colloidal structures
One interesting, yet little investigated observation in the SEM images of
aggregated colloids is the appearance of rod-like structures. These can
be found in the bare Lee & Meisel colloidal sol, but are rare and seem to
be the product of the altered chemistry and aggregation state in the CK
solutions. There is a simple and compelling argument for the formation
of these rods, yet much of it remains speculative. The underlying physics
which presumably govern this effect are discussed below; the proposed
mechanism is described as part of Sec. 4.5. Nonetheless, a brief outline is
justifiable here: colloidal aggregation may prefer the formation of rod-like
structures because the repulsive barrier of an aggregate has an angular
dependence (as opposed to the repulsion from a single spherical colloid,
which is isotropic). The subsequent melting and rod-formation may be
driven by surface tension. This is likely to happen already during synthe-
sis, but, so far, firm evidence (i.e. abundant occurrence in SEM images) has
only been gathered for the case of KCl-aggregated colloids.
The formation of such a rod from a linear arrangement of colloids has
not been directly observed, currently only disconnected SEM snapshots of
what seems to constitute different stages of this transformation have been
taken (see Fig. 4.13). It is important to keep aggregational ‘outliers’ like this
in mind when it comes to the discussion of intensity fluctuations in SERS;
rare, high-intensity events could be produced by this type of particle.
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Figure 4.13 — SEM image excerpts at various magnifications of rod-like ag-
gregates found on in CK and CKB. The rods shown here vary in length between
250nm (C) and 3.4µm (A). Note that most rods are not a single particle, but rather
a line-up of single colloids into a rod (C, E, H), with some structures appearing to
show partial melting (A, D, F).
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4.4 In-situ observation of colloidal aggregation
From the electronmicrographs it is clear that, when KCl is added, aggrega-
tion occurs in the colloidal sol. To confirmwhat em calculations predict, i.e.
that colloidal aggregation is linked to the SERS intensity (via the presence of
hotspots in aggregates), SERS experiments with in-situ KCl addition were
carried out. In layman’s terms, the latin phrase ‘in-situ’ translates into the
following simple procedure: during the measurement of a time-series of
SERS spectra, KCl is added to the sample.
For the in-situ measurements SERS-active solutions were prepared by
adding 200 nM of BTZ2 (see Sec. 2.3) to Lee & Meisel colloids. Unless
stated otherwise, the number of dye molecules per colloid is ∼1000.
4.4.1 The build-up and origin of SERS signals in liquid
The first task is to confirm the origin of the SERS signals in liquid: sin-
gle colloids or aggregates? Clearly, a large body of evidence points at
aggregates:
1. It is well-known that the addition of a salt such as KCl is necessary
to observe strong SERS signals.
2. DLVO theory predicts the stabilising electrostatic barrier to diminish
upon salt addition (and eventually vanish completely for sufficiently
high salt concentrations.)
3. Electron micrographs attest the presence of aggregates in colloidal
sols after salt addition.
Despite this evidence, it was considered possible that KCl has a strong
chemical effect [83], i.e. that chloride ions modify the silver surface in
such a way that SERS signals are more enhanced (see discussion on the
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notion of chemical enhancement, Sec. 3.2). This could occurwithout colloid
aggregation.
If SERS comes from aggregates forming after KCl addition, the following
effects should be observable:
Build-up of the signal: Measuring a sample with analyte (BTZ2), a grad-
ual build-up of the signal (as aggregates form) is expected to occur
after the point of KCl addition.
Colloid concentration dependence: Since colloids need to collide to form
aggregates, and are assumed to undergo Brownian motion, one ex-
pects the rate of aggregate formation to depend on the colloid con-
centration, for particles should take longer/shorter to find each other
depending on their number density. This should be reflected in the
time-dependence of the SERS intensity. Such a colloid concentration
dependence is not explainable with the chemical effect.
Dimer formation: The initial stages of the build-up ought to be well re-
presented by the dynamics of dimer formation only, which is the
most probable event at the onset of aggregation, since the overall
number density and mobility decreases with continuing aggregate
formation.
To study the build-up of the SERS signals as a function of colloid concen-
tration we carried out in-situ measurements. The experimental approach
is as follows:
1. The base colloid solution was put in a small (∼1ml) disposable sam-
ple holder and a SERS time-series measurement in immersion was
started (1 sec integration time) with the CCD detector conveniently
centered in a region that would allow the spectrum of the dye to be
monitored later.
2. After a few minutes (which yield the background SERS signal of the
bulk solution), BTZ2 was added. BTZ2 is known to adsorb strongly
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to Ag-colloids by forming a covalent bond. As confirmed by the
electronmicrographs (see Sec. 4.3), at the concentration used here this
dye does not noticeably induce colloidal aggregation. The addition
of BTZ2 provides the (weak) SERS signal without aggregation (single
particle enhancement regime).
3. Finally, a KCl solution was added to achieve the desired full SERS
condition (cKCl =10mM).ThisKCl concentration corresponds toabout
half of the concentration required for fast coagulation of the colloids;
it pushes the colloidal sol towards instability, as the repulsive forces
between colloids are reduced (see Sec. 4.2).
4. Further Raman spectra were recorded for up to 2 hours at intervals
(dead time) of 1-1.5 sec.
Three such in-situ measurements, based on bulk solutions with different
colloid concentrations cwere carried out:
sample A: cˆ ≈ 1011 colloidscm3 ,
sample B: c = cˆ/2 , and
sample C: c = cˆ/4 .
Figure. 4.14 shows the average SERS signals over several minutes in the
steady state of the three situations (colloid, colloid+dye, colloid+dye+KCl).
Note the logarithmic scale in the figure and also note that SERS signals,
although weak, can be seen in the liquid before the induced aggregation.
The dynamics of the build-up of the signal is explicitly shown in Fig. 4.15,
where a floating average (window size: 50 spectra) of the spectrally inte-
grated Raman intensities of samples A, B and C –starting from the point
of KCl addition– are plotted.
The first step of aggregation is two colloids forming one dimer; a process
that will run with a rate constant k which depends on the positive poten-
tial barrier (Fig. 4.5). Since two colloids need to be present in the same
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Figure 4.14 — Averaged Raman/SERS spectra of sample C during the three in-
situ stages: pure colloid solution (background; green line, average of 150 spectra
in the inset), after addition of BTZ2 but without KCl (blue line, average of 750
spectra), and after addition of KCl (red line, average of 2300 spectra). Note the
log-scale on the intensity axis.
place, the process depends on the squared concentration of single colloids cS.
Accordingly, the dimer concentration cD will rise at half the rate that cS falls
(to ensure colloid number conservation), i.e.:
dcS
dt
= −kc2S ,
dcD
dt
=
k
2
c2S , cS + 2cD = c0 , (4.15)
where c0 is the initial single colloid concentration. The solution of the
differential equations leads to an expression for the time dependent dimer
concentration, to wit:
cD(t) =
c0
2
(
c0kt
c0kt + 1
)
. (4.16)
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Figure 4.15 — Build-up of the SERS signal (floating average with 50 spectra
window size) for the samples with different initial colloid concentrations. Fits of
Eq. 4.16 with the corresponding parameters are shown. A very good representa-
tion of the build-up is achieved even for sample A, where clustering beyond simple
dimers in this time scale is expected to occur. See the text for further details.
Given the enormousSERSenhancement expected fromadimer (see Sec. 3.1.5),
andneglecting thepossible formation of higher aggregates, one can assume
that IRaman ∝ cD, i.e. this function is expected to be a good approximation
to the Raman-signal build-up, at least for low colloid concentrations.
In Fig. 4.15, least squares fits of Eq. 4.16 are shown (thick solid lines) and
the corresponding parameters displayed. The fits yield nearly equal rate
constants k for the three different concentration regimes – this is expected
since k only depends on the interaction potential, which is identical for
samples A, B and C (same cKCl). The fitted initial concentrations c0 nearly
reproduce the expected factor of 2 between samplesB andC, but start hav-
ing problems with the scaling for sample A. This is understandable, since
the system of equations (4.15) is expected to be less and less accurate the
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Figure 4.16 — Average Raman spectra of the various stages in the in-situ ex-
periment. All spectra are normalised and displaced to ease comparison. Shown
are the average spectra before addition of KCl (black line; mean of 330 spectra,
30min), after addition of KCl (blue line; mean of 2000 spectra, 200min) and after
one day (red line; mean of 600 spectra, 60min). This composition highlights the
differences in the relative peak intensities seen in the three aggregation regimes.
Evidently, minor spectral modifications occur upon salt addition, but no further
modification takes place for longer incubation times. The similarity of the spectra
lends plausibility to the em effect as the main cause of the enhancement. See
text for details.
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higher the concentration, for it fails to consider further clustering beyond
dimers (i.e. trimer, tetramers, etc...). This ‘reduced’ initial concentration c0
for sampleA also becomes understandable in light of the enhancement ex-
pected from such higher aggregates: the em enhancement depends on the
hotspots present in these aggregates, which, due to their high selectivity
with respect to the various conditions of the exciting field [61], are neither
in overall strength nor individual number proportional to the number of
colloids constituting the aggregate. Simply put, an aggregate of 10 colloids
will, in general, emit less than five times the intensity of a dimer.
Extending on the same data, the in-situ strategy also yields an argument
of plausibility concerning the discussion around chemical enhancements.
Fig. 4.16 shows the average Raman spectrum of BTZ2 in the colloidal sol
beforeKCl addition (black), afterKCl addition (blue) and after oneday (red).
If a chemical effect, i.e. a charge-transfer complex, was responsible for the
enhancement following KCl addition, then one would expect a strong
dependence on the vibrational mode [106]. This is, as is evident from the
plot, not the case. Although the minor modifications of relative intensities
seen in the spectra may be due to a more electronic effect, the results
are equally understandable invoking em enhancements and aggregation:
As noted in Sec. 3.1.5, the variations in relative intensities of modes are a
consequence of the local field in hotspots.
Concluding remarks
In conclusion, it is quite clear that the dynamics of clustering –after screen-
ing of the Coulomb barrier– can be followed to a relatively good degree
of accuracy both experimentally and theoretically. In the final steady state
we achieve colloidal suspensions which are highly SERS active, have a
limited amount of clustering, and survive for several months without any
deterioration in the signal level and concentration of clusters (an effect
which will be addressed in the next section). This agreement strongly
supports the fact that SERS signals originate mainly from clusters, with a
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dominant em enhancement, as opposed to single particles profiting from
a large chemical enhancement. A noteworthy caveat is that, although the
existence and effect of the aggregates is proven beyond doubt, the exact
nature of the clusters, however, cannot be decided by this experiment. Of
particular interest for the present discussion is to clarify if the clustering
is permanent (coagulation), temporary (reversible aggregation or floccula-
tion), or an evenmore dynamic pairing in which particles briefly approach
each other close enough to produce a large SERS enhancement, but never
actually ‘bind’ with each other. I will come back to this issue in chapter 5.
In an auxiliary note, it is worth mentioning that the presence of these clus-
ters does not have a dramatic, or sometimes evenmeasurable, effect on the
overall absorption spectrum of the solution. The absorption spectrum is
thus ‘blind’ towards aggregates, and therefore does not allow quantifica-
tion of the colloidal state of aggregation. Only if the state of aggregation of
the colloid is vastly increased (e.g. by increasing the salt concentration), a
wide, shallow absorption band emerges at long wavelengths; as reported,
for example, in Ref. [107]. This only happens, however, well beyond the
metastable phase which is of interest here. It is a demonstration that, in
general, the absorption spectrum is not a good measure of where the Ra-
man enhancement will occur; a topic that has been studied in detail in
Ref. [108].
Figure 4.17 provides a lead to the next topic: plotted are the histograms
of Raman intensities (summed over the full spectrum) pertaining to the
time-series of spectra acquired at various intervals after KCl-addition. For
the first and second 100 minutes of progressing aggregation, notably, the
histograms (blue and light blue lines) are near-identical, and although
the average intensity (dotted lines) increases with time, it does so by less
than 5% within the given time. The same sample, on the next day (red
line), exhibits a more progressed aggregation: the average has increased
by roughly 25%, and intensities are generally more spread out. Note
that the sudden rise at the highest intensity (present for the later two
measurements) is an artifact from binning; it merely indicates that there
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Figure 4.17 — Evolution of colloidal aggregation shown via histograms of the
integrated Raman intensities from: 1 − 100min after KCl addition (light blue),
101 − 200min after KCl addition (blue), after one day (red) and after two days
(green). The first two intervals are spanned by 1000 spectra each (integration
time 5 s, dead-time 1 s), the latter two measurements are comprised of 600 spec-
tra (corresponding to a 1h period) each. For ease of comparison, the histograms
of the later measurements were scaled up by a factor of 5/3 to correct for the
number of spectra. Average integrated intensities (dotted lines) are shown. See
text for details.
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are a number of cases (50–60) in which the intensity is at least as large
as the highest shown here. Markedly, two days later (green line), the
same sample does not appear to have undergone further aggregation; the
histogram is of a similar shape as the day before, and more importantly,
the average intensity is roughly the same as before. Did aggregation
stop, or slow to unnoticeable levels? This thought is backed by the more
general observation of the longevity of SERS samples: even months after
preparation and induction of aggregation via KCl, these samples still show
strong SERS activity and little sign of coagulation. I will dedicate the next
section to properly address themechanism responsible for this unexpected
stability.
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4.5 Monte Carlo simulations
The experimental finding of gradually decelerating aggregation and, thus,
long-lived SERS active liquid samplesmotivates a question: What governs
the aggregation dynamics of colloidal particles? Is it understandable sim-
ply in terms of the decreasing number density of colloids as aggregation
progresses? What is the pair-interaction potential between a single colloid
and an aggregate?
4.5.1 Formulating the many-body problem
A qualitative answer to the dynamics governing the interaction between a
pair of single colloidswas given through DLVO theory, in Sec. 4.2. However,
the intuitive pair-wise interaction alone cannot explain what is observed:
once the repulsive potential is low enough to allow aggregation, what
prevents it to continue until complete coagulation?
Colloid-colloid interactions
To re-iterate, one can differentiate between the following DLVO-predicted
regimes (compare Fig. 4.5):
• If the potential barrier is high compared to the thermal energy,
Vbarrier  kBT, the system is practically stable, i.e. meta-stable for
many years. Brownian motion of colloids virtually never overcomes
the repulsive barrier.
• For a barrier comparable to kBT, one expects the life-time of themeta-
stable sol to drop significantly; e.g. for Vbarrier = 2kBT, 26% of all
colloid-colloid interactions are predicted to overcome the barrier.
• In rapid coagulation situations, i.e. when the repulsive barrier has
vanished completely, Vbarrier < 0, it is assumed that the aggregation
106
4.5. MONTE CARLO SIMULATIONS
process is mainly driven by Brownian motion; there is no potential
barrier for collisions.
In conclusion, from DLVO theory, the aggregation rate can be derived to
be a function of the ratio Vbarrier/kBT and the rate of collisions (related to
the diffusion constant) which, implicitly, depends on the number density
of colloids ncolls. The monotonic decrease in ncolls as colloidal dimers are
formed is a first hint towards a mechanism limiting aggregation; it raises
the question: how do colloids interact with aggregates of colloids?
Colloid-aggregate interactions
Once two colloids have formed a dimer, what forces does this new entity
exert upon an approaching third colloid? To approximate the colloid-
aggregate interaction potential, it is instructive to review the two main
contributions in the DLVO potential, and what change thereof is to be
expected as colloids form aggregates:
• The repulsive barrier is due to the like-charged colloids. Assuming
the charge of an aggregate to be the sum of the charges of the con-
stituting colloids, it becomes clear that the potential height of the
repulsive barrier is proportional to the number of colloids in an aggre-
gate. This makes it incrementally harder for additional colloids to
approach an aggregate, and hence introduces an aggregation-limiting
mechanism through Coulomb-blocking. Furthermore, by assuming
immobile surface charges, the overall potential barrier is closely ap-
proximated by the spatial sum of the interaction potentials of the
colloids; this breaks the symmetry in the interaction, as it is now
‘easier’ for a like-charged colloid to approach a dimer along its axis,
rather than perpendicular to it. This is a possible explanation for the
tendency of aggregates to form rod-like shapes (see Sec. 4.3.4).
• The van der Waals/Casimir attraction strongly depends on the dis-
tance between two interacting surfaces. Thus, between an aggregate
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and a colloid, it remains essentially unchanged, as the effectively in-
teracting surfaces donot significantly change. Note however, that the
effect may gain strength in aggregate-aggregate interactions, as the
effective surface of interaction may (depending on shape and relative
orientation) be significantly increased.
These considerations imply that forming a cluster with two particles might
be feasible if the barrier is a few kBT’s, but it will become less and less
probable (exponentially) to add an additional particle to the cluster. In this
context, it becomes self-evident that aggregation dynamics, and hence any
self-limiting effect, arise from a many body problem.
The model ‘world’ and the model potential
With these considerations in mind, it is now a simple matter of abstraction
to formulate a suitable model potential for the Monte Carlo (MC) simu-
lation. The aim is to simulate and follow the aggregational dynamics of
particles with a DLVO-like potential, whereas said potential is assumed to
be close to the coagulation threshold, i.e. Vbarrier ≈ kBT.
The ‘world’ in which the colloidal interactions will be simulated is a two-
dimensional, finite, discrete, cartesian grid of 200 × 200 points. This is
fully sufficient for the qualitative conclusions drawn below, and, above all,
reduces the computational cost to a manageable level. A colloid becomes
a dimensionless dot in this world, occupying a single point in the lattice.
An aggregate, thus, is comprised of at least two colloids occupying neigh-
bouring lattice sites. The boundaries of the lattice are closed, i.e. particles
cannot move past them. It becomes clear that, by nature of the model
world, distance is expressed in discrete lattice-units and the interaction
potential must take a discrete shape, as the colloids move in a stepwise
fashion from one site to another. Fig. 4.18 shows the abstraction of the
DLVO potential into a simple, discretised pair-interaction potential for the
MC simulation. This potential mimics the features of the DLVO potential:
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Figure 4.18— Abstraction from the DLVO potential (left) to the simplified discrete
potential used in the MC simulation (right). The short range attractive components
(light blue) and repulsive barrier (bright red) are highlighted. Note that the axes
are limited for clarity and crop the depth of the attractive potential well.
• Short-range attraction: the van derWaals/Casimir force is modelled as
a potentialwell of constant depth−39 kBT, ranging from0 to 1.5 lattice
units. This includes the four nearest neighbours, but also the four
next-nearest neighbours, since
√
2 < 1.5. This deep well essentially
traps adjacent colloids, hence it becomes extremely unlikely for a
colloid to leave an aggregate.
• Repulsive barrier: the repulsive hump becomes a constant 1 − 10 kBT
spanning from 1.5 to 3.5 lattice units (felt at 28 lattice sites around a
colloid). This models the DLVO potential in the regime close to the
coagulation threshold.
Note also that the model potential effectively cuts off after 3.5 lattice units,
i.e. there are no long-range interactions between colloids.
The potential landscape in the lattice is exemplified in Fig. 4.19, show-
ing the potential of an aggregate and a single colloid. Plot A recalls the
model potential of a single colloid, plot B shows how the additivity of
potential fields increases the repulsive barrier, and the colour-map in plot
C shows an excerpt (0.64%) of the spatial potential landscape explored in
the simulation. Note how the spatial additivity of the potential leads to
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Figure 4.19 — Exemplary potential energy surface around a single colloid and
around an aggregate for Vbarrier = kBT. Plot A shows the single colloid potential,
plot B depicts the additive overlap of potentials leading to an effective increase in
the Coulomb hump. Surface C colour-codes the potential landscape in the lattice
resulting from a single colloid and a fictive aggregate of seven colloids. Note how
the repulsion is weakest at the pinnacle ends of the cluster.
110
4.5. MONTE CARLO SIMULATIONS
0 50 100 150 200
0
50
100
150
200
0 50 100 150 200
0
50
100
150
200
 
 
D
is
ta
nc
e 
[la
tti
ce
 u
ni
ts
]
Distance [lattice units]
 
 
D
is
ta
nc
e 
[la
tti
ce
 u
ni
ts
]
Distance [lattice units]
Figure 4.20 — Monte Carlo simulation of self-limiting aggregation (square lat-
tice 200×200, 500 particles, closed boundaries, Metropolis algorithm, positive
Coulomb barrier with Vmax/kBT = 10). In order to maximise the collision rate and
interactions among clusters a small asymmetry (1 %) in the selection of the ran-
dom movements in the Metropolis algorithm is introduced. After several million
iterations this tends to accumulate the formed clusters towards a single bound-
ary. The initial (left plot) and the final (right plot) configurations are shown. This
forces the clusters to interact among themselves and collapse into bigger clusters
if they find the chance.
direction-dependent adhesion probabilities for a colloid to join a cluster.
Kinetic Monte Carlo simulation
To provide an unbiased initial state, an ensemble of 500 colloids is ran-
domly distributed over the lattice. Then, a Metropolis algorithm alters the
lattice particle configuration through a large number ofMC steps, whereby
each iteration follows the algorithm:
1. pick a random colloid ci,
2. calculate its current potential energyU by summing the potentials of
all surrounding colloids, U =
∑
j,i
V(c j),
3. throw a random number to determine whether to move ci up, down,
left or right by one lattice site,
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4. calculate the energy U′ which ci would have in the new position,
5. if U′ ≤ U, accept the move,
6. ifU′ > U, accept themovewith aBoltzmannprobabilityp = exp
(
U−U′
kBT
)
.
This scheme is looped until the desired number of iterations has been
achieved. The method becomes kinetic by also accepting iteration steps
that lead to a higher total energy, but only with a Boltzmann probability ∝
exp (−∆U/kBT). By doing so Brownianmotion is taken into account during
the simulation and thus the approached final particle distribution is closer
to physical reality. The picture however remains completely qualitative
even for a 3D-lattice, for a number of reasons, e.g. the inaccurate potentials
and lattice units that are coarse compared to the colloid size.
One method to assess the system’s convergence after Niter iterations is to
simply re-run the simulation for 2Niter iterations, and evaluate whether
the desired properties (aggregational state) differ significantly, i.e. have
not converged yet. In this context, a slight asymmetry is introduced in
the Metropolis algorithm: In the arbitrary movement of a colloid, the
down-direction is set to be 2%more likely to occur than the up-direction13,
which fulfils two purposes: (i) simulate gravitational bias in the Brownian
motion and (ii) thus ensure that colloids constantly interactwith each other,
since the effective 2D-volume is decreased (see Fig. 4.20). To that end, the
simulation is biased towards exploring the effect of the additive potentials
(i.e. Coulomb-blocking), since the number density of colloids/clusters, and
thus the collision rate, is kept high.
Results
The results are summarised in Fig. 4.21: After 106 MC-steps single colloids
still dominate the picture; 16.6% of colloids have formed aggregates (31
dimers, 3 trimers). After 51 · 106 MC iterations the predominant cluster
13The explicit probabilities are 26% up, 24% down, 25% left and 25% right.
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Figure 4.21 — Monte Carlo
simulation of self-limiting aggre-
gation (square lattice 200×200,
500 particles, closed bound-
aries, Metropolis algorithm,
positive Coulomb barrier with
Vmax/kBT = 10). Figures (a) to
(d) show the histograms of the
number of particles participating
in clusters of size 1, 2, 3, etc., after
106 MC-steps in (a), and then for
an additional 5 · 107 MC iterations
in each step from (b) to (d). The
predominance of dimers in the
long term is a consequence of the
particular choice of barrier height.
The long term survival of small
clusters in this conditions is a
demonstration of Coulomb-limited
aggregation.
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type is dimer (49% of all 500 colloids). Doubling the number of iterations
to 101 ·106, dimers still dominate (53%), and although trimers have gained
(17%), no tetramers have formed yet. After 151 · 106 iterations, the dimer
population is left unchanged, the number of trimers grows only slightly
(22%), and the first two tetramers have appeared.
Evidently, aggregation continues throughout the entirety of the simula-
tion, albeit at an ever-slowing rate. Nonetheless, the incessant dominance
of small clusters (dimers, trimers) in the presence of many particles (with
clusters being approached by other clusters/particles from all possible di-
rections and with different energies) leads to a state in between the stable
colloid and the fully aggregated situation. This state ismetastable and con-
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tinues to evolve over time/MC steps. Metastability is, of course, a problem
of definition of time-scales. Ametastable colloidal state lasting for one year
with an exponentially negligible probability of forming larger clusters be-
comes, for all practical purposes, a stable state. The dominance of clusters
with a typical size (dimers in the case of Fig. 4.21) is a manifestation of
self-limiting aggregation.
Figure 4.22 — Monte Carlo simulation of self-limiting aggregation (square lat-
tice 200×200, 500 particles, closed boundaries, Metropolis algorithm, positive
Coulomb barriers of 2, 5 and 10 kBT). The plot shows three histograms of the
number of particles participating in clusters of size 1, 2, 3, etc, after 2 · 108 MC-
steps. Each histogram corresponds to a fixed potential - the barrier height is given
on the y-scale. The distribution of cluster sizes broadens and shifts to larger val-
ues for shallower repulsive barrier heights.
The additive Coulomb barrier of the aggregated clusters makes it exponen-
tially more difficult for further aggregation to occur. In fact, the dominant
type of cluster in the final metastable state can be tuned by choosing dif-
ferent barrier heights or, alternatively, different temperatures for a fixed
barrier height. For a slightly lower barrier, trimers become the dominant
feature after several million MC-iterations, and so on. This correlation is
clearly depicted in Figure 4.22 – here histograms of the number of colloids
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involved in different cluster types are shown for three different barrier
heights. Each of the histograms corresponds to the resulting particle dis-
tribution after a 2 ·108-stepMC simulation. Therefore the histogram shown
for the 10 kBT barrier is an extension of the series of histograms shown in
Fig. 4.21(a-d). For shallower barriers the particle configuration noticeably
shifts to larger clusters, i.e. mainly trimers, tetramers and pentamers for a
5 kBT barrier and a broad distribution around 10-mers in the 2 kBT case.
In a real situation, the colloidal solutions contains a variety of colloids with
different sizes, shapes, surface charges, and therefore different interaction
potentials. One would therefore expect a wider distribution of cluster
sizes. Nonetheless Monte Carlo simulations are a powerful tool to find
stationary solutions of many-body systems (in fact, theoretical physicists
call MC simulations ’experiment’). To this end, the predicted state with
self-limiting aggregation can explain both the high SERS activity of certain
solutions and the long term stability by the same token. It ismadeplausible
by the Monte Carlo simulation.
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4.6 Conclusion
With the theoretical interaction potential, the SEM-based characterisation,
the clarifications regarding the effect of salt and the long-term stability
of aggregated colloids, the thorough characterisation of the Lee & Meisel
colloidal system in SERS is, to this end, complete. The salt-induced SERS-
activation is understood as an aggregation phenomenon, which provides,
with the knowledge of the field redistribution in colloidal dimers, a con-
sistent picture for the electromagnetic nature of the enhancement in SERS.
The Coulomb-blocking mechanism retains the small-cluster state of aggre-
gation in the colloidal system after SERS-activation, leading to SERS-active
liquid samples with a long shelf-lifetime.
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Single-molecule SERS and
Bi-Analyte SERS
Human beings, who are almost unique in having the
ability to learn from the experience of others, are also
remarkable for their apparent disinclination to do so.
Douglas Adams
The schematic in Fig. 5.1 summarises and reviews the introductory part
of this chapter. Before diving into the depths of Bi-Analyte SERS, I will
outline the historic development of single-molecule (SM) SERS and show
that its early proof -the Poisson distributed intensities- becomes untenable
when viewed from today’s perspective.
5.1 Early SM-SERS claims
In 1997, two papers by Nie & Emory [9] and Kneipp et al. [8], renewed
the interest in SERS by demonstrating single-molecule (SM) sensitivity of
the technique. The impact of these works in the field of SERS is hard to
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overestimate – however, with the benefit of hindsight, some substantial
uncertainties and flaws in these works surface after critical examination.
Thus, it is the intention of this section to remove -without derogating
impact- some ultimately false claims and to clear up the picture these early
studies presented.
5.1.1 The ultra-low concentration approach
The initial claims of SM sensitivity were based on a probabilistic approach.
The basic idea is to use ultra-low analyte concentrations in colloidal solu-
tions, to the point where it becomes unlikely that more than one molecule
attaches to a single colloid1, and then to try to observe signal from single
colloids/colloidal clusters. This approach poses some serious experimental
difficulties, most importantly:
(i) the dilution to ultra-low concentrations is error-prone (as pointed
out by Hildebrandt [109]), since normally overlooked effects become
important (e.g. wall adsorption).
(ii) the estimation of the number density of colloids suffers from uncer-
tainties. Specifically, the estimates are based on the mass of silver
used in the synthesis. This results in inaccurate numbers due to the
typically strong nucleation of Ag on the container walls, which does
not contribute to the colloidal ensemble. Also, the exact colloid size
and shape distributions are unknown.
Furthermore, the logic of this approach becomes questionable in view
of today’s knowledge about the source of the highest enhancements and
signals: the SERS hot-spot. SM detection requires high-enhancement hot-
spots which typically arise from the aggregation of colloids, the canonical
1Kneipp et al. added crystal violet to a final concentration of 3.3 × 10−14M in the
wet sample and estimated an average of 0.6 molecules per colloid; Nie et al. prepared
dry samples and used Rhodamine 6G at concentrations of 2 × 10−10M and 2 × 10−11M,
estimating a surface number density of 1 and 0.1 respectively.
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Figure 5.1 — Schematic overview of the SM-SERS topic. Each SM-proof ap-
proach and their stated characteristics are explicitly adressed in the text below.
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example being the colloidal dimer (see Sec. 3.1.5). Suchhot-spots are locally
confined on the colloid’s surface, with most of the intensity coming from
a tiny region: GMT calculations for a typical dimer show (see Ref. [66])
that 80% of the signal originates from a 9◦ cone around the dimer axis,
corresponding to 0.66% of each colloid’s surface (see Sec. 3.1.5). If one
was to prepare a solution with an average of 0.6 molecules per colloid,
the probability that a molecule comes to lie within that 80%-signal cone
would be 0.0066 ≈ 1/150. Therefore, even in the case of each hot-spot
being perfectly aligned in the incoming field, the average chance to see a
single molecule is 0.6× 0.0066 = 0.4%, i.e. one discernable event per ∼ 250
observations. Thus comprehensible, Nie & Emory [9] assert that “only one
out of perhaps 100 to 1000 particles is hot” and “only one out of 10000 surface
sites on a hot particle shows efficient enhancement”.
It is thus reasonable to conclude that in the ultra-low concentration regime
the chance to observe single molecules is minimal. A proof based on
rare events will, though logically correct, always face doubt about the
authenticity of events – simply put, the apparent SM events could well
be ‘outliers’ caused by impurities or other experimental uncertainties. For
example, the rod-like colloidal aggregatedmentioned earlier (see Sec. 4.3.4)
will absorb more dyes than isolated colloids, and can thus produce rare,
high-intensity events. The intrinsic sparsity of events is therefore a double-
edged sword: on the one hand validating the claim, on the other hand
fuelling its dispute.
Having gained these insights, it would now seemnatural to stop venturing
further and instead explore a more suited approach. Before doing so,
however, a notable chapter in the history of SM-SERS requires special
attention.
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5.1.2 Poisson distribution - quantised intensities?
The rebuttal of Poisson-statistics in SM-SERS was done in full in Ref. [75],
however, a brief review of the key points shall be given here.
While Nie & Emory’s paper [9] used ultra-low concentrations and took the
fact that Raman signatures are still observable2 as proof for SM sensitivity,
Kneipp’s paper [8] goes one step further and analyses the statistics of
the intensities of apparent SM-SERS events. The analysis is based on
100 spectra, whose intensities are binned and plotted in a histogram (see
Fig. 5.2). The histogram shows a structure of peaks, whereas peaks at higher
intensity exhibit less observation probability. This is attributed to events
in which 0, 1, 2 or 3 molecules partake, with zero molecules being the
most probable case. Four Gaussian curves are fitted to the ∼20 data points
of the histogram. The paper states that the areas of these Gaussians are
“roughly consistent with a Poisson distribution for an average number of 0.5
molecule.” This is in good agreement with the estimated number density of
0.6molecules per colloid, however, this in turn implies a 80% SM detection
efficiency – a direct contradiction to the rarity of events observed by Nie &
Emory.
Accordingly, one is left with a conundrum: How could one possibly ob-
serve sufficient spectra to distinguish these ultra-rare events (all on the
edge of detectability) from sample impurities, let alone derive meaningful
statistics from it?
Nonetheless, at first sight, the observation of signals from ultra-low con-
centration samples and the seeming logical consistency of the Poisson-
distributed intensities serve as powerful arguments for the single-molecule
sensitivity in SERS. However, with a bit of further thought a series of ques-
tions arise, in particular pertaining to the Poisson-fit, to wit:
• Why is there a peak for the zero-molecule case, and why is it not at
zero intensity? How exactly were spectral intensities evaluated?
2The rarity of events (see Sec. 5.1.1) being the only source of doubt (possible impurities).
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Figure 5.2 — Reproducted from Ref. [8] with permission (copyright: Ameri-
can Physical Society). Histogram of intensities for 100 events recorded from a
Lee&Meisel Ag colloidal sol with a 33 fM concentration of crystal violet. The ap-
parent structure is attributed to the number of molecules visible per event. See
text for details.
• Why are the peak positions not equidistant? This directly contradicts
the underlying assumption of quantised intensities.
• Why is the width of peaks not monotonically increasing for higher
intensities, but rather varying randomly? This has a large impact on
the peak areas, which are said to correlate Poisson-like.
Above all, what is the significance of such an elaborate statistical analy-
sis if based on only 100 values? With the present understanding of the
SERS enhancement mechanism, it is easy to convince oneself that appar-
ent structures (i.e. peaks) in histograms of SM-SERS intensities are an
artifact of insufficient sampling. The weakest point of the Poisson-like in-
tensity distribution is the underlying assumption of quantised intensities.
SERS intensities have to be quantised to at least within a factor of ∼ 2, if
Poisson-statistics were to be observed [75]. If the intensity of a molecule
varies by more then a factor of 2, it becomes impossible to distinguish the
intensity of a single molecule from that of two molecules, and so forth,
thus invalidating the applicability of a discrete probability distribution.
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Figure 5.3—Histograms of number of cases with a given intensity for three differ-
ent scenarios of intensity distributions. In all examples, the number of molecules
(105) follows a Poisson distribution (imposed) with µ = 0.5, but each molecule
contributes with an intensity taken from a Gaussian probability distribution (see
insets) centered at I = 1, with variance σ = 0.1 in (a), 0.3 in (b), and 0.5 in (c). The
peaks representing 1, 2, and 3 molecules can be clearly seen in the histogram.
Note that as soon as the intensity distribution of individual molecules is spread
over a region spanning a factor of roughly ∼ 2 the ability to count the molecules
from the intensity and the Poisson statistics picture is completely lost. A Gaussian
distribution with a spread within a factor of two among single molecule events in
hot-spots is virtually impossible to achieve in real SERS substrates of any kind.
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Basically, the Poisson-distribution of intensities is washed out (see Fig. 5.3)
as soon as the unphysical assumption of highly confined SM intensities
is dropped. Why is this assumption unphysical? There are many effects
which counteract intensity quantisation, in particular in a disordered SERS
sample:
• Observable SERS signals originate fromhotspots. The enhancement a
hotspot provides depends strongly on a range of parameters (colloid
shape, cluster geometry, incident polarisation and relative orientation
to it, etc...). Therefore, even when assuming that in each hotspot a
single molecule were to be always perfectly centered, the hotspot-
to-hotspot variance in enhancement will still cause SM-SERS event
intensities to vary by orders of magnitude.
• The Raman intensity emitted by a molecule depends strongly on
its position within the hotspot; the stronger the enhancement, the
stronger its spatial dependence. Typically, amidst regions which
provide field enhancements sufficient to observe SM-SERS from,
the enhancement factor varies by orders of magnitudes over a few
nanometres (see Sec. 3.1.5 and Ref. [66].)
• Since the enhanced field vectors are preferentially normal to the
metallic surface, the Raman cross-section of amolecule on the surface
depends on its relative orientation thereon (see Sec. 6.8 and Ref. [69]).
• Last but not least: photo-chemical effects (e.g. photo-dissociation
and photo-bleaching) aggravate the higher the photon density, and
may thus significantly decrease the lifetime of singlemolecules under
high enhancements. This in turn stochastically affects the emitted SM
intensity.3
3Photo-chemistry introduces a natural boundary for a hotspot’s field enhancement
for observable SM-SERS events: while the emitted SM intensity increases with field en-
hancement, the molecular lifetime decreases. If the local field is too intense, one may
never observe the molecule since it ‘dies’ (due to fast bleaching) before enough scattered
photons to discern it from noise can be collected.
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Therefore, it is safe to conclude that it is not possible to count molecules from
their emitted SERS intensity, and hence the foundation for a discrete proba-
bility distribution is nonexistant. Correspondingly, one can conclude that
the proof of SM-sensitivity in SERS delivered by Nie & Emory and Kneipp
was thus at best incomplete; it was recognised as such by the leading
authors in their joint paper “Single-molecule Raman spectroscopy: fact or fic-
tion?” (Ref. [12]). Nonetheless, the Poisson-statistics based proof spurred
interest and development in SERS (and is accordingly widely cited), and
-for lack of a better proof- remained unchallenged in the SERS commu-
nity. Furthermore, the proof was repeated by other groups, for example
in Ref. [110] (a paper so similar to Ref. [8] that it may be confused with
the original) and Ref. [111], which applies the same logic to tip-enhanced
Raman spectroscopy (TERS)4. The proof was re-emphasised numerous
times by the Kneipp group (for example Refs. [112, 79, 81]). Eventually,
a decade after its initial conception, the validity of the Poisson-argument
was refuted [14, 75, 113, 21].
5.2 Recent SM-SERS efforts
Subsequent to the discovery of SM-SERS in 1997, many groups applied the
ultra-low concentration approach (for example, see Refs. [31, 114, 115, 65,
116, 117, 118]). The newly found results were put on a theoretical footing
by a number of publications which addressed the mechanisms behind the
surprisingly large enhancements (see for example Refs. [119, 120, 121, 83,
122, 123, 124]). This accumulated a ‘body of evidence’ for SM-SERS, which
was -however- eroded by the intrinsic shortcomings of the initial proof
(see above).
Conversely, a number of recent papers ventured from the conventional
SM-SERS scheme (i.e. ultra-low concentration of dye in Lee & Meisel Ag
4Under TERS conditions, many of the criticisms against the original proof disappear,
however, quantised intensities remain hard to justify.
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colloids) and plausibly demonstrated SM-SERS, thus adding significantly
to its credibility. These deserve a mention here:
• The works by Aroca et al. [125, 19, 126] created a notable advance in
SM-SERS by increasing the control on the experimental SERS system
through Langmuir-Blodgett films. In the developed technique, a
SERS sample is created by deposition of a dye-containing fatty-acid
Langmuir-Blodgett film onto a silver-island substrate. The density
of analytes within the film is well controllable, which specifically
curbs one of the salient uncertainties in the previous claims – the
number density of analytes on the substrate. The technique was
also successfully combined with the Bi-Analyte approach (see next
section), see Ref. [127].
• Tip-enhanced Raman spectroscopy (TERS) is a recently developed
technique [128] which combines the surface-enhancement effect with
scanning-probemicroscopies (e.g. AFM,SNOM,STM) [129, 130, 131].
By scanning the laser-illuminated probe tip it becomes possible to
selectively provide enhancement to a small area on a substrate (be-
yond the diffraction limit), which, assuming a sufficiently low ana-
lyte surface density, should correspond to single molecules. Promis-
ing results towards SM detection were achieved by the groups of
Raschke [111] and Pettinger [132], albeit the former being subject to
criticism [133, 134] regarding the Poisson-based proof (see above).
• Maher et al. [135] observed photobleaching under SERS conditions
and noted, for low analyte concentrations, that the decay of the in-
tensity happens in a stepwise fashion. This added to the plausibility
of a situation in which only a few individual molecules contribute to
the observed signal.
While all these methods have their strengths and weaknesses, and can be
pursued as valid routes for single molecule SERS detection, I will (nat-
urally) concentrate on the method that was developed in our laboratory
126
5.3. RIGOROUS PROOF OF SM-SERS USING TWO ANALYTES
Figure 5.4 — Cartoon of SM-SERS scenarios: (A) depicting the ultra-low con-
centration regime, in which the analyte surface density is so low that it becomes
unlikely that a molecule resides at the hotspot - events are very sparse. (B) High
analyte surface density, it is likely that molecules are in the high-enhancement
region. Events are abundant, but since the ‘extent of the hotspot’ is unknown,
one cannot prove or disprove SM-SERS from here. (C) Introducing the contrast
method Bi-Analyte SERS: retaining abundant signals, one can prove SM-SERS
with simple arguments and use the technique to identify SM events. See text for
details.
during this thesis; a method based on the use of two analytes as “con-
trast” to statistically detect the occurrence of SM events. Hence, in the next
section and thereafter, I will concentrate only on this method.
5.3 Rigorous proof of SM-SERS using two ana-
lytes
5.3.1 The Bi-Analyte SERS idea
The Bi-Analyte SERS (BiASERS) idea was born out of mishap – an acci-
dental discovery. Nonetheless, the idea is so simple that, in retrospective,
it borders on embarrassment contemplating that one was unable to come
up with it any earlier5. The localisation of the enhancement in SERS sam-
5In fact, Zhang et al. [136] missed this opportunity to settle the SM-SERS discussion
by a remarkably close margin.
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ples leads to rare events if only few molecules populate the substrate (see
Fig. 5.4). Increasing the analyte concentration leads to more abundant
events, however, with more than one molecule per colloid, the only argu-
ment for SM detection is gone. This can be restored by using two analytes
at the same time – if the observed signal comes from many molecules, one
expects to see a spectrum composed of both analytes’ spectra; however, if a
single or fewmolecules contribute, then one expects to see pure spectra, i.e.
one analyte or the other. Conversely, pure spectra are extremely unlikely
to happen if many molecules contribute, hence, observing pure spectra is
a proof of the SM-nature in SERS signals.
5.3.2 Discrete model hot-spots
Assume a SERS active sample with two analytes A and B, for which in
each SERS event the observed signal originates from exactly N molecules.
This implicitly assumes that hot-spots are ‘bucket-like’, i.e. have a sharp
boundary, and molecules are either within the hot-spot or outside of it.
Moreover it assumes all hot-spots to be of a very limited spatial extent,
so that each hot-spot is populated by only (and exactly) N molecules.
Let us furthermore assume that we are obtaining a series of spectra from
this model sample, with each measurement being that of an independent,
random selection of N = NA + NB molecules from the pool of the two
analytes. Then, in the general case, spectra will be of a mixed type (i.e.
both dyes A and B present); however, there is a chance for pure spectra to
occur (i.e. NA = 0 orNB = 0). Figure 5.5 exemplifies this model for the case
N = 3.
With this model in mind, we can now ask: For any SERS event, what is
the probability pA of all N molecules being of type A? If N = 1, then every
event will either be from analyte A or B, thus pA = 1/2. If N = 2, pA drops
to 1/4. For N = 3, we get pA = 1/8, etc... More generally, the probability pA
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Figure 5.5 — Left: Cartoon exemplifying the case N = 3. The hot-spot fits
3 molecules which are selected at random with equal probability. Shown are 8
possible combinations of dyes A and B, two of which are pure (red, blue), three
are 2/3 dye A plus 1/3 dye B (pink) and the remaining three are 1/3 dye A plus
2/3 dye B (light blue). Right: Trivial histogram showing the discrete probabilities
of occurrence for this case. See also Fig. 5.7.
to observe a pure signal from dye A (or dye B, pB) is:
pA(N) =
1
2N
, pB(N) =
1
2N
(5.1)
The fraction of expected pure spectra (A or B) then is:
p(N) = pA(N) + pB(N) =
2
2N
(5.2)
Accordingly, the probability to observe a pure spectrum drops rapidly: for
N = 10, we get a chance of less than 1 in 1000 to observe a pure spectrum
from either dye A or B. Figure 5.6 plots the probability to observe pure
(and mixed) signals as a function of small N.
It is the rapid decay of p with increasing N which constitutes the SM
proof, by falsification: if each SERS signal originates frommanymolecules
(N  1), then the probability to observe a pure spectrum is extremely
small (p→ 0), and such an event becomes highly unlikely. Thus, in a SERS
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Figure 5.6 — Event probabilities for the bi-analyte model scenario. Shown is
the probability of observing pure signals (solid lines, circles) and mixed signals
(dotted lines, crosses) as a function of the number of molecules N participating in
each event.
measurement where pure spectra occur regularly (evidently p > , with
 being some reasonably high threshold6), these signals must stem from
single or few molecules (N ∼ 1).
Probability and spectral compositions
Within the model of discrete hot-spots, for a fictive ensemble of spectra,
one can trivially assess the participation each analyte has in each spectrum:
PA =
NA
N
and PB =
NB
N
=
N −NA
N
= 1 − PA (5.3)
Once the participations are known for all spectra, the probability distribu-
tion thereof is determined. In the discrete hotspot model the probability
6 should bewell above 1/1000 to improve on the statistical significance of the ultra-low
concentration approach.
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Figure 5.7 — Event probabilities for the bi-analyte model scenario for various
small N (number of molecules per hot-spot). The discrete probabilities for spectra
having a relative percentage of dye A, PA, are shown. Accordingly, PA = 1 indi-
cates a pure dye A spectrum, PA = 0 a pure dye B spectrum and 0 < PA < 1 a
mixed spectrum. See text for more details.
distribution follows trivially (along the lines of Eq. 5.2) without formally
requiring to assess spectral participations for each spectrum. In the exper-
imental context however, this step cannot be omitted since the real-world
notion of a SERS hotspot corresponds to a skewed enhancement distribu-
tion (see Sec. 3.1.5), and is not a discrete ‘bucket’.
Hence, the analysis of real BiASERS data is a two-step process:
1. The spectral composition (participations PiA andP
i
B) of each spectrum
i is evaluated. Note that, obviously, Eq. 5.3 stems from a concept
model and has no relation to real data. Within more realistic SERS
models the spectral percentage (and thus event-probability) will need
to be revisited. Hence, these quantities will be explicitly redefined
later in the text to suit our needs (see Sec. 5.3.4, Eq. 5.6).
2. The histogram of spectral percentages (i.e. its probability distribu-
tion) is analysed to answer the questions of the type: Do pure events
occur? How likely is a pure or mixed event? On average, how many
molecules contribute significantly to the signal?
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5.3.3 Prerequisite criteria
What are the basic criteria necessary for a BiASERS experiment?
• Clearly, both analytes, separately, must show SERS signals under the
particular experimental system chosen.
• When mixed together, these analytes must not influence each other,
e.g. analyte A must not prevent analyte B from surface adhesion.
• The spectra of both analytes must be distinguishable. This fairly ob-
vious requirement may seem straightforward to fulfill, given that the
Raman spectrum is often viewed as a molecular ‘fingerprint’. How-
ever, the BiASERS technique benefits from the chemical and physical
similarity of analytes (see below), and the criterion of spectral differ-
ence thus becomes non-trivial.
• The cross-section of both analytes must be comparable. If the ratio of
cross-sections is too large/small, then measurements will yield little
spectral contrast, with one spectral component ‘buried’ within the
other. This will increase uncertainties about spectral percentages
and eventually render any statistical analysis impossible.
• A comparable percentage of both dyes must adhere to the substrate’s
surface. Otherwise one faces the same problem of diminishing spec-
tral contrast as in the previous criterion.
To summarise, the BiASERS technique requires analytes which have sim-
ilar surface chemistries and spectroscopic properties, while retaining suf-
ficiently different spectra – in other words, there is an uncertainty relation
between molecular similarity and spectral contrast.
I will nowmove on to the first BiASERS experiment and evaluate the above
criteria, as well as analyse it in terms of the discrete hotspot model.
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5.3.4 BiASERS - experiment
The first BiASERS experiment conducted and interpreted as such uses the
two dyes Rhodamine 6G (Rh6G) and the benzotriazole dye BTZ2 (refer to
Sec. 2.3 for an introduction to these species).
Samples & experimental details
Citrate-reduced Ag colloid solutions were prepared as described earlier
(see Sec. 4.1.2), Rh6G and BTZ2 (see Sec. 2.3) was added as analytes (to a
final concentration of 100 nM each) and colloidal aggregation was induced
by diluting the solution by a factor of 2 using a 20mM KCl solution (thus
yielding a final concentration of cKCl = 10mM.) Following this general
recipe, three solutions were prepared:
Sol A: Aggregated colloids with 100 nM BTZ2,
Sol B: Aggregated colloids with 100 nM Rh6G and
Sol C: Aggregated colloids with both, 100 nM BTZ2 and 100 nM Rh6G.
To highlight the contrast these samples represent with respect to previous
ultra-low concentration measurements, the average number of molecules
per colloid in sol C is, approximately:
Nmol =
cNA
ncoll
≈ 1200 , (5.4)
where c is the overall dye concentration, NA is Avogadro’s number and
ncoll is the estimated number density of colloids (∼ 1011cm−3). Assuming
the average colloid’s radius R to be 30 nm, one can estimate the surface
area of an average colloid:
Acoll = 4piR2 ≈ 1.1 · 104 nm2 , (5.5)
which translates into ∼9 nm2 per molecule – plenty of space for molecules
with a maximum footprint of roughly 1 nm2 (see Appendix A).
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Figure 5.8— Left: Average SERS spectra from solutions A, B and C. Also shown
is the sum of spectra from A and B, which is identical to the spectrum of solution C
within experimental errors. Right: Representative individual spectra (integration
time 0.2 s) of solution C showing a pure BTZ2 event (PB = 0.91), a pure Rh6G
event (PB = 0.07), and a mixed event (PB = 0.5). The arbitrary scale is the same
on both sides. The pure BTZ2 event still shows very small peaks from Rh6G due
to its larger cross section.
A ×100 index-matched (to water) immersion objective was used; the ex-
citation wavelength was 633 nm, at 2mW laser power. For all solutions
average SERS spectra were collected. For solution C, also a time-series of
1000 spectra with an integration time of 0.2 s each was collected.
Results
The plot on the left side of Figure 5.8 shows (from top to bottom) the
average spectrum of sol A, sol B, the sum spectrum of sol A and B, and
the average spectrum of sol C. From here, a number of conclusions can be
drawn:
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• As expected, both dyes show strong Raman spectra. The spectra
differ in many features, thus one can readily differentiate between
signals from either of the dyes, and identify mixtures thereof.
• Rh6G’s cross section is roughly four times larger than that of BTZ2
under these conditions. Though this is not ideal, the resulting spectral
contrast is still large enough to clearly identify (and quantify) pure
and mixed signals.
• The sum of the average spectra of sols A and B is virtually identical
to the average spectrum of sol C. This indicates that the two analytes
in sol C do not interact with each other, and adsorb onto the colloid’s
surface independently.
Consequently, the prerequisites laid out in Sec. 5.3.3 are fulfilled.
The plot on the right side of Fig. 5.8 shows three exemplary spectra from
the time-series of spectra from sol C. The most striking fact is the pres-
ence of pure spectra. Considering that there are ∼ 600 molecules of each
analyte adsorbed to every colloid, one might expect to only see mixed
spectra. However, granted the background knowledge of hotspot local-
isation, these results become understandable: Pure spectra, arising from
single/few molecules, indicate the strong localisation of the enhancement
region on the colloidal surface. An estimate of the extent of this region will
be eluciated further below.
Evaluating spectral participations
To evalute the statistics of the events, in particular the distribution of spec-
tral participations, one needs to define how the spectral dependence is to
be deduced from each spectrum. For this purpose, here, the reference spec-
tra IRh6G(λ) of Rh6G and IBTZ2(λ) of BTZ2 are utilised. These are obtained
separately (from sol A and sol B). Since the dyes in sol C adhere and scatter
independent of each other, it suggests itself to express each event in the
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time-series as a linear superposition of the reference spectra, plus a function BG
allowing for changes in the signal background:
Itheo(λ) = αIRh6G(λ) + βIBTZ2(λ) + BG , (5.6)
where BG may, in general, depend on λ and a set of parameters. In fact,
the background function ‘hides’ a lot of physics (see Sec. 5.3.5) which,
in essence, calls for a more complex formulation of Itheo(λ). One is in a
much better situation if both analytes combined yield at least one pair of
peaks which is close in energy (see also Sec. 5.3.5). To this end, a linear
approximation to accommodate unavoidable event-to-event variations in
the background is employed:
BG(λ) = mλ + n . (5.7)
Thus, formally, one deals with a function of four parameters: Itheo(λ) =
f (λ;α, β,m, n). These parameters are obtained by least-squares function
minimisation with respect to each experimental spectrum Ii(λ):
min

∑
λ
√
(Ii(λ) − Itheo(λ))2
 =⇒ {αi, βi,mi, ni} . (5.8)
This yields a set of optimal parameters αi, βi,mi, ni for each spectrum in the
time-series. Based on these fits, the spectral participation of each dye can
be redefined as follows:
PRh6G =
α
α + β
, PBTZ2 =
β
α + β
. (5.9)
Note that, since α and β are basically scaling factors of the measured
reference spectra, this automatically takes care of the difference in Raman
cross-section. Specifically, the average spectrum of sol C leads to factors
α = β = 1/2, despite the spectrummostly resemblingRh6G (at least by eye).
This procedure thus conveniently normalises the spectral participations
with respect to cross sections.
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Figure 5.9 — (A) Scatter plot of the
total SERS intensity versus PB ob-
tained from the fits. Note that spec-
tra dominated by one type of dye
(PB < 0.2 or PB > 0.8) are only ob-
served for high intensity events. (B)
Histograms of the distribution of PB
for solution C, for the simple Poisso-
nian model with µ = 4, and for an
identical solution with doubled an-
alyte concentration, i.e. 200 nM of
each dye. A log scale is used to em-
phasize extreme events.
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Statistical analysis
Figure 5.9 shows the results of this analysis; note the logarithmic scale. The
top graph plots the intensity of each spectrum (defined as α+ β) versus its
spectral participation of BTZ2. Evidently, the measurement yields a great
variety of participationsPBTZ2 – of particular importance are themany cases
of PBTZ2 ≈ 0 and PBTZ2 ≈ 1, since they constitute the experimental SM-SERS
proof. Another important pattern visible in this plot is that there are no
pure events with low intensities - SM spectra occur only above some intensity
threshold. Moreover, there is a clear correlation of spectral participation
to minimum intensity (depicted by red lines in the plot) – the less mixed
a spectrum, the higher its threshold intensity. This is consistent with the
dependency of the enhancement of a hotspot with respect to its ‘size’, and
can be understood in terms of the discrete hotspot model: calculations
show [21] that localisation corresponds to enhancement, i.e. the more
localised a hotspots, the stronger its enhancement. For ‘large’ hotspots
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the enhancement is spread out, and hence it is comparatively low for a
molecule exposed to it. Furthermore, large hotspots will in general include
a large number of molecules, thus making pure spectra improbable, but
lend likelyhood to mixed ones. This relation is clearly evident in Fig. 5.9.
To summarise this logic: SM signals necessarily originate from a small
area, i.e. confined hotspots, which give rise to high enhancements, and
thus yield high signal intensities.
The lower plot of Fig. 5.9 collapses the scatter plot into a histogram (blue
hatched bars). Note the logarithmic scale. It is clear that the vast majority
of events is of a mixed type, but a significant number of pure spectra (∼30)
is present. Also shown is the fit of an ‘open discrete hotspot’ model (red
hatched bars) to the histogram. The model is an extension of the ‘closed
discrete hotspot’; it maintains the discrete hotspot, however the number
of molecules N contained is no longer fixed, but now Poisson distributed,
with separate distributions for each analyte. For a detailed discussion of
this model see Appendix B. The fit yields equal means for the number
of molecules per hotspot for both analytes, λRh6G = λBTZ2 = 4, which is
(trivially) consistent with the equal dye concentrations and the apparent
non-interaction of analytes.
Nonetheless, due to the strong simplifications inherent to this model, the
results of this fit have to be taken with care. They do, however, add
to the accumulated body of evidence towards SM-SERS. Limitations in
mind, one may conclude that on average the signal originates from ∼ 8
molecules, which translates (assuming two colloids form one hotspot)
into an enhancement region which covers on average just 41200 ≈ 0.3%, or
∼ 40 nm2, of the surface of each colloid. This is roughly consistent with
previous estimates: in Sec. 3.1.5, it is estimated that ∼ 80% of the signal
stems from ∼0.07% of the surface area.
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Figure 5.10— BiASERS of Rh6G and BTZ2 on a dry substrate. (top) Exemplary
individual spectra composed of purely Rh6G (A), both Rh6G and BTZ2 (B), and
purely BTZ2 (C). Note that there is on average ∼ 500 molecules of each type
per cluster. (bottom) SERS intensity map showing isolated clusters. Red (blue)
represents high (low) SERS intensity regions. See text for details.
BiASERS on a dry sample
Additionally to the BiASERS measurements in liquid, dry samples were
prepared, starting from similar solutions (following the procedures out-
lined in Sec. 4.3). The dried solution contains 20 nM of both Rh6G and
BTZ2, i.e. five times less than in the previously studied liquid sample.
The idea here was to shift the probability distribution towards pure spec-
tra, while decreasing mixed ones. A lateral scan of the substrate over a
200 × 100µm2 rectangular grid was conducted, with stepsize 2µm in both
directions, yielding an overall 5000 spectra. A× 100 air objective was used.
The sample was excited at the samewavelength as above (633 nm), but at a
power decreased to 0.2mW (ten times less than in the liquid sample case).
Each spectrum was taken with an integration time of 1 s (five times more
than in the liquid sample case).
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Figure 5.10 summarises themeasurement on the dry sample. The top of the
figure shows spectra from the analytes as found in the map, indicating that
the BiASERS concept is preserved here – both, BTZ2 and Rh6G, separately
and in mixed spectra are observed. The bottom plot shows a colour-coded
map of the intensity of each spectrum7. It appears that a large number of
SERS active sites are present.
Upon closer inspection, however, it becomes clear that the vast majority
of intense spectra stem from amorphous-carbon species. Strikingly, the
number of discernable spectra here is extremely low – out of 5000 spec-
tra only ∼ 30 show a spectrum which is attributable to the analytes. At
least 50% of the sites only show a background signal. This is obviously
inconsistent with the previous measurement on liquid samples: analyte
spectra were abundant and amorphous carbon was absent. How can this
be understood?
As discussed in Sec. 4.3, with this method of dry sample preparation the
surface density of small colloidal clusters on the substrate can be expected
(as an order-of-magnitude estimate) to be ∼1cluster/µm2. The laser focus
on the surface is diffraction limited, thus the surface collected from in each
measurement is roughly: Afocus = 4pi (λ/2)
2 ≈ 1.3µm2. Thus, the estimated
cluster density yields an average of ∼1 cluster per laser spot.
Therefore, it is expected to see analytes most of the time: The concentra-
tion of 20 nM per analyte translates into ∼ 250 molecules per colloid. In
the liquid case, at a five times higher analyte concentration, the simple
Poisson-model (see above) yields an estimate of 4 molecules per hotspot
per analyte. Therefore, with a five-fold reduction in analyte concentration,
many hotspots will remain unpopulated. Clearly, this should still yield at
least one molecule for the majority of hotspots, and can thus not (alone)
explain why most measurements yield unattributable spectra.
The effect which curbs the SERS signal on the dry sample is photobleaching.
7The intensity used in the map was defined as the sum of the data points of the
background-corrected spectrum.
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Themost salient differences between the dry and the liquid substrate occur
for the parameters which steer the efficacy of the bleaching effect – most
importantly: the presence of molecular oxygen. Photobleaching profits
from oxygen8; if the dry sample is observed in a N2 atmosphere, the decay
of analyte signal towards amorphous carbon is slowed.
Bleaching through oxygen is, however, not the only pathway to the pho-
tochemical destruction of the analytes. Another bleaching pathway is
simply the extended exposure to high field intensities. In the liquid, col-
loidal clusters undergo Brownian motion, and, due to their absorbance
colloids experience radiation pressure [137, 138, 139], are pushed along
the direction of wave-propagation~k, i.e. downwards in conventional laser
microscopy geometries. Thus, due to diffusion and laser forces, colloidal
clusters may spend only a fraction of the integration time in the laser focus,
i.e. in the scattering volume. Consequently, it is hard to judge in which
time-frame a spectrum occurs – the integration time merely provides an
upper boundary. In the dry sample case however, the clusters remain static
to the beam and are exposed to it throughout the entire integration time.
The photon flux through molecules in hotspots is then, for the particular
conditions chosen here9, much larger then in the liquid case.
In conclusion on these remarks, photobleaching explains the large number
of intense amorphous carbon spectra. It is therefore imperative to adjust
excitation power and integration time for the loss in colloid mobility – one
cannot measure liquid and dry samples keeping those parameters fixed,
unless the integration time is much shorter than the diffusion time. The
principles of BiASERS can be studied on dry substrates, but particular care
must be taken to account for photobleaching10.
8Molecular oxygen is a spin-triplet in its ground state; if a dye is resonantly excited
(usually S0 →S1), it has a probability (through spin-orbit coupling) to shift into a triplet
state as well, making energy transfer to the O2 possible. From there a cascade of oxygen
radicals can result, which are very reactive.
9Laser intensity (0.2mW) and integration time (1 s) combined lead to a photon flux
reduction by a factor of 2 with respect to the liquid sample study.
10Note that photobleaching can also yield valueable insight on the enhancement distri-
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5.3.5 Caveats
The BiASERS technique clearly provides a much more rigorous SM-SERS
proof than previous attempts. Nonetheless, it is worth mentioning a few
caveats and experimental difficulties which -unless addressed- limit the
applicability of the method.
Molecular aggregates
BiASERS is footed on a simple probabilistic proof: if one observes pure
spectra, they must come from single, or at most a few, molecules. Pure
spectra are highly unlikely to stem frommanymolecules. This probabilistic
argument does not, however, consider the possibility of molecular aggre-
gates. What if, in the colloidal sol, analyte molecules tend to aggregate?
Then, in principle, pure spectra could have a large probability of occur-
rence even when large numbers of (aggregated) molecules are involved.
This would void the probabilistic argument of BiASERS.
One cannot simply rule out the formation ofmolecular aggregates basedon
the fact that SM-SERS relies on low concentrations. Although in solution
aggregation is often diffusion-limited [141], the formation of molecular
aggregates depends on the molecule’s environment – the metal surface
may favour molecular aggregation. Principally, one could test for molec-
ular aggregates using absorption [142] or fluorescence spectroscopy [143],
however, under SM-SERS conditions these techniques are hard to apply
since (i) the analyte’s absorption is hidden within the colloidal absorption
spectrum (due to the extremely low analyte concentration) and (ii) fluores-
cence under SERS conditions is already heavily modified11. It is also hard
to judge from the Raman spectrum, since the forces bindingmolecules into
aggregates are usually small and thus in general do not impact polarisabil-
bution, see Ref. [140].
11The interaction with the metal surface and the plasmonic resonance subject the
molecule’s fluorescence to wavelength-dependent quenching and enhancement [68].
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ity much – also, the Raman spectrum is in many cases already modified
under SERS conditions (w.r.t. normal Raman) and a powder spectrum for
comparison is not always available.
However, molecular aggregates in BiASERS are readily refuted in the sta-
tistical analysis of the BiASERS results itself. For example, in a one-to-one
mixture of two analytes, if one analyte were prone to aggregation, then
events involving this dye would be more sparse than the other; hence, the
event histogram would be skewed towards one dye. This argument holds
unless both dyes have the exact same aggregation dynamics. Since this has
not been observed for the range of BiASERS partner analytes studied in
our group and in the recent literature, it appears conclusive that molecular
aggregates are not a general problem in BiASERS, but rather an oddity
which might occur in some special cases.
Consequently, this discussion results in an application of Occam’s razor:
the simplest explanation (i.e. single molecules), holds unless a contradic-
tion is encountered. After all, for most molecules aggregates are not a
problem.
Plasmonic background
As exemplified in Eq. 5.6, the determination of spectral participances re-
quires knowledge about the SERS background, BG(λ). This background
is thought to be caused by modified fluorescence [68], whereas the spec-
tral variation attests the fluctuation of the underlying plasmonic reso-
nance [144]. In view of the physics involved, explicitly accounting for
the background will demand approximations. In principle, one could
simply assume a polynomial of sufficiently high order to represent the
background, however, that would only improve the fit at the cost of its
significance.
A more suited approach avoids the problem altogether – instead of com-
paring entire spectra, a small spectral window inwhich both analytes have
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at least one non-overlapping peak (to allowuneqivocal identification of an-
alytes) becomes the center of investigation. If the window is sufficiently
small, the background may be assumed constant across it. As an example,
the dyes Rh6G and Nile Blue (NB) are a well-suited BiASERS pair since
they have strong Raman peaks at 612 cm−1 (Rh6G) and 590 cm−1 (NB), thus
reducing the required window for analysis to ∼ 30 cm−1 spectral width.
Since plasmonic resonances typically occur on a much larger scale [144],
one can safely assume BG to be a constant in this case.
5.3.6 BiASERS applications
The BiASERS technique to identify SM-SERS has found adaptation in the
SERS community, see for example Refs. [127, 27, 145]. This section shall
not dwell on these, but rather highlight a number of relevant publications
to which I contributed during the course of my work for this thesis.
Static or dynamic aggregates?
Apendingquestion in chapter 4waswhether colloidal aggregates are static
or dynamic, i.e. once formed, do colloids stick permanently or is it possible
for them to split and re-form new colloidal aggregates? This question can
be answered using the BiASERS technique: two samples are prepared:
sample A: prepared bymixing two pre-aggregated, i.e. SERS-active, sam-
ples of BTZ2 and Rh6G
sample B: a classic BiASERS sample in which both dyes (BTZ2 and Rh6G)
are added to the colloidal sol first, then aggregation is induced by
adding KCl
All other sample conditions (concentrations etc.) are kept constant. Figure 5.11
plots the Raman intensity (on a logarithmic scale) of samples A (top) and
B (bottom) against the participance of one of the analytes (here BTZ2). If
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Figure 5.11—Correlation plots of intensity vs dye participation (PBTZ2) for sample
A (top plot) and, for contrast, sample B (bottom plot). The lack of high intensity
mixed events for sample A proves that the colloidal clusters are static. Note the
log-scale in the intensity axes. See text for further details
colloidal clusters were to form (and split up) dynamically, then both sam-
ples should be indistinguishable (picture, for example, same-dye colloidal
aggregates in sample A to split up and re-form into mixed-dye colloidal
aggregates, as present in sample B). This is, evidently, not the case. The
banana-like shape of the plot in the case of sample A is easily understood:
pure spectra of high intensity happen frequently, consistent with same-dye
hotspots having statically formed before the two SERS samplesweremixed.
Events with signatures of both dyes appear only at low intensities, which
is expected if more than one hotspot is observed during the integration
time. The lack of high intensity mixed-dye events in sampleA proves that
colloidal clusters are static, as expected from DLVO theory. Moreover, a
qualitatively similar plot (not shown) is obtained if the sample is left to age
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Figure 5.12 — Cross-section and relative signal participation of (left) a time-
series of BiASERS spectra from a liquid sample and (right) a spatial scan of the
dried sample. Nile Blue and Rh6G (concentration of 1nM each) were used with
standard Ag colloids. See text and Ref. [21] for details.
for one day, hence indicating the long-term stability of the clusters.
Single-molecule enhancement factor
As demonstrated by Le Ru et al. [21], with the full characterisation of the
analytes (i.e. measuring the bare Raman cross-section) and the scattering
volume (see supporting information of Ref. [21]) it becomes possible to
deduce the SMEF (see Sec. 3.1.1, Eq. 3.6, and also Refs. [21] and [17]).
Figure 5.12 shows exemplary results from series of spectra taken in liquid
(left plot) and on dry substrates (right plot). Strikingly, the smallest and
largest detectable SM signals yielded SMEFs ranging from 108 to 1010, thus
falsifying the conventional assumption of ∼1014.
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Isotopically edited analytes
One of the more profound advances in the BiASERS technique comes
through using isotopically edited dyes as BiASERS partner analytes. First
used in SERS for quantitative analysis [136, 146], isotopically edited Rh6G
was mentioned [147] and later published [145] by Dieringer et al. as a
means to identify SM-SERS signals. The advantage lies in the obvious
chemical similarity of both analytes: by replacing a fixed set of hydrogen
atoms with deuterium, the geometry, surface adsorption, etc... can be ex-
pected to be largely the same for both molecules. However, the frequency
of the vibrations in which the hydrogen/deuterium atoms take part is al-
tered, and hence, the two versions of themolecule become distinguishable.
Following this approach, Blackie et al. [148] synthesised and characterised
Rh6M and d4-Rh6M (a close cousin of Rh6G, see Fig. 5.13) and employed
these analytes to investigate the experimental parameters (scattering vol-
ume, integration time, dry/liquid substrate, etc...) which are important for
the observation of SM-SERS events. Fig. 5.13 summarises the spectral dif-
ferences exhibited by d4-Rh6M and Rh6M. From the average spectra, the
most notable spectral changes are confined to two regions (see plots (b) and
(c)). In region I, the prominent mode at 610 cm−1 shifts by ∼10 cm−1 upon
deuteration. In region II, the Rh6M doublet at 1310 cm−1 and 1365 cm−1
splits into a triplet for d4-Rh6M. Fig. 5.14 shows SM spectra (in regions I
and II) attributable to Rh6M and d4-Rh6M, as well as an exemplary mixed
spectrum. For comparison, the average spectra are shown as well (bottom
plot).
Isotopically edited dyes do not provide a qualitatively better proof of SM-
SERS; their advantage lies in their chemical similarity. This enables one
vary conditions and parameters (different substrates, KCl concentrations,
etc..) without causing uncertainties in the contrast provided by the Bi-
ASERS partners (which potentially would behave differently under varied
conditions). Hence, isotopically edited dyes are a convenient tool to study
SM-SERS (see, for example, Ref. [140]).
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Figure 5.13— (a) SERS spectra of d4-Rh6M and Rh6M at 100 mM concentration
in Lee & Meisel Ag colloids with 10 mM KCl. The measurements correspond to
the average of 103 spectra with 1 s integration time. (b) Region I and (c) region II
show distinct spectral differences produced by isotopic substitution. The Lewis-
structures of d4-Rh6M and Rh6M are given on the right. See text and Ref. [148]
for details.
Detection of natural isotopes
Along the lines of purposely isotopically edited analytes, it is also possible
todiscern, in some cases, the isotopic shift causedby the natural abundance
of atoms – this is the topic of Ref. [149]. A peculiar novum here lies in the
fact that only one analyte is added, which becomes its own BiASERS partner,
through the occasional presence of a different isotope within the molecule.
Figure 5.15 (a) shows the structure of Rhodamine 800, the molecule used in
this experiment. Part (b) highlights the cyano bond, which is of particular
interest here due to its isolation in vibrational coupling and frequency
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Figure 5.14 — Single molecule
SERS events for d4-Rh6M and
Rh6M together with a mixed d4-
Rh6M/Rh6M event. The average
spectrum for 12 × 103 spectra taken
at different integration times is also
shown at the bottom. See text and
Ref. [148] for details.
with respect to the remainder of the molecule: the triple bond oscillates in
the normally Raman-silent region, at 2230 cm−1, depicted in part (c) of the
figure. In view of the cyano bond, one notes that carbon has a small natural
isotopic spread [150] between 12C (98.9%) and 13C (1.1%), and nitrogen
is even less spread at 99.63% for 14N and 0.37% for 15N. Nonetheless,
in a large time-series (here, 18 000 spectra) these minute abundances are
indeed detectable (note that PCA12 was used to remedy the cumbersome
analysis of this large number of spectra). Figure 5.16 shows a selection
of representative spectra taken from the time-series, showing shifts in the
vibrational frequency of the cyano bond consistent with the shifts expected
12Principal Component Analysis, as described in the BiASERS context in Ref. [113], as
well as in the supplementary information of Ref. [149].
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Figure 5.15 — (Top left inset) schematic of the cyano bond in Rhodamine 800
(Rh800). Note that the triple bond corresponds to a force constant (‘spring’) much
larger than the single bond coupling the cyano group to the rest of the molecule.
(a) Lewis-structure of Rh800, (b) the cyano bond in its local group and (c) SERS
spectrum of Rh800. The highlighted stretch of the triple bond is (in the average
case) at 2230 cm−1.
from 13C and 14N (themagnitude of the shifts were predicted using Density
Functional Theory (DFT), see Sec. 6.4, aswell as the supporting information
to Ref. [149].)
5.4 Conclusion
In conclusion, the BiASERS method is a powerful technique for the iden-
tification of SM-SERS events. By exploiting the strong localisation of the
enhancement in SERS, it allows for comparatively large surface concen-
trations and, hence, yields abundant events. In turn, statistical assertions
become reliable. Apart from its initial conception, i.e. to provide an unam-
biguous proof of the SM nature of signals under certain SERS conditions
(SERS of resonant dyes in Lee & Meisel Ag colloids), the technique repre-
sents a general tool useful for the study of SM-SERS in different systems
(i.e. substrates, analytes, excitation wavelength, etc...); in particular, it is
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Figure 5.16— Exemplary se-
lection of spectra from the
time-series of 18 000; all spec-
tra are displaced for clarity.
Top two spectra (red) show
the most abundant case: 12C–
14N. The three central spectra
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which both, the most abundant
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ble. Pure versions of the latter
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The average spectrum of the
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useful to evaluate whether a SERS system is capable of providing SM sig-
nals under the given conditions, or not. To this end, the importance of
chemically similar dyes (see above, discussion on isotopically edited dyes)
was highlighted in this context.
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Chapter 6
Quantum chemistry
After a number of decimal places,
nobody gives a damn.
unknown
As a complement to the preceding, largely experimental chapters, this
part of the thesis will introduce and exemplify the specific applications
density functional theory (DFT) has within the realm of SERS. Although
not directly connected to the experiments discussed in-depth in this thesis,
this theoretical approach was nonetheless employed heavily throughout
the course of the work undertaken for this thesis, and has contributed to
publications [149, 72, 21]. It is also worth pointing out the educative power
of quantum chemistry – through its use one inevitably gains insights on
the more intricate molecular workings, e.g. the molecular dipoles and
symmetry of Raman tensors. For more than 30 molecules the geometries
and Raman spectra were simulated during this work; often simply to
gain some confidence in an experimental result with a (semi) ab-initio
calculation, but also to conduct tests deciding whether a full experimental
investigation is worth its time. In this sense, a large part of the work done
in DFT is ‘silent’ and often goes unnoticed. In response, this chapter shall
point out some of the capabilities of DFT in SERS, with a focus on the
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physical entity governing the effect studied here – the Raman tensor.
6.1 Introduction
Ab initio methods and DFT have become of age in the prediction of var-
ious physical and chemical molecular properties (e.g. geometry, dipole
moment, excited states, reaction constants). Continuous refinement of ba-
sis functions [151, 152, 153, 154] and energy functionals [155], together
with the ever-rising contemporary computing power [156], enables one to
model the electronic molecular orbitals with sufficient accuracy to calcu-
late second order derivatives of the potential energy surface (with respect
to atom positions) and first order polarisability derivatives (with respect
to normal modes of vibration) – in short, the predicament to the simulation
of Raman spectra. Such predictions lend themselves as powerful tools for:
a) the identification of unknown molecular species,
b) the prediction of Raman spectra (e.g. predicting the effect of isotopic
substitution), and, hence,
c) aiding rational synthesis of SERS probes.
Yet, vibrational spectroscopic properties calculated by modern quantum
chemistry software [157, 158] constitute a largely unfathomed treasure
trove. For example, traditional normal mode analysis had to rely on em-
pirical (bond-)polarisabilities and point-group analyses of often inaccurate
geometries. On the other hand, today, one readily computes the normal
modes right down to the atomic displacement vectors, which, at least in
specific cases, can yield valuable insights (see Sec. 6.4).
In analogy, in the past Raman tensors were studied largely for their sym-
metry (i.e. depolarisation ratio). Today, one can go beyond the ensemble
notion of Raman tensor invariants and gain insights from analysing Raman
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tensors directly in any particular spatial frame. Aided by an appropriate
tensor representation (see below), it becomes possible to analyse and com-
pare individual tensors and study their relation to experiment. Moreover,
some limited insights into the effects of resonance conditions on the tensors
are gained.
The chapter is structured as follows: Sec. 6.2 will review the required
theoretical background, followed by an overview of computational model
in Sec. 6.3. Sec. 6.4will tersely discuss some exemplary applications of DFT
undertaken during this work. Sec. 6.5 provides some specific guidance
on the stony path of Raman tensor calculation. I will propose a visual
tensor representation designed for the SERS/TERS case in Sec. 6.6, and,
building on this visualisation, Sec. 6.8 will discuss insights about surface
selection rules and molecular orientations. In Sec. 6.9 this is extrapolated
to resonance induced tensor modifications, which predicts a selection rule
breakdown in SM-SERS under resonance conditions.
6.2 Physical background
The classical treatment of the Raman effect can be found in any textbook
concerned with the matter [3, 16, 159, 17] and was touched in Sec. 2.2.
Nonetheless it is beneficial to re-state some basic connections and formulae
here for clarity, with an emphasis on the details of DFT. The computations
described in this chapter are based directly on these foundations.
Any vibration can be decomposed into the molecule’s vibrational normal
modes, ~qi (see Refs. [159, 18]). This basic fact translates into the following
computational scheme:
1. The Hessian matrix is formed, which is the 3N × 3N-matrix of sec-
ond derivatives of the potential energy surface with respect to the
coordinates of the N atoms constituing the molecule, ∂
2V
∂~ri∂~r j
.
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2. The Hessian matrix is diagonalized by the coordinate system trans-
formation ~ri → ~qi which yields the eigenvectors ~qi (normal modes)
and eigenvalues ki (force constants).
3. Vibrational frequencies are then determined via ωi =
√
ki
µi
, where µi
is the (weighted) reduced mass of the vibration.
4. The lowest 6 (or 5, see Fig. 2.2) positive frequencies correspond to
motion and rotation of the rigid molecule,
5. Negative values of ω2
i
(i.e. imaginary frequencies) indicate transition
states.
The resulting normal modes can be visualized as a set of displacement
vectors; one for each atom with respect to its equilibrium position.
For a mode m, all atoms displace in phase, such that it can be described by
a single scalar, oscillatory function Qm(t). Thus the position ~r of the atoms
can be rewritten as ~r = Qm ~qm. For small departures Qm from the atoms’
equilibrium positions, the potential energy surface V is approximately
quadratic, i.e. the molecule behaves like a harmonic oscillator. The dipolar
response of amolecule to an electric field ~E is formally described by ~p = αˆ~E,
where ~p is the induced dipole and αˆ is the 3 × 3 polarisability tensor.
The Raman effect is the response of αˆ to Qm - a Taylor expansion of the
components αˆρσ with respect to Q yields, in analogy to Eq. 2.5:
αˆρσ =
(
αˆρσ
)
0
+
∑
m
(
∂αˆρσ
∂Qm
)
0
Qm
+
1
2
∑
m,n
(
∂2αˆρσ
∂Qm∂Qn
)
0
QmQn . . . ,
(6.1)
which contains the Raman polarisability tensor components
Rˆmρσ =
(
∂αˆρσ
∂Qm
)
0
Qm , (6.2)
for the normal mode m. Rˆ has two notable invariants, the isotropic part:
α¯ =
1
3
(
Rˆxx + Rˆyy + Rˆzz
)
, (6.3)
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and anisotropic part:
γ2 =
1
2
[(
Rˆxx − Rˆyy
)2
+
(
Rˆyy − Rˆzz
)2
+
(
Rˆzz − Rˆxx
)2]
+ 3
(
Rˆ2xy + Rˆ
2
xz + Rˆ
2
yz
)
. (6.4)
These numbers are invariant under any cartesian transformation (which
is why Rˆ is denoted as a cartesian tensor in the first place). Two ensemble
properties are defined by the invariants: (a) the Raman activity RA and (b)
the depolarisation ratio ρ. The former is given by1:
RA =
45α¯2 + 4γ2
45
, (6.5)
and the latter is defined as:
ρ =
3γ2
45α¯2 + 4γ2
. (6.6)
The Raman activity is proportional to the absolute differential Raman cross-
section dσ
dΩ
(and thus to the Raman intensity). However, this magnitude
also depends on the laser and normal mode frequencies νL and νm, as
well as on the populations of the vibrational levels. A full account of the
derivation of the Raman intensity/cross-section has been done elsewhere
(see for example Neugebauer et al. [160] and Le Ru and Etchegoin [17]);
the absolute differential Raman cross-section reads:
dσ
dΩ
=
pi2
ε20
(ν¯L − ν¯m)4 ~4picν¯m
RA
1 − exp
(−hcν¯m
kBT
) , (6.7)
where ν¯L and ν¯m are the absolute wavenumbers of the laser and the mth
vibrational mode.
These quantities (Eqs. 6.5, 6.6, 6.7) are useful when compared to the results
of normal Raman experiments (see, for example, supporting information
1Valid for linearly polarised excitation and parallel polarised detection. For un-
polarised excitation (lamp) but polarised detection the formula changes to RA =
(45α¯2 + 7γ2)/45.
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of Ref. [21]). However, due to the implicit orientational averaging in this
treatment details are neglected which become meaningful as soon as the
focus shifts from a disordered ensemble to a few (or single) scatterers. The
Raman tensors yield more information than the ensemble observables of a
traditional Raman experiment - and, as shall be shown in the next section,
it is instructive to have a detailed look at the tensors in the SERS/TERS
context.
6.3 Computational models
I shall give a brief and general outline of the two steps typically involved
in the calculation of Raman tensors via DFT:
First, the optimal (lowest energy)molecular geometry is determined. Find-
ing the optimal atomic coordinates is a standard task for most DFT soft-
ware packages, but is not in all cases and easy goal (a good starting guess
is essential, but not sufficient2).
In the second step, the optimized atomic coordinates are used as input for
the evaluation of vibrational molecular properties, i.e. -in this case- the
Raman response of themolecule to an (oscillating) electric field. Following
the normal-mode analysis described above, the distortion of the electron
density with respect to the unperturbed molecule is calculated for the case
of electric fields applied along the x,y and z-axis. Combined with the
normal mode displacement pattern this yields the associated change in
polarisability, which can be reformulated as the Raman tensor.
In all calculations shown here Becke’s 3-parameter hybrid functional [161]
with Lee-Yang-Parr’s non-local electron correlation [155], commonly ab-
breviated as B3LYP, was employed. This DFT method operated on an
extensive Pople split basis set [152] with diffuse functions, 6-311++G(d,p).
2As an example, from experience, one encounters convergence problems in the geom-
etry search of azulene.
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Note that it is in general mandatory to perform the geometry optimization
as well as subsequent analyses using the same combination of method and
basis set in order to get consistent results.
6.4 Applications of DFT
As stated earlier, much of the work which goes into DFT is not reflected in
publications, since it ismostly used as a helper tool aiding the experimental
work through simple tests and predictions3. Nonetheless, a number of
findings are well worth pointing out, and, hence this section will portray
some notable applications of DFT. Note however, that the more intricate
investigation on the resonance effects shall not be mentioned here, since
it requires some preliminary considerations and deserves its own section
(see Sec. 6.9).
Surface binding of benzenethiol
Figure. 6.1 compares the normal Raman spectrum of benzenethiol (BT) to
its SERS spectrum (experimental data). Evidently, under SERS conditions
the spectrum is heavily modified; bands shift and change relative inten-
sities. However, the somewhat broad band which appears in the normal
Raman spectrum at ∼930 cm−1 is completely absent in the SERS spectrum.
In view of the strong spectral modifications one might argue that this is
simply a case in which the intensity of the mode is subdued below the
detection limit. This turns out to be true, but for a very straight-forward
reason: the inset in Fig. 6.1 shows the vibrational displacement pattern of
the 930 cm−1 mode, as obtained from DFT. Clearly, this mode is extremely
localised in the molecule and basically is solely the wagging of the hydro-
gen atom in the thiol group. To a chemist, it will come as no surprise that
3To quote Fairthorne [74] once more: “Often all that is needed is reasonable assurance
that water will flow into the sink and not on to the ceiling.”
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Figure 6.1 — Proving the surface attachment of benzenethiol (BT) using DFT.
The main plot shows the Raman spectrum of an aqueous BT solution (solid line)
and the SERS spectrum of BT in an aqueous Ag-colloid suspension (dotted line).
The inset annotates the mode at ∼ 930 cm−1 with its calculated atomic displace-
ment pattern (B3LYP functional, 6-311++G(d,p) Pople basis set). The involvement
of the thiol group in the attachment to the Ag surface becomes apparent in the
complete disappearance of the mode in the SERS spectrum.
BT binds through this group to the surface by forming a covalent bond
between sulfur and silver, while sacrificing the hydrogen. Thus under-
standable, the 930 cm−1 vibration is not present in the surface complex at
all. Inverting this logic, since the vibration is only a wagging in the thiol
group, and since it is absent under SERS conditions, the thiol group must
be strongly altered under SERS conditions, i.e. it forms the bond. This
latter argument requires due care: the phenomenon of binding is not al-
ways associated with the absence of a mode in the spectrum, however, the
consistency with prior knowledge in this case adds an additional layer of
confidence on the accuracy of the DFT eigenvectors.
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DFT predictions Experimental Reported (Ref. [162])
ν¯i ρi
(
dσ
dΩ
)
IRel
i
ν¯i ρi IReli
(
dσ
dΩ
)
IRel
i
[cm−1] [-] [10−32 cm
2
sr ] [-] cm
−1 [-] [-] [10−32 cm
2
sr ] [-]
265 0.75 25.9 0.16 280 0.70 0.17 - -
293 0.26 130 0.82 302 0.26 0.85 144 0.85
509 0.18 159 1.00 516 0.16 1.00 169 1.00
800 0.63 53.4 0.34 806 0.60 0.26 44.0 0.26
1168 0.26 60.8 0.38 1143 0.32 0.34 - -
1255 0.75 10.6 0.07 1237 0.74 0.04 - -
Table 6.1—Comparison of DFT predictions (gas phase), experimental measure-
ments (liquid phase), and reported values (gas phase) for the different Raman ac-
tive modes of 2B2MP. Shown are the vibrational Absolute Raman cross-sections
and relative intensities all relate to 633nm laser excitation.
Cross-section of 2B2MP
Aspart of the SMEFcross-sectiondetermination (see Sec. 5.3.6 andRef. [21]),
the reference compound2-bromo-2-methylpropane (2B2MP), forwhich the
Raman cross-section is known from literature [162], was used. However, to
gain confidence in the literature values, the Raman cross-section was com-
pared to the theoretical result. In Table. 6.1 the DFT results are compared to
experimental as well as literature values for the vibrational frequencies ν¯i,
depolarisation ratios ρi, cross-sections
(
dσ
dΩ
)
as well as relative peak intensi-
ties IRel
i
. Evidently, as the numbers attest, the DFT results strongly support
the literature claims as well as the experimental results. This emphasises
the level of accuracy DFT calculations reach with small molecules.
Predicting isotopic shifts
Isotopic substitution in SERS analytes can yield valuable BiASERS pairs,
as was emphasised in Sec. 5.3.6. Instead of measuring the spectra of scores
of isotopically substituted analytes, DFT can be employed to predict the
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Figure 6.2 — Top plot: simulated Raman spectrum of adenine (blue) and 15N-
adenine. The inset shows the Lewis-structure of adenine and highlights which
nitrogen atoms are replaced by their isotope. Bottom plot: magnifies into the
region in which the most dramatic spectral changes appear.
shifts one should expect to see. From there, one can pick the promis-
ing (or commercially available) candidate. Three examples are shown in
this context: adenine, imidazole and Rhodamine 800. Figure 6.2 sum-
marises the shifts expected from adenine, assuming isotopic substitution
of two nitrogen atoms (see inset of top plot, circled red), 14N→ 15N. Many
peaks are affected by the substitution (see top plot), however, the strongest
spectral differences occur in the region between 1300 cm−1 and 1380 cm−1
(bottom plot). The peaks are shifted (hence easily distinguished), but suf-
ficiently close in energy to avoid background problems if adenine and
15N-adenine were to be used as BiASERS partners. However, adenine is
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Figure 6.3—Simulated
Raman spectra of im-
idazole. The Lewis-
structures of the three
calculated isotopic ver-
sions of the molecule
are shown in the top in-
sets, the Raman spec-
trum of each is shown
in the upper plot. The
bottom plot highlights
the stretching region, in
which distinct spectral
changes appear in this
case.
a small molecule and is non-resonant in the visible, hence observing SM-
SERS becomes difficult. To this end, the isotopic shifts have been observed
under SERS conditions4, but not yet at the single-molecule level.
Along the same lines as for adenine, Figure 6.3 summarises the spectral
changes due to isotopic substitution in imidazole. Here, three molecular
entities are simulated (see top of figure): d0-imidazole (normal imidazole),
d4-imidazole (all hydrogens replaced with deuterium) and the chemically
more realistic d3-imidazole (only carbon-bound hydrogens replaced with
deuterium). This is a small molecule, hence, again, changes in most peaks
are apparent (see top plot). The strongest changes occur in the stretching
4Unpublished data, courtesy of E. Blackie.
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Figure 6.4 — Breakdown of Rh800 for the sake of computational simplicity with
respect to the simulation of the cyano group. Shown are molecules and an excerpt
of the predicted Raman stretching of the cyano group for 12C (blue) and 13C (red).
Plot (A) shows hydrogen cyanide, (B) acetonitrile and (C) cyanobenzene. Plots
(D)-(F) pertain to the same molecules, but where atoms are assigned the large
mass corresponding to the remainder of Rh800 (circled atoms). Note that already
in (D) the predicted isotopic is in good agreement with experiment (∆ν¯ = 56 cm−1).
regions (bottom plot). The stretching vibrations are local to the bonds
involved (i.e. C-H, etc...) and, therefore, the shifts seen here apply to
any molecule featuring these bonds. For example, the C-D stretch in
isotopically modified Rhodamine (see below, and also in Sec. 5.3.6) will
also occur at ∼2400 cm−1.
The final example is Rh800, for which experimental results were discussed
in Sec. 5.3.6. The substitution investigated here is the natural isotopic
exchange in the cyano group 12C≡ 14N, where 12C→ 13C and 14N→ 15N.
Rh800 is -from the quantum-chemical point of view- a large molecule
(C26H26N3O). At the level of theory employed above (method B3LYP, basis
set 6-311++G(d,p)) the calculation of the full molecule becomes a lengthy
and impracticable matter. However, the cyano bond, which is at the center
of interest here, is a geometrically very localised group in the molecule.
As evident from Fig. 6.4, it is possible to extract and simulate only a part
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Figure 6.5 — Simulated Raman spectra of cyanobenzene for the isotopic cyano
groups 12C≡ 14N and 13C≡ 14N. Note that the prominent shift in the stretching
mode as accompanied by a slight shift and splitting of the wagging mode (see
inset).
of the full molecule, without sacrificing too much predicitive power. The
full molecule (compare Fig. 5.15) is cropped to cyanobenzene (Fig. 6.4 C,F),
whereas the carbon atoms at which bonds where cut (circled atoms) are
given the unphysical mass which accounts for the remainder of Rh800.
This way, the localised vibration of the cyano group ‘feels’ the rest of
the full molecule through the mass of the attached carbons. Taking this
approach one step further, cyanobenzene can in principle be cropped to
acetonitrile (Fig. 6.4 B,E), and even hydrogen-cyanide (Fig. 6.4A,D), with-
out sacrificing too much predictive power. This is a property of an isolated
vibration, where the corresponding normalmode assigns negligible spatial
movement to all atoms except a small local group.
The most prominent isotopic shifts are 12C→ 13C (since 13C has a natural
abundance of 1.1%, as opposed to 0.37% for 15N.Hence, the Raman spectra
of the artificially heavy cyanobenzene were computed assuming the cyano
group (i) 12C≡ 14N group and (ii) 13C≡ 14N. These results are shown in
Fig. 6.4 and 6.5. The cyano stretching modes appear at ∼2300 cm−1, which
was confirmed experimentally [149]. Furthermore, an isotopic shift of
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56 cm−1 is predicted,which is also in good agreementwith the experimental
spectra (see Sec. 5.3.6 and Ref. [149]). Simulating the influence of 15N, the
stretching frequencies (w.r.t. 12C and 13C) are both predicted to decrease
by ∼30 cm−1, however, this could not be discerned experimentally. Results
pertaining to the observation of isotopically shifted cyanobond frequencies
in SM-SERS have been reported in Ref. [149].
6.5 Obtaining the Raman tensors
In the case of “Gaussian03” [158] the frequency analysis yields a num-
ber of interesting parameters, including (but not limited to) mode fre-
quency, atomic displacement vectors, Raman activity and depolarization
ratio. Most important for the endeavor to derive the Raman tensors is the
polarisability derivative, which is given at the end of the output file gen-
erated by Gaussian. (Unfortunately, to the best of our knowledge, there
seems to be no option to print the tensors directly, although all compo-
nents must be known to the program at some point.) The relevant output
thus is, for each mode, the displacement vectors ~ri, j for each i = {x, y, z}
and each atom j, and the corresponding derivatives of the polarisabil-
ity tensor components, ∂ασρ
∂~ri, j
. (The latter is given as one lengthy list of
(6 × {x, y, z} ×Number of atoms) numbers in which each derivative tensor
is defined by 6 components (the 3 × 3 tensors are symmetric), given in the
order:
∂α11
∂~ri, j
,
∂α12
∂~ri, j
,
∂α22
∂~ri, j
, . . .
∂α13
∂~ri, j
,
∂α23
∂~ri, j
,
∂α33
∂~ri, j
, . . .
. . .
(6.8)
The list cycles through all directions i first, before switching to the next
atom j. Unfortunately, the manual of Gaussian is somewhat sparse in
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documenting this, and it may take a while to work out the correct order,
hence the explicit note here.
It should also be noted that the polarisabilityderivatives ∂ασρ
∂~ri, j
and the atomic
coordinates (and displacements) are given with respect to two different
coordinate systems: the former in internal coordinates used by Gaussian
(which in general imposes a cartesian transformation on the original input),
the latter in the original frame5.
TheRamanpolarisability tensorofmodem is then simply thedisplacement-
weighted sum of the polarisability derivatives:
Rˆmσρ =
{x,y,z}∑
i
atoms∑
j
∂ασρ
∂~rm
i, j
~rmi, j . (6.9)
To cross-check whether the computed tensor is correct, one can re-compute
the ensemble properties, i.e. Raman activity (Eq. 6.5) and depolarisation
ratio (see Eq. 6.6), which are part of Gaussians output, and compare the
results.
6.6 Raman tensor visualisation
Mathematically the Raman tensor is represented by a real, symmetric 3× 3
matrix. While some exposure to and work with tensors can yield intuition
and the ability to ‘read’ a tensors properties, most people will prefer a
more visual account of this seemingly abstract object. As will hopefully
become clear, judging tensor characteristics like symmetry, orientation and
the corresponding selection rules, arguably, becomes easier when tensors
are properly visualized. However, one faces a fundamental problem here:
a 2nd-rank tensor is a mathematical object which transforms a vector into
a new vector with different direction, magnitude. In the case of the Ra-
man tensor, the incident electric field ~EL is turned into the Raman dipole:
5Using the keyword “NoSymm” avoids reorientation of the molecule.
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~pR = Rˆ~EL. Hence, a bundle of vectors defined in 3d space is turned into
a different bundle. This poses a fundamental dilemma since there is (ob-
viously) no concise and convenient method of plotting a vector-valued
function defined over a vector field. Therefore, tensor visualisation must
compromise on some level; leaving the question: which plotting approach
emphasizes crucial properties (Raman intensity, selection rules) most?
In the following, a fewoptions are exploredand their respective advantages
and shortcomings are pointed out.
Classical approaches
A classic strategy is to visualise the tensor directly by eigen-transforming
it into diagonal form:
Rˆ~vi = λi~vi
⇒
(
~va ~vb ~vc
)T
Rˆ
(
~va ~vb ~vc
)
=

a 0 0
0 b 0
0 0 c
 ,
(6.10)
whereas the three orthogonal eigenvectors ~va, ~vb, ~vc are denoted as principal
axes and the associated eigenvalues a, b, c define the tensor’s extend along
its principle axes. The tensor is then visualized as an ellipsoid (see Fig. 6.6).
This straight-forward approach seems -at first sight- powerful and suffi-
cient, one gets a clear idea of the tensors general direction or isotropy (or
partial isotropy, i.e. oblate or prolate tensors) with respect to themolecular
frame to which it is attached. However, information on the direction of the
vector resulting from the tensor operation is lost. For example, consider
the following two tensors:
Rˆa =

a 0 0
0 b 0
0 0 c
 , Rˆb =

−a 0 0
0 b 0
0 0 c
 . (6.11)
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Figure 6.6 — Ellipsoid-based visualization of two 2nd-rank tensors. Drawn are
the semi-principle axes (arrows) and the equators (dotted lines) for each axis.
The principle axes are the eigenvectors of the tensor; the eigenvalues are the
semiaxes, i.e. the tensor’s extend along the principle axes. Both tensors shown
here are scalene, i.e. |a| > |b| > |c| (see Eq: 6.10). Note how a flip in sign of an
eigenvalue leads to the same ellipsoid.
Both, Rˆa and Rˆb, lead to the same ellipsoid (see Fig. 6.7a and 6.7b). This
does not properly portrait the physical reality; the resulting Raman dipoles
as well as the angular intensity distributions of light scattered by Rˆa and
Rˆb are by no means the same.
Another conceivable approach takes account of the vectorial character of
the transformation. Here, for convenience, Eq. 2.1 is re-cast as ~ep = Rˆ~eL,
where the field ~EL and the Raman dipole ~p appear simply as dimensionless,
normalised directions, ~eL and ~ep. Now one can plot the difference vectors
~ep−~eL, which, combinedwith the previous approach, relieves its ambiguity.
However, as Fig. 6.7c and 6.7d show, this is not very intuitive and can
become fairly obscure already in two dimensions. The inherent problems
in visualizing such vector fields are easily overcome in the SERS/TERS
regime.
Surface-enhanced regime
Under SERS/TERS conditions a reasonable visualization method can be
pursuedwhich is based on the onlymeasurable quantity: Raman intensity.
In essence, the tensor transformation is reduced to a scalar-valued function
168
6.6. RAMAN TENSOR VISUALISATION
(a) (b)
(c) (d)
(e) (f)
Figure 6.7 — Comparison of visualizations for tensors Rˆa and Rˆb (see Eq. 6.11).
For clarity the plots are restricted to the x-y plane. (a) shows all possible incident
polarizations ~eL (grey circle, this arrows) and the normalized ellipsoid obtained
from the resulting Raman dipoles ~pR = Rˆ~eL (black ellipse, thick arrows). (b) is the
same as in (a), but for tensor Rˆb. Note that one cannot distinguish the tensors
by their ellipsoids; only by explicitly drawing the dipole moments the difference is
highlighted. (c) and (d) show the vector differences ~pR − ~eL for Rˆa and Rˆb. In (e)
and (f) the angular dependence of the intensity obtained by parallel contraction of
the tensor, (~eLRˆa~eL)~eL, in is plotted. Note that in (f) it becomes apparent that Rˆb,
for some excitation/detection polarizations, yields no Raman intensity. See text
for details.
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defined over a vector field.
First, it is instructive to note that the intensity is a scalar function pro-
portional to the projection of the Raman dipole Rˆ~eL onto the detection
polarization ~eD, thus:
I ∝
∣∣∣~eTD Rˆ~eL∣∣∣2 , (6.12)
This is still a quantity dependent on two separate vectors in 3D space,
I = f (~eD,~eL). This is, however, only strictly true in the general case of a
classical Raman scattering experiment; conversely, under SERS conditions,
one can exploit the uniaxiality of the plasmon-driven hot-spots.
As elaborated upon in chapter 3, the local field orientation is largely inde-
pendent of the specific incident field polarisation. The local field governs
both, the excitation of the Raman dipole, as well as the re-radiation of the
scattered light. Consequently, under SERS conditions, the incident polar-
ization felt by the molecule is that of the local field, ~elocal, and, moreover,
the detection polarization is intrinsically fixed to the very same vector.
One basically excites and detects through the same nanoscopic polarizer:
the SERS hot-spot. Depolarization ratios of non-resonant molecules (e.g.
benzenethiol) under SERS conditions have been shown to be 1/3 inde-
pendent of analyte and normal mode6, confirming the overriding uniaxial
response of SERS hot-spots. In conclusion, it holds that ~eD ‖ ~eL, and thus it
is reasonable to consider the parallel tensor contraction:
I‖ = f (~elocal) ∝
∣∣∣~eTlocal Rˆ~elocal∣∣∣2 . (6.13)
Without losing generality, one can restrict the field vectors ~elocal to point
onto a unit sphere. Then, the resulting surface I‖ can be plotted, since it
depends only on one set of spatial coordinates. This is done for the 2D case
in Fig. 6.7e and 6.7f. Note that this visualization highlights the difference
in selection rules - whereas tensor Rˆa (see Eq. 6.11) will be Raman active
for any orientation of ~elocal, tensor Rˆb shows zero intensity for angles:
ϕ = arccos

√
b
b − a
 , (6.14)
6See Fig. 3 in Ref. [72]
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(in the x-y plane), and when ~elocal is perpendicular to the x-y plane (not
shown).
On the one hand, plotting the intensity resultant from a parallel tensor
contraction, I‖, makes sense only in the context of SERS/TERS and has no
apparent applicability under classical Raman conditions. On the other
hand, only under SERS conditions it makes sense to look at the spatial
details of the tensors in the first place since (i) only in SERS one can ob-
serve single/few molecules instead of large ensembles and (ii) the effects
for which detailed knowledge of the tensors is important are the surface
selection rules, i.e. a pure SERS effect. Hence, this type of visualization
will be used in the following.
6.7 Raman tensors of benzotriazole
Visualising parallel contracted tensors, as described above, provides suf-
ficient convenience to now apply this idea to the DFT-simulated Raman
tensors of an example molecule, benzenethiol, and compare these find-
ings to what is observed experimentally. To this end, the DFT analysis is
based on the isolated, free-space molecule, which obviously is of limited
comparability to the experimental SERS data (these shortcomings will be
addressed specifically further below). The applicability of this approach
in general needs to be judged on a case-by-case basis, since, ultimately,
it is the agreement or disagreement with experiment which validates or
invalidates the correctness of the DFT predictions. In some cases it may
help understanding experiment (as, for example, in the identification of
the binding site of benzenethiol, see Sec. 6.4), in other cases it will sim-
ply highlight the limitations of the approach, thereby pointing out where
higher levels of sophistication are needed. Hence, in the following, DFT
Raman tensors shall be treated as a zero-order approximation to the real
tensors under SERS conditions.
In general, since I‖ is a surface in 3D space, it requires 2D-plots from dif-
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ferent viewpoints. For each tensor, three plots (x-y, x-z, y-z) will minimize
visual ambiguity. In Figures 6.8, 6.9 and 6.10 the following is shown:
• (top right corner) a ball-stick representation of the optimizedmolecu-
lar geometrywith displacement vectors (red arrows) of the respective
mode. Here the coordinate frame is omitted; it should be noted that
benzotriazole is a planar molecule, and the molecular plane is ori-
ented so it coincides with the x-y plane. Accordingly, this plot uses
the same viewpoint as the plot to its left. Hence, the molecule is
shown with respect to the same coordinate system as its tensors –
which is important in this context since the tensors are intrinsically
linked to the molecular orientation. To retain clarity, all modes plot-
ted are in-plane modes, i.e. the vibrational atomic displacements
occur only in the molecular plane.
• (top left corner) projection of the Raman parallel intensity I‖ (see Eq.
6.13) into the x-y plane,
• (lower left corner) x-z projection of I‖,
• (lower right corner) y-z projection of I‖.
As the reader will notice, for the normal modes shown here (1014 cm−1,
1045 cm−1, 1625 cm−1), most of the interesting angular dependence of the
Raman tensors happens to lie in themolecular plane, i.e. the x-yplane. This
comes as no surprise since, as stated earlier, these exemplary modes are
in-plane vibrations. In-plane modes are the predominant Raman peaks
observed for planar organic molecules. This yields the convenience, as
apparent in Figs. 6.8, 6.9 and 6.8, that one can restrict the plots to the x-y
projection and, thereby, represent the tensorial characteristics in a single
plot.
The normal modes at 1014, 1045 and 1625 cm−1 and their respective Raman
tensors have some exemplary properties:
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Figure 6.8 — Normal mode and Raman tensor representation of the vibrational
mode of benzenethiol at 1625 cm−1. Plot (a) shows the projection of the tensor’s
response
∣∣∣~eTlocal Rˆ~elocal
∣∣∣2 into the x-y plane, (b) plots the molecule with displace-
ment pattern of the normal mode, projected into the x-y plane as well. (c) and
(d) plot the tensor’s response in the x-z and y-z plane, respectively. All plots are
drawn with respect to a common coordinate system.
• Fig. 6.8, i.e. the normal mode at 1625 cm−1, is a near-uniaxial tensor.
It is aligned with the y-axis (the molecular long axis) and closely
resembles a textbook example of the cos2 distribution (which is of-
ten presented when vectors get projected onto a fixed direction, for
example in the interaction of a polarized electrical field with a fluo-
rescence dipole). The tensor also has a fairly minor eigenvalue along
the x-axis, which differs in sign from the dominant eigenvalue, and
hence leads to two additional, small lobes in the projection (compare
to Fig. 6.7e-f). In this coordinate system the tensor is a near diagonal
matrix (for reference, see Eq. 6.10) with its main component along the
y-axis, thus: |b|  |a| u |c|.
• Fig. 6.9, i.e. the normalmode at 1045 cm−1, is a partially isotropic tensor
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Figure 6.9 — Normal mode and Raman tensor representation of the vibrational
mode of benzenethiol at 1045 cm−1. Plots as in Fig. 6.8.
in the x-y plane. It closely resembles an oblate ellipsoid, and in its
diagonal form one finds components |a| u |b|  |c|. (A fully isotropic
tensor would feature a = b = c and plot here as a sphere; for example,
the fully symmetric hydrogen stretching of CH4 at 2917 cm−1 is of this
type.) The key difference to the previously discussed uniaxial tensor
is that while the Raman intensity has a strong angular dependence
in the uniaxial case, an isotropic tensor will yield the same Raman
intensity irrespective of the electric field orientation (as long as it is in-
plane, for this case). Therefore a normalmodewith an uniaxial tensor
strongly depends on the orientation of the molecule with respect to
the electric field; while a fully isotropic normal mode will not vary at
all with the molecular orientation.
• Fig. 6.10, i.e. normalmode at 1014 cm−1, is amode ofmixed character:
the tensor is neither fully uniaxial nor isotropic (or oblate). Themajor
principal axis lies roughly parallel to the y-axis (along the long axis
of the molecule), however, excitation along x will still produce about
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Figure 6.10 — Normal mode and Raman tensor representation of the vibrational
mode of benzenethiol at 1014 cm−1. Plots as in Fig. 6.8.
1/3 of the maximal intensity. The eigenvalues of this tensor are equal
in sign, hence resulting in the node-free projection.
Figure 6.11 summarizes the static-field DFT results for seven prominent
in-plane modes. The top row in the figure shows the pattern of atomic
displacements for each normal mode; the second row plots the tensor
projections corresponding to thesemodes in the x-y plane (same coordinate
system as the molecule drawn above). The complete Raman spectrum, as
a result of the DFT calculation, is plotted by assuming Lorentzian peak
shape with a uniform width of 10 cm−1. Measured normal Raman and
SERS spectrum are shown as well (offset for clarity) and indicate a good
agreement of the simulation with the experiment. Note that the tensors
of the modes shown here are either uniaxial or (partially) planar isotropic,
with the exception of the slight bi-axiality of the mode at 1625 cm−1.
With the experiment in mind, what can be learned from these tensor visu-
alisations? The local field in SERS is fixed in its polarisation with respect
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Figure 6.11 — Static-field DFT results with experimental context. Top: displace-
ment vectors, static-field Raman tensors and Raman shift of seven normal modes
of benzenethiol (molecule and tensors drawn with respect to the same coordinate
system). Bottom: Full static-field DFT Raman spectrum (rendering each peak as
Lorentzian with width 10 cm−1), experimental Raman spectrum of benzenethiol in
water and SERS of benzenethiol on Ag-colloids in water, both at off-resonance
excitation (633nm).
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to the surface. By calculating the Raman intensity due to a fixed field for
all modes, one gets the relative intensities the Raman modes have with
respect to each other. This comes with caveats, but can -in principle- help
to deduce the molecular orientation on the surface, as shall be described
in the following.
6.8 Connection to molecular orientation
In SERS conditions, molecules are usually chemisorbed or physisorbed to
the surface; the former meaning the formation of a chemical bond between
analyte and surface, the latter indicating a somewhat looser association
(e.g. Rh6G is thought to physisorb to Ag colloids, since it the molecule
is electrostatically attracted to the surface, but does not appear to form a
bond). The chemical binding of the molecule to the surface restricts the
molecule’s degrees of freedom, that is, surface-bound molecules have an
average orientation due to the partial restriction in their rotation. This may
also be true to some extend in the case of a physisorbed molecule.
In principle, with the tensors and their principal axes and shapes (uniaxial,
oblate isotropic, etc..,) known, it becomes possible to predict the fluctuations
in the relative intensity of modes. In Fig. 6.11, note the tensors of the modes
at 409 cm−1 and 1625 cm−1; both are uniaxial with parallel principal axes.
Consider applying a range of different incident field polarizations to a
fixedmolecule andmonitor the intensity of these twomodes: the observed
intensities of these modes would correlate. The contrary is to be expected
from the pair 409 cm−1 and 706 cm−1: as the field orientation changes from
the y-axis to the x-axis, one mode will decline in intensity while the other
rises, and vice-versa, resulting in anti-correlation. Logically, the 1625 cm−1
mode would also anti-correlate with the mode at 706 cm−1. By the same
token, little or no correlation at all is expected when comparing the mode
at 1045 cm−1 to any other mode, due to the isotropy of this mode.
Fig. 6.12 shows the results of this analysis. On the left, the orientation of
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benzenethiol (A) with respect to the simulated local field direction (B) is
shown, as it was used for the generation of theoretical mode intensities. To
induce fluctuations, the field direction was varied uniformly within a cone
of ∼ 15 deg around the direction indicated. On the right, the correlation
of peaks in their intensity fluctuations is plotted as a colour-map. Note,
for example, how the 409 cm−1 mode anti-correlates with the 631 cm−1 and
706 cm−1 modes, but correlates with other modes (compare Fig. 6.11, see
also Fig. 6.14 for the tensor of the 631 cm−1 mode).
To recap the connection to the experimental situation: in a SERS hot-spot
the local field polarisation is fixed, but surface-bound molecules rotate
according to the degrees of freedomwhose limits are imposed by the bond
and the surface. Hence, unless the molecular orientation is completely
fixed, one can expect a molecule in a hot-spot to map out at least part of the
expected (anti-)correlations of the relative mode intensities. In principle,
one could perform the correlation analysis on experimental data, and then
modify the molecule’s simulated orientation with respect to the local field
in such a way that one obtains the same correlation coefficients. In other
words, one could exploit the detailed knowledge of DFT tensors to derive
the averagemolecular orientationandeven themolecules’ degreesof freedom,
however, in the real world, a number of problems inhibit this approach:
• An intrinsic flaw to the analysis outlined above is that Raman ten-
sors are modified due to the presence of the surface. The free-space
tensors are in general not the same as the Raman tensors of the
analyte-surface complex. Attempts to model the entire surface com-
plex via DFT are -to date- computationally very expensive and suffer
from basis sets and DFT methods that are inaccurate in modeling the
electronic structure of the involved metal atoms.
• The enhancement of a SERS hot-spot is not spectrally flat, therefore
Ramanmodes are altered in their relative intensities due to their mis-
match with the plasmon resonance of the hot-spot. This is schemati-
cally shown in Fig. 6.13. SERS hot-spots which show enhancements
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Figure 6.12— (A) Structure of benzenethiol with (B) indicated local field direction.
(C) Cross-correlation map of the peak intensity fluctuations of selected modes.
See text for details.
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Figure 6.13 — Schematic of the influence of plasmon dispersion on the relative
peak intensity, with the plasmon resonance (red line) at ∼1200 cm−1 (top plot) and
at ∼400 cm−1 (bottom plot).
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large enough toobserve singlemolecules are sensitive in their spectral
resonance to local geometry changes on the nanoscale (e.g. varying
the gap between two colloids by ±1 nm). This is apparent and well
known from the fluctuations [144, 163] in the background spectrum
(which is believed to be modified fluorescence [68, 164]) observed in
many SERS experiments. The fluctuations due to plasmonic dispersion
largely outweigh the orientation induced fluctuations.
These are two problems intrinsic to the theoretical and experimental ap-
proach, and are hard to overcome. Another, less intrinsic, but noteworthy
problem lies in the photobleaching of the analyte and photochemistry on
the substrate. This will not necessarily affect relative peak intensities, but
it further inhibits reproducibility on the nanoscale level.
Single molecules detection using SERS thus is a sword with at least two-
edges: on the one hand, it simplifies the tensor representation and projects
out selection rules through the fixed nature of the local field; on the other
hand it complicates the matter vastly through tensor and intensity mod-
ifications. An additional problem in SM-SERS lies in its exploitation of
the additional enhancement from the electronic resonance of the molecule,
whose effect on the Raman tensors will be touched in the next section.
6.9 Moving towards resonance
Ultimately, as pointed out earlier, the full advantage of the spatial Raman
tensor analysis and representation comes to play in the single molecule
regime, since any ensemble will potentially result in orientational averag-
ing, unless all ensemble constituents are in the exact same orientation (e.g.
in ordered aggregates).
Roughly tenyears agoSERSwas suspected [8, 9, 12] and recentlyproven [14,
127, 145] to provide single-molecule (SM) sensitivity (see chapter 5). How-
ever, this has so far only been achieved by combining the electromagnetic
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enhancement with resonant Raman scattering, i.e. in the regime of surface-
enhanced resonant Raman scattering (SERRS).
One naturally arrives at the questions: Are the off-resonance Raman ten-
sors retained when the molecule is driven into its electronic resonance? By
how much do the Raman tensors change, and what are the mechanisms
that drive such a transformation? These questions have received much
consideration far before the advent of SM-SERS, and the principle mech-
anisms (e.g. Franck-Condon factors, Dushinsky effect) are known (for
reviews, see Refs. [165, 166, 167]). I do not attempt to showcase ground-
breaking new quantum theoretical results here, instead, this section sets
out to highlight some fundamental properties of resonant Raman tensors,
while being aware of the problems intrinsic to the method of prediction.
For this, coupled-perturbed Hartree-Fock (CPHF) calculations were con-
ducted – at this level of theory, the Hamiltonian is modified via pertur-
bation theory to include the effect of an oscillating electrical field. This
gives the opportunity to vary the excitation wavelength, from a static field
(νL = ∞) to the resonance in the UV. The electronic wavefunction is calcu-
lated for a perturbed Hamiltonian, i.e. the coupling into unoccupied states
is implicit, but there is no accounting for the Franck-Condon overlaps or
mode-mixing via excited states (Dushinsky effect [168]).
Therefore, the implementation of the electric fieldperturbation in theCPHF
equations in Gaussian03 [158] strictly only allows for the calculation of
pre-resonance Raman polarisabilities, i.e. for as long as vibronic effects
are negligible. To find out where the resonance edge is in the theoreti-
cal molecule, time-dependent DFT (TDDFT) calculations were carried out
(method B3LYP, basis 6-311++G(d,p)), which yield the electronic transition
energies and dipole moments.
Table 6.2 shows, as resulting from the TDDFT calculation, the first (i.e.
energetically lowest) transitions. Shown are the transition wavelengths,
oscillator strengths and depictions of the transition dipoles. Note that the
transition dipole of the second transition is aligned with the z-axis, i.e.
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transition
number
wavelength
[nm]
oscillator
strength
transition
dipole
1 262 0.0134
2 261 0.0026
3 240 0.2165
Table 6.2 — Parameters of the first three transitions of benzenethiol calculated
via TDDFT.
perpendicular to the molecular plane. Clearly, the third transition is the
strongest here, whereas the second is negligibly weak.
Aware of the resonant transitions, the Raman tensors are calculated using
the CPHF method, starting with an excitation far from resonance and
gradually moving towards it. The results of this calculation are shown in
Fig. 6.14. As before, the projection of selected modes into the x-y plane
is plotted. In each column, the tensor projections of one mode are shown
for 11 different excitation wavelengths λL, from static field (λL = ∞, top
row) up to the third resonance transition (λL = 240 nm, bottom row). The
top row of tensors, at static excitation field, are the same as those shown
earlier, see Fig. 6.11. A number of observation can be made in this figure:
• Approaching resonance, a manifold of tensor transformations can be
observed. A drastic example is the 409 cm−1 mode, which keeps its
uniaxial character (aligned along the y-axis) until 350 nm excitation;
however, at 330 nm, the mode has transformed into a tensor with
an axial component along x, and isotropic shape in the y-z plane.
This changes into an in-plane (semi-)isotropic tensor for 300 nm and
280nm.
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Figure 6.14 — Excitation wavelength dependence of the Raman tensors of
nine selected normal modes of benzenethiol, as obtained by CPHF calculations.
Columns refer to the same mode, rows refer to the same excitation wavelength.
The tensors are projected in the x-y plane of the same coordinate system as used
in the previous figures (compare Fig. 6.11). See text for details.
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• In pre-resonance, the other modes also undergo changes in their
respective principal axes, and, to a lesser degree, in their shape.
• Most strikingly, however, is that in resonance the uniaxial tensor char-
acter is prevalent (most modes in the 260 nm resonance, all modes in
the 240 nm resonance). Moreover, the principal axes of the tensors
are aligned to the respective transition dipoles (compare Table 6.2).
• For some modes the tensor symmetries and orientations have al-
ready undergone substantial change at excitation wavelengths far
from resonance. Examples are the 409 cm−1 mode mentioned above
and the mode at 1615 cm−1. This indicates that a pre-resonance ef-
fect can modify the Raman cross-section, which has impact on the
detection limit in SERS (for most modes, the cross-section increases
in pre-resonance; see below) and, in particular, it has impact on the
accurate determination of SERS enhancement factors7.
Fig. 6.15 shows the resonance effect on the Raman activity and the de-
polarisation ratio, which shines more light on the coupling of the Raman
modes to the resonances. Focusing on the Raman activity (top plot), it is
clear that most modes increase their cross-sections monotonically when
approaching the resonance edge. The 409 cm−1 and 632 cm−1 modes, how-
ever, drop in Raman activity just prior to the first resonance. These modes
have, in the static limit, a negligible tensor component along the transition
dipole of the first resonance at 260 nm, and hence do not profit from the
early resonance. The remainingmodes all have a small tensor contribution
which is compatible with the transition dipole. Beyond the first resonance
the Raman activities decrease, and subsequently boost again at the strong
240nm resonance. The modifications in the tensors are also evident in the
depolarisation ratios (bottom plot). As a reminder: the depolarisation ratio
of ρ = 0 corresponds to a fully isotropic tensor, ρ = 1/3 is a uniaxial tensor
and ρ = 3/4 is a zero-trace tensor. Note, for example, how the 1626 cm−1
7For example, one cannot simply deduce ameaningful enhancement through the com-
parison of a non-resonant Raman signal to the SERS-signal in pre-resonance conditions.
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Figure 6.15 — Excitation wavelength dependence of (top) the change in Raman
activity (Eq. 6.5) relative to the off-resonance situation, and (bottom) the depolar-
ization ratio (Eq. 6.6). Both plots show the pre-resonance and resonance behavior
of five selected normal modes of benzenethiol, as obtained by CPHF calculations.
Note the logarithmic scale on the y-axis of the top plot - the Raman activity boosts
by a factor of up to ∼1013 (not shown) at an excitation wavelength of 240 nm. Also
note that all modes at this excitation wavelength show a depolarization ratio of
exactly 1/3.
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Figure 6.16 — Toy-model of the resonance conditions of a molecule. The mass
m is driven by an oscillation force ~F, which results in an oscillation of the mass
along ~Am. If ~F oscillates with ω1 =
√
2k1/m, then ~Am ‖ ~ex, irrespective of the
direction of ~F, as long as ~F · ~ex , 0. Similarly, for ω2 =
√
2k2/m, m will oscillate
along y.
mode couples early to the strong resonance at 240 nm, before experienc-
ing the influence of the weaker resonance in the proximity of 260 nm. At
the strong resonance however, all modes are, as evident from the tensors
shown earlier, uniaxial with exactly ρ = 1/3.
Apart from the tensorial re-shaping into uniaxiality, there is a simple, me-
chanical toy-model which, phenomenologically, explains the re-alignment
of the vibrationwith the transition dipoles, aswell as the resonant enhance-
ment: Fig. 6.16 depicts a massm connected to fixed walls. This system has
two resonance frequencies, ω1 =
√
2k1/m and ω2 =
√
2k2/m, and the geo-
metrical arrangement of springs assigns these resonances to two different
directions. It is intuitive that for a driving force ~F = ~F0 exp(−iωt), with ω’s
far from resonance, the mass will oscillate along ~F0. Pre-resonance, the
amplitude of the m’s oscillation, ~Am, will increase the more ~F0 is aligned
with the x- or y-axis. Moreover, ~Am will no longer be parallel to ~F0. At ω1,
~Am will be aligned with the x-axis, irrespective of the direction of ~F0, as long
as ~F0 has a minimal coupling to the resonance, i.e. a non-zero component
on the x-axis. Conversely, the resultant oscillation ~Am will align with the
y-axis, if ~F oscillates with ω2.
This analogy, translated back to the molecular case, means: any molecular
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vibration which has at least a minimal amount of coupling to a resonance,
will be completely dominated by its symmetry. Raman polarisabilities
hence align with transition dipoles, rendering the Raman tensor uniaxial,
with the principal axis parallel to the transition dipole.
6.10 Conclusion
DFT is a useful tool in Raman spectroscopy: (i) as a teaching device, (ii)
in the prediction of spectra, (iii) in the identification of closely related
moieties (e.g. isotopic substitution) and (iv) in the validation of the cross-
section of reference compounds. It was shown that the calculations yield
detailed information on normal modes and Raman tensors, which are not
directly accessible through experiment. The detailed knowledge can, in
some cases, provide possible explanations for experimental observations,
for example: the binding of benzenethiol to a surface which is supported
by the normal mode of its vibration at ∼930 cm−1.
The visualisation ofRaman tensors assumingSERS conditions helps identi-
fying correlations in relativepeak intensityfluctuations, which -inprinciple-
provides a handle for the elucidation of themolecular orientation. The fact
that SM-SERS requires resonance conditions, however, relativises the ap-
plicability of this approach. In the previous section, it was shown that Ra-
man tensors lose their property of being directional beacons under resonance con-
ditions. Thus, unless one is able to observe SM-SERS under off-resonance
conditions, the correlational analysis of peak intensity fluctuations is not
expected to yield much contrast; modes are expected to correlate in their
fluctuations under resonance. The experimental confirmation of these
findings is pending, as it is difficult to isolate the peak fluctuations from
background fluctuations, as was mentioned above.
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Conclusions
In this thesis the findings are summarised at the end of chapters 3-6. How-
ever, for the sake of convenience and as a service to the reader, I will repeat
and summarise the most important conclusions here.
Following the general introductory remarks in chapters one and two, chap-
ter three lays the foundation for the understanding of the surface enhance-
ment as an electromagnetic effect. The main conclusions here are:
• The enhancementobserved inSERS is a largely electromagnetic effect.
• So-called electromagnetic hotspots occur on the surface, giving rise
to a strong localisation of the field enhancement on the metal surface.
• Particularly strong hotspots form in the gap between a dimer of silver
colloids (nanoscopic noble metal spheres).
• The polarisation of the local field cannot simply be chosen by the
experimenter: it depends on the geometry of the colloidal dimer, in-
cident wavelength and polarisation, and the orientation of the dimer
with respect to the incident beam.
• The enhancement outside the hotspot is of insignificant magnitude.
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• Most of the signal (90%) comes from the small hotspot region (1%
surface area) – therefore only a small fraction of the overall adsorbate
population contributes to the SERS signal.
• The probability to observe a particular field enhancement on a point
on the surface follows a long-tail distribution, which can bemodelled
by a truncated Pareto distribution.
These insights are of general importance for the chapters that follow. In
chapter 4, the experimental investigation of Lee&Meisel colloids as a SERS
system is carried out. The conclusions are:
• Lee & Meisel silver colloids are roughly spherical, single particles of
∼ 50 nm diameter.
• The effect of salt addition is to reduce the repulsive coulombic barrier
between colloids, causing aggregation. This is inferred from DLVO
theory and can be examined in practise using scanning electron mi-
croscopy.
• In-situmeasurements of the Raman signal upon salt-addition reveal a
signal enhancementwhich can be described by colloidal aggregation,
thus linking the SERS enhancement to colloid aggregates, consistent
with the previously described electromagnetic enhancement mecha-
nism.
• The long-term stability of aggregated SERS samples can be under-
stood through coulomb-blocking. This is a many-body effect which
causes the the aggregation to self-limit in term of cluster size; it leads
to SERS-active liquid samples with a long shelf-lifetime.
Chapter 5 deals with the issue of single-molecule detection in SERS. After
recognising the previous approaches to this problem as unsuitable, the al-
ternative Bi-Analyte SERS approach is explained and introduced through
examplary experiments. The conclusions drawn from here can be sum-
marised as follows:
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• The ultra-low concentration approach is not fit to determine single-
molecule sensitivity in SERS samples. Together with the strong
field enhancement localisation, a sparse number density of adsor-
bate molecules leads to an extremely small probability to observe a
signal – SERS events become as rare as experimental outliers.
• The Bi-Analyte approach relies on relatively high adsorbate concen-
trations and many SERS events; it identifies single-molecule SERS
event with statistical soundness.
• Single-molecule SERS is readily achieved in standard SERS systems
(Lee & Meisel silver colloids).
• Single-molecule enhancement factors as low as ∼ 108 where deter-
mined experimentally in dry and liquid systems. This is well within
the theoretically predicted maximum electromagnetic enhancement
of ∼ 1010
Chapter 6 focusses on the application ofDensity-functional theory (DFT) to
predict and understandRaman and SERS spectra. In short, the conclusions
are:
• DFT has a large didactic value and helps to understand the physics
underlying molecular vibrational spectroscopies.
• For simple organic molecules, off-resonance Raman spectra are read-
ily predicted in peak positions and Raman tensors (with the associ-
atedmagnitudes of scattering cross section and depolarisation ratio).
• Under SERS conditions the Raman tensors can be visualised as a
2D surface. It thus becomes possible to visually inspect vibrational
modes for their symmetry properties and, in particular, the cross-
correlation of relative peak intensities.
• Combining the predicted Raman tensors with single-molecule SERS
measurements, one could inprinciple infer theorientationofmolecules
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on the surface, this however becomes unfeasible because (i) it is hard
to predict the Raman tensors of the surface complex and (ii) under
resonance conditions the orientational information in the tensors is
lost.
Overall, this thesis has provided new key insights into the technique of
SERS (for example, the development of a more reliable method to identify
single molecules). These new findings are expected to play a significant
role in the further development of the technique andperhaps yet unforseen
applications.
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Appendix A
Molecular footprints
[...] if all the people who go to sleep in church were
laid end to end they would be a lot more comfortable.
Mrs. Robert A. Taft
We can estimate the maximum area a molecule will occupy on a surface by
tightly enclosing its projection in a rectangle. Obviously, the resulting area
depends strongly on a sensible choice of projection and enclosure – we
chose molecular orientations which reflect worst-case scenarios, i.e. parallel
rather than normal orientation with respect to the surface. Note that this
may not be the physically most likely orientation.
We also arbitrarily chose an atomic ‘radius’ of 0.5Å, which is included in
the resulting projections.
The projected molecular structures are obtained from DFT calculations
(unless noted otherwise, obtained at the same level of theory as used in
chapter 6, namely: method B3LYP and basis set 6-311++G(d,p)).
The results for BTZ2, Rh6G1 and CV are summarised in Figs. A.1-A.3.
1Calculation data taken from Ref [169]. The original data was kindly provided by
Hiroyuki Watanabe.
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Figure A.1 — BTZ2 projected into its plane (the molecule has only two out-of-
plane atoms). All length scales given in Å. The plane of the molecule is offset by
6Åwith respect to the x-y plane. The highlighted rectangle has an area of 1nm2.
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Figure A.2 — Projection of Rh6G with its backbone oriented parallel to the x-y
plane. Note that the ligand which is not part of the backbone is oriented perpen-
dicular to the x-y plane. All length scales given in Å. The plane of the backbone
is offset by 10Å with respect to the x-y plane. The highlighted rectangle has an
area of 1.6nm2.
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Figure A.3 — Projection of CV with its plane oriented parallel to the x-y plane.
The structure shown here was computed at a B3LYP/6-31+G(d) level. All length
scales given in Å. The plane of the molecule is offset by 10Å with respect to the
x-y plane. The highlighted rectangle has an area of 2nm2.
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Appendix B
BiASERS - from Pascal’s triangle
to Mie theory
I find enough mystery in mathematics
to satisfy my spiritual needs.
Tom Lehrer
This appendix shall give some insight into the statistics of the three models
used to introduce the BiASERS technique (see Sec. 5.3.1). A detailed dis-
cussion of these statistics is not strictly necessary for the understanding of
the BiASERS technique – it is, however, twined around the train of thought
which led us from first hand-waving arguments to our current, more elab-
orate model. Also, the concepts used herein are simple and have their
own mathematical charm – a property which is rarely given the attention
it deserves.
Closed discrete hotspots
Sec. 5.3.2 describes the idea of a discrete (‘bucket-like’) hotspot. From
there, simple arguments lead to a strong statistical argument which ba-
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sically proves SM-SERS. The probability to observe pure spectra if the
number of molecules N in the discrete hotspot is fixed (see Fig. 5.7) yields
a distribution with close ties to Pascal’s triangle:
N = 0 : 1
N = 1 : 1 1
N = 2 : 1 2 1
N = 3 : 1 3 3 1
N = 4 : 1 4 6 4 1
... . .
. ...
. . .
(B.1)
where each row describes the number of permutations for a particular
combination of two types of molecules. The sum of each row is 2N, the
number of all possible combinations. For example, for N = 3 (compare
Fig. 5.5), this yields:
• 1/8 chance to observe a pure dye A spectrum,
• 3/8 chance to observe a ‘2 dye A + 1 dye B’ mixed spectrum,
• 3/8 chance to observe a ‘1 dye A + 2 dye B’ mixed spectrum,
• 1/8 chance to observe a pure dye B spectrum.
Pascal’s triangle describes this model situation because the elements of the
triangle are the binomial coefficients
 Nk
 = N!k! (N − k)! (B.2)
which are interpreted as the number of k-element subsets of an N-element
set. Normalised to the row-sum Pascal’s triangle yields the discrete prob-
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abilities:
N = 0 : 1
N = 1 : 1/2 1/2
N = 2 : 1/4 1/2 1/4
N = 3 : 1/8 3/8 3/8 1/8
N = 4 : 1/16 1/4 6/16 1/4 1/16
... . .
. ...
. . .
(B.3)
The spectral participance of an element follows from the ratio of the el-
ement (denominator) and its upper left neighbor (nominator). For an
example see the bold numbers in the triangles below: 3/6 = 1/2. This
strategy obviously breaks on the left edge, therefore one needs to pad the
triangle’s left edge with zeros:
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
. .
. ...
. . .
=⇒
0
0 1
0 1/2 1
0 1/3 2/3 1
0 1/4 1/2 3/4 1
. .
. ...
. . .
(B.4)
Figure B.1 shows the pattern in which this distribution follows the central
limit theorem and approaches a normal distribution.
Open discrete hotspots
Obviously, due to the sample diversity in a real SERS experiment, the
approximation of fixed N is crude. In a first step towards more realism,
one can, while retaining the fixed extent of the hotspot, allow the number
of molecules per hotspot to be Poisson distributed ( f (k, λ) = λ
ke−λ
k! ). Now,
λ replaces the notion of N. Observing the principle of independently
adsorbing dye species, a Poisson distribution for each of the two dyes is
assumed, with potentially different parameters λA and λB.
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Figure B.1 — Probability distributions of the spectral participance in events, as-
suming a closed, discrete hotspot (fixed N), for all N from 1 to 64.
The probability to observe, for example, a spectrum from 2 dyes A and 1
dye B now becomes:
p(2, λA, 1, λB) =
λ2
A
e−λA
2!
+
λ1
B
e−λA
1!
(B.5)
The binomial distribution is now replaced by Poissonian probability (for
the sake of a terse notation, the λ’s are omitted, so that p(a, λA, b, λB) ⇒
p(a, b).):
p(0, 0)
p(0, 1) p(1, 0)
p(0, 2) p(1, 1) p(2, 0)
p(0, 3) p(1, 2) p(2, 1) p(3, 0)
p(0, 4) p(1, 3) p(2, 2) p(3, 1) p(4, 0)
...
...
...
(B.6)
To obtain the event probability distribution, it is now necessary to his-
togram, according to spectral percentage, the summed probability from
all elements in the triangle. A few example combinations of λA and λB,
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Figure B.2 — Top: Probability distributions for molecular combinations based
on Poisson statistics for each analyte. See text for details. Bottom: resulting
histogram reflecting the probability to observe events as a function of the spectral
participance. The apparent asymmetry in the histograms is due to binning ( – it is
non-trivial to find evenly-space bin-boundaries upon which no data points come
to lie.)
together with their resultant distribution and histograms, are given in
Fig. B.2.
Open continuous hotspots
Treating hotspots as buckets is, without doubt, a crude simplification. For
the sake of a better model the notion of a hotspot with fixed extent must
be dropped, and replaced with a position dependent enhancement factor
f (~r). For the typical example of a spherical colloid, one can define f (ϑ, ϕ),
where ϑ and ϕ are spherical coordinates and the hotspot center comes to
lie at ϑ = 0.
With the sharp hotspot boundaries gone, one must consequently drop
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the discrete Poisson distribution of molecules – how can one decide how
manymolecules arewithin a hotspot, if the hotspot has no limits? The only
permissible notion of a discrete probability distribution now lies in the fact
that the number of molecules per colloid is discrete, even limited, but of
little interest in a situation where most of the signal originates from a small
fraction of the overall surface area.
The simplest, and arguablymost practical approach is to solve the problem
numerically. Assume the expected enhancement f (ϑ, ϕ) to be derived
from Generalised Mie Theory, and the (average) numbers NA and NB of
molecules per colloid to be fixed, for analyte A and B. To simulate one
event, one can now:
1. give eachmolecule random coordinates ϑi and ϕi, evenly distributed
on the surface of the sphere,
2. evaluate the signal to be obtained from each molecule: f (ϑi, ϕi),
3. sum the contributions into overall signals per analyte, FA and FB,
4. the observed spectral participation is then: PA =
FA
(FA+FB)
To evaluate event probabilities, this run needs to be repeated many times
- the more, the better the statistics. In this sense, this strategy become as
Monte-Carlo simulation. For an exemplary application, see Ref. [113], in
particular the supporting information of this paper.
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Appendix C
Artwork
There is no science without fancy and no art without fact.
Vladimir Nabokov
One of the most important aspects of scientific work lies in its commu-
nication to others: to the scientific community in a specialised field, or
scientists in general, or even the general public. In this case, the target
audience is the specialised community. Being part of it, it is easy to cast
a wall of graphs, equations and diagrams, i.e. a peer-reviewed paper, at
the audience. In turn, it comes as a challenge if, after a publication is
accepted, the journal asks for a cover image – which shall achieve the split
between being an eye-catcher to every scientist in the field, and yet having
a clear connection to the usually fairly distinct topic at hand. This challenge
comes with a great reward1: the freedom of dropping accuracy in favour
of beauty, casting scientific ideas into pictures without worrying about the
details, gives the mind a toy-model of the complex, a visual vocabulary
which feeds intuition.
Apart from the drafting pen and paper, these images were created using
1It also comes at a cost: from experience, explaining the fact that the author provides
the journal with design work, and pays the journal for it, only elucidates disbelief and
nervous laughter from the uninitiated.
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free, open source software [170, 171]. The following pages document the
artwork created by the author during the course of the work undertaken
for this thesis.
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Figure C.1 — Cover of Phys. Chem. Chem. Phys. 9 (23), June 2007. See
Ref. [75].
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Figure C.2 — Cover of Phys. Chem. Chem. Phys. 10 (28), July 2008. See
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Figure C.3 — Cover of Phys. Chem. Chem. Phys. 10 (28), July 2008. See
Ref. [148].
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Figure C.5 — Cover of Eric Le Ru’s and Pablo Etchegoin’s book, see Ref. [17].
208
Figure C.6 — Unpublished cover concept.
209
CHAPTER C. ARTWORK
Figure C.7 — Ray-traced rendering [170] of semi-transparent isosurfaces of the
electron density and difference electron densities of benzenethiol under various
perturbations.
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Appendix D
Publications
What follows are the headers of the papers published during the course of
this PhD1, in chronological order:
Self-Limiting Aggregation Leads to Long-Lived Metastable Clusters in Colloidal Solutions
M. Meyer,* E. C. Le Ru,† and P. G. Etchegoin‡
The MacDiarmid Institute for AdVanced Materials and Nanotechnology, School of Chemical and Physical
Sciences, Victoria UniVersity of Wellington, P.O. Box 600 Wellington, New Zealand
ReceiVed: October 13, 2005; In Final Form: January 24, 2006
The existence of a metastable state with limited Coulomb-blocked aggregation at the onset of instability in
a colloidal solution is proposed and demonstrated both experimentally and theoretically (through Monte Carlo
simulations). Such a stable state of small clusters of metallic colloids happens to be extremely important for
techniques such as surface-enhanced Raman scattering (SERS), which profits explicitly from collective plasmon
resonances in these clusters to boost Raman signals of specific analytes. In fact, SERS provides a unique tool
to understand, monitor, and study the onset of aggregation in colloidal silver/gold and to prove the existence
of the proposed state at the boundary of colloid coalescence.
6040 J. Phys. Chem. B 2006, 110, 6040-6047
1Due to the format of the paper, a header for Ref. [80] is absent from this list.
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Proof of Single-Molecule Sensitivity in Surface Enhanced Raman Scattering (SERS) by
Means of a Two-Analyte Technique
E. C. Le Ru,* M. Meyer, and P. G. Etchegoin*
The MacDiarmid Institute for AdVanced Materials and Nanotechnology, School of Chemical and Physical
Sciences, Victoria UniVersity of Wellington, P.O. Box 600, Wellington, New Zealand
ReceiVed: August 22, 2005; In Final Form: October 27, 2005
A method is proposed to pin down unambiguous proof for single-molecule sensitivity in surface enhanced
Raman spectroscopy (SERS). The simultaneous use of two analyte molecules enables a clear confirmation of
the single (or few)-molecule nature of the signals. This method eliminates most of the uncertainties associated
with low dye concentrations in previous experiments. It further shows that single- or few-molecule signals
are very common in SERS, both in liquids and on dry substrates.
1944 J. Phys. Chem. B 2006, 110, 1944-1948
Enhancement factor distribution around a single surface-enhanced Raman
scattering hot spot and its relation to single molecule detection
E. C. Le Ru,a! P. G. Etchegoin,b! and M. Meyer
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical
Sciences, Victoria University of Wellington, P.O. Box 600, Wellington 6140, New Zealand
sReceived 11 August 2006; accepted 12 October 2006; published online 22 November 2006d
We provide the theoretical framework to understand the phenomenology and statistics of single
molecule sSMd signals arising in surface enhanced Raman scattering sSERSd under the presence of
so-called electromagnetic hot spots. We show that most characteristics of the SM-SERS
phenomenon can be tracked down to the presence of a tail-like spower lawd distribution of
enhancements and we propose a specific model for it. We analyze, in the light of this, the
phenomenology of SM-SERS and show how the different experimental manifestations of the effect
reported in the literature can be analyzed and understood under a unified “universal” framework
with a minimum set of parameters. © 2006 American Institute of Physics.
fDOI: 10.1063/1.2390694g
THE JOURNAL OF CHEMICAL PHYSICS 125, 204701 s2006d
An analytic model for the optical properties of gold
P. G. Etchegoin,a! E. C. Le Ru,b! and M. Meyer
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical
Sciences, Victoria University of Wellington, P.O. Box 600, Wellington, New Zealand
sReceived 1 August 2006; accepted 11 September 2006; published online 24 October 2006d
fDOI: 10.1063/1.2360270g
THE JOURNAL OF CHEMICAL PHYSICS 125, 164705 s2006d
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Surface Enhanced Raman Scattering Enhancement Factors: A Comprehensive Study
E. C. Le Ru,* E. Blackie, M. Meyer, and P. G. Etchegoin†
The MacDiarmid Institute for AdVanced Materials and Nanotechnology, School of Chemical and Physical
Sciences, Victoria UniVersity of Wellington, PO Box 600, Wellington 6140, New Zealand
ReceiVed: December 21, 2006; In Final Form: July 17, 2007
This paper presents an in-depth study of Surface Enhanced Raman Scattering (SERS) enhancement factors
(EFs) and cross-sections, including several issues often overlooked. In particular, various possible rigorous
definitions of the SERS EFs are introduced and discussed in the context of SERS applications, such as analytical
chemistry and single molecule SERS. These definitions highlight the importance of a careful characterization
of the non-SERS cross-sections of the probes under consideration. This aspect is illustrated by experimental
results for the non-SERS cross-sections of representative SERS probes along with average SERS EFs for the
same probes. In addition, the accurate experimental determination of single molecule enhancement factors is
tackled with two recently developed techniques, namely: bi-analyte SERS (BiASERS) and temperature-
dependent SERS vibrational pumping. We demonstrate that SERS EFs as low as 107, as opposed to the
figure of 1014 often claimed in the literature, are sufficient for the observation of single molecule SERS
signals, with maximum single molecule EFs typically on the order of ∼1010.
13794 J. Phys. Chem. C 2007, 111, 13794-13803
Statistics of single molecule SERS signals: is there a Poisson distribution
of intensities?
P. G. Etchegoin,* M. Meyer and E. C. Le Ru*
Received 16th March 2007, Accepted 11th April 2007
First published as an Advance Article on the web 4th May 2007
DOI: 10.1039/b704013j
This paper is aimed at clarifying the statistics of single molecule (SM) surface enhanced Raman
scattering (SERS) signals. The argument of the possible existence of a Poisson distribution in the
statistics of intensities in SM-SERS has been used many times in the last decade as a proof of
single molecule detection. We show theoretically and experimentally that the conditions under
which a Poisson distribution would be present are so unlikely to exist in a real system that there
is no other option but to attribute the claims to poor statistical sampling. We believe the
argument based on Poisson statistics should be dropped as a proof of single molecule detection in
SERS.
PAPER www.rsc.org/pccp | Physical Chemistry Chemical Physics
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Technical Notes
Statistics of Single-Molecule Surface Enhanced
Raman Scattering Signals: Fluctuation Analysis
with Multiple Analyte Techniques
P. G. Etchegoin,* M. Meyer, E. Blackie, and E. C. Le Ru‡
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical Sciences,
Victoria University of Wellington, P.O. Box 600 Wellington, New Zealand
The mathematical background, based on a variation of the
principal component analysis (PCA) method, is developed
for the understanding of fluctuating multiple analyte
single-molecule (SM) surface enhanced Raman scattering
(SERS) signals; with emphasis on the bianalyte SERS
technique developed recently. The method and its signifi-
cance are presented to provide a systematic framework
with which several aspects of the statistics of SM-SERS
signals can be analyzed in general. We also apply the
method to a concrete example of bianalyte statistics in
silver colloidal solutions and discuss related topics around
experimental issues and the interpretation of single-
molecule SERS data.
that purpose by other authors,5,6 but a few questions remain;
among them: (i) how much can we obtain or learn from the
statistics of single-molecule events in BiASERS? and (ii) is there
a systematic and reliable method for the study of single-molecule
statistics in SERS from two or many analytes?
It is the purpose of this paper to develop further the ideas and
tools needed to understand single-molecule fluctuations in SERS
with multiple analytes. To this end, we shall develop an analysis
tool based on a variation of the principal component analysis (PCA)
method. We shall assume no previous exposure to the PCA
method and, therefore, we shall explain the relevant steps in some
detail in the Supporting Information companion material to this
paper, making emphasis on the physical meaning of the results.
Therein the method is tested in a “model” example of simulated
Anal. Chem. 2007, 79, 8411-8415
Erratum: “An analytic model for the optical properties of gold”
†J. Chem. Phys. 125, 164705 „2006…‡
P. G. Etchegoin,a! E. C. Le Ru,b! and M. Meyer
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical
Sciences, Victoria University of Wellington, P.O. Box 600, Wellington, New Zealand
sReceived 27 September 2007; accepted 3 October 2007; published online 9 November 2007d
fDOI: 10.1063/1.2802403g
THE JOURNAL OF CHEMICAL PHYSICS 127, 189901 s2007d
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J. Raman Spectrosc. 2008; 39: 1127–1134
Published online 26 March 2008 in Wiley InterScience
(www.interscience.wiley.com) DOI: 10.1002/jrs.1945
Advanced aspects of electromagnetic SERS
enhancement factors at a hot spot
E. C. Le Ru,∗ M. Meyer, E. Blackie and P. G. Etchegoin
The MacDiarmid Institute for Advanced Materials and Nanotechnology, School of Chemical and Physical Sciences, Victoria University of Wellington,
Wellington, New Zealand
Received 18 September 2007; Accepted 2 December 2007
In this paper, we discuss some advanced theoretical aspects of electromagnetic enhancement factors (EFs)
in surface-enhanced Raman scattering (SERS). We focus in particular on the influence of surface selection
rules (SSRs) on SERS EFs at hot spots, and the determination of SERS depolarization ratios. Both aspects
could be viewed as secondary (compared to the overall magnitude of the SERS EF), but are nevertheless
observable experimentally and crucial for a fundamental understanding of SERS. They also share the
property that they cannot be studied within the commonly used jEj4 approximation to the SERS EFs, and
appropriate tools are developed here to make predictions beyond this approximation in the case of a SERS
hot spot. In addition, theoretical estimates of different types of (previously defined) EFs are provided,
and their origins discussed for the typical example of a SERS substrate dominated by SERS hot spots.
Finally, experimental measurements of SERS depolarization ratios are presented to support the theoretical
predictions. Copyright  2008 John Wiley & Sons, Ltd.
Bi-analyte SERS with isotopically edited dyes
E. Blackie,*ab E. C. Le Ru,ab M. Meyer,ab M. Timmer,bc B. Burkett,b
P. Northcoteb and P. G. Etchegoinab
Received 4th March 2008, Accepted 21st April 2008
First published as an Advance Article on the web 3rd June 2008
DOI: 10.1039/b803738h
Isotopically substituted rhodamine dyes provide ideal probes for the study of single-molecule
surface enhanced Raman scattering (SM-SERS) events through multiple-analyte techniques.
Isotopic editing should, in principle, provide probes that have identical chemical properties (and
surface chemistries); while exhibiting at the same time distinct Raman features which enable us to
identify single-molecule SERS events. We present here a specific example of two-analyte
SM-SERS based on the isotopic substitution of a methyl ester rhodamine dye. The dyes are
carefully characterized (in both standard and SERS conditions) to confirm experimentally their
similar chemical properties. We then demonstrate their utility for bi-analyte SERS (BiASERS)
experiments and, as an example, highlight the transition from a single, to a few, to many
molecules in the statistics of SM-SERS signals.
PAPER www.rsc.org/pccp | Physical Chemistry Chemical Physics
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Evidence of Natural Isotopic Distribution from
Single-Molecule SERS
Pablo G. Etchegoin,* Eric C. Le Ru,* and Matthias Meyer*
The MacDiarmid Institute for AdVanced Materials and Nanotechnology, School of Chemical and
Physical Sciences, Victoria UniVersity of Wellington, P.O. Box 600, Wellington, New Zealand
Received November 20, 2008; E-mail: Pablo.Etchegoin@vuw.ac.nz; Eric.LeRu@vuw.ac.nz; kiwimatto@gmail.com
Abstract: We report on the observation of the natural isotopic spread of carbon from single-molecule surface-
enhanced Raman spectroscopy (SM-SERS). By choosing a dye molecule with a very localized Raman-
active vibration in a cyano bond (CtN triple bond), we observe (in a SERS colloidal liquid) a small fraction
of SM-SERS events where the frequency of the cyano mode is softened and in agreement with the effect
of substituting 12C by the next most abundant isotope, 13C. This example adds another demonstration of
single-molecule sensitivity in SERS through isotopic editing, which in this case is done not by artificial
isotopic editing but rather by nature itself. It also highlights SERS as a unique spectroscopic tool that is
capable of detecting an isotopic change in one atom of a single molecule.
Published on Web 01/23/2009
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