Abstract. In this paper we obtain bounds showing increasing stability of the continuation for solutions of the stationary Maxwell system when the wave number k is growing. We use a reduction of this system to a new system with the Helmholtz operator in the principal part and use hyperbolic energy and Carleman estimates with k-independent constants in the Cauchy problem for this equations. Hyperbolic energy estimates suggest an existence of increasing (with k) subspaces where the solution of the Cauchy problem is Lipschitz stable disregard of any (pseudo) convexity assumptions.
Introduction
The Cauchy Problem (or equivalently the continuation) for partial differential equations has a long and rich history, starting with Holmgren-John theorem about uniqueness for equations with analytic coefficients. It is of great importance in the theories of the boundary control and of inverse problems. A feature of this problem for elliptic equations is its exponential instability pointed out by J. Hadamard in 1920-s. In 1938 T. Carleman introduced a special exponentially weighted energy (Carleman type) estimates to handle non analytic coefficients. These estimates imply in addition some conditional Hölder type stability estimates for solutions of this problem. In 1960 in his fundamental paper [9] F. John shown that one at least has logarithmic stability for a wide class of partial differential operators. In the same paper he considered an important example of the Helmholtz equation and showed that for the continuation from inside of the unit disk onto any larger disk the stability estimate which is uniform with respect to the wave numbers is still of logarithmic type. Logarithmic stability is quite damaging for numerical solution of many inverse problems. In the recent papers [1] , [4] , [6] , [7] it was demonstrated that when one continues solutions to the Helmholtz equation from a surface Γ onto its convex hull the stability is increasing and unstable (Hölder) component of stability estimates goes to zero as the wave number is increasing. The Helmholtz equation is a good model for acoustics where the physically interesting wave numbers are not very high. They can be really high for electromagnetic fields.
In this paper we consider the Cauchy problem for the stationary Maxwell system. We reduce this system to a second order system with the Helmholtz operator in the principal part and by using some results for scalar equations in [7] we obtain stability estimates for the continuation of the electromagnetic field from a surface Γ onto its convex hull. As in [4] , [7] , the unstable part of these estimates goes to zero as the wave number increases. We state the main result.
We consider the Cauchy problem for the Maxwell's System
with the Cauchy data
where E, H are electrical and magnetic vectors E, H, Ω is a domain in R 3 and Γ is a part of its boundary ∂Ω. We will assume that the coefficients ε, µ, σ ∈ C 2 (Ω), 0 < ε, 0 < µ, 0 ≤ σ onΩ, and the Cauchy data E 0 , H 0 are given functions.
Let Ω ⊂ {0 < x n < h, |x | < r} with Lipschitz ∂Ω ,Ω ⊂ {x n < h} and Γ = ∂Ω ∩ {0 < x n < h}. Let Ω(d) = Ω ∩ {d < x n }. C are constants which depend on Ω, Γ. u (l) (Ω) is the norm in the Sobolev space H l (Ω) and
. By C we denote generic constants depending only on ε, µ, σ, Ω, n, a 0 , B l , C 1 , C 0 . Any additional dependence will be indicated.
We assume that 1 ≤ k, F (M ) < M 1 , d < 2r and we let a 0 = µε.
for all E, H solving (1.1), (1.2) .
. If ε, µ are constants and σ = 0, then
),
For the dynamical Maxwell system sharp uniqueness of the continuation results and stability estimates were obtained in the paper [3] . In the dynamical case the Cauchy data are given on Γ × (0, T ). The best possible Lipschitz type stability in [3] requires Γ to be more than "one half" of ∂Ω, it needs some boundary data on ∂Ω \ Γ and T to be sufficiently large. So the conditions in [3] are global. In our result Γ can be any part of the boundary of a larger domain extending Ω, which means much more flexible local conditions. The rest of the paper is organized as follows. In section 2 we reduce (1.1), (1.2) to the Cauchy problem for a system of the equations of second order with the diagonal Helmholtz operator in its principal part.In section 3 we obtain energy type estimates in the low frequency zone, which are vectorial versions of estimates in [7] and combine them to obtain a conditional Lipschitz stability estimate with an additional energy type term. A new ingredient of our results is a removal of an additional artificial small parameter in [6] , [7] . In section 4 we use a scalar Carleman type estimate in [7] to obtain Hölder type stability estimates of the energy type term and complete the proof of stability estimate for principally diagonal auxiliary system.
2.
A reduction to a second order system Lemma 2.1. The Cauchy Problem for Maxwell's System (1.1),(1.2) implies the following Cauchy problem
Proof:
From the first equation in (1.1) we have
From the second equation in (1.1) it follows that div((ikε − σ)E) = 0 and hence
Expressing, in addition, H from the first set of equations in (1.1) and curlH from the second set in (1.1) we yield the first set (2.1). The second set is obtained by a similar argument.
To bound the Cauchy data we consider any x 0 ∈ Γ and use an orthonormal coordinate system where the direction x 3 -axis is the normal ν(x 0 ). Using the invariance of the Maxwell system with respect to these coordinates we will have
and therefore
Observing that E 1 , E 2 are tangential components of E at x 0 and ∂ 1 , ∂ 2 are tangential differentiations at x 0 from three previous equalities we yield (2.3) for E 1 . The bound for H 1 is obtained similarly. The proof is complete. We observe that the data (1.2) are overdetermined. Indeed, in the same coordinate system at x 0 ∈ Γ from (1.1) we have ∂ 1 E 2 −∂ 2 E 1 = ikµH 3 , so the normal components H 3 and similarly E 3 are linear combinations of tangential derivatives of tangential components E tan , H tan and it is sufficient to prescribe on Γ only tangential components of electromagnetic vector. However, then H 1 norms of normal components will be bounded by H 2 norms of tangential components. When studying stability we prefer to use more natural Sobolev norms for all components by prescribing the overdetermined Cauchy data (1.2).
Let
and a positive function a 0 ∈ C 2 (Ω). We will consider the Cauchy problem for the (more general than (2.1)) principally diagonal system with
Theorem 2.1. Let us assume the condition
Then there are C, λ(d) ∈ (0, 1) such that
for all u solving (2.5), (2.6).
. This result will be proven in section 4. The bound (1.4) of Theorem 1.1 immediately follows from Lemma 2.1 and Theorem 2.1. The bound (1.5) follows from Lemma 2.1 and Theorem in [1] for the Helmholtz equation.
Energy type estimates in low frequency zone
We will obtain some auxiliary results imitating the standard energy estimate for hyperbolic initial value problems In Lemmas 3.
, l = 1, 2, 3 be m×m matrices depending only on x n , C(3) = C 1 (3)k +C 0 (3) and vector functions v j ∈ C 2 (Ω * ) (with values in R m ) are zero outsideΩ Lemma 3.1. Let a vector function v j , j = 1, ..., n − 1 solve the initial value problem
Then there is constant C depending only on h, sup(
Proof. Due to Parseval's identity it suffices to show that the solution to the initial value problem
with the zero final conditions
satisfies the bound
Taking the inner product of the both sides of (3.4) and of ∂ nVj , taking complex conjugate and adding results we yield
and multiplying by -e τ xn we will have
Integrating by parts over the interval (x 3 , h) with use of (3.5) we obtain
.
By elementary inequalities
and
so using that |ξ| < Ck, due to condition (3.2), and dropping first two terms on the left side of (3.7) we yield
Again due to the condition (3.2), a
≤ a 2 k 2 − |ξ| 2 and choosing τ (depending on the same parameters as C) we achieve that the first integral in (3.7) is non negative, so we obtain
and finally choosing τ large but depending on the same parameters as C again we arrive at (3.3) and complete the proof.
Lemma 3.2. Let v n solve the initial value problem
, and
Lemma 3.3. Let v n+1 solve the initial value problem
Lemma 3.4. Let v 0 solve the initial value problem
Then there is constant C depending only on h, sup(|B| l + |C 1 | + |C 0 | + |∂ n a| + |a|), supa −1 over (0, h), such that
Now by using Lemmas 3.1-3.4, freezing coefficients with respect to x and partitioning the unity, we will obtain energy type estimates. Let δ > 0. By X (j) we denote points in R n−1 with integer coordinates. Let x (j), j = 1, ..., J be points δX (j) which are contained in Ω = {x : x ∈ Ω}. It is clear that J ≤ Cδ −n+1 . The balls B (x(j); δ) form an open covering of Ω . We define Ω j = B (x(j); δ) × (d, h). Let χ(x ; j) be partition of the unity subordinated to this covering. We can assume that
. We will introduce a "low frequency" projector v 1 = P v of a function v. Let us introduce a function χ ∈ C ∞ (R) such that χ = 1 on (0, 1/2), χ = 0 on (3/4, ∞),
For brevity in Lemma 3.5 we let
for some h 1 < h. Then there is a constant C such that
Proof. From (3.19) and from the Leibniz formula we have
Applying the low frequency projector P j to the both parts we yield
where
, that P j f ≤ f , using (3.18), and applying Lemmas 3.1-3.4 we obtain
Now, summing local estimates (3.22) we will obtain a bound for v 1 given by (3.19). Support of v(; j) intersects at most 2 n supports of other v(; k), but this is not true for P j v(; j). To make certain that constants C be δ independent, we will use that (I − P j )v(; j) is a high frequency component of v(; j) as defined by (3.19), hence
. Using that multiplicity of covering Ω j is at most 2 n and summing (3.22) over j = 1, ..., J we yield
where we also used that χ 2 (; 1) + ... + χ 2 (; J) ≤ 1 and that multiplicity of the covering Ω j is less than 2 n . From the last bound we obtain (3.21) and complete the proof of Lemma 3.5.
4.
Carleman estimates and a proof of stability for (2.5) Theorem 4.1. Let the condition (2.7) be satisfied.
Then there are C, λ 1 (d) ∈ (0, 1) such that
In the proofs we will use the following Carleman type estimate. Let
Lemma 4.1. Let the condition (1.3) be satisfied. Then there are constants C, θ such that
for all functions u ∈ H 2 (Ω 1 ) and all τ > C.
A proof based on the known Carleman type estimates for hyperbolic equations is given in [7] Proof of Theorem 4.1.
We will choose β n = −(
d), β = (0, ..., 0, β n ) and we introduce the notation
We will assume that 3d 2 < 16r 2 , so β n < 0. Using our choice of β and considering the intersection of level surface |x − β| 2 = (
with the lateral wall {|x | = r} of the cylindrical domain one can be convinced that the boundary layer {x n < 1 4 d} ∩ Ω does not intersect Ωd
2
. Indeed, if (x , x * n ) is a point of the intersection of this cylindrical domain and of the boundary of Ωd
. Hence there is a cut-off function χ which is 1 on Ω d 2 , zero near ∂Ω ∩ {x n = 0} and which satisfy the bounds |∇χ| ≤ Cd −1 , |∆χ| ≤ Cd −2 . We have
due to (2.5). Applying Lemma 4.1 to each of m components of χu instead of u and adding bounds for components we yield
By choosing τ > C we can remove the term with k 2 |χu| 2 on the right side absorbing it by the left side. Using that χ = 1 on Ωd 2 and choosing τ large once more we can similarly replace the integration domain in the second integral of the right side by Ω \ Ω d
. Shrinking the integration domain in the left side and using the choice of χ we yield
where X = sup|x − β| over x ∈ Ω,
Observing that w 1 ≤ w on Ω d , w ≤ W on Ω, and w ≤ w 2 on Ω \ Ω d 2 and replacing w by its minimal value in the left side and by maximal values on the right side of (4.2) we yield
Dividing the both parts of this inequality by w 1 we obtain
Obviously,
An important observation is that
, from the definition of b j and β by elementary calculations
Hence from (4.3) we have
), when C < τ. By increasing C we can eliminate τ 3 in the right side. To use (4.4) we need τ to be large. If M 1 ≤ Cd 2 F (k) for some C, then we have the Lipschitz bound (4.1). Otherwise we can equalize two terms in (4.4) by letting
Then the right side in (4.4) is getting
, and using that Ω(d) ⊂ Ω d we obtain (4.1).
The proof is complete. Proof of Theorem 2.1. Since Γ is Lipschitz, by known extension theorems there is a function u * such that u = u * , ∇u = ∇u * on Γ and
where we used the definition of F . Let v = u − u * on Ω and v = 0 on Ω * (0) \ Ω. It suffices to obtain the bound (2.8) for v instead of u. Observe that (4.6) (∆+a
Since v is zero outside some cylinder by using known results about H 1 -approximation of energy solutions by H 2 -solutions we can assume that v ∈ H 2 (R n−1 × (0, h)) and hence f * = ∂ 1 f 1 + ... + ∂ n f n + f n+1 with f j ≤ CF . By (4.6) and Lemma 3.5
where we used that v (1) ≤ u (1) + F due to (4.5). The minimum of δ −2 A + δM 1 is
1 . From this observation and from (4.7) we conclude that
where we used the elementary inequality (a+b) p ≤ a p +b p , 0 < p < 1 and let λ =
. The proof is complete.
Conclusion
As already observed it suffices to prescribe on Γ only tangential components of the electromagnetic vector. We can not claim that our choice of the norms or our estimates are optimal. We believe that in future one can obtain more precise results. In particular it looks realistic to avoid a reduction to a second order system (2.5) and hence to reduce regularity assumptions and a priori bounds. Another possibility would be to use weak Carleman estimates instead of Lemma 4.1. All these improvements will need a substantial amount of technical preparations. Theorem 2.1 can be used for other systems which can be principally diagonalized, for example, for classical isotropic elasticity system. We believe that this theorem also can be applied to so far completely open problem of exact controllability or nearly Lipschitz stability of the continuation from an arbitrarily small part of the lateral boundary for time dependent system.
It is important to collect numerical evidence of the increasing stability for the Maxwell system, for example as it was done in [1] , [4] for the Helmholtz equation. Of course, for very high frequencies (where nearly Lipschitz stability is expected) there are serious computational problems.
It was (numerically) observed in [10] that use of only low frequency zone can produce a stable solution of the inverse problem, where one looks for a speed of the propagation from all possible boundary measurements. Use of low frequency zone does nor need any convexity type assumptions and for this reason is very promising for applications. One can see that in proofs of section 3 we also are not using any assumptions except regularity and positivity of some coefficients of the equations. In the recent paper [8] we study this phenomenon on more detail and give regularization schemes incorporating the increasing stability Aknowledgement This research is supported in part by the Emylou Keith and Betty Dutcher Distinguished Professorship and the NSF grant DMS 07-07734.
