ABSTRACT
INTRODUCTION
There are increasing research interests in using data mining techniques in education. This emerging field called Educational Data Mining. It can be applied on the data related to the field of education. One of the educational problems that are solved with data mining is the prediction of students' academic performances. Prediction of students' performance is more beneficial for identifying the low academic performance students. Student retention is an indicator of academic performance and enrolment management of the university. The ability to predict a student's performance is very important in educational environments. Students' academic performance is based upon different factors like social, personal, Psychological and other environmental variables. A very promising tool to achieve this objective is the use of Data Mining. Data mining techniques are used to discover hidden patterns and relationships of data, which is very much helpful in decision-making. Now-a-days educational database is increased rapidly because of the large amount of data stored in it. The loyal students motivate the higher education systems; to know them well is by using valid management and processing of the students' database. Data mining approach provides valid information from existing student to manage relationships with upcoming students [1] [2] [3] .
The most useful data mining techniques in e-learning is classification. It is a predictive data mining technique, makes prediction about data values using known results found from different data. C4.5 Decision tree algorithm has been successfully used in capturing knowledge and presents a powerful method of inferring classification models from a set of labelled examples [4] . Recently, there has been increasing interest in combining classifiers concept that is proposed for the performance improvement of individual classifiers. The integration algorithms approach is used to making decision more accurate, reliable and precise. One of a mechanism that is used to build an ensemble of classifiers is using different learning methods [5] . An ensemble of classifiers is a set of classifiers whose own decisions are combined to improve the performance of the overall system. The most popular techniques for constructing ensembles are Bagging and Boosting. These two techniques manipulate the training examples to generate multiple classifiers [6] [7] .
The main objective of this paper is using data mining to predict the students' performance in the courses accurately. We build a Students' Performance Prediction System that can be able to predict the students' performance based on their academic result with high accuracy. We want also to prove if the boosting technique enhances the prediction accuracy or not by investigating the prediction accuracy of different of ensemble classifiers' methods and with single classifier method. We use Multi-Agent Data Mining technique in our system; each agent is responsible for a specific tasks.
BACKGROUND

ELECTRONIC LEARNING (E-LEARNING):
E-learning, as one of the main areas of e-services, has undergone intensive development as an inevitable result of the recent proliferation of internet technology. Traditional learning means restrict the student to certain learning methods, at a particular place and time whereas e-learning services create wider ranges for organizations and individuals who involved in learning and teaching. These environments facilitate the delivery of large parts of education through the use of tools and materials that are accessible directly to the learners' home or office, and at any time. In addition, the advancements in technology, which are used to enhancing the interactivity and media content of the web and the increasing quality of delivery platforms, create an ideal environment for the expansion of e-learning systems [8] .
DATA MINING:
Data mining is the process of discovering various models, derived values and summaries from a given collection of data. It is important to realize that the problem of discovering or estimating dependencies from data or discovering new data is only one part of the general experimental procedure used by engineers, scientists and others who apply standard steps to draw conclusions from data [9] . The overall process of finding and interpreting patterns and models from data involves the repeated application of the following steps:
1. Understand the application domain, the relevant previous knowledge and the goals of the end-user (formulate the hypothesis) [9] . 2. Data Collection: Determining how to find and extract the right data for modeling. First, we need to identify the different data sources are available. Data may be scattered in different data "silos," spreadsheets, files, and hard-copy (paper) lists [10] .
Data integration:
Integration of multiple data cubes, databases or files. A big part of the integration activity is to build a data map, which expresses how each data element in each data set must be prepared to express it in a common format and record structure [10] .
Data selection:
First of all the data are collected and integrated from all the various sources, and we select only the data which useful for data mining. Only relevant information is selected [9] . 5. Pre-processing: The Major Tasks in Data Pre-processing are: Cleaning, Transformation and Reduction. o Data cleaning: Also called data cleansing. It deals with errors detecting and removing from data in order to improve the quality of data [11] . Data cleaning usually includes fill in missing values and identify or remove outliers. o Data Transformation: Data transformation operations are additional procedures of data pre-processing that would contribute toward the success of the mining process and improve data-mining results. Some of Data transformation techniques are Normalization, Differences and ratios and Smoothing [9] . o Data Reduction: For large data sets, there is an increased likelihood that an intermediate, data reduction step should be performed prior to applying data-mining techniques. While large datasets have potential for better mining results, there is no guarantee that they will produce better knowledge than small datasets. Data reduction obtains a reduced dataset representation that is much smaller in volume, yet produces the same analytical results [9] . 6. Building the model: In this step we choose and implement the appropriate data-mining task (ex. association rules, sequential pattern discovery, classification, regression, clustering, etc.), the data mining technique and the data mining algorithm(s) to build the model.
Interpretation of the discovered knowledge (model /patterns):
The interpretation of the detected pattern or model reveals whether or not the patterns are interesting. This step is also called Model Validation/Verification and uses it to represent the result in a suitable way so it can be examined thoroughly [9] . 8. Decisions / Use of Discovered Knowledge: It helps to make use of the knowledge gained to take better decisions. 
EDUCATIONAL DATA MINING:
There are increasing research interests in using the data mining techniques in education. This emerging field called Educational Data Mining, concerns with developing methods that discover knowledge from data originating from educational environments. The data can be collected from operational and historical data reside in the databases of educational institutes. The student data can be academic or personal, and it can be collected from e-learning systems. Educational Data Mining uses different techniques such as Decision Trees, Naïve Bayes, Neural Networks, K-Nearest neighbor, and many others [12] .
In the educational area, data mining is the process of transforming raw data compiled by education systems in useful information could be used to take informed decisions. It can be applied on the various data that are used in communicating with the stakeholders, student modeling, structuring the education domain, predicting the student grade, etc [13] .
The prediction of students' performance with high accuracy is more beneficial for identifying low academic achievement students in the beginning. Student retention is an indicator of academic performance and enrolment management of the university. The ability to predict the performance of a student is very important in educational environments. 
C4.5 DECISION TREE ALGORITHM:
It is one of the most popular classification algorithms. It is an extension to ID3 developed by Quinlan [14] . C4.5 handle both continuous and discrete attributes. To handle the continuous attributes, C4.5 creates a threshold and then splits the list into those whose attribute value is less than or equal to it, and those are above the threshold. Also, it handles training data with missing attribute values. Missing attribute values are simply not used in gain and entropy calculations. Largest GainRatio is used by C4.5 for the purpose of splitting that ensures a larger than average information gain [15] . This procedure continues until each leaf node contains only observations from a single class or no gain in the information yielded by further splitting. For a decision tree using continuous attributes, data is partitioned into 2 outcomes at each node based on a threshold value for a single attribute. The threshold value with the greatest gain ratio value is selected at each node in the decision tree [9] .
CONFUSION MATRIX:
The confusion matrix is a visualization tool commonly used to present performances of classifiers in classification tasks. It is used to show the relationships between real class attributes and that of predicted classes. The level of effectiveness of the classification model is calculated with the number of correct and incorrect classifications in each possible value of the variables being classified in the confusion matrix [16] . Given two classes the contingency or confusion matrix can be given as in Table 1 [17]. 
ENSEMBLE OF CLASSIFIERS:
An ensemble of classifiers is a set of classifiers whose own decisions are combined in some way to improve the performance of the overall system. It classifies new data points by taking a vote of their predictions [6] [7] . Ensemble classifiers are also known as multiple classifier systems, mixture of experts, and committee of classifiers [19] .
The concept of ensemble learning is that no single classifier can claim to be uniformly superior to any other and that the integration of several single classifiers will enhance the performance of the final classifier (e.g. accuracy, reliability). Hence, ensemble classifiers are more accurate than the individual classifiers that make them up. The easiest approach to generate diverse classifiers is to manipulate the training data and run a base learner on the manipulated training data multiple times. Ensemble learning methods have been shown to be very successful in improving the classification accuracy of certain classifiers for artificial and real-world datasets [7] .
One of the most popular techniques for constructing the ensembles of classifiers is Boosting [6] [7] [20] .
Schapire introduce Boosting as a method to enhance the classification performance of a weak learning algorithm [23] . Boosting adaptively reweights the training data based on the error rate of the previous classifier. Boosting refers to a general and provably effective method that attempts to 'boost' the accuracy of any given learning algorithm. Although boosting is not algorithmically constrained, most boosting algorithms involve learning iteratively and adding weak classifiers to come up with a final strong classifier. Each added weak classifier is usually weighted according to its accuracy and trained with reweighted training data.
ADABOOST:
One of the earliest and best-known boosting algorithms is AdaBoost. Freund and Schapire introduced the Adaptive Boosting (AdaBoost) method as another method to influence the training data [22] . Initially, the algorithm assigns every instance xi in the training data with an equal weight. In each iteration i, the learning algorithm trained sequentially and tries to minimize the weighted error on the training set and returns the classifier Hi(x). The weighted error of Hi(x) is calculated and applied to update the weights on the instances of the training data xi. The weight of instance xi increases according to its impacts on the performance of the classifier that assigns a high weight for a misclassified instance xi and a low weight for a correctly classified instance. This allows for the current classifier to be focused on the most difficult patterns, that is, the ones that were not well classified by the previous classifiers. The final classifier H*(x) is constructed by a weighted vote of the individual Hi(x) according to its classification accuracy based on the weighted training set [7] . AdaBoost is designed for two-class classification and hence not directly applicable to multiclass problems.
MULTI CLASS CLASSIFICATION ALGORITHMS:
There are two approaches for extending binary Boosting algorithms to the multi-class case, depending on whether multi-class or binary weak-learners are used [24] . The most straightforward extension substitutes AdaBoost's binary weak-learners by multi-class ones, and this is the case of AdaBoost.M1, AdaBoost.M2 [21] LogitBoost [25] and SAMME [26] .
The second approach transforms the original multi-class problem into a set of binary problems solved using binary weak-learners, each of which separates the set of classes in two groups [24] . AdaBoost.MH algorithm [27] is the most popular approach of this kind.
ADABOOST.M1:
AdaBoost.M1 is the first attempt to extend AdaBoost to multi-class classification problems and is very popular [22] .
Adaboost.M1 assumes that the error of each weak classifier is less than 1/2, with respect to the distribution on which it was trained. This assumption is easily satisfied for two-class classification problems because the error rate of random guessing is 1/2, and it is harder to achieve in the multiclass case, where the random guessing error rate is (K − 1)/K. As a result, AdaBoost easily fail in the multi-class case and stopped [26] .
1. Initialize the observation weights w i =1/n, i=1,2,…,n. The weights of all dataset instances are then normalized so that the sum of these instances is equal to 1 and in order to keep this constraint, the weight of each instance is divided by the sum of the new weights.
After M rounds, an ensemble of classifiers (composite model) will be generated, which is then used to classify a new data. When a new instance X comes, it is classified through these steps [28] . 2.10 SAMME: SAMME (Stagewise Additive Modeling using Multiclass Exponential Loss Function) algorithm extends the original AdaBoost algorithm to the multiclass case directly without reducing it to multiple two-class problems to solve Adaboost.M1 problem. For a K-class classification task, SAMME returns only one weighted classifier (rather than K) in each boosting iteration and the weak classifier only needs to be better than K-class random guessing (rather than 1/2) [26] .
The solution of SAMME is compatible with the classification rule, so it is optimal in minimizing the misclassification error and only needs weak classifiers better than random guessing (correct probability larger than 1/K), rather than better than 1/2 as the two-class AdaBoost requires [26] .
1. Initialize the observation weights w i =1/n, i=1,2,…,n.
For m=1 to M:
(a) Fit a classifier T (m) (x) to the training data using weights w i . . ॴ ൫T (୫) (x) = k൯. ୫ୀଵ Figure 3 : SAMME Algorithm [26] .
The difference between SAMME and AdaBoost.M1 are in (b.1) and (c):
In the case of K = 2, it is equivalent to the original two-class AdaBoost because log (K − 1) = 0. The term log(K − 1) is not artificial, it follows naturally from the multiclass generalization of the exponential loss in the binary case. Also, it makes SAMME Algorithm equivalent to fitting a forward stagewise additive model using the multi-class exponential loss function. In additional, if K=2, the algorithm returns to binary Adaboost. It is highly competitive with the best currently available multiclass classification methods, in terms of both practical performance and computational cost [26] .
LOGITBOOST:
LogitBoost [25] performs additive logistic regression and generates models that maximize the probability of a class. In each iteration, the algorithm fits a regression model to a weighted training data. For a two-class problem, if the weak classifier minimizes the squared error, then the probability of the first class is maximized, and it can be extended to the multiclass as well. In general, AdaBoost optimizes the exponential loss whereas LogitBoost optimizes the probability [29] . LogitBoost relies on a binomial log-likelihood as a loss function, which is a more natural criterion in binary classification than the exponential criterion underlying the AdaBoost algorithm. LogitBoost can operate with Logit models, decision stumps, or decision trees as basic classifiers [30] . Decision Stump is a simplified Decision Tree introduced by Iba and Langley, having just one level and builds simple binary tree [31] .
MULTI AGENT SYSTEM:
Agent as a computer system situated in an environment and is capable of autonomous action in this environment in order to meet its design objectives [32] . Agents are task-oriented, active, modeled to perform specific tasks and capable of autonomous action and decision-making. When combining multiple agents in one system to solve a problem, the system becomes a Multi-Agent System (MAS). These systems are comprised of agents that solve problems individually that are simpler than the overall problem. They can communicate and assist each other in achieving larger and more complex goals. Agents and data mining can work together to achieve required target. Data mining agents perform various functions of data mining. It is increasingly significant to develop better methods and techniques to organize the data for better decision-making processes [34] . Several agent development platforms and toolkits have been produced. Examples include AgentBuilder, AgentTool, ASL, Bee-gent, Grasshopper-2, MOLE, Open Agent Architecture, RETSINA, Zeus and JADE [33] .
JAVA AGENT DEVELOPMENT ENVIRONMENT (JADE):
JADE (Java Agent Development Environment), is FIPA (Foundation for Intelligent Physical Agents) compliant middleware that enables development of applications based on the agent paradigm. JADE is fully implemented in the Java programming language. JADE simplifies the multi-agent systems implementation through a middleware that complies with the specifications of FIPA and through graphical tools that support the debugging and deployment phases. A JADE agent platform can be distributed across machines, which do not even need to share the same operating system, and the configuration can be controlled via a remote GUI [33] .
RELATED WORK:
Paris et al. [5] compared the data mining methods accuracy to classifying students in order to predicting class grade of a student. These predictions are more useful for identifying the weak students and assisting administration to take remedial measures at initial stages to produce excellent graduate that will graduate at least with the second class upper.
Rathee and Mathur apply ID3, C4.5 and CART decision tree algorithms on the educational data for predicting a student's performance in the examination. All the algorithms are applied on the internal assessment data of the student to predict their academic performance in the final exam. The efficiency of various decision tree algorithms can be analyzed based on their accuracy and time taken to derive the tree. The predictions obtained from the system have helped the tutor to identify the weak students and improve their performance. C4.5 is the best algorithm among all the three because it provides better accuracy and efficiency than the other algorithms [35] .
Minaei-Bidgoli, Kortemeyer and Punch applied data mining classifiers as a means of comparing and analyzing students' use and performance who have taken a technical course via the web. The results show that combining multiple classifiers leads to a significant accuracy improvement in a given data set. Prediction performance of combining classifiers is often better than a single classifier because the decision is relying on the combined output of several models [36] .
Zhu et al. proposed SAMME algorithm using a multiclass exponential loss function. The numerical experiments have indicated that AdaBoost.MH in general performs very well, and SAMME's performance is comparable with that of the AdaBoost.MH, and sometimes slightly better. Also, they discussed the computational cost of SAMME. SAMME generates only one Kclass classifier in each iteration; thus, it is K times faster than AdaBoost.MH [26] .
Bakar et al. proposed an agent based data classification approach, and it is based on creating agent within the main classification process. They show the use of agent within the classification theory, which will help to improve classification speed, and maintain the quality of knowledge. The proposed agents are embedded within the standard rule application techniques. The result shows the significant improvements in classification time and the number of matched rules with comparable classification accuracy [37] .
STUDENTS' PERFORMANCE PREDICTION SYSTEM:
CONCEPTUAL MODEL AND ARCHITECTURE:
This system identify the factors which affects on the students' performance and helps students to understand their learning status through the predicted performance using the performance prediction model and students current learning usage data and views this performance to students with suitable messages to motivate and regulate their own behavior. The teacher also can view the predicted students' performance and help earlier in identifying weak students who need special attention and take the required procedure, such as sending an email.
The first step is historical students' data selection and pre-processing. The database has been considered as 3/3 initially in which 2/3 of the data after pre-processing has been used for training data to build the performance model and the remaining 1/3 data is used for testing purpose to evaluate the model. Also, it selects and pre-processes the current students' data to predicts the current students' data and store the results with the current students' data and the best rules for performance optimization in the Students Performance Information DB to be ready for Performance prediction Agent to predict the current students' performance to view their current progress.
Rules Generator: traverses each path of the highest weight tree model to generate the tree rules and store it with its performance class in Model and Rules DB.
Model and Rules DB now contains the Model and the generated rules. There is no need to run the complete process of model building and evaluation again, and the system will provide the Model and Rules to Performance Prediction Agent directly to predict the current students' performance.
Messages DB: Contains Adaptive Messages according to students' learning status and current performance and it can affect students' learning behaviors and achievements. 
SYSTEM IMPLEMENTATION:
PROGRAMMING LANGUAGE, TOOLS AND LIBRARIES:
The system code is written in Java programming language (NetBeans). The functionalities are written using traditional java classes then these classes are converted into an agent-based behavior. The system is implemented in Java programming language to take advantage of existing library JADE and WEKA. WEKA (Waikato Environment for Knowledge Analysis) is an open source toolkit, and it consists of a collection of machine learning algorithms for data mining tasks [38] . We use SAMME boosting algorithm in our system and use Adaboost.M1 and LogitBoost algorithm to evaluate the system. For SAMME, the default iterations number is 10. C4.5 decision tree algorithm was used as a base classifier for SAMME and Adaboost.M1, and decision stump was used as the base classifier in LogitBoost. JADE is a platform using Java to establishing multi-Agent system with a series of Agent behaviors of Agent. Figure 5 shows Jade Agent platform, it contains one container: the "Main Container" and contains four agents: User Interface Agent, Model Building Agent, Model Evaluation Agent and Performance Prediction Agent, each agent responsible for specific tasks. User Interface Agent communicates with other Agents through sending request messages and receives the results. When sending a message needs only to specify the identity of the accepting Agent and the content. with its required inputs to other agents to performs their tasks and receives the results to view it to the user. It is also responsible for gathering the information about students' data, attributes number, records number and the types of the data and other information.
AGENTS COMMUNICATION:
Model Building Agent:
It is responsible for building the Prediction Model, it receives the building request from User Interface Agent with the required data: Training Data, Iteration Number for boosting and send the result (Prediction Model) to User Interface Agent, and also generate the rules from the highest weight classifier and store it to be used later for performance optimization.
Model Evaluation Agent: It is responsible for Evaluate the Prediction Model, it receives the evaluation request from User Interface Agent with the required data: Prediction Model, Test
Data and the actual students' performance to evaluate the Model and send the evaluation results to User Interface Agent.
Performance Prediction Agent:
It is responsible for predicting the students' performance. First, it receives the prediction request from User Interface Agent with the required data: Prediction Model and students' Data to predict the students' performance and store it to be ready for prediction request from users. When the Performance Prediction Agent receives the user prediction request by User Interface Agent by student's ID or certain predicted performance, it selects the required student with the predicted performance and sends the prediction results to User Interface Agent, Performance Prediction Agent.
For the optimization, Performance Prediction Agent select the suitable rules for optimize the low student's performance, view the reason for getting this low performance, motivate the student to get high performance by these rules and send these results to User Interface Agent.
SYSTEM IMPLEMENTATION STEPS:
A. Data Preparation: Data preparation implemented manually, so the User Interface Agent will send the requests with the required data (inputs) to other agents and gets the results.
B. Data Collection:
Students' data were collected manually from EMES e-learning system of the computer skills (CPIT100) course, KAU, Jeddah, Saudi Arabia of session 2012-13. The course sections are: AAP = 79 female students and ABP = 76 female students.
C. Data Selection:
We select only the data is useful for data mining from EMES e-learning system and entered these data to an external Excel sheets.
The attributes selected for prediction:
Student's name. Student's ID. Number of solved quizzes. Number of the correct answers of all quizzes. Number of submitted assignments. Number of the correct answers of all assignments. Total time of login hours the student was spent in the e-learning system. Number of pages the student was read. The student final grade class.
D. Data Pre-processing: 1) Data cleaning: Data cleaning involves several of processes such as filling in the missing values, removing outliers, smoothing the noisy data and resolving inconsistencies.
2) Data Transformation:
The data is from different resource Different sections' teachers and Different number of quizzes and assignments in each course section. So we take the percentage of these attributes. The attributes are:
All solved quizzes percentage = number of solved quizzes / number of all quizzes *100 Percentage of the correct answers of the all quizzes = number of the correct answers of all quizzes / number of quizzes answers *100 All submitted assignments percentage = number of submitted assignments / number of all assignments *100 Percentage of the correct answers of the all assignments = number of the correct answers of all assignments / number of assignments answers *100
Smoothing: Rounding the transformed attributes values. If the value for the attributes is 0.93, then the smoothed values will be = 1.
3) Data Reduction: i. Column-reduction techniques (Features /Attributes reduction):
We choose only the attributes that are used for building the prediction model.
To build the prediction model we choose: All solved quizzes percentage.
Percentage of the correct answers of the all quizzes. All submitted assignments percentage.
Percentage of the correct answers of the all assignments. Total time of login hours the student was spent in the e-learning system. Number of pages the student was read. The student final grade class.
ii. Feature-discretization techniques (Values Reduction):
We reduce the values manually, based on our priori knowledge about the attributes. So: If the student's grade >=90 then the performance class will be High. If the student's grade >=70 & < 90 then the performance class will be Medium. If the student's grade <70 then the performance class will be Low.
E. Data Formatting:
Convert the students' data in the Excel file to ARFF file (AttributeRelation File Format).
F. Data Partitioning:
The data will be divided into training and testing data. The training data is applied to build the model while the testing data is used to verify the model.
G. Performance Prediction Model Building:
Build the performance prediction model from Training Data using data mining technique. We use the Classification task, decision tree method (C4.5 with SAMME boosting technique) to build the performance model and generate and store the rules for performance optimization.
H. Performance Prediction Model Evaluation:
Evaluate the prediction model by Test Data using the confusion matrix and calculates the prediction accuracy and store the evaluated Model.
I. Students' Performance Prediction: Predict the students' performance and optimize the low predicted students' performance and store students' performance and students' activities/data to be ready for performance prediction request.
1) Students' Performance Prediction Model Building and Evaluation: a) Build the Model:
We select the pre-processed Training Data and click on Upload Training Data. When click on Upload Training Data, the system shows the training data description, these data are file name; relation name, attributes number, students' number and attributes list with its data type. We choose Use Boosting Technique (SAMME) with 10 iterations and click on Build The Prediction Model. A composite model (10 classifiers) is built and each classifier has a weight that indicates its accuracy, the system traverses each path of the highest weight classifier to generate the rules and store it with its performance class to be used for performance optimization. b) Evaluate the Model: We select the pre-processed Test Data and click on Evaluate the Prediction Model. The system evaluates the model by tracing the prediction model with the processed test data, compares the predicted student performance with actual student performance and evaluates the model by the Confusion Matrix. The evaluation window in Figure 7 shows the model rules, confusion matrix result, evaluation results and computation time. Classification Error Curve: in each boosting iteration, SAMME algorithm build a classifier then test this classifier to calculates the incorrectly classified students to get the total error weights of this classifier and calculate the classifier's accuracy weight, the curve show the incorrectly classified students in each iteration (number of iterations vs. test error). We can save the prediction model to be used later for performance prediction.
2) Current Students' Performance Prediction:
First we load the Prediction Model and click on predict the Students' Performance, the system fetch all required students' data from the excel sheet and put it in a list and convert it to arff format to be suitable for tracing these data on the prediction model to predicts the students' performance and store the performance result it to be ready for student/teacher request.
When predict the performance by student ID, the system gets the predicted performance from the stored students' data. The system views the student's predicted performance with the suitable messages according to the predicted student's performance. When click on Details button, the system view more details about the reason for getting this performance and how it can be optimize the performance by fetching the rules from the rules file to gain higher performance and shows the student how can achieve this high performance by motivational messages, example, if the student get Low performance, the system fetch the Medium rules only. • The teacher can view the students' predicted performance by select a certain predicted performance to view a list of students have this performance; the system fetch from the stored data all students have the same performance and the teacher can send an email to these students. 
EXPERMENTAL RESULTS:
The experiment was conducted using the EMES e-learning system dataset. The dataset contains 155 students from two sections of the computer skills (CPIT100) course, KAU University, Jeddah, Saudi Arabia of session 2012-13.
The dataset is divided into two parts: training and testing data, 105 students selected for training data to create the prediction model and the remaining is used for testing data used for model evaluation. The classification algorithm used is C4.5 with SAMME Boosting technique. Also, we used C4.5 as single classifier and Adaboost.M1 and LogitBoost boosting technique to evaluate our system. The results are recorded for comparison purpose.
The experiment is to measure classification accuracy, performance metrics, classification error curve, Roc curve, the computational time to complete the classification tasks (training time for model building and the testing time for model evaluation). Also, we measure the effect of increasing the iterations number on the prediction accuracy. There are no special experiments or standards to measure the multi-agent system efficiency, because our design goal for multi-agent system is only to divide the classification tasks, each agent responsible for a particular set of tasks.
We start building the performance prediction model using SAMME boosting technique with 10 iteration and C4.5 as the base classifier. After the process finished, it returns the results: confusion matrix, performance metrics, correctly classified students, incorrectly classified students, accuracy percentage, Roc curve, classification Error curve, Model Building Time and Model Testing Time). Figure 13 shows the system results after build and evaluate the prediction model. Classification Error Curve in Figure 15 shows the incorrectly classified students in each iteration. Roc Curve in Figure 16 shows False Positive Rate (FPR) vs. True Positive Rate (TPR) in the High prediction performance. Table 2 shows C4.5, SAMME, Adaboost.M1 and LogitBoost comparison results about correctly and incorrectly classified students, prediction accuracy and model building and evaluation computational time. For SAMME, Adaboost.M1 and LogitBoost 10 iterations was performed. SAMME and Adaboost.M1 have the same prediction accuracy result but different only in model building time, Adaboost.M1 take less time than SAMME boosting technique. LogitBoost got lower prediction accuracy and C4.5 build the prediction model faster than others because it is build only one classifier. Table 3 shows the performance prediction results. 
Boosting Iterations Effects:
we increased the iterations number to 60. Figure 17 shows the Prediction Accuracy Curves for SAMME, Adaboost.M1 and LogitBoost during 60 boosting iterations. • SAMME and Adaboost.M1 outperformed the single classifier C4.5 and the Sub-binary boosting technique "LogitBoost".
• In Model Building Time, Adaboost.M1 take less time than SAMME boosting technique but the prediction model building in C4.5 is faster than others because it is build only one classifier.
• In SAMME, the highest weight classifier in the prediction model (composite model) is 2.94 but in Adaboost.M1 is equal to 2.25. The highest weight classifier indicates the classifier accuracy.
• When increasing the iterations number, the prediction accuracy of SAMME and Adaboost.M1 was decreased but in LogitBoost the accuracy is increased.
• SAMME and Adaboost.M1 have the same prediction accuracy percentage (80 %) in the 5th and 10th iteration, only in the 35th and 40th iteration, SAMME got the higher accuracy percentage (78 %) and highest weight classifier in the model is 2.94.
• In Adaboost.M1, the maximum number of iterations that were performed is 40 and highest weight classifier in the model is 2.25. Adaboost.M1 stopped in the 40th iteration because the total weight of incorrectly classified students of training data is equal to 0.5.
• When the iterations number increased in LogitBoost, we got a highest accuracy (66 %) in the 50th iteration.
CONCLUSIONS
We applied Multi Agent Data Mining Technique in EMES e-learning system for students' performance prediction and optimization. It showed how useful data mining in an educational system in particularly to predict the performance of a student accurately. Particularly, we obtained the prediction model using SAMME boosting technique. Also, we used the rules extracted from the prediction model for performance optimization. We examine the effects of ensemble methods in the performance prediction accuracy.
When compare the system with the single classifier C4.5, SAMME outperformed the single classifier C4.5. Also, we compare SAMME with Adaboost.M1 and LogitBoost boosting technique, SAMME and Adaboost.M1 have the same accuracy percentage, only in the 35th and 40th iteration, SAMME got the higher accuracy percentage. SAMME and Adaboost.M1 outperformed Sub-binary boosting technique "LogitBoost".
