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Quandalle, "Fast computation of discrete Fourier transforms using polynomial transforms," ZEEE Trans. Acoust., Speech, Signal Processing, vol. ASSP-27, pp. 169-181, Apr. 1979. [5] H. J. Nussbaumer, "Fast polynomial transform algorithms for digital convolution," ZEEE Trans. Acoust., Speech, Signal Processing, vol. ASSP-28, pp. 205-215, Apr. 1980 Abstract-A mathematical model is developed to compute the oRing loss for quantizers followed by an oRing device and an accumulator. A three-bit (eight-level) quantizer is selected as an example. The oRing loss is then computed using Gaussian input statistics for a detection probability of 0.5 and false alarm probabilities of lo*, and The oRing loss is computed as a function of the number of channels oRed and the number of samples in the accumulator.
It is concluded that there will be a large signal-to-noise ratio loss if integration is done following oRing
INTRODUCTION
Many signal processing systems produce a large quantity of data that is not feasible to display. One such signal processing system is shown in Fig. 1 .
In this system, N beams ( N e 50) of acoustic data must be processed, thereby requiring N displays. In order to reduce the amount of data displayed, it is desired t o explore a process that combines the input data and results in the least signal-.tonoise ratio loss. One process that provides a reduction of data is exclusive ORing. For the system shown in Fig. 1 , exclusive ORing can take place at either point A , B , or C.
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-. The subsequent analysis is devoted to ORing at point C. Two cases of ORing are examined. In one case, there are N channels of noise, and in the second case, there are N -1 channels of noise and one channel of signal and noise. A signal-to-noise ratio is derived from the statistical properties of each case. The signal-to-noise ratio is then used to provide a quantitative description of the effects of ORing at point C.
Some relevant past work on this topic is given in
This work is based on that material.
MATHEMATICAL ANALYSIS
The system of interest is shown in Fig. 2 . Nuttall [ 11 states that the general block diagram in Fig. 3 is equivalent to the block diagram in Fig. 2. Although this can be proved rigorously, a less rigorous proof is presented here.
Proof
Assume that Q(X) is monotonically increasing with X .
Consider Fig. 2 :
U.S. Government work not protected by U.S. copyright Now consider Fig. 3 :
Equation (1) .' . Fig. 2 = Fig. 3 .
The subsequent analysis will be devoted to Fig.   3 , as it lends itself more easily to an analytical solution.
The input to the ORing .device in Fig. 3 is N There will be a signal-to-noise ratio loss when ORing N channels of data. Therefore, if the same output is desired for N channels ( N > 1) as for one channel, additional signal-to-noise ratio is needed at the input to the square law detector. The additional SNR needed at the input to the square law detector for N channels is the ORing loss2
The remainder of the analysis will be devoted to the determination of dlt and drN for some fixed output. The output will be defined in terms of an output deflection coefficient.
The output of the ORing device in Fig. 3 is mathematically defined in the following way: V = m a x ( X 1 , X z ; -. , X N ) .
( 5 )
First, consider the case of N channels of noise at the input to the ORing device. The cumulative distribution of Y for this case is
= prob (X,, X 2 , * . , XN < u I all noise)
The input SNR to the oRing device is 20 log dI. 2The oRing loss relative to the input t o the oRing device is 20 log (dINldr, ). 
where Po(v) was defined previously in ( 6 ) . Fig. 3 is the quantizer. The characteristics of a typical quantizer are illustrated in 
The next device in
where j = 0 or 1, denoting signal absent and signal present, respectively, Fi = cumulative distribution defined by (6) and (7).
The standard deviation of the noise-only case (SYO is defined in accordance with (1 0):
where p y 0 = mean value of the noise after quantizing given by (9) and ' Fig. 5 . Three-bit quantizer. The output of the accumulator 2 can be expressed in terms of an output deflection coefficient in the following way: The anaylsis of the system in Fig. 3 is now complete. A specific quantizer example follows.
QUANTIZER EXAMPLE
The quantizer of interest is a three-bit (eight-level) device depicted in Fig. 5 . It will be assumed for this analysis that the input to the ORing device in Fig. 3 is a deterministic signal in Gaussian noise. This is not an unreasonable assumption for this analysis. An examination of Fig. 1 reveals that prior to requantizing at point C, the data are passed through an accumulator at point B. Therefore, the inputs to the ORing device in Fig. 3 , X I , X,, * * * , X , , are themselves sums of a number of independent samples.
Employing (6) and (7) and Fig. 5 yields the cumulative distributions for the signal absent and signal present cases: It is assumed for this analysis that the output 2 is Gaussian. Therefore, the probability density functions of 2 are governed by (13): (signal absent) (signal present) where The detection probability and the false alarm probability for the system in Fig. 3 where PD = detection probability PF = false alarm probability T = threshold shown in Fig. 3 p o ( z ) and p l ( z ) = probability densities defined by (13).
Consider the case of T = pzl. For this case, PD = @(o) = 0.5
Solving (1 5) for the output deflection coefficient do2 gives
Therefore, the output deflection coefficient doz defined previously by (1 1) is equivalent to (16) for a detection probability of 0.5. The output deflection coefficient for various false alarm probabilities [ 3 I is listed in Table I .
Equations (8)- ( 12) were programmed on a digital computer. The value of the output deflection coefficient was set equal to doz =.2.33, 3.09, 3.75, or 4.75. For each doz, the required value of the input deflection coefficient was obtained for a specified number of channels N and the number of samples in the accumulator M . Equation (4) was then used to compute the ORing loss.
RESULTS
The analytical results are presented in Figs. 6-9. The following conclusions can be drawn from an examination of Figs. 1) The greater the number of channels ORed, the greater the
2) The lower the false alarm rate, the lower the ORing loss.
3) The more samples in the accumulator following the ORing 6-91 oRing loss.
device, the greater the ORing loss. CONCLUSIONS Exclusive ORing considerably decreases the amount of data that must be displayed. However, there will be a large signalto-noise ratio loss if integration is done following ORing.
