Abstract. We study the existence of a global meromorphic fundamental system of solutions for a system of two differential equations E x = (az + q(x))E, where a is a constant diagonal matrix, and q(x) is an off-diagonal meromorphic function, for each z ∈ C. Following Gesztesy and Weikard (1998), who investigated this property of functions q(x) and its connection to finite-gap solutions of soliton equations, we call such q(x) Picard potentials. We obtain conditions for the Picard property of various potentials q(x).
Introduction and statements of main results
Suppose that a 11 and a 22 are distinct complex numbers. Following ( [4, Definition 4 .7]), we say that a pair u(x), v(x) of meromorphic functions on C defines a Picard potential if, for each z ∈ C, the system of two linear differential equations (1) E x = a 11 z u(x) v(x) a 22 z E has a fundamental system of solutions which is meromorphic on the entire complex plane C of the variable x. The main result of [4] shows that a pair of elliptic functions with a common period lattice defines a Picard potential if and only if it is an initial condition of a finite-gap solution for some class of integrable nonlinear equations (for example, the Korteweg-de Vries equation with v(x) ≡ 1 and a 11 = 1/2, a 22 = −1/2 or the nonlinear Schrödinger equation with v(x) ≡ ±u(x) and a 11 = i/2, a 22 = −i/2, see [6, Chapter 1, §8] ). Moreover, it follows from [1] that if w(x, t) is a locally holomorphic solution of one of the above equations, then for each fixed t 0 the function u(x) = w(x, t 0 ) analytically continues to a function meromorphic in C, and, together with the corresponding function v(x), defines a Picard potential. All that provides motivation for a more detailed study of Picard potentials with a goal of a more explicit and complete description of them. In [3] , such a description was obtained in the case when v(x) ≡ 1, and u(x) is either elliptic or periodic and bounded near the ends of the period strip or rational and holomorphic at ∞: in that case the pair u(x), 1 is Picard if and only if u(x) satisfies a suitable variant of the Calogero-Moser conditions. However, these examples are practically all the known results up to date about an explicit description of Picard potentials. In Theorem 1 of this paper, we obtain a necessary condition for an arbitrary pair u(x), v(x) of meromorphic functions to be Picard, provided that at least one of them has a pole x 0 ∈ C: the function u(x)v(x) must have, at x 0 , a pole of order two with Laurent coefficient of special form. This necessary condition is rather restrictive, but it is still far from being sufficient, which is illustrated by Theorem 2, giving a necessary and sufficient condition for the Picard property of monomial functions u(x), v(x). Finally, in 242 A. V. KOMLOV Theorem 3 we consider pairs with v(x) = u(x) for a 11 = 1/2 and a 22 = −1/2 and obtain an analog (Corollary 2) of the Calogero-Moser conditions for that case (corresponding, in the terminology of [6, Chapter 1, §8] , to the modified Korteweg-de Vries equation).
Theorem 1.
Let a 11 , a 22 be distinct complex numbers, and u(x), v(x) meromorphic functions in a neighborhood of x 0 ∈ C such that at least one of them has a pole of order n at x 0 . Suppose system (1) has, for each z ∈ C, a fundamental system of solutions which is meromorphic in a neighborhood of x 0 . Then u(x)v(x) has a pole of order two at x 0 and
for some N ∈ N such that n and N are of distinct parities (and N = n − 1).
Theorem 2.
Let a 11 and a 22 be distinct complex numbers, m, l ∈ Z, A, B ∈ C\{0}, and x 0 ∈ C. Then the system 
has, for each z ∈ C, a meromorphic in a neighborhood of x 0 fundamental system of solutions. Then u(x) has a pole of order one at x 0 and, in a neighborhood of x 0 ,
where N ∈ N and u 2k = 0 for k = 0, . . . , N − 1.
The main tool used in the proofs of all three theorems is the Frobenius method. For our case, we describe it in Section 2, the general case and the proof can be found in [5, Chapter XVI] . The proof of Theorem 1 is given in Section 3, and of Theorem 2, in Section 4. In Section 5, one can find the proof of Theorem 3 and some of its consequences related to Picard potentials for v(x) = ±u(x).
The Frobenius method
The Frobenius method allows us to find a series representation for a fundamental system of solutions (FSS) of a differential equation in a neighborhood of a singular point. To apply it to system (1) we use the following result. Proof. To obtain (6), we differentiate the second equation of (5) and substitute in the resulting equation the values for y 2 and y 2 obtained, respectively, from the second and the first equation of the system. Therefore, if (
) is an FSS of (5) in a neighborhood of x 0 , then y 1 ,ỹ 1 are solutions of (6) . Moreover, since y 1 = a 11 y 1 + a 12 y 2 (this is the second equation of (5) y 2 ) is a solution of (5), then y 1 is meromorphic in a neighborhood of x 0 . Hence, because of the second equation of (5), y 2 is meromorphic in the same neighborhood.
For this reason, in the proofs of Theorems 1 and 2, we shall reduce system (1) to the corresponding second-order differential equation and apply the Frobenius method, which we now describe.
Suppose we have a differential equation
where the functions g 1 , g 0 are holomorphic in some neighborhood of zero O ε := {x ∈ C : |x| < ε}. Then, in that neighborhood, we can write an FSS (y 1 (x), y 2 (x)) of equation (7) as a convergent series. More precisely, define a function
where x ∈ O ε , r ∈ C. For each r, it is holomorphic in O ε . Hence, in that neighborhood, we can expand it into a series
The equation
is called the characteristic equation. Suppose that r 1 , r 2 are its roots (Re r 1 ≥ Re r 2 ).
1. If r 1 − r 2 / ∈ Z, then set c 0 (r) = 1 and recurrently define, in small neighborhoods of r 1 and r 2 , functions c k (r) (k ∈ N):
For i = 1, 2 we set
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Claim 1 (The Frobenius method). The functions y 1 (x), y 2 (x) form an FSS of equation (7) in O ε .
Proof. See 
Proof. If equation (7) has a meromorphic FSS in O ε , then any solution of (7) is meromorphic in O ε . If condition 1) fails (i.e., either one of r 1 , r 2 is not an integer or r 1 , r 2 are equal integers), then, among the solutions y 1 (x), y 2 (x), there would be at least one which is not meromorphic in O ε (has a branch point at x = 0). If condition 1) is satisfied, then y 1 (x) is meromorphic, and y 2 (x) is meromorphic if and only if c k (r 2 ) = 0 for any k = 0, 1, . . . , where c k (r) are defined by (9). For that (as can be gleaned from the formula itself) it suffices to have c r 1 −r 2 (r 2 ) = 0, since f 0 (r 2 + k) = 0 for k ∈ N and k = r 1 − r 2 , and c 0 (r 2 ) = 0 by definition. To finish the proof, we show that c r 1 −r 2 (r) = γ r 1 −r 2 (r). This is a consequence of the following formula expressing γ k (r) in terms of c k (r) for k = 0, 1, . . . , r 1 − r 2 :
Proof of Theorem 1
Without loss of generality, we may assume that x 0 = 0 and that u(x) has a pole of order n at zero.
To show that the conditions imposed on u(x) and v(x) are necessary for the existence, in a neighborhood of zero, of a meromorphic FSS of (1) for each z ∈ C, we apply Proposition 1 and transform system (1) into an equation of type (6):
This equation must have a meromorphic FSS in a neighborhood of zero for each z ∈ C. Since the function u (x)/u(x) has a pole of order one at zero, it is easy to see that if (11) has a meromorphic solution in a neighborhood of zero, then u(x)v(x) has pole of order at most two at zero. Hence, equation (11) is of the form (7). Now apply Corollary 1. In accordance with the Frobenius method, we find
Here, we write f (x, r, z) to emphasize the dependence on z. To use series expansions of
Therefore, the characteristic equation is r 2 + (n − 1)r − d −2 = 0. Since its roots r 1 and r 2 are to be distinct integers and since r 1 + r 2 = 1 − n, we have r 1 − r 2 = N ∈ N and n and N are of distinct parities. Hence, 
The recurrence relation (10) and the expressions for the f j (r) show that
We shall show that α n−1 = 0. Using (10) and the expressions for the f j we find a recurrence relation for the α k ,
together with initial conditions α 0 = 1, α 1 = a 11 +(1−n)a 22 . In general, such recurrence relations with nonconstant coefficients do not admit an explicit solution, but this relation has one (for proof, induct on k):
Therefore,
Since a 11 = a 22 , we have α n−1 = 0. Hence, γ n−1 (1 − n, z) ≡ 0 in z, which was claimed.
Proof of Theorem 2
If m, l ≥ 0, then the assertion of the theorem is obvious since (2) has no singular points. Thus, without loss of generality, we may assume that n := −m ∈ N. The necessity of the condition l − n = −2 follows from Theorem 1; hence l = n − 2 in what follows. Moreover, we assume that x 0 = 0.
To find a necessary and sufficient condition for the meromorphicity of an FSS of (2) in a neighborhood of zero for each z ∈ C, apply Proposition 1 and reduce our system to a type (6) equation
Now apply Corollary 1. In accordance with the Frobenius method, we find
Therefore, the characteristic equation has the form r 2 + (n − 1)r − AB = 0. Since we again need its roots r 1 and r 2 (r 1 > r 2 ) to be distinct integers, we have (as in Theorem 1)
, and AB =
, where N := r 1 − r 2 ∈ N, and n and N are of distinct parities. By Corollary 1, it remains to find the values of n and N such that
, z) ≡ 0 in z. Recurrence relations (10) for γ k (r, z) and the expressions for the f j (r, z) show that γ k (r, z) is a monomial in z of degree k, and, if we introduce α k via
2 k , then they would satisfy the recurrence relation
with the initial condition α 0 = 1, 22 . This recurrence relation has the following solution (to see that, induct on k):
Hence ( 
Proof of Theorem 3
Without loss of generality, we may assume that x 0 = 0. Applying the necessary condition from Theorem 1, we have that u(x) has a pole of order one at zero with residue ±N, where N ∈ N.
To obtain the more refined necessary condition, stated in Theorem 3, for the meromorphicity of an FSS for (3) in a neighborhood of zero for each z ∈ C, we apply Proposition 1 and reduce the system to a type (6) equation (12) y
As (12) does not change when u(x) is replaced by −u(x), we shall assume that
absence of the degrees (n − 1), (n − 3), . . . , (n + 1 − 2l) in z in the polynomial γ n (r, z), we have recurrence relations for β n :
with initial condition
It is clear that to find β n we need to find α n . The α n satisfy the following recurrence relation (it follows from the recurrence relations (10) for γ n (r, z) and the formulas for the corresponding f k (r, z)):
with initial condition α 0 = α 1 = 1. By induction, we easily have
To solve recurrence relation (13), we first find a fundamental system of solutions of the corresponding homogeneous recurrence relation, and then apply the variation of constants method.
The homogeneous recurrence relation corresponding to (13) coincides with recurrence relation (15) for α n . We know one of its solutions: the coefficients α n (with initial conditions α 0 = α 1 = 1). We shall find another solution of (15) in the form h n = a n α n with initial condition h 0 = 0, h 1 = 1 (therefore, a 0 = 0, a 1 = 1). Since the h n satisfy the recurrence relation for the α n , we have a n α n = a n−1 α n−1 + (n − 1)(n − 1 − 2N )a n−2 α n−2 .
Substituting in this formula the expressions for α n from (15) One can see that the expression for b 2N has a zero (of order one) in the denominator, but h 2N = α 2N 2N j=1 b j , and the expression for α 2N has a zero of order one; hence h 2N = α 2N b 2N is well defined and is not zero. (For a more rigorous argument, one can introduce a formal parameterÑ in a neighborhood of N and then make it approach N.)
Let B n be the constant term in the recurrence relation for β n . Then we can rewrite (13) as β n = β n−1 + f 0 (−N + n − 1)β n−2 + B n .
