In this paper, we develop a formal logical foundation for secure deductive databases. This logical foundation is based on an extended logic involving several modal operators. We develop two models of interaction between the user and the database called \yes-no" dialogs, and \yes-no-don't know" dialogs. Both dialog frameworks allow the database to lie to the user. We develop an algorithm for answering queries using yes-no dialogs and prove that secure query processing using yes-no dialogs is NP-complete. Consequently, the degree of computational intractability of query processing with yes-no dialogs is no worse than for ordinary databases. Furthermore, the algorithm is maximally cooperative to user in the sense that lying is resorted to only when absolutely necessary. For Horn databases, we show that secure query processing can be achieved in linear time { hence, this is no more intractable than the situation in ordinary databases. Finally, we identify necessary and su cient conditions for the database to be able to preserve security. Similar results are also obtained for yes-no-don't know dialogs.
Introduction
The need to maintain security in databases arises naturally in many contexts. In multi-user databases, where di erent users are allowed to access di erent pieces of data, mechanisms must be in place where all users can access data that they are allowed to access, unless doing so would violate security in one way or the other.
In previous work, Bancilhon and Spyratos 2] raised four important questions that need to be addressed when developing a foundation for database security:
(Q1) What do we protect ? (Q2) Against whom do we protect ? (Q3) How do we protect ? (Q4) What does \protect" mean ?
There are no \ xed" answers to the Bancilhon-Spyratos questions. A multiplicity of answers may be obtained depending upon the representation of the database (e.g. relational, hierarchical, Horn Clause logic, propositional logic, etc.), the expressiveness of the query language that the user is allowed to use, the space of admissible responses (e.g. yes, no, don't know, refuse to tell you), and the initial body of knowledge the user may possess
In this paper, we consider the problem of security in deductive databases. A deductive database is a nite set of formulas of propositional logic. Likewise, the query language we allow is also classical propositional logic. This is a reasonable restriction from the point of view of studying declarative semantics because when we consider deductive databases generated by a nite set of predicate symbols, and constant symbols, then each ground atom p(c 1 ; : : :; c n ) where the c i 's are constant symbols, can be regarded as a proposition. A non-ground atom can be regarded as a set of propositions by grounding out the variables in all possible ways. An existentially quanti ed statement of the form (9x)q(x) may be regarded as a disjunction q(c 1 ) _ : : : _ q(c k ) where c 1 ; : : :c k are all the constants in our language.
Similarly, a universal quanti cation can be viewed as a conjunction. Hence, from the point of view of studying declarative semantics, this restriction leads to no loss of generality 1 . The principal contributions of this paper are the following:
1. Model Theoretic Semantics : We provide a declarative model-theoretic semantics for secure databases that describes: (a) The Space of Secrets: We provide an axiomatization of secrecy that describes both the explicit and the implicit secrets of the system. This is done by de ning a simple modal logic of secrecy. (b) The Interactions with the User over Time: This is studied by extending the modal logic of secrecy with some aspects of branching time temporal logic and adding Ask and Tell modalities. We call this the logic of interaction. Intuitively, at any given point of time, the database reasons using only the modal logic of secrecy. The logic of interaction is not used by the database { rather it is used by us to study the behavior of the database, and to prove that our query answering strategies are sound, complete, and safe (i.e. they do not lead to violations of secrecy).
know" dialogs where the database may respond with either a \yes" or a \no" or a \don't know". In particular, we allow the database to lie when doing so is the only way to preserve security. We prove the following results: (a) Using yes-no dialogs, there is a strategy for the database to preserve security IFF the user did not initially know a disjunction of secrets. (b) For yes-no dialogs, the above result leads to a natural algorithm for answering queries to the database. The algorithm lies only if not doing so will lead to a violation of security.
Complexity Issues:
We show that secure query answering in logic databases is NP-complete. This shows that as far as computational complexity is concerned, secure query processing is not in a \more intractable" complexity class than ordinary query processing. For Horn theories augmented with the Closed World Assumption, we show that secure query processing is achievable in linear time.
We present below, a couple of motivating examples that illustrate our view of security. We use these examples throughout the paper to help x intuitions.
Example 1.1 Suppose, for example, our database contains the following information on who the shareholders of certain banks are. The US government has rules specifying that foreign banks (like BCCI) cannot own 50% or more stock in an American bank. Thus, BCCI's database may contain information of the following nature:
1) status(bcci; foreign). 2) status(bank of maryland; usa). 3) status(bank of virginia; usa). 4) status(first american bank; usa). 5) owns(bcci; bank of maryland; 49). 6) owns(bcci; bank of virginia; 49). 7) owns(bcci; first american bank; 49). 8) owns(bank of maryland; first american bank; 2). 9) owns(bank of virginia; first american bank; 2). 10) owns(citibank; first american bank; 47).
In addition, we assume that there are background arithmetical operations of the usual kind. In e ect, BCCI's holding in First American Bank exceeds 50%. BCCI wishes to hide the fact that it owns a controlling interest in First American Bank. For this reason, it may protect the conjunction of statements (5) through (9) . In other words, the formula ((5)^(6)^(7)^(8)^ (9)) is a secret.
If a user asks, as his rst query, how much stock BCCI owns in First American, the database could answer 49% using statement (7) without violating secrecy. At this point, the formula ((5)^(6)^(8)^(9)) becomes secret even though this formula was not secret before.
On the other hand, if the user instead, had asked how much stock BCCI owns in Bank of Maryland, then the database could have answered with 49% using sentence (5) , and now the formula ((6)^(7)( 8)^(9)) would become secret.
Thus, we see that what needs to be kept secret depends not only on what the kernel secrets were initially, but also on the questions asked previously by the user and the answers provided by the system. Thus, the dialog between user and the system has a direct impact on the set of secrets that must be protected at a given time.
Example 1.2 Let DB be a database containing information about the members of a Secret Service.
Some of the individuals in DB are saboteurs and/or assassins, and hence, their job description needs to be kept secret. The database also includes secretaries and other people who are not involved in secret activities, and these peoples' jobs need not be kept secret. Furthermore, information on people who are not involved in secret activities is useful to users, and the DB should answer queries about such individuals.
Let Q be the query \is X an assassin?", where X is one of the individuals in the database. How should the database respond if X is indeed an assassin? Of course, the database should not answer \yes".
If the answer was \I refuse to answer" then the user might reason as follows:
If X was not an assassin, then DB would not need to refuse to answer, for it could simply answer \no". Therefore X must be an assassin.
If the answer was \I don't know" then the user might think:
This database contains complete data about all the members of the Secret Service, so the database must be lying. If X was not an assassin, then the database would not need to lie. Hence X must be an assassin.
Therefore, the only way to preserve security in this instance, and to provide information whenever it doesn't violate security, is for the database to answer \no", which shows that sometimes lying is the only way to protect a secret.
The strategy of lying, has been suggested, in passing, in 26, 31] , and will be discussed later. More importantly, if the initial beliefs of the user are wrong, the system should take that into account. This is not considered in 31, 26] . Our logic encompasses this possibility because secrets are de ned in terms of the user's beliefs rather than what is true. The user's beliefs may or may not be correct.
Another approach to preserving security in such situations is to withhold answers in order to prevent the user from obtaining secrets. For example, in the Secret Service DB example above, the DB may refuse to answer any query related to the job description 11, chap. 6] or arbitrarily refuse to answer some of these queries (in addition to those queries that may directly reveal secrets) 26]. Lying may sometimes be a dangerous approach since the user may act upon the wrong information. However, not providing information that does not directly violate security may also be dangerous.
For example, in any situation where the user critically needs an answer to a query Q, if the database refuses to answer, then the user is forced to make an (ill-informed) decision and s/he may well make the wrong choice. The following example illustrates this phenomenon. Example 1.3 (Radiation Example) Consider a civilian research station in the Antarctic that is experiencing a terrible storm in the winter that makes venturing out extremely hazardous. To add to their troubles, a submarine disintegrates in the ice near their station. They are aware of the fact that some submarines carry nuclear payloads, and they access the Navy database to nd out if this is the case. The Navy database refuses to answer even though providing the true answer (\there are no nuclear weapons on board") will not violate security. The researchers have to decide whether to leave the station or not. Should the submarine be carrying a nuclear payload and if they decide to stay, they are at risk. Should the submarine not be carrying a nuclear payload, and they decide to risk a dangerous crossing in the storm over treacherous ice oes, then they are unnecessarily placing themselves at risk.
The above example demonstrates that \refusing to answer" may not always be a good option especially when providing the correct answer does not violate security { in other words, refusing to answer may be an uncooperative strategy. Thus, the policy to be chosen in order to preserve security depends on the information in the database and its intended usage. We provide techniques that are appropriate when maximal cooperation is desired, i.e. the set of correct answers should be maximized. These are appropriate under some circumstances, while other techniques (such as refusing to answer) are appropriate under others.
Preliminaries
Before proceeding to discuss the precise details of the logics of secrecy and interaction, we must discuss exactly how the database is structured, how the user's beliefs are structured, and how \smart" the user is.
The database consists of two components:
(1) the information component, DB, which consists of a set of formulas of propositional logic. Intuitively, this is the \real" data in the database.
(2) the user component which is intended for internal database use. Basically, for each user u, there are three parts:
a. a set KER SEC(u) of statements of the form \a must be kept secret from user u" b. a set Init(u) of w s re ecting what the database thinks are the initial beliefs of the user u. c. a history, Hist(u) of information provided by the database to the user u in previous interactions. Hist(u) is a set of w s of propositional logic.
In this paper we assume that both components are based on a monotonic logic.
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No non-monotonic inferences will be used and, in particular, no closed world assumption, which says that we can conclude :c from DB i DB 6 j = c, will be made (unless explicitly stated otherwise).
In its interactions with a speci c user, u 0 , the database will only use its information component and the sets KER SEC(u 0 ); Init(u 0 ); Hist(u 0 ) to determine the course of action it should take in responding to the query. In our framework, we assume that the user is a perfect reasoning agent,
i.e. if the user believes each formula in a set T of w s and a is a consequence of T in propositional logic, then the user will be smart enough to conclude a. The assumption that the user is a perfect reasoner is the most cautious approach to take. We further assume that the reasoner is \sound", i.e. In monotonic logics, if a conclusion is warranted on the basis of certain premises, no additional premises will ever invalidate the conclusion. 
Intuitively, a is a secret i a is true and the user doesn't believe a and the database is not allowed to tell the user a.
We use KER SEC(u) to denote the set of secrets that should be kept from a given user u. Thus, KER SEC(u) fSa j a is a propositional logic formulag: Sa 2 KER SEC(u) means that a should be kept secret from user u. We use the notation KER SEC (u) to denote the set fa j Sa 2 KER SEC(u)g.
Note that it is possible that the user believes a, and Sa is in KER SEC(u). In this situation, it is impossible to preserve security (and in fact, the set of formulas fB U a; Sag is inconsistent w.r.t. the model theory we develop later in the paper).
In addition to the axiom de ning the modality S above, the logic L S also has axioms, given below, de ning the properties of \the user believes" (i.e. the modality B U ) and \the user is allowed to believe" (i.e. the modality All). These axioms embody intuitive security-preserving properties that the above modalities should satisfy. In particular, these axioms assume that the user is a perfect reasoner, i.e. s/he can draw all logically valid conclusions from information that s/he believes. Assuming that the user is a perfect reasoner means that the database should always assume that s/he will be able to infer a secret if such a secret is logically inferrable from the information provided by the database.
De nition 3.3 (Perfect Reasoner Axioms) B U (a); for all propositional tautologies a (2) B U a^B U (a ! b) ! B U b (3) All a^B U (a ! b) ! All b; for all propositional w s a; b (4) The last axiom says that if the user believes (a ! b), and is allowed to believe a, then s/he is implicitly allowed to believe b. Finally, we introduce a knowledge modality K U in terms of the modalities already introduced. The standard de nition of knowledge as \true belief" will be used.
De nition 3.4 K U a $ def a^B U a:
Properties of L S
In this section, we prove some propositions that illustrate how the operator S interacts with the standard logical connectives. These propositions show how implicit secrets can be derived from explicit secrets.
All the propositions of this section follow from the inference rules of propositional logic, the definition of secrecy (Axiom 1), and the perfect reasoner axioms. The following two statements can be easily derived from (2) and (3). (6) In the rest of this section, let a and b be arbitrary (modality free) propositional formulas. The following proposition asserts that if the user knows that a and b are equivalent w.r.t. the underlying database, then a is a secret i b is a secret. A subtle point to note in (3.1) above is that we deal with knowledge rather than belief. The following example demonstrates the intuition behind (3.1).
Example 3.1 Let L be the law stating that no foreign bank can own more than 50% of an American bank, and let b denote the proposition \BCCI violates law L". Let a denote the proposition \BCCI holds more than 50% of an American bank". Then we assume that any competent user knows that the equivalence a $ b follows from Example 1.1 and arithmetical axioms. Now let's come back to Example 1.1. BCCI violates L and wants to keep that secret. If BCCI allowed a to be known, then, through the equivalence a $ b, the user could deduce b, and thus violate the secret. Therefore, if b is a secret, a should be kept secret, too.
Conversely, suppose that the goal of BCCI is to keep a secret (perhaps because of some economic strategy). If BCCI allowed b to be known, then, through the equivalence a $ b, the user could deduce a. Therefore, if a is a secret, b should also be kept secret.
The more general question arising out of the previous proposition, is: The answer, once again, is no. The database might say that \a is a secret i b is a secret" without the user believing that a and b are equivalent. For instance, the sentence \salary(john; 50000) is secret" i \salary(bill; 57000) is secret" may be a constraint that the database wishes to enforce, but there is no need for the user to believe that the statements salary(john; 50000) and salary(bill; 57000) are equivalent.
The following result says that if the user believes (a ! b) and b is a secret, then a should be kept secret if a is true. In particular, if a is not true, then there may be no need to keep a secret. where law L is as de ned in Example 3.1, and suppose b is a secret. Let a = \BCCI holds 85% of an American bank". We assume that any competent user knows that the implication a ! b holds. Now, suppose that a user asks whether a holds. If BCCI answered \yes", then the user could infer the secret b from a ! b. However, BCCI can honestly answer \no", because a is false. Therefore a need not be a secret.
Of course, if a had been true, then the system should have lied, because the honest answer (\yes") would have entailed the secret formula b.
An interesting consequence of the preceding proposition is that if a is a secret, and (a^b) holds, then (a^b) should be a secret too. Proposition 3.3 Sa ! ((a^b) ! S(a^b)) Proposition 3.3 implies the corollary below, which says that if a is a secret and b is true, then (a^b) is a secret. Intuitively, this is true because if (a^b) were not a secret, then a \yes" answer would tell the user that a is true, thus violating the secrecy of a. The answer, as can be seen from Example 3.3, is an unequivocal no. The reason is that we wish the database to be as cooperative as possible in answering queries posed by the user { the only requirement is that secrecy cannot be violated. The statement S(a^b) says that the fact that both a and b are true is to be kept secret. Of course, if the user rst asks a, then we could answer \yes" to this query, because the user cannot conclude, based on this \yes" answer alone, that (a^b) is true. However, if s/he later asks about b, then we are forced to keep b secret in some way (we do so by resorting to lying). Hence, given that (a^b) is a secret, there is, in general, no need that both a, b be secrets.
On the other hand, if a is a secret and b is a secret, then clearly (a^b) should be a secret.
Proposition 3.4 Sa^Sb ! S(a^b)
Conversely, if (a _ b) is a secret, then either a is a secret, or b is a secret, but not necessarily both. Proposition 3.5 S(a _ b) ! (Sa _ Sb) Example 3.4 Consider Example 1.2, and assume that X is an individual in the database, whose job is either \saboteur" or \assassin". Let a = \X is a saboteur" and b = \X is an assassin". Assume that the (true) formula (a _ b) is a secret. Now, consider the only two possible cases. First suppose X is a saboteur (i.e. a holds). If a user asks whether a holds, then the database cannot answer honestly (i.e. say \yes"), because the user can then deduce the secret proposition (a _ b) from a. Therefore, in this case a should be kept secret.
On the other hand, suppose X is an assassin (i.e. b holds). In this case, by a similar argument, b should be kept secret.
As a consequence, either a or b must be kept secret.
The following question arises when the previous proposition is considered.
Question 3.5 Given that either a is a secret or that b is a secret should (a _ b) be a secret?
The answer to this question is \no". Intuitively, suppose a is a secret and the user asks us a query about (a _b). Answering \yes" to the query will not violate the secrecy of a; it only tells the user that (a _ b) is true, not that a is true.
Meta-security
Suppose a is a secret, i.e. Sa is true. Then it may be important that not only should a be kept secret, but the fact that a is a secret should itself be kept secret.
Example 3.5 The \Secret Service" example 1.2 can be given the following explanation: If the database refuses to respond, then the user concludes that the fact \X is an assassin" is a secret, and from this fact s/he can derive that \X is an assassin" must be true.
The informal concept of meta-security introduced above is made formal by the following de nition.
De nition 3.5 (Meta-Security) A secret a is meta-secure i Sa is a secret.
In our logic, all secrets are also meta-secure, i.e. Sa implies SSa. Furthermore, the converse is true as well. This is encapsulated in the following result.
Proposition 3.6 Sa $ SSa.
Hence, in our framework, meta-security is enforced i no secrets are violated. Any strategy that preserves secrecy will simultaneously preserve this form of meta-security. 4 In this section, we have studied the axioms for the logic of secrecy. Intuitively, the logic of secrecy is the logic used by the database to determine, at a given point in time, what formulas should be kept secret from the user. This determination is based on the history of information provided by the system to the user. In the next section, we introduce the concept of a dialogue and describe the interaction between the user and the system over an extended period of time. This includes the history (previous interactions), the current situation, and all possible future interactions.
Dialogs: The Logic of Interaction
We consider an event to consist of the following: the user asks a question (in propositional logic) and the database provides a response.
We assume a discrete model of time where an event occurs at each time instant. In other words, at time 1, the user asks a query and the database provides a response, at time 2, the user asks another query and the database provides another response, and so on. In other words, we assume that the time taken for \internal" processing is not relevant, and that the user is patient enough to wait till a response is obtained.
The aim of this section is to study the possible sequence of events that may occur when the user and the database engage in a dialog. How exactly should the database respond so as to guarantee that security is not violated ?
Yes-No Dialogs
The logic of interaction takes the logic of secrecy described earlier, and adds three new modal operators to it:
The modal operator Ask: Intuitively, Aska is true (at time t) if the user asks the query a of the database (at time t). According to the above de nition of dialog, when the database is asked a query like \Is Bush the President of the USA ?", the database may respond with \The moon is made of blue cheese." Clearly, such irrelevant responses serve no useful purpose. The following de nition speci es that if asked the query a, the database must respond with a (or \yes") or :a (corresponding to \no"). Dialogs that involve such responses are called \yes-no" dialogs, and are formalized below.
De nition 4.2 (Yes-No Dialogs)
We say that a dialog is a yes-no dialog (yn-dialog, for short) i for every formula a i asked by the user, the database responds by answering either Tell a i or Tell :a i . In other words, a dialog (A 1 ; T 1 ); (A 2 ; T 2 ); : : :; ( Denny is a squirrel.
Clyde is grey. It is impossible to answer either \yes" or \no" to the query \Is Denny red in color ?" Denny may be red; he may be grey, but we don't know which. A similar situation occurs in relational databases with null values. One may, in an employee database, have a null value which says that Lisa's age lies between 35 and 40. The database simply cannot answer the query \Is Lisa's age 37 ?" with a de nitive yes or a de nite no. Hence, it may be appropriate to consider situations where the database is allowed to admit ignorance { these are formalized in the next subsection on \yes-no-don't know" dialogs.
Before proceeding to \yes-no-don't know" dialogs, we show, via the following theorem, that complete honesty leads to security violations as far as yn-dialogs are concerned. Theorem 4.1 (Honesty may not be the Best Policy) Suppose DB is any logic database and there exists a user u such that KER SEC(u) 6 = ;. Then: a completely honest, yn-dialog based query answering strategy cannot preserve security.
Proof. Suppose a 2 KER SEC (u) and A 1 = a. As a is a secret, a must be true w.r.t. DB. Then, as the query answering strategy is completely honest and involves only yn-dialogs, T 1 must be the correct answer \yes" to the query a; this violates the security of a.
The above theorem says that if the database is to be maximally cooperative to the user (in the sense that it always answers honestly when such answers do not violate security), then it is impossible to preserve security when only honest yn-dialogs are permitted.
Security in Incomplete Databases
It may turn out that a given database does not have complete information about the domain it describes. In particular, the database may be incompletely speci ed and/or contain null values. Given a query Q, an incomplete database DB may either entail Q (i.e. correct answer is \yes") or may entail :Q (i.e. correct answer is \no") or may entail neither Q nor :Q (i.e. i.e. correct answer is \don't know"). It may turn out that the correct answer to a query is \yes", but providing this answer will violate security. Unlike the case of complete databases, where the database lies and answers \no," an incomplete database has the option of choosing to lie by saying either \no" or \don't know." Thus, incomplete databases have greater exibility in answering queries, and hence, in order to capture this enhanced exibility, we provide a number of new de nitions and results below.
We now de ne the concept of a dialogue where the database may respond with either a \yes", a \no", or a \don't know". In order for the user to reason about the beliefs/ignorance of the database, the language for conducting yes-no dialogs needs to be augmented with a new modality, B D . Intuitively, B D a means that the database believes a. De nition 4.4 (Yes-No-Don't Know Dialog) We say that a dialog is a yes-no-don't know dialog (ynd-dialog, for short) i for every formula a i asked by the user, the database responds with either The following theorem shows that a completely honest query answering strategy can lead to security violations even if ynd-dialogs are allowed.
Theorem 4.2 Suppose DB is any logic database and there exists a user u such that KER SEC(u) 6 = ;. Then: a completely honest, ynd-dialog based query answering strategy cannot preserve security.
It may be suggested that the database be occasionally dishonest, i.e. on random occasions, it may say \I don't know" even if it does indeed know the answer to the query 26]. However, as shown in Example 1.3 (the Radiation Example), this approach may sometimes lead to undesirable consequences.
Trustful Users
When discussing the interaction between a user and the database system, we need to address the issue: Does the user believe the answers s/he is getting from the database ? This question is even more crucial when the DB is lying from time to time. In the algorithm that we present, if the size of the set of secrets is relatively small in comparison to the size of the DB, the DB will lie only rarely. We all encounter people who lie from time to time. However, if our estimation is that a person lies only rarely and if it is costly to verify his/her claims, we usually believe what we are told and act on the basis of what s/he says (even though there is some probability that s/he lies or is wrong). We make similar assumption about our user; we assume that the user always believes the responses given by the database. We call users of this kind, trustful users, and the axiom given below formalizes this \trustfulness" property.
De nition 4.6 (Axiom of Trustfulness) The axiom of trustfulness is: Tell a ! B U a
The axiom of trustfulness simply says that if the database tells the user formula a, then the user immediately believes formula a.
As a matter of fact, the user is trustful only if s/he does not detect a contradiction. More specically, when an answer of the database is inconsistent with the user's beliefs, the perfect reasoner axioms make the user believe all the formulas of the language; as a consequence, every propositional formula is believed by the user and hence, security is violated. Intuitively, if the set of answers provided by the database is inconsistent, then it is clear that the database is lying, and the user may try to gure out which are the incorrect answers. The following axioms state that the database must always respond to a user query. The following section formalizes how beliefs held by the user are in uenced by the database's responses to previous queries.
Persistence Axioms
The information part of our database consists of w s of the underlying propositional language L. This is the \objective" part of the database, which is denoted by DB, and constitutes the domain knowledge that the user is trying to elicit from the database. In this paper, we assume that the user never forgets any objective (i.e. non-modal) information that s/he has learned 5 . In other words, if the 5 Our results apply even if the user forgets information. However, for security purposes, it is best that the user be considered as intelligent as possible, and hence, the assumption that the user never forgets information means that the database must take all its previous responses into account when answering a query.
user believes a non-modal w a at time t, then the user will continue to believe a at all times t 0 > t. This is a kind of monotonicity property { the set of non-modal beliefs of the user keeps growing as s/he interacts with the system over an extended period of time. This property can be expressed as the following axiom: B U a ! B U a where a is a formula of L, the underlying propositional language. What this says is that if the user believes a at time t, then s/he continues to believe a at time (t + 1). Furthermore, the set of objective formulas that the agent does not believe decreases as time passes. At time t, suppose the agent doesn't believe a; i.e. :B U a is true. Then at time (t + 1), the agent may believe a because of the most recent response of the database. The following speci es that after the occurrence of an event, the beliefs of the user are the logical consequences of his/her previous beliefs and the new information provided by the database.
:B U (a ! b) ! (Tell a ! :B U b) ( 
7)
The conclusion of (7) states that the beliefs of the user don't increase magically 6 : if he did not believe that a ! b was true, then, after being told a, s/he will not magically believe b.
Properties of Dialogs
We now establish some elementary properties of yn-dialogs and ynd-dialogs. These show how the queries of the user and the space of secrets constrain the behavior of the database. All the propositions of this section follow from the axioms introduced above.
The rst proposition does not depend on any particular kind of dialog. It makes two observations:
rst that if a is a secret, then the database will not tell the user a. Secondly, if the a is a secret which the user asks about and further knows that the database is in possession of the answer to his/her query, then the database will lie and answer :a. Note that these two important properties are a consequence of our logical framework { they are not assumptions. In any yn-dialog, the user believes that the database is complete, and hence, that the answer to any query should be yes/no. Consequently, the rst part of the following proposition which says that in yn-dialogs, if a is a secret, and the user asks about a, then the database should lie and answer \no," follows immediately from ( 2) . The second part of the following proposition indicates that in ynd-dialogs, the database is free to either lie or plead ignorance. We reiterate that these propositions follows from our axioms and are not assumptions. The above properties do not specify an algorithm that the database might use to answer queries using the logics of secrecy and the interactions. This is the focus of the next section.
A Security-Preserving Strategy for Complete Databases
In this section, we develop an algorithm for answering queries to logic databases. The algorithm considers the case when the database DB is complete, i.e., for all queries Q expressible in the user's query language, either DB j = Q (\yes" answer) or DB j = :Q (\no" answer). For such databases, only yn-dialogs need to be considered (and hence, the modality B D is not required). The algorithm we develop for complete databases has the following properties: (a) It provides a simple sound and complete method for answering queries in such a way that secrecy will not be violated unless the user believed a disjunction of secrets at the beginning. The above result provides a direct algorithm that may be used to implement the database's query answering procedure. We will prove this theorem later on (Theorem 5.1).
Algorithm 1 (Query Answering Algorithm) Suppose DB is a complete database, KER SEC(u) is the set of secrets, and Bel(u) is the set of current beliefs of the user. Suppose the current user query is Q. In Steps 1 and 2 of the above algorithm, we consider the case when giving the correct answer does not violate any disjunction of secrets. In this situation, security is preserved with an honest response.
On the other hand, steps 3 and 4 deal with the situation where providing an honest response causes a disjunction of secrets to become known to the user. In these cases, lying is resorted to. As can be immediately seen from the speci cation of the above algorithm, at any point in time when an (Ask,Tell) event is occurring, the query answering strategy determines the response to the query based solely upon what the user's current set of beliefs is, what is contained in the database, and the set of secrets. In particular, no forward look-ahead is performed. More importantly, secrecy can be preserved irrespective of any queries that may be asked in the future (as long as the user did not believe a disjunction of secrets when s/he started out). The following example shows how the algorithm works. Consider the following sequence of events.
Suppose the user asks Askp. Now, p follows from DB. In Step 1 of the query answering algorithm, an attempt is made to check if Bel(u) fpg j = (r _ s). In this case, Bel(u) fpg does not entail (r _ s), and hence, by Step 1, the database will respond with Tellp, i.e. by saying \yes." Bel(u) is augmented with p.
Suppose the user now asks Askw. Again, w follows from DB. In Step 1 of the query answering algorithm, an attempt is made to check if Bel(u) fp; wg j = (r _ s). Bel(u) fp; wg does not entail (r _ s), a the database responds with Tellw, i.e. by saying \yes." Bel(u) is augmented with w.
The next query asked by the user is v. It is immediate that DB j = v. However, Bel(u) fp; w; vg does entail (r _ s). Hence, if the database honestly answered \yes" to this query, this would allow the (perfectly reasoning) user to conclude (r _ s), and hence, the database should lie and answer \no." This is done in Step 3 of the algorithm.
Before proceeding to discuss the proof of the Preservation of Security Theorem, it is appropriate to brie y discuss the implementation of the above algorithm. In principle, any mechanism for checking entailment of a query by a database can be used to implement the Query Processing Algorithm because each of the four steps of the algorithm only make such tests. There are a variety of methods to perform these tests for di erent kinds of databases (cf. magic sets 3], resolution 21], counting methods 24], to name a few).
In a joint project between Cornell University and University of Maryland 4, 23] , various implementations of monotonic and non-monotonic deductive databases have been developed. These implementations are based on incremental mixed integer linear programming techniques 7 : at any given point in time, an optimized linear programming tableau corresponding to the database is maintained. Query processing corresponds to adding a new linear constraint to the the tableau and re-optimizing an objective function. Experimental results reported in 4, 23] indicate that such reoptimizations make e ective use of previous computations (captured by the previously optimized simplex tableau) and are very e cient in practice. These mechanisms can be used to implement the above Query Answering Algorithm as follows: at any given point in time, we maintain an optimized simplex tableau, Tab(DB), corresponding to the database, DB, and another tableau, Tab(Bel(u)), corresponding to the user's beliefs at that time and the constraints corresponding to the negation of W 2KER SEC (u) . Given a query Q, step 1 of the Query Answering Algorithm is implemented as follows: (1a) Add a constraint corresponding to the negation of the query Q to Tab(DB), and check for solvability of the resulting tableau. If there is no solution, then DB j = Q. (1b) If this is the case, then add the constraint corresponding to Q to Tab(Bel(u)). Check for solvability of the resulting tableau. If it is solvable, then Bel(u) fQg 6 j = W 2KER SEC (u) , and we can answer \yes" at the end of Step 1.
(1c) Delete the constraint corresponding to :Q from Tab(DB). If the answer \yes" was not given, then delete the constraint corresponding to Q from Tab(Bel(u)).
Steps (2), (3) and (4) of the Query Answering Algorithm may be similarly implemented.
Model Theoretic Basis for Yes-No Dialogs
We now de ne a model-theoretic semantics for the logics of secrecy and interaction that will enable us to prove our Preservation of Security Theorem. We start by de ning the concept of interpretations. We will then prove the validity of our axioms and present results describing conditions that guarantee the preservation of security. Intuitively, if (w 0 ; T) is an interpretation, w 0 is an assignment of truth values to the non-modal formulas in DB. The root of T represents the set of propositional worlds that the user initially believes are possible. Each path in the tree T may be represented as a sequence of events E 1 ; E 2 ; : : : where E 1 is the label of a link from the root of T to a node at depth 1, E 2 is the label of a link from this node to one at depth 2, and so on. Figure 1 shows a diagrammatic representation of a yn-interpretation. Each 8 This can be generalized further to allow non yes-no interactions, but is not required for our purposes.
of the W j 's is a set of worlds. Strictly speaking, the tree in Figure 1 should be in nitely branching.
However, as all user queries are expressed in the underlying propositional language, which we assume is generated by nitely many propositional symbols, there are only nitely many formulas (upto logical equivalence). Hence, T may be considered to be a nitely branching tree. In Figure 1 , for each possible query that the user may ask, there are two possible children { one corresponding to a \yes" response, and the other corresponding to a \no" response. The dotted lines in the gure express the fact that several possible events are not represented explicitly.
The following de nition speci es what formulas are true in a given yn-interpretation after a sequence of events (\history") has occurred.
De nition 5.3 (Satis ability) Suppose K = (w 0 ; T) is an interpretation and E 1 ; : : :; E n (n 1) is a nite sequence of events (possibly empty) K satis es w.r.t. the event sequence E 1 ; : : :; E n , denoted K E 1 ; : : :; E n ] j = (or K ] j = if the sequence of events is empty) if the following conditions hold:
1. if is propositional, then K E 1 ; : : :; E n ] j = i w 0 j = 2. if = 1 _ 2 then K E 1 ; : : :; E n ] j = i K E 1 ; : : :; E n ] j = 1 or K E 1 ; : : :; E n ] j = 2 . 3. if = : then K E 1 ; : : :; E n ] j = i K E 1 ; : : :; E n ] 6 j = 4. If = B U (note that is a propositional w ) then K E 1 ; : : :; E n ] j = i for all w 2 W where W is the label of the node reached by traversing the links E 1 ; : : :; E n from the root, it is the case that w j = .
5. If = then K E 1 ; : : :; E n ] j = i for every event E n+1 such that E 1 ; : : :; E n ; E n+1 is a path in T, K E 1 ; : : :; E n ; E n+1 ] j = 6. If = All , where is a proposition, then K E 1 ; : : :; E n ] j = i there exists a sequence of events, E n+1 ; : : :; E n+m where m 0 such that E 1 ; : : :; E n+m is a path in T and for all w 2 W where W is the label of the node reached by traversing the links E 1 ; : : :; E n+m from the root, it is the case that w j = .
In the situation when our event sequence has length 0, instead of writing K ] j = , we abuse notation and write w 0 j = . The following example illustrates the notion of satisfaction. Given a yn-interpretation (w 0 ; T), we now identify certain subtrees of T as being \forcing tree."
Intuitively, in a forcing tree, there is a sequence of queries that will always enable the user to violate security irrespective of the answer(s) provided by the database. Consequently, avoiding a forcing tree is very important in order to maintain security { the precise importance will become evident from Lemmas 5.1 and 5.2 later in the paper.
X X X X X X X z 9 De nition 5.4 (S-Forcing Tree) Let (w 0 ; T) be a yn-interpretation, Q = q 1 ; : : :; q n be a sequence of propositional queries, and KER SEC(u) be a set of propositional secrets. A forcing tree for KER SEC(u) w.r.t. the yn-interpretation (w 0 ; T) and Q, is a nite binary subtree T 0 of T such that:
1. the root of T 0 is the root of T and 2. every non-leaf node N 2 T 0 of level i has exactly two children N 1 and N 2 such that the link from N to N 1 is labeled by (Askq i+1 ; Tellq i+1 ) and the link from N to N 2 is labeled by (Askq i+1 ; Tell :q i+1 ).
3. For every leaf node L of T 0 (note that leaf nodes of T 0 are not necessarily leaf nodes of T), there exists a formula 2 KER SEC (u) such that for every world w in the set of worlds labeling L, it is the case that w j = .
Essentially, every path in T 0 corresponds to a path in T. Though the de nition of forcing trees allows dialogs to continue even after secrecy has been violated, we will assume that this never occurs, i.e. any time a node is reached that leads to a security violation, we will assume that that node is not expanded any further. Thus, T 0 is obtained from T by removing all paths that do not correspond to the sequence of queries Q and truncating paths at nodes that cause secrets to be violated.
The following example demonstrates an S-forcing tree. 1. W4 = ; (in fact, this follows from the de nition of yn-interpretation itself) and 2. there is a secret s 1 which is true in each world in W8 and there is a secret s 2 which is true in each world in W9. Note that one or both of W8, W9 may be empty, but this is not necessarily the case.
Basically, if the user believes a disjunction of secrets, there exists a strategy that will enable him/her to force the database to reveal a secret. This is the essence of the following lemma. Basically, an S-forcing tree causes a secret to be violated or revealed to the user. Hence, a query answering strategy must try to ensure that it never reaches a node such that the subtree rooted at that node is S-forcing. We now prove this below. Proof. Suppose T 0 is a forcing tree w.r.t. (w 0 ; T) and Q. Let h be the height of T 0 (we assume that a tree containing a single node has height 0). We proceed by induction on h.
Lemma 5.2 (Existence of Forcing Trees Implies that a Disjunction of Secrets was Initially
Base Case (h = 0) In this case, T 0 contains only one node. Let W be the set of worlds labeling T 0 . Since T 0 is a forcing tree, there is a secret s i such that each world w 2 W satis es s i . This completes the proof of the base case.
Inductive Case (h = k + 1) In this case, let W be the set of worlds labeling the root of T 0 and let W 1 and W 2 be the sets of worlds labeling the left child (denoted N 1 ) and right child (denoted N 2 ), respectively of the root of T 0 . Figure 3 We need to show that for all worlds w 2 W, w j = (s 1 _ _ s n ). We know from the de nition of yn-interpretations that W 1 ; W 2 W. If w 2 W, then w must either satisfy query q 1 or satisfy :q 1 . In the rst case, w 2 W 1 ; in the second case, w 2 W 2 . Thus, W = W 1 W 2 . Consequently, (8w 2 W)w j = (s 1 _ _ s n ). The above two lemmas tell us that if we start out in an initial situation where the user did not believe a disjunction of secrets, then it is possible to preserve security without any look-ahead. To do so, one simply must make sure that the answer provided to the user does not violate a disjunction of secrets. We now state the \Preservation of Security" Theorem; its proof follows from Lemmas 5.1 and 5.2.
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Theorem 5.1 Preservation of Security] Suppose DB is a logic database, and KER SEC(u) is a nite set of secrets. Then for any sequence Q 1 ; Q 2 ; : : : of queries that the user may ask, there is a yn-dialog (Q 1 ; T 1 ); : : :; (Q i ; T i ); : : : which preserves secrecy i the user's initial beliefs did not entail W 2KER SEC (u) :
Proof. Let (w 0 ; T) be any yn-interpretation.
Suppose the user's initial beliefs entail W 2KER SEC (u) : By Lemma 5.1 there is a forcing tree with respect to a sequence of queries Q 1 ; :::; Q n . If the user will ask these queries, any combination of answers that will be given by the DB, will lead to revealing of a secret, since the forcing tree corresponds to any possible policy of answering the queries Q 1 ; :::; Q n , and all possibilities lead to leaves where a secret is believed by the user. That is, there is no yn-dialog for Q 1 ; :::; Q n which preserves secrecy.
Suppose the user's initial beliefs do not entail W 2KER SEC (u) and suppose (w 0 ; T) is a yn-interpretation such that w 0 6 j = B U ( W 2KER SEC (u) ): By Lemma 5.2, there is no forcing tree with respect to (w 0 ; T) and with respect to any sequence of queries Q 1 ; :::; Q n . That is, for any sequence of queries, there is at least one sequence of events E 1 ; :::; E n such that E i = (AskQ i ; Tell Resp i ) and for all i 1 K E 1 ; :::; E n ] 6 j = B U s i , for all s i 2 KER SEC (u).
The DB should respond to the user with Resp i for all queries Q i that appear in a given sequence of queries Q 1 ; :::; Q n .
Having shown that security is preservable using yn-dialogs i the user did not initially believe a disjunction of secrets, we now proceed to study the complexity of secure query-answering.
Complexity of Secure Query-Answering
In this section, we brie y address the complexity of query processing in secure deductive databases. We prove (cf. Theorem 5.2 below) that query answering is NP-complete. Note that query processing in logic databases when the set of secrets is empty is also NP-complete. Consequently, the need to preserve security does not increase the computation of query processing to a more intractable complexity class, i.e. both problems are located in the same complexity class, and hence are polynomially reducible to each other.
Furthermore, when only atomic secrets (or even conjunctions of atoms) are considered, and databases are de nite 9 , we prove that query processing is achievable in linear-time even if secrets need to be preserved. Hence, here too, the complexity class of query processing does not increase to a more intractable class.
A warning is in order, though: even though ordinary query processing (without any need to preserve secrets) is located in the same complexity class as that of secure query processing, the algorithmic complexity of the latter is a ected by a linear factor. Theorem 5.2 (Complexity of Secure Query-Answering) Suppose DB is a logic database, and KER SEC(u) is a nite set of secrets. Let (Q 1 ; T 1 ); : : :; (Q i ; T i ) be a yn-dialog such that no secrecy is violated. Then, given as input, a query Q i+1 = Askq i+1 , the problem of answering query Q i+1 so that the user is not led to believe any secret, is NP-complete.
Proof. NP-Hardness The proof is by a reduction to SAT 15] . Suppose C = fc 1 ; : : :; c n g, is a set of propositional clauses (We assume n 2. This assumption leads to no loss of generality as a set consisting of a single clause is always satis able). Let C1 = C ? fc n g and let c n = (`1 _ _`k) where each`i; 1 i k is a propositional literal. Consequently, as this reduction is polynomial-time, it follows that our problem is NP-hard. Membership in NP The problem is clearly in NP because our algorithm can be executed in polynomial time on a non-deterministic Turing machine.
An immediate consequence of the proof of Theorem 5.2 is the following: Corollary 5.1 Suppose DB is a complete database, i.e. for each formula in the underlying propositional language, DB j = or DB j = : . Suppose KER SEC(u) is a nite set of secrets. Let (Q 1 ; T 1 ); : : :; (Q i ; T i ) be a yn-dialog, where each Q i is of the form Askq i where q i is an atom. Furthermore, suppose no secret is violated. Then, given as input a query Q i+1 = Askq i+1 , the problem of answering query Q i+1 so that security is preserved" is NP-complete.
A Horn Database is a nite set of clauses of the form a 1^: : :^a n ! b where a 1 ; : : :; a n ; b are all atoms. It is well-known 22] that if DB is a Horn database, then DB entails no negative atom, i.e. there does not exist an atom c such that DB j = :c. Consequently, in order to infer negative information, we use the \Closed World Assumption" which says that we can conclude :c from DB i DB 6 j = c. Thus, the closed world theory CWT(DB), associated with a Horn Database DB may be de ned to be:
CWT(DB) = DB f:c j c is an atom and c not a logical consequence of DBg.
As CWT(DB) is simply a set of propositional formulas, we may consider CWT(DB) to be a database. It is well-known 21] that the set CWT(DB) is a complete database whenever DB is Horn and only atoms (and conjunctions of atoms) are considered. 2KER SEC (u) :
As Bel(u) is atomic, and as q i+1 is atomic, it follows by Dowling and Gallier's results that this check can be carried out in linear time as well. This completes the argument that the rst case can be solved in linear time. The same reasoning applies for the second case.
Theorem 5.2 and Corollary 5.2 may be viewed as positive results about secure query processing. They basically state that the complexity of secure query processing is not located in a \more intractable" complexity class (they are not PSPACE-complete or EXPTIME-complete, for example) than that of regular query processing.
6 Security in Incomplete Databases: Yes-No-Don't Know Dialogs Most databases are incomplete in the sense that there may be some queries for which the database does not know the answer. As discussed earlier, when the database does not know the answer to a query, it should be able to say \don't know". This ability is captured via yes-no-don't know dialogs. In this section, we show how security in the case of yes-no-don't know dialogs may be characterized. The key technical distinction between yn-dialogs, and ynd-dialogs is that the latter needs the extra modal connective B D which denotes the beliefs of the database. In modal logic, arbitrary alternations of connectives are considered perfectly reasonable. However, in the case of secure deductive databases, this appears to be rather unnecessary. Consequently, we only consider those situations where the user reasons about the database's beliefs, i.e. we are not concerned with any interplay between the modal operators B D and B U except in formulas of the form B U B D where is a propositional w (free of modalities).
When de ning model-theory to handle incomplete databases, the notion of \world" introduced earlier is inadequate because it does not specify the beliefs of the database (which may be incomplete). The notion of \epistemic world" handles this. As in the case of yn-interpretations, there is a notion of a \forcing tree" for ynd-interpretations. Existence of such ynd-forcing trees causes violation of secrets even when the database is allowed to answer \don't know" to user queries.
De nition 6.3 (YND Forcing Tree) Let (e 0 ; T) be a ynd-interpretation, Q = q 1 ; : : :; q n be a sequence of propositional queries, and KER SEC(u) be a set of propositional secrets. A YND forcing tree for KER SEC(u) w.r.t. the ynd-interpretation (w 0 ; T) and Q, is a nite ternary subtree T 0 of T such that:
1. the root of T 0 is the root of T and 2. every node N 2 T 0 at level i < n has three children N 1 , N 2 and N 3 such that the link from N to N 1 is labeled by (Askq i+1 ; Tell q i+1 ), the link from N to N 2 is labeled by (Askq i+1 ; Tell :q i+1 ) and the link from N to N 3 is labeled by (Askq i+1 ; Tell(:B D q i+1^: B D :q i+1 )).
3. For every leaf node L, there exists a formula 2 KER SEC (u) such that for every epistemic world e in the set of epistemic worlds labeling L, it is the case that e j = . For yn-dialogs, the converse of Lemma 5.2 is true (cf. Lemma 5.1 which states that if the user initially believed a disjunction of secrets then s/he has a way to violate security). However, for ynddialogs, this situation is not true. It may turn out that the user initially believed a disjunction of secrets, but the database may still be able to prevent him from violating secrecy by using \don't know" answers. The following example illustrates this.
Example 6.1 Suppose the user knows that either X or Y is an assassin. Suppose also that the user believes that secret information (such as being an assassin) has not been inserted into the database. Then the database can answer \I don't know" both to the question \is X an assassin?" and to the question \is Y an assassin?". The user will not be able to use these answers to conclude that X and/or Y is an assassin.
It turns out that a weaker version of Lemma 5.1 does hold for ynd-dialogs. It says that if the user believed a disjunction, (a 1 _ _ a n ), of secrets when s/he started out and s/he believed that for each secret, a i , in this disjunction, the database had a de nite belief about a i (i.e. the database could not say \don't know"), then the user does have a way of violating security. According to Lemma 6.1, the database can use the same algorithm as in the yn-dialogs (Algorithm 1) to respond to queries and to preserve security. However, by Lemma 6.2, it is clear that by using this algorithm the database will lie more than necessary and will not be maximally cooperative. An open question is how the ynd-dialogs can allow the database to preserve security \better" than yn-dialogs.
Related work
Consider Example 1.2. There, the response \I refuse to answer" is inadequate, because the user may use the database's refusal to respond to infer that a piece of information is secret. This case is explicitly excluded in 26]; hence, their theorems and techniques do not apply to our example. More speci cally, they prove that there exist two systems that give the same answers: one where \X is an assassin" is a secret, and one where \X is not an assassin" is a secret. However, when the framework of 26] is applied to Example 1.2, the user can violate the secret because s/he can infer that the latter system should be excluded.
Our result on yes/no dialogs is easily comparable with the results of 26]. We both prove that, under suitable assumptions, the system can always answer the user's queries without violating any secret. The assumptions we make are complementary to theirs: they restrict the user's reasoning about query rejections, while we impose slightly stronger constraints on the user's initial knowledge about secret facts. We believe our approach is reasonable because we assume that the user is as smart as possible (\perfect reasoner axioms" and \non-forgetfulness"). This seems more reasonable in real life than making assumptions that limit the intelligence of the user.
As we have already pointed out, 26] suggests that the system might arbitrarily withhold answers, in order to prevent the user to make inferences like:
If Q was not a secret, then the system would have answered.
This technique introduces extra secrets, which are independent of the structure of the database and independent of the beliefs/knowledge of the user. Our technique of lying may introduce more secrets, but this happens only when these secrets are logically related to initial secrets. In fact, as can be seen from our algorithms, we only lie when not doing so would cause a secret to be potentially revealed by further questioning by the user. If the user does not know that at least one of A, B, C, D and E is a terrorist (i.e., he cannot logically relate the ve facts), then the system can honestly answer the query \Is X a terrorist?" when X either is A, B or C. The system is forced to lie only when X is D or E, i.e., only when an initial secret is involved. If the user knows that one of A, B, C, D and E is a terrorist, then the system has to lie about one of A, B and C. This shows that new secrets are introduced only when the beliefs of the user necessitate doing so. If the user doesn't know \too much", the system is very cooperative. Therefore, lying is a promising technique when the set of correct answers has to be maximized. Furthermore, there are some applications that require the database to deceive some users by supplying incorrect answers (see 31] for a discussion of the e ectiveness of existing database security techniques for handling such situations.) In such cases, we gives a theoretical foundation for lying, and our approach can be used to preserve the integrity of the lies and provide the database with an algorithm for lying consistently.
There are several other formalizations of security based on modal logics. Although R A and K A intuitively correspond to our operators All and B U , respectively, there are important di erences. As we have already pointed out, B U models the beliefs of the user, rather than his/her knowledge; a technical consequence of this fact is that K A satis es the well-known modal axiom T while B U does not. Furthermore, our operator All is a \diamond"-like possibility modality, as opposed to R A , which is a \box"-like necessity modality. For example, R A satis es both axiom T and the schema R A '^R A ! R A ('^ ) while All satis es none of them.
In 10], the logical framework introduced in 5] is adapted to analyze aggregation problems. To solve this class of problems, the above schema should be invalidated, and hence, the author gives a \diamond"-like de nition of R A . However, since the user is allowed to have only correct beliefs, R A still satis es the modal axiom T, and so it is di erent from All .
In 16], a second order modal logic is adopted, that embodies a probabilistic treatment of possible worlds. Furthermore, in this logic, R A satis es all the axioms of S5.
Su and Ozsoyoglu 27] study how to control inferences that may be drawn by users in multilevel relational DBMSs with integrity constraints. They develop a method to assign security levels to prevent inferences that lead to security violations. In contrast, our work addresses the security problem in deductive databases (as opposed to the more restricted relational model), and develops algorithms that guarantee preservation of secrets (unless the user knew a disjunction of secrets at the beginning).
In addition to the modal logic formalizations of secure databases discussed above, there has also been a good deal of formal work in the area of statistical databases and statistical methods for preserving secrets 1]. In the statistical approach, the users of a database DB, are allowed to inspect functions of DB rather than DB itself; typical functions are COUNT, SUM, PERCENTILE, etc. However, from the global information provided by these functions, it may be possible to infer properties of a speci c individual; if this is the case, then security is violated. There are two classes of approaches to security in statistical databases (SDB's for short), based on query restrictions or data perturbation. Adam and Wortmann 1] conclude that the latter is generally more e ective for SDB's. The two classes of approaches correspond to refuse-to-answers and lies, respectively. After perturbing data, some queries may change their value; the error introduced by the perturbation is called "bias". Bias can be considered acceptable if it can be controlled; the DB administrator should be able to choose the right tradeo between precision and security.
The main di erence between data perturbation and our approach is in their granularity: rst, in SDB's con dential attributes cannot be directly inspected (only global functions of the attributes are available), and second, in our approach, the user has direct access to the database, including con dential attributes; they can be given partial protection, e.g. it is possible to make the jobs of some individuals available, while \hiding" the job of some other individuals at the same time.
Conclusions
During recent years, a great deal of work has been done on enforcing security in traditional databases 13, 12, 6, 7, 18, 30, 29] . A large part of this research has dealt with multilevel security where, intuitively, di erent parts of the database are assigned security \level" and each user is allowed access to certain levels only. Work on developing a formal theoretical foundation for secure databases has developed more slowly. Bancilhon and Spyratos 2] wrote an important paper identifying the key questions that must be asked when attempting to develop a foundation for secure databases. These questions are broad enough to cover not only the traditional relational databases, but also deductive Horn databases, as well as more general models. Sicherman et. al. 26] subsequently extended the work of Bancilhon and Spyratos. Recently, several formalizations of security, based on modal logics, have been explored 5, 10, 16] . The key di erences between our work and 2, 26, 5, 10, 16] is that:
In our framework, we never refuse to answer queries. As shown in the Secret Service example, refusing to answer a query may often allow the user, via meta-reasoning, to violate secrecy. We allow the database to provide incorrect answers when this is the only way to preserve security. An important distinction that must be made is between the user's beliefs (which may be wrong) and his/her knowledge (knowledge is de ned, usually, to be \true belief" in philosophy). In other words, our work deals with the user's beliefs, rather than with his knowledge (as in 2, 26, 5, 10, 16] ). The reason is that we do not wish the user to uncover a secret by using his/her incorrect beliefs.
The key contributions of this paper are: The development of a formal logical foundation of security, and the consequent splitting of the logic into the logic of secrecy which is static, and the logic of interaction, which describes the database-user interactions over a period of time. An important aspect of our semantics is that the degree of intractability of query processing is not increased to a new complexity level (i.e. it is only NP-complete, as opposed to being either PSPACE-complete or EXPSPACE-complete or EXPTIME-complete). The development of an algorithm for answering queries to databases using yn-dialogs, and the proof that secrets may be preserved inde nitely as long as the user did not initially believe a disjunction of secrets. The study, for the rst time, of some of the issues of complexity in secure deductive databases.
A number of the ideas explored in this paper have been suggested, but not explored, in 2, 26]. These include the possibility of lying, and also the concept of meta-security which is called a \secrecy" in 26] .
