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1 Introduction
“Reviewing what you have learned and learning anew, you are fit to be a teacher.” Similarly to this
famous Confucius quote, the present habilitation thesis is devoted to reviewing and deepening the
convergence theory of Krylov subspace eigensolvers. The main thematic area is the convergence
analysis for modern and efficient numerical methods for solving discretized eigenvalue problems
of second-order self-adjoint elliptic partial differential operators. These eigenvalue problems are
of great significance for numerous scientific applications such as the computation of stationary
states in the electronic structure theory [117, 10, 31, 116, 103, 14, 101, 25].
The discretization matrices of the differential operators within this topic are large and sparse,
and only a small subset of the spectrum is of practical interest. Therefore one prefers to use
vector iterations and subspace iterations instead of matrix transformations for the numerical
solution. The basis of almost all vector iterations for solving such matrix eigenvalue problems is
the power method. Proper shifts and preconditioning techniques can accelerate the convergence
toward an eigenvector associated with one of the target eigenvalues. The block implementation
of vector iterations enables the simultaneous approximation of several eigenvectors which span
an invariant subspace associated with the target eigenvalues. The resulting subspace iterations
can prevent convergence deterioration in the case of clustered eigenvalues by setting a sufficiently
large block size. Furthermore, extending vector iterations by previous iterates yields another type
of subspace iterations. The corresponding subspaces can provide more accurate approximate
eigenpairs according to the Courant-Fischer principles.
Many popular eigensolvers are related to Krylov subspaces or block-Krylov subspaces [6]. The
origin is the Lanczos method [59] which deals with eigenvalue problems of real symmetric matrices
and theoretically generates orthonormal basis vectors of a growing Krylov subspace by means
of a three-term recurrence. This classical method is a direct extension of the power method
and usually serves to compute extreme eigenvalues. The numerical stability can be improved by
additional orthogonalization [93]. A special implementation of the Lanczos method for computing
arbitrary eigenvalues has been presented by Cullum and Willoughby in [22, 23]. Therein a three-
term recurrence without additional orthogonalization results in an oversized tridiagonal matrix,
from whose spectrum some acceptable approximate eigenvalues of the original matrix can be
found by subsequent checking. Moreover, applying the Lanczos method to a shifted and inverted
matrix [96] leads to more efficient eigensolvers for computing interior eigenvalues [103]. In general,
the performance of the Lanczos method can be improved significantly by proper modifications
with restarting [43, 19, 127, 128, 118], block implementation [21, 33, 65, 48] and preconditioning
[68, 44, 46, 35]; see also some recent eigensolvers in [30, 66, 63, 69, 120, 64, 119].
In contrast to the active development of Krylov subspace eigensolvers, the corresponding con-
vergence theory remains limited. The Chebyshev type estimates by Kaniel [42], Paige [90], Saad
[98] and Parlett [94] are still state of the art. Partial or indirect improvements have been presented
inter alia in [112, 105, 121, 57, 58, 61, 62], but cannot overcome certain major drawbacks such as
the lengthy forms of several bounds and their dependence on the current (block-)Krylov subspace.
These drawbacks are troublesome for applying the concerned estimates to modern variants of
the Lanczos method, particularly to those restarted iterations which only use low-dimensional
subspaces. Fortunately, some concise estimates by Knyazev [44, 45] about the power method
for an abstract matrix function can be reformulated for basic Krylov subspace eigensolvers and
provide reasonable bounds for restarted iterations. This inspires us to deepen the convergence
theory of Krylov subspace eigensolvers by generalizing Knyazev’s analysis. Some results have
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been presented in [83, 125, 122]. A motivation for these previous works is to extend the geometry-
flavored convergence theory of preconditioned gradient-type eigensolvers [72, 73, 50, 52, 79, 2]
to more efficient variants such as the generalized Davidson method [68] and the locally optimal
block preconditioned conjugate gradient (LOBPCG) method [48]. In this context, the results of
the present habilitation thesis for investigating Krylov subspace eigensolvers are expected to be
combined with a proper interpretation of preconditioning; cf. the recent work [126] on the cluster
robustness of block gradient-type eigensolvers.
1.1 Overview
This thesis aims at analyzing the convergence behavior of four types of Krylov subspace eigen-
solvers for real symmetric matrices, namely, standard Krylov subspace iterations (SK), restarted
Krylov subspace iterations (RK), block-Krylov subspace iterations (BK) and restarted block-
Krylov subspace iterations (RBK). These eigensolvers are designed for generalized matrix eigen-
value problems concerning finite element discretizations of operator eigenvalue problems. How-
ever, the most classical convergence estimates for Krylov subspace eigensolvers are formulated
with respect to standard matrix eigenvalue problems. Therefore we prefer to use some reciprocal
representations (see Subsection 1.4.2) which allow us to simplify the notations in our analysis
and directly compare the new results with the corresponding classical ones. Furthermore, the
achieved estimates can easily be reformulated for generalized matrix eigenvalue problems by
reverse substitutions.
A basic tool of our analysis is, as usual, the polynomial interpretation of (block-)Krylov sub-
spaces. Most estimates make use of Chebyshev polynomials as in the classical analysis, but
considerably improve the applicability for restarted iterations and the accuracy for block it-
erations and clustered eigenvalues. In particular, the dependence of some classical results on
the current (block-)Krylov subspace is avoided by using certain low-dimensional auxiliary sub-
spaces. This yields more practical a priori bounds. Moreover, an ellipsoidal interpretation of
approximate eigenvectors enables sharp estimates for restarted iterations. Therein the bounds
can be represented with two further types of polynomials and are attainable in some limit cases.
Our analysis is accompanied by software development. The investigated Krylov subspace eigen-
solvers and their preconditioned variants can be integrated in our software “Adaptive-Multigrid-
Preconditioned (AMP)Eigensolver” [124] ; see Figure 1.1 for an application example. The theo-
retical results can be demonstrated and compared within various generalized matrix eigenvalue
problems which are generated by adaptive finite element discretizations.
The remaining part of Chapter 1 is devoted to introducing discretized eigenvalue problems of
second-order self-adjoint elliptic partial differential operators together with suitable eigensolvers
including the investigated Krylov subspace eigensolvers. The main part of this thesis containing
new results of our convergence analysis is organized as follows: In Chapter 2, we restate and
compare several classical estimates by Saad [98] and Knyazev [44, 45] for Krylov subspace eigen-
solvers. Their disadvantages and limitations are subsequently discussed concerning restarted and
block iterations. We also review some auxiliary vectors and supplementary arguments which are
useful for overcoming these drawbacks. New estimates for standard Krylov subspace iterations
are presented in Chapter 3. Therein the corresponding angle-dependent estimates from [98] are
improved by avoiding certain ratio-products in the bounds, and several comparable estimates
from [44, 45] are extended to further approximate eigenvalues. In Chapter 4, some angle-free
estimates are presented for restarted Krylov subspace iterations. Their sharpness and the gener-
alization to arbitrarily located initial approximate eigenvalues are discussed on the basis of the
previous works [83, 125]. Chapter 5 deals with block-Krylov subspace iterations and focuses on
their cluster robustness. The analysis makes use of intersections between the initial subspace
and certain invariant subspaces similarly to the work [97] by Rutishauser for investigating the
block power method. This allows us to skip several interior eigenvalues in the analysis so that the
2
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convergence factors are meaningful in the case of clustered eigenvalues. The resulting estimates
improve the corresponding estimates from [98] by modifying the selection of interior eigenvalues
and generalizing an angle-free argument from [44, 45]. Restarted block-Krylov subspace itera-
tions are investigated in Chapter 6. Therein sharp estimates and cluster robust estimates are
derived by constructing auxiliary iterations and applying the results from previous chapters after
some necessary modifications. Chapter 7 includes the introduction of the software “Adaptive-
Multigrid-Preconditioned (AMP)Eigensolver” and several numerical experiments for illustrating
the performance of the investigated eigensolvers accompanied by applicable convergence esti-
mates. Finally, a conclusion of our convergence analysis is given in Chapter 8 together with an
outlook on future research.
Figure 1.1: An application example of the software AMP Eigensolver. Therein the negative Laplace
operator is adaptively discretized on an engraved plate with homogeneous Dirichlet bound-
ary conditions. The adaptive grid refinement is based on the residuals of the approximate
eigenfunctions associated with the four smallest eigenvalues.
1.2 Discretized operator eigenvalue problems
We start with the eigenvalue problem Lu = λu of a second-order self-adjoint elliptic partial
differential operator L on a bounded domain Ω ⊂ Rd, d∈{2, 3}. Therein homogeneous Dirichlet
or Neumann boundary conditions are stated on disjoint subsets of the boundary ∂Ω. Usually
3
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a moderate number of eigenvalues and the associated eigenfunctions need to be determined for
describing e.g. important energy levels of a quantum mechanical system. Analytical solutions
are only known for some simple operators and domains [32]. Numerical methods are thus rec-
ommended in general, whereby an operator eigenvalue problem is typically discretized by the
finite element method. The resulting matrix eigenvalue problems can be treated by appropriate
methods from numerical linear algebra.
First, we shortly introduce the finite difference method for discretizing an operator eigenvalue
problem since this method is easy to implement and still finds application in some recent works
on Krylov subspace eigensolvers such as [63, 120, 64]. Therein the differential operator L is
approximated by a symmetric difference operator L. Setting up the corresponding approximate
equation Lu = λu at suitable mesh points results in a standard matrix eigenvalue problem
Cu = λu. The eigenvector u contains values of the approximate eigenfunction u at the mesh
points, and the matrix C stores the coefficients of L, preferably in a sparse form. However, the
finite difference method is mostly applied to simple domains. Nonequidistant mesh points could
occur in the case of irregular boundaries so that asymmetric and lower-order difference operators
have to be used additionally. The matrix C is thus not always symmetric. Nevertheless, the
consideration of this type of discretized operator eigenvalue problems is usually restricted to the
ideal case that C is a real symmetric matrix.
The finite element method is much more flexible. It has a sound theoretical basis in functional
analysis and can deal with adaptively generated meshes [16]. Therein the approximation of L is
based on a variational formulation
a(u, v) = λ⟨u, v⟩ ∀ v ∈ V
with the bilinear form a(·, ·) associated with L, the L2-inner product ⟨·, ·⟩ and the Hilbert space
V spanned by suitable trial functions. The approximate eigenfunction u can be represented by
a linear combination
∑n
j=1 ξjvj of trial functions v1, . . . , vn which are assigned to certain mesh
vertices and whose supports consist of the corresponding neighbored subdomains. Substituting
u by
∑n
j=1 ξjvj in the equations
a(u, vi) = λ⟨u, vi⟩, i = 1, . . . , n
(called Ritz projection) yields a generalized matrix eigenvalue problem Ax = λMx. Therein the
stiffness matrix A, the mass matrix M and the eigenvector x are given by
(A)ij = a(vj , vi), (M)ij = ⟨vj , vi⟩ and (x)j = ξj ,
respectively. The approximation errors in terms of eigenvalues and eigenfunctions have already
been thoroughly analyzed in various classical works; see [3, 4, 109]. The matrices A and M are
symmetric in the real case due to the self-adjointness of L and the symmetry of a(·, ·) and ⟨·, ·⟩.
Moreover, the coercivity of ⟨·, ·⟩ ensures that M is positive definite. From an algorithmic point
of view, the matrix entries can be evaluated partially in subdomains and then assigned to mesh
vertices and edges. This enables matrix-free routines for computing matrix-vector products.
The essential task in the discretized operator eigenvalue problems Cu = λu and Ax = λMx
is to compute a moderate number of eigenvalues and the associated eigenvectors of the matrix
C or the matrix pair (A,M). For introducing suitable matrix eigensolvers, we only consider the
problem of (A,M) since it is of more practical value and formally includes the problem of a real
symmetric C by setting M to be an identity matrix. A sufficiently fine discretization can produce
very large and sparse matrices. Classical diagonalization methods such as the QR algorithm
usually cannot maintain the sparsity pattern of the matrices. The storage requirement would be
dramatically increased by dense intermediate matrices. In addition, a complete diagonalization
is rather superfluous as only a subset of the spectrum is of practical interest. Vector iterations
and subspace iterations are much more appropriate since they avoid transformations of large
matrices and focus on the computation of target eigenvalues.
4
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For instance, in order to compute an arbitrary target eigenvalue of (A,M), one can use an
invertible shifted matrix Aσ = A − σM with an initial approximate eigenvalue σ as shift and
apply the power method to the matrix product A−1σ M . This generates a sequence of approximate
eigenvectors for the closest eigenvalue to σ provided that σ does not equal the arithmetic mean
of two neighboring eigenvalues. The convergence rate can be described by |λ − σ|/|λ̃ − σ| with
the two closest eigenvalues λ and λ̃ to σ and can thus be bounded away from 1 by selecting a
proper σ. In comparison to this, the convergence rate of some inverse free eigensolvers depends
on the largest eigenvalue in magnitude [53, 35] and has the form 1−O(h2) with the discretization
parameter h.
Consequently, we prefer to use inverse or preconditioned eigensolvers such as the above-
mentioned inverse power method for solving discretized operator eigenvalue problems. Therein
matrix-vector products with A−1σ M can be computed practically by solving linear systems of the
form Aσw = Mv. In particular, one can apply the conjugate gradient method to positive defi-
nite Aσ together with multigrid or multilevel preconditioning [38, 24, 11], e.g., based on a mesh
hierarchy stemming from an adaptive finite element discretization. The positive definiteness of
Aσ means that the shift σ is located on the left-hand side of the spectrum of (A,M) so that the
smallest eigenvalues are target eigenvalues. Moreover, the corresponding task is equivalent to the
computation of the reciprocally largest eigenvalues of (Aσ,M) where the associated eigenvectors
remain the same. Next, negative definite Aσ can be excluded for discretized operator eigenvalue
problems since the largest eigenvalues of the operator are not of practical interest. In the case
that Aσ is indefinite, i.e., for computing some interior eigenvalues of (A,M), the generalized
minimal residual method can be applied together with preconditioning of Aσ by incomplete fac-
torizations [12]. Moreover, the corresponding task can be reformulated as the computation of
the reciprocally largest eigenvalues of the matrix pairs (AσM−1Aσ, Aσ) and (AσM−1Aσ, −Aσ).
Therein the first matrix AσM−1Aσ is positive definite and the associated eigenvectors remain
the same. Another reformulation concerns computing the reciprocally largest eigenvalues of the
matrix pair (AσM−1Aσ, M) whose spectrum consists of the squared eigenvalues of (Aσ,M). In
addition, the eigenvectors of (Aσ,M) or (A,M) can be extracted from the invariant subspaces of
(AσM
−1Aσ, M). These reformulations with more complex matrix pairs do not lead to consider-
ably higher computational costs for inverse eigensolvers since the corresponding linear systems
AσM
−1Aσw = ±Aσv and AσM−1Aσw = Mv can be simplified as systems Aσw = ±Mv and a
system sequence Aσu =Mv, Aσw =Mu.
Furthermore, the reformulated tasks can be gathered under a common roof concerning an ab-
stract problem, namely computing the reciprocally largest eigenvalues and the associated eigen-
vectors of a matrix pair of real symmetric matrices where the first matrix is positive definite;
cf. similar problem settings in [37] on a modification of the Lanczos method. In order to simplify
the notation, (A,M) denotes from now on the matrix pair in this abstract problem, i.e., we
consider the eigenvalue equation
Ax = λMx with symmetric A,M ∈ Rn×n where A is positive definite. (1.1)
Some gradient-type eigensolvers and Krylov subspace eigensolvers aiming at the reciprocally
largest eigenvalues of (A,M) from (1.1) are introduced in the following sections. It is remarkable
that the reciprocally largest eigenvalues are just the smallest positive eigenvalues if the spectrum
has sufficiently many positive elements.
1.3 Gradient-type eigensolvers
We first consider the generalized matrix eigenvalue problem (1.1) in the case that M is also
positive definite. Then all eigenvalues of (A,M) are positive so that the reciprocally largest
eigenvalues are simply the smallest eigenvalues. The smallest one can be approximated iteratively
5
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by applying the power method to the matrix product A−1M and evaluating the Rayleigh quotient




at the iterates. Another fundamental method is the gradient iteration for minimizing the Rayleigh
quotient ρ(·). The minimum of ρ(·) coincides with the smallest eigenvalue of (A,M) and can be
approximated by
x(ℓ+1) = x(ℓ) − ω(ℓ)r(ℓ) with r(ℓ) = Ax(ℓ) − ρ(x(ℓ))Mx(ℓ). (1.3)
Therein the residual r(ℓ) of the iterate x(ℓ) is collinear with the Euclidean gradient ∇ρ(·) of the




An optimal step size ω(ℓ) can implicitly be determined by minimizing ρ(·) in the subspace
span{x(ℓ), r(ℓ)}. This local minimization problem is typically solved by the Rayleigh-Ritz pro-
cedure which restricts the matrix pair (A,M) to span{x(ℓ), r(ℓ)}. Solving the corresponding
eigenvalue problem (V TAV )g = ϑ(V TMV )g with respect to a basis matrix V yields approxi-
mate eigenpairs (ϑ, V g), called Ritz pairs. Subsequently, the next iterate x(ℓ+1) is given by a
Ritz vector associated with the smallest Ritz value.
However, the gradient iteration (1.3) is not recommended for solving discretized operator
eigenvalue problems since its convergence rate would tend to 1 with increasing dimension of the
matrices [51, 75]. In order to accelerate the convergence, one can use a preconditioner T ≈ A−1
and modify (1.3) as the preconditioned gradient iteration
x(ℓ+1) = x(ℓ) − ω(ℓ)Tr(ℓ) with r(ℓ) = Ax(ℓ) − ρ(x(ℓ))Mx(ℓ) (1.4)
which can be interpreted as a gradient iteration with respect to a proper geometry [27]. In
addition, one can implement (1.4) in a block form for computing a number of the smallest
eigenvalues. The preconditioner T is not always needed in an explicit form. The formal matrix-
vector product Tr(ℓ) can be constructed by an approximate solution of the linear system Aw =
r(ℓ). The convergence of the iteration (1.4) for ω(ℓ)=1 or an optimal ω(ℓ) determined by the
Rayleigh-Ritz procedure can be guaranteed by the quality condition
∥I − TA∥A ≤ γ with 0 ≤ γ < 1. (1.5)
Therein the matrix norm is defined with respect to the A-inner product, and I denotes the
(n×n)-identity matrix. The matrix T is not necessarily symmetric [2, 15]. For symmetric T , the
norm ∥I − TA∥A coincides with the spectral radius of I − TA . Moreover, some symmetric and
positive definite preconditioners of the form T = B−1 satisfying the condition
αxTBx ≤ xTAx ≤ β xTBx ∀ x ∈ Rn





which fulfills (1.5) with γ = (β − α)/(β + α). Indeed, this scaling is only required in the
convergence analysis and can be skipped in the implementation since the factor 2/(β + α) can
be merged into the step size.
In the case that M is not necessarily positive definite, the computation of the reciprocally
largest eigenvalues of (A,M) can be reformulated as a maximization problem of the Rayleigh
quotient






with respect to the reverse matrix pair (M,A). A suitable preconditioned gradient iteration is
x(ℓ+1) = x(ℓ) + ω̃(ℓ)T r̃(ℓ) with r̃(ℓ) =Mx(ℓ) − ρ̃(x(ℓ))Ax(ℓ). (1.7)
For positive definite M , (1.7) coincides with (1.4) in the sense that the associated correction
directions are collinear, namely,












Further gradient-type eigensolvers related to (1.4) and (1.7) can systematically be introduced
in a methodical hierarchy.
1.3.1 A methodical hierarchy
A hierarchy of preconditioned iterations for solving discretized operator eigenvalue problems
is suggested in [75] for extending the geometric convergence analysis of a simple eigensolver
from [72, 73, 50] to further eigensolvers such as the gradient iteration (1.4) and the LOBPCG
method [48]. The original formulation [75] starts with a reduction of the generalized matrix
eigenvalue problem (1.1) for positive definite M to the corresponding standard matrix eigenvalue
problem with respect to the M -inner product. We drop this reduction in the following review in
order to highlight the practical forms of the eigensolvers. We prefer to use a similar notational
simplification with respect to the A-inner product in our convergence analysis; cf. the previous
works [81, 82].
The methodical hierarchy from [75] is called “PINVIT” which is the abbreviation for the simple
eigensolver “preconditioned inverse iteration”
x(ℓ+1) = x(ℓ) − Tr(ℓ) with r(ℓ) = Ax(ℓ) − ρ(x(ℓ))Mx(ℓ). (1.8)
Evidently, the iteration (1.8) coincides with the gradient iteration (1.4) if the fixed step size
ω(ℓ)=1 is used. For a systematic review of the PINVIT hierarchy, we denote (1.8) by P1.
The next method P2 improves P1 by minimizing the Rayleigh quotient (1.2) in the subspace
span{x(ℓ), x(ℓ) − Tr(ℓ)} spanned by the current iterate and the one-step result of P1. This
subspace is identical with span{x(ℓ), T r(ℓ)} so that P2 coincides with the optimized version of
the gradient iteration (1.4), also known as the preconditioned steepest descent iteration. In the
further methods Pk with k ≥ 3, the subspace for the local minimization of the Rayleigh quotient
is extended as span{x(ℓ−k+2), . . . , x(ℓ−1), x(ℓ), x(ℓ) − Tr(ℓ)} or equivalently
span{x(ℓ−k+2), . . . , x(ℓ−1), x(ℓ), T r(ℓ)}
by using k−2 previous iterates. The initialization of Pk requires the iterates x(1), . . . , x(k−2)
which can be computed successively by P2, . . . , Pk−1. Then Pk with k ≥ 3 is implemented as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
V (0) = x(0) ;
for ℓ = 0, 1, 2, . . .
(a) compute the Ritz pairs of (A,M) in span{V (ℓ)} and the residual r(ℓ)
of a Ritz vector x(ℓ) associated with the smallest Ritz value,
then check for convergence ;
(b) compute Tr(ℓ) by approximately solving the linear system Aw = r(ℓ) ;
(c) set V (ℓ+1) = [x(0), . . . , x(ℓ), T r(ℓ)] for ℓ < k−2





where orthonormalizing the columns of V (ℓ+1) can improve the stability. The Rayleigh-Ritz









w which can be solved by using the LAPACK routine
DSYGV (depending on further LAPACK routines for Cholesky factorization, Householder tridiag-
onalization and QR algorithm).
Indeed, the implementation (1.9) of Pk turns into a basic version of the generalized Davidson
method [68] by setting V (ℓ+1) = [x(0), . . . , x(ℓ), T r(ℓ)] for each ℓ. In exact arithmetic, P3
coincides with the locally optimal preconditioned conjugate gradient (LOPCG) method, i.e., the
single-vector version of the LOBPCG method [48]. Their implementations can be stabilized
by orthonormalizing basis vectors; cf. [40]. The LOPCG method is a practical variant of the
preconditioned conjugate gradient iteration for solving the linear system (A − λminM)x = 0,
or in other words, for computing an eigenvector associated with the smallest eigenvalue λmin.
Since λmin and the associated eigenvectors are usually not computed separately, one has to use
an approximate eigenvalue instead of λmin, e.g., ρ(x(ℓ)) as in LOPCG. A remarkable convergence
behavior of P3 is that it cannot be accelerated significantly by Pk with k > 3 (even with respect
to the number of outer steps) for typical discretized operator eigenvalue problems such as the
Laplacian eigenvalue problem on a square domain. An acceleration by larger k can be observed
in the case of clustered eigenvalues; cf. the numerical experiments in [123].
The PINVIT hierarchy also includes the block versions of Pk. These are denoted by Pk,s with
the block size s which means that the vector iterates in Pk are generalized as s-dimensional sub-
space iterates. The simplest block method P1,s, also called the preconditioned inverse subspace
iteration, has the form





Therein the columns of the basis matrix X(ℓ) of the current subspace iterate are given by M -
orthonormal Ritz vectors, i.e., (X(ℓ))TMX(ℓ) is the identity matrix Is ∈ Rs×s, and (X(ℓ))TAX(ℓ)
is a diagonal matrix whose diagonal entries are the corresponding Ritz values. In the next
method P2,s, the subspace span{X(ℓ) − TR(ℓ)} is extended as span{X(ℓ), TR(ℓ)} where the
Ritz vectors associated with the s smallest Ritz values are utilized to build the next subspace
iterate. The same approach applied to span{X(ℓ−k+2), . . . , X(ℓ−1), X(ℓ), TR(ℓ)} leads to further
methods Pk,s with k ≥ 3. A practical implementation is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
V (0) = X(0) ;
for ℓ = 0, 1, 2, . . .
(a) compute the Ritz pairs of (A,M) in span{V (ℓ)} and the residuals
r
(ℓ)
1 , . . . , r
(ℓ)
s of M -orthonormal Ritz vectors x
(ℓ)
1 , . . . , x
(ℓ)
s
associated with the s smallest Ritz values, then check for convergence ;
(b) compute Tr(ℓ)j by approximately solving the linear systems
Aw = r
(ℓ)
j , j = 1, . . . , s, then set X
(ℓ) = [x
(ℓ)





1 , . . . , T r
(ℓ)
s ] ;
(c) set V (ℓ+1) = [X(0), . . . , X(ℓ), TR(ℓ)] for ℓ < k−2
or V (ℓ+1) = [X(ℓ−k+2), . . . , X(ℓ−1), X(ℓ), TR(ℓ)] for ℓ ≥ k−2 ;
end
(1.10)
which turns into a block variant of the generalized Davidson method [68] if one always sets
V (ℓ+1) = [X(0), . . . , X(ℓ), TR(ℓ)]. Moreover, P3,s coincides with the LOBPCG method [48].
The above-mentioned eigensolvers from the PINVIT hierarchy are applicable to the generalized
matrix eigenvalue problem (1.1) for positive definite M . If M is not necessarily positive definite,
8
1.3 Gradient-type eigensolvers
one can easily reformulate these eigensolvers with respect to the reverse matrix pair (M,A). For
instance, the block method Pk,s with k ≥ 3 implemented by (1.10) can be reformulated as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
V (0) = X(0) ;
for ℓ = 0, 1, 2, . . .
(a) compute the Ritz pairs of (M,A) in span{V (ℓ)} and the residuals
r̃
(ℓ)
1 , . . . , r̃
(ℓ)
s of A-orthonormal Ritz vectors x
(ℓ)
1 , . . . , x
(ℓ)
s
associated with the s largest Ritz values, then check for convergence ;
(b) compute T r̃(ℓ)j by approximately solving the linear systems
Aw = r̃
(ℓ)
j , j = 1, . . . , s, then set X
(ℓ) = [x
(ℓ)
1 , . . . , x
(ℓ)
s ] ,
T R̃(ℓ) = [T r̃
(ℓ)
1 , . . . , T r̃
(ℓ)
s ] ;
(c) set V (ℓ+1) = [X(0), . . . , X(ℓ), T R̃(ℓ)] for ℓ < k−2
or V (ℓ+1) = [X(ℓ−k+2), . . . , X(ℓ−1), X(ℓ), T R̃(ℓ)] for ℓ ≥ k−2 ;
end
(1.11)









w. It is remarkable that the
reformulation of the simplest method P1 and its block form P1,s requires a modification of the
fixed step size in order to compute the largest eigenvalues of (M,A); cf. [50]. For Pk and Pk,s
with k ≥ 2 one can skip this modification since the associated step sizes are optimized implicitly
by the Rayleigh-Ritz procedure.
1.3.2 Sharp convergence estimates
An innovative feature of the PINVIT hierarchy is the following geometric interpretation of P1
concerning the formula (1.8) for positive definite M . In the case of exact preconditioning T =
A−1, (1.8) turns into a scaled inverse iteration (inverse power method), namely,





This consideration motivates the error propagation formula





for investigating (1.8) in the case of inexact preconditioning T ≈ A−1. Combining (1.12) with
the quality condition (1.5) of T results in the inequality
∥x(ℓ+1) − ρ(x(ℓ))A−1Mx(ℓ)∥A ≤ γ ∥x(ℓ) − ρ(x(ℓ))A−1Mx(ℓ)∥A (1.13)
which means that the next iterate x(ℓ+1) belongs to a ball centred at ρ(x(ℓ))A−1Mx(ℓ) with
respect to the A-norm. This geometric interpretation is fundamental for the derivation of sharp
convergence estimates for (1.8) in [72, 73, 50, 74]. In the case that ρ(x(ℓ)) is located in the
interval (λj , λj+1) between two neighboring eigenvalues arranged in ascending order, a concise










Some special x(ℓ) can be constructed in a two-dimensional invariant subspace associated with λj
and λj+1, with which the inequality in (1.14) turns into an equality in the limit case ρ(x(ℓ))→ λj .
In this sense, (1.14) is a sharp estimate. An earlier and somewhat cumbersome variant of (1.14)
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is strictly sharp in the sense that the equality is attainable without considering any limit cases.
It is worthwhile to note that in earlier works such as [75] the words “asymptotically sharp”
and “nonasymptotically sharp” are used instead of “sharp” and “strictly sharp”. Moreover, the
convergence measure ( · − λj)/(λj+1 − · ) in (1.14) has been applied to various gradient-type
eigensolvers, occasionally in the form (λj − · )/( · − λj+1) if the eigenvalues are arranged in
descending order; cf. [45, 80, 79]. In particular, [45, Theorem 3.3] concerning an abstract two-
stage method is applicable to P1. The corresponding estimate has been improved and extended
by (1.14) regarding the sharpness and the arbitrary eigenvalue interval.
A further geometric interpretation using a cone associated with the ball arising from (1.13)
is suggested for P2 in [75, Section 6.3]. In addition, a conjecture on the convergence rate is













for the special version of P2 with T = A−1. Therein x(ℓ+1) is a Ritz vector associated with the
smallest Ritz value in the subspace
span{x(ℓ), A−1r(ℓ)} = span{x(ℓ), x(ℓ) − ρ(x(ℓ))A−1Mx(ℓ)} = span{x(ℓ), A−1Mx(ℓ)}
(the second equality holds since the positive definiteness of A and M guarantees that ρ(x(ℓ))
is nonzero). This is a small Krylov subspace with respect to A−1M . Indeed, the estimate
(1.15) for j=1 has already been introduced in an equivalent form in [44, 45] where similar
estimates concerning larger Krylov subspaces are derived by means of Chebyshev polynomials.
The sharpness of (1.15) for j=1 is verified in [75] by solving a parameterized optimization
problem stemming from [53]. The proof of (1.15) for arbitrary j ∈ {1, . . . , n−1} is completed in
[80]. Moreover, some arguments from [80] inspire a breakthrough in the convergence theory of













It is remarkable that the first convergence estimate of P2 under its common name “preconditioned
steepest descent iteration” has been presented by Samokish in [102], and restated in an alternative
form in [89]. The main results in [89] are several improved estimates where the convergence














The estimate (1.17) concerns the case that ρ(x(ℓ)) is located in the interval (λ1, λ2), and can
easily be compared with (1.16) for j = 1. By considering the fact κ̃ > κ, (1.16) is more accurate
than (1.17). However, they provide the same bound in the limit case ρ(x(ℓ))→ λ1 and improve
a comparable estimate from [85].
It is challenging to extend the geometric interpretation of P1 to Pk with k ≥ 3, since the
required previous iterates have to be described together with the current iterate. Moreover, even
the extension of the estimate (1.15) to Pk with exact preconditioning T = A−1, called “inverse
iteration” (INVIT) Ik [76], is complicated. In [78], Ik is interpreted as a truncated Krylov
subspace iteration. Therein the relation Tr(ℓ) = A−1r(ℓ) = x(ℓ) − ρ(x(ℓ))A−1Mx(ℓ) implies that
x(ℓ+1) ∈ span{x(0), . . . , x(ℓ), T r(ℓ)} = span{x(0), . . . , x(ℓ), A−1Mx(ℓ)} for ℓ < k − 2,
x(ℓ+1) ∈ span{x(ℓ−k+2), . . . , x(ℓ), T r(ℓ)} ⊆ span{x(0), . . . , x(ℓ), A−1Mx(ℓ)} for ℓ ≥ k − 2.
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In addition, denoting by Kj the Krylov subspace of degree j with respect to the matrix A−1M
and the initial vector x(0), we have
x(1) ∈ span{x(0), A−1Mx(0)} = K2
and, inductively,





⊆ span{x(0), A−1Mx(0), . . . , (A−1M)ℓx(0), (A−1M)ℓ+1x(0)} = Kℓ+2.
Thus the smallest Ritz value ϑmin in Kℓ+2 is a better approximation of the smallest eigenvalue in
comparison to ρ(x(ℓ+1)). Due to the empirical argument that Ik with k ≥ 3 cannot be accelerated
significantly by increasing k, one can assume that ρ(x(ℓ+1)) is almost as good as ϑmin so that the
estimates on ϑmin are asymptotically applicable to ρ(x(ℓ+1)). In this sense, some Chebyshev type
estimates have been derived in [78] based on classical results from [98, 94] and serve as indirect
estimates on ρ(x(ℓ+1)). However, these estimates are less meaningful in the case of clustered
eigenvalues where ϑmin could be considerably better than ρ(x(ℓ+1)). Therefore we prefer to
investigate certain iterations which extract, similarly to Ik with k ≥ 3, approximate eigenvalues
from a series of k-dimensional subspaces within Kℓ+2. In particular, we are interested in the
convergence behavior of restarted Krylov subspace iterations, and have derived sharp estimates
on Ritz vectors and Ritz values in [83, 125] toward the completion of the convergence analysis
of Pk.
Furthermore, the convergence behavior of the block method Pk,s can be analyzed by observing
certain auxiliary vector iterations which are similar to Pk [71]. Such an analysis applied to P1,s







γ + (1− γ) λj
λj+1
)2 ϑ(ℓ)i − λj
λj+1 − ϑ(ℓ)i
. (1.18)
Therein ϑ(ℓ)i , ϑ
(ℓ+1)
i denote the ith Ritz values in ascending order in the consecutive subspace
iterates span{X(ℓ)}, span{X(ℓ+1)}, and ϑ(ℓ)i is assumed to be located in the interval (λj , λj+1).
In [82], we have generalized the estimate (1.16) for P2 to the block method P2,s by using a
minimax theorem [104, 95]. However, these generalized estimates are not suitable for interpreting
the well-known cluster robustness of block eigensolvers. For instance, if the eigenvalues λj and
λj+1 are very close to each other, (1.18) only shows a slight reduction of the Ritz value. In
[126], we have derived a cluster robust estimate for P1,s based on an alternative interpretation
of preconditioning similarly to [84]. This estimate possesses a simpler form and requires a weaker
assumption in comparison to the corresponding estimates from [17, 86]. In order to complete the
convergence analysis of Pk,s, we prefer to begin with some relevant Krylov subspace eigensolvers;
cf. [81, 122].
Additionally, the above-mentioned convergence estimates can easily be modified in the case
that M is not necessarily positive definite, i.e., for the reformulated Pk,s which computes the
















Therein the eigenvalues and the Ritz values of (M,A) are arranged in descending order.
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1.4 Krylov subspace eigensolvers
There is a wide range of Krylov subspace methods for solving matrix eigenvalue problems and
the related linear systems; see [59, 28, 99, 113, 36, 92, 60, 5, 29, 8, 9, 1, 41, 55, 13, 26]. We aim
at investigating several methods concerning the convergence analysis of the PINVIT hierarchy
for solving the generalized matrix eigenvalue problem (1.1). These eigensolvers serve to compute
a moderate number of the reciprocally largest eigenvalues (or the smallest positive eigenvalues
where appropriate; cf. the end of Section 1.2) of (A,M) and the associated eigenvectors. They
generate Krylov subspaces or block-Krylov subspaces with respect to the matrix product A−1M
which can be denoted by
Kk(x) = span{x, A−1Mx, . . . , (A−1M)k−1x} (1.19)
with the initial vector x, or
Kk(X) = span{X, A−1MX, . . . , (A−1M)k−1X} (1.20)
with a basis matrix X of the initial subspace X . The Krylov subspace (1.19) can be built up
successively by an invert-Lanczos process⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
v1 = x/∥x∥A ; w =Mv1 ; α1 = vT1 w ;
w = A−1w − α1v1 ; β1 = ∥w∥A ; i = 1 ;
while |βi| > ε and i < k
vi+1 = w/βi ; i = i+ 1 ; w =Mvi ; αi = v
T
i w ;
w = A−1w − αivi − βi−1vi−1 ; βi = ∥w∥A ;
end
(1.21)
where A−1w is computed by solving the corresponding linear system. The process (1.21) de-
termines a basis matrix V consisting of A-orthonormal basis vectors v1, . . . , vimax . Moreover,
V TMV is a symmetric tridiagonal matrix with α1, . . . αimax as diagonal entries and β1, . . . βimax−1









w from the Rayleigh-Ritz procedure applied to the reverse matrix pair (M,A) has an
ideal form and can be handled directly by a shifted QR algorithm. The resulting Ritz vectors
of (M,A) associated with Ritz values ϑ̃ can be extracted as Ritz vectors of (A,M) associated
with Ritz values ϑ̃−1 (including infinity). Similarly, the block-Krylov subspace (1.20) can be
constructed by a block invert-Lanczos process. Therein A-orthonormal basis vectors are deter-
mined together with a block-tridiagonal matrix. However, the theoretical orthogonality is often
destroyed due to rounding errors [91]. Additional orthogonalization can stabilize the process.
Alternatively, one can construct (block-)Krylov subspaces by using residuals of Ritz vectors;
cf. variants of the Davidson method [68, 67, 70, 20, 107, 87, 88] and the implementation (1.11)
of a reformulated Pk,s.
1.4.1 Classification
In order to classify typical Krylov subspace eigensolvers for computing the reciprocally largest
eigenvalues of the matrix pair (A,M) from (1.1), we denote by RR(K, s) the Rayleigh-Ritz
procedure which extracts A-orthonormal Ritz vectors of (A,M) in a given subspace K ⊆ Rn
associated with the s reciprocally largest Ritz values. We consider the following four types based
on an overview from [6] :





with increasing k > s, (1.22)
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with fixed k > s and fixed c ∈ [s, k), (1.23)





with increasing k, (1.24)





with fixed k and fixed c ≥ s. (1.25)
The type SK uses a Krylov subspace Kk(x(0)) of increasing degree k > s. The s reciprocally
largest Ritz values ϑ(k)1 , . . . , ϑ
(k)
s in Kk(x(0)) form the sequences (ϑ(k)i )k∈N, i = 1, . . . , s, which
are reciprocally nondecreasing according to the Courant-Fischer principles applied to the reverse
matrix pair (M,A). Moreover, the limits of (ϑ(k)i )k∈N are the s reciprocally largest of all those
distinct eigenvalues for which the eigenprojections of the initial vector x(0) are nonzero. A
pseudorandom x(0) usually has no zero eigenprojections so that the limits are simply the s
reciprocally largest distinct eigenvalues.
The type RK uses a series of Krylov subspaces of fixed degree k > s in order to reduce the
storage requirement. The construction of the next Krylov subspace Kk(x(ℓ+1)) depends on the
c reciprocally largest Ritz values in the current Krylov subspace Kk(x(ℓ)). A properly selected
c ∈ [s, k) can ensure a sufficiently large distance between the sth and the (c+1) th reciprocally
largest eigenvalues so that the iterations are cluster robust. The next initial vector x(ℓ+1) does
not need to be determined explicitly. Instead, one can first construct the Krylov subspace
Kc(x(ℓ+1)) of degree c and subsequently extend it as Kk(x(ℓ+1)). For constructing Kc(x(ℓ+1)),
one can utilize Ritz vectors in Kk(x(ℓ)) associated with the c reciprocally largest Ritz values or
implement a shifted QR algorithm with the remaining Ritz values as shifts; cf. the thick-restart
Lanczos method [118] and the implicitly restarted Lanczos method [19] related to [106].
The types BK and RBK analogously generate a growing block-Krylov subspace or a series of
block-Krylov subspaces. A benefit of BK and RBK is that they can determine entire eigenspaces
associated with multiple eigenvalues provided that the dimension of the initial subspace is suffi-
ciently large. In contrast to this, SK and NK can only determine the nonzero eigenprojections of
the initial vector which correspond to one-dimensional subspaces within the eigenspaces. More-
over, the block implementation generally improves the cluster robustness; cf. the analysis of the
block power method in [97].
For analyzing the convergence behavior of these Krylov subspace eigensolvers, we prefer to
denote the eigenvalues of (A,M) together with the associated eigenspaces or eigenvectors in two
different ways.
Notation 1.1. Consider a matrix pair (A,M) of symmetric matrices A,M ∈ Rn×n where A
is positive definite. Its distinct eigenvalues λ1, . . . , λm are arranged in reciprocally descending
order, i.e., λ−11 > · · · > λ−1m . Let W1, . . . , Wm be the associated eigenspaces, and denote by Pi
the eigenprojector on Wi for i = 1, . . . ,m.
Notation 1.2. Consider a matrix pair (A,M) of symmetric matrices A,M ∈ Rn×n where A is
positive definite. Its eigenvalues λ1, . . . , λn are arranged in reciprocally descending order, i.e.,
λ−11 ≥ · · · ≥ λ−1n . Let w1, . . . , wn be A-orthonormal eigenvectors associated with λ1, . . . , λn,
and denote by Pi the eigenprojector on span{wi} for i = 1, . . . , n.
The eigenprojector Pi in Notations 1.1 and 1.2 is an A-orthogonal projector and can be con-






















Notation 1.1 is particularly suitable for SK and NK since therein the iterates belong to
an invariant subspace spanned by the eigenprojections Pix(0) of the initial vector x(0) to the
eigenspaces Wi. A similar description “eigenprojections of the initial subspace X (0)” for BK and
RBK is not always meaningful since X (0) can have a higher dimension than some eigenspaces.
Instead, A-orthogonal projections of X (0) to invariant subspaces can easily be defined by using
Notation 1.2, e.g., (P1 + · · ·+ Pc)X (0) with c ≥ dimX (0).
1.4.2 Reciprocal representations
In order to simplify our convergence analysis, we represent the generalized matrix eigenvalue
problem (1.1) by a standard matrix eigenvalue problem Hy = λ−1y based on the substitution
H = A−1/2MA−1/2, y = A1/2x (1.26)
as in our previous works [83, 125, 122]. Therein the square roots A−1/2 and A1/2 of the symmetric
and positive definite matrices A−1 and A only serve as auxiliary matrices in the substitution.
They are not required in our convergence estimates or for the numerical implementation of the
considered eigensolvers. Moreover, H is evidently real symmetric, and possesses the positive
definiteness in the case that M is positive definite, namely,
w ∈ Rn\{0} ⇒ A−1/2w ∈ Rn\{0} ⇒ wTHw = (A−1/2w)TM(A−1/2w) > 0.
We call the affiliated representations of vectors and subspaces reciprocal representations by
considering the fact that the eigenvalues of H are reciprocals of the eigenvalues of (A,M). We
first introduce the reciprocal representations of Krylov subspaces and block-Krylov subspaces.
Based on the reformulation
A1/2(A−1M)ix = (A−1/2MA−1/2)i(A1/2x) = H iy, i = 0, 1, . . . , k − 1,
the Krylov subspaces from (1.19) are represented by
A1/2Kk(x) = A1/2span{x, A−1Mx, . . . , (A−1M)k−1x} = span{y, Hy, . . . , Hk−1y},
i.e., by Krylov subspaces with respect to the matrix H. We denote them by
K̂k(y) = span{y, Hy, . . . , Hk−1y} = A1/2Kk(x). (1.27)
Analogously, by using Y = A1/2X, the block-Krylov subspaces from (1.20) are represented by
K̂k(Y ) = span{Y, HY, . . . , Hk−1Y } = A1/2Kk(X). (1.28)
The reciprocal representations of the Ritz vectors in Kk(x) and Kk(X) can be described together
in the following more general form.
Remark 1.3. With the substitution (1.26), the Rayleigh-Ritz procedure with respect to (A,M)
and the basis matrix V of a given subspace K ⊆ Rn corresponds to the Rayleigh-Ritz procedure


























w. Thus a Ritz pair (ϑ, v) of (A,M) in K corresponds
to a Ritz pair (θ, u) of H in K̂ by setting θ = ϑ−1 and u = A1/2v.
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Consequently, the four types of Krylov subspace iterations introduced in Subsection 1.4.1 can
be represented by using the Rayleigh-Ritz procedure R̂R (K̂, s) which extracts orthonormal Ritz
vectors of H in a given subspace K̂ ⊆ Rn associated with the s largest Ritz values. The resulting















with increasing k, (1.29c)




with fixed k and fixed c ≥ s. (1.29d)
Furthermore, we reformulate Notations 1.1 and 1.2 with respect to H. The eigenvalues of H
can be denoted by µi = λ−1i with eigenvalues λi of (A,M). The associated eigenspaces and
eigenvectors of H are given by
Zi = A1/2Wi and zi = A1/2wi (1.30)
with eigenspaces Wi and eigenvectors wi of (A,M).
Notation 1.4. Consider a symmetric matrix H ∈ Rn×n together with its distinct eigenvalues
µ1 > · · · > µm and the associated eigenspaces Z1, . . . , Zm. Denote by Qi the eigenprojector on
Zi for i = 1, . . . ,m.
Notation 1.5. Consider a symmetric matrix H ∈ Rn×n together with its eigenvalues µ1 ≥ · · · ≥
µn. Let z1, . . . , zn be orthonormal eigenvectors associated with µ1, . . . , µn, and denote by Qi
the eigenprojector on span{zi} for i = 1, . . . , n.
The eigenprojector Qi in Notations 1.4 and 1.5 is an orthogonal projector and can be con-




















1.4.3 Convergence measures and basic properties
Our convergence analysis focuses on the four types of Krylov subspace iterations introduced
in Subsection 1.4.1 concerning the matrix pair (A,M) with Notations 1.1 and 1.2. The central
estimates are formulated for their reciprocal representations listed in (1.29) concerning the matrix
H with Notations 1.4 and 1.5 so that these estimates can easily be compared with some classical
estimates. The associated convergence measures and some basic properties are introduced below.
With Notation 1.1, the initial vector x of a Krylov subspace Kk(x) defined in (1.19) can
be represented by x =
∑m
i=1 Pix with its eigenprojections Pix. Then Kk(x) is a subset of
the invariant subspace spanned by all those nonzero Pix. Each nonzero Pix is an eigenvector
associated with the eigenvalue λi, and can be approximated by a Ritz vector in Kk(x). With
Notation 1.2, the invariant subspace span{w1, . . . , ws} can be approximated by an s-dimensional
subspace within a block-Krylov subspace Kk(X ) defined in (1.20) in the case that the projection
(P1 + · · ·+ Ps)x of each x ∈ X\{0} is nonzero.
The approximation of such eigenvectors and invariant subspaces can be measured in terms of
trigonometric values of A-angles or Euclidean angles. A general definition is as follows:
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1 Introduction
Definition 1.6. Let Ψ ∈ Rn×n be a symmetric and positive definite matrix. Denote by (· , ·)Ψ
and ∥ · ∥Ψ the corresponding Ψ-inner product and Ψ-norm, i.e.,
(u, v)Ψ = u
TΨ v = vTΨu and ∥u∥Ψ = (u, u)1/2Ψ for u, v ∈ R
n.
Then, concerning arbitrary nonzero vectors u, v ∈ Rn and subspaces U ,V ⊆ Rn with 1 ≤ dim U ≤
dimV, the following Ψ-angles are defined:





, ∠Ψ(u,V) = min
v∈V\{0}
∠Ψ(u, v),
























⏐⏐ tan∠Ψ(u, v) ⏐⏐, tan∠Ψ(U ,V) = max
u∈U\{0}
tan∠Ψ(u,V),
∠Ψ(v, u) = ∠Ψ(u, v), ∠Ψ(V , U) = ∠Ψ(U ,V) if dim U = dimV.
(1.32)

















where arctan(∞) = 12π is added for completeness. If Ψ is the identity matrix I ∈ R
n×n, the
above Ψ-terms are Euclidean terms, and are thus denoted by (· , ·)2, ∥ · ∥2, ∠2(· , ·), respectively.
Based on Definition 1.6, certain coefficient ratios of approximate eigenvectors can be inter-
preted as trigonometric values. For instance, we consider an arbitrary nonzero vector x̃ from
the Krylov subspace Kk(x) and denote by τ the index set of all nonzero eigenprojections Pix
of the initial vector x. Normalizing these nonzero eigenprojections with respect to ∥ · ∥A yields
A-orthonormal eigenvectors wi=Pix/∥Pix∥A. Then Kk(x) is a subset of span{wj ; j ∈ τ} so
that x̃ belongs to span{wj ; j ∈ τ} and can be represented by x̃ =
∑
j∈τ αjwj with coefficients

























In addition, Definition 1.6 can be applied to the conversion of A-angles concerning the matrix
pair (A,M) into Euclidean angles concerning the matrix H and vice versa. The conversion makes
use of the equivalence








for arbitrary nonzero vectors u, v ∈ Rn and their reciprocal representations û = A1/2u, v̂ = A1/2v
based on the substitution (1.26). Consequently, the A-angles between two objects with Notation
1.1 coincide with the Euclidean angles between the corresponding reciprocal representations with
Notation 1.4. For instance, we consider an arbitrary basis Wi of the eigenspaceWi from Notation
16
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1.1 together with its reciprocal representation Zi=A1/2Wi which is a basis of the eigenspace
















i.e., Qiy is the reciprocal representation of Pix. Moreover, K̂k(y) is the reciprocal representation









holds. In the case that M is positive definite, Definition 1.6 is also applicable to the conversion
between M -angles and H-angles based on the equivalence









= (û, v̂)H .
Furthermore, the approximation of eigenvalues can be measured in terms of relative positions
in eigenvalue intervals. As an example, we consider the convergence measure (µi− · )/( · −µi+1)
concerning the interval (µi+1, µi) which is compatible with Notations 1.4 and 1.5. Typically, we
apply this measure to a Ritz pair (θ, u) of H in a subspace K̂ ⊆ Rn. As mentioned in Remark 1.3,
(θ, u) can be used as the reciprocal representation of a Ritz pair (ϑ, v) of (A,M) in a subspace
K ⊆ Rn based on the relations K̂ = A1/2K, θ = ϑ−1 and u = A1/2v. Then, by considering that
µi and µi+1 correspond to reciprocals of the eigenvalues λi and λi+1 of (A,M) in Notations 1.1














for θ ∈ (µi+1, µi). This suggests equivalent convergence measures for a Ritz value ϑ of (A,M).
Additionally, in order to compare ϑ with an improved Ritz value ϑ′, we can use the corresponding
















Moreover, we prefer to use the convergence measure ( · − λi)/(λi+1 − · ) in the case that M is
positive definite; cf. the estimate (1.14) for the PINVIT method P1. Therein one can denote
the Ritz values ϑ, ϑ′ of (A,M) by ρ(v), ρ(v′) with the associated Ritz vectors v, v′ and the
Rayleigh quotient ρ(·) defined in (1.2). Then, by using the reciprocal representations u = A1/2v,
u′ = A1/2v′ and the Rayleigh quotient















= ϑ−1 = θ,






















Finally, we introduce the Chebyshev polynomials (of the first kind) which are frequently used





















for ξ ∈ (−∞,−1) ∪ (1,∞)
(1.35)




Tt(ξ) > 0 for ξ ≥ 1 and |Tt(ξ)| ≤ 1 ⇔ |ξ| ≤ 1. (1.36)
For investigating Krylov subspace eigensolvers, one can define a type of shifted Chebyshev poly-
nomials concerning nontarget eigenvalues in order to construct certain auxiliary vectors. For
instance, if µs+1, . . . , µm are nontarget eigenvalues of the matrix H with Notation 1.4, we can











p(α) > 0 for α ≥ µs+1 and |p(α)| ≤ 1 ⇔ µs+1 ≥ α ≥ µm.
In particular, it holds that
p(µl) ≥ p(µs) > 1 ∀ l ∈ {1, . . . , s}, and |p(µl)| ≤ 1 ∀ l ∈ {s+1, . . . ,m}



























2 Classical convergence estimates for Krylov
subspace eigensolvers
The research on the convergence analysis for Krylov subspace eigensolvers began more than six
decades ago. In 1951, Hestenes and Karush analyzed in their work [39] the convergence behavior
of several variants of the Rayleigh quotient gradient iteration for computing some eigenpairs
of a real symmetric matrix. An extended iteration corresponding to the Lanczos method [59]
was investigated in [39, Sections IX, X, XI]. The resulting asymptotic convergence estimate is
somewhat suboptimal since it requires an assumption on the fixed step size of an auxiliary
gradient iteration.
As the nowadays common ingredients for analyzing the convergence behavior of Krylov sub-
space eigensolvers, the Chebyshev polynomials were first suggested by Kaniel [42] in 1966, par-
tially based on Stiefel’s work [108]. A collection of classical Chebyshev type estimates for stan-
dard Krylov subspace iterations was presented by Parlett [94, Section 12.4]. Therein Kaniel’s
estimates from [42] with corrections by Paige [90] were compared with similar estimates from
Saad’s work [98, Section 2]. Parlett preferred Saad’s estimates on the basis of the numerical
tests in [94, Section 12.5]. The central part of these classical estimates is the Chebyshev factor
[Tk−i(1 + 2γi)]
−1 with a Chebyshev polynomial Tk−i(·) defined in (1.35) and an eigenvalue gap
ratio γi > 0, depending on the degree k of the corresponding Krylov subspace and the index i of
the considered eigenpair. This factor decreases rapidly with k provided that γi is bounded away
from zero. However, γi is close to zero for clustered eigenvalues. In this case, a refined Chebyshev
factor [Tk−i−t(1 + 2γ̃i)]−1 with γ̃i ≫ 0 can be constructed by using an auxiliary vector which is
orthogonal to an invariant subspace associated with t clustered eigenvalues; cf. [98, Theorem 4].
Nevertheless, some further and possibly large factors in the estimates cannot be refined in this
way. Thus these classical estimates can only provide meaningful bounds for sufficiently large k,
and are less suitable for low-dimensional Krylov subspaces arising from restarted Krylov subspace
iterations. Furthermore, these classical estimates can be generalized to block-Krylov subspace
iterations; cf. Saad’s work [98, Section 3]. The resulting estimates also have the drawback that
some possibly large factors prevent a reasonable application to restarted iterations. It is worth
mentioning that some Chebyshev type estimates presented by Knyazev [44, 45] do not require
any factors other than the Chebyshev factors, and provide significantly better bounds in certain
cases. This inspires us to improve Saad’s estimates by generalizing Knyazev’s analysis.
This chapter is devoted to reviewing the classical Chebyshev type estimates and showing the
necessity of improving them. We focus on the standard matrix eigenvalue problem Hy = µy
with Notations 1.4 and 1.5. In the case that H is positive definite, one can additionally derive
estimates in terms of H-angles.
In Section 2.1, we restate and compare the classical estimates by Saad [98] and Knyazev [44, 45].
Their disadvantages and limitations are discussed concerning restarted and block iterations.
Some auxiliary vectors are reviewed in Section 2.2 based on the analysis from [98] in order
to discover the causes of suboptimal bounds. Moreover, in Section 2.3, several supplementary
arguments from [44, 45] which serve as tools for deriving new estimates in further chapters are
formulated in lemmas with more direct and elementary proofs. In addition, an overview of some
improvements of the classical estimates is given concerning the four types of Krylov subspace
eigensolvers introduced in Subsection 1.4.1.
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2.1 Classical estimates by Saad and Knyazev
We review and reformulate the classical estimates from [98, 44, 45] with Notations 1.4 and 1.5.
For the sake of simplicity, the Krylov subspaces K̂k(y) and the block-Krylov subspaces K̂k(Y )
defined in (1.27) and (1.28) are denoted by K within the associated theorems. We slightly modify
Saad’s estimates from [98] concerning the trigonometric representation of some coefficient ratios;
cf. [94, Theorem 12.4.1] by Parlett. Furthermore, Knyazev’s estimates from [44, 45] were not
directly formulated for Krylov subspace eigensolvers, but for some abstract iterations which
can be regarded as slower variants of the corresponding Krylov subspace eigensolvers. For the
reader’s convenience, we provide a direct formulation.
2.1.1 Saad’s estimates
We start with the analysis of standard Krylov subspace iterations and summarize the estimates
from [98, Theorems 1, 3 and 2] in the following theorem.
Theorem 2.1. With Notation 1.4, consider a Krylov subspace
K = span{y,Hy, . . . ,Hk−1y}
with the initial vector y ∈ Rn\{0}, and assume that the eigenprojection Qiy is nonzero for an
index i < k. Then it holds, in terms of the normalized eigenprojection zi = Qiy/∥Qiy∥2, the
invariant subspace Z = Z1⊕ · · · ⊕Zi , the gap ratio γi = (µi− µi+1)/(µi+1− µm) (where µm is














Moreover, let u1, . . . , uk be orthonormal Ritz vectors of H in K associated with the Ritz values
θ1 ≥ · · · ≥ θk, and denote by P the orthogonal projector on K. Assume that the distance












Combining (2.2) with (2.1) yields a Chebyshev type estimate on the Ritz vector ui. In addition,
a Chebyshev type estimate on the Ritz value θi reads






where θi−1 > µi is assumed in the case i > 1.
The estimates in Theorem 2.1, although can be formulated for arbitrary i up to k− 1, are of




Qjy22/Qiy22 )1/2 which was overestimated by(∑
j∈{1,...,m}\{i}
Qjy22/Qiy22 )1/2 = tan∠2(y, zi)
in [98]. The Chebyshev factor [Tk−i(1 + 2γi)]−1 depends on the degree k of the Krylov subspace
K, and decreases rapidly with k for γi ≫ 0. However, if µi and µi+1 belong to a cluster of
eigenvalues, γi is close to zero so that [Tk−i(1 + 2γi)]−1 results in weak bounds. For this reason,
Saad suggested a refinement in [98, Theorem 4, Corollary 3] which can be reformulated as follows.
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Theorem 2.2. With the settings from Theorem 2.1, consider the case that the interior eigen-
values µi, . . . , µi+t are clustered for i+ t < k, but bounded away from µi+t+1. Then it holds, in

























































In comparison to the formulation in [98], we emphasize the property ỹ ̸= 0 concerning the
definition of the angles ∠2(ỹ,Z) and ∠2(ỹ, zi). This property is ensured by the assumption Qiy ̸=









is nonzero because of Qiy ̸= 0 and the fact that the concerned eigenvalues are distinct. The
estimates (2.4) and (2.5) are refined forms of the estimates (2.1) and (2.3). The auxiliary vector ỹ
is orthogonal to the eigenspaces associated with the t clustered eigenvalues µi+1, . . . , µi+t. Thus
these eigenvalues can be skipped in the derivation of the estimates, and a better Chebyshev
factor with γ̃i ≫ 0 is achieved. The trigonometric ratio sin∠2(ỹ,Z)/ cos∠2(ỹ, zi) coincides
with the tangent value in the estimate [98, (2.24)] which concerns the angle between zi and
the orthogonal projection of ỹ to Zi ⊕ · · · ⊕ Zm . Nevertheless, the estimates (2.4) and (2.5)
still contain some ratio-products which are large if µi−1 or θi−1 is close to µi. Thus meaningful
bounds could only be achieved for sufficiently large k, and one has to use other approaches for
deriving suitable estimates for low-dimensional Krylov subspaces arising from restarted Krylov
subspace eigensolvers.
Next, we discuss the estimates from [98, Theorems 5 and 6] for investigating block-Krylov
subspace iterations.
Theorem 2.3. With Notation 1.5, consider a block-Krylov subspace
K = span{Y,HY, . . . ,Hk−1Y }
with a basis matrix Y ∈ Rn×s of the initial subspace Y, and assume that the multiplicity of each
eigenvalue of H does not exceed s. If the orthogonal projections of the eigenvectors zi, . . . , zi+s−1
to Y are linearly independent for an index i < k, then there exists a unique vector ỹ ∈ Y satisfying
ỹT zi = 1 and ỹT zj = 0 for each j ∈ {i+1, . . . , i+ s− 1}. By using ỹ as an auxiliary vector, it
holds, in terms of the set σi of all distinct eigenvalues larger than µi, the cardinality #σi of σi,
the invariant subspace Z = span{z1, . . . , zi}, the gap ratio γi = (µi − µi+s)/(µi+s − µn), and the















2 Classical convergence estimates for Krylov subspace eigensolvers
Moreover, let u1, . . . , uk̂ be orthonormal Ritz vectors of H in K associated with the Ritz values
θ1 ≥ · · · ≥ θk̂ with k̂ = dimK. Denote by τ the index set of all eigenvalues of H which are equal to
µi, and by P the orthogonal projector on K. Assume that the distance δi = minj∈{1,...,k̂}\τ |µi−θj |
is nonzero. Then it holds that
sin2∠2
(













Combining (2.7) with (2.6) yields a Chebyshev type estimate on Ritz vectors which approximate
eigenvectors associated with µi, or associated with a multiple eigenvalue equal to µi. In addition,
it holds, in terms of the set σ̃i of all distinct Ritz values larger than θi, and the cardinality #σ̃i
of σ̃i, that










where θi−1 > µi is assumed in the case i > 1.
The auxiliary vector ỹ in Theorem 2.3 plays a similar role as the ỹ in Theorem 2.2, namely,
it allows us to select a sufficiently large gap ratio so that the corresponding Chebyshev factor is
reasonable. The sets σi and σ̃i were described in [98] as sets of the first i− 1 distinct eigenvalues
or Ritz values. However, if these first i− 1 distinct values are not all simple, then some elements





µ−µi could be infinite or negative. This description is corrected in
Theorem 2.3 by omitting the number of distinct values. In the case that #σi = #σ̃i = i− 1,







θj−µi , respectively, which are similar to those in Theorems 2.1 and 2.2.
Moreover, if µi is close to some elements of σi or σ̃i, then the ratio-products become large. Thus
meaningful bounds demand sufficiently large k, and low-dimensional block-Krylov subspaces have
to be analyzed in another way.
2.1.2 Knyazev’s estimates
In [44, 45], Knyazev provided several elegant convergence estimates for two abstract iterations
where the power method and the block power method are applied to a matrix function. Some
estimates are indirectly applicable to Krylov subspace iterations by using the Courant-Fischer
principles; cf. [45, Sections 1.4, 2.4]. In particular, the estimates [45, (1.10), (1.9), (1.3)] can be
applied to standard Krylov subspace iterations. We reformulate these estimates in comparison
to Saad’s estimates from Theorem 2.1.
Theorem 2.4. With the settings from Theorem 2.1, it holds that
µ1 − θ1
θ1 − µm
≤ [Tk−1(1 + 2γ1) ]−2 tan2∠2(y, z1). (2.9)
In addition, if µ(y) > µ2, then
µ1 − θ1
θ1 − µ2








Combining (2.11) with (2.9) or (2.10) yields a Chebyshev type estimate on the Ritz vector u1.
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Theorem 2.4 only deals with the index i=1 which is of interest for a simply restarted Krylov








⎞⎠2 = [Tk−1(1 + 2γ1) ]−2 tan2∠2(y, z1)
of (2.3) because of µ1−θ1µ1−µm ≤
µ1−θ1
θ1−µm . A significant improvement can be made by (2.10) provided
that tan2∠2(y, z1) is large. For further restarted Krylov subspace iterations, it is desirable to
generalize Theorem 2.4 to arbitrary indices and to refine the Chebyshev factors similarly to
Theorem 2.2.
Next, for block-Krylov subspace iterations, we summarize the estimates [45, (2.20), (2.22),
(2.9), (2.7)] in the following theorem.
Theorem 2.5. With the settings from Theorem 2.3, consider the case that the s largest eigen-
values are distinct. Then it holds, in terms of the invariant subspace Z = span{z1, . . . , zs}, the
gap ratio γi = (µi − µs+1)/(µs+1 − µn), and the Chebyshev polynomial Tk−1(·), that
µi − θi
θi − µn
≤ [Tk−1(1 + 2γi) ]−2 tan2∠2(Y ,Z), i = 1, . . . , s. (2.12)
In addition, denote by η1 ≥ · · · ≥ ηs the Ritz values of H in Y. If ηs > µs+1, then
µs − θs
θs − µs+1




Moreover, if θ1 ≥ µ2, then sin2∠2(u1, z1) ≤ (µ1 − θ1)/(µ1 − µ2) holds which is denotationally
identical with (2.11). If θi−1 ≥ µi, θi ≥ µi+1, and θi−1 > θi for a certain i ∈ {2, . . . , s}, then
sin2∠2(ui, zi) ≤ 1−
(µ1 − θi)(θi − µi+1)(θi−1 − µi)
(µ1 − µi)(µi − µi+1)(θi−1 − θi)
. (2.14)
Combining this with (2.12) yields a Chebyshev type estimate on Ritz vectors.








θ−µi in comparison to
Theorem 2.3, and can thus provide meaningful bounds in the case that the i largest eigenvalues
are clustered. A further advantage of Theorem 2.5 is that the auxiliary vectors in its proof are
eliminated in the estimates by means of slight overestimation. This improves the readability. The
assumption that the s largest eigenvalues are distinct avoids some singular cases, e.g., γi = 0 in
the Chebyshev factor and µi− µi+1 = 0 in the estimate (2.14). Indeed, the estimates (2.12) and
(2.13) only require µs > µs+1, and the estimate (2.14) can be generalized as
sin2∠2
(
span{ui, . . . , ui+t}, span{zi, . . . , zi+t}
)
≤ 1− (µ1 − θi+t)(θi+t − µi+t+1)(θi−1 − µi)
(µ1 − µi)(µi − µi+t+1)(θi−1 − θi+t)
which is applicable in the case µi−1 > µi = · · · = µi+t > µi+t+1 with a multiple eigenvalue. As
motivations for improving and extending Theorem 2.5, we note that the estimate (2.12) is not
very accurate for large tan2∠2(Y ,Z) and relatively small k, and that the estimate (2.13) only
treats the sth Ritz value.
2.2 Auxiliary vectors
In order to overcome the drawbacks of the classical Chebyshev type estimates, we reformulate the
proof techniques from [98] in a concise manner and discuss which ingredients cause suboptimal
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bounds. In particular, we review those auxiliary vectors which produce the Chebyshev factors
in the main estimates.
The most auxiliary vectors for deriving the classical Chebyshev type estimates are based on
the well-known polynomial representations for Krylov subspaces. For instance, the convergence
analysis in [98] begins with the polynomial representation of an arbitrary vector in the considered
Krylov subspace. By minimizing the bounds of certain intermediate estimates, a shifted Cheby-
shev polynomial is constructed. The resulting estimates are optimal for the first index in the
sense that the associated Chebyshev bounds can be attained for certain special matrices and ini-
tial vectors; cf. the third remark at the end of [98, Section 2.2]. However, by regarding arbitrary
symmetric matrices, these Chebyshev bounds are only attainable for Krylov subspaces of degree
2. Instead, sharp bounds can be provided by two further types of polynomials; see Chapter 4.
Because of this “weak sharpness” of the Chebyshev bounds, we drop the bound-minimization
and directly introduce the shifted Chebyshev polynomial. The reformulated analysis includes
the following topics:
(i) Construction and properties of auxiliary vectors concerning Theorem 2.1.
(ii) Derivation of main estimates for standard Krylov subspace iterations.
(iii) Refinement and extension concerning clustered eigenvalues, block-Krylov subspace itera-
tions and estimates on Ritz vectors.
2.2.1 Construction and properties
We first consider Theorem 2.1 for standard Krylov subspace iterations. Therein the estimates
(2.1) and (2.3) can be derived by using two auxiliary vectors p(H)y and q(H)y depending on



















which is a shifted Chebyshev polynomial of degree k− i . Thus p(·) and q(·) have degree k− 1 so
that p(H)y and q(H)y belong to the Krylov subspace K = span{y,Hy, . . . ,Hk−1y}. The linear
factors in the definitions of p(·) and q(·) ensure that p(H)y is orthogonal to the eigenvectors
associated with µ1, . . . , µi−1 and that q(H)y is orthogonal to the Ritz vectors associated with
θ1, . . . , θi−1.
Moreover, for each eigenvalue µl ∈ {µi+1, . . . , µm}, it holds that
µm ≤ µl ≤ µi+1 ⇒
⏐⏐⏐⏐1 + 2 µl − µi+1µi+1 − µm
⏐⏐⏐⏐ ≤ 1 ⇒ |f(µl)| = ⏐⏐⏐⏐Tk−i(1 + 2 µl − µi+1µi+1 − µm
)⏐⏐⏐⏐ ≤ 1




|µl − µj | ≤
i−1∏
j=1
(µj − µm), |q(µl)| ≤
i−1∏
j=1
|µl − θj | ≤
i−1∏
j=1
(θj − µm) (2.15)
where the second inequality for |q(µl)| uses the assumption θi−1 > µi from Theorem 2.1.
Next, we extend the eigenvector zi = Qiy/∥Qiy∥2 to an orthonormal system
{z1, . . . , zm} with zl =
{
arbitrary normalized zl ∈ Zl if Qly = 0 ,




Then y can be expanded as y =
∑m
l=1 αl zl with the coefficients αl = ∥Qly∥2, and αl zl = Qly











where the second equality for p(H)y uses the fact that p(µl) = 0 holds for each l ∈ {1, . . . , i− 1}.












where the products are nonzero since the eigenvalues are distinct and θ1 ≥ · · · ≥ θi−1 > µi holds.
Consequently, the terms p(µi)αi zi and q(µi)αi zi in the expansions of p(H)y and q(H)y are
nonzero so that p(H)y and q(H)y are nonzero.
Based on these expansions, some relevant coefficient ratios for proving the estimates (2.1) and










In (2.17), the coefficient ratio is positive since αi = ∥Qiy∥2 > 0. The equality can be verified
by using Definition 1.6 as follows. Since Q = Q1 + · · · + Qi is the orthogonal projector on





















































































) − 1 = ∑ml=i+1 p2(µl)α2l
p2(µi)α2i
. (2.19)
2.2.2 Derivation of main estimates
We derive the main estimates (2.1) and (2.3) in Theorem 2.1 by using the auxiliary vectors
p(H)y and q(H)y constructed in Subsection 2.2.1.
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The estimate (2.1) can be derived based on the representations (2.17) and (2.19) together with




























1 + 2 µi−µi+1µi+1−µm

























according to (1.32) together with the fact that the expression between parentheses in the last
line of (2.20) is nonnegative.
For proving the estimate (2.3), the expansion q(H)y =
∑m



























































where the last inequality is derived analogously to (2.20). In addition, since q(H)y is orthogonal





. Combining this with (2.21) yields the estimate (2.3).
Indeed, those eigenvectors in the orthonormal system (2.16) which are added in the case
Qly ̸= 0 can be omitted in order to slightly improve the bounds. For instance, we can denote
by τ the index set of all nonzero eigenprojections Qly so that the analysis can be restricted to
the orthonormal system {zl ; l ∈ τ} with zl = Qly/∥Qly∥2. Subsequently, we define an index î
for which µi is the îth largest value in the set {µl ; l ∈ τ}. Thus µi is approximated by the îth



















where β1 = maxj∈τ, j>i µj and β2 = minj∈τ µj . This leads to a better Chebyshev factor due
to the higher degree k− î and the smaller interval [β2, β1] in comparison to k− i and [µm, µi+1].
Nevertheless, since the eigenprojections of a pseudorandom initial vector are usually nonzero, we
prefer the more flexible formulation with the complete orthonormal system (2.16).
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2.2.3 Refinement and extension
The refined estimates (2.4), (2.5) in Theorem 2.2 for standard Krylov subspace iterations and
the extended estimates (2.6), (2.8) in Theorem 2.3 for block-Krylov subspace iterations can
be derived analogously to (2.1), (2.3). Basically, one only needs to construct some alternative
auxiliary vectors.






y which is already


























Since ỹ is orthogonal to the eigenvectors associated with the eigenvalues µi+1, . . . , µi+t, one can
skip these eigenvalues in the analysis so that a better Chebyshev factor is achieved.












in order to provide some weaker bounds which do not contain the auxiliary vector ỹ.
In Theorem 2.3, ỹ denotes an auxiliary vector in the initial subspace Y. The orthogonality be-
tween ỹ and the eigenvectors zi+1, . . . , zi+s−1 allows us to skip the eigenvalues µi+1, . . . , µi+s−1.
Then, similarly to the proof of Theorem 2.2, two auxiliary vectors p̃(H)ỹ , q̃(H)ỹ can be con-

























Remark 2.6. Summarizing the above, it is evident that the suboptimal bounds of Saad’s estimates
from [98] are caused by the linear factors in the polynomials for defining auxiliary vectors. In
Theorem 2.1, the denominators of the ratio-products in the estimates (2.1) and (2.3) consist
of the absolute values of the linear factors (α − µj) and (α − θj) at µi. In the case that the
eigenvalues µ1, . . . , µi are clustered, these absolute values are close to zero so that the ratio-
products are large. The refinement in Theorem 2.2 only improves the Chebyshev factor, but does
not affect these linear factors. Thus the whole bounds are not significantly refined for relatively
small k. The derivation of the estimates (2.6) and (2.8) in Theorem 2.3 is based on the same
idea as in Theorem 2.2 so that similar linear factors result in possibly large ratio-products.
Thus we need to select some other auxiliary vectors without such linear factors in order to
improve Saad’s estimates. We got some inspiration from Knyazev’s analysis [44, 45], namely,
for proving the estimates (2.12) and (2.13) in Theorem 2.5, one can start with the auxiliary
vectors yj, j = 1, . . . , s, satisfying yTj zj = 1 and y
T
j zl = 0 for each l ∈ {1, . . . , s}\{j}. Then an
auxiliary subspace p(H)Ỹ can be constructed for an arbitrary index i ∈ {1, . . . , s} by the subspace
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We introduce the detailed derivation with some supplementary arguments in Section 2.3.
Furthermore, the estimates (2.2) and (2.7) for providing indirect Chebyshev type estimates
on Ritz vectors are special versions of the following more general estimate (2.22). Therein the
arrangement of eigenvalues and eigenprojectors is irrelevant so that the estimate is applicable to
both of Notations 1.4 and 1.5.
Lemma 2.7. Consider a symmetric matrix H ∈ Rn×n. Let z be a normalized eigenvector of
H associated with the eigenvalue µ, and let u1, . . . , ut be orthonormal Ritz vectors of H in a
subspace U of dimension t associated with the Ritz values θ1 ≥ · · · ≥ θt. Denote by τ an arbitrary
strict subset of {1, . . . , t}, and by P the orthogonal projector on U . Assume that the distance
δ = minj∈{1,...,t}\τ |µ− θj | is nonzero. Then it holds that
sin2∠2
(













Proof. The orthonormal Ritz vectors u1, . . . , ut form an orthonormal basis of the subspace U
so that the orthogonal projector P can be represented by













with βj = uTj z. By using the formula (1.33) in Definition 1.6 for angles together with the




























Analogously, the value sin2∠2
(
z, span{uj ; j ∈ τ}
)
can be represented in terms of the corre-




j and the expansion P̃ z =
∑
j∈τ βjuj , namely,
sin2∠2
(
z, span{uj ; j ∈ τ}
)
=







Combining this with (2.23) shows that
sin2∠2
(
















l Huj = uju
T
j Huj = ujµ(uj) = θjuj
which corresponds to the well-known fact that Ritz pairs are eigenpairs of the concerned projected
matrix. Consequently, we have
Pz =
∑t

































PH(I − P )z2
2
=
PH(I − P )(z − Pz)2
2
≤













































which is equivalent to the estimate (2.22).
Lemma 2.7 is an extension of [98, Theorem 3] and [100, Theorem 4.6] as it deals with several
Ritz pairs (θj , uj), j ∈ τ instead of a single Ritz pair. An estimate similar to (2.22) was men-
tioned at the end of [98, Section 3.3] without proof. In particular, (2.22) is applicable in the case
that τ is an index set of multiple or clustered eigenvalues; cf. the estimate (2.7) in Theorem 2.3.
2.3 Supplementary arguments
In comparison to the derivation of Saad’s estimates, the derivation of Knyazev’s estimates requires
certain supplementary arguments in addition to the properties of the auxiliary vectors introduced





≤ [Tk−1(1 + 2γ1) ]−1 tan∠2(y, z1) (2.25)








We introduce several supplementary arguments concerning the following types of estimates:
(i) Angle-dependent estimates on Ritz values; including the estimates (2.9) and (2.12).
(ii) Angle-free estimates on Ritz values; including the estimates (2.10) and (2.13).
(iii) Additional estimates on Ritz vectors; including the estimates (2.11) and (2.14).
The most arguments were not directly given for Krylov subspace eigensolvers in [44, 45]. For the
reader’s convenience, we formulate several key arguments in lemmas and prove them in a more
direct and elementary way.
2.3.1 Angle-dependent estimates on Ritz values
We consider the angle-dependent estimates (2.9) concerning the largest Ritz value in a Krylov
subspace and (2.12) concerning the s largest Ritz values in a block-Krylov subspace.
For deriving (2.9), we introduce in Lemma 2.8 a relation between µ(v) and ∠2(z̃1, v) for a
nonzero vector v and its normalized eigenprojection z̃1. Then the supplementary argument
(2.26) is verified by this relation so that the derivation of (2.9) by extending the known estimate
(2.25) with (2.26) is completed.
For deriving (2.12), we generalize another proof of (2.9) to block-Krylov subspaces. More
precisely, the relation in Lemma 2.8 is generalized in Lemma 2.9 to a subspace U and an invariant




is given in Lemma 2.10.
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Arguments for Krylov subspaces
Lemma 2.8. With Notation 1.4, let v be an arbitrary nonzero vector in an arbitrary subspace
V ⊆ Rn with dimV ≥ 1, and let θ1 be the largest Ritz value of H in V. If the eigenprojection
Q1v is nonzero, then it holds, in terms of the Rayleigh quotient µ(·) defined in (1.34) and the
normalized eigenprojection z̃1 = Q1v/∥Q1v∥2, that
µ1 − θ1
θ1 − µm
≤ µ1 − µ(v)
µ(v)− µm
≤ tan2∠2(z̃1, v). (2.27)
Proof. The first inequality in (2.27) holds according to µ1 ≥ θ1 ≥ µ(v) ≥ µm and the mono-
tonicity of the function (µ1 − · )/( · − µm). In order to prove the second inequality in (2.27), we
extend the eigenvector z̃1 to an orthonormal system {z̃1, . . . , z̃m} analogously to (2.16). Then v
can be expanded as v =
∑m













































− 1 = 1
cos2∠2(z̃1, v)
− 1 = tan2∠2(z̃1, v).
In order to verify (2.26), we regard the Krylov subspace K as V in Lemma 2.8, and se-





; cf. (1.32). Since K is a subset of the invariant subspace spanned by all nonzero
eigenprojections Qly of the initial vector y, the eigenprojection Qlv of v is collinear with zl =
Qly/∥Qly∥2 for each nonzero Qly. In particular, Q1v and z1 are collinear, and Q1v is nonzero
since otherwise v is orthogonal to Z1 so that
∠2(z1, v) = π/2 ⇒ tan2∠2(z1, y) ≥ tan2∠2(z1, v) =∞ ⇒ ∠2(z1, y) = π/2




1 (Q1y) = z
T
1 z1∥Q1y∥2 = ∥Q1y∥2 > 0. Thus z̃1 =
Q1v/∥Q1v∥2 can be defined, and the collinearity of Q1v and z1 shows that z1 is either z̃1 or −z̃1.
Combining this with (2.27) yields (2.26), namely,
µ1 − θ1
θ1 − µm





However, the derivation of (2.9) by extending (2.25) with (2.26) cannot be generalized to the
derivation of (2.12) concerning block-Krylov subspaces since the generalized form (2.6) of (2.25)
or (2.1) contains ratio-products. Thus we introduce another approach for deriving (2.9). By







as v in Lemma 2.8, the estimate (2.27) results in
µ1 − θ1
θ1 − µm









≤ [Tk−1(1 + 2γ1) ]−2 tan2∠2(y, z1) (2.29)
yields the estimate (2.9). For deriving (2.12), we generalize Lemma 2.8 together with (2.29) as
Lemmas 2.9 and 2.10.
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Arguments for block-Krylov subspaces
Lemma 2.9. With Notation 1.5, consider arbitrary subspaces U , V ⊆ Rn with U ⊆ V and
dim U = i≥ 1. Let β1 ≥ · · · ≥ βi be the Ritz values of H in U , and let θ1 ≥ · · · ≥ θi be the i largest











Proof. According to U ⊆ V and the Courant-Fischer principles, we have µi ≥ θi ≥ βi ≥ µn.
Then the monotonicity of the function (µi − · )/( · − µn) implies the first inequality in (2.30).




=∞. In the nontrivial case,














Thus u is not orthogonal to Z̃ so that its orthogonal projection z̃ to Z̃ is nonzero. In addition,
the difference vector w = u− z̃ is the orthogonal projection of u to the orthogonal complement of
Z̃ in Rn, i.e., to the invariant subspace span{zi+1, . . . , zn}. Consequently, it holds that z̃Tw = 0,
z̃THw = 0 so that




(z̃ + w)TH(z̃ + w)
(z̃ + w)T (z̃ + w)
=
z̃THz̃ + wTHw
z̃T z̃ + wTw
. (2.31)
In the subcase w = 0, by considering µi ≥ βi (as mentioned at the beginning of the proof),
(2.31), and z̃ ∈ Z̃ = span{z1, . . . , zi}, we get µi ≥ βi = µ(z̃) ≥ µi. Thus βi = µi so that the
second inequality in (2.30) is trivial. In the nontrivial subcase w ̸= 0, the value µ(w) can be
defined, and











































which can easily be extended as the second inequality in (2.30) by using the properties µ(z̃) ≥ µi
and µ(w) ≥ µn.















These alternative inequalities can be proved by other means; cf. [47, Theorem 1] and [126,
Lemma 2.4]. Next, the intermediate estimate (2.29) is generalized to an auxiliary subspace
p(H)Ỹ mentioned in Remark 2.6.
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Lemma 2.10. With Notation 1.5, consider a block-Krylov subspace
K = span{Y,HY, . . . ,Hk−1Y }
with a basis matrix Y ∈ Rn×s of the initial subspace Y, and denote by Z the invariant subspace




< π/2, then there exist unique vectors yj ∈ Y, j = 1, . . . , s,
satisfying yTj zj = 1 and y
T
j zl = 0 for each l ∈ {1, . . . , s}\{j}. In addition, denote by Ỹ the
subspace span{y1, . . . , yi} for an arbitrary i ∈ {1, . . . , s}, and denote by U the subspace p(H)Ỹ
where p(·) is a polynomial defined by p(α) = Tk−1
(
1 + 2 α−µs+1µs+1−µn
)
depending on the Chebyshev
polynomial Tk−1(·), then Ỹ and U both have dimension i. Moreover, it holds, in terms of the










Proof. In order to show the existence and uniqueness of yj , we merge the given orthogonality
conditions as yTj Z = e
T
j with the basis matrix Z = [z1, . . . , zs] of Z and the jth standard basis
vector ej in Rs. Then, by using the representation yj = Y gj with the basis matrix Y and the
coefficient vector gj , we get gTj Y
TZ = eTj which turns into the linear system (Z
TY ) gj = ej





















so that Y g is not orthogonal to Z, and thus (ZTY )g = ZT (Y g) ̸= 0 (i.e., by contraposition,
(ZTY )g = 0 implies that g = 0). Consequently, the linear system (ZTY ) gj = ej has exactly one
solution so that yj exists uniquely and can be represented by yj = Y gj = Y (ZTY )−1ej .
Subsequently, this representation applied to the vectors y1, . . . , yi for an arbitrary i ∈ {1, . . . , s}
results in the block form
[y1, . . . , yi] = Y (Z
TY )−1[e1, . . . , ei]
which is a factorization of the matrix Ỹ = [y1, . . . , yi]. Then Ỹ has rank i since its three factors
have full column rank. Correspondingly, the subspace Ỹ = span{y1, . . . , yi} has dimension i.
Next, in order to determine the dimension of the subspace U = p(H)Ỹ = span{p(H)y1, . . . ,
p(H)yi} , we consider the associated matrix U = p(H)Ỹ = [p(H)y1, . . . , p(H)yi] together with
the basis matrix Z̃ = [z1, . . . , zi] = Z [e1, . . . , ei] of Z̃. Then we have




Z̃ = Ỹ T p(H)Z̃ = Ỹ T [p(H)z1, . . . , p(H)zi]
= Ỹ T [p(µ1)z1, . . . , p(µi)zi] = Ỹ
T Z̃D
with the diagonal matrix D = diag
(
p(µ1), . . . , p(µi)
)
∈ Ri×i. Therein Ỹ T Z̃ coincides with the
(i× i)-identity matrix Ii, namely,
Ỹ T Z̃ =
(
Y (ZTY )−1[e1, . . . , ei]
)T (




(ZTY )(ZTY )−1[e1, . . . , ei]
)T
[e1, . . . , ei] = Ii
(or by using the given orthogonality conditions), and the diagonal matrix D is invertible since
its diagonal entries p(µj), j = 1, . . . , i with i ∈ {1, . . . , s}, are all nonzero, namely,
µj ≥ µi ≥ µs ≥ µs+1 ⇒ 1 + 2
µj − µs+1
µs+1 − µn









according to the properties in (1.36). Consequently, UT Z̃ = Ỹ T Z̃D coincides with D, and is
thus an invertible (i× i)-matrix so that U has rank i and the subspace U has dimension i.































Then the given orthogonality conditions ensure that w ∈ Ỹ ⊂ span{z1, . . . , zi, zs+1, . . . , zn}
so that w can be expanded as w =
∑i
j=1 αj zj +
∑n
j=s+1 αj zj with the coefficients αj = z
T
j w.


































j=s+1 p(µj)αj zj of the aux-



























In addition, by applying again the properties in (1.36) to the shifted Chebyshev polynomial p(·),
it holds that
p(µj) ≥ p(µi) ≥ 1 for j ∈ {1, . . . , i} , and |p(µj)| ≤ 1 for j ∈ {s+1, . . . , n} . (2.37)



































































Combining this with (2.38) yields the estimate (2.34).
Now the angle-dependent estimate (2.12) can be shown. The estimate is trivial in the case
tan∠2(Y ,Z) =∞. In the nontrivial case tan∠2(Y ,Z) <∞, i.e., ∠2(Y ,Z) < π/2, Lemma 2.10
is applicable so that the estimate (2.34) holds. Moreover, the auxiliary subspace U = p(H)Ỹ
has dimension i and is a subset of the block-Krylov subspace K. Then applying Lemma 2.9 to
V = K yields the estimate (2.30). Finally, (2.12) is achieved by combining (2.30) with (2.34).
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Remark 2.11. In Lemma 2.10, the auxiliary vectors y1, . . . , ys and the eigenvectors z1, . . . , zs
form a biorthogonal system. Such auxiliary vectors have already been suggested by Rutishauser in
[97] for investigating the block power method. Similar settings have been used in Saad’s analysis
[98]; cf. Theorem 2.3. However, it is somewhat artificial to assume the linear independence of the






In comparison to Knyazev’s analysis [44, 45] which did not provide formal estimates and
derivations for Krylov subspace eigensolvers, we add some details for completeness, e.g., the
verification of the dimension i of the auxiliary subspace U = p(H)Ỹ and the properties of the
shifted Chebyshev polynomial p(·) in (2.37).
2.3.2 Angle-free estimates on Ritz values
We consider the angle-free estimates (2.10) concerning the largest Ritz value in a Krylov subspace
and (2.13) concerning the sth largest Ritz value in a block-Krylov subspace.
For deriving (2.10), we use again the auxiliary vector p(H)y with p(α) = Tk−1
(
1 + 2 α−µ2µ2−µm
)
as in the derivation of the angle-dependent estimate (2.9). However, it is not meaningful to apply
the eigenexpansion of p(H)y to the derivation of (2.10) since the resulting estimate (2.29) is
not angle-free. Instead, we can construct a further auxiliary vector ỹ ∈ Rn\{0} which does not





≥ µ(ỹ) ≥ µ(y) and µ1 − µ(ỹ)
µ(ỹ)− µ2




The construction of ỹ is based on a monotonicity argument of the Rayleigh quotient µ(·) with
respect to the expansion coefficients of the concerned vectors; cf. [44, Lemma 2.3.2] and [72,
Lemma A.1]. We restate this argument in Lemma 2.12. Then a suitable ỹ is introduced in
Lemma 2.13 together with the verification of the properties in (2.39). By combining these




, the derivation of (2.10) is completed.
For deriving (2.13), we apply a similar approach. the monotonicity argument in Lemma 2.12
is slightly reformulated in favor of block-Krylov subspaces.
Arguments for Krylov subspaces
Lemma 2.12. With Notation 1.4, let u be an arbitrary nonzero vector in Rn with µi ≥ µ(u) ≥
µi+1, and define an orthonormal system {z1, . . . , zm} with respect to the eigenprojections Q1u, . . .,
Qmu of u analogously to (2.16), i.e., z1, . . . , zm are orthonormal eigenvectors associated with the
eigenvalues µ1, . . . , µm, and u can be expanded as u =
∑m
l=1 αl zl with the coefficients αl =
∥Qlu∥2. Then the vector v =
∑m
l=1 βl zl with βl ∈ R satisfies
(a) µ(v) ≥ µ(u) if |βl| ≥ |αl| ∀ l ≤ i and |βl| ≤ |αl| ∀ l > i,
(b) µ(v) ≤ µ(u) if |βl| ≤ |αl| ∀ l ≤ i and |βl| ≥ |αl| ∀ l > i.
Proof. For proving the statement (a), we begin with the intermediate vector ui = u+(βi−αi) zi,
i.e., a slight modification of u where the coefficient αi is replaced by βi. We show the relation












as the value f(α2i ) of the












for ξ ∈ [α2i , ∞).
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so that its sign is constant and given by the sign of the constant term
∑
l∈{1,...,m}\{i}(µi−µl)α2l .
Thus f(·) is either decreasing or nondecreasing on the interval [α2i , ∞). If f(·) is decreasing, it
holds that
µ(u) = f(α2i ) > lim
ξ→∞
f(ξ) = µi
which contradicts the condition µi ≥ µ(u) in the lemma. Consequently, f(·) is nondecreasing so
that the replacement αi → βi with |βi| ≥ |αi|, i.e., with β2i ≥ α2i , results in
f(α2i ) ≤ f(β2i ) ≤ lim
ξ→∞
f(ξ) ⇒ µi ≥ µ(ui) ≥ µ(u).
More generally, we define the intermediate vectors ui+1, ui, . . . , u1 by setting ui+1 = u and
uj−1 = uj + (βj−1 − αj−1) zj−1 for j = i+1, . . . , 2. Then the above approach inductively shows
the relation µj−1 ≥ µ(uj−1) ≥ µ(uj) under the condition µj−1 ≥ µ(uj) which is ensured by
µi ≥ µ(u) or by the result µj ≥ µ(uj) of the previous step. In summary, we get
µ(u1) ≥ · · · ≥ µ(ui) ≥ µ(ui+1) = µ(u). (2.40)
Additionally, we define the intermediate vectors vi, vi+1, . . . , vm by setting vi = u1 and vj+1 =
vj + (βj+1 − αj+1) zj+1 for j = i, . . . , m−1. Then an analogous approach yields
µ(vm) ≥ · · · ≥ µ(vi+1) ≥ µ(vi) = µ(u1).
Combining this with (2.40) and vm = v completes the proof of the statement (a). Furthermore,
the statement (b) can be proved analogously or by reformulating the proof of (a) for −H.
Based on Lemma 2.12, we can construct an auxiliary vector ỹ satisfying (2.39) by scaling the
eigenprojection Q1y of the initial vector y.
Lemma 2.13. With Notation 1.4, consider a Krylov subspace K = span{y,Hy, . . . ,Hk−1y}
with the initial vector y ∈ Rn\{0}, and assume that µ(y) > µ2. Then the eigenprojection Q1y is
nonzero, and an auxiliary vector ỹ which possesses the properties in (2.39) is given by
ỹ = p(µ1)Q1y +
∑m
l=2Qly
with the polynomial p(α) = Tk−1
(
1 + 2 α−µ2µ2−µm
)
depending on the Chebyshev polynomial Tk−1(·).
Proof. The eigenprojection Q1y is nonzero, since otherwise y belongs to the invariant subspace
Z2 ⊕ · · · ⊕ Zm so that µ2 ≥ µ(y) holds and contradicts the condition µ(y) > µ2.
Next, we show that the auxiliary vector ỹ possesses the properties in (2.39). According to
(1.36), the shifted Chebyshev polynomial p(·) has the properties
p(µ1) > 1 and |p(µl)| ≤ 1 ∀ l ∈ {2, . . . ,m} . (2.41)









≥ µ(ỹ), µ(ỹ) ≥ µ(y) (2.42)
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The first inequality in (2.42) is proved by regarding y and p(H)y as u and v in Lemma 2.12.
Since µ1 ≥ µ(y) > µ2, the condition µi ≥ µ(u) ≥ µi+1 is fulfilled for i=1. Moreover, since
y =
∑m






l=1 p(µl)Qly, the associated coefficients read
αl = ∥Qly∥2 and βl = p(µl) ∥Qly∥2 for each l ∈ {1, . . . ,m}. Then
|β1| =
⏐⏐p(µ1)⏐⏐ |α1| (2.41)> |α1|, and |βl| = ⏐⏐p(µl)⏐⏐ |αl| (2.41)≤ |αl| ∀ l > 1.





For proving the second inequality in (2.42), we regard p(H)y and ỹ as u and v in Lemma 2.12.




≥ µ(y) > µ2 by using the
first inequality in (2.42). In addition, the associated coefficients fulfill |αl|= |p(µl)| ∥Qly∥2 for
each l ∈ {1, . . . ,m}, |β1|= |p(µ1)| ∥Q1y∥2, and |βl|= ∥Qly∥2 for each l ∈ {2, . . . ,m} according
to the definition of ỹ. Then the statement (b) is applicable because




≥ |αl| ∀ l > 1.





In order to show the third inequality in (2.42), we regard y and ỹ as u and v in Lemma 2.12.
The condition µi ≥ µ(u) ≥ µi+1 for i=1 is ensured by µ1 ≥ µ(y) > µ2 again. The associated
coefficients read αl = ∥Qly∥2 for each l ∈ {1, . . . ,m}, β1= p(µ1) ∥Q1y∥2, and βl = ∥Qly∥2 for
each l ∈ {2, . . . ,m} so that
|β1| =
⏐⏐p(µ1)⏐⏐ |α1| (2.41)> |α1|, and |βl| = |αl| ∀ l > 1.
Thus the statement (a) is applicable and shows that µ(ỹ) ≥ µ(y).
Combining the second and third inequality in (2.42) results in the first property in (2.39).
The second property in (2.39) is trivial in the case
∑m
l=2Qly = 0 since therein we have y = Q1y
and ỹ = p(µ1)Q1y with p(µ1) ̸= 0 due to (2.41) so that y and ỹ are eigenvectors associated with
µ1. Thus µ(y) = µ(ỹ) = µ1, and both sides of the inequality in the property are zero. In the
nontrivial case
∑m
l=2Qly ̸= 0, we represent y by y = z + w with z = Q1y and w =
∑m
l=2Qly.
Then w is nonzero so that the value µ(w) can be defined. Moreover, z and w are orthogonal
projections of y to the eigenspace Z1 and the invariant subspace Z2 ⊕ · · · ⊕ Zm, respectively.
Thus zTw = 0 and zTHw = 0 hold so that
µ(y) =
zTHz + wTHw









analogously to (2.31) and (2.32) in the proof of Lemma 2.9. Similarly, by using the expansion







































with the gap ratio γ1 = (µ1 − µ2)/(µ2 − µm). In addition, the third inequality in (2.42) can be








































≤ [Tk−1(1 + 2γ1) ]−2 which is equivalent to the
second property in (2.39) in the nontrivial case.
The verification in Lemma 2.13 allows us to apply the properties in (2.39) to the proof of the































Combining this with the second property in (2.39) implies (2.10).
For deriving the angle-free estimate (2.13) concerning block-Krylov subspaces, we generalize
Lemmas 2.12 and 2.13 as Lemmas 2.14 and 2.15.
Arguments for block-Krylov subspaces
Lemma 2.14. With Notation 1.5, let u be an arbitrary nonzero vector in Rn with µi ≥ µ(u) ≥
µi+1, and expand u as u =
∑n
l=1 αl zl with the coefficients αl = z
T
l u. Then the vector v =∑n
l=1 βl zl with βl ∈ R satisfies
(a) µ(v) ≥ µ(u) if |βl| ≥ |αl| ∀ l ≤ i and |βl| ≤ |αl| ∀ l > i,
(b) µ(v) ≤ µ(u) if |βl| ≤ |αl| ∀ l ≤ i and |βl| ≥ |αl| ∀ l > i.
Proof. The proof of Lemma 2.12 with n instead of m shows the statements.
We note that the assumption µi > µi+1 is not required in Lemma 2.14, but rather required in
the angle-free estimate (2.13) for the index i= s in order to avoid a less meaningful bound with
γs=0. In the following lemma, we construct an auxiliary vector ỹ by adapting the properties
(2.39) to a block-Krylov subspace.
Lemma 2.15. With Notation 1.5, consider a block-Krylov subspace
K = span{Y,HY, . . . ,Hk−1Y }
with a basis matrix Y ∈ Rn×s of the initial subspace Y, and let η1 ≥ · · · ≥ ηs be the Ritz values
of H in Y. If ηs > µs+1, then the subspace p(H)Y has dimension s where the polynomial p(·)
is defined by p(α) = Tk−1
(
1 + 2 α−µs+1µs+1−µn
)
depending on the Chebyshev polynomial Tk−1(·). In
addition, let η̃1 ≥ · · · ≥ η̃s be the Ritz values of H in p(H)Y, and let y be a nonzero vector in Y











≥ µ(ỹ) ≥ µ(y) and µs − µ(ỹ)
µ(ỹ)− µs+1




with the gap ratio γs = (µs − µs+1)/(µs+1 − µn).
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Proof. In order to determine the dimension of the subspace p(H)Y , we use the invariant subspace










according to (1.31), then ŷ belongs to span{zs+1, . . . , zn} so that µs+1 ≥ µ(ŷ) ≥ ηs holds and




< π/2 ensures that ZTY is an invertible matrix;
see the first paragraph in the proof of Lemma 2.10. In addition, similarly as in the second
paragraph therein, we have(
p(H)Y
)T




Z = Y T p(H)Z = Y TZD = (ZTY )TD
with the diagonal matrixD = diag
(
p(µ1), . . . , p(µs)
)
∈ Rs×s, which is invertible since its diagonal
entries are all nonzero according to (1.36). Thus (p(H)Y )TZ = (ZTY )TD is an invertible (s× s)-
matrix so that p(H)Y has rank s and p(H)Y has dimension s.
For verifying that the auxiliary vector ỹ possesses the properties in (2.45), we use the more
detailed properties
p(µ1) ≥ · · · ≥ p(µs) > 1 and |p(µl)| ≤ 1 ∀ l ∈ {s+1, . . . , n} (2.46)
of the shifted Chebyshev polynomial p(·) based on (1.36). Therein p(µs) > 1 holds since the
relation µs ≥ ηs > µs+1 results in p(µs) > p(µs+1) = 1.
The first property in (2.45) is denotationally identical with that in (2.39) and can thus be
verified as in Lemma 2.13 by showing three inequalities in a row; cf. (2.42).




≥ µ(y). Therein Lemma 2.14 cannot easily be applied
with the index i= s since the required condition µs ≥ µ(y) ≥ µs+1 is not completely known in
the above discussion, namely, µs ≥ µ(y) still needs to be verified. A suitable approach begins
with the relation µ(y) ≥ ηs > µs+1 so that the condition µi ≥ µ(y) ≥ µi+1 is fulfilled for an
index i ∈ {1, . . . , s} which is not necessarily s. Then we regard y and p(H)y/p(µi) as u and v
in Lemma 2.14. The associated coefficients read αl = zTl y and βl = p(µl) (z
T
l y)/p(µi) for each
l ∈ {1, . . . , n}. In addition, by using (2.46) and i ≤ s, we get
p(µ1)
p(µi)
≥ · · · ≥ p(µi)
p(µi)




⏐⏐⏐⏐ ≤ ⏐⏐⏐⏐ 1p(µi)
⏐⏐⏐⏐ < 1 ∀ l > s
so that
|βl| =
⏐⏐p(µl)αl/p(µi)⏐⏐ = ⏐⏐⏐⏐ p(µl)p(µi)
⏐⏐⏐⏐ |αl|
{
≥ |αl| ∀ l ≤ i,
≤ |αl| ∀ l > i.









≥ µ(y) since p(H)y/p(µi) is collinear with p(H)y.









≥ µ(y) and µ(y) ≥ ηs >




≥ µ(y) > µs+1. Thus the condition µi ≥ µ(u) ≥ µi+1 in Lemma






≥ µ(ỹ) and µ(ỹ) ≥ µ(y)
in the first property in (2.45) by applying Lemma 2.14 as follows. By regarding p(H)y and ỹ as u
and v, the associated coefficients read αl = p(µl) (zTl y) for each l ∈ {1, . . . , n}, βl = p(µs) (zTl y)
for each l ≤ s, and βl = zTl y for each l > s according to the definition of ỹ. Then
|βl| =
⏐⏐⏐⏐ p(µs)p(µl)
⏐⏐⏐⏐ |αl| (2.46)≤ |αl| ∀ l ≤ s, and |βl| = |αl||p(µl)| (2.46)≥ |αl| ∀ l > s
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≥ µ(ỹ). Next, by regarding y and ỹ as
u and v, the α-coefficients are given by αl = zTl y for each l ∈ {1, . . . , n}, and the β-coefficients
remain as before. Then
|βl| =
⏐⏐p(µs)⏐⏐ |αl| (2.46)> |αl| ∀ l ≤ s, and |βl| = |αl| ∀ l > s
so that statement (a) is applicable and shows that µ(ỹ) ≥ µ(y).





l=s+1Qly. Correspondingly, ỹ is represented by ỹ = p(µs)z + w. It holds that
z ̸= 0 since otherwise y = w ∈ span{zs+1, . . . , zn} so that µ(y) ≤ µs+1. This contradicts the
already known relation µs ≥ µ(y) > µs+1. Furthermore, the property is trivial in the case
w = 0 since therein y = z ∈ span{z1, . . . , zs} so that µ(y) ≥ µs. Combing this with the relation
µs ≥ µ(y) > µs+1 yields µ(y) = µs. In addition, it holds that ỹ = p(µs)z = p(µs)y with p(µs) ̸= 0
due to (2.46) so that µ(ỹ) = µ(y) = µs. Thus both sides of the inequality in the property are
zero. In the nontrivial case w ̸= 0, the value µ(w) can be defined. Then, analogously to the












= [Tk−1(1 + 2γs) ]
−2
with the gap ratio γs = (µs − µs+1)/(µs+1 − µn) ; cf. (2.44). In addition, based on the relation








































≤ [Tk−1(1 + 2γs) ]−2 which is an
equivalent form of the second property in (2.45) in the nontrivial case.
Now we apply Lemma 2.15 to the proof of the angle-free estimate (2.13). Since p(H)Y is
an s-dimensional subspace within the block-Krylov subspace K, it holds that η̃s ≤ θs for the














































Combining these two inequalities with the second property in (2.45) implies (2.13).
2.3.3 Additional estimates on Ritz vectors
We consider the estimate (2.11) concerning the largest Ritz value in a Krylov subspace or a
block-Krylov subspace and the estimate (2.14) concerning interior Ritz values in a block-Krylov
subspace.
Indeed, these estimates hold in certain more general cases. In Lemma 2.16, we prove a refor-
mulation of (2.11) in terms of µ(v) for an arbitrary nonzero vector v. In Lemma 2.17, we prove
(2.14) for an arbitrary subspace.
Lemma 2.16. With Notation 1.4, consider an arbitrary vector v ∈ Rn\{0} satisfying µ(v) > µ2.






2 Classical convergence estimates for Krylov subspace eigensolvers
holds for a normalized eigenvector z1 which is collinear with Q1v. Furthermore, with Notation
1.5, consider an arbitrary vector v ∈ Rn\{0} satisfying µ(v) ≥ µ2, and assume that µ1 > µ2.
Then (2.47) holds for the eigenvector z1 which is given in Notation 1.5.
Proof. With Notation 1.4, the condition µ(v) > µ2 ensures Q1v ̸= 0 since otherwise v belongs to
Z2 ⊕ · · · ⊕ Zm so that µ2 ≥ µ(v). By using z̃1 = Q1v/∥Q1v∥2, the normalized eigenprojection
z1 is either z̃1 or −z̃1 so that sin2∠2(v, z1) = sin2∠2(v, z̃1) = sin2∠2(z̃1, v). In addition, we
extend z̃1 to an orthonormal system {z̃1, . . . , z̃m} analogously to (2.16), and use the expansion
v =
∑m



















































= 1− cos2∠2(z̃1, v) = sin2∠2(z̃1, v) = sin2∠2(v, z1).
The estimate with Notation 1.5 can be proved analogously by setting v=
∑n
l=1 αl zl with the
given eigenvectors z1, . . . , zn. In the added case µ(v) = µ2, the estimate reads sin2∠2(v, z1) ≤ 1
and holds trivially.
Applying Lemma 2.16 to certain Ritz vectors implies the estimate (2.11) in Theorem 2.4 and
the formally same estimate in Theorem 2.5. Therein the assumption µ(y) > µ2 in Theorem 2.4
for the initial vector y of a Krylov subspace leads to µ(u1) = θ1 ≥ µ(y) > µ2 for a Ritz vector
u1 associated with the largest Ritz value θ1. Thus Lemma 2.16 with Notation 1.4 is applicable
to u1 and the eigenvector z1 = Q1y/∥Q1y∥2, and implies (2.11). Furthermore, the assumptions
in Theorem 2.5 concerning a block-Krylov subspace ensure µ1 > µ2 and µ(u1) = θ1 ≥ µ2 for a
Ritz vector u1 associated with the largest Ritz value θ1. Thus Lemma 2.16 with Notation 1.5 is
directly applicable. We remark that the estimate (2.47) also holds in the case µ(v) < µ2 where
the bound is larger than 1 so that the inequality is trivial.
The derivation of the estimate (2.14) concerning interior Ritz values is more complicated. We
prove this estimate in Lemma 2.17 where an arbitrary subspace is considered. A basic idea of the
proof is that the corresponding Ritz vectors can be investigated within a small subspace in order
to determine a representation of sin2∠2(ui, zi) which is similar to the bound; see (2.51) below.
Moreover, some relevant arguments from [44, 45, 47] are discussed in Remark 2.18 together with
possible refinements.
Lemma 2.17. With Notation 1.5, assume that the s largest eigenvalues µ1, . . . , µs are distinct,
and let u1, . . . , us be orthonormal Ritz vectors of H in an arbitrary subspace U ⊆ Rn associated
with the s largest Ritz values θ1 ≥ · · · ≥ θs. If θi−1 ≥ µi, θi ≥ µi+1, and θi−1 > θi for a certain
i ∈ {2, . . . , s}, then it holds that
sin2∠2(ui, zi) ≤ 1−
(µ1 − θi)(θi − µi+1)(θi−1 − µi)
(µ1 − µi)(µi − µi+1)(θi−1 − θi)
. (2.48)
Proof. We begin with two simple cases. In the case µi = θi−1, the bound in (2.48) is equal to 1 so
that (2.48) reads sin2∠2(ui, zi) ≤ 1 and holds trivially. In the case µi = θi, the bound in (2.48)
is equal to 0 so that one needs to prove the equality sin2∠2(ui, zi) = 0. Indeed, this equality
is an extension of the Courant-Fischer principles under the given assumption that µi and µi+1
are distinct, and θi−1 > θi. Thereby each maximizer of µ(·) in Ẑ =span{zi, . . . , zn} is collinear









≥ (n− i+1) + i− n = 1
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ensures that there exists a nonzero vector v ∈ Ẑ ∩ Û which satisfies µi ≥ µ(v) ≥ θi. Then µi = θi
implies µi = µ(v) = θi so that v is collinear with zi as a maximizer of µ(·) in Ẑ and collinear
with ui as a minimizer of µ(·) in Û . Therefore zi and ui are collinear so that sin2∠2(ui, zi) = 0.
Next, we consider the remaining case with the condition θi−1 > µi > θi due to µi ̸= θi−1,
µi ̸= θi, the assumption θi−1 ≥ µi, and the relation µi ≥ θi. Therein we use the auxiliary
subspaces
V = span{v1, v2} and W = span{v1, v2, zi} = V + span{zi}
where v1 is an arbitrary normalized vector in the subspace Ũ = span{u1, . . . , ui−1}, and v2 is
given by ui. According to the properties
uTj ui = 0 and u
T
j Hui = 0 ∀ j ∈ {1, . . . , i− 1},
we have vT1 v2 = 0 and vT1 Hv2 = 0. Combining this with the symmetry of H yields
[v1, v2]





i.e., v1 and v2 are orthonormal Ritz vectors in the subspace V =span{v1, v2}. Thus V has
dimension 2, and W has dimension 2 or 3. If dimW = 2, we get W = V . Then the eigenvector
zi belongs to V and is thus a Ritz vector in V so that the corresponding Ritz value µi = µ(zi)
coincides with either µ(v1) or µ(v2). Consequently, either µi ≥ θi−1 or µi = θi holds due
to µ(v1) ≥ minũ∈ Ũ\{0} µ(ũ) = θi−1 and µ(v2) = µ(ui) = θi. This contradicts the condition
θi−1 > µi > θi of the current case. Thus W must have dimension 3. Then, since the eigenvector




µ(w) ≥ µ(v1) ≥ θi−1 > µi > θi = µ(v2) ≥ min
w∈W\{0}
µ(w).
Therefore µi differs from the extreme Ritz values in W and can be denoted by φ2 within the
arrangement φ1 > φ2 > φ3 of the Ritz values in W . Correspondingly, zi can be denoted by w2
within the basis {w1, w2, w3} consisting of orthonormal Ritz vectors associated with φ1, φ2, φ3.
Then sin2∠2(ui, zi) coincides with sin2∠2(v2, w2) = sin2∠2(w2, v2) and can be determined based
on the expansions
v1 = ψ1,1w1 + ψ2,1w2 + ψ3,1w3, v2 = ψ1,2w1 + ψ2,2w2 + ψ3,2w3
with the coefficients ψj,l = wTj vl ∈ R. These expansions allow us to rewrite the properties
vT1 v2 = 0, v
T
1 Hv2 = 0, v
T
1 v1 = 1, v
T
2 v2 = 1, v
T
1 Hv1 = µ(v1), v
T
2 Hv2 = µ(v2)
in terms of ψj,l, φ1, φ2, φ3, ξ1=µ(v1), and ξ2=µ(v2), namely,


























The first two equations in (2.49) can be transformed as
(φ1 − φ2)ψ2,1ψ2,2 = (φ3 − φ1)ψ3,1ψ3,2, (φ1 − φ2)ψ1,1ψ1,2 = (φ2 − φ3)ψ3,1ψ3,2.
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Combining their squared forms with the other four equations in (2.49) yields a simple nonlinear
system which has the solution
ψ21,1 =
(ξ1 − φ2)(ξ1 − φ3)(φ1 − ξ2)
(φ1 − φ2)(φ1 − φ3)(ξ1 − ξ2)
, ψ21,2 =
(ξ2 − φ2)(ξ2 − φ3)(φ1 − ξ1)
(φ1 − φ2)(φ1 − φ3)(ξ2 − ξ1)
,
ψ22,1 =
(ξ1 − φ1)(ξ1 − φ3)(φ2 − ξ2)
(φ2 − φ1)(φ2 − φ3)(ξ1 − ξ2)
, ψ22,2 =
(ξ2 − φ1)(ξ2 − φ3)(φ2 − ξ1)
(φ2 − φ1)(φ2 − φ3)(ξ2 − ξ1)
,
ψ23,1 =
(ξ1 − φ1)(ξ1 − φ2)(φ3 − ξ2)
(φ3 − φ1)(φ3 − φ2)(ξ1 − ξ2)
, ψ23,2 =
(ξ2 − φ1)(ξ2 − φ2)(φ3 − ξ1)
(φ3 − φ1)(φ3 − φ2)(ξ2 − ξ1)
.
(2.50)
Then sin2∠2(ui, zi) is determined by
sin2∠2(ui, zi) = sin







= 1− ψ22,2 = 1−
(φ1 − ξ2)(ξ2 − φ3)(ξ1 − φ2)
(φ1 − φ2)(φ2 − φ3)(ξ1 − ξ2)
(2.51)
where we exchange the signs of some factors of ψ22,2 so that the new factors are all nonnegative
due to the relation φ1 ≥ µ(v1) = ξ1 > φ2 > µ(v2) = ξ2 ≥ φ3. Subsequently, we can extend the
representation (2.51) as the inequality (2.48) by using the relations
φ1 ≤ µ1, φ2 = µi, φ3 ≤ µi+1, ξ1 ≥ θi−1, ξ2 = θi. (2.52)
Therein the relation φ3 ≤ µi+1 still needs to be verified, whereas the other relations evidently
hold according to the above settings. We verify φ3 ≤ µi+1 in two subcases with respect to v2
and the invariant subspace Z = span{z1, . . . , zi−1}.
If v2 is orthogonal to Z, then v2 ∈ span{zi, . . . , zn} holds so that the vector v = v2 − Qiv2
belongs to Z̃ = span{zi+1, . . . , zn}. Moreover, v also belongs to W = span{v1, v2, zi} because of
v = v2 − Qiv2 = v2 − (zTi v2) zi, and v is nonzero since otherwise v2 is collinear with zi so that




µ(w) ≤ µ(v) ≤ max
z̃∈Z̃\{0}
µ(z̃) = µi+1.
If v2 is not orthogonal to Z, we verify φ3 ≤ µi+1 for a special normalized vector v1 in Ũ =
span{u1, . . . , ui−1}. Then the representation (2.51) remains valid since it is derived for arbitrary
normalized v1 ∈ Ũ . For constructing a suitable v1, we use the orthonormal basis matrices
Ũ = [u1, . . . , ui−1] and Z = [z1, . . . , zi−1] and define v1 by v1 = v/∥v∥2 with v = Ũg where




g = ZT v2. Therein ZT v2 is nonzero since v2 is not
orthogonal to Z, and ZT Ũ is an invertible matrix since otherwise there exists a nonzero g̃ ∈ Ri−1
























T on Z, we get






= ZZT v2 = Qv2.
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In addition, the eigenprojections Qiv andQiv2 are collinear with zi so that it holds, by considering
the orthogonal projector Q̃ =
∑n
l=i+1Ql on the invariant subspace Z̃ = span{zi+1, . . . , zn}, that
W = span{v1, v2, zi} = span{v, v2, zi} = span
{








Qv+ Q̃v, Qv+ Q̃v2, zi
}
.
Therein Q̃v2 ̸= Q̃v holds since otherwise W reads span{Qv+ Q̃v, zi} and thus has dimension
2. This contradicts the condition θi−1 > µi > θi as mentioned above. Therefore the vector

































≥ θi−1 − µi
θi−1 − θi
so that (2.51) is extended as (2.48). Therein the assumption θi ≥ µi+1 ensures that the bound
in (2.48) does not exceed 1.
Lemma 2.17 is directly applicable to the settings from Theorems 2.3 and 2.5 by regarding the
concerned block-Krylov subspace as U .
Remark 2.18. The estimate (2.48) was presented in a similar form in [45, Theorem 2.2] without
the assumption θi−1 > θi. It was mentioned that a proof was given in [47]. However, the
corresponding formulation in [47, Theorem 2] is slightly different, namely, θi−1 > µi and θi >
µi+1 are assumed instead of θi−1 ≥ µi and θi ≥ µi+1 so that θi−1 > θi is ensured. Indeed,
θi−1 = θi cannot be excluded by the assumption that the eigenvalues are distinct. As a simple













T , then θi−1 = θi = 2 = µi holds for i = 2, and the bound
in (2.48) would contain 0/0. Thus it is necessary to assume the relation θi−1 > θi or ensure it
by another assumption. Moreover, the estimate (2.48) is of practical interest in the case that the
concerned Ritz values are good approximations of the concerned eigenvalues. Therein θi−1 = θi
is not meaningful since µi−1 and µi are distinct.
The proof in [47] is partially oversimplified. In particular, the determination of ψ22,2 is described
as “it is easily verified”, and the verification of φ3 ≤ µi+1 is explained by applying the Courant-
Fischer principles to a subspace which corresponds to (Q + Qi)W in our formulation. For the
reader’s convenience, we formulate a detailed determination of ψ22,2 based on the proof of [44,
Theorem 2.2.2], and verify φ3 ≤ µi+1 by pointing out that W contains a nonzero vector which
also belongs to span{zi+1, . . . , zn}.
Furthermore, we note that the estimate (2.48) does not make use of the information of the
Ritz values θ1, . . . , θi−2. Thus we expect that these further Ritz values could contribute to some
refinements of (2.48). In [44, Lemma 2.2.2], a similar estimate is shown by using certain
arguments suggested by Golub and Van Loan in an early edition of [34]; cf. [34, Subsection
12.6.2]. This estimate concerns orthogonal and nonnormalized Ritz vectors ṽ1, . . . , ṽs in the sub-
space span{ṽ1, . . . , ṽs} which is a subset of span{w1, . . . , ws+1} with orthonormal Ritz vectors
w1, . . . , ws+1. Explicit forms of (ṽTl wj)
2 are determined in terms of concerned Ritz values. In
comparison to the explicit form of ψ22,2 = (w
T
2 v2)
2 in (2.50) for orthonormal v1 and v2, [44,
43
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Lemma 2.2.2] applied to s=2 provides the representation
(wT2 ṽ2)
2 = (ṽT2 w2)
2 =
φ2 − ξ1
(φ2 − ξ2)(φ2 − φ1)(φ2 − φ3)
under the stronger assumption φ1 > ξ1 > φ2 > ξ2 > φ3, i.e., by excluding the cases φ1 = ξ1
and ξ2 = φ3. However, since ṽ2 is nonnormalized, one requires a corresponding representation
of its norm in order to determine the explicit form of sin2∠2(w2, ṽ2). Such an approach is
already complicated for s=2 so that [44, Lemma 2.2.2] was not extended to any refinement of
the estimate (2.48). Instead, we have achieved some refinements of (2.48) by considering two
series of Lagrange polynomials based on the proof of Lemma 2.17; see Subsection 3.2.4 for the
formulation with Notation 1.4 and Subsection 5.1.4 for the formulation with Notation 1.5. In
addition, under the weaker assumption µi−1 > µi = · · · = µi+t > µi+t+1 for eigenvalues, an
alternative estimate concerning sin2∠2
(
span{ui, . . . , ui+t}, span{zi, . . . , zi+t}
)
was suggested in
[44, 45] without proof. We prove such an estimate in Subsection 5.1.4.
2.3.4 Improvements and further estimates
The classical estimates by Saad [98] and Knyazev [44, 45] are improved in this thesis concerning
the four types of Krylov subspace eigensolvers introduced in Subsection 1.4.1 and their reciprocal
representations in (1.29).
For the standard Krylov subspace iteration (1.29a), we denote the associated Krylov subspace
K̂k(y(0)) by K = span{y,Hy, . . . ,Hk−1y}, and present the following estimates in Chapter 3:
(i) Estimates on approximate eigenvectors which improve (2.1) and (2.4).
(ii) Angle-dependent estimates on Ritz values which improve (2.3) and (2.5).
(iii) Angle-free estimates on Ritz values which generalize (2.10).
(iv) Additional estimates on Ritz vectors which improve (2.11).
Subsequently, for the restarted Krylov subspace iteration (1.29b), we consider a series of Krylov
subspaces K̂k(y(ℓ)), ℓ ∈ N. Therein we prefer those estimates of the form f(y(ℓ+1)) ≤ εf(y(ℓ)) with
a convergence measure f(·) and a convergence factor ε ∈ (0, 1) since their recursive application
results in the multistep estimate f(y(ℓ)) ≤ εℓf(y(0)) for investigating K̂k(y(ℓ)) in terms of K̂k(y(0)).
However, the first two types of estimates from Chapter 3 are too different from the above form,
whereas the type (iii) from Chapter 3 can match this form after modification. The modified
estimates are presented in Chapter 4 and deal with the Ritz values in K̂k(y(ℓ)). These can easily
be extended as estimates on Ritz vectors by using the type (iv) from Chapter 3. Moreover, some
sharp estimates can be derived by using two further types of polynomials.
Next, for the block-Krylov subspace iteration (1.29c), the following estimates are presented
in Chapter 5 concerning the block-Krylov subspace K = span{Y,HY, . . . ,Hk−1Y } which corre-
sponds to K̂k(Y (0)).
(i) Estimates on approximate eigenvectors which improve (2.6).
(ii) Angle-dependent estimates on Ritz values which improve (2.8).
(iii) Angle-free estimates on Ritz values which generalize (2.13).
(iv) Additional estimates on Ritz vectors which improve (2.14).
Finally, for the restarted block-Krylov subspace iteration (1.29b) with the block-Krylov sub-
spaces K̂k(Y (ℓ)), ℓ ∈ N, the angle-free estimates from Chapter 5 are modified in Chapter 6 in
order to analyze the Ritz values in K̂k(Y (ℓ)). The associated Ritz vectors can be analyzed by
combing the modified estimates with the type (iv) from Chapter 5.
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In this chapter, we investigate standard Krylov subspace iterations of the type (1.22) with the
reciprocal representation (1.29a). For this simple type of Krylov subspace eigensolvers, the
convergence behavior concerning interior and clustered eigenvalues cannot always be predicted
reasonably by using the classical estimates by Saad [98] which we have introduced in Theorems
2.1 and 2.2. In Saad’s analysis, the initial vector of the considered Krylov subspace is somewhat
overstressed for representing approximate eigenvectors so that some possibly large ratio-products
occur in the bounds. Thus it would be better to distribute the burden of the initial vector to
certain appropriate auxiliary vectors.
It is worthwhile to introduce some previous improvements of Saad’s estimates and compare
them with our results afterwards. In [112], van der Sluis and van der Vorst analyzed the con-
vergence behavior of Ritz values in a Krylov subspace arising from the preconditioned conjugate
gradient method. Therein Saad’s estimates (2.3) and (2.5) for i=1 were reformulated concerning
the approximation of the smallest eigenvalue of a symmetric matrix which corresponds to the
preconditioned system matrix; see [112, Theorem 4.3]. In the accompanying numerical example
with two clustered eigenvalues, these estimates did not give sufficiently accurate bounds due to
small gap ratios and large ratio-products. Instead, a comparative approach by using other Ritz
values stemming from certain modifications of the spectrum yields better bounds. Nevertheless,
these bounds contain some auxiliary parameters so that an explicit improvement was not pre-
sented in [112], but rather in [105] by Sleijpen and van der Sluis. In particular, [105, Theorem 5.1]
provided three alternative bounds which are better than the corresponding Chebyshev bound for
low-dimensional Krylov subspaces or within that numerical example from [112] mentioned above.
Another improvement of the estimate (2.3) for i=1 was presented in [61, Theorem 4.1] by Li.
Although this improved estimate is equivalent to Knyazev’s estimate (2.9), it was independently
derived in terms of sine values. Additionally, the sharpness of the associated Chebyshev bound
was discussed concerning the extreme points of the underlying shifted Chebyshev polynomial.
Last but not least, we note that the estimates (2.3) and (2.5) for arbitrary i can be improved by
partially modifying Saad’s analysis similarly to [121, Theorem 1.8] by Yang and Yang. This is
not a substantial improvement since the possibly large ratio-products are still contained.
We prefer Knyazev’s analysis [44, 45] for improving Saad’s estimates. As mentioned in Remark
2.6, some estimates for block-Krylov subspace iterations can be improved significantly by avoiding
certain linear factors in the construction of auxiliary vectors. The corresponding arguments have
been formulated in Section 2.3. However, the estimates for standard Krylov subspace iterations
have only been improved for i=1. Thus this approach needs to be extended in order to achieve a
complete improvement. In our convergence analysis for standard Krylov subspace iterations, we
begin with the reciprocal representation (1.29a) concerning the eigenvalue problem of a symmetric
matrix. For the sake of simplicity, the Krylov subspace K̂k(y(0)) and the initial vector y(0) are
denoted by K and y as in Chapter 2 for introducing classical estimates. Moreover, we add a
natural assumption that K is not an invariant subspace. This usually holds true in practice due
to pseudorandom initial vectors. In Section 3.1, we reformulate several available estimates in
practical settings where clustered eigenvalues are under consideration. Section 3.2 is devoted to
deriving new estimates which improve the estimates (2.1), (2.4) on approximate eigenvectors,
the estimates (2.3), (2.5) on Ritz values, and the additional estimate (2.11) on Ritz vectors,
respectively. Therein some new auxiliary vectors allow us to avoid the linear factors from Saad’s
analysis, and the auxiliary vectors can be eliminated within certain angles and moderate ratios.
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Section 3.3 serves to compare the available estimates with the new estimates in several numerical
tests. Finally, in Section 3.4, we reformulate our new estimates with respect to the description
(1.22) concerning generalized matrix eigenvalue problems.
3.1 Available estimates
The settings in the works [112, 105, 61, 121] for improving Saad’s estimates are not unified. In
order to compare these previous improvements with our new estimates, we reformulate them with
the settings from Theorems 2.1 and 2.2. From a practical perspective, we additionally assume
that the considered Krylov subspace is not an invariant subspace. Indeed, this assumption
excludes a trivial case of Saad’s estimates and ensures that an auxiliary vector for the refined
estimates is nonzero.
Lemma 3.1. With Notation 1.4, consider a Krylov subspace K = span{y,Hy, . . . ,Hk−1y} with
the initial vector y ∈ Rn\{0}, and assume that K is not an invariant subspace. Then K contains
no eigenvectors, and the following statements hold.
(a) The values tan∠2(zi,K), sin2∠2(zi, ui) and µi− θi in Theorems 2.1 and 2.2 are nonzero.
(b) The vector ỹ in Theorem 2.2 is nonzero.
Proof. We first show that K contains no eigenvectors under the assumption that K is not
an invariant subspace. By contraposition, if K contains an eigenvector, e.g., z with the cor-










j−1y. Subsequently, by us-






H ly ∈ span{y,Hy, . . . ,H l−1y} ⇒ Hky ∈ span{Hk−ly,Hk−l+1y, . . . ,Hk−1y}
so that
HK = span{Hy, . . . ,Hk−1y}+ span{Hky} ⊆ span{y,Hy, . . . ,Hk−1y} = K
holds, i.e., K would be an invariant subspace.
Based on this fact, we can verify the statements (a) and (b). Therein tan∠2(zi,K) and
sin2∠2(zi, ui) are nonzero since otherwise K would contain the eigenvector zi. For verifying
µi−θi ̸= 0, we use the property K ⊆ span{z1, . . . , zm} with the orthonormal system {z1, . . . , zm}
defined in (2.16), then each maximizer of the Rayleigh quotient µ(·) in Ẑ =span{zi, . . . , zm} is
collinear with zi because of µi > µi+1. In addition, we use a subspace Û =span{u1, . . . , ui}
spanned by orthonormal Ritz vectors associated with the Ritz values θ1 ≥ · · · ≥ θi. If i > 1,
the assumption θi−1 > µi in Theorems 2.1 and 2.2 implies θi−1 > θi so that each minimizer of
µ(·) in Û is collinear with ui. Moreover, this property holds trivially for i = 1. Then zi and ui
would be collinear provided that µi = θi ; cf. the first paragraph in the proof of Lemma 2.17.
Consequently, K would contain the eigenvector zi if µi − θi = 0 holds. Next, we verify (b) by
















Therein yi+1 belongs to K since the product in its definition corresponds to a polynomial of
degree t− 1 < i+ t < k. If yi+1 ̸= 0, then yi+1 is an eigenvector due to Hyi+1 = µi+1 yi+1. If
yi+1 = 0 and t = 1, it holds that y = yi+1 = 0 which contradicts y ̸= 0. If yi+1 = 0 and t > 1,








Repeating this argumentation up to yi+t = y shows the existence of a certain eigenvector in K.
Thus K would contain an eigenvector if ỹ = 0 holds.
According to the statement (a) in Lemma 3.1, we can restrict Theorems 2.1 and 2.2 to a
nontrivial case by assuming that K is not an invariant subspace. Moreover, it would be better
to emphasize the number of target eigenvalues and describe the clustered eigenvalues with a
fixed index instead of the variable index i+ t in Theorem 2.2. Concerning the standard Krylov
subspace iteration (1.29a), the s largest eigenvalues are target eigenvalues. Correspondingly,
we consider an eigenvalue cluster which includes µs and denote by c the index of the smallest
eigenvalue in this cluster, then µs and µc+1 are well separated. For the reader’s convenience, we
adapt Theorems 2.1 and 2.2 to these practical settings.
Theorem 3.2. With Notation 1.4, consider a Krylov subspace K = span{y,Hy, . . . ,Hk−1y}
with the initial vector y ∈ Rn\{0}, and assume that K is not an invariant subspace. Let the
eigenvalues µ1, . . . , µs be of practical interest, and the eigenvalues µs, µc+1 be well separated for
an index c ∈ [s, k), then the following estimates hold.
(I) Estimates on approximate eigenvectors: If the eigenprojection Qiy of y is nonzero for
an index i ∈ {1, . . . , s}, then it holds, in terms of the normalized eigenprojection zi =
Qiy/∥Qiy∥2, the invariant subspace Z = Z1 ⊕ · · · ⊕ Zi , the gap ratio γi = (µi −






















































hold with the gap ratio γ̃i = (µi−µc+1)/(µc+1−µm) and the Chebyshev polynomial Tk−c(·).
(II) Angle-dependent estimates on Ritz values: Denote by θ1 ≥ · · · ≥ θs the s largest Ritz
values of H in K, then
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and















hold for i ∈ {1, . . . , s} with the terms from (I) by assuming θi−1 > µi in the case i > 1.
In Theorem 3.2, we skip the additional estimate (2.2) on Ritz vectors since it cannot be
improved significantly. The refined estimates (2.4) and (2.5) from Theorem 2.2 are simply refor-
mulated by the substitution i+ t = c.
With the settings from Theorem 3.2, the estimates in [105, Theorem 5.1] are reformulated as








µ1 − θ1 ≤ (µ1 − µm) 5 τ γ e2− (4k−2)γ
1/2
(3.7c)
with τ = tan2∠2(y, z1) and γ = (µ1 − µ2)/(µ1 − µm) where the estimate (3.7c) requires the
assumption 2k − 1 ≥ γ−1/2. The original estimates concern the approximation of the smallest
eigenvalue of a symmetric matrix. Thus applying them to −H yields (3.7).
Subsequently, the estimate in [61, Theorem 4.1] is reformulated as






















which are equivalent to (2.28) and (3.1) for i=1 in terms of tangent values. Correspondingly,
(3.8) is equivalent to Knyazev’s estimate (2.9).
Interestingly, we can generalize the estimate (3.8) to arbitrary i ∈ {1, . . . , s} by partially
modifying Saad’s analysis, inspired by [121, Theorem 1.8].
Theorem 3.3. With the settings from Theorem 3.2, it holds that




where ζ is given by any of the squared terms in the estimates (3.4), (3.5) and (3.6).
Proof. We first prove (3.9) for ζ from (3.4) based on Saad’s analysis introduced in Subsections













and the expansion y =
∑m











⎞⎠2 = ζ (3.10)
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≥ (µi − µm) (1 + ζ)−1.




holds since q(H)y is orthogonal to the Ritz vectors associated with
those Ritz values larger than θi. Then we get




− µm ≥ (µi − µm) (1 + ζ)−1 ⇒
θi − µm
µi − µm




= 1− θi − µm
µi − µm
≤ 1− (1 + ζ)−1 = ζ
1 + ζ
.
Thus (3.9) holds for ζ from (3.4). Next, applying the above approach to the the auxiliary vector
q̃(H)ỹ from Subsection 2.2.3 with the substitution i+ t = c yields (3.9) for ζ from the estimates
(3.5) and (3.6).
In comparison to (3.9), the estimates (3.4), (3.5) and (3.6) have the form µi−θi ≤ (µi−µm) ζ
so that (3.9) always provides better bounds, especially for large ζ. However, this improvement





Furthermore, we note that the analysis in [121] results in some other estimates depending on the
eigenvalues µi−1 and µi+1. These estimates do not constantly provides better bounds than (3.4),
(3.5) and (3.6) according to the numerical experiments in [121]. Thus (3.9) can be regarded as
their robust variant.
3.2 New estimates
Our new estimates for standard Krylov subspace iterations are achieved by modifying the auxil-
iary vector ỹ from Theorem 3.2 and by extending certain arguments for block-Krylov subspace
iterations which are introduced in Section 2.3. A drawback of ỹ is that it has to be multiplied









θj−µi are contained in the bounds. Thus
Saad’s estimates can be improved by avoiding these linear factors.
In Subsection 3.2.1, we treat estimates on approximate eigenvectors. The construction of the
auxiliary vectors y1, . . . , ys in Lemma 2.10 concerning the initial subspace of a block-Krylov


















can be achieved in terms of ŷ. Moreover, ŷ can be eliminated within an angle between two
subspaces as in Lemma 2.10.
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Subsection 3.2.2 deals with angle-dependent estimates on Ritz values. An estimate without∏i−1
j=1
θj−µm




ỹ as an auxiliary vector. However, this







y, l = 1, . . . , c (3.12)
in order to adapt the proof techniques of Lemma 2.10 to standard Krylov subspace iterations.
The bound in the resulting estimate is independent of auxiliary vectors.
In Subsection 3.2.3, we derive some angle-free estimates on Ritz values by using the vectors
from (3.12) and extending certain arguments from Lemma 2.15. These estimates improve the
angle-dependent estimates in the case of large angle terms. Moreover, the extended arguments
are also applicable to the analysis for restarted and block variants in further chapters.
Subsection 3.2.4 is devoted to deriving additional estimates on Ritz vectors which can be
combined with the above estimates on Ritz values. In comparison to the estimates (2.11) and
(2.14), we present a better bound which makes use of further Ritz values and eigenvalues. The
derivation is based on the proof of Lemma 2.17 and uses two series of Lagrange polynomials.
3.2.1 Estimates on approximate eigenvectors
We first improve the estimates (3.1), (3.2) and (3.3) on approximate eigenvectors with respect
to the angle between an eigenvector zi and the considered Krylov subspace K. These estimates
represent Saad’s estimates (2.1) and (2.4) in the nontrivial case that K is not an invariant
subspace. For improving them, we use a modified auxiliary vector (3.11) which can avoid the
ratio-products in the bounds.
Theorem 3.4. With the settings from Theorem 3.2, the auxiliary vector ŷ defined in (3.11) is
nonzero, and
tan∠2(zi,K) ≤ [Tk−c(1 + 2γ̃i) ]−1 tan∠2(ŷ,Z) (3.13)
holds. Moreover,
tan∠2(zi,K) ≤ [Tk−c(1 + 2γ̃i) ]−1 tan∠2(Kc,Zc) (3.14)
holds in terms of the Krylov subspace Kc = span{y,Hy, . . . ,Hc−1y} and the invariant subspace
Zc = Z1 ⊕ · · · ⊕ Zc.
Proof. The property ŷ ̸= 0 can be shown analogously to the statement (b) in Lemma 3.1, namely,
K contains no eigenvectors since it is not an invariant subspace, whereas ŷ = 0 would imply the
existence of an eigenvector in K.




















Therein the product of q(·) and p(·) is a polynomial of degree (c− 1) + (k− c) = k− 1 so that
p(H)ŷ belongs to K. Moreover, p(·) has the properties
p(µi) > 1 and |p(µl)| ≤ 1 ∀ l ∈ {c+1, . . . ,m} (3.16)
according to (1.36). Next, we extend the eigenvector zi = Qiy/∥Qiy∥2 to an orthonormal system
{z1, . . . , zm} as in (2.16), and expand y as y =
∑m
l=1 αl zl with αl = ∥Qly∥2. Then the vector
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p(H)y has the expansion p(H)y =
∑m
l=1 p(µl)αl zl, where the term p(µi)αi zi is nonzero due to













analogously to the statement (b) in Lemma 3.1. In summary, p(H)ŷ is a nonzero vector in K





and tan∠2(zi,K) ≥ 0
hold according to (1.32) in Definition 1.6. Consequently, the derivation of (3.13) can be completed





≤ [Tk−c(1 + 2γ̃i) ]−2 tan2∠2(ŷ,Z). (3.17)
For showing (3.17), we begin with the expansion ŷ = q(H)y =
∑m
l=1 βl zl where βl = q(µl)αl.
Since q(µl) = 0 holds for each l ∈ {1, . . . , c}\{i}, a more precise expansion reads
ŷ = βi zi +
∑m
l=c+1 βl zl




∥Qiy∥2 ̸= 0. Correspondingly, we expand the
vector p(H)ŷ as
p(H)ŷ = p(µi)βi zi +
∑m
l=c+1 p(µl)βl zl.

















so that tan2∠2(zi, ŷ) =
(
cos2∠2(zi, ŷ)


























= [Tk−c(1 + 2γ̃i) ]
−2 tan2∠2(zi, ŷ). (3.18)
Moreover, according to (1.33) and ŷ = βi zi +
∑m





















Thus (3.18) immediately implies (3.17).





















implies tan∠2(ŷ,Zc) = tan∠2(ŷ,Z). In addition, the definition (3.11) of ŷ shows that ŷ belongs
to Kc so that tan∠2(ŷ,Zc) ≤ tan∠2(Kc,Zc) holds according to (1.32) and dimKc = c ≤
dimZc. Then we get tan∠2(ŷ,Z) ≤ tan∠2(Kc,Zc) which extends (3.13) as (3.14).
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µi−µj . Thus better bounds can be achieved in the case that
µi is an interior element of an eigenvalue cluster. Furthermore, the special form of (3.13) with




y directly improves (3.1) for i > 1. In addition, (3.13)
and (3.14) also hold in H-angles by assuming the positive definiteness of H. These variants can
be transformed afterwards as estimates in M -angles concerning the generalized matrix eigenvalue
problem (1.1).
Corollary 3.5. With the settings from Theorem 3.2, assume that H is positive definite so that
H-angles ∠H( · , · ) can be defined as in Definition 1.6. Then the variants of the estimates (3.13)
and (3.14) with ∠H( · , · ) instead of ∠2( · , · ) hold.
Proof. Basically, we only need to show that the central inequality (3.18) in the proof of (3.13) and
(3.14) holds with H-angles. By using the expansion ŷ = βi zi +
∑m
l=c+1 βl zl and the property
∥zl∥2H = zTl Hzl = µl (zTl zl) = µl

























so that tan2∠H(zi, ŷ) =
(
cos2∠H(zi, ŷ)

























= [Tk−c(1 + 2γ̃i) ]
−2 tan2∠H(zi, ŷ)
which is the H-variant of (3.18).
3.2.2 Angle-dependent estimates on Ritz values
The angle-dependent estimates (3.4), (3.5) and (3.6) on Ritz values correspond to Saad’s esti-
mates (2.3) and (2.5). We can improve them by modifying the auxiliary vector ỹ from Theorem
3.2 similarly as in (3.11) and Theorem 3.4. In addition, we partially modify Saad’s analysis as
in Theorem 3.3 in order to achieve a further refinement.



























Proof. The property yc ̸= 0 can be shown by contraposition analogously to the statement (b) in
Lemma 3.1. For deriving (3.19), we use the shifted Chebyshev polynomial p(·) defined in (3.15)
















Since the product of q(·) and p(·) is a polynomial of degree (i− 1) + (c− i) + (k− c) = k− 1,
the vector p(H)yc belongs to K. Moreover, by using the properties in (3.16) and the expansion
y =
∑m
l=1 αl zl with respect to an orthonormal system {z1, . . . , zm} from (2.16), we can show








holds since p(H)yc contains the linear factors H − θjI for j = 1, . . . , i− 1 so that p(H)yc is
orthogonal to the Ritz vectors associated with those Ritz values larger than θi. Thus we can









Therein we use the expansion yc = q(H)y =
∑m
l=1 βl zl where βl = q(µl)αl. Since q(µl) = 0
holds for each l ∈ {i+1, . . . , c}, we get
yc =
∑i
l=1 βl zl +
∑m
l=c+1 βl zl






∥Qiy∥2 ̸= 0 holds due to the assumption
θi−1 > µi from Theorem 3.2. In addition, we use the corresponding expansion
p(H)yc =
∑i
l=1 p(µl)βl zl +
∑m
l=c+1 p(µl)βl zl











l=1 (µl − µm) p2(µl)β2l +
∑m









































































Moreover, according to (1.31), (1.33), and the expansion yc =
∑i
l=1 βl zl +
∑m
l=c+1 βl zl, it holds
that
cos2∠2(y
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≤ 1− (1 + ψ)−1 = ψ
1 + ψ
holds and implies (3.20).








µi−µj which are contained
in (3.5) and (3.6). Thus (3.19) provides better bounds in the case that µi is an interior element
of an eigenvalue cluster. In addition, a direct improvement of (3.4) for i > 1 is given by the





However, the auxiliary vector yc is not necessarily orthogonal to the eigenspaces associated
with µ1, . . . , µi−1 so that it cannot easily be eliminated within an angle between two subspaces
as in (3.14). In order to overcome this drawback, we extend ŷ to a set of vectors defined in (3.12).
These vectors enable an adaptation of the proof techniques from Lemma 2.10 to standard Krylov
subspace iterations and can be eliminated within the resulting estimate afterwards.




≤ [Tk−c(1 + 2γ̃i) ]−2 tan2∠2(Kc,Zc) (3.23)
holds in terms of the Krylov subspace Kc = span{y,Hy, . . . ,Hc−1y} and the invariant subspace
Zc = Z1 ⊕ · · · ⊕ Zc. Moreover,




holds for ψ = [Tk−c(1 + 2γ̃i) ]−2 tan2∠2(Kc,Zc).
Proof. The auxiliary vectors y1, . . . , yc defined in (3.12) are nonzero since otherwise K would be
an invariant subspace; cf. the proof of the statement (b) in Lemma 3.1.
The estimate (3.23) holds trivially in the case tan2∠2(Kc,Zc) = ∞. Thus we only need
to show (3.23) in the case tan2∠2(Kc,Zc) < ∞. Therein we represent tan2∠2(Kc,Zc) by
tan2∠2(Kc,V) with V =span{z1, . . . , zc} concerning the orthonormal system {z1, . . . , zm} defined
in (2.16) with respect to the eigenprojections of y. This representation can be verified by using
the orthogonal projector Q =
∑c









l w) zl of an arbitrary nonzero vector






























holds according to (1.33). Then, by considering the relation dimKc = c = dimV ≤ dimZc and





tan2∠2(w,V) = tan2∠2(Kc,V). (3.25)
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Subsequently, we use the auxiliary vectors defined in (3.12) which belong to Kc by definition
and have already been shown to be nonzero. A further property of these vectors is that zTt yl = 0
holds for each t ∈ {1, . . . , c}\{l}, namely,















In addition, zTl yl is nonzero for each l ∈ {1, . . . , c}, since otherwise yl is orthogonal to all of
z1, . . . , zc and thus orthogonal to V so that
∠2(yl,V) = π/2 ⇒ tan2∠2(Kc,Zc)
(3.25)
= tan2∠2(Kc,V) ≥ tan2∠2(yl,V) =∞.
This contradicts the condition tan2∠2(Kc,Zc) <∞ of the current case. In summary, we get
[z1, . . . , zc]
T [y1, . . . , yc] = diag(zT1 y1, . . . , z
T
c yc) with z
T
l yl ̸= 0 ∀ l ∈ {1, . . . , c}. (3.26)
Thus [z1, . . . , zc]T [y1, . . . , yc] is an invertible matrix so that y1, . . . , yc are linearly independent.
This property allows us to construct proper subspaces for proving the estimate (3.23), namely,
the subspaces
Ỹ = span{y1, . . . , yi} ⊆ Kc, Z̃ = span{z1, . . . , zi} ⊆ V





≤ [Tk−c(1 + 2γ̃i) ]−2 tan2∠2(Kc,Zc) (3.27)
where p(·) is the shifted Chebyshev polynomial defined in (3.15).






























. Moreover, the property zTt yl = 0 ∀ t ∈ {1, . . . , c}\{l}
ensures that Ỹ is a subset of the invariant subspace span{z1, . . . , zi, zc+1, . . . , zm}. Thus w can
be expanded as w =
∑i
j=1 αj zj +
∑m
j=c+1 αj zj with the coefficients αj = z
T
j w, and it holds
that Pw =
∑i

































can be achieved by using the expansion
p(H)w =
∑i
j=1 p(µj)αj zj +
∑m

































Moreover, the shifted Chebyshev polynomial p(·) has the properties
p(µj) ≥ p(µi) > 1 ∀ j ∈ {1, . . . , i} , |p(µj)| ≤ 1 ∀ j ∈ {c+1, . . . ,m} (3.30)
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(where the inequality holds because of w∈ Ỹ\{0} and Ỹ ⊆ Kc) yields (3.27).
Finally, we extend (3.27) as the estimate (3.23). Therein we need to verify that the subspace
p(H)Ỹ has dimension i in order to apply the Courant-Fischer principles. We use the generating

















for the indices t, l ∈ {1, . . . , i}. Then
[z1, . . . , zi]









holds analogously to (3.26). Moreover, p(µl) > 1 > 0 and zTl yl ̸= 0 hold for each l ∈ {1, . . . , i}
according to (3.30) and (3.26). Thus the matrix product in (3.31) is an invertible matrix so




= i. Consequently, there
are i Ritz values of H in p(H)Ỹ. We denote them by β1 ≥ · · · ≥ βi. In addition, p(H)Ỹ is
a subset of K since the generating vectors p(H)y1, . . . , p(H)yi belong to K by considering the
degree of the associated polynomial. Then the relation p(H)Ỹ ⊆ K ⊆ span{z1, . . . , zm} holds so
that βi ≤ θi ≤ µi holds according to the Courant-Fischer principles. Furthermore, we use a Ritz
vector u in p(H)Ỹ associated with βi, and expand u as u = z̃+ w̃ with its orthogonal projections
z̃ ∈ Z̃ = span{z1, . . . , zi} and w̃ ∈ span{zi+1, . . . , zm}. Then the intermediate estimate
µi − θi
θi − µm






can be shown analogously as in Lemma 2.9. Combining this with (3.27) yields (3.23).











and the monotonicity of the function ( · )/(1 + · ).
The estimate (3.23) does not require the assumption θi−1 > µi from Theorem 3.2 and general-
izes Knyazev’s estimate (2.9). The bound in (3.23) is actually the squared value of the bound in
the estimate (3.14) on approximate eigenvectors. Nevertheless, the auxiliary vector ŷ for deriving
(3.14) needs to be strengthened by further auxiliary vectors from (3.12) in order to derive (3.23).
The estimate (3.24) is equivalent to (3.23). An important feature of (3.24) is, in comparison
to (3.4), (3.5), (3.6) and (3.19), that it does not depend on the Ritz values in the current Krylov
subspace and thus provides an a priori bound.
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3.2.3 Angle-free estimates on Ritz values
The estimates in the previous subsections require certain angle terms such as tan∠2(Kc,Zc).
These terms avoid the possibly large ratio-products, but can still be suboptimal for providing
appropriate bounds for low-dimensional Krylov subspaces where the Chebyshev factors are only
moderate. For such a case, we derive some angle-free estimates based on Knyazev’s estimate
(2.10). Therein we use again the auxiliary vectors from (3.12), and extend certain arguments
from Lemma 2.15.








holds for the smallest Ritz value η of H in the Krylov subspace Kc = span{y,Hy, . . . ,Hc−1y}
by assuming η > µc+1, and
µi − θi
θi − µi+1




holds for the smallest Ritz value φ of H in Ki = span{y,Hy, . . . ,H i−1y} by assuming φ > µi+1.
Proof. As mentioned at the beginning of the proof of Theorem 3.7, the statement that the auxil-
iary vectors y1, . . . , yc defined in (3.12) are nonzero can be shown by contraposition analogously
to the statement (b) in Lemma 3.1.
For deriving the estimate (3.32), we use y1, . . . , yc together with the orthonormal system
{z1, . . . , zm} defined in (2.16) with respect to the eigenprojections of the initial vector y of K.
According to their definition in (3.12), y1, . . . , yc belong to Kc, and zTt yl = 0 holds for distinct
t, l ∈ {1, . . . , c}. In addition, the assumption η > µc+1 for (3.32) ensures that zTl yl ̸= 0 holds
for each l ∈ {1, . . . , c}, since otherwise there exists a yl with the property zTt yl = 0 ∀ t ∈
{1, . . . , c}, i.e., yl is orthogonal to span{z1, . . . , zc} and thus belongs to the invariant subspace
span{zc+1, . . . , zm} so that
µc+1 = max
z̃ ∈ span{zc+1,...,zm}\{0}
µ(z̃) ≥ µ(yl) ≥ min
ỹ ∈Kc\{0}
µ(ỹ) = η
holds and contradicts η > µc+1. Consequently, [z1, . . . , zc]T [y1, . . . , yc] is an invertible matrix so
that y1, . . . , yc are linearly independent; cf. (3.26). Then Ỹ = span{y1, . . . , yi} is an i-dimensional
subspace within Kc. Moreover, by using the shifted Chebyshev polynomial p(·) defined in (3.15),
the subspace p(H)Ỹ is an i-dimensional subspace within K as shown by the relation (3.31) in
the proof of Theorem 3.7. Thus we denote by η̃1 ≥ · · · ≥ η̃i the Ritz values of H in p(H)Ỹ.




where p(H)w is an associated Ritz
































≥ µ(w̃), µ(w̃) ≥ µ(w) (3.36)
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in a row. The concerned vectors belong to the invariant subspace span{z1, . . . , zi, zc+1, . . . , zm},
for which the following statements hold analogously to Lemma 2.12.
Let u be an arbitrary nonzero vector in span{z1, . . . , zi, zc+1, . . . , zm} with µτj ≥ µ(u) ≥ µτj+1
for two neighboring indices τj and τj+1 from the arranged index set τ = {1, . . . , i, c+1, . . . ,m},
and expand u as u =
∑#τ




the vector v =
∑#τ
l=1 βτl zτl with βτl ∈ R satisfies
(a) µ(v) ≥ µ(u) if |βτl | ≥ |ατl | ∀ l ≤ j and |βτl | ≤ |ατl | ∀ l > j,
(b) µ(v) ≤ µ(u) if |βτl | ≤ |ατl | ∀ l ≤ j and |βτl | ≥ |ατl | ∀ l > j.
In addition, it holds that
p(µτ1) ≥ · · · ≥ p(µτi) = p(µi) ≥ p(µc) > 1, and |p(µτl)| ≤ 1 ∀ l > i (3.37)
according to (1.36).





µ(ỹ) = η > µc+1 (3.38)
ensures that the condition µτj ≥ µ(w) ≥ µτj+1 is fulfilled for a j ∈ {1, . . . , i}. Then w and
p(H)w/p(µτj ) can be regarded as u and v in the above variant of Lemma 2.12. The associated
coefficients read ατl = z
T
τl
w and βτl = p(µτl) (z
T
τl
w)/p(µτj ). Since τj ≤ τi, (3.37) implies
p(µτ1)
p(µτj )
≥ · · · ≥
p(µτj )
p(µτj )




⏐⏐⏐⏐ ≤ ⏐⏐⏐⏐ 1p(µτj )
⏐⏐⏐⏐ < 1 ∀ l > i
so that
|βτl | =
⏐⏐p(µτl)ατl/p(µτj )⏐⏐ = ⏐⏐⏐⏐ p(µτl)p(µτj )
⏐⏐⏐⏐ |ατl |
{
≥ |ατl | ∀ l ≤ j,
≤ |ατl | ∀ l > j.









≥ µ(w) by using the collinearity of p(H)w/p(µτj ) and p(H)w.
Subsequently, we extend the first inequality in (3.36) as




≥ µ(w) > µc+1 (3.39)
according to the Courant-Fischer principles and (3.38). Then the condition µτj ≥ µ(u) ≥ µτj+1
in the above variant of Lemma 2.12 is fulfilled by u = p(H)w or u = w for j= i, and the
remaining two inequalities in (3.36) can be shown as follows.




each l ∈ {1, . . . ,#τ}, βτl = p(µτi) (zTτlw) for each l ≤ i, and βτl = z
T
τl
w for each l > i according
to τi = i and the definition of w̃. Then (3.37) implies
|βτl | =
⏐⏐⏐⏐ p(µτi)p(µτl)
⏐⏐⏐⏐ |ατl | ≤ |ατl | ∀ l ≤ i, |βτl | = |ατl ||p(µτl)| ≥ |ατl | ∀ l > i




≥ µ(w̃). Similarly, by regarding
w and w̃ as u and v, the α-coefficients read ατl = z
T
τl
w for each l ∈ {1, . . . ,#τ} so that
|βτl | =
⏐⏐p(µτi)⏐⏐ |ατl | > |ατl | ∀ l ≤ i, |βτl | = |ατl | ∀ l > i.




For verifying the property (3.35), we represent w and w̃ by









l w. Therein z is nonzero since otherwise w = z̃ ∈
span{zc+1, . . . , zm} holds and leads to µ(w) ≤ µc+1 which contradicts (3.38).
Furthermore, in the case z̃ = 0, it holds that w = z ∈ span{z1, . . . , zi} which implies µ(w) ≥ µi.
Combining this with (3.39) yields µ(w) = µi. In addition, w̃ = p(µi)z = p(µi)w holds where
p(µi) is nonzero due to (3.37). Then we get µ(w̃) = µ(w) = µi so that both sides of the inequality
in (3.35) are zero. Thus (3.35) holds trivially.












= [Tk−c(1 + 2γ̃i) ]
−2 (3.40)
holds analogously to (2.44) in the proof of Lemma 2.13 despite different settings. In addition,
according to (3.34), (3.39) and the definitions of z, z̃, the relation µ(z) ≥ µi ≥ µ(w̃) ≥ µ(w) >
































Combining this with (3.40) completes the verification of the property (3.35).
Finally, we apply (3.34) and (3.35) to the proof of the estimate (3.32). Since p(H)Ỹ is an
i-dimensional subspace within K, the corresponding ith Ritz values η̃i, θi in descending order
fulfill θi ≥ η̃i according to the Courant-Fischer principles. Then (3.34) extends this relation as












































. Combining these two inequalities
with (3.35) yields (3.32).
The estimate (3.33) can be shown by the same approach with the special setting c= i.
The estimates (3.32) and (3.33) supplement the angle-dependent estimates (3.19) and (3.23) in
the case of low-dimensional Krylov subspaces. We can generalize them in Chapter 4 to arbitrarily
located Ritz values η and φ in order to investigate restarted Krylov subspace iterations where
the angle-dependent estimates cannot be applied to multiple steps. Moreover, in Chapter 5, we
can adapt some arguments in the proof of Theorem 3.8 to block-Krylov subspace iterations in
order to generalize the angle-free estimate (2.13) to further Ritz values.
3.2.4 Additional estimates on Ritz vectors
For analyzing the Ritz vectors in the considered Krylov subspace, we can combine some additional
estimates such as (2.11) and (2.14) with the estimates on Ritz values derived in the previous
subsections. Therein (2.14) can easily be adapted to standard Krylov subspace iterations. The
bound in (2.14) only makes use of two Ritz values θi−1 and θi for analyzing a Ritz vector
associated with θi. Thus we expect that the bound could be refined by adding further Ritz
values. We aim to extend the term
(µ1 − θi)(θi − µi+1)(θi−1 − µi)
(µ1 − µi)(µi − µi+1)(θi−1 − θi)
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based on the proof of Lemma 2.17. The first product in the extended term is actually the value of
the ith Lagrange polynomial at θi concerning an interpolation problem for µ1, . . . , µs+1, whereas
the second product concerns an interpolation problem for θ1, . . . , θs.
The central part of the derivation of this extension is solving a generalized form of the system
(2.49). Since the result of this part can be reused in Chapter 5 concerning block-Krylov subspace
iterations, we explicitly formulate it in the following lemma where the subspaces V and W
correspond to span{u1, . . . , us} and span{u1, . . . , us, zi} for orthonormal Ritz vectors u1, . . . , us
and a normalized eigenvector zi.
Lemma 3.9. Consider a symmetric matrix H ∈ Rn×n and arbitrary subspaces V ⊆ W ⊆ Rn
with dimV = s ≥ 2 and dimW = s+1. Let ξ1 ≥ · · · ≥ ξs and φ1 ≥ · · · ≥ φs+1 be the Ritz
values of H in V and in W, respectively. If these Ritz values are distinct, then the associated












holds for each t ∈ {1, . . . , s+1} and each l ∈ {1, . . . , s}.
Proof. For each distinct Ritz value, all associated Ritz vectors are collinear. Thus only two





In order to determine
(
wTt vl
)2 in terms of Ritz values, we denote wTt vl by ψt,l concerning the
expansions vl =
∑s+1
t=1 ψt,l wt, l = 1, . . . , s. Then, by using the properties w
T
d wt = δd,t and
wTdHwt = φtδd,t with Kronecker delta, the properties
vTc vl = 0, v
T
c Hvl = 0 for c, l ∈ {1, . . . , s} with c < l,
vTl vl = 1, v
T
l Hvl = ξl for l ∈ {1, . . . , s}
can be rewritten as∑s+1
t=1 ψt,c ψt,l = 0,
∑s+1







t,l = ξl for l ∈ {1, . . . , s}.
(3.42)
This is a nonlinear system of s(s− 1)+2s = s(s+1) equations for s(s+1) ψ-terms. The
solution is unique up to sign since the squared values ψ2t,l =
(
wTt vl
)2 are unique. Thus we only
need to show that this nonlinear system is fulfilled by certain ψ-terms stemming from (3.41).











with σt,l = −1 for 2 ≤ t ≤ l and otherwise σt,l = 1. Then (3.43) can be shown to fulfill (3.42)
as follows.
We begin with the first two types of equations in (3.42) and reformulate them as∑s+1
t=2 (φ1 − φt)ψt,c ψt,l = 0,
∑s
t=1(φt − φs+1)ψt,c ψt,l = 0
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by using row reduction. This results in∑s+1
t=2 sign(ψt,c ψt,l)
√
(φ1 − φt)2 ψ2t,c ψ2t,l = 0,∑s
t=1 sign(ψt,c ψt,l)
√
(φt − φs+1)2 ψ2t,c ψ2t,l = 0
(3.44)
by using the fact that the terms φ1−φt and φt−φs+1 are positive. Then we verify that (3.44)























j=1, j ̸=t (ξc − φj)(ξl − φj)
)
(φt − ξl)(φt − ξc)
(∏s
j=1, j ̸=c, j ̸=l (φt − ξj)2
)
(∏s+1
j=1, j ̸=t (φt − φj)2
)(∏s
j=1, j ̸=c (ξc − ξj)
)(∏s




j=1 (ξc − φj)(ξl − φj)
)(∏s
j=1, j ̸=c, j ̸=l (φt − ξj)2
)
(∏s+1
j=1, j ̸=t (φt − φj)2
)(∏s
j=1, j ̸=c (ξc − ξj)
)(∏s
j=1, j ̸=l (ξl − ξj)
) ,
we get
(φ1 − φt)2 ψ2t,c ψ2t,l = ηc,l
(
pc,l(φt)∏s+1
j=2, j ̸=t (φt − φj)
)2
,
(φt − φs+1)2 ψ2t,c ψ2t,l = ηc,l
(
pc,l(φt)∏s
j=1, j ̸=t (φt − φj)
)2 (3.45)
with a parameter ηc,l and a polynomial pc,l(·) defined by
ηc,l =
(∏s+1
j=1 (ξc − φj)(ξl − φj)
)
(∏s
j=1, j ̸=c (ξc − ξj)
)(∏s
j=1, j ̸=l (ξl − ξj)
) , pc,l(α) =∏sj=1, j ̸=c, j ̸=l (α− ξj).
Therein ηc,l is independent of the index t. Moreover, if ηc,l is nonzero, then the above represen-
tation of ηc,l contains exactly c+ l+ (c− 1)+ (l− 1) = 2(c+ l− 1) negative factors according to
the Courant-Fischer principles and the relation ξ1 > · · · > ξs. Thus ηc,l is either zero or positive.
In contrast, the signs of the other factors in (3.45) depend on t, namely, if pc,l(φt) ̸= 0, then
pc,l(φt)∏s+1
j=2, j ̸=t (φt − φj)
=
∏s
j=1, j ̸=c, j ̸=l (φt − ξj)∏s+1
j=2, j ̸=t (φt − φj)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
< 0 for t ≤ c,
> 0 for t ∈ (c, l],
< 0 for t > l,
pc,l(φt)∏s
j=1, j ̸=t (φt − φj)
=
∏s
j=1, j ̸=c, j ̸=l (φt − ξj)∏s
j=1, j ̸=t (φt − φj)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
> 0 for t ≤ c,
< 0 for t ∈ (c, l],
> 0 for t > l.
In addition, the definition of the σ-terms shows that
sign(ψt,c ψt,l) = σt,cσt,l
⎧⎪⎪⎪⎨⎪⎪⎪⎩
> 0 for t ≤ c,
< 0 for t ∈ (c, l],
> 0 for t > l.
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j=1, j ̸=t (φt − φj)
.
(3.46)
In (3.46), the sums on the right-hand sides can be shown to be zero. For a better readability,
we show this property afterwards by Lemma 3.10. Then (3.46) results in (3.44) so that the first
two types of equations in (3.42) are verified.
Next, we verify the remaining types of equations in (3.42) by using two series of Lagrange

















t = 1, . . . , s+1, it coincides with the interpolating polynomial
∑s+1
























= q̃l(ξl) = 1.
Furthermore, the polynomial q̂l(·) defined by q̂l(φ) = φ q̃l(φ) has degree s and trivially inter-




, t = 1, . . . , s+1. Thus it coincides with the interpolating
polynomial
∑s+1



























= q̂l(ξl) = ξl q̃l(ξl) = ξl.
In summary, (3.43) fulfills (3.42) so that the corresponding squared values result in (3.41).
Additionally, we formulate the omitted part of the above proof concerning the representation
(3.46). The property that the sums on the right-hand sides in (3.46) are zero can be shown in
the following more general form.
Lemma 3.10. Let α1, . . . , αk ∈ R be pairwise different, and let p(·) be an arbitrary real polyno-




j=1, j ̸=i (αi − αj)
= 0. (3.47)
Proof. We first consider the case k=2. Therein p(·) is a constant function so that p(α1) = p(α2),
and p(α1)/(α1 − α2) + p(α2)/(α2 − α1) = 0 holds trivially.
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In the nontrivial case k ≥ 3, we represent p(·) by p(α) =
∑k−2
s=0 ηs α





j=1, j ̸=i (αi − αj)
= 0 ∀ s ∈ {0, . . . , k− 2}. (3.48)
We apply the Lagrange polynomials l1(·), . . . , lk(·) concerning an interpolation problem for









j=1, j ̸=i αj
)
αk−2 + qi(α)∏k
j=1, j ̸=i (αi − αj)
, i = 1, . . . , k
where qi(·) is a corresponding real polynomial whose degree is not larger than k− 3.










































i (α) = 0.




(k− 1)!α− (k− 2)!
(∑k
j=1, j ̸=i αj
)∏k

















i li (α) = α
s−1 since the monomial αs−1 interpolates













αs−1 = 0. (3.50)
















j=1, j ̸=i αj
)∏k
j=1, j ̸=i (αi − αj)
=
(k− 2)!αi∏k























This completes the verification of the property (3.48).
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Applying Lemma 3.10 to φ2, . . . , φs+1 or φ1, . . . , φs together with the polynomial pc,l(·) of
degree s− 2 shows that the sums on the right-hand sides in (3.46) are zero.
Now we return to the analysis of the Ritz vectors in a Krylov subspace, and refine the estimates
(2.11), (2.14) by applying Lemma 3.9.
Theorem 3.11. With Notation 1.4, consider a Krylov subspace K = span{y,Hy, . . . ,Hk−1y}
with the initial vector y ∈ Rn\{0}, and let u1, . . . , us be orthonormal Ritz vectors of H in K
associated with the s largest Ritz values θ1 ≥ · · · ≥ θs. If θj > µj+1 for each j ∈ {1, . . . , s}, then
the eigenprojection Qiy is nonzero for each i ∈ {1, . . . , s}, and θ1, . . . , θs are distinct. Moreover,
it holds, in terms of the normalized eigenprojection zi = Qiy/∥Qiy∥2, that










Proof. We show the property Qiy ̸= 0 for i ∈ {1, . . . , s} inductively by using the Courant-
Fischer principles. If Q1y = 0, then K is a subset of Z2 ⊕ · · · ⊕ Zm so that θ1 ≤ µ2. This
contradicts the assumption θj > µj+1 for j=1. Therefore Q1y ̸= 0 holds. In the further
induction steps, the condition Qly ̸= 0 ∀ l < i implies Qiy ̸= 0 since otherwise K is a subset of
span{Q1y, . . . , Qi−1y} ⊕ Zi+1 ⊕ · · · ⊕ Zm so that θi ≤ µi+1 which contradicts the assumption
θj > µj+1 for j= i. Based on the property Qiy ̸= 0, we can define zi = Qiy/∥Qiy∥2 for each
i ∈ {1, . . . , s}. Then K is a subset of Y ⊕ Ỹ with
Y = span{z1, . . . , zs} and Ỹ = span{Qs+1y, . . . , Qmy},
and the relation µj ≥ θj holds for each j ∈ {1, . . . , s} according to the Courant-Fischer principles.
Combining this with the assumption θj > µj+1 yields
µ1 ≥ θ1 > µ2 ≥ θ2 > · · · > µs ≥ θs > µs+1 (3.52)
so that θ1, . . . , θs are distinct.
For deriving the estimate (3.51), we use the auxiliary subspaces
U = span{u1, . . . , us} and W = span{u1, . . . , us, zi} = U + span{zi}.
Evidently, the orthonormal Ritz vectors u1, . . . , us in K are also Ritz vectors in U , and θ1, . . . , θs
are the corresponding Ritz values. Thus U has dimension s, and W has dimension s or s+1.
If dimW = s, the eigenvector zi belongs to U and is a Ritz vector in U . Since the Ritz values
θ1, . . . , θs are distinct, the associated Ritz vectors belong to span{u1}, . . . , span{us}, respectively.
Thus zi belongs to span{uj} for a certain j ∈ {1, . . . , s} so that µi = µ(zi) = µ(uj) = θj ∈
{θ1, . . . , θs}. Moreover, according to (3.52), µi is located in [θ1,∞) for i=1 and in [θi, θi−1) for
i ∈ {2, . . . , s}. Therefore µi = θi holds, and zi belongs to span{ui}. Then ui and zi are collinear
nonzero vectors so that sin2∠2(ui, zi) = 0. In addition, the bound in (3.51) is equal to 0 for
µi = θi. Thus (3.51) holds trivially.
If dimW = s+1, we can denote the Ritz values in W by φ1 ≥ · · · ≥ φs+1. Then, according
to
U ⊆ W = U + span{zi} ⊆ K + span{zi} ⊆ Y ⊕ Ỹ + span{zi} = Y ⊕ Ỹ
and the Courant-Fischer principles, it holds that





Combining this with the assumption θj > µj+1 yields
µj ≥ φj ≥ θj > µj+1 ≥ φj+1 ∀ j ∈ {1, . . . , s} (3.53)
so that φ1, . . . , φs+1 are distinct. Subsequently, the eigenvector zi belongs to W and is a Ritz
vector in W . Thus the corresponding Ritz value µi = µ(zi) is contained in {φ1, . . . , φs+1}. In
addition, the relation (3.53) shows that µi is located in [φ1,∞) for i=1 and in [φi, φi−1) for
i ∈ {2, . . . , s+1}. Therefore µi = φi holds. Correspondingly, zi can be denoted by wi within the
basis {w1, . . . , ws+1} consisting of orthonormal Ritz vectors associated with φ1, . . . , φs+1. Then
sin2∠2(ui, zi) is equal to sin2∠2(ui, wi) and sin2∠2(wi, ui). By using the expansions
ul =
∑s+1
t=1 ψt,l wt, l = 1, . . . , s
with the coefficients ψt,l = wTt ul ∈ R, it holds that







= 1− ψ2i,i. (3.54)
Moreover, since the concerned Ritz values are distinct, Lemma 3.9 is applicable to V = U and





















































which extends (3.54) as the estimate (3.51).
The proof of Theorem 3.11 does not use the assumption that K is not an invariant subspace.
Instead, the assumption θj > µj+1 ensures that the concerned Ritz values are distinct so that
Lemma 3.9 is applicable. Alternatively, one can use the slightly weaker assumption θj ≥ µj+1
in order to include the trivial case µi = θi−1 as in Lemma 2.17 which is a rare case in practice.
Moreover, as mentioned in Remark 2.18, the arguments from [34, Subsection 12.6.2] are not
suitable for proving Theorem 3.11 since a stronger assumption φj > ξj = θj is required and the
considered Ritz vectors are nonnormalized.
3.3 Numerical comparisons
We demonstrate the benefit of our new estimates by several numerical examples. Similarly as
in the works [98, 112, 105, 61, 121], we use diagonal matrices as test-matrices. There is no loss
of generality since the estimates are invariant under a transformation with proper orthonormal
eigenvectors. Nevertheless, more practical examples are presented afterwards in Chapter 7 con-
cerning generalized matrix eigenvalue problems arising from the finite element discretization of
an elliptic operator.
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3.3.1 Improvements
We first compare our estimates from Subsections 3.2.1 and 3.2.2 with the corresponding available
estimates from Section 3.1, and discuss the observed improvements. Therein the following two
test-matrices are used.
Test-matrix 1
We consider the eigenvalue problem of the negative Laplacian operator −∆ on the domain [0, 6π]3
with homogeneous Dirichlet boundary conditions, and set the reciprocals of its eigenvalues















in descending order as diagonal entries of a diagonal matrix H ∈ Rn×n with n = 8000, i.e., the
inverse of H corresponds to a restriction of −∆ with respect to the eigenfunctions associated
with the above eigenvalues. The 5 largest distinct eigenvalues of H are well separated, namely,
µ1 = 12, µ2 = 6, µ3 = 4, µ4 = 3.27, µ5 = 3,
and the smallest distinct eigenvalue reads µ694 = 0.03. Concerning the settings of Theorem 3.2,
we set c=4 for those estimates with the Chebyshev polynomial Tk−c(·).
Test-matrix 2
The multiplicity of the eigenvalues of an elliptic operator can be perturbed by a nonuniform
discretization. Based on this fact, we modify the multiple eigenvalues of the underlying negative
Laplacian operator for generating Test-matrix 1 by successively adding the perturbation 0.001.




















6 + 0.002}. Subsequently, the reciprocals of the modified eigenvalues are
set in descending order as diagonal entries of a diagonal matrix H ∈ Rn×n with n = 8000. All
eigenvalues of this H are simple. The 5 largest eigenvalues and the smallest eigenvalue read
µ1 = 12, µ2 = 6, µ3 ≈ 5.9642, µ4 ≈ 5.9289, µ5 = 4, µ8000 = 0.03.
Since µ4 is the smallest eigenvalue in the cluster {µ2, µ3, µ4} and well separated from µ5, we
set c=4 for those estimates with the Chebyshev polynomial Tk−c(·) concerning the settings of
Theorem 3.2.
Our numerical tests are divided according to the types of estimates.
Estimates on approximate eigenvectors
The estimates (3.13) and (3.14) from Subsection 3.2.1 are directly comparable with Saad’s refined
estimates (3.2) and (3.3). In particular, the bound in (3.13) cannot exceed the bound in (3.2)













which can be shown based on the proof of (3.13). Moreover, it can be observed that (3.14)
significantly improves (3.3) for certain initial vectors y with µ(y) ∈ (µc+1, µc). Therein we select
1000 pseudorandom vectors as y, and build the corresponding Krylov subspaces K. The numerical
maxima of tan∠2(zi,K) and the computed bounds are documented in tables and figures.
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For Test-matrix 1, we increase the dimension of K up to k = 15, and document the associated
data for the indices i ∈ {1, 2, 3}. In addition, we consider the basic estimate (3.1). The numerical
maxima of tan∠2(zi,K) are documented for each k ∈ {1, . . . , 15}, whereas the computed bounds
are documented for k ≥ i or k ≥ c = 4 including the trivial case k − i = 0 or k − c = 0 (i.e., the
associated Chebyshev polynomial is a constant function with the value 1). The data for k=15
are listed in Table 3.1, and drawn together with the data for k < 15 in Figure 3.1 (semi-log plot).
The following features can be observed in this example.
• The new estimate (3.13) coincides with the refined estimate (3.2) for i=1, and improves
it for i ∈ {2, 3}. Moreover, both of them improve the basic estimate (3.1). The rate of
improvement increases with k due to the relation γ̃i > γi of the corresponding gap ratios.
• The new estimate (3.14) improves the refined estimate (3.3). The improvement is significant
for i=3 where (3.14) is slightly less accurate than (3.13) and more accurate than (3.2).
The curves for (3.14) and (3.3) are parallel to those for (3.13) and (3.2) so that they provide
better bounds than the basic estimate (3.1) for sufficiently large k.
Table 3.1: Comparison between several estimates on approximate eigenvectors for Test-matrix 1 with re-
spect to the numerical maxima nm of tan∠2(zi,K) and the computed bounds. The associated
parameters are set as c=4 and k=15.
i nm (3.1) (3.2) (3.3) (3.13) (3.14)
1 1.24× 10−13 2.92× 10−7 1.33× 10−11 6.98× 10−10 1.33× 10−11 2.87× 10−10
2 5.32× 10−9 1.81× 10−4 1.00× 10−6 4.31× 10−5 9.04× 10−7 4.24× 10−6















































































Figure 3.1: More data for the comparison in Table 3.1 with k≤ 15.
For Test-matrix 2, we build Krylov subspaces K up to a higher dimension k=18 since the
value tan∠2(zi,K) decreases slowly for i ∈ {2, 3} corresponding to clustered eigenvalues. The
data documentation is similar to that for Test-matrix 1. The results are presented in Table 3.2
and Figure 3.2 together with the following features.
• The basic estimate (3.1) provides better bounds for small k, but cannot reasonably predict
the convergence rate of tan∠2(zi,K) for i ∈ {2, 3} as the gap ratio γi is close to 0 due to
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clustered eigenvalues. In contrast, the curves for the other estimates are nearly parallel to
the last part of the curve for tan∠2(zi,K) so that the convergence rate can be revealed.
• For i=1, the new estimate (3.13) coincides with the refined estimate (3.2), whereas (3.14)
is much less accurate than the other estimates because of the large differences between
the term tan∠2(Kc,Zc) from (3.14) and the trigonometric terms from the other estimates.
Nevertheless, these differences are dramatically reduced for i ∈ {2, 3} concerning clustered
eigenvalues so that (3.14) significantly improves (3.3) and can also overtake (3.2).
Table 3.2: Comparison between several estimates on approximate eigenvectors for Test-matrix 2 with re-
spect to the numerical maxima nm of tan∠2(zi,K) and the computed bounds. The associated
parameters are set as c=4 and k=18.
i nm (3.1) (3.2) (3.3) (3.13) (3.14)
1 1.21× 10−14 2.65× 10−10 1.90× 10−12 2.93× 10−11 1.90× 10−12 6.56× 10−8
2 8.27× 10−5 2.35× 102 3.51× 10−2 3.61× 10−1 2.84× 10−2 5.74× 10−2















































































Figure 3.2: More data for the comparison in Table 3.2 with k≤ 18.
Angle-dependent estimates on Ritz values
We compare the estimates (3.19) and (3.24) from Subsection 3.2.2 with Saad’s refined estimates
(3.5) and (3.6). Indeed, (3.19) already improves the further refinement of (3.5) in Theorem 3.3
















ỹ ; cf. the proof of (3.19). For
the reader’s convenience, we additionally consider the basic estimate (3.4), and denote by (3.4)∗,
(3.5)∗, (3.6)∗ the refinements of (3.4), (3.5), (3.6) in Theorem 3.3. As mentioned at the end of
Subsection 3.2.2, the estimate (3.24) has the advantage that it provides an a priori bound which
is independent of the Ritz values θ1, . . . , θi−1 in the current Krylov subspace. Moreover, it can
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3.3 Numerical comparisons
significantly improve (3.6)∗ for certain initial vectors y with µ(y) ∈ (µc+1, µc). The numerical
test uses 1000 pseudorandom initial vectors and the corresponding Krylov subspaces K. We
document the numerical maxima of the difference µi− θi and the computed bounds.
For Test-matrix 1, we build K up to the dimension k=14. The associated data are documented
for the indices i ∈ {1, 2, 3}. In particular, the numerical maxima of µ1− θ1 are documented up
to k=11 since the value is smaller than 10−16 for k > 11. For i ∈ {2, 3}, the estimate (3.24) is
applicable to more dimension numbers than the other estimates which require the assumption
θi−1 > µi. The obtained data are given in Table 3.3 and Figure 3.3. In addition, we remark the
following features.
• The bounds in the compared estimates have the common form ζ/(1 + ζ) where ζ denotes
certain squared terms containing Chebyshev factors; cf. Theorem 3.3. For small k, these
bounds are close to the constant µi−µm which means that ζ is much larger than 1. Thus
the estimates with the symbol ∗ improve their basic variants especially for low-dimensional
Krylov subspaces.
• The new estimate (3.19) is the most accurate one among the compared estimates, whereas
the refinement (3.4)∗ of the basic estimate (3.4) is much less accurate. Furthermore, the
new estimate (3.24) improves the refined estimate (3.6)∗. The improvement is significant
for i ∈ {2, 3} where (3.24) is only slightly less accurate than (3.19).
• Additionally, the estimates in (3.7) stemming from [105, Theorem 5.1] are indeed less
accurate than (3.4)∗ within the current example as shown in the left subfigure in Figure
3.4. Therein the estimates can only be compared for i=1 since the estimates in (3.7) have
not been generalized to arbitrary indices. We note that two estimates in (3.7) are even
less accurate than the basic estimate (3.4). Nevertheless, (3.7) can provide better bounds
within a model problem from [105] which can be constructed equivalently by setting
H = diag(µ1, . . . , µ900) with µ1 = −0.034, µ2 = −0.082, µ3 = −0.127,
µ4 = −0.155, µ5 = −0.190, µi = −0.2−
i− 6
894
for i = 6, . . . , 900,
and y = (1, . . . , 1)T ∈ R900.
(3.55)
Therein the best bound is provided by (3.7a) for k < 14 and by (3.7c) for k ∈ [14, 28] ; see
the right subfigure in Figure 3.4. The new estimate (3.19) overtakes them for k > 28.
Table 3.3: Comparison between several angle-dependent estimates on Ritz values for Test-matrix 1 with
respect to the numerical maxima nm of µi− θi and the computed bounds. The associated
parameters are set as c=4, k=11 for i=1, and k=14 for i> 1. The symbol ∗ denotes the
refinement of the concerned estimate in Theorem 3.3.
i nm (3.4)∗ (3.5)∗ (3.6)∗ (3.19) (3.24)
1 4.69× 10−15 1.30× 10−6 2.92× 10−12 8.20× 10−9 2.92× 10−12 2.53× 10−9
2 1.92× 10−13 4.76× 10−5 3.54× 10−9 6.65× 10−6 2.86× 10−9 6.25× 10−9
3 1.66× 10−8 5.41× 10−1 6.85× 10−3 1.23× 100 1.45× 10−3 2.54× 10−3
For Test-matrix 2, the dimension of K is increased up to k=20 in order to observe sufficiently
small µi− θi for i ∈ {2, 3} where µi is located in an eigenvalue cluster. We document the data
similarly as for Test-matrix 1. The numerical maxima of µ1− θ1 subceed 10−16 for k > 12 and
are thus documented up to k=12. We present the results in Table 3.4 and Figure 3.5 together
with the following features.
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Figure 3.4: Additional comparison between several angle-dependent estimates on Ritz values including




• The refinement (3.4)∗ of the basic estimate (3.4) provides the best bound for i=1 and k < 9,
but cannot meaningfully describe the reduction of the difference µi− θi for i ∈ {2, 3}. The
underlying fact is that the gap ratio γi is bounded away from 0 for i=1 because of µ1 ≫ µ2,
but close to 0 for i ∈ {2, 3} as µ2, µ3, µ4 are clustered. The other four estimates in the
comparison are suitable for clustered eigenvalues.
• For i=1, the new estimate (3.19) and the refined estimate (3.5)∗ provide the same bound,
whereas (3.24) gives a considerable overestimation since the term tan∠2(Kc,Zc) from (3.24)
is much larger than the trigonometric terms from the other estimates. However, their
differences are moderate for i ∈ {2, 3} so that (3.24) provides significantly better bounds
than (3.6)∗. Moreover, (3.19) is more accurate than (3.5)∗ for i ∈ {2, 3}, and (3.24)
overtakes (3.5)∗ for i=3.
• Additionally, the estimates in (3.7) are less accurate than (3.4)∗ and partially less accurate
than (3.4) within the current example; see the left subfigure in Figure 3.6. However, since
µ1 is well separated from µ2 in the current example, it would be better to consider a further
example with µ1 ≈ µ2. Indeed, a variant of the model problem from [105] corresponding
to (3.55) was used in [112], and can be equivalently constructed by setting
H = diag(µ1, . . . , µ900) with µ1 = −0.034, µ2 = −0.0341, µ3 = −0.082,




for i = 7, . . . , 900, and y = (1, . . . , 1)T ∈ R900.
(3.56)
Within (3.56), the best bound is provided by (3.4)∗ for k < 3, by (3.7a) for k ∈ [3, 35],
and by (3.19) for k > 35 ; see the right subfigure in Figure 3.6. The estimate (3.7c) is not
applicable for k ≤ 45 due to the assumption 2k − 1 ≥ γ−1/2.
Table 3.4: Comparison between several angle-dependent estimates on Ritz values for Test-matrix 2 with
respect to the numerical maxima nm of µi− θi and the computed bounds. The associated
parameters are set as c=4, k=12 for i=1, and k=20 for i> 1. The symbol ∗ denotes the
refinement of the concerned estimate in Theorem 3.3.
i nm (3.4)∗ (3.5)∗ (3.6)∗ (3.19) (3.24)
1 2.49× 10−16 1.47× 10−9 4.59× 10−11 1.07× 10−8 4.59× 10−11 1.78× 10−1
2 1.01× 10−7 5.97× 100 1.08× 10−4 1.12× 10−2 7.09× 10−5 3.67× 10−4
3 5.37× 10−7 5.93× 100 3.63× 10−3 6.30× 10−2 4.07× 10−4 5.09× 10−4
3.3.2 Supplements
The estimates from Subsections 3.2.3 and 3.2.4 serve to supplement the angle-dependent esti-
mates. More precisely, the angle-free estimates (3.32) and (3.33) can provide better bounds for
low-dimensional Krylov subspaces and can be extended concerning restarted Krylov subspace
iterations. The additional estimate (3.51) can be combined with those estimates on Ritz values
in order to analyze the associated Ritz vectors.
Sharpness of angle-free estimates
The benefit of the angle-free estimates (3.32) and (3.33) can be demonstrated by extending the
comparison from [83, Section 2.1]. We use the Test-matrix 1 from Subsection 3.3.1 which has
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Figure 3.6: Additional comparison between several angle-dependent estimates on Ritz values including




a similar eigenvalue distribution as the test-matrix from [83]. For a systematic formulation, we
regard (3.33) as a special form of (3.32) for c= i, and compare (3.32) with the generally most







≤ [Tk−c(1 + 2γ̃i) ]−2
where the bound is independent of the initial vector of the considered Krylov subspace. Thus








for sufficiently many sample initial vectors in order to check the sharpness of (3.32). Correspond-
ingly, we determine for each sample initial vector a lower bound θ̃i of θi by the estimate (3.19),








for discussing the sharpness of (3.19) in comparison to (3.32). Therein (3.58) is a variable bound
for (3.57), whereas [Tk−c(1 + 2γ̃i) ]−2 is a constant bound and denoted by cb.
We first set i=1, c=1, k=3. Similarly as in [83, Section 2.1], we select 100 equidistant points
α from the interval (µ2, µ1) = (6, 12). For each α, we construct 3600 pseudorandom vectors
y satisfying µ(y) = α, and build the corresponding Krylov subspaces K. After computing the
required terms, the numerical maxima of (3.57) and (3.58) are plotted versus µ(y) together with
cb= [Tk−c(1 + 2γ̃i) ]−2 in the left subfigure in Figure 3.7. We note that the constant bound cb
is more accurate than variable bound (3.58), and nearly sharp for µ(y) ≈ µ1. In addition, we
plot a variant (3.58)◦ of (3.58) where the lower bound θ̃i of θi is determined by the basic estimate
(3.4) as in [83]. This variant is slightly less accurate than (3.58) so that cb is the best bound in
the current test.
In the second test, we set i=1, c=2, k=3. Then c+1 reads 3 so that µ3 is a relevant
eigenvalue for the estimates. Therefore we consider the interval (µ3, µ2) = (4, 6) together with
the interval (µ2, µ1) = (6, 12), and select from each of them 100 equidistant points α. The further
computation is similar to that in the first test. Subsequently, the numerical maxima of (3.57) and
(3.58) are presented together with cb in the right subfigure in Figure 3.7. Since certain values
are considerably large, we use the semi-log plot. On the interval (µ3, µ2), cb is more accurate
than (3.58), and nearly sharp for µ(y) ≈ µ2. Interestingly, (3.58) overtakes cb on (µ2, µ1).
In the next three tests, we set i=2 together with [c=2, k=3], [c=2, k=4] or [c=3, k=4]
where the interval (µ4, µ3) = (3.27, 4) is added for c=3. We present the corresponding numerical
maxima of (3.57) and (3.58) together with cb in the subfigures in Figure 3.8. In the test
with [c=2, k=3], cb is always more accurate than (3.58), and sharp on the interval (µ2, µ1).
Moreover, the numerical maxima of (3.58) are nonpositive for certain points in (µ3, µ2), i.e., the
lower bound θ̃i cannot exceed µc+1. These nonpositive values are omitted in the plot. In the
test with [c=2, k=4], cb is also always more accurate than (3.58), but not sharp on (µ2, µ1).
The curve of (3.57) is similar to that in the first test. In the test with [c=3, k=4], cb is less
accurate than (3.58) on (µ3, µ2), but overtakes (3.58) on the other two intervals. The graphic
for µ(y) between µ4 and µ2 is similar to the graphic in the second test.
In summary, cb is more accurate than (3.58) for c= i. Although it can possibly be overtaken by
(3.58) for c> i, its value is always much smaller than 1 so that the overestimation is controllable.
Correspondingly, we prefer the angle-free estimate (3.32) and its special form (3.33) in the case
of low-dimensional Krylov subspaces.
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Figure 3.7: Comparison between the angle-dependent estimate (3.19) and the angle-free estimate (3.32).
Therein the variable bound (3.58) corresponds to (3.19), and the constant bound cb=
[Tk−c(1 + 2γ̃i) ]
−2 corresponds to (3.32). The numerical maxima of these two bounds and
the ratio (3.57) are compared for various sample initial vectors y and then plotted versus



















































































Figure 3.8: Comparison between the angle-dependent estimate (3.19) and the angle-free estimate (3.32).
Therein the variable bound (3.58) corresponds to (3.19), and the constant bound cb=
[Tk−c(1 + 2γ̃i) ]
−2 corresponds to (3.32). The numerical maxima of these two bounds and
the ratio (3.57) are compared for various sample initial vectors y and then plotted versus
µ(y). Left: Comparison for i=2, c=2, k=3. Center: Comparison for i=2, c=2, k=4.
Right: Comparison for i=2, c=3, k=4.
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3.4 Reformulation for generalized matrix eigenvalue problems
Improvement of estimates on Ritz vectors
The central estimate (3.51) in Subsection 3.2.4 improves the estimate (2.11) and the adapted
form of (2.14) to standard Krylov subspace iterations. We discuss the improvement within the
test presented in Table 3.3 and Figure 3.3. The tested Krylov subspaces K have dimension 14,
and the assumption θj > µj+1 ∀ j ∈ {1, . . . , s} of (3.51) is fulfilled for s=7. Concerning the
sine squared sqi= sin2∠2(ui, zi), we compare (3.51) with (2.11) for i=1, and with (2.14) for
i ∈ {2, . . . , 7}. However, we omit the result for i=1 since the values subceed 10−16. The results
for i ∈ {2, . . . , 7} are presented in Table 3.5. We note that (3.51) significantly improves (2.14)
in the sense of relative error. For completeness, we compare (3.51) with (2.11) by using K of
dimension 10. Therein sq1 reads 4.48× 10−14, and (3.51) gives the bound 5.45× 10−14 which is
better than the bound 7.82× 10−14 by (2.11).
Table 3.5: Comparison between the estimates (3.51) and (2.14) on Ritz vectors concerning the sine
squared sqi = sin2 ∠2(ui, zi) for Test-matrix 1 from Subsection 3.3.1.
i 2 3 4 5 6 7
sqi 4.42× 10−14 7.03× 10−9 6.61× 10−11 1.04× 10−9 1.19× 10−1 7.84× 10−2
(3.51) 5.01× 10−14 9.19× 10−9 8.88× 10−11 1.37× 10−9 1.91× 10−1 1.74× 10−1
(2.14) 9.59× 10−14 2.91× 10−8 4.45× 10−10 5.45× 10−9 3.71× 10−1 2.06× 10−1
Furthermore, the estimates on Ritz values can be extended by (3.51), (2.11) and (2.14) since
their bounds are monotonically increasing with respect to the errors of the concerned Ritz values.
For instance, we extend (3.24) by (3.51) and (2.14) and apply the combinations to sq3 in Table
3.5. Therein (3.24)+(3.51) gives the bound 3.49× 10−3, whereas (3.24)+(2.14) gives the bound
4.44× 10−3. These bounds are independent of the exact Ritz values in the current Krylov
subspace and are thus a priori bounds. In contrast, the bound in the estimate (2.2) does not
possess the above monotonicity so that (2.2) has to use the exact Ritz values for analyzing the
associated Ritz vectors.
3.4 Reformulation for generalized matrix eigenvalue problems
We reformulate the new estimates from Section 3.2 for generalized matrix eigenvalue problems
with Notation 1.1. The reformulation is elementary and based on reversing the substitutions
(1.26) and (1.30). The results are directly applicable to standard Krylov subspace iterations of
the type (1.22).
Theorem 3.12. With Notation 1.1, consider a Krylov subspace
K = span{x, A−1Mx, . . . , (A−1M)k−1x}
with the initial vector x ∈ Rn\{0}, and assume that K is not an invariant subspace. Let the
eigenvalues λ1, . . . , λs be of practical interest, and the reciprocals of λs λc+1 be well separated for
an index c ∈ [s, k), then the following estimates hold.





A−1M − λ−1j I
))
x
is nonzero. If the eigenprojection Pix of x is nonzero for an index i ∈ {1, . . . , s}, then
it holds, in terms of the A-normalized eigenprojection wi = Pix/∥Pix∥A, the invariant
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c+1 − λ−1m ), and the
Chebyshev polynomial Tk−c(·), that
tan∠A(wi,K) ≤ [Tk−c(1 + 2γ̃i) ]−1 tan∠A(x̂,W). (3.59)
In addition,
tan∠A(wi,K) ≤ [Tk−c(1 + 2γ̃i) ]−1 tan∠A(Kc,Wc) (3.60)
holds in terms of the Krylov subspace Kc = span{x, A−1Mx, . . . , (A−1M)c−1x} and the
invariant subspace Wc =W1 ⊕ · · · ⊕Wc.
(II) Angle-dependent estimates on Ritz values: Denote by ϑ1, . . . , ϑs the s reciprocally largest

























holds with the terms from (I) by assuming ϑ−1i−1 > λ
−1







≤ [Tk−c(1 + 2γ̃i) ]−2 tan2∠A(Kc,Wc) (3.62)
holds without assuming ϑ−1i−1 > λ
−1
i .
(III) Angle-free estimates on Ritz values: In addition to (II), assume that the reciprocally smallest











holds. Similarly, by assuming β−1 > λ−1i+1 for the reciprocally smallest Ritz value β of















i+1−λ−1m ) and the Chebyshev
polynomial Tk−i(·).
(IV) Additional estimates on Ritz vectors: Let v1, . . . , vs be A-orthonormal Ritz vectors associ-
ated with ϑ1, . . . , ϑs. If ϑ−1j > λ
−1
j+1 for each j ∈ {1, . . . , s}, then the eigenprojection Pix
is nonzero for each i ∈ {1, . . . , s}, and ϑ1, . . . , ϑs are distinct. Moreover, it holds, in terms
of the A-normalized eigenprojection wi = Pix/∥Pix∥A, that


















If M is positive definite, then the estimates (3.59) and (3.60) also hold in M -angles, and the
estimates (3.63) and (3.64) can be simplified as
ϑi − λi
λc+1 − ϑi






≤ [Tk−i(1 + 2γi) ]−2
β − λi
λi+1 − β
since the concerned eigenvalues and Ritz values are positive.
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4 Restarted Krylov subspace iterations
For solving large-scale matrix eigenvalue problems, standard Krylov subspace iterations usually
need to be restarted because of their high storage requirement. The resulting low-dimensional
Krylov subspaces are subsets of an underlying Krylov subspace with increasing dimension. The
approximations of eigenvalues and eigenvectors produced in these low-dimensional Krylov sub-
spaces are generally less accurate than the approximations from the corresponding standard
Krylov subspace iteration with respect to the number of outer steps. Nevertheless, the total
computation time for reaching an expected accuracy can be reduced due to the smaller extent
of the involved Rayleigh-Ritz procedure.
In comparison to the popularity of restarted Krylov subspace iterations, their convergence
behavior has rarely been analyzed in a sound way as for standard Krylov subspace iterations.
A reason might be that some of the classical estimates are locally applicable to single steps and
can asymptotically show the global convergence in the case that the dimensions of the involved
Krylov subspaces are sufficiently large. The restarting prevents applying these estimates in a
nonasymptotical and practical way. For instance, Saad’s estimates formulated in Theorem 3.2
require the initial vector of the current Krylov subspace for building the bounds, whereas the
convergence measures on the left-hand sides are not related to the initial vector of the next Krylov
subspace. Thus they cannot be applied to multiple steps for deriving a priori bounds. Combining
Theorem 3.2 with the additional estimate (2.2) is also problematic due to the dependence of (2.2)
on exact Ritz values. Therefore we aim to enrich the convergence analysis for restarted Krylov
subspace iterations by flexible and more accurate estimates, especially for small Krylov subspaces.
In this chapter, we investigate restarted Krylov subspace iterations of the type (1.23) by
observing the reciprocal representation (1.29b) concerning standard matrix eigenvalue problems
with Notation 1.4. In Section 4.1, we review several of our previous results from [83, 125] on
a simply restarted version of (1.29b). In particular, we introduce an extension of Knyazev’s
estimate (2.10) to the case that the initial approximate eigenvalue is located in an arbitrary
interval between consecutive eigenvalues. In addition, a geometry-flavored analysis yields sharp
estimates on Ritz vectors and Ritz values. Therein the bounds are supported by a variable
number of eigenvalues, whereas the Chebyshev bounds only use three eigenvalues. Section 4.2 is
devoted to investigating the general version of (1.29b). The angle-free estimates on Ritz values
from Subsection 3.2.3 are extended to arbitrarily located initial Ritz values by using the same
basic idea as for extending (2.10). The resulting estimates can be combined with the additional
estimates from Subsection 3.2.4 for providing estimates on Ritz vectors. In Section 4.3, the
main results are reformulated for their application to the description (1.23) of restarted Krylov
subspace iterations concerning generalized matrix eigenvalue problems with Notation 1.1.
4.1 Estimates for simple restarting





with fixed k > 1, (4.1)
has been investigated in [83, 125] as an extension of the gradient iteration






4 Restarted Krylov subspace iterations
A particular motivation was that the convergence analysis for (4.2) from [80] has successfully
been generalized in [79] to the preconditioned gradient iteration (1.4). Since (1.4) corresponds
to the PINVIT method P2 as described in Subsection 1.3.1, it is expected that the investigation
of related Krylov subspace iterations such as (4.1) could contribute to the completion of the
convergence theory of the PINVIT hierarchy.
The simply restarted Krylov subspace iteration (4.1) generates a series of Krylov subspaces
K̂k(y(ℓ)) = span{y(ℓ), Hy(ℓ), . . . ,Hk−1y(ℓ)}, ℓ = 0, 1, 2, . . .
for a symmetric matrix H ∈ Rn×n with Notation 1.4 and approximates the largest eigenvalue
of H by the largest Ritz values in the involved Krylov subspaces. The initial vector of the next
Krylov subspace is simply a Ritz vector in the current Krylov subspace associated with the
largest Ritz value.
We first discuss the applicability of Saad’s estimates formulated in Theorem 3.2. Since the
iteration (4.1) focuses on the largest eigenvalue, we only need to consider a special form of
Theorem 3.2 with i=1. Therein the invariant subspace Z = Z1 ⊕ · · · ⊕ Zi is actually the
eigenspace Z1 associated with the largest eigenvalue µ1. The angle ∠2(y,Z) is thus simplified as
∠2(y,Z) = ∠2(y,Z1) = ∠2(y,Q1y) = ∠2(y, z1)
with the normalized eigenprojection z1 = Q1y/∥Q1y∥2, and the trigonometric term sin∠2(y,Z)/
cos∠2(y, zi) for i=1 coincides with tan∠2(y, z1). Moreover, the ratio-products in Theorem 3.2





≤ [Tk−1(1 + 2γ1) ]−1 tan∠2(y, z1),
µ1 − θ1 ≤ (µ1 − µm)
(




and the refined estimates can be simplified in a similar way. Evidently, these simplified estimates
can be applied to single steps of (4.1) by setting y = y(ℓ) and K = K̂k(y(ℓ)). However, one cannot
combine the resulting inequalities regarding consecutive Krylov subspaces in order to derive a
priori bounds. An indirect combination with further inequalities such as
tan∠2(y




based on the additional estimate (2.2) is possible but impractical, namely, the distance paramter
δi in (2.2) has to use exact Ritz values instead of estimated Ritz values; cf. the last paragraph
of Subsection 3.3.2.
Several suitable estimates for the iteration (4.1) have been achieved in our previous works
[83, 125]. Therein we note that Knyazev’s estimate (2.10) introduced in Theorem 2.4 can be
applied recursively for deriving a priori bounds. The single-step estimate
µ1 − µ(y(ℓ+1))
µ(y(ℓ+1))− µ2




based on (2.10) trivially leads to the multi-step estimate
µ1 − µ(y(ℓ))
µ(y(ℓ))− µ2




Moreover, (4.3) gives a tighter bound in comparison to Saad’s estimate (3.4); cf. the numerical
example in [83, Section 2.1]. Nevertheless, since (4.3) requires the somewhat strong assumption
µ(y(ℓ)) > µ2, it is desirable to extend (4.3) to the more general case µj > µ(y(ℓ)) > µj+1
concerning two consecutive eigenvalues. An extension by [83, Theorem 3.1] reads
µj − µ(y(ℓ+1))
µ(y(ℓ+1))− µj+1





4.1 Estimates for simple restarting
with the gap ratio γj = (µj − µj+1)/(µj+1 − µm). In addition, the sharpness of (4.4) has been
discussed in [125]. We note that (4.4) is not sharp for Krylov subspaces of dimension k > 2. From
an analytical point of view, the cause is that the contained Chebyshev factor [Tk−1(1 + 2γj) ]−2
is derived from the solution of an optimization problem on the interval [µm, µj+1] whereas the
desired sharp convergence factor should solve a similar optimization problem concerning a finite
number of points in [µm, µj+1], namely, the eigenvalues µj+1, . . . , µm. From an comparative point
of view, we note that [Tk−1(1+2γj) ]−2 only uses three eigenvalues whereas a sharp estimate on
Ritz vectors from [83, Theorem 3.1] requires k+1 eigenvalues. By extending the proof of this
sharp estimate, a sharp variant of (4.4) has been derived in [125]. The bound depends on certain
interpolating polynomials which have similar properties like shifted Chebyshev polynomials.
The further part of this section is devoted to reviewing the main estimates from [83, 125].
Some proof techniques are also useful for investigating the general version of restarted Krylov
subspace iterations in Section 4.2.
4.1.1 Basic estimates
We begin with the above-mentioned extended estimate (4.4) from [83]. For completeness, we
embed this estimate in the following theorem.
Theorem 4.1. With Notation 1.4, consider the restarted Krylov subspace iteration (1.29b) with
c= s=1 where y(ℓ+1) is a Ritz vector of H in K̂k(y(ℓ)) associated with the largest Ritz value.
Assume that the involved Krylov subspaces are not invariant subspaces, and let µ(·) be the Rayleigh





ℓ∈N is strictly increasing. In addition, the estimate (4.4) holds in the
case µj > µ(y(ℓ)) > µj+1 for a certain index j ∈ {1, . . . ,m− 1}.
The simple inequality µ(y(ℓ+1)) > µ(y(ℓ)) serves to supplement the estimate (4.4) in the
special case µ(y(ℓ)) = µj where (4.4) would lead to the trivial inequality µ(y(ℓ+1)) ≥ µ(y(ℓ)).
Indeed, µ(y(ℓ+1)) > µ(y(ℓ)) is ensured by the assumption that the involved Krylov subspaces
are not invariant subspaces. If µ(y(ℓ+1)) = µ(y(ℓ)) holds, i.e., µ(y(ℓ)) is equal to the largest
Ritz value θ(ℓ)1 in K̂k(y(ℓ)), then y(ℓ) is a maximizer of µ(·) and thus a Ritz vector associated
with θ(ℓ)1 . Consequently, the residual Hy
(ℓ) − θ(ℓ)1 y(ℓ) which evidently belongs to K̂k(y(ℓ)) must
be orthogonal to K̂k(y(ℓ)). This means that the residual is zero so that y(ℓ) is an eigenvector.
Therefore K̂k(y(ℓ)) = span{y(ℓ)} holds and contradicts that K̂k(y(ℓ)) is not an invariant subspace.
The estimate (4.4) can be derived in the form
µj − θ1
θ1 − µj+1




with θ1 = µ(y(ℓ+1)) and y = y(ℓ). Therein θ1 is the largest Ritz value in the Krylov subspace
K = K̂k(y(ℓ)) = span{y,Hy, . . . ,Hk−1y}, and the initial vector y fulfills µj > µ(y) > µj+1. In
the nontrivial case µj > θ1 (otherwise the left-hand side of (4.5) is nonpositive), we can show

















≥ µ(ỹ) ≥ µ(y) and µj − µ(ỹ)
µ(ỹ)− µj+1




Their verification is analogous to the proof of Lemma 2.13. Subsequently, the first property




≥ µ(ỹ) by considering p(H)y ∈ K so that the second property can be
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the largest eigenvalue µ1 provided that the corresponding Krylov subspaces K̂k(y(ℓ)) are not
invariant subspaces. In the practically rare case that any K̂k(y(ℓ)) is an invariant subspace, then
the residuals of the Ritz vectors in K̂k(y(ℓ)) are zero so that the Ritz vectors become eigenvectors.
Consequently, an eigenvalue is given by µ(y(ℓ+1)) which is the largest Ritz value in K̂k(y(ℓ)).






where z1 is the normalized eigenprojection of y(ℓ) on the eigenspace Z1. Combining this with
(4.4) for j=1 yields a Ritz vector estimate depending on µ(y(ℓ)).
4.1.2 Sharp estimates
The basic Ritz value estimate (4.5) is only sharp in the case k=2 where (4.5) is reduced to an













The estimate (4.6) is sharp in the sense that the inequality in (4.6) becomes an equality in the
limit case µ(y)→ µj within an invariant subspace of H associated with the eigenvalues µj , µj+1
and µm. An accompanying estimate from [80] on a Ritz vector u1 associated with θ1 reads




The sharpness of (4.7) is related to the limit case µ(y) → µ2 (instead of µ(y) → µ1) within
an invariant subspace of H associated with the eigenvalues µ1, µ2 and µm. In addition, if H is
positive definite, (4.7) also holds in H-angles. In [83], the H-variant of (4.7) is extended to larger








The convergence factor in (4.8) is a ratio-product which evidently generalizes the convergence
factor κ in (4.7). Moreover, (4.8) is sharp by considering the limit case µ(y)→ µ2 within a (k+1)-
dimensional invariant subspace of H associated with the eigenvalues µ1, µ2, µm−k+2, . . . , µm.
Therefore we attempted in [125] to derive a more accurate bound with k+1 eigenvalues in
order to improve the estimate (4.5) where the gap ratio γj only depends on three eigenvalues.
The analysis in [125] begins with the case µ(y) > µ2. Therein the auxiliary subspace
U = span{w1}+K = span{w1, y,Hy, . . . ,Hk−1y} (4.9)
is constructed with the Krylov subspace K = span{y,Hy, . . . ,Hk−1y} and the eigenprojection
w1 = Q1y (which is nonzero since otherwise µ(y) ≤ µ2). Certain properties of U allow us to
formulate a mini-dimensional analysis.
Lemma 4.2. With Notation 1.4, consider the subspace U defined by (4.9). Assume that K is
not an invariant subspace and that µ(y) > µ2. Let U be an orthonormal basis matrix of U . Then
U possesses the following properties concerning the representations
Ĥ = UTHU and ŷ = UT y.
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(i) Left multiplication of K with UT results in the accompanying Krylov subspace
K̂ = span{ŷ, Ĥŷ, . . . , Ĥk−1ŷ}.
The Ritz pairs (θ, v) of H in K correspond to the Ritz pairs (θ, UT v) of Ĥ in K̂.
(ii) The subspace U has dimension k + 1. The Ritz values α1 ≥ · · · ≥ αk+1 of H in U are
strictly interlaced by the Ritz values θ1 ≥ · · · ≥ θk of H in K, namely,
α1 > θ1 > α2 > · · · > αk > θk > αk+1. (4.10)
In addition, α1, . . . , αk+1 are distinct eigenvalues of Ĥ. The eigenvalue α1 coincides with
µ1, and the associated eigenspace is span{UTw1}.
(iii) Let û1, . . . , ûk+1 be orthonormal eigenvectors of Ĥ associated with α1, . . . , αk+1, and let
µ̂(·) be the Rayleigh quotient with respect to Ĥ. Then the affine space
Û = û1 + span{û2, . . . , ûk+1}
contains a vector
ỹ = û1 +
∑k+1
l=2 βlûl
for which Uỹ is collinear with y and all coefficients βl are nonzero. Moreover, the level set
S = {û ∈ Û ; µ̂(û) = θ1}
corresponds to an ellipsoid, i.e., the coefficients β̂l in the representation û = û1+
∑k+1
l=2 β̂lûl









Lemma 4.2 summarizes several arguments from [83, Lemmas 3.3 and 3.4] which have been
used for deriving the sharp Ritz vector estimate (4.8). In particular, the ellipsoid equation (4.11)
is derived by

















(θ1 − αl)β̂2l = α1 − θ1.
The ratios (α1 − θ1)/(θ1 − αl), l=2, . . . , k+1 are positive due to (4.10) and correspond to
the squares of the semi-axes of the ellipsoid. Subsequently, another sharp estimate is derived
depending on the Ritz values α1, . . . , αk+1 of H in U .







≤ [ p(α1) ]−2. (4.12)




, l = 2, . . . ,
k+1. The equality in (4.12) is attained in the limit case µ(y)→ α1.
Theorem 4.3 can be proved based on a geometric argument concerning the accompanying
Krylov subspace K̂, the affine space Û and the level set S introduced in Lemma 4.2; cf. the proof
of [125, Theorem 3.1] for details. For the reader’s convenience, we formulate a proof sketch.
We first note that the Û -representation of S with respect to the basis vectors û2, . . . , ûk+1
is an ellipsoid defined by (4.11), whereas the Û -representation of the intersection Û ∩ K̂ is a
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tangential hyperplane of this ellipsoid. The point of tangency corresponds to a Ritz vector of Ĥ
in K̂ associated with θ1. Next, by using the coefficients βl of the vector ỹ from Lemma 4.2, the




can be shown to have the coordinates





, l = 2, . . . , k + 1.
In addition, the coordinates of the above-mentioned point of tangency are given by
(δlβlκl)





, l = 2, . . . , k + 1.






































































The right-hand side can be reformulated as the term [ p(α1) ]−2 with the interpolating polynomial
p(·) from Theorem 4.3 by considering that the values of the associated Lagrange basis polynomials
at α1 are just κ−1l . This completes the derivation of the estimate (4.12). In the limit case
µ(y)→ α1, we can verify that each inequality utilized in the derivation turns into an equality so
that the equality in (4.12) is attained.















≤ [ p(α1) ]−2 = [ p(µ1) ]−2.
However, the term [ p(µ1) ]−2 still depends on the Ritz values α2, . . . , αk+1. By discussing the
monotonicity of [ p(α1) ]−2 with respect to these Ritz values, we can describe an upper bound of
[ p(α1) ]
−2 in terms of certain eigenvalues in order to formulate a more practical estimate.








)−2 µ1 − µ(y)
µ(y)− µ2
.
Therein τ denotes an arbitrary (k− 2)-element subset of the index set {3, . . . ,m−1}, and pτ (·) is













l = 3, . . . , k with the indices τl ∈ τ in ascending order.
Lemma 4.4 can be proved by using the Newton form of the interpolating polynomial p(·) ;
cf. the proof of [125, Lemma 3.2].
In the more general case µj > µ(y) > µj+1, a slight modification of Lemma 4.2, Theorem 4.3
and Lemma 4.4 yields the following result.
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Lemma 4.5. With Notation 1.4, consider the subspace
U = span{wj}+K = span{wj , y,Hy, . . . ,Hk−1y}
which is constructed with the Krylov subspace K = span{y,Hy, . . . ,Hk−1y} and the eigenpro-
jection wj = Qjy. Assume that K is not an invariant subspace and that µj > µ(y) > µj+1 for
a certain index j ∈ {1, . . . ,m− 1}. If wj is nonzero, then U has dimension k+1 so that one
can denote by α1 ≥ · · · ≥ αk+1 the Ritz values of H in U . In addition, if µj+1 ≥ α2, then the
estimate (4.12) holds for the largest Ritz value θ1 of H in K. Furthermore, θ1 ≥ µj holds trivially








)−2 µj − µ(y)
µ(y)− µj+1
.
Therein τ denotes an arbitrary (k− 2)-element subset of the index set {j+2, . . . ,m− 1}, and











, l = 3, . . . , k with the indices τl ∈ τ in ascending order.
Nevertheless, the estimates in Lemmas 4.4 and 4.5 are not explicit since the bounds depend
on a minimization problem. Explicit estimates have been achieved only in the case k=3.
Theorem 4.6. With Notation 1.4, consider the Krylov subspace K = span{y,Hy,H2y} which
is not an invariant subspace. Let µ(·) be the Rayleigh quotient with respect to H as defined in
(1.34). If µ(y) > µ2, then
µ1 − θ1
θ1 − µ2
≤ [ q(µ1) ]−2
µ1 − µ(y)
µ(y)− µ2













, and µξ is an eigenvalue which has the smallest
distance to (µ2+µm)/2 among the eigenvalues µ3, . . . , µm−1. Moreover, if µj > µ(y) > µj+1
for a certain index j ∈ {1, . . . ,m− 1}, then θ1 ≥ µj holds trivially for j > m− 3. In the case
j ≤ m− 3, it holds that
µj − θ1
θ1 − µj+1

















and µξ is an eigenvalue which has the smallest distance to (µj+1+µm)/2 among the eigenvalues
µj+2, . . . , µm−1.
Theorem 4.6 can be proved by characteristically solving the minimization problem from Lemma
4.4; cf. the proof of [125, Lemma 3.4]. It is remarkable that the estimate (4.14) is not based
on Lemma 4.5 and does not require the technical assumptions wj ̸= 0 and µj+1 ≥ α2. The
proof of (4.14) is analogous to that of (4.5) by using the fact that q(·) has similar properties in







Moreover, the sharpness of (4.14) can be interpreted similarly to Theorem 4.3, namely, the
equality is attained in the limit case µ(y)→ µj within an invariant subspace associated with the
eigenvalues µj , µj+1, µξ, µm.
4.2 Estimates for general restarting
We consider further the general version of the restarted Krylov subspace iteration (1.29b) with
c ≥ s ≥ 1. Therein the construction of the next Krylov subspace K̂k(y(ℓ+1)) usually does
not begin with an explicit initial vector y(ℓ+1), but rather begins with the subset K̂c(y(ℓ+1))
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which can be spanned by c orthonormal Ritz vectors associated with the c largest Ritz values in
K̂k(y(ℓ)); cf. the thick-restart Lanczos method [118]. Alternatively, one can determine K̂c(y(ℓ+1))
by a shifted QR algorithm where the shifts are given by the remaining Ritz values in K̂k(y(ℓ));
cf. the implicitly restarted Lanczos method [19]. Concerning the convergence analysis for (1.29b),
the angle-free estimates (3.32) and (3.33) on Ritz values from Subsection 3.2.3 are applicable,
however, with strong assumptions on some initial Ritz values. Extending these estimates to
arbitrarily located initial Ritz values can considerably improve their applicability. Based on
the proof techniques of (3.32) and (3.33), we derive new estimates in two types: single-step
estimates and multi-step estimates. The single-step estimates can also generalize the estimate
(4.4) for simple restarting.
4.2.1 Single-step estimates
For investigating the general version of (1.29b) with c ≥ s ≥ 1, it does not make sense to consider
the value µ(y(ℓ)) as in (4.4) since the initial vector y(ℓ) is usually not explicitly determined for
ℓ > 0. In the special case c = s = 1, the value µ(y(ℓ)) coincides with the largest Ritz value θ(ℓ−1)1











By regarding this form, we aim to generalize (4.4) to the s largest Ritz values in the involved
Krylov subspaces. The generalization is comparable with the estimate (3.33) for the standard
Krylov subspace iteration (1.29a). Moreover, we shift the step index ℓ by 1 in order to formulate
the resulting estimate in a conventional way. For completeness, we provide an additional estimate
for the first step.
Theorem 4.7. With Notation 1.4, consider the restarted Krylov subspace iteration (1.29b) where
the subset K̂c(y(ℓ+1)) of K̂k(y(ℓ+1)) is spanned by orthonormal Ritz vectors of H in K̂k(y(ℓ))
associated with the c largest Ritz values. Assume that the involved Krylov subspaces are not
invariant subspaces, and denote by θ(ℓ)1 ≥ · · · ≥ θ
(ℓ)
s the s largest Ritz values of H in K̂k(y(ℓ))












ℓ∈N are strictly increasing.
Furthermore, if µj > θ
(ℓ)
i > µj+1 is fulfilled for certain indices i ∈ {1, . . . , s} and j ∈
{i, . . . ,m− c+ i− 1}, then it holds, in terms of the gap ratio γj = (µj − µj+1)/(µj+1 − µm) and




















holds for the ith largest Ritz value φi of H in the Krylov subspace K̂c(y(0)) by assuming µj >
φi > µj+1.
Proof. We first construct an auxiliary subspace U concerning the generating orthonormal Ritz
vectors u1, . . . , uc of K̂c(y(ℓ+1)). These Ritz vectors are selected from K̂k(y(ℓ)) by the iteration
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(1.29b) and correspond to the c largest Ritz values θ(ℓ)1 ≥ · · · ≥ θ
(ℓ)
c . Since the statements
of Theorem 4.7 are formulated for the ith largest Ritz value, we consider the subspace U =
span{u1, . . . , ui}. Evidently, U is a subset of K̂c(y(ℓ+1)). Moreover, u1, . . . , ui are automatically
Ritz vectors of H in U associated with the Ritz values θ(ℓ)1 ≥ · · · ≥ θ
(ℓ)
i , and it holds that
Ht U ⊆ Ht K̂c(y(ℓ+1)) = Ht span{y(ℓ+1), Hy(ℓ+1), . . . ,Hc−1y(ℓ+1)}
= span{H ty(ℓ+1), H1+ty(ℓ+1), . . . ,Hc−1+ty(ℓ+1)} ⊆ K̂k(y(ℓ+1))
for each t ∈ {0, . . . , k− c}. This ensures that the block-Krylov subspace
K = span{U,HU, . . . ,Hk−cU}
with the basis matrix U = [u1, . . . , ui] of U is a subset of the Krylov subspace K̂k(y(ℓ+1)). Thus
the relation
U ⊆ K ⊆ K̂k(y(ℓ+1))
holds. According to the Courant-Fischer principles, we get
θ
(ℓ)
i ≤ θi ≤ θ
(ℓ+1)
i (4.18)
for the ith largest Ritz value θi of H in K.
Next, we construct an auxiliary y concerning U and K. We use orthonormal Ritz vectors
w1, . . . , wd of H in K associated with the Ritz values θ1 ≥ · · · ≥ θd where d denotes dimK.










≥ i+ (d− i+ 1)− d = 1.
We select an arbitrary nonzero vector y from U ∩Wi,d. Then the vector Hty belongs to K for
each t ∈ {0, . . . , k− c} because of
y ∈ U ⇒ Hty ∈ Ht U = span{H tU} ⊆ K.
In addition, W THty = (W THW )t(W T y) holds for the Ritz basis matrix W = [w1, . . . , wd]. We
show this property inductively by considering that WW T is the orthogonal projector on K :
W THty =W THHt−1y = (W TH)(WW T )(Ht−1y)
= (W THW )(W THt−1y) = · · · = (W THW )t(W T y).
Consequently, the vector Hty can be represented by
Hty = (WW T )(Hty) =W (W THW )t(W T y).
Therein W THW is actually a diagonal matrix diag(θ1, . . . , θd) containing Ritz values. Moreover,
since y belongs to Wi,d = span{wi, . . . , wd}, the Ritz vectors w1, . . . , wi−1 are orthogonal to y.
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for each t ∈ {0, . . . , k− c} so that y has the property that
p(H)y belongs to Wi,d for an arbitrary real polynomial p(·) of degree k− c. (4.19)
Now the estimate (4.15) can be shown by contraposition. Since (4.18) implies θ(ℓ+1)i ≥ θ
(ℓ)
i ,
we only need to exclude the equality θ(ℓ+1)i = θ
(ℓ)
i . If this equality holds, then (4.18) implies
θi = θ
(ℓ)
i . In addition, the property (4.19) shows that the Krylov subspace
K̃ = span{y,Hy, . . . ,Hk−cy}
















so that the initial vector y of the Krylov subspace K̃ is a maximizer of the Rayleigh quotient µ(·)
in K̃ and thus a Ritz vector. Then the residual r = Hy − µ(y)y belongs to K̃ because of k > c
and is orthogonal to K̃. Consequently, r is zero, and y is an eigenvector so that there exists an
eigenvector in U and thus also in K̂k(y(ℓ)). This contradicts the assumption that K̂k(y(ℓ)) is not
an invariant subspace; cf. Lemma 3.1.
The estimate (4.16) holds trivially in the case µj ≤ θ(ℓ+1)i as the left-hand side is nonpositive.
In the nontrivial case µj > θ
(ℓ+1)
i , the relation (4.18) is extended as
µj > θ
(ℓ+1)
i ≥ θi ≥ θ
(ℓ)
i > µj+1








allows us to derive (4.16) from the intermediate estimate
µj − θi
θi − µj+1















Therein |p(µl)| > 1 holds for each l ∈ {1, . . . , j} due to (1.36). This ensures that p(H)y is
nonzero since otherwise the eigenprojection Qly would be zero for each l ∈ {1, . . . , j}, namely,
0 = Ql p(H)y = p(µl)Qly ∧ |p(µl)| > 1 ⇒ Qly = 0,
and y would belong to the invariant subspace Zj+1 ⊕ · · · ⊕ Zm so that





holds and contradicts the assumption θ(ℓ)i > µj+1. In addition, the property (4.19) shows that
p(H)y belongs to Wi,d. Thus






µ(w) = θi. (4.22)
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≥ µ(ỹ) ≥ µ(y) and µj − µ(ỹ)
µ(ỹ)− µj+1

















extends the second property in (4.23) as
µj − θi
θi − µj+1
≤ µj − µ(ỹ)
µ(ỹ)− µj+1
≤ [Tk−c(1 + 2γj) ]−2
µj − µ(y)
µ(y)− µj+1





which implies the intermediate estimate (4.20) and further the estimate (4.16).
The estimate (4.17) can be shown in a similar way by constructing the auxiliary subspace U
with orthonormal Ritz vectors in K̂c(y(0)).
The main estimate (4.16) in Theorem 4.7 is a direct generalization of the estimate (4.4) for
simple restarting, but not a direct extension of the estimate (3.33) for the standard Krylov
subspace iteration (1.29a). The Chebyshev polynomial Tk−c(·) in (4.16) cannot be replaced by
Tk−i(·) as in (3.33) for the sake of a more accurate bound, since Tk−i(·) demands the block-Krylov
subspace span{U,HU, . . . ,Hk−iU} which is not necessarily a subset of the Krylov subspace
K̂k(y(ℓ+1)). Thus the proof of (4.16) cannot be adapted to Tk−i(·).
Furthermore, in the case k− c = 2, the Chebyshev term [Tk−c(1 + 2γj) ]−2 in (4.16) can be
refined by the term [ q(µj) ]−2 from the estimate (4.14). The refinement in a more general case
will be a topic in future work.
4.2.2 Multi-step estimates
The single-step estimate (4.16) for the restarted Krylov subspace iteration (1.29b) can be applied









However, the gap ratio γj can possibly lead to an overestimation in the case of clustered eigen-
values. Thus we prefer to derive a better multi-step estimate analogously to the estimate (3.32)
from Theorem 3.8.
Theorem 4.8. With the settings from Theorem 4.7, if the smallest Ritz value η of H in the
Krylov subspace K̂c(y(0)) fulfills µj > η > µj+1 for a certain j ∈ {c, . . . ,m− 1}, then it holds,










Proof. In the case µj−c+i ≤ θ(ℓ)i , (4.25) holds trivially since the left-hand side is nonpositive.
In the nontrivial case µj−c+i > θ
(ℓ)
i , we consider the subspace iteration
Y(t+1) = p(H)Y(t) (4.26)
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with Y(−1) = K̂c(y(0)) and the shifted Chebyshev polynomial p(·) defined by (4.21). The
restarted Krylov subspace iteration (1.29b) is actually an acceleration of (4.26) since (1.29b)
applies the Rayleigh-Ritz procedure to an extended subspace. Based on the Courant-Fischer
principles, the relation θ(ℓ)i ≥ η
(ℓ)
i holds for the ith largest Ritz value η
(ℓ)
i of H in Y(ℓ). In








allows us to derive (4.25)









In order to show (4.27), we first verify that the subspace Y(ℓ) has at least dimension i so
that the ith largest Ritz value η(ℓ)i exists. For this purpose, we define an orthonormal system
{z1, . . . , zm} with respect to the eigenprojections Qly(0) of the initial vector y(0) as in (2.16).
Then the dimension of the intersection of Y(−1) = K̂c(y(0)) and the invariant subspace Z =









≥ c+ (m− c+ i)−m = i.




, and it holds that(
p(H)
)ℓ+1Ỹ ⊆ ((p(H))ℓ+1Y(−1) ∩ (p(H))ℓ+1Z) ⊆ (Y(ℓ) ∩ Z).
Thus dimY(ℓ) ≥ i can be verified by showing that
(
p(H)
)ℓ+1Ỹ has dimension i.
Therein we use an arbitrary basis matrix Ỹ ∈ Rn×i of Ỹ. Then the matrix product
Z̃T Ỹ ∈ Rj×i with Z̃ = [z1, . . . , zj ]
(note that i ≤ s ≤ c ≤ j) has full rank, since otherwise there exists a nonzero vector g ∈ Ri
with Z̃T Ỹ g = 0, i.e., the subspace Ỹ contains a nonzero vector ỹ = Ỹ g which is orthogonal to
span{Z̃} and belongs to span{zj+1, . . . , zm}. Thus









































































Ỹ has full rank so that
(
p(H)
)ℓ+1Ỹ has dimension i.
Next, we denote by α the smallest Ritz value in Ỹ and by β the smallest Ritz value (which is
also the ith largest Ritz value) in
(
p(H)
)ℓ+1Ỹ, then we get
Ỹ ⊆ Y(−1) ⇒ α ≥ η > µj+1,(
p(H)
)ℓ+1Ỹ ⊆ Y(ℓ) ⇒ β ≤ η(ℓ)i ≤ θ(ℓ)i < µj−c+i
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by applying the Courant-Fischer principles to the smallest Ritz values α and η or to the ith








Therein we use a Ritz vector ŵ in
(
p(H)





w with a nonzero vector w = Ỹ g ∈ Ỹ. Since Ỹ and
(
p(H)
)ℓ+1Ỹ are subsets of
the invariant subspace Z = span{z1, . . . , zj−c+i, zj+1, . . . , zm}, the vectors w and ŵ belong to Z.












Then the properties µ(ŵ) ≥ µ(w̃) ≥ µ(w) and
µj−c+i − µ(w̃)
µ(w̃)− µj+1




can be verified analogously to the properties (3.34) and (3.35) in the proof of Theorem 3.8. It is
remarkable that the powered polynomial
(
p(·)
)ℓ+1 possesses similar properties as introduced in
(3.37) related to (1.36). The verification of (4.28) is subsequently completed by extending (4.29)
with the relation µj−c+i > β = µ(ŵ) ≥ µ(w̃) ≥ µ(w) ≥ α > µj+1.
The gap ratio γ̃i,j in the estimate (4.25) can be bounded away from zero for sufficiently large
c. Thus (4.25) can reasonably describe the cluster robustness of restarted Krylov subspace
iterations. Based on (4.25), we aim to optimize the choice of the parameter c for implementing
restarted Krylov subspace iterations in future work.
4.3 Reformulation for generalized matrix eigenvalue problems
In order to apply the main results in this chapter to restarted Krylov subspace iterations of the
type (1.23), we reformulate them for generalized matrix eigenvalue problems with Notation 1.1.
Theorem 4.9. With Notation 1.1, consider restarted Krylov subspace iterations of the type (1.23)
where the subset Kc(x(ℓ+1)) of Kk(x(ℓ+1)) is spanned by A-orthonormal Ritz vectors of (A,M) in
Kk(x(ℓ)) associated with the c reciprocally largest Ritz values. Assume that the involved Krylov
subspaces are not invariant subspaces, and denote by ϑ(ℓ)1 , . . . , ϑ
(ℓ)
s the s reciprocally largest Ritz






















> λ−1j+1 is fulfilled for certain indices i ∈ {1, . . . , s} and











































holds for the ith reciprocally largest Ritz value αi of (A,M) in the Krylov subspace Kc(x(0)) by


































concerning clustered eigenvalues. Therein β is the reciprocally smallest Ritz value of (A,M) in
Kc(x(0)) and assumed to fulfill λ−1j > β−1 > λ
−1
j+1 for a certain j ∈ {c, . . . ,m− 1}, and the gap




j+1 − λ−1m ).
If M is positive definite, then the concerned eigenvalues and Ritz values are positive so that
the estimates in Theorem 4.9 can be formulated in a simpler way. For instance, (4.31) and (4.34)




















5 Block-Krylov subspace iterations
The block implementation of standard Krylov subspace iterations enables the determination of
entire eigenspaces associated with multiple eigenvalues. Therein the block size, i.e., the dimen-
sion of the initial subspace, can be set equal to a presumed upper bound of the multiplicities
of the target eigenvalues. Moreover, the cluster robustness is expected to be improved based on
the analysis of the block power method by Rutishauser [97]. Indeed, a basic idea from [97] on
constructing auxiliary vectors orthogonal to certain eigenvectors has also been utilized by Saad
[98] and Knyazev [44, 45] for investigating block-Krylov subspace iterations; see the correspond-
ing estimates introduced in Theorems 2.3 and 2.5. In Saad’s analysis, an auxiliary vector ỹ is
set orthogonal to the eigenvectors associated with the eigenvalues µi+1, . . . , µi+s−1 in order to
obtain a sufficiently large gap ratio (µi − µi+s)/(µi+s − µn). However, this overlooks the case
that the eigenvalues µ1, . . . , µi are clustered. Consequently, some ratio-products in the resulting
bounds could be very large. In Knyazev’s analysis, several auxiliary vectors yj for j ∈ {1, . . . , s}
are set orthogonal to the eigenvectors associated with the eigenvalues µl for l ∈ {1, . . . , s}\{j}.
Then another gap ratio (µi − µs+1)/(µs+1 − µn) can be obtained by using the auxiliary sub-
space span{y1, . . . , yi} which is orthogonal to the eigenvectors associated with the eigenvalues
µi+1, . . . , µs. This results in better bounds without problematic ratio-products. A further benefit
is that these auxiliary vectors can be eliminated in the final form of the estimates. It is remark-
able that Saad’s estimates have been improved by Yang and Yang in [121, Theorem 2.5] as well
as by Li and Zhang in [62, Theorems 4.1 and 5.1]. The analysis from [121] can be modified in
order to derive a better estimate as in Theorem 3.3. The analysis from [62] aims to estimate
invariant subspaces instead of single eigenvectors, and Ritz value sums instead of single Ritz
values. Nevertheless, as mentioned in [62, Section 6], the resulting estimates cannot directly be
compared with Saad’s estimates.
In this chapter, we investigate block-Krylov subspace iterations of the type (1.24) in terms of
the reciprocal representation (1.29c). We denote by K and Y the block-Krylov subspace K̂k(Y (0))
and an associated basis matrix Y (0) of the initial subspace. In particular, we extend Knyazev’s
analysis in order to achieve directly comparable improvements of Saad’s estimates. In Section
5.1, we consider (1.29c) with sufficiently large block sizes. Therein the dimension t of the initial
subspace is not less than an index c ≥ s for which the eigenvalue µc+1 is well separated from the
smallest target eigenvalue µs. The new results include estimates on approximate eigenvectors,
Ritz values and Ritz vectors. Section 5.2 deals with small block sizes, i.e., the case t < c regarding
the above-mentioned setting in Section 5.1. This case is of greater practical interest for reducing
the storage requirement. The estimates from Section 5.1 can easily be modified by using a new
interpretation of the considered Block-Krylov subspace. In Section 5.3, the achieved results are
reformulated for the description (1.24) of block-Krylov subspace iterations.
5.1 Estimates for large block sizes
We begin with a summary of Saad’s estimates for block-Krylov subspace iterations. Analogously
to Lemma 3.1, we can adapt Theorem 2.3 to a nontrivial case by assuming that the considered
block-Krylov subspace is not an invariant subspace. Moreover, we prefer to denote by t the
dimension of the initial subspace and by s the number of target eigenvalues since these two sizes
are not necessarily equal in practice. Concerning clustered eigenvalues, the size of a possible
eigenvalue cluster containing the target eigenvalues is denoted by c. The main estimates from
91
5 Block-Krylov subspace iterations
Theorem 2.3 can be reformulated with respect to these practical settings as follows.
Theorem 5.1. With Notation 1.5, consider a block-Krylov subspace
K = span{Y,HY, . . . ,Hk−1Y }
with a basis matrix Y ∈ Rn×t of the initial subspace Y, and assume that K is not an invariant
subspace. Let µ1, . . . , µs be the target eigenvalues, and let the eigenvalues µs and µc+1 be well
separated for an index c ≥ s. Then the following estimates hold for each i ∈ {1, . . . , s}.
(I) An estimate on approximate eigenvectors: The intersection of the subspaces Y and Ẑ =
span{z1, . . . , zi, zi+t . . . , zn} contains a nonzero vector ŷ. By using ŷ as an auxiliary vector,
it holds, in terms of the set σi of all distinct eigenvalues larger than µi, the cardinality #σi of
σi, the invariant subspace Z = span{z1, . . . , zi}, the gap ratio γ̂i = (µi−µi+t)/(µi+t−µn),














(II) An angle-dependent estimate on Ritz values: In addition to (I), denote by θ1 ≥ · · · ≥ θs
the s largest Ritz values of H in K, then it holds, in terms of the set σ̃i of all distinct Ritz
values larger than θi, and the cardinality #σ̃i of σ̃i, that










where θi−1 > µi is assumed in the case i > 1.
The auxiliary vector ŷ in Theorem 5.1 is constructed in a natural way. The existence of ŷ is









≥ t+ (n− t+ 1)− n = 1.
In comparison to the auxiliary vector ỹ in Theorem 2.3, ŷ is not unique and can be orthogonal
to zi. Therefore cos∠2(ŷ, zi) is not necessarily positive, and the estimates (5.1) and (5.2) include
the practically rare case that the bounds are infinite. In addition, by modifying the proof of
[121, Theorem 2.5], the estimate (5.2) can be slightly improved; cf. Theorem 3.3. The improved
estimate reads













Furthermore, if the dimension t of the initial subspace Y is not less than c, then the gap ratio
γ̂i can be bounded away from zero due to the obvious relation
µi ≥ µs ≫ µc+1 ≥ µt+1 ≥ µi+t .
Consequently, the Chebyshev factors in the estimates (5.1), (5.2) and (5.3) are reasonable for








θ−µi could be very large if the
eigenvalues µ1, . . . , µi are clustered. The following analysis aims to overcome this drawback.
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5.1.1 Estimates on approximate eigenvectors
We first improve the estimate (5.1) on approximate eigenvectors which corresponds to Saad’s




µ−µi arises from the multiplication of the
auxiliary vector ŷ or ỹ with linear factors H − µI for µ > µi; cf. Remark 2.6. In order to
eliminate this ratio-product in the bound, we construct another auxiliary vector which belongs
to the invariant subspace associated with µi, µt+1, . . . , µn. Then µi is the first relevant eigenvalue
in the corresponding analysis so that linear factors H−µI for µ > µi are not required. Moreover,
the auxiliary vector can be eliminated at the end of the derivation.
Theorem 5.2. With the settings from Theorem 5.1, if the dimension t of Y is not less than c,
then it holds for each i ∈ {1, . . . , s}, in terms of the invariant subspace Zt = span{z1, . . . , zt},
the gap ratio γi,t = (µi − µt+1)/(µt+1 − µn) and the Chebyshev polynomial Tk−1(·), that
tan∠2(zi,K) ≤ [Tk−1(1 + 2γi,t) ]−1 tan∠2(Y ,Zt). (5.4)
Proof. The estimate (5.4) holds trivially in the case tan∠2(Y ,Zt) = ∞. In the nontrivial case
tan∠2(Y ,Zt) < ∞, we use an arbitrary nonzero vector y from the intersection of Y and the
invariant subspace Z = span{zi, zt+1, . . . , zn} associated with the eigenvalues µi, µt+1, . . . , µn.









≥ t+ (n− t+ 1)− n = 1.








and consider y together with the vector w = p(H)y. Since y belongs to Z, the eigenexpansion
y =
∑n
l=1 αl zl with αl = z
T
l y is reduced to
y = αi zi +
∑n
l=t+1 αl zl.
Thus w has the expansion
w = p(H)y = p(µi)αi zi +
∑n
l=t+1 p(µl)αl zl.
Moreover, the coefficient αi is nonzero since otherwise y belongs to the orthogonal complement
span{zt+1, . . . , zn} of Zt so that 12π = ∠2(y,Z
t) ≤ ∠2(Y ,Zt) holds and contradicts the condition





≤ [Tk−1(1 + 2γi,t) ]−2 tan2∠2(zi, y) (5.6)




































Combining these representations with the properties
p(µi) > 1 and |p(µl)| ≤ 1 ∀ l ∈ {t+1, . . . , n}
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= [Tk−1(1 + 2γi,t) ]
−2 tan2∠2(zi, y)
so that (5.6) holds.





and tan2∠2(zi, y) = tan2∠2(y,Zt) ≤ tan2∠2(Y ,Zt).
Therein the first relation is ensured by
y ∈ Y = span{Y } ⇒ w = p(H)y ∈ span{Y,HY, . . . ,Hk−1Y } = K





















based on (1.33), whereas the inequality follows from (1.32). The resulting quadratic repre-
sentation of (5.4) is equivalent to (5.4) since the concerned tangent values tan∠2(zi,K) and
tan∠2(Y ,Zt) are nonnegative due to (1.32).
The proof of Theorem 5.2 is partially analogous to that of Theorem 3.4. An essential difference
is that the auxiliary vector y for Theorem 5.2 is built by the intersection of two subspaces. The
choice of y is inspired by Rutishauser’s analysis of the block power method [97].
The estimate (5.4) has a simple and concise form in comparison to (5.1). The bound does
not depend on auxiliary vectors and ratio-products. This improves the applicability and the
accuracy of the estimate, especially in the case of clustered eigenvalues. An earlier improvement
has been presented in [122, Theorem 1] where the construction of auxiliary vectors is similar to
that in Theorem 2.3, i.e., concerning the linear independence of the orthogonal projections of
certain eigenvectors to the initial subspace Y.
Moreover, the estimate (5.4) also holds in H-angles provided that H is positive definite. The
proof is analogous to that of Corollary 3.5.
Corollary 5.3. With the settings from Theorems 5.1 and 5.2, assume that H is positive definite
so that H-angles ∠H( · , · ) can be defined as in Definition 1.6. Then the variant of the estimate
(5.4) with ∠H( · , · ) instead of ∠2( · , · ) holds.
5.1.2 Angle-dependent estimates on Ritz values
The angle-dependent estimate (5.2) on Ritz values also contains an auxiliary vector and a ratio-
product as in (5.1). For improving (5.2), we note that Knyazev’s analysis from [45, Section 2]
concerning an abstract subspace iteration results in a suitable angle-dependent estimate. This
estimate has been formulated as (2.12) in Theorem 2.5 for a comparison with Saad’s estimate
(2.8), and can be reformulated with respect to the practical settings mentioned at the beginning
of Section 5.1 as follows.
Theorem 5.4. With the settings from Theorem 5.1, if the dimension t of Y is not less than c,
then it holds for each i ∈ {1, . . . , s}, in terms of the invariant subspace Zt = span{z1, . . . , zt},
the gap ratio γi,t = (µi − µt+1)/(µt+1 − µn) and the Chebyshev polynomial Tk−1(·), that
µi − θi
θi − µn
≤ [Tk−1(1 + 2γi,t) ]−2 tan2∠2(Y ,Zt). (5.7)
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Proof. The proof is based on the arguments for block-Krylov subspaces introduced in Lemmas
2.9 and 2.10; cf. the paragraph before Remark 2.11.
Since (5.7) is trivial for tan∠2(Y ,Zt) = ∞, we only need to consider the nontrivial case
tan∠2(Y ,Zt) <∞. Therein Lemma 2.10 is applicable by setting s = t, Z = Zt and γi = γi,t.
Consequently, one can construct an auxiliary subspace Y i = span{y1, . . . , yi} with unique vectors
yj ∈ Y , j = 1, . . . , t, satisfying yTj zj = 1 and yTj zl = 0 for each l ∈ {1, . . . , t}\{j}. A further
auxiliary subspace U = p(H)Y i is constructed with the shifted Chebyshev polynomial p(·) defined









with the invariant subspace Z i = span{z1, . . . , zi}. In addition, the subspace U has dimension i
and is a subset of the block-Krylov subspace K. Then Lemma 2.9 is applicable by setting V = K














so that (5.7) holds.
Furthermore, the estimate (5.7) can easily be compared with the estimates (5.2) and (5.3) by
using the equivalent form
µi − θi ≤ (µi − µn)
ζ
1 + ζ
with ζ = [Tk−1(1 + 2γi,t) ]−2 tan2∠2(Y ,Zt).
The comparison shows certain advantages of (5.7), namely, the assumption θi−1 > µi is not
required and the bound does not depend on the auxiliary vector ŷ or the Ritz values in the
current block-Krylov subspace.
5.1.3 Angle-free estimates on Ritz values
The angle terms in the bounds of angle-dependent estimates are still improvable. The improve-
ment is especially desirable for low-dimensional block-Krylov subspaces where the Chebyshev
factors are not sufficiently small. An angle-free estimate based on Knyazev’s analysis from [45,
Section 2] has already been introduced as (2.13) in Theorem 2.5. Its reformulation with respect
to the practical settings mentioned at the beginning of Section 5.1 reads
µt − θt
θt − µt+1




Therein η denotes the smallest Ritz value of H in Y and the gap ratio γt is defined by γt =
(µt − µt+1)/(µt+1 − µn). However, (5.8) concerns only one Ritz value θt, and the corresponding
eigenvalue µt is not necessarily a target eigenvalue due to t ≥ c ≥ s. Therefore it is meaningful
to extend (5.8) to the s largest Ritz values which approximate the target eigenvalues.
Theorem 5.5. With the settings from Theorem 5.1, if the dimension t of Y is not less than c,
and the smallest Ritz value η of H in Y fulfills η > µt+1, then it holds for each i ∈ {1, . . . , s}, in
terms of the gap ratio γi,t = (µi−µt+1)/(µt+1−µn) and the Chebyshev polynomial Tk−1(·), that
µi − θi
θi − µt+1
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Proof. We first construct two auxiliary subspaces similarly to the proof of Theorem 5.4. By using









according to (1.31), then y belongs to span{zt+1, . . . , zn} so that µt+1 ≥ µ(y) ≥ η holds and
contradicts η > µt+1. Then Lemma 2.10 is applicable by setting s = t and Z = Zt. Consequently,
there exist unique vectors yj ∈ Y , j = 1, . . . , t, satisfying yTj zj = 1 and yTj zl = 0 for each
l ∈ {1, . . . , t}\{j}. In addition, we get two i-dimensional auxiliary subspaces
Y i = span{y1, . . . , yi} and U = p(H)Y i
with the shifted Chebyshev polynomial p(·) defined by (5.5). The orthogonality yTj zl = 0 ensures
that Y i is a subset of the invariant subspace span{z1, . . . , zi, zt+1, . . . , zn}, i.e., for each y ∈ Y i,














The next part of the proof is analogous to the proof of Theorem 3.8. Thus we skip some
lengthy details. We denote by η̃1 ≥ · · · ≥ η̃i the Ritz values of H in U , and consider a Ritz
vector u associated with η̃i. According to U = p(H)Y i, we represent u by u = p(H)y with a
































≥ µ(ỹ), µ(ỹ) ≥ µ(y)
in a row by using Lemma 2.14 restricted to the invariant subspace span{z1, . . . , zi, zt+1, . . . , zn};
cf. the verification of (3.34) in the proof of Theorem 3.8.
The property (5.12) is verified analogously to (3.35). Therein we use the representations
y = z + z̃ and ỹ = p(µi)z + z̃








l y. Then the case z = 0 can be excluded by
the relation µ(y) ≥ η > µt+1. In addition, if z̃ = 0, we can show that µ(ỹ) = µ(y) = µi so that












= [Tk−1(1 + 2γi,t) ]
−2 (5.13)
holds; cf. (2.44) in the proof of Lemma 2.13. Subsequently, the relation µ(z) ≥ µi ≥ µ(ỹ) ≥
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Combining this with (5.13) yields (5.12).




≥ µ(ỹ) ≥ µ(y) ≥ η based on the Courant-










A remarkable advantage of the angle-free estimate (5.9) against the angle-dependent estimate








enables a direct generalization for
investigating a series of block-Krylov subspaces arising from restarted block-Krylov subspace
iterations. Moreover, by slightly modifying the proof of (5.9), a similar estimate
µi − θi
θi − µi+1




can be shown for the ith largest Ritz value ηi of H in the initial subspace Y. In Chapter 6,
we improve the applicability of (5.9) and (5.14) by generalizing them to arbitrarily located Ritz
values η and ηi.
5.1.4 Additional estimates on Ritz vectors
The Ritz value estimates from Subsections 5.1.2 and 5.1.3 can be combined with the additional
estimates on Ritz vectors introduced in Theorem 2.5. A similar but more accurate Ritz vector
estimate has been derived in Theorem 3.11 concerning a Krylov subspace and Notation 1.4.
A slight modification of its proof results in the following counterpart concerning an arbitrary
subspace and Notation 1.5.
Theorem 5.6. With Notation 1.5, let u1, . . . , us be orthonormal Ritz vectors of H in a subspace
U ⊆ Rn associated with the s largest Ritz values θ1 ≥ · · · ≥ θs. If θj > µj+1 for each j ∈
{1, . . . , s}, then it holds that










In Theorem 5.6, the eigenvectors zi are directly given by Notation 1.5 and do not depend
on the subspace U . In contrast to this, the eigenvectors zi in Theorem 3.11 are related to
eigenprojections of the initial vector of the concerned Krylov subspace.
A limitation of Theorem 5.6 is that the assumption θj > µj+1 is only reasonable in the case
that the s largest eigenvalues are distinct; cf. Theorem 2.5. The following variant regarding a
multiple eigenvalue has been suggested in [44, 45], however, without proof. Thus we add a proof
which is based on some arguments from [47] concerning the simpler estimate (2.14).
Theorem 5.7. With Notation 1.5, let u1, . . . , us be orthonormal Ritz vectors of H in a subspace
U ⊆ Rn associated with the s largest Ritz values θ1 ≥ · · · ≥ θs. Consider the subspaces Ui =
span{ui, . . . , ui+a} and Zi = span{zi, . . . , zi+a} for certain i and a with 2 ≤ i ≤ i + a ≤ s. If
µi−1 > µi = · · · = µi+a > µi+a+1, i.e., µi, . . . , µi+a correspond to a multiple eigenvalue, and the





≤ 1− (µ1 − θi+a)(θi+a − µi+a+1)(θi−1 − µi)
(µ1 − µi)(µi − µi+a+1)(θi−1 − θi+a)
(5.16)
Proof. If µi = θi−1, the bound in (5.16) is equal to 1 so that the inequality holds trivially.
Otherwise, it holds that θi−1 > µi due to µi ̸= θi−1 and the assumption θi−1 ≥ µi.
97
5 Block-Krylov subspace iterations




by sin2∠2(u, z) with
















Subsequently, we construct a normalized vector z ∈ Zi by using u and the orthogonal projector
Pi =
∑i+a
l=i Ql on Zi. If Piu ̸= 0, we set z = Piu/∥Piu∥2, then ∥z∥2 = ∥u∥2 = 1 so that
cos∠2(u, z)
(1.31)





















If Piu = 0, i.e., u ⊥ Zi, we select an arbitrary normalized vector from Zi as z, then u ⊥ z holds




. Thus we get









in both cases for constructing z.
Next, we derive an estimate on sin2∠2(u, z) by using two auxiliary subspaces analogously to
the proof of Lemma 2.17. We set V = span{v1, v2} and W = span{v1, v2, z} = V + span{z}
where v2 is simply
v2 = u





l=i+a+1Ql, P = zz
T
on the subspaces Z = span{z1, . . . , zi−1}, Z̃ = span{zi+a+1, . . . , zn}, span{z}.
For defining v1, we construct two auxiliary vectors ũ and ṽ.
The vector ũ is constructed in Ũ = span{u1, . . . , ui−1} with respect to v2 and Z. If v2 is
orthogonal to Z, we select an arbitrary nonzero vector from Ũ as ũ. Otherwise, we use the
orthonormal basis matrices Ũ = [u1, . . . , ui−1] and Z = [z1, . . . , zi−1], and define ũ = Ũg with




g = ZT v2. Then ũ is nonzero and fulfills
Qũ = Qv2; cf. the construction of v = Ũg in the proof of Lemma 2.17.
In order to construct ṽ, we use the fact that Zi = span{zi, . . . , zi+a} is an eigenspace due
to the assumption µi = · · · = µi+a. Then the above-constructed vector z belonging to Zi is a
normalized eigenvector, and it holds for the orthogonal projectors P and Pi that















Moreover, the relation Piu = Pu holds in both cases for constructing z. If Piu ̸= 0, we have
z = Piu/∥Piu∥2 ⇒ Piu = ∥Piu∥2 z
(5.17)
= (uT z)z = zzTu = Pu.
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so that ṽ has the properties



















Hu = ũTHu = 0.
Therein ũTu = 0 and ũTHu = 0 hold because of ũ ∈ Ũ , u ∈ Ui, Ũ ⊥ Ui and Ũ ⊥ HUi.
A further property µ(ṽ) ≥ µ(ũ) can be verified by Lemma 2.14 as follows. Since Pi can be




l with an arbitrary orthonormal basis {z̃i, . . . , z̃i+a} of Zi, we select









l ũ)z̃l + Q̃ũ. (5.19)











l=i+1 0 z̃l + Q̃ũ. (5.20)
This allows us to regard ũ and ṽ as u and v in Lemma 2.14, namely, we apply Lemma 2.14 to
the final expansions in (5.19) and (5.20) by symbolizing the associated coefficients with αl and
βl. Then αl and βl coincide for each l ≤ i and each l ≥ i+ a+1, and βl = 0 for the other
indices. In addition, since ũ belongs to Ũ spanned by the Ritz vectors u1, . . . , ui−1, the relation
µ(ũ) ≥ θi−1 > µi holds and ensures µj ≥ µ(ũ) ≥ µj+1 for an index j ∈ {1, . . . , i− 1}. Thus the
description of αl and βl is updated concerning the index j as
|βl| = |αl| ∀ l ≤ j and |βl| ≤ |αl| ∀ l > j
so that the statement (a) in Lemma 2.14 implies µ(ṽ) ≥ µ(ũ).
In summary, the auxiliary vector ṽ fulfills
ṽT v2 = ṽ
THv2 = 0, µ(ṽ) ≥ µ(ũ) ≥ θi−1 > µi. (5.21)
Then we define v1 by v1 = ṽ/∥ṽ∥2 so that (5.21) leads to
[v1, v2]





Thus v1 and v2 are orthonormal Ritz vectors in the subspace V =span{v1, v2}. According to
(5.21) and the Courant-Fischer principles, the Ritz values ξ1 = µ(v1) and ξ2 = µ(v2) fulfill
ξ1 = µ(v1) = µ(ṽ) ≥ θi−1 > µi ≥ θi = max
û∈Ui\{0}
µ(û) ≥ µ(u) = µ(v2) = ξ2. (5.22)
Next, we observe V within the subspace W . The vectors v1 and v2 are linear independent due
to (5.21). This ensures dimV = 2, and dimW ∈ {2, 3} holds because of W = V + span{z}.
In the case dimW = 2, the eigenvector z belongs to V and is thus a Ritz vector in V . More
precisely, z belongs to either span{v1} or span{v2} since the Ritz values ξ1 and ξ2 are distinct due
to (5.22). However, if z ∈ span{v1}, then it holds that µi = µ(z) = µ(v1) = ξ1 which contradicts





= sin2∠2(u, z) = 0 so that the estimate (5.16) holds trivially.
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In the case dimW = 3, we denoted by φ1 ≥ φ2 ≥ φ3 the Ritz values in W . Then the relation
φ3 ≤ µi+a+1 can be verified by using a nonzero vector from the intersection ofW = span{v1, v2, z}
and Z̃ = span{zi+a+1, . . . , zn}.
We first show the existence of such a vector concerning the construction of v1, namely, v1 =




ũ and ũ ∈ span{u1, . . . , ui−1}\{0} where Qũ = Qv2 holds in the
subcase that v2 is not orthogonal to Z = span{z1, . . . , zi−1}. A useful property is
Piv2 = Piu = ∥Piu∥2 z
based on the definition v2 = u and the construction of z (including the trivial case Piu = 0).
If v2 is orthogonal to Z, i.e., the projection Qv2 is zero, then the vector v= v2 − ∥Piu∥2 z
belonging to W also belongs to Z̃, namely,




− Piv2 = Q̃v2 ∈ Z̃.
Moreover, v is nonzero since otherwise v2 is either zero or collinear with z so that dimW = 2.
If v2 is not orthogonal to Z, then Qũ = Qv2 holds so that
















Qũ+ Q̃ũ, Qũ+ Q̃v2, z
}
.








from W fulfills v = Q̃v2 − Q̃ũ and thus
belongs to Z̃. Moreover, v is nonzero since otherwise W coincides with span{Qũ+ Q̃ũ, z} and
thus has dimension 2.
Therefore there exists a nonzero vector v in W ∩ Z̃ in both subcases. Consequently, we get
φ3 = min
w∈W\{0}
µ(w) ≤ µ(v) ≤ max
z̃∈Z̃\{0}
µ(z̃) = µi+a+1.
Combining this with the assumption µi = µi+a > µi+a+1 and the relation ξ1>µi from (5.22)
yields
φ1 ≥ ξ1 > µi > µi+a+1 ≥ φ3. (5.23)
In addition, since the eigenvector z is a Ritz vector inW , the eigenvalue µi = µ(z) is a Ritz value
belonging to the set {φ1, φ2, φ3}. Then µi = φ2 holds according to (5.23). Correspondingly, z
can be denoted by w2 within a basis {w1, w2, w3} consisting of orthonormal Ritz vectors in W
associated with φ1, φ2, φ3.
Finally, sin2∠2(u, z) is determined analogously to the proof of Lemma 2.17, namely,
sin2∠2(u, z) = sin
2∠2(v2, w2) = sin
2∠2(w2, v2) = 1−
(φ1 − ξ2)(ξ2 − φ3)(ξ1 − φ2)
(φ1 − φ2)(φ2 − φ3)(ξ1 − ξ2)
,
cf. (2.51). Then, by using the relations
φ1 ≤ µ1, φ2 = µi, φ3 ≤ µi+a+1, ξ1 ≥ θi−1






















≥ θi−1 − µi
θi−1 − ξ2
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so that
sin2∠2(u, z) ≤ 1−
(µ1 − ξ2)(ξ2 − µi+a+1)(θi−1 − µi)
(µ1 − µi)(µi − µi+a+1)(θi−1 − ξ2)
. (5.24)
Moreover, by using ξ2 = µ(u) ≥ θi+a ≥ µi+a+1, it holds that
µ1 − ξ2
θi−1 − ξ2
≥ µ1 − θi+a
θi−1 − θi+a
, ξ2 − µi+a+1 ≥ θi+a − µi+a+1.




yields the estimate (5.16).
In future work, we aim to improve the estimate (5.16) by using more Ritz values in order to
achieve a more accurate bound. The main challenge is the generalization of the central part of
the proof, i.e., the definition of v1.
5.2 Estimates for small block sizes
In this section, we investigate block-Krylov subspace iterations with small block sizes. Concerning
the reciprocal representation (1.29c) and the practical settings mentioned at the beginning of
Section 5.1, we consider the case that the dimension t of the initial subspace is less than the
cluster parameter c.
In this case, the eigenvalues µi and µi+t are not necessarily well separated so that the gap ratio
γ̂i in the estimates (5.1), (5.2) and (5.3) could be close to zero. The corresponding Chebyshev
factors are thus not suitable. Fortunately, the main estimates for large block sizes presented in
Section 5.1 can easily be modified by interpreting the block-Krylov subspace K as a superset of
an auxiliary block-Krylov subspace.
Lemma 5.8. With the settings from Theorem 5.1, assume that the dimension t of Y is less than
c, and select a low-dimensional block-Krylov subspace Kb = span{Y,HY, . . . ,Hb−1Y } satisfying
dim span{Y,HY, . . . ,Hb−2Y } < c ≤ d = dim Kb.
Then K = span{Y,HY, . . . ,Hk−1Y } is a superset of the auxiliary block-Krylov subspace
K̃ = span
{
Ỹ ,HỸ , . . . ,Hk−bỸ
}
with a basis matrix Ỹ ∈ Rn×d of the initial subspace Ỹ = Kb.





= HtỸ = HtKb = Htspan{Y,HY, . . . ,Hb−1Y }
= span{H tY,H1+tY, . . . ,Hb−1+tY } ⊆ K.
Thus the relation K̃ ⊆ K holds.
This interpretation of K is indeed inspired by the construction of the auxiliary block-Krylov
subspace span{U,HU, . . . ,Hk−cU} in the proof of Theorem 4.7. Applying the results from
Section 5.1 to the auxiliary block-Krylov subspace K̃ leads to suitable estimates for block-Krylov
subspace iterations with small block sizes. The bounds depend on the initial subspace Ỹ = Kb.
Theorem 5.9. With the settings from Theorem 5.1, if the dimension t of Y is less than c,
then the following estimates hold for each i ∈ {1, . . . , s}, in terms of the low-dimensional block-
Krylov subspace Kb from Lemma 5.8, the invariant subspace Zd = span{z1, . . . , zd}, the gap
ratio γi,d = (µi − µd+1)/(µd+1 − µn) and the Chebyshev polynomial Tk−b(·).
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(I) An estimate on approximate eigenvectors:
tan∠2(zi,K) ≤ [Tk−b(1 + 2γi,d) ]−1 tan∠2(Kb,Zd). (5.25)
(II) An angle-dependent estimate on Ritz values:
µi − θi
θi − µn
≤ [Tk−b(1 + 2γi,d) ]−2 tan2∠2(Kb,Zd). (5.26)
(III) An angle-free estimates on Ritz values:
µi − θi
θi − µd+1




where the smallest Ritz value η̃ of H in Kb is assumed to be larger than µd+1.
Proof. For proving the estimate (5.25), we apply Theorem 5.2 to the auxiliary block-Krylov
subspace K̃ with the initial subspace Ỹ = Kb based on Lemma 5.8. By considering dim Ỹ = d
and that K̃ has degree k− b+1, we get
tan∠2(zi, K̃) ≤ [Tk−b(1 + 2γi,d) ]−1 tan∠2(Kb,Zd) (5.28)
from the estimate (5.4). In addition, the relation K̃ ⊆ K from Lemma 5.8 implies the inequality
tan∠2(zi,K) ≤ tan∠2(zi, K̃) according to (1.32). Thus (5.25) follows from (5.28).
The proof of (5.26) is analogous. Applying Theorem 5.4 to K̃ yields
µi − θ̃i
θ̃i − µn
≤ [Tk−b(1 + 2γi,d) ]−2 tan2∠2(Kb,Zd) (5.29)
based on (5.7). Therein θ̃i is the ith largest Ritz value of H in K̃. Then θ̃i ≤ θi holds according
to K̃ ⊆ K and the Courant-Fischer principles. Subsequently, an extension of (5.29) due to the
monotonicity of the function (µi − · )/( · − µn) results in (5.26).




≤ [Tk−b(1 + 2γi,d) ]−2
µi − η̃
η̃ − µd+1
which implies (5.27) by using θ̃i ≤ θi and the monotonicity of the function (µi− · )/( · −µd+1).
In Theorem 5.9, the gap ratio γi,d can be bounded away from zero because of µi ≥ µs ≫ µc+1 ≥
µd+1. This enables a reasonable description of the cluster robustness of block-Krylov subspace
iterations with small block sizes. Furthermore, the Ritz value estimates (5.26) and (5.27) can be
extended as Ritz vector estimates by using the additional estimates from Theorems 5.6 and 5.7.
5.3 Reformulation for generalized matrix eigenvalue problems
We reformulate the new estimates achieved in this chapter in terms of generalized matrix eigen-
value problems with Notation 1.2. The results are directly applicable to block-Krylov subspace
iterations of the type (1.24), and generalize the corresponding estimates for standard Krylov
subspace iterations listed in Theorem 3.12.
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Theorem 5.10. With Notation 1.2, consider a block-Krylov subspace
K = span{X, A−1MX, . . . , (A−1M)k−1X}
with a basis matrix X ∈ Rn×t of the initial subspace X , and assume that K is not an invariant
subspace. Let λ1, . . . , λs be the target eigenvalues, and let the eigenvalues λs and λc+1 be well
separated for an index c ≥ s. Then the following estimates hold for each i ∈ {1, . . . , s}.
(I) Estimates on approximate eigenvectors: If the dimension t of X is not less than c, then





t+1 − λ−1n ) and the Chebyshev polynomial Tk−1(·), that
tan∠A(wi,K) ≤ [Tk−1(1 + 2γi,t) ]−1 tan∠A(X ,Wt). (5.30)
If t is less than c, one can select a low-dimensional block-Krylov subspace Kb = span{X,
A−1MX, . . . , (A−1M)b−1X} satisfying
dim span{X, A−1MX, . . . , (A−1M)b−2X} < c ≤ d = dim Kb.









n ) and the Chebyshev polynomial Tk−b(·), that
tan∠A(wi,K) ≤ [Tk−b(1 + 2γi,d) ]−1 tan∠A(Kb,Wd). (5.31)
(II) Angle-dependent estimates on Ritz values: In addition to (I), denote by ϑ1, . . . , ϑs the s
reciprocally largest Ritz values of (A,M) in K. If the dimension t of X is not less than c,







≤ [Tk−1(1 + 2γi,t) ]−2 tan2∠A(X ,Wt). (5.32)







≤ [Tk−b(1 + 2γi,d) ]−2 tan2∠A(Kb,Wd). (5.33)
(III) Angle-free estimates on Ritz values: In addition to (II), if the dimension t of X is not less
























(IV) Additional estimates on Ritz vectors: Let v1, . . . , vs be A-orthonormal Ritz vectors associ-
ated with ϑ1, . . . , ϑs. If ϑ−1j > λ
−1
j+1 for each j ∈ {1, . . . , s}, then it holds that
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If λ−1i−1 > λ
−1




i+a+1 holds for certain i and a with 2 ≤ i ≤ i+ a ≤ s, i.e.,









































holds for the subspaces Vi = span{vi, . . . , vi+a} and Wi = span{wi, . . . , wi+a}.
If M is positive definite, then the estimates (5.30) and (5.31) also hold in M -angles, and the
estimates (5.34) and (5.35) can be simplified as
ϑi − λi
λt+1 − ϑi






≤ [Tk−b(1 + 2γi,d) ]−2
α̃− λi
λd+1 − α̃
since the concerned eigenvalues and Ritz values are positive.
104
6 Restarted block-Krylov subspace iterations
The storage requirement of block-Krylov subspace iterations is generally higher than that of stan-
dard Krylov subspace iterations. Therefore it is more necessary to restart block-Krylov subspace
iterations for solving large-scale matrix eigenvalue problems. In addition, restarted block-Krylov
subspace iterations are generally more cluster robust than restarted Krylov subspace iterations.
Their performance depends on the degree of the associated low-dimensional block-Krylov sub-
spaces. A proper degree can provide a considerable compromise between the storage requirement
and the convergence rate with respect to the number of outer steps so that the total computation
time can significantly be reduced.
The convergence theory of restarted block-Krylov subspace iterations is in a similar situation
in comparison to that of restarted Krylov subspace iterations mentioned at the beginning of
Chapter 4. There is hardly any direct analysis, and restarting is an obstacle for applying those
known estimates which only concern nonrestarted iterations. In our previous work [122], we note
that a suitable and concise estimate can be derived based on Knyazev’s estimate [45, Equation
(2.22)] for an abstract subspace iteration; see the corresponding estimate (2.13) introduced in
Theorem 2.5. However, since this estimate only concerns one Ritz value, namely, the smallest
Ritz value in an s-dimensional subspace iterate, a generalization to all Ritz values was attempted
and has been achieved in [122, Theorem 2]. Nevertheless, the description of the cluster robustness
is still improvable.
In this chapter, we investigate restarted block-Krylov subspace iterations of the type (1.25) by
observing the reciprocal representation (1.29d) concerning standard matrix eigenvalue problems
with Notation 1.5. In Section 6.1, we consider (1.29d) with constant block sizes, i.e., the dimen-
sion of the first subspace iterate Y(0) = span{Y (0)} is set equal to the number c of extracted Ritz
vectors so that all subspace iterates Y(ℓ) have dimension c. The generalized estimate from [122,
Theorem 2] can be applied to this version of (1.29d) after slight reformulation. Furthermore, we
extend the angle-free estimate (5.9) on Ritz values from Subsection 5.1.3 to arbitrarily located
initial Ritz values in order to formulate a cluster robust estimate. Further estimates on Ritz
vectors can be obtained by using the additional estimates from Subsection 5.1.4. Section 6.2 is
devoted to investigating (1.29d) with enlarged block sizes, i.e., the dimension t of Y(0) is less
than c, whereas further subspace iterates Y(ℓ) have dimension c due to the settings in (1.29d).
Indeed, restarted Krylov subspace iterations are included in this case by setting t=1. For the
convergence analysis, we can simply extend the estimates from Section 6.1 by an additional
estimate for the first step. In Section 6.3, we reformulate the new results with respect to the
description (1.25) of restarted block-Krylov subspace iterations.
6.1 Estimates for constant block sizes
The restarted block-Krylov subspace iteration (1.29d) constructs block-Krylov subspaces
K̂k(Y (ℓ)) = span{Y (ℓ), HY (ℓ), . . . ,Hk−1Y (ℓ)}, ℓ = 0, 1, 2, . . .
for a symmetric matrix H ∈ Rn×n with Notation 1.5. This iteration aims at the s largest
eigenvalues of H and extracts c Ritz vectors in each step in order to generate the next subspace
iterate, i.e., the initial subspace of the next block-Krylov subspace. Properly enlarging c can
improve the cluster robustness. The improvement in single steps can be interpreted by using the
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Chebyshev type estimates from Section 5.1 for t = c, namely, the gap ratio
(µi − µc+1)/(µc+1 − µn)
is increasing with c so that the corresponding Chebyshev factor is decreasing. Moreover, one
can naturally select c as the dimension t of the first subspace iterate Y(0) = span{Y (0)}. The
choice t ̸= c seems uninteresting in the sense that further subspace iterates Y(ℓ) = span{Y (ℓ)}
have dimension c anyway. Indeed, the dimension of the generated block-Krylov subspaces can be
reduced for t < c. For instance, in the case t = 1, one can show that (1.29d) coincides with the
restarted Krylov subspace iteration(1.29b) due to the equivalence between implicit restart and
thick-restart [19, 118]. Then the generated block-Krylov subspaces are actually Krylov subspaces.
Thus we prefer to investigate (1.29d) in two versions: (1.29d) with t = c in the current section,
and (1.29d) with t < c in Section 6.2.
For investigating (1.29d) with t= c, some Chebyshev type estimates for block-Krylov subspace
iterations from Chapter 5 can only be applied in a limited way. As an example, we discuss the
applicability of the estimate (5.4) on approximate eigenvectors. By setting t= c, Y = Y(ℓ) and









which is applicable to each single step as an a posteriori estimate. However, it cannot directly









additional estimate (2.7) can formally contribute to an indirect extension, the associated distance
parameters and projectors prevent a reasonable application.
In contrast to this, the angle-free estimates (5.9) and (5.14) on Ritz values can be extended


























concerning the ith largest Ritz value ηi in the first subspace iterate Y(0). However, the estimate
(6.1) requires the assumption that the Ritz value θ(ℓ)i already exceeds µi+1 so that its application
is restricted to the final phase of the considered iteration. In our previous work [122], an extension
of (6.1) has been achieved under the weaker assumption that θ(ℓ)i is located in the interval
(µj+1, µj) for an arbitrary index j ∈ {i, . . . , n− c+ i− 1}. The corresponding Chebyshev factor
reads [Tk−1(1 + 2γj) ]−2 with the gap ratio γj = (µj − µj+1)/(µj+1 − µn). Moreover, in the
case k=3, this Chebyshev factor can be improved as the factor [ q(µj) ]−2 with an interpolating
polynomial q(·) similarly to Theorem 4.6. Nevertheless, both factors are related to the distance
µj − µj+1 and cannot reasonably describe the cluster robustness.
In the further part of this section, we review the main results from [122] for restarted block-
Krylov subspace iterations, and improve them by new cluster robust estimates based on the
estimate (5.9) from Subsection 5.1.3 concerning block-Krylov subspace iterations.
6.1.1 Single-step estimates
We first review [122, Theorem 2 and Corollary 2] in the following modified formulation with
respect to certain practical settings for the restarted block-Krylov subspace iteration (1.29d).
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Theorem 6.1. With Notation 1.5, consider the restarted block-Krylov subspace iteration (1.29d)
where the initial subspace Y(ℓ+1)=span{Y (ℓ+1)} of K̂k(Y (ℓ+1)) is spanned by orthonormal
Ritz vectors of H in K̂k(Y (ℓ)) associated with the c largest Ritz values. Assume that none
of the subspace iterates Y(ℓ)=span{Y (ℓ)} contains eigenvectors, and that the dimension t of
Y(0)=span{Y (0)} is equal to c. Denote by θ(ℓ)1 ≥ · · · ≥ θ
(ℓ)
s the s largest Ritz values of H in












ℓ∈N are strictly increasing.
Furthermore, if µj > θ
(ℓ)
i > µj+1 is fulfilled for certain indices i ∈ {1, . . . , s} and j ∈
{i, . . . , n− c+ i− 1}, then it holds, in terms of the gap ratio γj = (µj − µj+1)/(µj+1 − µn) and




















holds for the ith largest Ritz value φi of H in Y(0) by assuming µj ≥ φi > µj+1.
The settings from Theorem 6.1 are, despite the differences between the considered iterations,
similar to those from Theorem 4.7 concerning the restarted Krylov subspace iteration (1.29b).
Correspondingly, the proof of [122, Theorem 2 and Corollary 2] can be improved structurally
based on the proof of Theorem 4.7. For the reader’s convenience, we formulate a proof sketch.
The first step serves to generate an i-dimensional auxiliary subspace U within the sub-
space iterate Y(ℓ+1). By using the generating vectors u1, . . . , uc of Y(ℓ+1), i.e., orthonormal
Ritz vectors in K̂k(Y (ℓ)) associated with the c largest Ritz values θ(ℓ)1 ≥ · · · ≥ θ
(ℓ)
c , we set
U = span{u1, . . . , ui} = span{U} with the basis matrix U = [u1, . . . , ui]. Then U is subset of
Y(ℓ+1) so that the block-Krylov subspace
K = span{U,HU, . . . ,Hk−1U}
is a subset of K̂k(Y (ℓ+1)). In comparison to this, the proof of Theorem 4.7 constructs a block-
Krylov subspace of degree k− c which is a subset of the Krylov subspace K̂k(y(ℓ+1)).
Next, an auxiliary nonzero vector y is selected from the intersection of the subspaces U and
Wi,d = span{wi, . . . , wd} by considering orthonormal Ritz vectors w1, . . . , wd ofH inK associated
with the Ritz values θ1 ≥ · · · ≥ θd with d = dimK. The existence of y follows from a dimension
inequality. Moreover, it can be shown that p(H)y belongs toWi,d for an arbitrary real polynomial
p(·) of degree k− 1. The auxiliary vector for Theorem 4.7 is constructed in the same way, but
with a polynomial of degree k− c.
For proving (6.3), we use the relation U ⊆ K ⊆ K̂k(Y (ℓ+1)) which implies θ(ℓ)i ≤ θi ≤ θ
(ℓ+1)
i
according to the Courant-Fischer principles. In addition, the equality θ(ℓ)i = θ
(ℓ+1)
i would cause
that there exist eigenvectors in U and thus in Y(ℓ+1), i.e., a contradiction to the assumption that
none of the subspace iterates contains eigenvectors. In the proof of Theorem 4.7, such an equality
contradicts the assumption that the Krylov subspace K̂k(y(ℓ+1)) is not an invariant subspace.
The remaining part of the proof only slightly differs from the corresponding part of the proof
of Theorem 4.7. The main estimate (6.4) is based on the intermediate estimate
µj − θi
θi − µj+1
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≥ µ(ỹ) ≥ µ(y) and µj − µ(ỹ)
µ(ỹ)− µj+1
≤ [Tk−1(1 + 2γj) ]−2
µj − µ(y)
µ(y)− µj+1
can be verified and result in (6.6) according to the monotonicity of (µj − · )/( · − µj+1). This
completes the derivation of (6.4). The estimate (6.5) can be derived analogously with a subset
U of the first subspace iterate Y(0).
Additionally, [122, Theorem 3] gives an improvement of (6.4) in the case k=3.
























, and µξ is an eigenvalue which has the smallest distance
to (µj+1 + µn)/2 among the eigenvalues µj+2, . . . , µn−1.
The estimate (6.7) can be derived analogously to (6.4) since the polynomial q(·) has similar
properties as the shifted Chebyshev polynomial p(·) used in the derivation of (6.4). The sharpness
of (6.7) can be interpreted by the limit case θ(ℓ)i → µj concerning an invariant subspace associated
with the eigenvalues µj , µj+1, µξ, µn. However, if the distance µj − µj+1 is nearly zero, then
both of the convergence factors [ q(µj) ]−2 and [Tk−1(1 + 2γj) ]−2 are close to 1. This seems
to contradict the cluster robustness of restarted block-Krylov subspace iterations. Indeed, the
sharpness of (6.7) concerns single steps, and the actual convergence rate can possibly be close
to 1 in several early steps; cf. the numerical example shown in [122, Figure 2]. Thus the cluster
robustness should be discussed with respect to multiple steps.
6.1.2 Multi-step estimates
The single-step estimates (6.4) and (6.7) can be applied recursively to multiple steps of the
restarted block-Krylov subspace iteration (1.29d). The resulting estimates extend the similar
estimate (6.2) to arbitrary eigenvalue intervals, and can be combined in order to analyze the
entire convergence history. Nevertheless, the associated convergence factors need to be improved
for describing the cluster robustness. For this purpose, we extend the angle-free estimate (5.9)
on Ritz values from Subsection 5.1.3 in the following theorem. The proof is analogous to that of
Theorem 4.8 concerning the restarted Krylov subspace iteration (1.29b).
Theorem 6.3. With the settings from Theorem 6.1, if the smallest Ritz value η of H in the
first subspace iterate Y(0) fulfills µj > η > µj+1 for a certain j ∈ {c, . . . , n− 1}, then it holds
for each i ∈ {1, . . . , s}, in terms of the gap ratio γ̃i,j = (µj−c+i − µj+1)/(µj+1 − µn) and the









Proof. The case µj−c+i ≤ θ(ℓ)i is trivial where the left-hand side of (6.8) is nonpositive.
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In the nontrivial case µj−c+i > θ
(ℓ)
i , we derive (6.8) by observing the subspace iteration
W(t+1) = p(H)W(t) with W(−1)=Y(0) and the shifted Chebyshev polynomial p(·) defined






. This iteration is accelerated by the restarted block-Krylov
subspace iteration (1.29d) in the sense that the Rayleigh-Ritz procedure is applied to an ex-
tended subspace. The Courant-Fischer principles imply the relation θ(ℓ)i ≥ η
(ℓ)
i for the ith largest









due to the monotonicity of the function (µj−c+i − · )/( · − µj+1).
In order to show (6.9), we adapt the derivation of the intermediate estimate (4.27) from the
proof of Theorem 4.8.
First, the subspace W(ℓ) has at least dimension i so that the ith largest Ritz value η(ℓ)i exists.
This property is verified by using the invariant subspace Z = span{z1, . . . , zj−c+i, zj+1, . . . , zn}
given by Notation 1.5. The intersection of the subspaces W(−1)=Y(0) and Z has at least









≥ c+ (n− c+ i)− n = i.




. Then the relation(
p(H)
)ℓ+1W̃ ⊆ ((p(H))ℓ+1W(−1) ∩ (p(H))ℓ+1Z) ⊆ (W(ℓ) ∩ Z)
holds so that the property dimW(ℓ) ≥ i can be verified by showing dim
(
p(H)
)ℓ+1W̃ = i ; cf. the
proof of Theorem 4.8 for details.
Next, we denote by α the smallest Ritz value in W̃ and by β the ith largest Ritz value in(
p(H)
)ℓ+1W̃ . Then it holds that
W̃ ⊆ W(−1) ⇒ α ≥ η > µj+1,(
p(H)
)ℓ+1W̃ ⊆ W(ℓ) ⇒ β ≤ η(ℓ)i ≤ θ(ℓ)i < µj−c+i
according to the Courant-Fischer principles. Consequently, we can show (6.9) by verifying
µj−c+i − β
β − µj+1




The verification of (6.10) makes use of a Ritz vector ŵ in
(
p(H)
)ℓ+1W̃ associated with β.




w. Moreover, both of
w and ŵ belong to the invariant subspace Z = span{z1, . . . , zj−c+i, zj+1, . . . , zn} because W̃ and(
p(H)












in order to analyze the relation between µ(w) and µ(ŵ). More precisely, we can show the
properties µ(ŵ) ≥ µ(w̃) ≥ µ(w) and
µj−c+i − µ(w̃)
µ(w̃)− µj+1





6 Restarted block-Krylov subspace iterations
analogously to (3.34) and (3.35) in the proof of Theorem 3.8. Therein the properties from (3.37)
can easily be adapted to the powered polynomial
(
p(·)
)ℓ+1. Finally, the relation µj−c+i > β =
µ(ŵ) ≥ µ(w̃) ≥ µ(w) ≥ α > µj+1 enables an extension of (6.11) which yields (6.10).
This completes the proof of the intermediate estimate (6.9) so that the estimate (6.8) holds.
In comparison to the multi-step estimates derived from (6.4) and (6.7), the estimate (6.8)
can make a better prediction of the number of required outer steps for reaching acceptable
approximations. The Chebyshev factor with the gap ratio γ̃i,j describes an average convergence
rate, whereas the ratio (µj−c+i−η)/(η−µj+1) serves to avoid an underestimation of the possible
slowdown in early steps.
Furthermore, the estimates (5.15) and (5.16) from Subsection 5.1.4 can be combined with (6.8)
in order to analyze the associated Ritz vectors in the case that the bound for θ(ℓ)i exceeds µi+1 or
µi+a+1 (i.e., the largest eigenvalue smaller than µi). In future work, we are interested in deriving
direct Ritz vector estimates similarly to (4.8).
6.2 Estimates for enlarged block sizes
This section deals with restarted block-Krylov subspace iterations with enlarged block sizes.
Concerning the reciprocal representation (1.29d) and the discussion at the beginning of Section
6.1, we consider the case that the dimension t of the first subspace iterate Y(0) = span{Y (0)} is
less than the cluster parameter c. Since the further subspace iterates Y(ℓ) with ℓ ≥ 1 still have
dimension c, the estimates from Section 6.1 are partially applicable. We only need to additionally
analyze the relation between Y(0) and Y(1). Based on Lemma 5.8 and the subsequent analysis
for block-Krylov subspace iterations with small block sizes from Section 5.2, several additional
estimates are achieved.
Theorem 6.4. With the settings from Theorem 6.1, assume that the dimension t of Y(0) is less
than c, and select a low-dimensional block-Krylov subspace K̂b(Y (0)) satisfying
dim K̂b−1(Y (0)) < c ≤ d = dim K̂b(Y (0)),
i.e., the smallest block-Krylov subspace which is initialized by Y(0) and has at least dimension c.
Then K̂k(Y (0)) is a superset of the auxiliary block-Krylov subspace
K̃ = span
{
Ỹ ,HỸ , . . . ,Hk−bỸ
}
with a basis matrix Ỹ ∈ Rn×d of the initial subspace Ỹ = K̂b(Y (0)). In addition, the following
estimates hold for the ith largest Ritz value θ(0)i of H in K̂k(Y (0)) where i ∈ {1, . . . , d}.
(I) If the ith largest Ritz value φi of H in K̂b(Y (0)) fulfills µj > φi > µj+1 for a certain j ∈
{i, . . . , n− d+ i− 1}, then it holds, in terms of the gap ratio γj = (µj −µj+1)/(µj+1−µn)









(II) If the smallest Ritz value η of H in K̂b(Y (0)) fulfills µj > η > µj+1 for a certain j ∈
{d, . . . , n− 1}, then it holds, in terms of the gap ratio γ̂i,j = (µj−d+i − µj+1)/(µj+1 − µn)












6.3 Reformulation for generalized matrix eigenvalue problems
Proof. The relation K̃ ⊆ K̂k(Y (0)) is obtained directly from Lemma 5.8.
The proof of (6.12) is based on a counterpart of the estimate (6.5) concerning the auxiliary
block-Krylov subspace K̃ and its initial subspace Ỹ = K̂b(Y (0)), namely,
µj − θ̃i
θ̃i − µj+1




for the ith largest Ritz value θ̃i of H in K̃. Moreover, the relation K̃ ⊆ K̂k(Y (0)) implies
θ̃i ≤ θ(0)i according to the Courant-Fischer principles. Combining this with the monotonicity of
the function (µj − · )/( · − µj+1) enables an extension of (6.14) which results in (6.12).
Analogously, we prove (6.13) by using a counterpart of the estimate (6.8) for ℓ=0 which reads
µj−d+i − θ̃i
θ̃i − µj+1




Extending this by θ̃i ≤ θ(0)i and the monotonicity of (µj−d+i − · )/( · − µj+1) yields (6.13).
The estimate (6.12) can easily be combined with (6.4) in order to formulate a multi-step
estimate. However, it is slightly complicated to combine the estimates (6.13) and (6.8) due to
the difference between µj−d+i and µj−c+i. For convenience, we can apply (6.13) to i= c in order
to determine a lower bound η̃ of θ(0)c , i.e. the cth largest Ritz value in K̂k(Y (0)) as well as the









Indeed, these multi-step estimates for the restarted block-Krylov subspace iteration (1.29d) for-
mally generalize the multi-step estimates for the restarted Krylov subspace iteration (1.29b)
introduced in Section 4.2. This corresponds to the fact that (1.29b) coincides with a special
version of (1.29d) where the first subspace iterate Y(0) has dimension 1.
6.3 Reformulation for generalized matrix eigenvalue problems
Concerning the application to restarted block-Krylov subspace iterations of the type (1.25), we
reformulate the main results in this chapter for generalized matrix eigenvalue problems with
Notation 1.2.
Theorem 6.5. With Notation 1.2, consider restarted block-Krylov subspace iterations of the
type (1.25) where the initial subspace X (ℓ+1)=span{X(ℓ+1)} of Kk(X(ℓ+1)) is spanned by A-
orthonormal Ritz vectors of (A,M) in Kk(X(ℓ)) associated with the c reciprocally largest Ritz
values. Assume that none of the subspace iterates X (ℓ)=span{X(ℓ)} contains eigenvectors, and
that the dimension t of X (0)=span{X(0)} is equal to c. Denote by ϑ(ℓ)1 , . . . , ϑ
(ℓ)
s the s reciprocally

















6 Restarted block-Krylov subspace iterations
Furthermore, if λ−1j > (ϑ
(ℓ)
i )
−1 > λ−1j+1 is fulfilled for certain indices i ∈ {1, . . . , s} and









































holds for the ith reciprocally largest Ritz value αi of (A,M) in X (0) by assuming λ−1j ≥ α
−1
i >






































is assumed for a certain j ∈ {c, . . . , n− 1} and the reciprocally smallest Ritz value β of (A,M)
in X (0).
Next, if the dimension t of X (0) is less than c, one can select a low-dimensional block-Krylov
subspace Kb(X(0)) satisfying
dim Kb−1(X(0)) < c ≤ d = dim Kb(X(0)).

















where αi denotes the ith reciprocally largest Ritz value of (A,M) in Kb(X(0)). Moreover, the













where ϑ denotes the reciprocally smallest Ritz value of (A,M) in X (1). Subsequently, (6.21) can








with the gap ratio γ̂c,j = (µj−d+c− µj+1)/(µj+1− µn) and the reciprocally smallest Ritz value β
of (A,M) in Kb(X(0)).
If M is positive definite, then the concerned eigenvalues and Ritz values are positive so that
the formulation of Theorem 6.5 can be simplified as in Theorem 4.9.
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7 Numerical experiments
By now we have investigated four types of Krylov subspace eigensolvers which are introduced
in Subsection 1.4.1. These eigensolvers aim at the reciprocally largest eigenvalues of a matrix
pair (A,M) described in the abstract problem (1.1), and are especially applicable to discretized
eigenvalue problems of second-order self-adjoint elliptic partial differential operators. In this
context, we have combined several Krylov subspace eigensolvers with adaptive finite element
discretizations for the numerical experiments in [83, 125, 122] by using our software “Adaptive-
Multigrid-Preconditioned (AMP)Eigensolver” [124].
The AMP Eigensolver deals mainly with the negative Laplace operator on user-defined 2D
domains. Its central part is written in FORTRAN based on the libraries BLAS and LAPACK.
Additionally, a graphical user interface in Matlab serves to simplify the initialization and to
illustrate the results. By applying the residual-based error estimator from [77], this software
enables a fast adaptive grid refinement and multigrid preconditioning; see the manual in [124]
for more details. Therein the AMPEigensolver is tested on a standard PC with Intel Xeon
3.2GHz CPU and 31.4GiB RAM plus disk swapping. Concerning a classical operator eigenvalue
problem from [77] where the domain is given by the unit circle with a slit along the horizontal
axis, we constructed a mesh hierarchy up to 85,611,460 nodes and obtained six significant figures
of the main target eigenvalue within 582.86 seconds.
This chapter is devoted to demonstrating the accuracy of the new convergence estimates
achieved in Chapters 3 to 6. The performance of the investigated Krylov subspace eigensolvers
is illustrated together with the corresponding bounds within three model problems generated
by the AMP Eigensolver. In Section 7.1, we introduce the model problems and indicate the
target eigenvalues of the involved matrix pairs. The first two model problems are extracted from
adaptively refined grids. The resulting matrices A and M are stiffness matrix and mass matrix
so that both of them are positive definite. The third model problem is related to the first one and
concerns an invertible shifted matrix Aσ = A − σM . Therein the matrix pair (AσM−1Aσ, Aσ)
is of interest and subsequently denoted by (A,M). In Section 7.2, our convergence estimates are
graphically compared with computational data by means of numerical maxima over 1000 tests.
We discuss the accuracy with respect to the eigenvalue distribution and the cluster parameter
concerning possible tasks for future research.
7.1 Model problems
Various model problems have been generated by the AMP Eigensolver [124] in our previous works
for investigating Krylov subspace eigensolvers [83, 125, 122] and their preconditioned variants
[82, 126]. In particular, the model problems from [126] serve to demonstrate the benefit of some
cluster robust estimates for the PINVIT method P1,s introduced in Subsection 1.3.1. Since the
cluster robustness is an essential feature of our new estimates for Krylov subspace eigensolvers,
we reuse the model problems from [126] as the first two model problems in this chapter. For the
reader’s convenience, we introduce some details for their derivation from the AMPEigensolver.
Model problem I (MP1)
We begin with the Laplacian eigenvalue problem −∆u = λu on a 2D mushroom-shaped domain;
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; t ∈ [0, 1)
}
where Γ2 and Γ3 correspond to the two sides of a slit along the horizontal axis. After setting
homogeneous Dirichlet boundary conditions on Γ1 ∪ Γ2 and homogeneous Neumann boundary
conditions on Γ3, we construct a mesh hierarchy by combining the LOBPCG method [48] with
an adaptive finite element discretization within the AMP Eigensolver.
The initial grid has only 5 degrees of freedom and results in a matrix eigenvalue problem of
dimension 5. This small problem can easily be solved by a shifted QR algorithm. For each
matrix pair (A,M) from further grids with growing dimension, we compute the three smallest
eigenvalues by the LOBPCG method with the block size 3. In addition, we apply the residual-
based error estimator from [77] to the approximate eigenfunctions associated with the smallest
eigenvalue in order to adaptively refine the current grid.
Since the corresponding eigenfunction has an unbounded derivative at the origin, the refine-
ment depths increase rapidly near the origin; see the initial grid and three further grids in Figure
7.1. Moreover, the mesh hierarchy provides multigrid preconditioners for solving the involved
matrix eigenvalue problems. The computational performance is displayed in the third row in
Figure 7.1. In the left subfigure, the solid curve stands for the cumulative time for the whole
computation, and the marked curve denotes the time for the computation within the current grid.














which are taken approximately from the 82nd grid with 22,219,374 nodes. The approximate
distances λ(A,M)i −λ
(−∆)
i are displayed in the marked/dashed/solid curves for i=1, 2, 3, respec-
tively. The right subfigure shows information of the residual-based error estimator. The norms of
estimated residual vectors with respect to quadratic elements are denoted by the solid curve. The
tolerances for solving matrix eigenvalue problems form the dashed curve. The residual norms of
the computed approximate eigenfunctions with respect to linear elements are contained in the
marked curve. In addition, the values of λ(A,M)1 from six selected grids are listed in Table 7.1.
Table 7.1: The smallest matrix eigenvalues λ(A,M)1 computed by using LOBPCG within AMP Eigen-
solver. These converge to the smallest operator eigenvalue λ(−∆)1 ≈ 8.895049.
level 1 23 36 51 62 78
nodes 27 3810 31504 390322 1572517 17712651
d.o.f. 5 3582 30838 387963 1567785 17696832
λ
(A,M)
1 12.33746 8.913402 8.897231 8.895217 8.895089 8.895050
For demonstrating the accuracy of our new convergence estimates, we use the generalized
matrix eigenvalue problem Ax = λMx from the 62nd grid with 1,567,785 degrees of freedom.
The five smallest matrix eigenvalues read
λ1 ≈ 8.895089, λ2 ≈ 13.77993, λ3 ≈ 21.63029, λ4 ≈ 25.08266, λ5 ≈ 29.64299.
Their reciprocals are well separated so that the selection of the cluster parameter c in the esti-





















































































Figure 7.1: Solving MP1 with the AMPEigensolver. First row : (left) the domain for the Laplacian
eigenvalue problem −∆u = λu and its boundary in three parts, (center) the initial grid,
(right) the contour lines of an eigenfunction associated with the smallest eigenvalue λ(−∆)1 .
Second row : three grids from the adaptive grid refinement with the grid levels 23, 36 and 51;
see Table 7.1 for the corresponding numbers of nodes and degrees of freedom. The 36th and
51st grids are displayed by square-shaped sectional enlargements around the origin with side
lengths 10−4 and 10−6. Third row : computational information including (left) cumulative
time for the whole computation and computation time in current grids, (center) approximate
distances λ(A,M)i −λ
(−∆)
i between the matrix eigenvalues λ
(A,M)
i and the operator eigenvalues
λ
(−∆)




Figure 7.2: Approximate eigenfunctions associated with the three smallest eigenvalues for MP1. First
row : side view. Second row : top view.
Model problem II (MP2)
In order to construct a model problem with clustered eigenvalues, we connect three circle sub-
domains by a thin annulus; see Figure 7.3. The circle subdomains have the same radius r = 1.5




3,−1)T , (0, 2)T , respectively. The annulus is centred at the
origin with the radii r1 = 1.2 and r2 = 1.5. The Laplacian eigenvalue problem −∆u = λu
is considered again, but with only homogeneous Dirichlet boundary conditions. Applying the
AMP Eigensolver results in a sequence of matrix eigenvalue problems on 63 adaptively refined
grids. The refinement is based on the residuals of the approximate eigenfunctions associated with
the three smallest eigenvalues. The parts of approximate eigenfunctions on the circle subdomains
are similar to the well-known peak eigenfunction on the unit circle.
For the numerical experiments in Section 7.2, we use the generalized eigenvalue problem Ax =
λMx from the 36th grid with 1,509,276 degrees of freedom. The nine smallest eigenvalues build
two clusters, namely,
λ1, λ2, λ3 ∈ (2.559876, 2.559941), λ4, . . . , λ9 ∈ (6.495853, 6.500676).
Therefore it is meaningful to select an index c ≥ 3 as the cluster parameter concerning the
computation of the three smallest eigenvalues.
Model problem III (MP3)
We modify the model problem MP1 by setting the three smallest eigenvalues which are larger
than the shift σ = 60 as target eigenvalues. The modified model problem is essentially the
computation of the three smallest positive eigenvalues of the matrix pair (AσM−1Aσ, Aσ) with
Aσ = A− σM . We denote this matrix pair by (A,M) for the numerical experiments in Section
116
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Figure 7.3: Solving MP2 with the AMPEigensolver. First row : (left) the domain for the Laplacian
eigenvalue problem −∆u = λu, (center) the initial grid, (right) the 12th grid from the
adaptive grid refinement. Second row : approximate eigenfunctions associated with the three
smallest eigenvalues.
7.2. The five smallest positive eigenvalues read
λ1 ≈ 0.7823530, λ2 ≈ 5.460023, λ3 ≈ 11.69693, λ4 ≈ 13.76184, λ5 ≈ 21.69704.
The relatively large distance between λ−11 and λ
−1
2 in comparison to that in MP1 leads to a
slightly different convergence behavior of the Krylov subspace eigensolvers.
7.2 Illustration of bounds
In order to demonstrate the accuracy of our new convergence estimates, we implement the
investigated Krylov subspace eigensolvers for the three model problems from Section 7.1, and
compare the bounds with the corresponding computational data by means of numerical maxima.
7.2.1 Standard Krylov subspace iterations
We test standard Krylov subspace iterations of the type (1.22) with 1000 pseudorandom initial
vectors x(0). Numerical maxima with respect to various convergence measures are documented
for illustrating the bounds in the main estimates from Theorem 3.12. We skip the angle-free
estimates on Ritz values since their extensions to restarted Krylov subspace iterations will be
illustrated in Subsection 7.2.2.
Estimate (3.60) on approximate eigenvectors
The estimate (3.60) deals with the tangent value tan∠A(wi,K) of the A-angle between an eigen-
vector wi and the current Krylov subspace K = Kk(x(0)). Therein wi is collinear with the
eigenprojection of the initial vector x = x(0) associated with the eigenvalue λi. Moreover, this
angle is actually the A-angle between wi and its A-orthogonal projection to K which can be
interpreted as an approximate eigenvector in K. The bound in (3.60) consists of the Chebyshev
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factor [Tk−c(1 + 2γ̃i) ]−1 and the tangent value tan∠A(Kc,Wc). The cluster parameter c is re-




c+1 − λ−1m ), the low-dimensional Krylov
subspace Kc = Kc(x(0)) and the invariant subspace Wc associated with the first c eigenvalues.
For illustrating the bound in (3.60), we document the numerical maxima nm of tan∠A(wi,K)
over 1000 tests for i ∈ {1, 2, 3} within each model problem from Section 7.1. The convergence
behavior of the investigated standard Krylov subspace iterations is shown in Figure 7.4 by plot-
ting nm versus the degree k of the current Krylov subspace K. Therein k is also the dimension of
K since the considered Krylov subspaces are not invariant subspaces. The convergence behavior
clearly depends on the eigenvalue distribution. In MP1, the reciprocals of the target eigenvalues
are well separated. Correspondingly, a strictly monotone convergence is observed, and the aver-
age convergence rate for i ∈ {2, 3} deteriorates in comparison to that for i = 1. It is remarkable
that the stepwise convergence rate can be predicted by the bound in (3.60) with various c. The
bound with c = i is suitable for a middle phase, whereas the bound with a larger c can match the
final phase. In MP2, the clustered reciprocals of the target eigenvalues cause a staircase-shaped
convergence. The convergence rate is close to 1 in many steps before the final phase. This can
be reflected by the bound in (3.60) with c = i for i ∈ {1, 2}. For predicting the convergence
rate in the final phase, we can set c = 3 in the bound. The choice c = 9 concerning the next
cluster leads to overestimation before the final phase, but can slightly refine the prediction of the
number of required steps for reaching an acceptable approximation. In MP3, we see a similar
convergence history in comparison to that in MP1 as the reciprocals of the target eigenvalues are
also well separated. The main difference is the faster convergence for i = 1 due to the relatively
large distance between λ−11 and λ
−1
2 . Summarizing the above, we can apply the estimate (3.60)
with various c and merge the corresponding bounds into a reasonable global bound, namely, by
using smaller c for earlier phases and a sufficiently large c for the final phase.
Angle-dependent estimate (3.62) on Ritz values





i −λ−1m ) where ϑi is the ith reciprocally largest Ritz value of (A,M) in
K = Kk(x(0)). It would be more convenient to observe the distance λ−1i − ϑ
−1
i in the numerical










with ψ = [Tk−c(1 + 2γ̃i) ]−2 tan2∠A(Kc,Wc). (7.1)
In Figure 7.5, we plot the numerical maxima nm of λ−1i − ϑ
−1
i over 1000 tests for i ∈ {1, 2, 3}
concerning the model problems from Section 7.1. The observation indicates that the convergence
behavior with respect to λ−1i − ϑ
−1
i also depends on the eigenvalue distribution, but differs from
that with respect to tan∠A(wi,K) in the first phase. In particular, the ith Ritz value only exists
for k ≥ i so that the nm of λ−1i − ϑ
−1
i are documented as of k = i. Moreover, a minor reduction
in the first step is observed for all examples except for i = 1 in MP2. The ratio ψ/(1+ψ) in the
reformulated estimate (7.1) is close to 1 for very large ψ appearing in the first phase. Therefore the
corresponding bound curves have a nearly constant initial part, and provide a proper prediction
of the convergence rate in a second part where appropriate. The number of required steps for
reaching an acceptable approximation cannot be predicted accurately, especially for i = 3 in
MP3.
Additional estimate (3.65) on Ritz vectors
The estimate (3.65) deals with the sine squared sin2∠A(vi, wi) of the A-angle between a Ritz
vector vi in the current Krylov subspace K = Kk(x(0)) and an eigenvector wi as considered in
(3.60). The bound in (3.65) depends on the Ritz values in K so that (3.65) is actually an a
posteriori estimate. Nevertheless, combining (3.65) with (3.62) enables an a priori estimate.
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Figure 7.4: Illustration of the bound in the estimate (3.60) with various c in comparison to the numerical


















































































































































































































Figure 7.5: Illustration of the bound in the equivalent form (7.1) of the estimate (3.62) with various c in
comparison to the numerical maxima nm of λ−1i −ϑ
−1
i . First row : MP1. Second row : MP2.
Third row : MP3.
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7.2 Illustration of bounds
For illustrating the bounds in these two estimates, we document the numerical maxima nm of
sin2∠A(vi, wi) over 1000 tests for i ∈ {1, 2, 3} concerning the model problems from Section 7.1.
As observed in Figure 7.6, the convergence behavior with respect to sin2∠A(vi, wi) is similar to
that with respect to the measure λ−1i −ϑ
−1
i . This reflects a strong link between Ritz vectors and
Ritz values. Next, we extend the estimates by the trivial bound 1 in the case that the assumption
ϑ−1j > λ
−1
j+1 ∀ j ∈ {1, . . . , 3}, or its variant with estimated ϑ
−1
j from (3.62), does not hold. The
graphical comparison between nm and the bound in (3.65) shows a high accuracy of (3.65) with
exact Ritz values, especially in MP2 where the target eigenvalues are clustered. In addition, we
consider the estimate combination “(3.65)+(3.62)” where the cluster parameter c is selected as
in the cyan curves in Figure 7.5. For simplicity, we denote this combination by “(3.62)” in the
legends in Figure 7.6. The observation reflects a lower accuracy which is caused by the limited
quality of the estimate (3.62).
7.2.2 Restarted Krylov subspace iterations
In this subsection, restarted Krylov subspace iterations of the type (1.23) are tested with 1000
pseudorandom initial vectors x(0) for each model problem from Section 7.1. Therein we set k = 6,
c = s = 3, and denote by ϑ(ℓ)i the ith reciprocally largest Ritz value of (A,M) in the Krylov
subspace Kk(x(ℓ)). The numerical maxima nm of the distance λ−1i − (ϑ
(ℓ)
i )
−1 over 1000 tests are
documented for i ∈ {1, 2, 3}, and plotted versus the iteration index ℓ in Figure 7.7. Moreover,
we denote by ϑ(−1)i the ith reciprocally largest Ritz value of (A,M) in the low-dimensional
Krylov subspace Kc(x(0)) concerning the multi-step estimates (4.33) and (4.34) from Theorem
4.9. Thus the iterations formally begin with the index −1. The dependence of their convergence
behavior on the eigenvalue distribution can be interpreted as follows. In MP1 and MP3, the
well-separated reciprocals of the target eigenvalues ensure a strictly monotone convergence with
respect to inner steps within each outer step as observed in Figure 7.5. Correspondingly, the
distance λ−1i − (ϑ
(ℓ)
i )
−1 is strictly decreasing. In MP2, a staircase-shaped convergence would be
observed for a sufficiently large Krylov subspace; cf. the second row in Figure 7.5. However, the
Krylov subspaces Kk(x(ℓ)) in the tested restarted Krylov subspace iterations only have dimension




−1 in a few outer steps, but does not cause a slow global convergence.
Furthermore, suitable bounds for λ−1i − (ϑ
(ℓ)
i )
−1 are obtained by reformulating the estimates
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Therein αi and β are Ritz values in Kc(x(0)). Their reciprocals belong to the interval (λ−1j+1, λ
−1
j ).
If the reciprocals of the corresponding Ritz values in the current Kc(x(ℓ)) leave this interval, we
update αi and β by these Ritz values and determine a new interval. The observation in Figure
7.7 shows that (4.33) coincides with (4.34) for i = 3 = c. In addition, (4.33) is more accurate
than (4.34) for i ∈ {1, 2} in MP1 and MP3 where the reciprocals of the target eigenvalues are well
separated. However, (4.33) cannot reflect the cluster robustness in MP2 since the gap ratio γj is
close to zero in the final phase for i ∈ {1, 2} so that the Chebyshev factor [Tk−c(1+2γj) ]−2(ℓ+1)
cannot be bounded away from 1. In contrast, (4.34) can reasonably predict the convergence rate




































































































































































































































Figure 7.6: Illustration of the bound in the estimate (3.65) and the bound in the estimate combination
“(3.65)+(3.62)” (denoted by “(3.62)” in the legends) in comparison to the numerical maxima
nm of sin2 ∠A(vi, wi). First row : MP1. Second row : MP2. Third row : MP3.
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Figure 7.7: Illustration of the bounds in the equivalent forms (7.2) and (7.3) of the estimates (4.33)
and (4.34) in comparison to the numerical maxima nm of λ−1i − (ϑ
(ℓ)
i )
−1. First row : MP1.
Second row : MP2. Third row : MP3.
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7.2.3 Block-Krylov subspace iterations
We consider further block-Krylov subspace iterations of the type (1.24). By using 1000 pseudo-
random initial subspaces span{X(0)}, we document numerical maxima with respect to various
convergence measures corresponding to the main estimates from Theorem 5.10. The angle-free
estimates on Ritz values are treated within their extensions to restarted block-Krylov subspace
iterations in Subsection 7.2.4.
Estimates (5.30) and (5.31) on approximate eigenvectors
The estimates (5.30) and (5.31) serve to analyze the tangent value tan∠A(wi,K) of the A-angle
between an eigenvector wi associated with the eigenvalue λi and the current block-Krylov sub-
space K = Kk(X(0)). This angle is also the A-angle between wi and its A-orthogonal projection
to K which is an approximate eigenvector in K, but usually not a Ritz vector. The application
of these estimates depends on the dimension t of the initial subspace X = span{X(0)} and the
cluster parameter c. In the case t ≥ c, the estimate (5.30) is applicable and provides the bound
[Tk−1(1 + 2γi,t) ]




t+1 − λ−1n ) and
the invariant subspace Wt = span{w1, . . . , wt}. In the case t < c, we use a low-dimensional
block-Krylov subspace Kb = Kb(X(0)) of degree b and dimension d ≥ c. Then the esti-







n ) and the invariant subspace Wd = span{w1, . . . , wd}.
For illustrating the bounds in (5.30) and (5.31), we set c=3 according to the eigenvalue
distribution in the model problems from Section 7.1. Subsequently, we document the numerical
maxima nm of tan∠A(wi,K) over 1000 tests for i ∈ {1, 2, 3} where the dimension t of the
initial subspace X = span{X(0)} is set equal to 3 for (5.30) and equal to 2 for (5.31). The
documented nm are plotted versus the degree k of the current block-Krylov subspace K in
Figure 7.8 for (5.30) and in Figure 7.9 for (5.31). It is remarkable that the convergence behavior
with respect to nm depends weakly on the dimension t in MP1 and MP3. The main influence of
t is that more steps are required for reaching an acceptable approximation by using smaller t. A
significant dependence of the convergence behavior on t is observed in MP2 where the reciprocals
of the target eigenvalues are clustered. If t is smaller than the cluster size, a staircase-shaped
convergence occurs, namely, the reduction of tan∠A(wi,K) nearly stagnates in a middle phase.
Furthermore, as observed in Figure 7.8, the bound in (5.30) is reasonable for i ∈ {1, 2} in MP1
and MP3 as well as for i ∈ {1, 2, 3} in MP2. A more accurate bound for i=3 in MP1 and MP3
can be constructed by applying (5.31) with a larger c. In Figure 7.9, the bound in (5.31) is
determined with b = 2 and d = 4, and can provide a proper prediction of the convergence rate
in the final phase.
Angle-dependent estimates (5.32) and (5.33) on Ritz values




i −λ−1n ) of the ith
reciprocally largest Ritz value ϑi of (A,M) in the current block-Krylov subspace K = Kk(X(0)).
The bounds coincide with the squares of the bounds in (5.30) and (5.31), respectively. Concerning
the observation of the distance λ−1i − ϑ
−1





















with ψ = [Tk−b(1 + 2γi,d) ]−2 tan2∠A(Kb,Wd). (7.5)
The corresponding bounds are illustrated in comparison to the numerical maxima nm of λ−1i −
ϑ−1i over 1000 tests for i ∈ {1, 2, 3}. Therein we use c=3 as the cluster parameter. The dimension
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Figure 7.8: Illustration of the bound in the estimate (5.30) in comparison to the numerical maxima nm









































































































































































































Figure 7.9: Illustration of the bound in the estimate (5.31) in comparison to the numerical maxima nm
of tan∠A(wi,K). First row : MP1. Second row : MP2. Third row : MP3.
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7.2 Illustration of bounds
t of the initial subspace X = span{X(0)} is set equal to 3 for presenting (5.32) in Figure 7.10 and
equal to 2 for presenting (5.33) in Figure 7.11. The convergence behavior is similar to that with
respect to tan∠A(wi,K). A strictly monotone convergence is observed in the most examples,
whereas a staircase-shaped convergence occurs in the case t = 2 < c in MP2 due to clustered
eigenvalues. The observation of the bounds indicates that the convergence rate in the final phase
can generally be predicted by the Chebyshev factor, but the prediction of the number of required
steps for reaching an acceptable approximation is not always accurate; cf. the example i = 3 in
MP1 and MP3.
Additional estimate (5.36) on Ritz vectors
The estimate (5.36) serves to analyze the sine squared sin2∠A(vi, wi) of the A-angle between
a Ritz vector vi in the current block-Krylov subspace K = Kk(X(0)) and an eigenvector wi.
Moreover, we can combine (5.36) with (5.32) or (5.33) in order to construct an a priori estimate.
In Figure 7.12, we illustrate the bound in the estimate (5.36) and the bound in the estimate
combination “(5.36)+(5.32)”. Therein the numerical maxima nm of sin2∠A(vi, wi) over 1000
tests are documented for i ∈ {1, 2, 3} and compared with the corresponding bounds. Similarly
to the numerical experiment for (3.65) in Figure 7.6, the estimate (5.36) provides an accurate
bound by using exact Ritz values, whereas the bound in “(5.36)+(5.32)” is less accurate due to
the limited quality of (5.32) observed in Figure 7.10.
7.2.4 Restarted block-Krylov subspace iterations
In this subsection, we test restarted block-Krylov subspace iterations of the type (1.25) with 1000
pseudorandom initial subspaces X (0) = span{X(0)} for each model problem from Section 7.1.
Therein we denote by ϑ(ℓ)i the ith reciprocally largest Ritz value of (A,M) in the block-Krylov




1000 tests for i ∈ {1, 2, 3}. The cluster parameter c is set equal to 3 which is also the number
s of target eigenvalues. Concerning the multi-step estimates from Theorem 6.5, we consider two
cases with respect to the dimension t of X (0). For t = 3 = c, we set k = 4 and illustrate the
bounds in the estimates (6.18) and (6.19); see Figure 7.13. For t = 2 < c, we set k = 5 and
illustrate the bounds in the estimates (6.20) and (6.21); see Figure 7.14. The corresponding
nm of λ−1i − (ϑ
(ℓ)
i )
−1 are plotted versus the iteration index ℓ where ϑ(−1)i is the ith reciprocally
largest Ritz value of (A,M) in X (0) or the low-dimensional block-Krylov subspace Kb(X(0)).
The observation in these two figures reflects the dependence of the convergence behavior on the
choice of t and k. Setting t equal to a proper cluster parameter c can avoid a staircase-shaped
convergence caused by clustered eigenvalues as in MP2. Moreover, the dimension of Kk(X(ℓ)) is
not constantly equal to kc. For instance, with t = 3 = c and k = 4 in Figure 7.13, the dimension
of Kk(X(ℓ)) is reduced to 6 after the distance λ−1i − (ϑ
(ℓ)
i )
−1 for i ∈ {1, 2} has reached 10−12.
This can lead to a slow convergence of λ−1i − (ϑ
(ℓ)
i )
−1 for i = 3 in MP1 and MP3. If t is smaller
than c, the dimension of Kk(X(ℓ)) is between kt and kc at the beginning, and can be smaller
than kt in the final phase, e.g., equal to 7 in the case with t = 2 < c and k = 5 in Figure 7.14.
Subsequently, we build suitable bounds for λ−1i −(ϑ
(ℓ)
i )
−1 by reformulating the above-mentioned
multi-step estimates from Theorem 6.5 analogously to (7.2) and (7.3) in Subsection 7.2.2. As ob-
served in Figure 7.13 and Figure 7.14, the estimates (6.19) and (6.21) with the cluster-dependent




j+1 − λ−1n ) can reflect the cluster robustness and reasonably
predict the convergence rate in the final phase, whereas the estimates (6.18) and (6.20) with the













































































































































































































Figure 7.10: Illustration of the bound in the equivalent form (7.4) of the estimate (5.32) in comparison
to the numerical maxima nm of λ−1i − ϑ
−1
i . First row : MP1. Second row : MP2. Third
row : MP3.
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Figure 7.11: Illustration of the bound in the equivalent form (7.5) of the estimate (5.33) in comparison
to the numerical maxima nm of λ−1i − ϑ
−1





































































































































































































































Figure 7.12: Illustration of the bound in the estimate (5.36) and the bound in the estimate combination
“(5.36)+(5.32)” (denoted by “(5.32)” in the legends) in comparison to the numerical maxima
nm of sin2 ∠A(vi, wi). First row : MP1. Second row : MP2. Third row : MP3.
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Figure 7.13: Illustration of the bounds in equivalent forms of the estimates (6.18) and (6.19) in compar-
ison to the numerical maxima nm of λ−1i − (ϑ
(ℓ)
i )
−1. First row : MP1. Second row : MP2.













































































































































































































































Figure 7.14: Illustration of the bounds in equivalent forms of the estimates (6.20) and (6.21) in compar-
ison to the numerical maxima nm of λ−1i − (ϑ
(ℓ)
i )
−1. First row : MP1. Second row : MP2.
Third row : MP3.
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8 Conclusion and outlook
Efficient and memory-saving numerical algorithms are of considerable importance for solving
modern eigenvalue problems arsing from various scientific and technological activities. Such
algorithms break through the limitations of classical matrix-based eigensolvers. Indeed, most
of modern eigenvalue problems cannot be solved in a fully analytical way as the famous Abel-
Ruffini theorem predicts that there is no closed-form expression for the roots of general poly-
nomials whose degrees exceed four. Analytical solutions are only known for simple problems,
e.g., tiny matrix eigenvalue problems and model operator eigenvalue problems on very regular
domains. Moreover, matrix transformations are limited to small matrix eigenvalue problems
due to their usually cubic time complexity. Therefore vector iterations and subspace iterations
are preferred for developing modern eigensolvers, and significant advances have been made in
recent decades. Nevertheless, the convergence behavior of many popular eigensolvers have only
been partially or indirectly analyzed. More reasonable convergence estimates are desired for the
further development of these eigensolvers.
In this context, the present thesis contributes to the convergence theory of Krylov subspace
eigensolvers by providing new a priori estimates which significantly improve the comparable
classical estimates. The investigated eigensolvers deal with discretized eigenvalue problems of
second-order self-adjoint elliptic partial differential operators and serve to compute a moderate
number of eigenvalues and the associated eigenfunctions. The classical estimates from [42, 90,
98, 94] concerning standard matrix eigenvalue problems can be applied to these eigensolvers
after proper reformulations. However, the application is limited due to several drawbacks. In
particular, the dependence of the bounds on the current (block-)Krylov subspace is an obstacle
to deriving practical a priori estimates for restarted iterations.
In order to overcome these drawbacks, we modify the underlying proof techniques by extending
the analysis of the block power method [97] and the analysis of certain abstract iterations for
matrix functions [44, 45]. The resulting estimates provide considerably better bounds in the case
of clustered eigenvalues. Moreover, their concise forms and natural assumptions enable further
progress in the convergence analysis of restarted iterations. A remarkable fact is that Krylov
subspace iterations can be interpreted as block-Krylov subspace iterations whose initial subspaces
are Krylov subspaces. This allows us to extend our previous results on simple restarting [83, 125]
to implicit or thick restarting.
In summary, we have investigated four types of Krylov subspace eigensolvers: standard Krylov
subspace iterations (SK), restarted Krylov subspace iterations (RK), block-Krylov subspace it-
erations (BK) and restarted block-Krylov subspace iterations (RBK). For each of SK and BK,
we have achieved four types of new estimates: (i) estimates on approximate eigenvectors, (ii)
angle-dependent estimates on Ritz values, (iii) angle-free estimates on Ritz values, (iv) addi-
tional estimates on Ritz vectors. The types (i) and (ii) are direct improvements of the classical
Chebyshev type estimates from [98] by Saad. Therein certain overestimations are avoided by
using low-dimensional auxiliary subspaces which are subsets of small (block-)Krylov subspaces.
The type (iii) provides a refinement of (ii) concerning restarted iterations, whereas the type (iv)
can be combined with (ii) or (iii) for analyzing Ritz vectors in the final phase of the considered
iteration. Furthermore, we have extended the type (iii) to arbitrarily located initial Ritz values.
The extended estimates serve to investigate RK and RBK. Therein the Chebyshev factors can
be improved additionally in terms of interpolation polynomials on the basis of an ellipsoidal
interpretation of the relevant approximate eigenvectors.
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8 Conclusion and outlook
Many of our estimates are derived inter alia with the following steps: (1) constructing auxiliary
vectors which are orthogonal to an invariant subspace associated with several interior eigenval-
ues, (2) analyzing intermediate terms concerning shifted Chebyshev polynomials, (3) combining
intermediate estimates by using angle relations or the monotonicity of relative positions in eigen-
value intervals. The step (1) enables a restriction of the analysis where the selected interior
eigenvalues are skipped. This results in sufficiently large gap ratios for the step (2) so that
suitable Chebyshev factors can be obtained. An important proof technique in (2) is splitting
intermediate terms with respect to two invariant subspaces corresponding to the desired gap
ratios. The step (3) serves to eliminate intermediate terms in the final bounds so that a priori
estimates can be achieved.
In the numerical experiments for demonstrating our estimates, we observe that the Chebyshev
factors can reasonably predict the convergence rate in the final phase of the considered iteration.
It is challenging to accurately analyze every phase without further assumptions. In particular, the
cluster robustness of Krylov subspace eigensolvers essentially depends on their initial vectors or
initial subspaces. If the size of an eigenvalue cluster exceeds the dimension of an initial subspace,
then slow convergence can occur in the first steps of the considered iteration. Nevertheless, our
estimates can still reflect the cluster robustness in the sense of the entire convergence history.
Our outlook on future research includes the following topics: (I) improving the Chebyshev fac-
tors concerning (block-)Krylov subspaces of arbitrary degree, (II) deriving analogous estimates
on sums of Ritz values which approximate clustered eigenvalues as well as on subspaces spanned
by the associated Ritz vectors, (III) extending the current convergence analysis to related pre-
conditioned eigensolvers.
The topic (I) is a continuation of our geometric investigation of Krylov subspace eigensolvers.
The Chebyshev factors are sharp only in the case that the associated Chebyshev polynomial is
linear. A considerable improvement has already been achieved for the quadratic case, whereas
improvements for further cases are limited to intermediate estimates which depend on Ritz values
in certain auxiliary subspaces. The desired general improvements are expected to be helpful for
investigating preconditioned eigensolvers within the topic (III).
The topic (II) is inspired by indirect improvements of Saad’s estimates for block-Krylov sub-
space iterations suggested by Li and Zhang [62]. These improvements are essentially general-
izations with respect to alternative convergence measures. We aim to avoid some problematic
terms such as possibly large ratio-products on the basis of the new proof techniques from the
present thesis. Furthermore, this topic is related to the majorization error bounds from [49] by
Knyazev and Argentati. Therein Ritz values are analyzed within arranged sets, and principal
angles between subspaces are utilized for constructing suitable bounds.
The topic (III) is devoted to deepening the convergence theory of the hierarchy of precondi-
tioned eigensolvers introduced in [75]. As mentioned in Subsection 1.3.2, we plan to investigate
the single-vector method Pk with k ≥ 3 by combining our analysis of restarted Krylov subspace
iterations with proper interpretation of preconditioning. A next task is to derive cluster robust es-
timates for the block method Pk,s with k ≥ 2 based on our analysis of P1,s from [126]. Moreover,
we are also interested in deriving similar estimates for further preconditioned eigensolvers such as
the generalized Davidson method [68] and the more recent methods [56, 114, 115, 110, 111, 18, 54].
Last but not least, we expect that these topics can contribute to the convergence analysis for
Krylov subspace methods in the area “linear response eigenvalue problems” [7] where the known
estimates have similar drawbacks as the above-mentioned classical estimates.
134
References
[1] P. Arbenz, U.L. Hetmaniuk, R.B. Lehoucq, and R.S. Tuminaro, A comparison of eigen-
solvers for large-scale 3D modal analysis using AMG-preconditioned iterative methods, Int.
J. Numer. Meth. Eng. 64 (2005), 204–236.
[2] M.E. Argentati, A.V. Knyazev, K. Neymeyr, E.E. Ovtchinnikov, and M. Zhou, Convergence
theory for preconditioned eigenvalue solvers in a nutshell, Found. Comput. Math. 17 (2017),
713–727.
[3] I. Babuška and J.E. Osborn, Estimates for the errors in eigenvalue and eigenvector approx-
imation by Galerkin methods, with particular attention to the case of multiple eigenvalues,
SIAM J. Numer. Anal. 24 (1987), 1249–1276.
[4] I. Babuška and J.E. Osborn, Finite element-Galerkin approximation of the eigenvalues and
eigenvectors of selfadjoint problems, Math. Comp. 52 (1989), 275–297.
[5] Z. Bai, Error analysis of the Lanczos algorithm for the nonsymmetric eigenvalue problem,
Math. Comp. 62 (1994), 209–226.
[6] Z. Bai, J. Demmel, J. Dongarra, A. Ruhe, and H. van der Vorst, editors, Templates for the
Solution of Algebraic Eigenvalue Problems: A Practical Guide, SIAM, Philadelphia, 2000.
[7] Z. Bai and R.C. Li, Recent progress in linear response eigenvalue problems, Lecture Notes
in Computational Science and Engineering. 117 (2017), 287–304.
[8] C. Beattie, M. Embree, and J. Rossi, Convergence of restarted Krylov subspaces to invariant
subspaces, SIAM J. Matrix Anal. Appl. 25 (2004), 1074–1109.
[9] C.A. Beattie, M. Embree, and D.C. Sorensen, Convergence of polynomial restart Krylov
methods for eigenvalue computations, SIAM Rev. 47 (2005), 492–515.
[10] T.L. Beck, Real-space mesh techniques in density-functional theory, Rev. Mod. Phys. 72
(2000), 1041–1080.
[11] M. Benzi, Preconditioning techniques for large linear systems: A survey, J. Comput. Phys.
182 (2002), 418–477.
[12] M. Bollhöfer and Y. Notay, JADAMILU: a software code for computing selected eigenvalues
of large sparse symmetric matrices, Comput. Phys. Commun. 177 (2007), 951–964.
[13] R.-U. Börner, O.G. Ernst, and S. Güttel, Three-dimensional transient electromagnetic mod-
elling using rational Krylov methods, Geophys. J. Int. 202 (2015), 2025–2043.
[14] F. Bottin, S. Leroux, A.V. Knyazev, and G. Zérah, Large-scale ab initio calculations based
on three levels of parallelization, Comput. Mater. Sci. 42 (2008), 329–336.
[15] H. Bouwmeester, A. Dougherty, and A.V. Knyazev, Nonsymmetric preconditioning for con-
jugate gradient and steepest descent methods, Procedia Computer Science 51 (2015), 276–285.
[16] D. Braess, Finite Elements, Cambridge University Press, third edition, 2007.
[17] J.H. Bramble, J.E. Pasciak, and A.V. Knyazev, A subspace preconditioning algorithm for
eigenvector/eigenvalue computation, Adv. Comput. Math. 6 (1996), 159–189.
135
References
[18] Y. Cai, Z. Bai, J.E. Pask, and N. Sukumar, Convergence analysis of a locally accelerated pre-
conditioned steepest descent method for Hermitian-definite generalized eigenvalue problems,
J. Comp. Math. 36 (2018), 739–760.
[19] D. Calvetti, L. Reichel, and D.C. Sorensen, An implicitly restarted Lanczos method for large
symmetric eigenvalue problems, Electron. Trans. Numer. Anal. 2 (1994), 1–21.
[20] M. Crouzeix, B. Philippe, and M. Sadkane, The Davidson method, SIAM J. Sci. Comput.
15 (1994), 62–76.
[21] J.K. Cullum and W.E. Donath, A Block Generalization of the Symmetric s-step Lanczos
Algorithm, IBM Thomas J. Watson Research Center, RC 4845, Yorktown Heights, New
York, 1974.
[22] J.K. Cullum and R.A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue
Computations. Volume 1, Theory, Birkhäuser, Boston, 1985.
[23] J.K. Cullum and R.A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue
Computations. Volume 2, Programs, Birkhäuser, Boston, 1985.
[24] W. Dahmen and A. Kunoth, Multilevel preconditioning, Numer. Math. 63 (1992), 315–344.
[25] X. Dai, Z. Liu, L. Zhang, and A. Zhou, A conjugate gradient method for electronic structure
calculations, SIAM J. Sci. Comput. 39 (2017), A2702–A2740.
[26] P. Drineas, I.C.F. Ipsen, E.M. Kontopoulou, and M. Magdon-Ismail, Structural convergence
results for approximation of dominant subspaces from block Krylov spaces, SIAM J. Matrix
Anal. Appl. 39 (2018), 567–586.
[27] E.G. D’yakonov, Optimization in Solving Elliptic Problems, CRC Press, Boca Raton,
Florida, 1996.
[28] T. Ericsson and A. Ruhe, The spectral transformation Lanczos method for the numerical
solution of large sparse generalized symmetric eigenvalue problems, Math. Comp. 35 (1980),
1251–1268.
[29] O.G. Ernst, Residual-minimizing Krylov subspace methods for stabilized discretizations of
convection-diffusion equations, SIAM J. Matrix Anal. Appl. 21 (2000), 1079–1101.
[30] H.R. Fang and Y. Saad, A filtered Lanczos procedure for extreme and interior eigenvalue
problems, SIAM J. Sci. Comput. 34 (2012), A2220–A2246.
[31] J.L. Fattebert and J. Bernholc, Towards grid-based O(N) density-functional theory methods:
Optimized nonorthogonal orbitals and multigrid acceleration, Phys. Rev. B 62 (2000), 1713–
1722.
[32] L. Fox, P. Henrici, and C. Moler, Approximations and bounds for eigenvalues of elliptic
operators, SIAM J. Numer. Anal. 4 (1967), 89–102.
[33] G.H. Golub and R. Underwood, The block Lanczos method for computing eigenvalues, Math-
ematical Software, III (Proceedings of the Symposium on Mathematical Software at the
University of Wisconsin–Madison, 1977), pages 361–377. Academic Press, New York, 1977.
[34] G.H. Golub and C.F. Van Loan, Matrix Computations, The Johns Hopkins University Press,
Baltimore, third edition, 1996.
[35] G.H. Golub and Q. Ye, An inverse free preconditioned Krylov subspace method for symmetric
generalized eigenvalue problems, SIAM J. Sci. Comput. 24 (2002), 312–334.
[36] A. Greenbaum, Behavior of slightly perturbed Lanczos and conjugate-gradient recurrences,
136
References
Linear Algebra Appl. 113 (1989), 7–63.
[37] R.G. Grimes, J.G. Lewis, and H.D. Simon, A shifted block Lanczos algorithm for solving
sparse symmetric generalized eigenproblems, SIAM J. Matrix Anal. Appl. 15 (1994), 228–
272.
[38] W. Hackbusch, On the computation of approximate eigenvalues and eigenfunctions of elliptic
operators by means of a multi-grid method, SIAM J. Numer. Anal. 16 (1979), 201–215.
[39] M.R. Hestenes and W. Karush, A method of gradients for the calculation of the characteristic
roots and vectors of a real symmetric matrix, J. Res. Nat. Bureau Standards 47 (1951), 45–
61.
[40] U. Hetmaniuk and R. Lehoucq, Basis selection in LOBPCG, J. Comput. Phys. 218 (2006),
324–332.
[41] Z. Jia, The convergence of harmonic Ritz values, harmonic Ritz vectors, and refined har-
monic Ritz vectors, Math. Comp. 74 (2005), 1441–1456.
[42] S. Kaniel, Estimates for some computational techniques in linear algebra, Math. Comp. 20
(1966), 369–378.
[43] W. Karush, An iterative method for finding characteristic vectors of a symmetric matrix,
Pacific J. Math. 1 (1951), 233–248.
[44] A.V. Knyazev, Computation of Eigenvalues and Eigenvectors for Mesh Problems: Algo-
rithms and Error Estimates, Department of Numerical Mathematics, USSR Academy of
Sciences, Moscow, 1986 (in Russian).
[45] A.V. Knyazev, Convergence rate estimates for iterative methods for a mesh symmetric eigen-
value problem, Russian J. Numer. Anal. Math. Modelling 2 (1987), 371–396.
[46] A.V. Knyazev, Preconditioned eigensolvers—an oxymoron? Electron. Trans. Numer. Anal.
7 (1998), 104–123.
[47] A.V. Knyazev, Sharp a priori error estimates of the Rayleigh-Ritz method without assump-
tions of fixed sign or compactness, Math. Notes 38 (1986), 998–1002.
[48] A.V. Knyazev, Toward the optimal preconditioned eigensolver: Locally optimal block precon-
ditioned conjugate gradient method, SIAM J. Sci. Comput. 23 (2001), 517–541.
[49] A.V. Knyazev and M.E. Argentati, Rayleigh-Ritz majorization error bounds with applications
to FEM, SIAM J. Matrix Anal. Appl. 31 (2010), 1521–1537.
[50] A.V. Knyazev and K. Neymeyr, A geometric theory for preconditioned inverse iteration III:
A short and sharp convergence estimate for generalized eigenvalue problems, Linear Algebra
Appl. 358 (2003), 95–114.
[51] A.V. Knyazev and K. Neymeyr, Efficient solution of symmetric eigenvalue problems using
multigrid preconditioners in the locally optimal block conjugate gradient method, Electron.
Trans. Numer. Anal. 15 (2003), 38–55.
[52] A.V. Knyazev and K. Neymeyr, Gradient flow approach to geometric convergence analysis
of preconditioned eigensolvers, SIAM J. Matrix Anal. Appl. 31 (2009), 621–628.
[53] A.V. Knyazev and A.L. Skorokhodov, On exact estimates of the convergence rate of the
steepest ascent method in the symmetric eigenvalue problem, Linear Algebra Appl. 154–156
(1991), 245–257.
[54] J. Kohler, H. Daneshmand, A. Lucchi, T. Hofmann, M. Zhou, and K. Neymeyr, Exponential
137
References
convergence rates for Batch Normalization: The power of length-direction decoupling in non-
convex optimization, Proceedings of Machine Learning Research 89 (2019), 806–815.
[55] D. Kressner, The effect of aggressive early deflation on the convergence of the QR algorithm,
SIAM J. Matrix Anal. Appl. 30 (2008), 805–821.
[56] D. Kressner, M.M. Pandur, and M. Shao, An indefinite variant of LOBPCG for definite
matrix pencils, Numer. Algor. 66 (2014), 681–703.
[57] A.B.J. Kuijlaars, Which eigenvalues are found by the Lanczos method? SIAM J. Matrix
Anal. Appl. 22 (2000), 306–321.
[58] A.B.J. Kuijlaars, Convergence analysis of Krylov subspace iterations with methods from
potential theory, SIAM Rev. 48 (2006), 3–40.
[59] C. Lanczos, An iteration method for the solution of the eigenvalue problem of linear differ-
ential and integral operators, J. Res. Nat. Bureau Standards 45 (1950), 255–282.
[60] R.B. Lehoucq and K. Meerbergen, Using generalized Cayley transformations within an in-
exact rational Krylov sequence method, SIAM J. Matrix Anal. Appl. 20 (1998), 131–148.
[61] R.C. Li, Sharpness in rates of convergence for the symmetric Lanczos method, Math. Comp.
79 (2010), 419–435.
[62] R.C. Li and L.H. Zhang, Convergence of the block Lanczos method for eigenvalue clusters,
Numer. Math. 131 (2015), 83–113.
[63] R. Li, Y. Xi, E. Vecharynski, C. Yang, and Y. Saad, A thick-restart Lanczos algorithm with
polynomial filtering for Hermitian eigenvalue problems, SIAM J. Sci. Comput. 38 (2016),
A2512–A2534.
[64] R. Li, Y. Xi, L. Erlandson, and Y. Saad, The eigenvalues slicing library (EVSL): Algorithms,
implementation, and software, SIAM J. Sci. Comput. 41 (2019), C393–C415.
[65] D.E. Longsine and S.F. McCormick, Simultaneous Rayleigh-quotient minimization methods
for Ax = λBx, Linear Algebra Appl. 34 (1980), 195–234.
[66] V. Mehrmann, C. Schröder, and V. Simoncini, An implicitly-restarted Krylov subspace
method for real symmetric/skew-symmetric eigenproblems, Linear Algebra Appl. 436 (2012),
4070–4087.
[67] R.B. Morgan, Davidson’s method and preconditioning for generalized eigenvalue problems,
J. Comput. Phys. 89 (1990), 241–245.
[68] R.B. Morgan and D.S. Scott, Generalizations of Davidson’s method for computing eigenval-
ues of sparse symmetric matrices, SIAM J. Sci. and Stat. Comput. 7 (1986), 817–825.
[69] R.B. Morgan and Z. Yang, Two-grid and multiple-grid Arnoldi for eigenvalues, SIAM J. Sci.
Comput. 40 (2018), A3470–A3494.
[70] C.W. Murray, S.C. Racine, and E.R. Davidson, Improved algorithms for the lowest few
eigenvalues and associated eigenvectors of large matrices, J. Comput. Phys. 103 (1992),
382–389.
[71] K. Neymeyr, A geometric theory for preconditioned inverse iteration applied to a subspace,
Math. Comp. 71 (2002), 197–216.
[72] K. Neymeyr, A geometric theory for preconditioned inverse iteration I: Extrema of the
Rayleigh quotient, Linear Algebra Appl. 322 (2001), 61–85.
138
References
[73] K. Neymeyr, A geometric theory for preconditioned inverse iteration II: Convergence esti-
mates, Linear Algebra Appl. 322 (2001), 87–104.
[74] K. Neymeyr, A geometric theory for preconditioned inverse iteration IV: On the fastest
convergence cases, Linear Algebra Appl. 415 (2006), 114–139.
[75] K. Neymeyr, A Hierarchy of Preconditioned Eigensolvers for Elliptic Differential Operators,
Habilitation thesis, Mathematisches Institut, Universität Tübingen, 2001.
[76] K. Neymeyr, A note on inverse iteration, Numer. Linear Algebra Appl. 12 (2005), 1–8.
[77] K. Neymeyr, A posteriori error estimation for elliptic eigenproblems, Numer. Linear Algebra
Appl. 9 (2002), 263–279.
[78] K. Neymeyr, On preconditioned eigensolvers and Invert-Lanczos processes, Linear Algebra
Appl. 430 (2009), 1039–1056.
[79] K. Neymeyr, A geometric convergence theory for the preconditioned steepest descent itera-
tion, SIAM J. Numer. Anal. 50 (2012), 3188–3207.
[80] K. Neymeyr, E.E. Ovtchinnikov, and M. Zhou, Convergence analysis of gradient iterations
for the symmetric eigenvalue problem, SIAM J. Matrix Anal. Appl. 32 (2011), 443–456.
[81] K. Neymeyr and M. Zhou, Iterative minimization of the Rayleigh quotient by block steepest
descent iterations, Numer. Linear Algebra Appl. 21 (2014), 604–617.
[82] K. Neymeyr and M. Zhou, The block preconditioned steepest descent iteration for elliptic
operator eigenvalue problems, Electron. Trans. Numer. Anal. 41 (2014), 93–108.
[83] K. Neymeyr and M. Zhou, Convergence analysis of restarted Krylov subspace eigensolvers,
SIAM J. Matrix Anal. Appl. 37 (2016), 955–975.
[84] Y. Notay, Convergence analysis of inexact Rayleigh quotient iteration, SIAM J. Matrix Anal.
Appl. 24 (2003), 627–644.
[85] S. Oliveira, On the convergence rate of a preconditioned subspace eigensolver, Computing 63
(1999), 219–231.
[86] E.E. Ovtchinnikov, Cluster robustness of preconditioned gradient subspace iteration eigen-
solvers, Linear Algebra Appl. 415 (2006), 140–166.
[87] E.E. Ovtchinnikov, Convergence estimates for the generalized Davidson method for symmet-
ric eigenvalue problems I: The preconditioning aspect, SIAM J. Numer. Anal. 41 (2003),
258–271.
[88] E.E. Ovtchinnikov, Convergence estimates for the generalized Davidson method for sym-
metric eigenvalue problems II: The subspace acceleration, SIAM J. Numer. Anal. 41 (2003),
272–286.
[89] E.E. Ovtchinnikov, Sharp convergence estimates for the preconditioned steepest descent
method for Hermitian eigenvalue problems, SIAM J. Numer. Anal. 43 (2006), 2668–2689.
[90] C.C. Paige, The Computation of Eigenvalues and Eigenvectors of Very Large Sparse Matri-
ces, PhD thesis, Institute of Computer Science, University of London, 1971.
[91] C.C. Paige, Error analysis of the Lanczos algorithm for tridiagonalizing a symmetric matrix,
J. Inst. Maths Applies 18 (1976), 341–349.
[92] C.C. Paige, B.N. Parlett, and H.A. van der Vorst, Approximate solutions and eigenvalue
bounds from Krylov subspaces, Numer. Linear Algebra Appl. 2 (1995), 115–133.
139
References
[93] B.N. Parlett and D.S. Scott, The Lanczos algorithm with selective orthogonalization, Math.
Comp. 33 (1979), 217–238.
[94] B.N. Parlett, The Symmetric Eigenvalue Problem, Prentice-Hall, Englewood Cliffs, NJ, 1980.
Reprinted as Classics in Applied Mathematics 20, SIAM, Philadelphia, 1997.
[95] J. Ponstein, An extension of the min-max theorem, SIAM Rev. 7 (1965), 181–188.
[96] A. Ruhe, Rational Krylov sequence methods for eigenvalue computation, Linear Algebra
Appl. 58 (1984), 391–405.
[97] H. Rutishauser, Computational aspects of F.L. Bauer’s simultaneous iteration method,
Numer. Math. 13 (1969), 4–13.
[98] Y. Saad, On the rates of convergence of the Lanczos and the block-Lanczos methods, SIAM
J. Numer. Anal. 17 (1980), 687–706.
[99] Y. Saad, Variations on Arnoldi’s method for computing eigenelements of large unsymmetric
matrices, Linear Algebra Appl. 34 (1980), 269–295.
[100] Y. Saad, Numerical Methods for Large Eigenvalue Problems, Manchester University Press,
1992.
[101] Y. Saad, J.R. Chelikowsky, and S.M. Shontz, Numerical methods for electronic structure
calculations of materials, SIAM Rev. 52 (2010), 3–54.
[102] B.A. Samokish, The steepest descent method for an eigenvalue problem with semi-bounded
operators, Izv. Vyssh. Uchebn. Zaved. Mat. 5 (1958), 105–114 (in Russian).
[103] O. Schenk, M. Bollhöfer, and R.A. Römer, On large-scale diagonalization techniques for
the Anderson model of localization, SIAM J. Sci. Comput. 28 (2006), 963–983.
[104] M. Sion, On general minimax theorems, Pacific J. Math. 8 (1958), 171–176.
[105] G.L.G. Sleijpen and A. van der Sluis, Further results on the convergence behavior of
conjugate-gradients and Ritz values, Linear Algebra Appl. 246 (1996), 233–278.
[106] D.C. Sorensen, Implicit application of polynomial filters in a k-step Arnoldi method, SIAM
J. Matrix Anal. Appl. 13 (1992), 357–385.
[107] A. Stathopoulos, Y. Saad, and K. Wu, Dynamic thick restarting of the Davidson, and the
implicitly restarted Arnoldi methods, SIAM J. Sci. Comput. 19 (1998), 227–245.
[108] E. Stiefel, Über diskrete und lineare Tschebyscheff-Approximationen, Numer. Math. 1
(1959), 1–28.
[109] G. Strang and G. Fix, An Analysis of the Finite Element Method, Wellesley-Cambridge
Press, second edition, 2008.
[110] D.B. Szyld and F. Xue, Preconditioned eigensolvers for large-scale nonlinear Hermitian
eigenproblems with variational characterizations. I. Extreme eigenvalues, Math. Comp. 85
(2016), 2887–2918.
[111] D.B. Szyld, E. Vecharynski, and F. Xue, Preconditioned eigensolvers for large-scale non-
linear Hermitian eigenproblems with variational characterizations. II. Interior eigenvalues,
SIAM J. Sci. Comput. 37 (2015), A2969–A2997.
[112] A. van der Sluis and H.A. van der Vorst, The convergence behavior of Ritz values in the
presence of close eigenvalues, Linear Algebra Appl. 88–89 (1987), 651–694.
[113] H.A. van der Vorst, A generalized Lanczos scheme, Math. Comp. 39 (1982), 559–561.
140
References
[114] E. Vecharynski, Y. Saad, and M. Sosonkina, Graph partitioning using matrix values for
preconditioning symmetric positive definite systems, SIAM J. Sci. Comput. 36 (2014), A63–
A87.
[115] E. Vecharynski, C. Yang, and J.E. Pask, A projected preconditioned conjugate gradient
algorithm for computing many extreme eigenpairs of a Hermitian matrix, J. Comput. Phys.
290 (2015), 73–89.
[116] J. Wang and T.L. Beck, Efficient real-space solution of the Kohn–Sham equations with
multiscale techniques, J. Chem. Phys. 112 (2000), 9223–9228.
[117] K. Wu, A. Canning, H. Simon, and L.W. Wang, Thick-restart Lanczos method for electronic
structure calculations, J. Comput. Phys. 154 (1999), 156–173.
[118] K. Wu and H. Simon, Thick-restart Lanczos method for large symmetric eigenvalue prob-
lems, SIAM J. Matrix Anal. Appl. 22 (2000), 602–616.
[119] L. Wu, F. Xue, and A. Stathopoulos, TRPL+K: Thick-restart preconditioned Lanczos+K
method for large symmetric eigenvalue problems, SIAM J. Sci. Comput. 41 (2019), A1013–
A1040.
[120] Y. Xi, R. Li, and Y. Saad, Fast computation of spectral densities for generalized eigenvalue
problems, SIAM J. Sci. Comput. 40 (2018), A2749–A2773.
[121] T. Yang and T. Yang, Theoretical error bounds on the convergence of the Lanczos and
block-Lanczos methods, Comput. Math. Appl. 38 (1999), 19–38.
[122] M. Zhou, Convergence estimates of nonrestarted and restarted block-Lanczos methods,
Numer. Linear Algebra Appl. 25 (2018), e2182.
[123] M. Zhou, Über Gradientenverfahren zur Lösung von Eigenwertproblemen elliptischer
Differentialoperatoren, PhD thesis, Institut für Mathematik, Universität Rostock, 2012.
[124] M. Zhou and K. Neymeyr, Adaptive Multigrid Preconditioned (AMP) Eigensolver, Institut
für Mathematik, Universität Rostock, 2014 (http://www.math.uni-rostock.de/ampe).
[125] M. Zhou and K. Neymeyr, Sharp Ritz value estimates for restarted Krylov subspace itera-
tions, Electron. Trans. Numer. Anal. 46 (2017), 424–446.
[126] M. Zhou and K. Neymeyr, Cluster robust estimates for block gradient-type eigensolvers,
Math. Comp. 88 (2019), 2737–2765.
[127] P.F. Zhuk, Asymptotic behavior of the s-step method of steepest descent for eigenvalue
problems in Hilbert space, Russ. Acad. Sci. Sb. Math. 80 (1995), 467–495.
[128] P.F. Zhuk and L.N. Bondarenko, Exact estimates for the rate of convergence of the s-step
method of steepest descent in eigenvalue problems, Ukr. Math. J. 49 (1997), 1912–1918.
141
