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Resumo
O meio subaquático é extremamente vasto e diversificado. A condução de missões de inspeção
subaquáticas tem grande valor para inúmeras aplicações científicas na área da Arqueologia, Geolo-
gia e Biologia, entre outras, envolvendo operações como prospeção de embarcações naufragadas,
estudos ecológicos, avaliação de danos ambientais e deteção de alterações periódicas do fundo
marítimo. Atualmente, estas operações demoradas e específicas deste meio, são tipicamente re-
alizadas por Veículos Subaquáticos, que podem ser equipados com múltiplos sensores, incluíndo
câmaras óticas. Estas câmaras proporcionam informação visual de alta resolução do fundo marí-
timo, que pode ser utilizado para estudo e inspeção em detalhe.
O meio subaquático, todavia, apresenta alguns desafios adicionais à tarefa de aquisição de
imagens, nomeadamente, fenómenos físicos, tais como a atenuação e a dispersão da luz. Estes
fenómenos intensificam-se ao longo de grandes distâncias, o que obriga a que a aquisição de
imagens seja realizada o mais próximo possível do fundo marítimo. De modo a gerar-se um
mapa ótico de área ampla, é necessário construir uma imagem em mosaico, combinando múltiplas
imagens de pequena área.
Esta dissertação apresenta o trabalho desenvolvido numa aplicação orientada à resolução desse
desafio, de forma a produzir um mapa ótico de grande escala do fundo marítimo.
Primeiro, apresenta-se uma breve introdução, com o contexto e motivação deste trabalho, bem
como os objetivos propostos – calibrar devidamente uma câmara no meio subaquático; desen-
volver e implementar um algoritmo robusto de criação de um mosaico de imagens; e validar o
algoritmo com dados reais do fundo marítimo.
São explorados os principais tópicos do estado da arte relacionados com o mapeamento ótico,
com ênfase nos sensores de aquisição, nas limitações da propagação da luz no meio subaquático,
nalgumas técnicas de pré-processamento de imagem e outros trabalhos sobre a composição de
mosaicos de imagens.
Apresenta-se uma abordagem geral aos princípios teóricos mais relevantes sobre o modelo
da câmara, a geometria entre duas perspetivas de um cenário e suas restrições, etapas do pré-
processamento de imagem, detetores de características em imagens, técnicas de alinhamento
global e estratégias de junção de imagens.
Finalmente, todo o trabalho proposto é explicado e validado com dados reais. Primeiro em
pequena escala e em condições controladas no interior do tanque aquático do laboratório, depois
com imagens reais, com recurso a um conjunto de imagens do fundo marítimo. Propõe-se um
algoritmo de correção da translação, que adiciona a capacidade de inserir imagens no mosaico
em qualquer direção. É também proposto um algoritmo de mistura, que se prova ser eficiente
na minimização dos incontornáveis efeitos de paralaxe. É ainda apresentada uma comparação
entre a mistura de média simples e o algoritmo proposto com diferentes valores de limiar. E
finalmente, uma nova abordagem à criação de mosaicos de imagens de grande escala é proposto e




O trabalho desenvolvido prova-se capaz de atingir os objetivos propostos, obtendo-se um
mapa ótico fidedigno em grande parte das imagens utilizadas do fundo marítimo. No entanto,
identificaram-se algumas limitações – significativos efeitos de paralaxe, presentes em superfícies
não planas como a área rochosa e de algas do conjunto de imagens utilizado, demonstram que o tra-
balho proposto é incapaz de ultrapassar este problema. Para este tipo de situação, seria necessária
uma diferente arquitetura para a aplicação, com recurso a informação de navegação adicional e/ou
técnicas de alinhamento global.
Abstract
The underwater environment is extremely wide and diverse. Conducting underwater surveys
proves to be valuable for numerous scientific applications in the fields of archaeology, geology and
biology, among others, involving tasks like shipwreck prospections, ecological studies, environ-
mental damage assessment, and detection of temporal changes of the sea-floor. Nowadays, such
time-consuming and environment specific tasks are typically carried out by Underwater Vehicles,
which can be equipped with multiple sensors, including optical cameras. These cameras provide
high resolution visual information of the sea-floor which can be used for detailed inspection and
study.
The underwater medium, however, presents some additional challenges to the image acquisi-
tion task, namely, physical phenomena such as light attenuation and scattering. These phenomena
are intensified over larger distances, forcing image acquisition to be performed as close to the sea-
floor as possible. In order to generate wide area optical maps of the sea-floor, an image mosaic
has to be built by combining multiple small-area pictures.
This dissertation presents the developed work on an application aimed at solving that problem,
in order to produce a large-scale optical map of the sea-floor.
First, a short introduction is presented, with the context and motivation for this work, as well
as the proposed goals – properly calibrate a camera in the underwater environment; develop and
implement a robust image mosaicking algorithm; and validate the algorithm with real sea-floor
data.
The main state-of-the-art topics related to optical mapping are then explored, with emphasis
on the acquisition sensors, the limitations of light propagation in the underwater medium, some
image preprocessing techniques and other works on image mosaicking.
An overview of the most relevant theoretical principals and background information is pre-
sented, regarding the camera model, two-view geometry of a scene and its constraints, image
preprocessing steps, feature detectors, global alignment techniques and image stitching strategies.
Finally, the proposed work is fully explained and validated with real data. At first in small-
scale and in controlled conditions inside the laboratory’s water tank, and then with real imagery,
using a sea-floor dataset. A translation correction algorithm is proposed, which added the capabil-
ity of inserting images into the mosaic in any direction. A blending algorithm is also proposed and
proved to be efficient at minimizing unavoidable parallax effects. A comparison between simple
average blending and the proposed algorithm with different threshold levels is also presented. And
finally, a new large-scale image mosaic approach is proposed and validated with the real dataset,
using batches of sequential images for demonstration purposes.
The developed work proved to be able to meet the proposed goals, providing a reliable optical
map of most of the sea-floor imagery used. However, some limitations were identified – signifi-
cant parallax effects, present in non-planar surfaces like the algae-rocky area of the used dataset,
demonstrate that the proposed work is incapable of overcoming such issues. For this kind of
iii
iv
situation, a different application architecture would have to be used, with resource to additional
navigational information and/or global alignment techniques.
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The present document consists of a report of the Masters’ Thesis entitled “Underwater Sea-floor
Mapping for a Robotic Application, using Visual Information”, developed under the supervision
of Professor Aníbal Matos (PhD) and supervisor Andry Pinto (PhD).
The dissertation’s main goals were to study the subject of underwater image processing and
mosaicking, and to develop a solution for the problem of creating a sea-floor map using underwater
visual information.
1.1 Context
Sea-floor underwater mapping and its analysis and study have numerous applications in a wide
range of fields such as biology, archaeology, geology, among others. The oceans still remain
some of the most unknown and unexplored places in our planet. Even so, in the last few years,
some intelligent and autonomous systems have been developed, which operate in the underwater
medium and are able to perform tasks that would otherwise be too dangerous, expensive or even
impossible to achieve. Namely, tasks such as visual inspections and monitoring routines of sea
structures, like dams, dikes or other infrastructures, as well as coral reefs and sea-floor mapping.
However, the limited visual perception capability in the underwater environment presents one
of the greatest restrictions to the use of these type of vehicles. Therefore, it becomes crucial
to develop perception methods that make underwater sea-floor mapping possible whenever the
vehicle moves close to the bottom of the sea. These methods will allow for a more efficient use of
such systems in real environments and applications.
1.2 Goals
The aim of this Dissertation is to solve the problem of creating a visual map of underwater sea-
floor or structures for a robotic application, using visual information (underwater camera). As a
result of this first approach, we aim to obtain a two-dimensional map of the scene.
1
2 Introduction
This problem assumes that the camera’s intrinsic parameters and distortion coefficients are
known. Therefore, before any processing, a proper camera calibration has to be done in the under-
water medium. Then, a given set of sequential images should be used to obtain an accurate and
reliable 2D textured map.
Achieving these goals should produce reliable results that would allow an easier planning of
underwater tasks such as the ones mentioned on the previous section, like inspection and monitor-
ing. The developments and results of this project will have applications on many areas of interest
of the investigation unit of CROB-INESC.
In order to solve the proposed problem, the following goals were set:
• Properly calibrate the camera in the underwater environment;
• Develop a robust image mosaicking algorithm in order to obtain a 2D texture map;
• Validate the mosaicking application with real sea-floor data.
Furthermore, some requirements regarding the implementation were established:
• Image processing in C/C++ using the OpenCV library;
• Image acquisition with a single underwater camera;
• The algorithm should rely on the visual information of the images alone (navigation data is
not to be used);
• Off-line processing – the processing speed of the application does not have to be optimized
for real-time mapping.
1.3 Structure
This report is organized in 5 chapters. Chapter 1 introduces the subject of this report, as well as a
short context, the proposed goals and the structure of this document.
Chapter 2 presents the State of the Art of the major fields related to the problem proposed.
Chapter 3 presents all the useful background information regarding the Image Mosaicking
theme, such as the pinhole camera model, the two-view geometry, image pre-processing, feature
detection, description, matching and filtering, global alignemnt and, finally, stitching techniques.
Chapter 4 presents the implementation steps as well as the results obtained along them. Some
of the developed solutions are further explored in this chapter.
Chapter 5 concludes this thesis with an overall critic to the developed work and results ob-
tained. Also, some of the possible future work for this thesis is proposed.
Chapter 2
State of the Art
In this chapter, the State of the Art of all the major subjects regarding this dissertation will be
presented. Along the next sections, already developed technologies and results of academic studies
on the field of underwater mapping, vision systems and related topics, are approached. As such,
this bibliographic revision is divided in the main fields of study:
• 3D sensors and calibration – 2.1
• Impact of the underwater medium on the propagation of light – 2.2
• Underwater image pre-processing – 2.3
• Mapping techniques using visual data – 2.4
2.1 3D Sensors and Calibration
Humans use their eyes to capture the visual information of its surroundings. But our three-
dimensional perception of the world requires three main principles: stereoscopic vision (stere-
opsis), motion parallax 1 and a-priori knowledge about the perspective appearance of objects
according to its distance [1]. These principles pose enormous challenges to the computer vision
field. According to May [1], the most common techniques for three-dimensional perception are
based on CCD or CMOS cameras, laser scanning or 3D camera based on time-of-flight (technique
described below, Chapter 2.1.1). May analyses some of these technologies, the most relevant ones
will be presented next.
Despite evolution showing a prevail of passive stereo vision systems, these pose a few prob-
lems. Namely, the necessity of great computational power for image processing tasks, since the
correlation between two images at different points of view has to be found. Also, distances to
unstructured surfaces cannot be measured if the perspective projection of the object is larger than
the field of view of the camera. And finally, a passive visual sensor has to cope with shadowing
effects and changes of lighting conditions over time.
1 “Parallax is a displacement (...) in the apparent position of an object viewed along two different lines of sight, and
is measured by the angle or semi-angle of inclination between those two lines”. From: en.wikipedia.org/wiki/Parallax
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In the context of controlled environment mapping, that is the reason why mostly active sys-
tems are used instead of passive ones, such as the laser scanner, which are generally simpler and
also very effective in such applications. However, these approaches are not applicable when con-
sidering dynamic environments, which is the case of the underwater medium.
For these reasons, 3D cameras have been getting increasingly more attention over the last
few years. The distance measurement is also based on the principle of time-of-flight but with an
important difference. Instead of sampling a series of laser beams in order to calculate distances
to an array of points, and scanning the whole area, 3D cameras are able to determine distances to
the entire scene in parallel with a modulated surface. This principle allows for higher acquisition
rates and thus makes it possible to account for the dynamic conditions of the environment.
In the following section, the main working principles of the previously mentioned sensors will
be introduced. The subsequent sections will briefly describe some of the systems that have already
been developed.
2.1.1 Range Measurement
Prior to exploring the types of 3D cameras, it is relevant to first understand the main methods of
calculating the distance between an object and the sensor: triangulation (active or passive) and
time-of-flight (impulse or phase shift).
Triangulation is based on the triangular geometry that takes place between the targeted object
and two parts of the sensor. It has two working principles: active and passive. If the sensor has a
receiver and an active transmitter (light source), than it is called active triangulation. On the other
hand, if the sensor is made of two passive receivers, it is called passive triangulation.
In active triangulation, the transmitter generates a beam of light that intersects the surface
of the object in a single point and its reflection is measured in the receiver part of the sensor
(Figure 2.1a). The receiver is sensitive to the position where the returning beam hits, thus being
able to calculate the distance to the measured point. Though it is simple and fast, this technique
only makes it possible to measure the distance of a single point on the object’s surface. In order
to obtain a three-dimensional map, either the sensor or the object must be moved and several
measurements made.
Passive triangulation is the basic principle of the human visual sense. It does not require a
light source and uses two receivers that are sensitive to the incident angle of the light. This way,
from a well identified point on the object and knowing the light incident angle in both receptors,
it is possible to calculate the distance of the point. This is the principle used by visual perception
both in humans and in many animals. The most critical task within this method is the proper
identification of distinct points on the scenery and, most importantly, the correct matching of such
points on both receptors. Figure 2.1b illustrates this principle.
The principle of time-of-flight is based on the time that a signal takes to go from the emitter
(e.g. a light source) to the object and back to the receptor. In order to estimate the elapsed time,
different methods can be used.

























Figure 2.1: Illustration of active (a) and passive (b) triangulation techniques.
The impulse time-of-flight principle is the simplest one (Figure 2.2a). It basically starts a
timer at the instance the transmitter starts emitting the signal (e.g. beam of light). The signal then
travels to the object, reflecting on its surface back to the receptor. Once the signal is detected
at the receptor, the same timer is stopped. Knowing the propagation speed of the signal at the
given medium and the elapsed time, it is possible to calculate the travelled distance directly by
multiplying both values.
The time-of-flight by phase shift is a more complex method. It requires a transmitter capable
of emitting a modulated signal and a receptor capable of determining the phase of the incoming
signal (see Figure 2.2b). Knowing the properties of the emitted signal and the phase difference
between that one and the signal reflected by the object, it is possible to calculate the distance up
to a given range. Because the phase of a signal is periodic, with a 360 degree cycle, it is not
possible to directly identify at which cycle the measured phase difference was acquired. This
problem restricts the range at which this technique can be used according to the wavelength of
the transmitted signal. A rise in the wavelength increases the range of the sensor, however, it also
decreases its precision.
2.1.2 Types of 3D Sensors
A 3D sensor is a device capable of measuring the distance to multiple points within the scene, thus
allowing for a three-dimensional digital reconstruction of that same scene. Such devices include:
3D Scanners, 3D Cameras and Stereo Cameras.
3D Laser Scanners are already widely used in many different applications and they are based
on the time-of-flight principle. Using a laser source and a photosensitive sensor it is capable of
calculating the range to a single point. Enabling the sensor to rotate or by pointing it at a rotating
mirror, gives it the capacity of measuring two-dimensional ranges by measuring distances along
a circumference. In order to make it capable of getting a three-dimensional measurement of the
scene, either more sensors are required (array of devices) or the mirror has to be able to rotate





















Figure 2.2: Illustration of impulse (a) and phase-shift (b) time-of-flight techniques.
around two axis. One other possibility is to combine the 2D laser and the rotating mirror with a
pivot-mounted rotation while the 2D laser is scanning. An example of this type of sensor is the
3DLS (Figure 2.3), which uses a SICK 2D laser scanner pivot-mounted in the horizontal axis to a
servomotor, allowing it to 3D scan the scene [2].
Laser scanners usually have good performances, but have a few limitations: some materials
have special reflecting properties that can cause faulty readings, and the presence of light sources in
the scene may add significant amounts of noise to the measurements, which are hard to overcome.
(a) (b)
Figure 2.3: The 3DLS (a), which mounts a SICK 2D laser scanner (b) in a rotating rig.
(images from: www.3d-scanner.net; www.sick.com)
3D Cameras are devices that are capable of measuring simultaneously all the distances to the
whole scene within the field-of-view. The 3D perception is usually based on the time-of-flight
principle, but unlike laser scanners, 3D cameras do not progressively scan the scene. Instead, the
environment is illuminated with infrared flashes and the reflected light is measured by an array
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of receptors in the camera, using a CCD- or CMOS-sensor. This working principle resembles
digital cameras, but instead of capturing visible light, the sensors only capture the modulated
infrared light. Besides range estimation, sometimes other information can be inferred from the
reflected infrared light by measuring its amplitude and intensity. An example of such a device is
the SwissRanger SR-2 (Figure 2.4) and its most recent versions, SwissRanger SR-3000 or 4000.
(a) (b)
Figure 2.4: The SwissRanger SR-2 (a) and an example output depth map (b).
(images from: www.csem.ch/site; www.cognitive-vision.org)
Stereo Cameras have been the subject of many studies over the past few decades and there are
some pre-calibrated systems already available (an example is presented in Figure 2.5). However,
this technology still requires improvements as far as performance goes. It needs to fully process
each pair of images and determine the correct correlation (point correspondences) between the
left and the right images, in order to enable the calculation of depth information. Homogeneous
regions pose a big problem, since it is extremely difficult to find such correspondences in areas
like this. However, if such regions are bounded by unambiguous features, like textured surfaces or
edges and borders, an iterative algorithm can be used to relax the correspondences of those features
over the whole image. Otherwise, there is no other way of calculating the depth information. This
is the main reason why stereo cameras have difficulties providing reliable results for navigation or
mapping for a mobile robot in real-time. Additionally, in a real world environment, the dynamic
light conditions pose a problem of uneven illumination of the scene over time. Even so, there have
been studies to figure out techniques to reduce the impact of the illumination changes, as can be
further read in [3].
2.1.3 Calibration
Calibration is a key step of every sensor-based system. Without a proper calibration, the results
will hardly be viable or precise.
Regarding the scanning sensors, the calibration depends essentially on the type of acquisition
required for the application, since most available solutions are already pre-calibrated. For more
demanding requirements in terms of resolution of the output, the system should be calibrated for
a lower sweep speed, which necessarily decreases the acquisition rate of a full cycle. For faster
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Figure 2.5: The Elphel NC353L Stereo Camera setup.
(image courtesy: www3.elphel.com/stereo_setup)
scanning, the sweep speed can be decreased at the cost of lower resolution. Additionally, if a 360o
horizontal and 120o vertical swipe, for example, is required, than the servomotors that enable the
sensor rotation have to be adjusted accordingly, in order to obtain the desired results.
For 3D Cameras, besides the intrinsic camera parameters (focal length, principal point and
distortion coefficients) and depending on the model used, the calibration of system specific param-
eters may be required. As an example, the 3D Camera presented in Section 2.1.2, the SwissRanger
SR-2, needs to be calibrated with an integration time for the range calculation. A short integration
time enables a more precise measurement for objects near the sensor, however, distant points get
higher measurement errors. It becomes important to find a balance between the pros and cons of
these parameters, and optimize them specifically for the type of scene it will be used. Also, it is
beneficial to find new techniques to further improve those parameters. An example is the more
recent SwissRanger SR-3000 and 4000 which are already able to automatically estimate the best
integration time for each scenario.
The Stereo Cameras have intrinsic parameters similar to those of the 3D cameras (as well as
any other digital camera), since both of them capture the incoming light reflected by the environ-
ment using roughly similar principles. The calibration of stereo cameras consists of measuring
the baseline, i.e., the distance between the two cameras’ principal point, and the relative orien-
tation (or pose) of, usually, the right camera to the left one. If any or none of these parameters
are known, they can be estimated using calibration techniques. For example, there is a calibration
toolbox for Matlab that does just that. Using a calibration pattern and taking multiple photos of
the pattern from different viewpoints, the parameters can be estimated with a significantly high
precision. There are, however, some restrictions. The focal length and the distortion coefficients
are very likely to be different at different focusing distances and with different analogical zoom
levels. Changing these will require a new calibration to be performed on the stereo camera system.
2.2 Impact of the underwater medium on the propagation of light
The water medium is immensely distinct from the air medium that we are used to. The propagation
of light over air is nearly ideal, thus, some of the variables and physical phenomenons that are
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negligible on air, have to be considered when we study the underwater environment. The light
suffers the effects of many phenomenons that cause an attenuation and some distortions over
relatively short distances. Consequently, the proper capture of underwater images becomes quite
challenging. In close to ideal underwater conditions, the range of visual sensors is roughly 20
meters. In less favourable conditions, as in turbid waters, that range can be lower than 5 meters [3].
Despite the strong limitations posed by the water medium, Jaffe [4] concludes the following,
“(...) while the environment places fundamental limitations on both the range and the
contrast of objects seen through the water, the potential for achieving the theoretical
maximal physically permissible limits has not yet been achieved.” [4]
There have been increasingly surprising results regarding the underwater imaging techniques
as new technologies and image restoration models are investigated.
The light attenuation is a process easily visible in underwater images. It is caused by absorp-
tion from microscopic particles floating around in the water, which remove energy from the light.
The scattering effect changes the direction of both the direct ambient light (or artificial light, if
one is used) and the reflected light by the surfaces and structures. These phenomenons strongly
influence the performance of underwater vision based applications and they are caused not only
by the water itself, but also by dissolved organic matter or small observable floating particles. The
higher the concentration of these elements in the water medium, the higher the effects of scatter-
ing and absorption. Using artificial light can compensate for the attenuation of the natural light,
nevertheless, this light source is also subject to the same attenuating and scattering effects and,
therefore, tend to illuminate the environment with a non-uniform pattern (usually brighter in the
center of the image and darker in the corners).
Forward scattering is the result of a random deviation of the direction of the light after it has
been reflected towards the camera by an object on the scene. It usually increases the blurring of
the image.
Backward scattering happens when the light is reflected before reaching the object, due to
water properties and particles in suspension. This generally limits the contrast of the image, gen-
erating a bright veil that overlaps and hides the scene.
The absorption, scattering and back-scattering effects to light propagation in the underwater
environment are illustrated in Figure 2.6.
Depth is a significant variable. As we go deeper in water, the colors gradually loose their
intensity according to its wavelengths. Bluish tones are the more resilient ones in underwater
imagery, precisely because they have the lowest wavelength and, therefore, propagate easier than
higher wavelength light. This is the main reason why infrared technology, which uses even higher
wavelengths than visible light, is not used in underwater vehicles, as they can only work properly
for very short ranges.











Figure 2.6: Illustration of light absorption, scattering and back-scattering phenomenons.
The absorption effect is represented by the gradient fade out of the light, while the scattering
results in its direction shifts.
2.2.1 Models of the Propagation of Light in the Water
As mentioned in [3], according to the Lambert-Beer empirical law, the gradual attenuation of light
in the water can be related to the properties of the underwater medium in an exponential way. The
irradiance E at a position r can be modelled as in Equation 2.1
E(r) = E(0)e−cr, (2.1)
where c is the total attenuation coefficient of the medium.
This coefficient is a measure of the light attenuation from the effects of both scattering and
absorption over a unit length of travel in an attenuation medium. Typical values for this coefficient
on the water medium are 0.05 m−1, 0.2 m−1 e 0.33 m−1, respectively for deep ocean water, coastal
water and bay water. Considering an isotropic and homogeneous medium, the total attenuation
coefficient c can be decomposed into a sum of two measures a and b – the absorption and scattering
coefficients, respectively. (Equation 2.2)
E(r) = E(0)e−are−br (2.2)
The scattering coefficient b (Equation 2.3) consists on the sum of all scattering events at all
angles calculated using the scattering volume function β (θ) (probability function for a ray of light




β (θ)sinθ dθ (2.3)
All these parameters represent the properties of the medium. Theoretically, if these values
were known for a given medium, the effects on light propagation could be estimated. However,
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the previous equations depend on the position r, on the three-dimensional space, and also on time.
Therefore, calculating all those functions for every single point in the considered scene for a given
period of time can be an extremely demanding computational task and, in real conditions it is
hardly feasible because there are too many dynamical water properties, mainly due to different
concentrations of organic matter and other particles in the medium over time.
These theoretical principles have been known for a long time, and many models with different
complexity levels have been developed, in order to solve the optimization problem of underwater
imagery. However, this state of the art will not explore these topics any further.
2.3 Underwater Image Pre-processing
As it has been shown in the previous section, the underwater medium poses strong challenges to
image acquisition systems. As a consequence, it becomes crucial to apply a pre-processing to the
captured images, in order to minimize the impact of the absorption and scattering effects as far as
possible.
Schettini [3] compares multiple techniques developed over the last few years that are able to
restore or at least improve underwater images. Some of the most promising techniques will be
presented here.
Image Restoration has the main goal of recovering a degraded image using degradation and
original image formation models. These methods are rigorous, and therefore require a lot of mod-
elling parameters (such as absorption and scattering coefficients, specific to the water turbidity)
which are usually not well known and highly variable. One other important parameter is the depth
estimation of an object in the scene. If models based on the phenomenons described on Section 2.2
can be developed, it is possible to estimate an approximation of the original image, i.e., to restore
the image by applying the inverse model.
On the other hand, Image Enhancement techniques use qualitative and subjective criteria to
produce a more visually appealing image. These methods make a total abstraction of the image
formation process, so no a-priori knowledge is needed (absorption and scattering coefficients, for
example, are not required). They are usually simpler and computationally less expensive, since
they do not rely on physical models. Multiple methods have been developed, and they generally
apply some adjustments to non-uniform illumination and colour correction, in an attempt to obtain
a more “natural” image, i.e., similar to the kind of pictures we are used to seeing in our everyday
life, with rich colours and good contrast.
2.4 Mapping techniques using visual data
One of the major advantages of using vision based mapping techniques is the fact that the ob-
tained result is very similar to the reality of the analysed scene. This enables for inspection and
monitoring tasks of underwater areas, both on structures in the seafloor (corals, reefs, damns, etc.)
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as well as on submerged surfaces (sunken ships or other wreckage, for example). Without this
innovating techniques, such tasks are typically achieved with highly skilled divers and require a
lot of time and specialized equipment [5]. The advances in this field will enable a reduction of the
time required to complete those operations, as well as keeping a visual register of the seafloor that
could later on be analysed and further compared over time for multiple purposes.
Besides the difficulties that the underwater medium naturally presents, on a moving vehicle,
for instance, the use of artificial illumination causes shadows that move in the opposite direction
of the vehicle. Additionally, the fact that long range images are not an option, due to the strong
absorption of light underwater, specially at lower depths, makes the image acquisition even harder.
This can potentially lead to incorrect estimation of registration parameters and sequential image
misalignments. For this reason, robust Mosaicking techniques need to be developed, so that reli-
able high resolution maps of the registered areas can be obtained. These maps can be very useful
to get a global perspective of the seafloor that would, otherwise, be impossible to visualize [6].
From the assumption that no additional information is available and that there is a consider-
able overlap between sequential images, it is possible to estimate the undergone displacement.
But without any other information and a properly robust algorithm, the error of consecutive mea-
surements will progressively accumulate and increment. However, if an overlap occurs between
non-consecutive images, global image alignment techniques can be applied, in order to reduce the
cumulative error of the sequential images.
Several methods have been proposed in the literature, and the problem usually consists on
minimizing error functions based on image correspondences. The way the error function is con-
sidered can be used to classify the kind of the alignment technique associated with it. Elibol [6]
describes some of these techniques, one of which will be presented next.
2.4.1 Feature-based Image Mosaicking (2D mapping)
An image mosaicking technique based on features is achieved by two main steps: spacial image
alignment, also known as image registration, and image intensity blending for the construction of
the final mosaic. The spacial alignment is commonly achieved by estimating the relative motion
between the sequential pair of images. This motion can be estimated by first finding unique fea-
tures on both images, matching them correctly and then filtering out wrong matches – this consists
of a local alignment. The alignment can be further improved using global alignment techniques
in order to correct cumulative errors of the successive estimated motions and obtain a globally
cohesive mosaic. Finally, methods for intensity levels adjustment are required in order to generate
a uniform final mosaic.
Registration of 2D images is the process of overlapping two or more perspectives of the same
scene (or parts of it). First, features like edges or corners (areas of strong colour transition) are
extracted. Next, descriptions are given to them accordingly, based on their local characteristics.
Finally, feature matching techniques are applied in order to obtain the proper correlations between
both images.
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Global alignment is the process of aligning the current image to a given reference. Assuming
that the first processed image sets the global reference, then the correct orientation of the current
image is the resulting transformation of the accumulation of all displacements and rotations ap-
plied to the previous images and to the current one. This technique leads to gradually increasing
errors if not properly adjusted with a closed loop sequence, i.e., whenever features of previous
non-consecutive features are found on the current image.
The Feature-based Image Mosaicking pipeline will be explored in more depth and detail in
Chapter 3. The pinhole camera model, two-dimensional geometry background and any other
relevant information will also be presented.
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Chapter 3
Image Mosaicking
In this chapter, the main approaches to the principles used in the image mosaicking pipeline will be
presented. But first, some theoretical background will be briefly introduced, regarding the adopted
camera model and the two-view geometry of a scene.
3.1 Pinhole Camera Model
The image acquired by a camera is basically a projection of the three-dimensional scene within
its field of view, into the 2D camera frame. The simplest and most specialized camera model
is the basic pinhole model [7, p. 153]. Considering the centre of projection, C, as the origin of
a Euclidean coordinate system and the plane Z = f (known as the image plane), a point in 3D
space X= (X ,Y,Z)> is mapped to a point x on the image plane, where the line that joins the
point X to the centre of projection intersects the image plane. Figure 3.1a illustrates the model
geometry, and Figure 3.1b allows to easily see that the point (X ,Y,Z)> is mapped into the point
( f X/Z, fY/Z, f )> on the image plane, which ignoring the last image coordinate, results in Equa-
tion 3.1 which describes the central projection mapping from world (3D space) to image (2D)
coordinates.
(X ,Y,Z)> 7−→ ( f X/Z, fY/Z, f )> (3.1)
The centre of projection is usually called the camera centre. The line from the camera cen-
tre perpendicular to the image plane is the principal axis of the camera, and the point where it
intersects the image plane is called the principal point.
If we represent the world and image points by homogeneous vectors, then the central projec-
tion is simply expressed as a linear mapping between their homogeneous coordinates, ans Equa-





















Figure 3.1: The pinhole model geometry: Euclidean coordinate system (a) and the YZ slice of a
point projection (b).
(image courtesy: Hartley, R. and Zisserman, A. – Multiple View Geometry [7, p. 154])
Therefore, using X for the world point represented by the homogeneous 4-vector (X ,Y,Z,1)>,
x for the image point represented by a homogeneous 3-vector, and P for the 3×4 homogeneous
camera projection matrix, then the previous equation can be written as:
x = PX , where P =
 f 0 0 00 f 0 0
0 0 1 0
 (3.3)
Up until now, it has been assumed that the origin of coordinates in the image plane is at the
principal point. In practice, however, the origin is considered to be at the top left of the image






 f X +ZpxfY +Zpy
Z
=
 f 0 px 00 f py 0








Or simply: (the notation I3×3 stands for a three by three identity matrix)
x = K[I3×3|0]X , where K =
 f 0 px0 f py
0 0 1
 (3.5)
The matrix K in Equation 3.5 is called the camera calibration matrix and as it can be seen, it
is extremely useful in image related applications, since it fully characterizes the camera system.
Finally, for CCD cameras, there is a refinement to the pinhole model. So far, the model
assumes that the Euclidean coordinates have equal scales in both axial directions. But in real
CCD cameras, there is the possibility of having non-square pixels. Hence, we can generalize the
camera matrix to account for this irregularity. Assuming the number of pixels per unit distance
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in image coordinates, mx and my, then the transformation from world to pixel coordinates can be
determined by multiplying Equation 3.5 on the left by an extra factor diag(mx,my,1) (note that
the diag notation used here stands for a square diagonal matrix with the given values in its main
diagonal). The final camera matrix is shown in Equation 3.6.
K =
αx 0 px0 αy py
0 0 1
 , where αx = f mx and αy = f my (3.6)
Lastly, we have been assuming that the origin of the coordinate system is at the camera’s centre
of projection or, similarly, with an offset, at the top-left corner of the image plane, but it can be
considered to be assumed somewhere else. This is specially useful in the case where multiple
images from a moving camera (or from a stereo rig) have to be compared – one of the cameras
can be assumed as the origin of the coordinate system and the coordinates of the other have to be
determined.
In general, points in space will be expressed in terms of a different Euclidean coordinate frame,
known as the world coordinate frame. The two coordinate frames can be related by a rotation and
a translation, which is more conveniently expressed in terms of the image coordinate system. This
way, the world to image transformation can be represented as x˜ = RX˜+ t. In this case, the camera
matrix is as shown in Equation 3.7, where R is a 3×3 rotation matrix representing the orientation
of the camera coordinate frame and t the translation 3-vector.
P = K[R|t] (3.7)
3.2 Two-View Geometry
This section covers the geometry between two perspective views which may be acquired simul-
taneously (using a stereo rig) or in a sequential way (using a single moving camera). Although
different, these situations are geometrically equivalent and will not be differentiated here.
3.2.1 Epipolar Geometry
The intrinsic projective geometry between two views of a scene is called the epipolar geometry.
It depends on the cameras’ internal parameters as well as its relative pose, but not on the scene’s
structure.
This intrinsic geometry is encapsulated by the fundamental matrix F , which is a 3×3 matrix
of rank 2. Given a point in 3-space X, which is imaged as x in the first view and as x’ in the
second, then these image points satisfy the relation in Equation 3.8.
(x′)>Fx = 0 (3.8)
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The epipolar geometry is essentially the geometry of the intersection of the image planes with
the family of planes that have the baseline as axis. The baseline is the line that joins both camera
centres. As shown in Figure 3.2a, the image points x and x’, space point X, and camera centres
are coplanar, in the plane denoted as pi . It can be seen that the back-projected rays from x and x’
intersect at X and are coplanar.
(a) (b)
Figure 3.2: Point correspondence geometry (a) and the epipolar geometry (b).
(image adapted from: Hartley, R. and Zisserman, A. – Multiple View Geometry [7, p. 240])
Supposing that only x is known, the corresponding point x’ will be constrained by this geome-
try. The plane pi is determined by the cameras’ baseline and the ray defined by x. From the above,
it is known that the ray corresponding to x’ (unknown) lies in that same plane pi , therefore the
point x’ lies on the line of intersection l’ of the plane pi with the second image plane. This line l’
is the image in the second view of the ray back-projected from x and it is called the epipolar line
corresponding to x.
The point of intersection of the baseline with the image plane is called the epipole. Equiva-
lently, the epipole is the image in one view of the camera centre of the other view. Also, it is the
vanishing point of the baseline (translation) direction. Figure 3.3 shows two examples of some
epipolar lines of two different scenes, each viewed from different perspectives. Note that in Fig-
ure 3.3d and e, the epilines are nearly parallel – this is the case of a special motion where the
translation is parallel to the image plane, and the rotation axis is perpendicular to the image plane,
thus the intersection of the baseline with the image plane is at infinity. Consequently, the epipoles
are also at infinity, and epipolar lines are parallel.
3.2.2 Fundamental Matrix
The fundamental matrix, introduced in the previous section, is the algebraic representation of the
epipolar geometry and it can be derived from the mapping between a point and its epipolar line.




Figure 3.3: Epipolar geometry for converging cameras (a, b and c) and for motion parallel to the
image plane (c, d and f).
(image courtesy: Hartley, R. and Zisserman, A. – Multiple View Geometry [7, pp. 241-242])
The fundamental matrix F may be written as in Equation 3.9, where Hpi is the transfer mapping
from one image to another via any plane pi . Furthermore, since [e′]× has rank 2 and Hpi rank 3, F
is a matrix of rank 2 with seven degrees of freedom. (for further details on this topic, refer to [7,
p. 242])
F = [e′]×Hpi (3.9)
Also, as already stated in the beginning of this section, the fundamental matrix satisfies the
condition that for any pair of corresponding points x↔x’ in the two images,
(x′)>Fx = 0 (3.10)
Some of the main properties of the fundamental matrix are summarized here:
• Transpose: If F is the fundamental matrix of the pair of cameras (P, P’), then F> is the
fundamental matrix of the pair in the opposite order, (P’, P).
• Epipolar lines: For any point x in the image, the corresponding epipolar line is l′ = Fx′.
Similarly, l = F>x′ represents the epipolar line corresponding to x’ in the second image.
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• Epipole: For any point x(other than e), the epipolar line l′ = Fx contains the epipole e′.
Thus, e′ satisfies (e′)>Fx = ((e′)>F)x = 0 for all x. It follows that (e′)>F = 0, i.e. e′ is the
left null-vector of F. Similarly, Fe = 0, i.e. e is the right null-vector of F.
• The fundamental matrix F has seven degrees of freedom: a 3×3 homogeneous matrix has
eight independent ratios (there are nine elements, and the common scaling is not significant);
however, F also satisfies the constraint det(F) = 0 which removes one degree of freedom.
• F is a correlation, a projective map taking a point to a line. In this case a point in the first
image x defines a line in the second l′ = Fx, which is the epipolar line of x. If l and l’ are
corresponding epipolar lines then any point x on l is mapped to the same line l’. This means
there is no inverse mapping, and F is not of full rank. For this reason, F is not a proper
correlation (which would be invertible).
3.2.3 Essential Matrix
The essential matrix E is an equivalent to the fundamental matrix but in the special case of normal-
ized image coordinates. Consider a camera matrix decomposed as P=K[R|t], and let x= PX be a
point in the image. If the camera calibration matrix K is known, then its inverse may be applied to
the point x in order to obtain the point xˆ = K−1x. Then xˆ = [R|t]X, where xˆ is the image point ex-
pressed in normalized coordinates. It can be interpreted as the image of the point X with respect to
a camera [R|t] having the identity matrix I as calibration matrix. The camera matrix K−1P = [R|t]
is called a normalized camera matrix, where the effect of the known calibration matrix has been
removed.
Considering a pair of normalized camera matrices P = [I|0] and P′ = [R|t], the correspondent
fundamental matrix is customarily called the essential matrix and it has the form of Equation 3.11.
E = [t]×R = R[R>t]× (3.11)
Equation 3.12 defines the essential matrix for corresponding points x↔x’, in terms of the
normalized image coordinates.
xˆ′>Exˆ = 0 (3.12)
Substituting for xˆ and xˆ’ gives x′>K′−>EK−1x = 0. And comparing this with the relation of
Equation 3.10 for the fundamental matrix, it can be concluded that the relationship between the
fundamental and essential matrices is the Equation 3.13.
E = K′>FK (3.13)
The essential matrix has only five degrees of freedom: both the rotation matrix R and the
translation t have three degrees of freedom, but there is an overall scale ambiguity – like the
fundamental matrix, the essential matrix is a homogeneous quantity.
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3.3 Image Mosaicking Pipeline
Building a two-dimensional map from a sequence of images, without any a-priori knowledge
other than the camera’s calibration parameters, poses an extremely difficult task. Nevertheless,
under the assumption that the scene is roughly flat, coplanarity constraints can be used to estimate
the relative projections between two consecutive images. This is known in the literature as image
registration or motion estimation [8]. Such projections are directly linked to relative camera poses,
but can only be determined up to a one parameter ambiguity – the unknown scale for the camera
translation. If additional information is provided, like the distance to a point in the scene, the
real relative camera poses could be estimated. Figure 3.4 illustrates the pipeline of this two-
dimensional mapping task, where the main steps are easily identified. The next Sections will
explore the concepts and techniques involved in each step of the whole mosaicking pipeline.








Figure 3.4: Diagram of the Feature-based Image Mosaicking pipeline.
3.4 Image Pre-processing
The first stage in the image mosaicking pipeline is the image preprocessing. Before an image
can be added into a two-dimensional map, it first needs to be rectified, according to its camera
calibration parameters. This step ensures that no misalignments occur due to distorted images.
The calibration is an extremely important step, specially in systems that heavily rely on image
data alone, which allows for the rectification of the acquired images. A proper rectification enables
the correction of distortions caused by the camera lenses. For example, a wall or a side walk are
typically straight structures, that should be represented by straight lines in the image frame. If the
lens distortion is not accounted for, those straight lines may actually be slightly bent curves in the
resulting image. Figure 3.5 illustrates this phenomenon.
The distortion model comprises two kinds of distortions: radial and tangential. The first, as
its name implies, is radially symmetric and its caused by the curvatures of the lens system. Radial
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(a) (b) (c)
Figure 3.5: The barrel distortion model (a) and an example of the original image (b) and the result
of its distortion correction (c).
(image courtesy: (a) en.wikipedia.org/wiki/Distortion_(optics)
(b) and (c) www.cipa.dcu.ie/roadis/dis.html)
distortion is linked with the camera’s field of view – a camera with a very wide angle, like a fish-
eye camera, has a much higher radial distortion than a regular camera with a narrower field of
view. On the other hand, the tangential distortion is caused by an incorrect alignment of the lenses
or imperfections in the lens’ manufacturing, although in most modern camera systems it is very
close to zero.
The radial distortion is modelled according to Equation 3.14, in normalized coordinates, where
k1, k2 and k3 are radial distortion coefficients, xreal and yreal are the real observed image coordi-
nates, while x and y are the corresponding ideal (distortion-free) pixel image coordinates, and r is
the radial distance to the image center. This model can include as many radial coefficients (ki) as
required, but usually, two or three are enough to produce highly accurate results.
xreal = x(1+ k1r2+ k2r4+ k3r6)
yreal = y(1+ k1r2+ k2r4+ k3r6)
, where r2 = x2+ y2 (3.14)
The tangential distortion model is shown in Equation 3.15, in normalized coordinates, where
p1 and p2 are the tangential coefficients.




The image registration stage consists on determining the best alignment between two 2D images
taken from different viewpoints. It consists of finding an appropriate planar transformation which
allows overlaying them into a common reference frame. Figure 3.6 illustrates the pipeline of the
registration stage that will be presented here.
But, first of all, image point correspondences must be obtained. There are two main groups of
image registration methods: direct methods and feature-based methods.
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Figure 3.6: Diagram of the Feature-based Image Mosaicking pipeline with emphasis on the Reg-
istration step.
Direct methods compute the transformation between images by maximizing the photometric
consistency over the entire overlapping image regions. Although useful for large overlapping
regions, these methods are mostly not suitable for translations greater than a few pixels, they can
only cope with small translations and rotations [9], which is favourable for retrieving information
from a video, not from a set of partially overlapping images. Furthermore, some of them are
computationally expensive, hence, they will not be further discussed here.
On the other hand, feature-based methods rely on the computation of the transformation be-
tween images using a sparse set of points and their correspondences. Unlike direct methods,
feature-based methods do not require high frame rates [9], which makes them suitable for photo-
mosaicking, as opposed to video mosaicking. The next section will go into more detail regarding
feature detectors.
3.5.1 Feature Extraction
There are two main approaches to the feature-based image alignment problem. The first strategy
consists of locating the interest points in one of the images using some feature detector like Har-
ris [10] or Hessian [11], and identifying these in the other image. The correspondence problem
is solved using a cross-correlation or a Sum of Squared Differences measure, which is computed
using the information of the pixels surrounding the feature, and compared to the value of this mea-
sure for a given window of pixels in the other image. The advantage of this strategy is the highly
accurate correspondences when changes in rotation and scale are moderate. However, some prior
knowledge is required to determine the estimated translation between images and the size of the
search windows.
The second strategy is based on the detection of features in both images using invariant feature
descriptors, such as Scale Invariant Feature Transform (SIFT, [12]) and its variant Speeded-Up
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Robust Features (SURF, [13]), and matching them, by comparing their descriptor vectors. These
feature detectors and descriptors are known to show invariance to a wider range of geometrical
transformations of the images than the detectors mentioned before, which makes them ideal for
the Image Mosaic challenge.
SURF was inpired by SIFT, but intended to be much faster and more robust. However, as
more efficient versions of these techniques have been developed, SIFT is currently ahead in terms
of speed. SURF is around 35% slower (as it is implemented in OpenCV) [14], but some authors
still choose to use it over SIFT as it returns quite a few more feature points. (Figure 3.7)
(a) (b) (c)
Figure 3.7: SIFT (b) and SURF (c) features as derived from the same grey-scale image (a).
(image courtesy: Dawson-Howe, K. – A Practical Introduction to Computer Vision with
OpenCV [14, p. 129])
3.5.2 Feature Matching and Filtering
The features obtained from both SIFT and SURF are matched by comparing each keypoint de-
scriptor in one image with all those in the other image and choosing the best match for each key-
point. However, some of those keypoints will be incorrectly matched – these are called outliers.
Figure 3.8 shows the result of the SURF’s algorithm keypoint matching between two consecutive
images. Although most of the keypoints are correctly matched, some are not, and these need to be
filtered out in order to render the perspective transformation more accurate.
The RANdom SAmple Consensus (RANSAC, [15]) is a robust estimation algorithm that from
a set of inputs, can find the sample that best fits a given mathematical model.
3.5.2.1 Epipolar and Coplanarity Constraints
To understand the RANSAC algorithm, consider the following simple example that is easily visu-
alized – estimate a straight line fit to a set of 2-dimensional points. Or this can be thought of as
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Figure 3.8: SURF features and corresponding matches.
(image courtesy: Dawson-Howe, K. – A Practical Introduction to Computer Vision with
OpenCV [14, p. 130])
estimating a 1-dimensional affine transformation, x′ = ax+b between corresponding points lying
on two lines.
The problem, illustrated in Figure 3.9, is to find the line that minimizes the sum of squared
perpendicular distances of a given set of 2D data points, subject to the condition that none of the
valid points deviates from this line by more than t units. Actually, there are two problems: a line
fit to the data; and a classification of the data into inliers (acceptable points) and outliers (rejected
points). There are many types of robust algorithms and which one to use depends to some extent
on the proportion of outliers.
(a) (b)
Figure 3.9: A set of points (a) and two RANSAC test iterations (b). The black points are the
desired inliers, the white ones are the outliers.
(image courtesy: Hartley, R. and Zisserman, A. – Multiple View Geometry [7, p. 117])
The RANSAC algorithm of Fischler and Bolles [15] is a very successful robust estimator and
it is able to cope with a large proportion of outliers. The concept is fairly simple: two of the points
are selected randomly, defining a line. The support for this line is measured by the number of
points that lie within a distance threshold. This random selection is repeated a number of times
and the line with most support is deemed the robust fit. The points within the threshold distance
are the inliers, all others are rejected as outliers. The idea is that if one of the points is an outlier,
then the line will not gain much support.
The RANSAC algorithm thus can be generally used to attempt to fit a mathematical model
into a data set, as accurately as possible with a reasonably simple computation. If the chosen
model is a Fundamental matrix (introduced in Section 3.2.2), then the data set will be tested
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for the best fit into this model and its outliers will be filtered out. As mentioned before, the
Fundamental matrix is the algebraic representation of the epipolar geometry and thus, its use
with the RANSAC algorithm, applies the epipolar constraints of the two-view geometry being
considered. The outliers from this approach will be the mismatches.
However, in order to blend two images together taken from different viewpoints, a projective
transformation, also known as homography, has to be applied to the second image. This transfor-
mation will be further discussed in the next Section.
The homography of a scene is the transformation that aligns one image with the coordinate
system of the other. But, to correctly compute this perspective transformation between two images,
a common plane has to be found. Applying the co-planarity constraints, i.e., using the homography
matrix as the model for the RANSAC algorithm to best fit into the remaining inliers does exactly
that. The outliers will be the points that are beyond the distance threshold of a fitted plane. These
outlier points are most commonly caused by the parallax effect.
The resulting model from this last RANSAC test should be an homography matrix that fits
tightly into all the inliers.
3.5.3 Image Warping
In order to properly stitch a new image into an image mosaic, it has to undergo a projective
transformation first because it has been acquired from a different point of view.
A projectivity, also called a projective transformation or homography, is an invertible mapping
from points in a 2D space to points in the same 2D space that maps lines to lines. In other words,
a projectivity, is a transformation in the two dimensional space that preserves lines. Applied to
an image, it is somehow similar to changing the view-point, or perspective, of a given scene.
This transformation is expressed as in Equation 3.16, where H is the homography matrix, x is an














Note that the matrix H from Equation 3.16 may be changed by multiplication by an arbitrary
non-zero scale factor without altering the projective transformation. Consequently, H is called
an homogeneous matrix, since only the ratio of the matrix elements is significant. There are
eight independent ratios amongst the nine elements of the homography matrix, hence, a projective
transformation has eight degrees of freedom.
A projective transformation projects every figure into a projectively equivalent figure leaving
all its projective properties invariant. This is why it is so useful for the blending stage – if the
images are not represented in the same projective plane, their features will not align properly,
rendering an erroneous result. For instance, if one was mapping one side of a building, like the
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one in Figure 3.10a, but from a perpendicular point of view, in order to properly align the images
from other perspectives, a projective transformation resulting in Figure 3.10b would have to be
applied.
(a) (b)
Figure 3.10: Example of a projective transformation
(image courtesy: Hartley, R. and Zisserman, A. – Multiple View Geometry [7, p. 35])
3.6 Image Stitching
Image stitching, also known as image blending, is the mosaicking stage of combining two or more
partially overlapping images together to create a photo-mosaic that enables the visual interpreta-
tion of the sea-floor.
Once the source pixels have been warped onto the final mosaic frame, we must still decide how
to blend them in order to create a visually pleasant map. If all the images are perfectly registered
and identically exposed, this is a very easy problem – any pixel can be used for the final mosaic.
However, for real images, visible seams, blurring or ghosting can occur, which are mainly caused
by exposure differences, mis-registration and moving objects or parallax effects, respectively [16].
The blending strategy must consider two things, which pixels to use and how to weight or blend
them. The distinction between these two stages can be hard to perceive, since pixel weighting can
be interpreted as a combination of selection and blending.
3.6.1 Feathering and Center-Weighting
The simplest blending technique is to simply take an average value at each pixel. However, simple
averaging usually does not generate good results, since exposure differences, mis-registrations and
scene movement are all clearly visible.
A better approach to averaging is to weight pixels near the center of the image more heavily
and to down-weight pixels near the edges. This can be particularly useful if the camera used has
strong distortion coefficients, which usually happens with wide-angle lens. In this case, the greater
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distortion on the edges, causes some blurring that can be reduced by weighting down the center of
the image.
Center-weighting can be achieved by computing a distance map, also called grassfire trans-
form.Weighted averaging with a distance map is often called feathering [16] and does a reason-
able job of blending over exposure differences. Nonetheless, blurring and ghosting can still be
problems.
One way to improve feathering is to raise the distance map values to some large power. The
resulting image mosaic can often provide a reasonable trade-off between visible exposure differ-
ences and blurring effects. In the limit, as the power factor is increased, only the pixel with the
maximum weight gets selected.
3.6.2 Optimal Seam Selection
Computing a Voronoi diagram, which is the result of the local maximum of the distance map, is
one way of selecting seams between regions where different images contribute to the final mosaic.
However, Voronoi images completely ignore the local image structure underlying the seam.
A better approach for the seam selection is to find regions where the images do agree, so
that the transition from one image to the next is not visible. Using this technique avoids ‘cutting
through’ some moving or parallaxed elements in the scene, which would look unnatural.
This process can be formulated as a simple dynamic program starting from one edge of the
overlap region and ending at the other. This would work well when blending two images, but if
multiple image blending is considered, the dynamic program idea does not readily generalize.
Chapter 4
Implementation
The main proposed goal for this dissertation was to use the information of sequential images
along an arbitrary path to generate a two-dimensional map of the area. This task can pose a
very challenging problem, but with some assumptions and constraints, we will show that it was
accomplished with positive results that will be presented in this chapter.
The implemented steps will be explained, starting with the calibration, which is absolutely
crucial to the visual system given that no other information, such as navigation data, is avail-
able. Some of the initial, intermediate and final results of each step of the implementation will be
presented and compared.
All the work was developed under the C/C++ programming language, using the QtCreator
environment on the Xubuntu operating system, and using the OpenCV library – an open source
Computer Vision library, that includes plenty of useful and optimized image processing functions
and computer vision algorithms with a strong focus on real-time applications.
The underwater tests conducted in the laboratory’s water tank were performed using an ana-
logue underwater camera connected to an analogue to digital signal converter, so it could be
plugged directly into a computer USB port for image capturing. The camera’s resolution is 720
by 576 pixels. The underwater tests took place in the laboratory of aquatic robotics, and were
conducted inside a water tank, 4.40 meters wide, 4.56 meters long and 1.7 meters deep.
Additionally, for program validation with real sea-floor imagery, a data set of the Scott Reef 25
was used. It is comprised of 9831 stereo image pairs captured by the Sirius AUV densely covering
an area of 75 by 50 meters. The authors would like to acknowledge the Australian Center for Field
Robotics’ marine robotics group for providing the data [17].
4.1 Camera Calibration
The camera calibration was performed using the “Camera Calibration Toolbox” for Matlab. The
principles involved are similar to those introduced in Section 3.4, but some program specific in-




As previously mentioned, the calibration is a critical step towards an accurate mapping of
the sea-floor. An incorrectly calibrated camera can cause a cumulative skew in a predominant
direction, rendering the map inaccurate.
The radial (Equation 4.1 and tangential (Equation 4.2 distortion models used by the Matlab
toolbox are the same as the ones in Section 3.4. The combined result of both distortions is a total
of five distortion coefficients. Optionally, the Matlab calibration toolbox enables the computation
of up to eight coefficients, with three additional radial coefficients. However, these are only used
for more complex distortions and in modern cameras they can be assumed zero without any sig-
nificant impact on the calibration. The distortion coefficients are stored in matrix form as shown
in Equation 4.3.
xreal = x(1+ k1r2+ k2r4+ k3r6)
yreal = y(1+ k1r2+ k2r4+ k3r6)
, where r2 = x2+ y2 (4.1)
The tangential distortion model used is shown in Equation 3.15, where p1 and p2 are the tangential
coefficients.
xreal = x+[2p1xy+ p2(r2+2x2)]
yreal = y+[p1(r2+2y2)+2p2xy]
(4.2)
Distortioncoe f f icients = [k1,k2, p1, p2,k3]> (4.3)
Using the pinhole model previously introduced in Section 3.1, the real world unit conversion










The process of determining both the distortion and camera matrices is called a calibration.
These matrices can be calculated through some geometrical equations depending on the calibration
pattern used.
In our application, the black and white chessboard pattern, shown in Figure 4.1, was used. The
pattern was printed on a vinyl sheet and glued to an acrylic board, so that it could be submerged.
It’s a ten by six squares, black and white chessboard, where the side of each square is 72.5 mil-
limetres. Because the acrylic board was flexible, it was laid down on the bottom of the water tank,
so it would stay completely flat.
The next step is taking multiple photos (Figure 4.2) of the pattern from many views (around
twenty is usually enough), covering as much of the camera’s field of view as possible, specially its
corners since those are where the distortion is more noticeable. Since the pattern was laid flat on
the bottom of the tank, instead of moving the pattern around the camera’s field of view, the camera
itself was moved and tilted in order to capture the pattern from various view points. While those
are two different situations, they pose equivalent geometry – what matters for the calibration is the
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(a) (b)
Figure 4.1: Pattern used for the camera calibration (a) and an image of the pattern underwater (b).
relative pose of the camera in terms of the pattern’s coordinates, which is assumed to be the origin
of the world coordinate system. Note that it is very important that parameters like camera focus
and zoom levels are kept constant. The camera matrix depends on these, therefore changing those
parameters, renders the calibration inaccurate.
(a) (b)
Figure 4.2: Two examples of the photos taken for calibration purposes.
(Note that the distortion is clearly visible by the round lines both on the chessboard pattern and
on the lines on the bottom of the water tank which, in reality, are straight lines.)
For each input image, the calibration first tries to find the chessboard pattern and determine the
coordinates of the inner corners of the squares. Once the pattern is found, the camera matrix can
be computed, since the world coordinates of the corners are known – the pattern is assumed to be
in the plane Z = 0, one of the corners is assumed to be the origin of the world coordinate system,
while the others are calculated by adding multiples of the known length of the side of the squares.
This way, we can relate each corner square found in image coordinates to the known corner points
in world coordinates. The algorithm is based on a technique proposed by Zhang [18].
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The following section presents the calibration results obtained from the Matlab’s Camera Cal-
ibration toolbox.
4.1.1 Matlab Calibration Results
The Matlab toolbox does not run the calibration automatically. Instead, multiple options are pre-
sented and in order to perform the calibration, the proper steps have to be followed.
The computation, however, is completely automatic, with one exception – one needs to use
the computer mouse pointer to select a rough initial estimate of where the four outer corners of
the chessboard pattern are in each of the calibration images. Once all images are processed, the
results can be saved on file and the rectification can be visually inspected.
The calibration results (camera matrix K and distortion coefficients D) are shown in Equa-
tion 4.5. The Matlab calibration also shows the errors associated with each variable, which are
included below. The average reprojection error is 0.160 and 0.183 on the x and y directions,
respectively, which results in an average reprojection error of 0.243.
K =





−0.427 0.175 0.0004 −0.0016 0
]>±(10−3×[4.1 5.3 0.6 0.6 0]>)
(4.5)
The resulting calibration can be visually verified in Figure 4.3, and specially in Figure 4.4
where red straight lines were added for comparison.
(a) (b)
Figure 4.3: Example of a photo taken for calibration (a) and its rectification (b) in Matlab.
The rectified image on the right (b) is automatically set to grey-scale by Matlab.
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Figure 4.4: Example of a rectified photo from the calibration in Matlab with overlaid straight lines.
4.2 Image Mosaicking Approach
This section presents the mosaicking application implemented, the improvements developed and
the results obtained. Section 4.2.1 starts by explaining the application starting point and its limi-
tations, as well as its architecture and some preliminary results. The changes made are presented
in Sections 4.2.2 and 4.2.3, along with their results. Section 4.2.4 presents the validation of the
algorithm with real sea-floor images, from the Scott Reef 25.
4.2.1 Starting Point
An initial mosaicking application was provided by the co-supervisor Andry Pinto. It is a C/C++
application developed in QtCreator that served as the implementation starting point for this disser-
tation.
The application follows the concept illustrated in Figure 4.5 and has the capability of sequen-
tially processing a set of images in order to perform the registration of each input image and
simultaneously compose the panoramic view (2D map). The application flowchart is depicted in
Figure 4.6.
The first step is loading the camera’s intrinsic parameters – camera matrix and distortion co-
efficients, previously obtained from calibration (Section 4.1). These allow for the initialization of
the rectification matrix which maps the relation between the rectified (distortion free) image pixels
and the original image. Some other variables are initialized and control variables are set (given
this is an application still under development).
After this point, the program enters a loop that cycles through all the input images until all of
them have been analysed. Regarding the notation used, in the following sections I(t) corresponds
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Figure 4.5: Initial application concept diagram.
For each new input image, I(t), first the rectification is applied in order to correct the dis-
tortions. Then, using the SURF algorithm, which is included in the OpenCV library, the image
features are extracted and its corresponding descriptors are computed. For the special case of the
first image, which is used as the reference for the whole map, no further operations are required,
so the image is copied to the panoramic image (image with the full 2D map) and its parameters are
copied to I(t−1) without any other transformations since this first image is used as the reference
frame for the whole mosaic.
As for the other images, after feature extraction and description, comes the matching. The fea-
tures of I(t) are matched with the features of I(t−1) with the RANSAC algorithm, also included
in OpenCV. This technique is used to compute the best matches using the projective transformation
geometry constraints (epipolar constraints presented in Section 3.2.1) and returns the Fundamental
matrix F that best fits the collection of matched features. It also returns the set of features that lie
within a given threshold using the computed fundamental matrix – these points are called inliers.
The features that lie outside the threshold are considered outliers.
Then, RANSAC is used once again but this time for coplanarity constraints. Using the epipolar
geometry inliers, the algorithm determines the coplanarity model that best fits most of the points.
The result is the local homography matrix H, which relates the two consecutive images. It also
returns the set of features that lie within the homography threshold, called the homography inliers.
If the number of inliers is higher than the specified minimums – which in our case were set
to 20 for the epipolar inliers and 10 for the homography – than the algorithm proceeds with the
composing of the panorama. Otherwise, it is considered that the image does not have enough
inliers for a reliable geometry and, therefore, is excluded from the mosaic.
At this point the registration of the image is complete. The mosaic composing part consists
on the image warping, which is the projective transformation of I(t) into the reference frame
(image plane of the first image), and the blending process, which is the method of combining the
overlapping part of I(t) and I(t−1).
The projective transformation is achieved by multiplying the computed local homography H
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Undistortion
























Figure 4.6: Initial application flowchart diagram.
Note that the symbol # stands for "number of", and the variables #th1 and #th2 are the minimum
number of inliers regarding, respectively, the fundamental and the homography matrices.
(which relates I(t) and I(t − 1)) with the homography computed in the previous cycle (which
relates I(t− 1) and the first image). The result is the global homography Hglobal , which projects
the input image plane into the reference frame.
Then, a blending function determines how this new projected (warped) image will blend with
the panoramic image. The algorithm uses a Gaussian distribution to center weight the masks, along
the y-axis. This creates a gradient-like matrix for both the warped image and for the panoramic
image, Figure 4.7 shows an example of a such a weighting mask, where c1 and c2 are, respectively,
the center of the panoramic and warped images. This mask is obtained by following these rules:
• all the pixels on the left of the coordinates of the panoramic image center are copied from
the panoramic image;
• all the pixels on the right of the coordinates of the warped image center are copied from the
warped image;
• the pixels between the panoramic and warped images centers are weighted according to the
Gaussian distribution;
Finally, the actual blend is performed by combining the masks and the weighting masks of
both the panoramic and warped images. Figure 4.8 illustrates the main regions considered by
these rules for ease of understanding. The weighting mask is only used within the blend region.
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c2c2c1 c2c1
Figure 4.7: An example of a center-weighted gaussian mask for the panoramic (left) and warped
(right) images.
After composing the new panoramic image, I(t) and its features are copied to I(t−1). In the
end, once all the input images have been processed, the resulting panoramic image is presented
and saved to file.
The next two sections present the main limitations of the application and some results obtained
for future comparison.
4.2.1.1 Initial Limitations
The following main limitations were identified on the application:
• When preparing the panoramic image for blending with the warped image, the resizing
does not account for the case where the warping produces results on negative coordinates.
This happens if the input image is warped to the left and/or up direction in relation to the
reference frame, which respectively results in x and/or y negative coordinates for the pixels
that lie behind the matrix origin (top-left corner of the reference frame).
• The blending function generates a mask with a Gaussian distribution along the y-direction
only. This works well for images that warp strictly to the right of the reference frame, but
any other direction will produce an incorrect blend. Specially if the input images warp to
the left of the reference frame, in which case the blending will be completely inverted.
• The application is limited to local alignment – only pair-wise image alignment is per-
formed. This is great for short image sequences. But for longer sequences, global alignment
strategies become absolutely important, namely by correcting homographies in closed loops
(matching features between non-consecutive images).
Overcoming these limitations is the main goal of this thesis, and the solutions implemented
and results obtained are discussed in Sections 4.2.2 and 4.2.3. The global alignment problem was
not addressed in this dissertation, but it is certainly a good topic for future work.
4.2.1.2 Initial Results
There were two main situations where the initial application was tested: the outside and the un-
derwater test cases.







Figure 4.8: The different regions considered for the image blending.
The outside and first test case was conducted in the parking-lot façade of the Department of
Electrical Engineering, from a distance of about 10 meters and the pictures were taken hand held.
Some of the input images and the final result are shown in Figure 4.9. As it can be seen, there were
some problems with the registration (image misalignment) and with the blending (ghosting effect,
evident in the multiple beams of light on each window). Note how the alignment seems to change
from one of the frames in the middle section (Figure 4.10). The accumulating error property of
the homography propagates the incorrect alignment to all the subsequent images.
(a) (b) (c)
(d)
Figure 4.9: Some of the pictures (a, b and c) of the preliminary outside test case and the resulting
panorama (d).
Although significant, the misalignment is not too severe, and it is thought to be caused by
slight calibration errors combined with the lack of features. The scene has a big uniform surface
(the grey wall) which makes it difficult to extract good features. The calibration errors, in this
case, result from the use of a low-budget compact digital camera. Its focal point cannot be set to a
specific value and, therefore, the calibration is not perfect. However, it is important to stress that
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Figure 4.10: A closer look at the misalignment of the outside test case.
the aim of this test was to check if the algorithm was working properly and no problems existed
with the application itself.
The underwater test case was performed on the water tank using our underwater camera. The
camera was hand held and the images were taken by capturing frames from a video stream. The
bottom of the tank only has a simple stripe pattern which is extremely poor in features. To increase
the chances of finding good features, four small anchors were laid down on the bottom connected
by a rope. Some example images and the panoramic result are shown in Figure 4.11
Notice how both the panoramic images in Figures 4.9d and 4.11c seem to be slightly cropped
on the top. They actually are cropped, and this is one of the limitations mentioned in Sec-
tion 4.2.1.1. The solution found for this problem is explained in the next section.
4.2.2 Panoramic Image Translation
The first major improvement made to the application was to allow for the panoramic image to
grow according to the resulting warped image. The problem here resides in the fact that matrices
in OpenCV only handle positive integer indexes. Therefore, when a projective transformation
warps some points to negative coordinates, a coordinate system shift is required in order to make
all coordinates positive. This is achieved by introducing a translation to the reference frame, which
must therefore be applied to both the panoramic and input images prior to warping the latter.
The implemented algorithm is conceptually simple and its principle is illustrated in Fig-
ure 4.12. First the corner points, ci, of the input image are initialized, then the perspective trans-
formation is applied, in order to check where those corners will end up. For example, if the
warped image stretches to the left, then at least one of the warped corners will have a negative
x-coordinate. As such, the minimum coordinate value in the x-axis of the warped corner points
sets the translation required in the horizontal direction. Likewise, if the warped image stretches
up, at least one corner point will have a negative y-coordinate. The vertical translation required is
given by the minimum y-coordinate value of the warped corners.
The translation is a matrix in the form of Equation 4.6, where the values tx and ty have to be
positive and, thus symmetrical to the minimum value of the x and y coordinates, respectively, of
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(a) (b)
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This translation is directly applied to the current panoramic image to account for the bound-
aries of the new input image. The multiplication of the translation matrix, T , with the homography
matrix, H, results in the perspective transformation to the new input image to end up in positive
coordinates, guaranteeing that the whole warped image is visible.
4.2.3 Blending Function
The second major improvement was a complete change in the blending algorithm. As mentioned
before, the initial blending function would only work properly for panoramas growing to the left.
This new proposed function, removes that limitation, allowing for the blending to be able to deal
with any direction.
The key-step in the blending function is determining the appropriate mask for both the panoramic
and warped images, since it is the mask that dictates which part of which image goes into the final
panorama, within the blending region explained in Section 4.2.1.
Prior to determining the blending mask, one information is required, which is the coordinates
of the centers of the last warped image and the new warped image. The center of the last warped
image is known from the previous iteration. On the other hand, the center of the new warped image
is computed by first initializing the center point in the original image resolution and then applying
the projective transformation using the global homography matrix, also accounting for the trans-
lation correction previously introduced. In the application, this task is done simultaneously with
the corner warping approach introduced in the previous section.
The first step is initializing a mask with the same size of the combined sizes of both the warped
image and the panoramic image. With that mask and the center point coordinates, a distance map
is generated using a function included in OpenCV (Figure 4.13 bottom-left and bottom-right). The
distance map function generates a matrix where each pixel’s value is equal to its distance to the
nearest pixel of value zero (background). Setting the center point to be the only pixel in the mask
with the value zero allows for the computation of its distance to all the other points. This distance
map is of the type ‘double’ so it can account for the best precision regardless of the size of the
matrix. However, it has to be converted to unsigned 8-bit integer type to be used as a mask. This
is done by first scaling down the values of the distance map by a scale factor determined by the
distance to the farthest point within the warped image range. It is then converted from double to
unsigned 8-bit integer using an OpenCV conversion function.
This distance map mask is computed for both the warped and the panoramic images with their
corresponding centers. Then three regions are defined, based on those two distance maps:
• The region between the two center points, where the values of both distance maps are
smaller than a given threshold1, which is the transition (or blending) region;
• The region closer to the panoramic center;
1The blending threshold is the ratio of the distance between both center points, i.e., if the distance between both
points is 10 pixels, a threshold of 0.25 means that the transition zone comprises every pixel where the difference of its
distance to each center is smaller than a quarter (0.25) of the total distance between the center points.
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• And the region closer to the warped center.
Bellow, the pseudo-code of the proposed algorithm for the panoramic image is presented,
where delta is the threshold, center 1 is the center point of the panoramic image and center 2 is the
center point of the warped image:
for (each pixel)
distance = distance_to_center_1 - distance_to_center_2
if ( distance < delta )
pixel_value = 255*(1-(distance+delta)/(delta*2))




The corresponding blending mask for the warped image is exactly the same but with inverted
values, i.e.:
warped mask = 255 - panoramic mask
Figure 4.13 illustrates the steps described here in a visual way, for better understanding. Fig-
ure 4.14 illustrates the work-flow of the application thus far. In the next section, some results of












Figure 4.13: Schematic of the blending masks.
The top row refers to image masks, that simply indicate where the corresponding image is
defined. The bottom row refers to blending masks, which are interpreted as weighting factors.
The middle bottom mask example is the final blending mask for the panoramic image (note the
full mask value on the side of c1 represented by the white color). The warped image’s blending
mask is the exact inverse of this mask (not represented). The blending mask is only used for
calculating the result within the blending region (check middle top image).
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Figure 4.14: Work-flow of the application, including offset compensation and the new blending
function.
4.2.4 Validation with Sea-floor Images
The proposed changes were put to the test by the previously considered situations. But the real
sea-floor conditions are very different. Usually, coral reefs, different geological formations and
ground textures make the sea-floor a lot more feature-rich, which would potentially generate better
results. We collected a few sequences of images from the Scott Reef 25 dataset available from [17].
The complete dataset is extremely large, containing a total of 9831 images which cover an area
of 75 by 50 meters. Mapping the entire area with all those images would require a much more
sophisticated application with a proper memory management and rendering functions.
One example of the results obtained is shown in Figure 4.15.
For comparison purposes, Figure 4.16 presents four results for exactly the same images but for
different blending techniques, with a close-up on two relevant areas. Figure 4.16a is the simple
average blending, while Figure 4.16a, b and c are the proposed blending function with a threshold
value of 0.2, 0.1 and 0.01 respectively.
A close inspection of these results allows to conclude that the proposed algorithm works well
with this kind of real sea-floor imagery. Regarding the blending comparison, average blending
(4.16a) is clearly the least satisfactory technique, since it cannot cope with the slightest parallax
effects between frames. As for the proposed blending, the higher value of 0.2 for the threshold
also produces unsatisfying results (4.16b). However, decreasing the threshold yields much better
results. At 0.1 (4.16c), the parallax effect is hardly noticeable and at 0.01 (4.16d) it seems to be
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Figure 4.15: Panoramic result of real dataset with a blending threshold of 0.1 (sequence of 5
images).
completely minimized. Also, the curvature on the image sequence, validates the reliability of this




Figure 4.16: Panoramic result of a sequence of 20 real images with different blending methods:
simple average (a); and the proposed blending technique with a threshold of 0.2 (b), 0.1 (c) and
0.01 (d)
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4.3 Large Scale Image Mosaicking
As we carried on testing with real data sets with thousands of images, memory started to become
a problem. In order to cope with memory issues, an hierarchical approach to the mosaicking
pipeline is proposed.
The main goal is to prevent the panoramic image from growing to a size too big for the system
to handle (mainly limited by the available RAM). Therefore, a maximum pixels threshold was
created. If the homography of the new input image causes the resulting panoramic image to grow
beyond that threshold, than the mosaicking pipeline is halted. The current panoramic image has
to be saved into the hard drive disk and a new panorama has to be started.
From now on, the following naming conventions will be used: a ‘Patch’ is a portion of
panoramic image (composition of sequentially blended warped images) that does not exceed the
maximum pixels threshold; the ‘Global’ mosaic is the complete and final 2D map, which is com-
posed of the blending of all the patches.
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Figure 4.17: Proposed work-flow for a large scale image mosaicking application)
Figure 4.17 illustrates the developed concept. Images are sequentially added to the panoramic
image until the maximum allowed number of pixels is reached. At this point, the current panoramic
image and mask are saved into the hard drive as PNG image files, and its relevant information is
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saved in a XML file - such as its offset (translation required to view the full image) and the corner
points and homographies of the first and last warped images. Tables 4.1 and 4.2 summarize the
variables exported to the XML file. Also, the panoramic image and mask are resized for a 1/10 th
scale reduction and saved as PNG image files for later use to build the global mosaic.
Table 4.1: Brief description of the variables and files associated to the Global and Patch modules.
Table 4.2: Brief description of the variables and files associated to the Local image module.
The next step is restarting the panoramic image, i.e., starting a new patch. This new panoramic
image should be comprised of the new warped image only, without any surplus background bor-
ders. In order to achieve this, one must consider the new boundaries of the panoramic image, i.e.,
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the coordinates of the warped corners. Calculating its minimum and maximum values makes it
possible to determine the new size and translation required for the image to be fully visible in the
new Patch.
This process is repeated until the sequence of the input images ends. Finally, the global mosaic
offset and size is computed by finding the top left corner and the bottom right coordinates from all
the saved patches. The global mosaic cannot be directly generated from the patches, given that it
would exceed the maximum pixels threshold. The proposed solution is to scale down the global
mosaic. Given the size of the mosaic, a scaling factor is calculated so that all the patches can fit
into the global mosaic frame without exceeding the maximum pixel limit.
First, the patches and masks are loaded, one by one, and resized according to the global scaling
factor. Then, the patches are loaded and blended (using a simple average blending). Given that
all the patches were created with the very first image as the reference frame, no transformation is
required, except for the translation to compensate for the negative offset.
Figures 4.18a, b and c are the result of the proposed large scale image mosaicking algorithm,
with the final mosaic presented in Figure 4.18d. This consists of 20 sequential images and although
the resulting global mosaic is far from exceeding the real system capacity, it is a valid result for
proof of concept. To achieve this relatively small patches, the maximum pixels threshold was set
to 5,000,000 pixels.
The threshold value for the maximum pixel count is system dependent, i.e., in how much
RAM memory is available. The application uses quite a few intermediary matrices to perform all
computations. For reference, a realistic approximation of the amount of RAM used for an input
sequence of images with a resolution of 1280 by 960 pixels, resulting in a global mosaic with
a total resolution of 10,000 by 10,000 pixels is estimated to be slightly over 2 GB of required
memory. The system used for all the tests previously presented has a total RAM capacity of 8 GB,
which, admitting that 1 GB is reserved for the operating system, should be able to cope with a
maximum resolution of 20,000 by 18,000 – or a total of 360 million pixels.
Given that the full Scott Reef 25 dataset is comprised of 9831 images, on a roughly square
area (Figure 4.19), i.e., approximately a 100 by 100 image grid, and assuming that each image
overlaps the previous by 50%, a rough estimation of the resulting global mosaic would be of about
3,010 million pixels – which would exceed the system RAM capacity.
The largest scale test conducted used 50 sequential images and its results are presented in
Figure 4.20. Unfortunately, there is an area of the dataset imagery that is not appropriate for our
algorithm. The Scott Reef 25 dataset is a dense survey about a rectangular area. Figure 4.19 is a
small scale mosaic included in the dataset, where 3 main regions can be identified: a darker one,
mainly composed of brownish algae and sea plants; a lighter one, made of sand and plenty of small
rocks; and a transition zone. The vehicle that surveyed the area did a straight run across the whole
area followed by a peripheral trajectory and finally scanned the whole area by sweeping it back
and forth from one side to the other.
Due to the irregular height in the algae region and the non-stationary property of the plants
found there, strong parallax effects are evident in this area, which renders the homography com-
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putation almost impossible in most cases. In this cases, additional information is required, namely
navigation data or known landmarks, but all that is beyond the scope of this dissertation.
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(a) Patch0 (b) Patch1 (c) Patch2
(d) Global
Figure 4.18: Result of the proposed Large Scale Image Mosaicking algorithm. (a), (b) and (c) are
the sequential patches created and (d) is the resulting global mosaic.
Note: the images are not to scale.
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Figure 4.19: Scott Reef 25 – small scale mosaic of the complete dataset.)
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Conclusion and Future Work
This chapter summarises the accomplishments of this dissertation as well as the conclusions that
can be taken from all the research and work developed. Also, some relevant future work is pro-
posed.
5.1 Goal Achievement
The task of creating a two-dimensional map of the sea-floor using underwater images poses a
great challenge. Under some constraints, the authors have proposed some improvements over the
initially provided application and presented the results with a very successful outcome.
Regarding the dissertation’s goals, the calibration was the first step and was achieved using
freely available tools, such as the Camera Calibration Toolbox for Matlab, which yielded very
good results. The proper calibration, allowed the camera’s lenses distortions to be minimized,
causing the undistorted images to be well rectified for proper processing into the mosaicking
pipeline.
In terms of implementation, there were definitely strong difficulties. From the OpenCV con-
figuration itself, to the understanding of its libraries and main functions, matrix and vector access
methods, the entire research for mosaicking related topics, among so many others. The scope of
the image mosaicking topic is so wide that it turned out to be quite difficult to narrow down a path
for the proper development of the present work. Ultimately, the provided application was very
positively enhanced and it is now capable of processing any number of images in any orientation
and blend it into the final mosaic accordingly, as long as the calibration parameters are known, the
images are time-sequential and the scene is roughly planar, in a way that the parallax effects are
not significant enough to cause homography problems.
Finally, the proposed application was applied to a real dataset of the Scott Reef 25. This was
the ultimate test and it proved to be efficient on some areas of the map. But on the algae regions,
where the parallax effects become very significant, the application is incapable of continuing the
mosaic construction. To overcome this problem, some future work is suggested in the next section.
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5.2 Proposed Future Work
The developed application turned out to be efficient with real data, but it is still very limited. This
dissertation’s work can evolve in many different directions, but the first priority is a global align-
ment technique. When no other information is considered, global alignment techniques become
an extremely important tool in mosaicking. Closing loops and minimizing discrepancies between
matching features on non-consecutive images is definitely an important step.
If additional data were to be considered, the authors would suggest working on techniques for
combining the additional data with the computed homographies. A Kalman filter or cost functions
can be good ways to improve the robustness of the application and boost its potential in less ideal
conditions.
One other relevant path to clear is the image color correction. Although not very visible in
the dataset and image samples used in this dissertation, most underwater imagery suffers from the
effects mentioned in Chapter 2. Accounting for these problems and developing reliable solutions
to minimize discrepancies between the images on the mosaic, in terms of color balance, saturation,
non-uniform lighting, and properties alike, is very important. It is actually critical if the underwater
images are taken at higher depths, where the presence of natural light is minimal and the use of
artificial lights causes shadows and non-uniform scene illumination.
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