Abstract. In this paper we improve on Odlyzko's lower bounds for the Artin conductor.
Introduction
Let K be an algebraic number field such that K/Q is Galois and let χ be the character of an n-dimensional linear representation of G = Gal(K/Q). Assuming the analyticity of the Artin L-function L(s, χ), Odlyzko ([4] , p. 382) proved that the Artin conductor f χ ([3] , p. 540) satisfies the lower bound
where a χ and b χ are nonnegative integers giving the Γ-factors of the completed Artin L-function. Namely, a χ + b χ = χ(1) = n, a χ − b χ = χ(g 0 ), with g 0 ∈ G a complex conjugation. In §3 we use Weil's explicit formulas, as simplified by Mestre [1] , to improve these bounds to + O(1/n 2 ), as n → ∞.
Odlyzko also gave lower bounds for small degrees of n. Using the explicit formulas we are able to improve Odlyzko's bounds only slightly for large n, namely but we make considerable improvements on the lower bounds for small n (see Table  1 below).
The above improvements on Odlyzko's bounds are directly inspired by the story of lower bounds for the discriminant D K of a number field K. Odlyzko's complicated analytical method can be greatly simplified, as Serre [7] noted, by the use of explicit formulas. This was developed by Odlyzko himself and by Poitou and collaborators [5] and [6] . In SS2-4 we adapt these methods to Artin L-functions.
In §5 we introduce a new idea into Odlyzko's method, rather than just cleaning up his techniques using the explicit formulas. The main observation is that the first method (valid for all characters) does not yield good lower bounds only because the primes may contribute negative terms. When we pass to irreducible characters and consider χχ, the primes always contribute positively. However, without further information on the primes, we have to drop these terms. Our idea is to consider simultaneously both inequalities and remark that we need not take the worst possible case in both methods. If the primes hurt us (that is, amount to a negative term) in the first method, then they exist and will help us in the second one. It turns out that this simple idea yields substantial improvements whenever a χ = 0 (see Table 4 for small degrees). In particular, in Corollaries 5.2 and 5.3 we obtain, 
Explicit formulas and Odlyzko's method
2.1. Mestre's explicit formulas. Let K be an algebraic number field. Suppose that K/Q is Galois, χ is a linear character of G = Gal(K/Q) and f χ is its Artin conductor ( [3] , p. 527). Let us define the completed Artin L-function by
where L(s, χ) is the Artin L-function associated to χ with base field Q, a χ and b χ are integers such that
with 1 the identity element of G and g 0 ∈ G a complex conjugation ( [3] , pp. 522 and 540). This function verifies the functional equation ([3] , p. 540)
where W (χ) ∈ C is such that |W (χ)| = 1 and χ is the character of the dual (or contragredient) representation of χ. We will need Mestre's form ( [1] , pp. 212-213) of Weil's explicit formulas for rather general L-functions. We assume our L-functions L i have Euler products of the type
where p runs over the prime numbers and α i,p , β i,p are complex numbers such that
For positive real numbers A, B, a i and 
verifying by assumption that
for some ω ∈ C * . Let F : R → R be a function such that:
(1) There exists ε > 0 such that F (x)e 
is of bounded variation.
We define the Mellin transform of F by 
where ρ and μ run respectively over all zeros and poles of Λ 1 (counted according to their multiplicity) in the vertical strip s ∈ C − c ≤ Re(s) ≤ 1 + c .
We will apply Mestre's formula as follows. Let χ be any character of G. If ρ : G −→ GL(V ) with V a C-vector space, is the representation associated to χ, β is any prime ideal of K over p and ϕ β is a corresponding Frobenius automorphism, we can write the Artin L-function as a product of Euler factors for each prime as
where V I β is the subspace of invariants in V under the inertia group I β . If
where we have put
In Mestre's formula take
We also take
Actually,
Here is an analytic proof of f χ = f χ . Take absolute values of both sides of the functional (2.3) for s = 1 2 + it and t ∈ R such that L(s, χ) = 0, to get
Here we used L(s, χ) = L(s, χ) and |W (χ)| = 1. As the conductor is a positive integer, we conclude that f χ = f χ .
A more satisfactory arithmetic proof of this same fact can be carried out as follows. If ψ is any representation of
. If G j is the j-th ramification group at p in the lower numbering, we have for each prime p,
where ψ(G j ) = g∈G j ψ(g) (see [3] , pp. 528-530). Since f p (ψ) is a real number,
Let us now assume that the function F in Mestre's formula (2.6) verifies F (−x) = F (x) and F (0) = 1. Thus I(a, b) = J(a, b), since F is even, and
is entire, with r being exactly the order of the pole at s = 1, from (2.6) to (2.11), we obtain the explicit formula
where φ(s) is like (2.5) and ρ runs over all the zeros of Λ(s, χ) in the critical strip 0 < Re(ρ) < 1.
2 Remark 1. We shall obtain lower bounds for conductors by controlling the signs of various terms appearing in the explicit formula. For this we will have to impose sign conditions on F and its Mellin transform. On the other hand, since we only want an inequality, we may weaken slightly some of the analytic conditions. 
+c+ε)x is of bounded variation, the value at each point being the average of the right-and left-hand limits.
(C) The function
The purpose of the last condition is to ensure that the contributions from the zeroes ρ are all nonnegative. In (A) and (B) we have weakened the conditions (1)- (3) by allowing ε = 0 (cf. Proposition 5 in [6] ).
Under the Poitou-Mestre Hypothesis we then have
As Odlyzko pointed out (cf. [6] ), the conditions of nonnegativity on F (x), and on Re φ(s) on the critical strip, are equivalent to the requirement that (2.14)
where f (x) ≥ 0 and f (x) has a nonnegative Fourier transform. If we assume the Riemann Hypothesis for L(s, χ), we only have to ensure that Re φ( 1 2 + it) ≥ 0 for all real t. In this case we will only need to assume that F (x) ≥ 0 and that F has a nonnegative Fourier transform.
Bounds for arbitrary characters
A preliminary result is the following:
Proof. Consider the family of functions (introduced by L. Tartar [6] )
,
and y > 0 is a positive parameter. F y satisfies the Poitou-Mestre Hypothesis (see [6] ). In ( [6] , p. 13) it is shown that f has a nonnegative Fourier transform. 3 Since we have assumed Re χ(g) ≥ 0 we may drop from inequality (2.13) the sum over the primes. Putting a χ + b χ = χ(1), F = F y and y = 12 in (2.13), yields numerically,
and this is equivalent to (3.1).
In general Re(χ) is not positive, so Theorem 3.1 does not apply. Nevertheless, following Odlyzko we can prove the following.
Theorem 3.2. Let χ be a character of
Proof. Consider the character
where χ 0 is the one-dimensional identity character. Since L(s, χ) is assumed to be entire, we see that
From the properties of the conductor ( [3] , p. 533),
Also see (2.1) ,
Applying Theorem 3.1 to the character χ we obtain
3.1. Contribution of zeros. So far, we have not considered the positive contribution from the zeros in the explicit formulas. In general, we know almost nothing about the location of zeros of L(s, χ), but in the proof of Theorem 3.2 we introduced the Riemann zeta function and dropped the contribution from its zeros. If we restore the contribution from the lowest zeros ρ 0 = 1 2 ± i14.134725142 of the Riemann-zeta function we gain 2Re φ y (ρ 0 ), where φ y is the Mellin transform of F y . In this way we obtain, with y = 10.35,
which is slightly better than Theorem 3.2 if a χ is much larger than b χ . Another possibility is to take y = 13.5 to obtain, likewise,
With y = 12 we obtain a (minor) improvement for all a χ and b χ . Namely, under the hypotheses of Theorem 3.2,
Bounds for irreducible characters
We have seen that our results above are nearly optimal for arbitrary (i.e., possibly reducible) characters. In this section we again follow Odlyzko to obtain better lower bounds for irreducible characters. We will need the following lemma, valid for any character χ.
Proof (Odlyzko) . Since the conductor f χ is a product of local conductors p f p (χ) ([3] , p. 532), we need to prove that
For this, we will show that for every subgroup H of G we have
where f (H) = h∈H f (h) and |H| denotes the cardinality of H. We decompose
where φ 0 is the trivial character of H, the φ i are distinct, irreducible, nontrivial characters of H, and r i ≥ 0, r ≥ 0. We have that
and h∈H φ 0 (h) = |H|, and that h∈H φ i (h) = 0 (see [8] , p. 17). Hence χ(H) = r|H|. Also,
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Thus,
and so χχ(
, so the last inequality is equivalent to
The right side is negative only if i≥1 r i φ i (1) < 2, and this can happen only if r j = φ j (1) = 1, for some j and r i = 0 if i = j. In this case we obtain equality in (4.4), so (4.2) is true.
Returning to the proof of the lemma, let G j be the j-th ramification group in the lower numbering ( [3] , p. 528) associated to a prime of K above p. Then, from (4.1)and (4.2) we obtain
If we take χ as an irreducible character and assume the Artin Conjecture for the (reducible) character χχ of G,
and therefore
Now, applying (2.13) to the character χχ with r = 1, we get
where
Observe that (4.7) is equivalent to log f χχ ≥ (a χχ − b χχ )(I F (y) + log(π)) (4.11)
Hence, from (4.6) with n = χ(1), we get
Using the definition (2.2) of a χχ and b χχ , we get
From here, we obtain a lower bound that is useful for large n. 
Setting y = 0.0004 and using (4.12) we obtain (4.14).
Odlyzko ([4] , p. 385) obtained that
and, assuming the Riemann hypothesis, that
Taking y = .001 in the above proof, we can get (still under the Riemann hypothesis for L(s, χχ))
. For large n our bounds are only marginally better than Odlyzko's. In the next subsection we shall substantially improve on his bounds for small degrees.
Tables for small degrees.
In the previous section we used inequality (4.6), since we were interested only in large n. In this section we are interested in small n, so we use the stronger original inequality (4.5). The net effect is to replace every n 2 on the right-hand side of (4.12) by n(n − 1). From (4.11) we therefore obtain
As before, we obtain bounds by evaluating (4.16) with Tartar's F y as in (3.2) and y as given in Table 1 .
From (4.8) and (4.9) we find J F (y) < I F (y). Hence, from (4.16) we have the lower bound, valid for any nonnegative a χ , b χ with a χ + b χ = n > 1,
These bounds are given in the third column of the table below for 2 ≤ n ≤ 20. We also give lower bounds for the extreme cases in which a χ = 0 or b χ = 0, this time using (4.16). Finally, for the bounds under GRH we use Odlyzko's function (4.15) with y as shown. 
Beyond Odlyzko's method
In the previous section we obtained lower bounds for the conductor f χ of the irreducible character χ by two different methods. In the first one (where irreducibility was irrelevant) we had to compensate for the possible negativity of Re(χ). In the second method the primes entered positively, but we dropped them. In this section we improve on these bounds by noting that if the first method requires primes to be compensated for, then they must make a substantial contribution to the second method. If primes do not require compensation, then the first method can be substantially improved. Thus we are able to obtain an improvement regardless of the behavior of the primes.
We shall need a lemma which will allow us to balance gains against losses in the two methods. 
δ j . 5 The columns labeled Odl show the lower bounds obtained by Odlyzko ([4] , p. 404). Cases not covered by Odlyzko's tables have a − in the Odl column. All bounds are rounded down so that the inequality is rigorous. We assume χ is irreducible and that L(s, χχ) is analytic for s = 1. The last four columns on the right apply when we also assume GRH, i.e., that all zeroes ρ of L(s, χχ) satisfy Re(ρ) = We note that for large n our non-GRH bounds will drop toward 4.78 because the term −
in (4.17) becomes irrelevant (it approaches 0) and the decrease in the factor n n−1 takes over.
Proof. Since the δ j are assumed to be positive, there is a minimum value m of the positive quadratic form j x 2 j δ j as the x j range over the region defined by j x j β j ≤ −τ . First, we show that m can only be a assumed on the boundary. Indeed, suppose that there exist x j such that j x j β j < −τ and m is assumed at x = ( x j ). Then x is a critical point of the quadratic form. Taking partial derivatives we find 2 x j δ j = 0 for all j. Hence x = 0, contradicting j x j β j < −τ , since τ is assumed to be positive.
Thus we seek to minimize the expression (5.2) using the condition (5.1) with equality. We will use Lagrange multipliers. Note that the minimum is known to exist, and hence will be given as a critical point of the auxiliary function F (x, λ) used with Lagrange multipliers. We shall see that there is a unique critical point, and hence this yields the minimum m. Consider the function
Now, we will find a critical point for F . This is equivalent to solving the system
which is equivalent to
and so
Hence,
Therefore,
as claimed in the lemma.
To describe our main inequality we need some notation. Fix nonnegative integers a and b, and set n = a + b. For F : R → R an even function satisfying the PoitouMestre Hypothesis, set
We note H F is exactly the right-hand side of inequality (4.16) for 1 n log f χ for irreducible characters, while G F would also be a lower bound for 
, the sum ranging over all primes p and positive integers m such that m log p is contained in the support of F .
The way to interpret the messy expression (5.9) is to think of H F as the lower bound we had from the previous chapter, with the rest of the expression as the gain from the primes. In calculating (5.6) and (5.7) we take a = a χ , b = b χ and n = a + b.
Proof. From the basic inequality (2.13) with r = 0, we obtain
Now consider the character χχ, for which we have proved in Lemma 4.1 that
We now apply (2.13) to χχ (which corresponds to a representation of dimension n 2 ), the basic inequality (2.13) with r = 1 and F = F to obtain
In the last sum over p and m we may (and do) drop all p and m for which F (m log(p)) = 0.
6 Dropping these terms ensures that sums over p and m are finite, which will be required when we apply Lemma 5.1 below. From the hypotheses in the theorem we have the strict inequality α F ,p,m > 0 for terms p and m remaining in the sum. 
We claim, G F > T > H F . Indeed, the second inequality is trivial and the first one is equivalent to (on letting Γ =
which, on expanding the square, is equivalent to
which is clearly true since G F − H F > 0 by assumption. Let us write (5.10) as
If we had
we would have
proving the theorem in this case. Hence, we may suppose that (5.14) is false, i.e.,
As a consequence of Lemma 5.1, with j indexed by p and m as in the lemma,
Therefore, in (5.11) using (5.13), we have
where at the end we used definition (5.12) and some algebraic manipulations. Our last inequality proves the theorem.
We now apply the above theorem to obtain improved lower bounds for large degrees. 8 In this case, we can replace every occurrence of n − 1 in (5.7) and (5.9) by n.
9 Then (5.9) simplifies to
In (5.16) we will take F to be Bernardette Perrin-Riou's function, introduced in [6, p. 13],
where y G is a positive parameter to be specified later, fr(x) is even, vanishes for x > 2π and for x ∈ [0, 2π] is given by
Now since F in Theorem 5.1 depends on an extra parameter, we add it everywhere to the notation, writing, for example,
For F in (5.16) we will take Tartar's function
, We have the following numerical corollaries of Theorem 5.1.
11
8 In the next section we will tabulate such bounds for small degrees.
9 To see this, note that the n − 1 comes from inequality (4.16), which becomes strictly weaker if we replace every occurrence of n − 1 by n.
10 There the function is described as a convolution square, but not explicitly calculated. The formula we give in (5.17) is the result of carrying out the calculation of this convolution square.
11 The case a = 0 is not treated below, as Theorem 5.1 gives no significant improvement in this case. 
we have (replacing n by n − 1)
where I F (y), J F (y) and R F (y) were defined in (5.3), (5.4) and (5.5), respectively (but we have now put the dependence on y into the notation), and
Since I F (y) − J F (y) > 0, the expression (5.20) is quadratic in a with negative leading coefficient, its minimal value in any interval is attained at one of the interval extremes. One thus checks that on the interval [0, n] the minimum is attained at a = 0. This implies If we assume the Generalized Riemann Hypothesis as in the previous chapter, we can improve the lower bounds. Now, instead of Tartar's function we will take F : R → R to be Odlyzko's function,
which is even and vanishes for x > y
. We will take F = fr to be Perrin-Riou's function (5.17). Note that F is positive on the support of F if y H < y G /40.
Then we have the following conditional improvements on Corollaries 5.1, 5.2, and 5.3. Tables 2 and 3 , except for a = 0 where we only use (4.16) and Tartar's F y . 
Corollary 5.4. Let χ be an irreducible character of G and assume the Artin conjecture and the Riemann Hypothesis for L(s, χ) and L(s, χχ). Then
1 n log f χ ≥ 1.425 + (a − b) 2 n 2 0
