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Sommaire
Nous présentons une nouvelle méthode de pré-calcul d’ombres floues de haute qua
lité pouvant être projetées sur des objets dynamiques ajoutés à la scène. Nous stockons
tous les événements de visibilité en combinant efficacement la visibilité calculée à partir
de plusieurs shadow iiiaps dans une structure de type deep sÏzadow map (DSM) étendue.
La structure résultante capture bien les changements d’atténuation dans chaque pixel du
DSM et constitue donc une représentation précise de l’atténuation de la lumière, pour
des sources de lumière de toute taille. Nous montrons comment cette structure peut
être compressée et comment le matériel graphique récent peut être utilisé pour projeter
en temps interactif des ombres floues complexes sur des scènes statiques et des objets
animés à l’intérieur de ces scènes.
Mots-clés
Infographie 3D, image de synthèse, rendu, illumination, matériel graphique, visibilité,
ombre.
Abstract
We present a new method of precomputing high-quality soft shadows that can be
cast on dynamic objects added to the scene. We store ail visibility events by efficiently
merging the visibility computed from many shadow maps into an extended deep sha
dow map (DSM) structure. The resulting structure effectively captures the changes of
attenuation in each DSM pixel, and therefore constitutes an accurate representation of
light attenuation from extended light sources of ail sizes. We show how it can 5e com
pressed and how modem programmable graphics hardware technology can be used to
cast real-time complex soft shadows on static scenes and on animated objects within
those scenes.
Keywords:
3D computer graphics, image synthesis, rendering, illumination, graphics hardware,
visibility, shadow.
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Chapitre 1
Introduction
There is itothing more dtfflcult to take in hand, more
perïÏous to conduct or more uncertain in its sttccess
thami to take tÏze tead in the introduction ofa new or—
der oftÏtings.
Niccolo Machiavelli,
The Prince
Les ombres procurent d’importants indices sur les relations spatiales des diffé
rents éléments de la scène, i.e., des objets entre eux et des objets par rapport aux lu
mières [KMK94, MKK98, HWSB99] (figure 1.1). De plus, elles donnent de l’informa
tion sur les sources de lumière elles-mêmes forme, intensité, distance et orientation.
C’est donc pourquoi une quantité imposante de recherche se fait à leur sujet depuis
longtemps [WPF9O, CCODO41. Les ombres floues sont les plus désirables, car elles
ajoutent un réalisme précieux aux images synthétiques.
Avant d’en arriver aux motivations et aux contributions de ce mémoire, quelques
concepts de base seront exposés pour faciliter le reste de la lecture.
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FIG. 1.1 — Perception de la relation spatiale entre les différents éléments d’ une scène,
grâce aux ombres (image tirée de [HLHSO3]).
1.1 Concepts de base à propos des ombres
1.1.1 Qu’est-ce qu’une ombre?
Considérons une scène contenant une source de lumière S. Un point P de la scène
est considéré dans ce que nous appelons l’tmibra si aucune partie de $ n’est visible de
ce point, i.e., s’i] ne reçoit aucune lumière directement de la source de lumière.
Si S est partiellement visible pour P, P est dans la pénombre. L’union de l’umbra
et de lapéîzonzbre forme l’ombre. Les objets directement éclairés sont appelés des blo
queurs, car ils bloquent la lumière des objets derrière eux (les receveurs). Il est à noter
que cette distinction n’est pas binaire un objet peut être à la fois bloqueur et receveur.
Par exemple, un même objet faisant de l’ombre sur lui-même (seif-shadowing) est ainsi
à la fois bloqueur et receveur.
Cette distinction entre receveurs et bloqueurs sera importante plus tard, car certains
objets de notre scène ne seront que des receveurs.
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1.1.2 Ombres dures vs ombres floues
Le concept d’ombre est souvent vu comme un concept binaire, i.e., un point est dans
l’ombre ou il ne l’est pas. Ceci correspond à des ombres dures, comme celles produites
par une lumière ponctuelle ou directionnelle. En effet, une lumière ponctuelle ne peut
être que visible ou cachée d’un point receveur (figure 1.2). Il est par contre à noter que
les lumières ponctuelles n’existent pas dans le monde réel et donc que les ombres dures
donnent une apparence synthétique aux images.
FIG. 1.2 — Ombres dures (image adaptée de [HLHSO3]).
de Iumère rurfocique Source de lumière .urtoeique
. ‘
FIG. 1.3 — Ombres floues (image adaptée de [HLHSO3I).
Dans le cas plus réaliste d’une lumière surfacique, un point sur un receveur pourrait
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ne voir qu’une fraction de la lumière. C’est ici que se fait la distinction entre la zone
complètement éclairée, la pénombre et la zone de ttntbra. Le calcul exact de ces zones
(figure 1.3) est particulièrement difficile (et donc habituellement plus long), mais les
ombres floues donnent des images beaucoup plus près de la réalité (figure 1.4).
1.2 Motivation
Comme nous l’avons mentionné précédemment, le réalisme des ombres floues vient
souvent au prix d’un temps de calcul beaucoup plus considérable que sa contrepartie
des ombres dures. Pour cette raison, leur génération a traditionnellement été le fief de
techniques non interactives. Par contre, certaines de ces méthodes permettent, après des
temps de pré-calcul variant de quelques secondes à quelques heures, un rendu interactif
de la scène, à la condition que la scène demeure statique, i.e., que tous les éléments
(objets et lumières) demeurent immobiles.
Les récentes innovations dans le domaine du matériel graphique ont rendu possible
de nouvelles méthodes de génération interactive d’approximations d’ombres. Bien que
ces méthodes donnent souvent de bons résultats pour un nombre limité d’objets dyna
miques, elles ne possèdent pas le très haut niveau de qualité des méthodes en pré-calcul,
traditionnellement utilisées en production d’images synthétiques.
FIG. 1.4 — Ombre dure vs. ombre floue (image tirée de [HLHSO3]).
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Ces deux classes de techniques à rendu interactif, avec et sans pré-calcul, sont inté
ressantes, car elles apparaissent immédiatement comme étant complémentaires. D’une
part, les algorithmes en pré-calcul permettent le rendu interactif d’ombres de très haute
qualité, mais pour des scènes statiques uniquement. De l’autre, les algorithmes en temps
réel permettent une génération d’ombres floues interactive et ce même pour des objets
dynamiques, au prix d’une qualité moindre et d’une limite sur la complexité et-ou la
quantité des objets générant de l’ombre. Dans un contexte de rendu en temps réel de
mondes virtuels (e.g., jeux vidéo ou applications de type watktÏtrough), où on ajoute
quelques objets dynamiques (personnages, véhicules, etc.) dans un monde statique sou
vent énorme, il apparaît intéressant de pouvoir utiliser les deux types de techniques
conjointement.
1.3 Contributions
Ce mémoire propose une méthode de génération d’ombres floues, basée sur la struc
ture du deep shadow inap (DSM) [LVOO], qui comble le vide entre les techniques avec
et sans pré-calcul. Notre méthode permet:
— des ombres floues pré-calculées de haute qualité, pouvant être rendues à l’aide
de matériel graphique moderne et donc pouvant être intégrées dans la plupart des
moteurs graphiques;
—
l’ajout d’objets dynamiques à la scène, et ce après le pré-calcul des ombres.
Avec une structure du type DSM, nous pouvons évaluer la fonction de visibilité
pour n’importe quel point dans l’espace, ce qui permet de traiter correctement l’ombre
sur les objets dynamiques ajoutés après le pré-calcul de l’ombre. Bien que ces objets
ne feront pas automatiquement de l’ombre (i.e., ils ne seront que des receveurs), des
études [Wan92j ont montré que les humains sont peu sensibles à la qualité des ombres
d’objets dynamiques. Il serait donc acceptable de générer ces ombres à l’aide des ré
centes méthodes interactives qui seront discutées au chapitre 2. Cet aspect de notre
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technique, ainsi que la qualité accrue des images en résultant, nous positionnent de fa
çon favorable face aux travaux de Agrawala et al. [ARHMOOI, dont certains éléments
sont similaires au travail présenté ici. Comme il sera discuté au cours de ce mémoire,
notre technique peut se positionner tant au niveau du rendu de production de haute
qualité que du rendu interactif.
En résumé, les contributions de ce mémoire sont
1. La construction du DSM pour des ombres floues de sources étendues de lumière;
2. Le rendu interactif de ces ombres de haute qualité.
Chapitre 2
Travaux antérieurs
WÏzo so neglects learning in lus youth,
Loses the past and is deadfor thefitture.
Euripides,
Phrixus
Bien que le calcul des ombres soit relié au calcul de visibilité [COCSDO3], un
problème omniprésent en infographie, il a ses particularités, ce qui a mené au déve
loppement de plusieurs algorithmes et structures dédiés à la résolution du problème
du calcul d’ombres [WPF9O]. Les techniques de calcul d’ombres peuvent être, dans
la majorité des cas, regroupées en quatre catégories les techniques basées sur le lan
cer de rayons, les techniques d’illumination globale, les techniques basées sur les vo
lumes d’ombre et finalement, celles basées sur les tampons de profondeur (depth buf
fers ou slzadow maps). Nous discuterons brièvement des trois premières catégories,
pour principalement nous intéresser à la dernière, plus étroitement reliée à notre ap
proche. La plupart des méthodes sont décrites plus en détail dans différents livres et
sun’eys [WPF9O, AMHO2, HLHSO3, CCODO4].
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2.1 Méthode du lancer de rayons
Le calcul d’ombre à l’aide de la méthode du lancer de rayons [Whi8O] est très
simple et générale (elle n’est pas limité aux modèles polygonaux). À partir du point où
nous désirons calculer l’ombre, il suffit de lancer un ou plusieurs rayons vers la lumière
et d’accumuler la proportion de ces rayons qui intersectent une surface avant d’atteindre
la lumière. Le nombre de rayons lancés détermine le réalisme et la qualité de l’ombre.
Un nombre important de rayons est souvent nécessaire afin de bien échantillonner la
surface de la lumière. Plusieurs articles ont été écrits sur le lancer de rayons; les livres
de Glassner et de Shirley sont de bonnes introductions au sujet [G1a89, ShiOOJ.
Malheureusement, cette simplicité vient au prix d’un temps de calcul élevé et le
lancer de rayons n’est donc normalement pas capable d’effectuer un rendu d’images en
temps interactif, bien que beaucoup de recherche se fasse encore à ce sujet [WDP99,
PBMHO2, CITE-102, WDSO4].
2.2 Méthodes d’illumination globale
FIG. 2.1 — Exemple d’illumination globale à l’aide du photon map (image tirée
de [Jen96J).
Les techniques d’illumination globale tiennent compte non seulement de la lumière
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venant directement de la source de lumière, mais aussi de la lumière provenant de
sources “indirectes”, comme par exemple l’iriterréflexion (souvent très douce) entre
les murs d’une pièce (voir figure 2.1). Deux méthodes d’illumination globale très popu
laires sont la radiosité [CW93, SP94] et le photon lnappiitg [JenOl]. Ces deux méthodes
traitent implicitement les ombres, mais le photon mapping peut aussi les traiter expli
citement à l’aide de shadowpÏzotons [JC95]. Comme ces techniques traitent l’illumi
nation d’une scène de façon globale, elles produisent des ombres floues de deux types:
celles causées par les lumières surfaciques et celles causées par les réflexions multiples
de l’illumination globale. Comme le lancer de rayons, les techniques d’illumination
globale ne permettent que rarement un rendu interactif, malgré de récents avancements
à ce niveau [WPSO3, WGSO4, GWSO4].
2.3 Méthodes basées sur les volumes d’ombre
Une façon intuitive de penser aux ombres est de façon purement géométrique. Cette
approche a d’abord été décrite par Crow [Cro77] et ensuite implantée à l’aide de maté
riel graphique par Heidmann [Hei9l].
L’algorithme consiste d’abord à trouver les silhouettes des bloqueurs (du point de
vue de la lumière*), puis à faire une extrusion des silhouettes le long de la direction de
la lumière, créant ainsi les voÏwnes d’ombre (voir figure 2.2). Les objets se trouvant à
l’intérieur d’au moins un volume d’ombre sont dans l’ombre, ceux à l’extérieur sont
illuminés.
Les volumes d’ombre sont calculés comme suit:
— La première étape consiste à trouver la silhouette des bloqueurs, vue de la lu
mière. La façon la plus simple est d’identifier les segments partagés par un poly
gone face à la lumière et un autre dans la direction opposée.
—
Nous construisons ensuite les polygones d’ombre en faisant l’extrusion de chaque
de volumes d’ombre traite les lumières ponctuelles et directionnelles.
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b Source de lumière
Bloqueur I
Camèra
+1
Bloqueur 2
+1
:i
+1
-1
-1
-1
Ç\\\\\\\\
1 2 1 0
FiG. 2.2 — Illustration en 2D des volumes d’ombre (image adaptée de [HLHSO3]).
segment de silhouette le long de la direction depuis la lumière, formant ainsi
un long polygone (quadrilatère) d’ombre. Toutes ces extrusions définissent un
volume, et savoir si un point est dans l’ombre revient à savoir si ce point est dans
le volume.
— Pour chaque pixel de l’image, nous comptons le nombre de polygones d’ombre
traversés du plan image jusqu’à l’objet à rendre. Les polygones d’ombre fai
sant face à la caméra incrémentent le compteur, les autres Je décrémentent. Si le
compteur est positif à la toute fin, le point est dans l’ombre (voir figure 2.2).
Le rendu avec l’aide du matériel graphique se fait aisément à l’aide du stencil buf
fer: les polygones d’ombre incrémentent ou décrémentent les pixels du stencil buffer
selon leur orientation. Lors d’un rendu subséquent, seuls les pixels où le compteur du
stencil buffer est à zéro seront traités. L’algorithme complet de rendu à l’aide des vo
lumes d’ombre est donc
1. faire le rendu de la scène avec l’illumination ambiante seulement;
2. calculer et faire le rendu des volumes d’ombre dans le stencil buffer (toujours
avec le test du z activé);
3. faire le rendu de la scène complète avec le test du stencil buffer activé : seuls les
points où la valeur du stencil buffer est zéro sont rendus, tous les autres ne sont
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pas modifiés, conservant seulement leur couleur ambiante.
L’algorithme de volumes d’ombre a beaucoup d’avantages
— génération et rendu interactif pour scènes dynamiques;
—
permet l’uti]isation de lumières omnidirectionnelles;
— rendu d’ombres à la précision du pixel de caméra;
Il a aussi plusieurs problèmes
— le temps de calcul augmente rapidement avec la complexité de la scène;
— requiert le calcul de la silhouette des bloqueurs;
—
au moins deux passes de rendu sont nécessaires;
—
malgré des améliorations récentes [GLYO3, LWGMO4, CDO4J à la technique,
le rendu des polygones d’ombre consomment une grande quantité defitirate sur
— le self-sÏzadowing est traité correctement.
FIG. 23 — Image provenant de Doom 3 (produit par id Software).
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la carte graphique. Par exemple, prenons le cas de le moteur graphique du jeu
Dooin 3. Il s’agit d’un moteur très populaire, à la fine pointe de la technologie,
traitant entre autres du buntp niapping, du shading en précision pixel, de l’illu
mination dynamique, des effets atmosphériques et un système de particules (voir
figure 2.3). Malgré toute cette complexité, le seul calcul des ombres à l’aide de
volumes d’ombre compte pour 50% du temps de rendu. La compagnie produi
sant le moteur a même annoncé que, malgré des débuts prometteurs, les volumes
d’ombre ne seraient plus utilisés dans Leurs futurs projets.
— si des polygones d’ombre sont en avant du plan imaget, les valeurs du stencil
buffer sont fausses. Everitt et Kilgard [EKO2] proposent la méthode dite du z
fail, qui corrige le problème.
Une extension récente aux volumes d’ombre, soit les pentunbra wedges [AMAO2,
AAMO3J, produit des ombres floues de qualité de façon interactive (voir figures 2.4 et
2.5), mais les besoins enfiÏÏrate sont grandement augmentés, ce qui rend la technique
inutilisable pour le rendu d’une grande quantité de polygones. De plus, bien que les
résultats soient plutôt convaincants, leur technique reste approximative .
i.e., entre la position de la caméra et le front clipping plane.
tLes silhouettes sont calculées à partir du centre de la lumière, ce qui est faux pour toute lumière
Source de lumière
FIG. 2.4 — Diagramme illustant l’algorithme de pentunbra wedges (image adaptée
de [AAMO3]).
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FIG. 2.5 — Résultat de l’algorithme de penwnbra wedges (image tirée de [AAMO3]).
2.4 Méthodes basées sur le tampon de profondeur
2.4.1 Shadow mapping
Le calcul d’ombre consiste à identifier les parties de la scène qui sont cachées de
la source de lumière. Cela revient donc intrinsèquement à un calcul de visibilité selon
le point de vue de la lumière. La technique du shadow lnappiitg [Wi178] exploite ce
parallèle.
L’algorithme de sïzaclow mapping se fait en deux passes de rendu:
1. Premièrement, la scène est rendue du point de vue de la source de lumière. Les
valeurs contenues dans le z-bttffer sont alors sauvegardées, elles forment le tam
pon de profondeur des ombres (shadow ,nap) (voir figure 2.6).
2. Ensuite, un rendu de la scène est fait du point de vue de la caméra, en utilisant
le shadow nzap pour déterminer les parties éclairées ou dans l’ombre. Pour dé
terminer si un point est dans l’ombre, on le projette dans le sÏzadow inap de la
lumière et on compare la profondeur résultant de cette projection à la profondeur
contenue dans le shadow lnap. Si la profondeur du shadow inap est plus petite, le
point est dans l’ombre, sinon il est éclairé (voir figure 2.7).
— 1W
4Jî,
surfacique. De plus, la fonction d’atténuation est aussi approximative.
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deur vu de la lumière, encodé en niveaux de gris, où pâle représente une distance plus
rapprochée de la lumière (image tirée de [HLHSO3I).
L’algorithme du shadow inapping est implanté dans le matériel graphique en utili
sant les textures [SKvW±921 à l’aide, par exemple, d’extensions à OpeitGL disponibles
sur les cartes nVidia à partir de la GeForce 3 et sur les cartes ATI à partir de la Radeon
9500. Cette approche est en fait une extension du système de textures standard, dans le
quel on utilise le shadow map comme une texture projective, mais en appliquant un test
spécifique au shadow mapping (i.e., de comparer le z du fragment en espace lumière au
z présent dans la texture). Ceci permet à la technique d’atteindre des vitesses de rendu
très élevées. La technique du shadow nzap est aussi intéressante car elle n’est pas limi
tée aux modèles polygonaux, ce qui la rend plus générale que la technique des volumes
d’ombre. En effet, elle ne requiert qu’une façon de rendre le modèle géométrique à
l’aide d’un algorithme de type z-htffer.
Le problème majeur de l’algorithme est la possibilité qu’un aliassage très visible
apparaisse au niveau des contours des ombres (voir l’image de gauche de la figure 2.8).
Plusieurs techniques ont donc été proposées pour atténuer ce problème. Comme cet
aliassage ne sera présent qu’aux frontières de l’ombre, un réflexe intuitif serait de filtrer
le résultat du shactow inappiizg, de façon à masquer l’aliassage. Reeves et aï. proposent
leur algorithme de filtrage, le Percentage CÏoser FiÏteriizg (FCf) {RSC87J, qui effectue
FIG. 2.6 — Shadow mapping. À gauche, vue de la caméra. À droite, tampon de profon
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Plan image du shadow map
Shadow map
Cantéra
Plan image
le test du z sur plusieurs pixels voisins du shadow nzap, de façon à obtenir des tons
de gris aux frontières de l’ombre. Le PCF diminue de beaucoup l’aliassage, mais pour
des tailles de filtre assez coûteuses. Le matériel graphique moderne implante une ver
sion simplifiée de cet algorithme, sous la forme de filtrage bilinéaire des textures de
profondeur.
Il est aussi possible de minimiser l’aliassage, au lieu de le masquer. Fernando et
al. proposent les adaptive sÏiadow inaps [FfBGOY] qui subdivisent en qttadtree le tam
pon de profondeur de façon à permettre un échantillonnage plus raffiné aux frontières
de l’ombre et où plusieurs objets projettent dans le même pixel du shadow inap. Mal
heureusement, la complexité des structures de données impliquées empêche une im
plantation matérielle de l’algorithme. D’autres techniques [SCHO3, CDO4] utilisent la
précision des shadow volumes aux frontières de l’ombre. Plusieurs techniques ont été
proposées pour calculer le shadow nzap en espace perspective [SDO2, WSPO4, MTO4},
stockant ainsi plus de détails dans les parties du shadow map proches de l’oeil (voir
figure 2.8).
‘I,
‘I”
Source de
lumiere
FIG. 2.7 — Diagramme illustrant l’algorithme de sÏzadow inapping.
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2.4.2 Ombres floues approximatives avec tampons de profondeur
Il existe aussi des techniques basées sur les tampons de profondeur qui permettent le
calcul etie rendu d’ombres floues en temps interactif. La performance de ces techniques
est supérieure aux pentcnzbra wedges, basés sur les volumes d’ombre, mais la qualité
des ombres générées est inférieure.
Les smootÏzies {CDO3] étendent la silhouette des bloqueurs, de façon à créer une
texture projective de pénombre (voir la figure 2.9 pour plus de détails). Les penumbra
,iiaps [WHO3] sont similaires, mais utilisent des plans inclinés et des cônes rendus dans
une texture projective de pénombre. Les deux techniques atteignent des temps de rendu
interactifs, mais comme elles sont toujours basées sur les textures projectives, elles ne
peuvent que représenter lapénonibre externe (voir la figure 2.10). La pénombre interne
est plus difficile à traiter, car elle se trouve cachée derrière les bloqueurs. Elle n’est
donc tout simplement pas visible du centre de la lumière.
FIG. 2.8 — Le tampon de profondeur en espace perspective. À gauche, un tampon de
profondeur traditionnel avec ses problèmes d’aliassage. À droite, en espace perspective
(image tirée de [SDO2I).
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FIG. 2.9 — Algorithme des smoothies. (a) Création d’un shadow inap standard. Puis,
construction de primitives (snzoothies) aux silhouettes. (b) Rendu des snzoothies dans
un tampon de profondeur. (c) Pour chaque pixel du smoothie buffer, stockage d’un alpha
qui dépend du ratio de distances entre la source de lumière, le bloqueur et le receveur.
(d) Finalement, rendu de la scène du point de vue de la caméra avec comparaison avec
les valeurs du shadow inap et du smoothie buffer (image adaptée de [CDO3]).
2.4.3 Ombres floues avec multiples tampons de profondeur
Comme il a été mentionné dans la section sur le lance;- de rayons, il est possible
de calculer des ombres floues en échantillonnant la visibilité à plusieurs points sur la
source de lumière et en intégrant leurs contributions. Brotman et Badler {BB84] ont été
les premiers à adapter cette idée d’échantillonnage au shadow înapping. Ils calculent
plusieurs tampons de profondeur, pris de points différents sur la source de lumière, puis
effectuent le test du sÏzadow inap sur chacun d’eux en intégrant le résultat. Par exemple,
si 25% des tests disent que le point est dans l’ombre, alors le facteur d’atténuation
est aussi de 25%. Le problème avec cette technique est que le stockage de ces tam
pons de profondeur demande beaucoup d’espace mémoire (potentiellement plusieurs
giga-octets1), ce qui rend la technique inutilisable pour un nombre d’échantillons élevé
(souvent nécessaire, voir figure 2.11 pour exemple).
Par contre, les données contenues dans ces tampons de profondeur est très cohé
1Par exemple, pour l’image de droite de la figure 2.11, supposons 1024 échantillons de shadow map
de taille 2048 x 2048 à 24 bits par pixel. Ceci nous donnerait un total mémoire de 12 giga-octets.
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FIG. 2.10 — Pénombre interne et externe (image adaptée de [HLHSO3]). La partie in
terne de la pénombre est celle qui n’est pas visible à partir d’une lumière ponctuelle.
rente. Agrawala et ai. [ARHMOO] regroupent tous ces tampons de profondeur dans une
seule structure 3D, appelée Lavered attenuation inap (LAM). Le LAM est construit de
la façon suivante
1. Pour chaque échantillon sur ta lumière, une vue est calculée dans la direction de
la normale de la lumière.
2. Pour chaque pixel de l’image résultante:
(a) La coordonnée (x, y, z) du pixel est projetée dans la caméra centrale, avec
comme résultat la nouvelle coordonnée (x’, y’, z’).
(b) Cette nouvelle coordonnée est insérée dans le LAM, i.e., qu’au pixel (x’, y’)
du LAM, un événement à la profondeur z’ est ajouté.
3. Une fois tous les échantillons traités, une passe d’accumulation des événements
est faite sur le LAM, de façon à calculer le pourcentage d’atténuation à tous les
endroits où des événements ont été insérés.
Les résultats sont intéressants (voir la figure 2.12), mais leur technique de projection
a toutefois deux désavantages importants:
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— elle ne donne de bons résultats que pour de petites sources de lumière. Pour de
grandes sources, les échantillons seront trop distants et des trous apparaîtront
dans l’ombre;
— elle ne contient de l’information qu’aux endroits où se trouve une surface de la
scène utilisée pour la construction, ce qui empêche l’ajout d’objets dynamiques
dans la scène après le calcul du L4M.
2.4.4 Deep Sliadow Map
Avec le DSM, Lokovic et Veach [LVOO] introduisent une structure de visibilité ca
pable de capturer l’occlusion cumulative due à des structures minuscules ou semi trans
parentes (en particulier, les cheveux, figure 2.13). Une fonction contenant l’augmenta
tion de l’atténuation est construite et stockée pour chaque pixel d’un shadow inap (voir
figure 2.14 pour plus de détails). Kim et Neumann [KNO1J construisent efficacement
une approximation du DSM avec l’aide du matériel graphique.
Un avantage majeur du deep shadow niap est qu’il effectue un filtrage de plusieurs
sÏzadow inaps en une seule structure. En effet, la fonction finale contenue dans un pixel
du DSM est en fait une intégration de plusieurs fonctions échantillonnées dans ce pixel.
FIG. 2.11 — Effet d’un nombre différent d’échantillons sur la lumière. Gauche : 4 échan
tillons. Droite 1024 échantillons (image tirée de [HLHSD3]).
Chapitre 2. Travaux antérieurs 20
Ceci a pour effet d’obtenir avec un DSM des résultats qui demanderaient une très grande
résolution avec un shadow niap normal (voir figure 2.13). De plus, comme les fonc
tions d’atténuation sont généralement assez douces (par morceaux), un algorithme de
compression peut être utilisé de façon à réduire ]a quantité de mémoire nécessaire au
stockage des fonctions (voir section 3.2 pour plus de détails).
La structure du DSM est particulièrement intéressante car elle permet d’évaluer la
fonction d’atténuation n’importe où dans l’espace.
FiG. 2.12 — Layered auenuation inap (image tirée de [ARHMOO]).
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FIG. 2.13 —Deep sÏtadow inap. De gauche à droite Boule de 50000 cheveux, sÏiadow
inap de 512 x 512, slzadow lnap de 4096 x 4096, DSM de 512 x 512 (image tirée
de [LVOO]).
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FIG. 2.14 — Construction de la fonction d’un pixel de deep shadow inap. (a) Les inter
sections d’objets le long d’un rayon (pixel du DSM) donnent la fonction de transmission
de surface rs, qui a des discontinuités à la profondeur de chaque surface. (b) La fonc
tion d’extinction i est obtenue en échantillonnant la densité atmosphérique à intervalles
réguliers le long du rayon. (e) La fonction d’extinction est intégrée et la transmission
de volume TV est calculée à partir de la fonction d’extinction. (d) Les transmissions de
surface et de volume sont multipliées pour obtenir la fonction de transmission finale T
pour chaque rayon (image tirée de [LVOO]).
/
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Dans ce chapitre, nous discutons l’adaptation nécessaire à la structure du DSM pour
capturer l’atténuation d’une source de lumière étendue. L’utilisation d’un DSM pour
stocker de l’information par rapport à des ombres floues a deux avantages majeurs.
Premièrement, comme nous justifierons plus tard, cela permet d’éviter les problèmes
de trous se présentant lors de la projection de shadow inap [ARHMOO], ce qui résulte
en des ombres de meilleure qualité. De plus, le DSM nous permet d’évaluer la fonc
tion d’atténuation partout dans l’espace 3D. Ceci rend possible l’insertion de nouveaux
objets dans la scène, recevant les ombres correctement, sans avoir à recalculer le deep
shadow rnap. Nous ne discutons dans ce chapitre que de la création du penunibra deep
shadow inap, notre extension aux DSM, le rendu d’ombres à l’aide de cette structure
sera présenté au chapitre 4.
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3.1 Construction
Lors du rendu d’un point 3D, la fraction de lumière atteignant directement ce point
est nécessaire. Cette information est encodée par le DSM pour tous les points 3D dans sa
pyramide de vue. Chaque pixel du DSM correspond à un rayon 3D, débutant au centre
de projection (CDP) du DSM, traversant le centre du pixel. Un pixel du DSM capture
la fonction décrivant la fraction de lumière bloquée tout au long de ce rayon. Pour
construire un DSM contenant de l’information de pénombre, ce que nous appellerons
désormais un penttnzbra deep shadow inap (PDSM), une technique similaire à celle de
Agrawala et aï. [ARHMOO] est utilisée. Comme dans Agrawala et aï., nous désirons
ajouter la contribution de plusieurs shadow maps à une structure 3D, mais dans notre
cas il s’agit d’un deep shadow inap. Nous cherchons donc à calculer comment chaque
shadow inap (i.e., chaque échantillon) affecte la visibilité le long de chacun des rayons
du PDSM. L’algorithme 3.1 détaille la méthode de construction.
Algorithme 3.1 Algorithme de génération du PDSM.
1 Génération de points aléatoires sur la source de lumière.
pour chaque point (échantillon) faire
2 Calcul d’un shadow inap.
7/ Insertion de l’information du SM dans le PDSM.
pour chaque pixel du PDSM faire
3 Calcul du rayon 3D associé.
4 Projection de ce rayon dans le SM.
pour chaque pixel du SM tra versé par le rayon faire
5 si changement de visibilité alors
6 Insertion d’un événement dans le PDSM.
Le calcul du facteur d’atténuation débute par la sélection de points aléatoires sur
la source de lumière étendue (étape 1). Nous utilisons un échantillonnage stratfié sur
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la surface de la lumière pour assurer une variance réduite. Un sÏtadow inap est ensuite
calculé pour chacun des points d’échantillonnage (étape 2). Bien que nous n’avons
pas implanté cette fonctionnalité, d’autres distributions, ainsi que différentes fonctions
d’importance, pourraient être utilisées {ARBJO3, ODJO4J. surtout si l’émission sur la
surface de la lumière n’est pas uniforme.
Afin de calculer l’occlusion contribuée par un point échantillonné sur la lumière,
nous projetons chaque rayon 3D du PDSM dans le shadow inap du point (étape 4)
et calculons ensuite les sections du rayon qui sont dans l’ombre (étape 5). Ces sec
tions sont ensuite combinées avec les sections d’ombre déjà présentes dans le rayon
du PDSM (étape 6). Il est à noter que c’est cette façon d’échantillonner la pyramide
de vue de la lumière qui évite l’apparition de trous dans les ombres créées avec notre
technique. Les étapes 5 et 6 sont illustrées dans les figures 3.1 et 3.2. Conceptuelle
ment, notre technique est plutôt simple. Il y a cependant deux étapes qui comportent
des difficultés, soient les étapes 5 et 6, que nous élaborons maintenant plus en détail.
La détermination des portions ombragées d’un rayon du PDSM projeté est obtenue
en faisant la scan-conversion du rayon dans le shacÏow map (figure 3.3). Ensuite, l’al
gorithme garde en mémoire les parties du rayon échouant le test standard du shadow
lnap, i.e., les parties du segment de ligne qui seraient ombragées dans un contexte de
rendu standard. Pour améliorer l’efficacité, il est seulement nécessaire de garder les
points d’entrée et de sortie de chaque section ombragée. De plus, il est plus efficace de
traiter les événements d’entrée/sortie comme de simples événements de visibilité, sans
aucune connection entre les deux, avec des valeurs de +1 dépendant du type d’évé
nement (entrée ou sortie), car ceci permet l’utilisation d’un arbre binaire efficace pour
le stockage et l’insertion triée des événements. Une fois le rayon du PDSM construit,
nous pouvons traiter ces événements (triés en z) séquentiellement pour créer la fonction
d’atténuation.
Lorsqu’un pixel contenant un événement de visibilité a été identifié, nous devons
déterminer à quelle profondeur le long du rayon du PDSM cet événement s’est produit.
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FIG. 3.1 — Un rayon correspond à un seul pixel du PDSM. Le rayon du PDSM est
utilisé pour accumuler l’information d’atténuation calculée à partir du shadow nzap
d’un échantillon. Les événements d’ombre (ei, e2, e3, arrière-plan) sont insérés dans ce
pixel du PDSM.
Dans un contexte de calcul d’ombres, il est important que la précision en z soit Ïa plus
grande possible*. Le sÏzadow ntap et l’algorithme de scan-conversion du rayon nous
procurent de l’information à ce sujet, chacun avec ses avantages et ses inconvénients.
Le sÏzadow inap a l’avantage d’avoir la plus grande précision possible, car nous avons
directement la profondeur de la surface, mais a le désavantage majeur de pouvoir nous
fournir de l’information fausse quand le rayon passe derrière un objet, comme illustré
sur la figure 3.4 (b). La scan-conversion quant à elle ne fournit jamais d’information
erronée, mais est de précision variable et parfois pauvre. En effet, la précision de l’in
formation fournie par la scan-conversion est directement proportionnelle au nombre de
*5j la profondeur est trop petite, des artefacts de seif-shadowing peuvent apparaître. Si elle est trop
grande, l’ombre semble se détacher des objets, ce qui est particulièrement dérangeant au point de contact
entre deux objets, en particulier au point de contact entre un objet et le sol.
Plan rapproché
Sortie
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FIG. 3.2 — (a) Visibilité le long d’un rayon pour un échantillon. (b) La fonction d’atté
nuation finale le long du rayon du FDSM, i.e., la somme des contributions de chacun
des sÏzadow inap échantillons. Il est à noter que cette fonction n’est pas strictement
croissante, contrairement à Lokovic et Veach [LVOO].
pixels qu’occupe le rayon dans le SM. Plus ce nombre est petit, moins l’information est
précise.
Heureusement, nous pouvons utiliser les deux méthodes conjointement, de façon à
obtenir de meilleurs résultats. Il est possible d’utiliser l’information de la scan-conversion
pour valider l’information provenant du sÏzadow map, de façon à n’utiliser l’informa
tion de la scan-conversion que si l’information du sÏzadow inap est fausse. En effet,
la scan-conversion nous fournit des bornes inférieures et supérieures sur le z que peut
avoir l’événement de visibilité, cet événement se devant d’être entre la profondeur du
pixel courant (de la scan-conversion) et celle du pixel précédent. Si le z du SM n’est pas
entre les bornes du scanconversion, alors l’information provenant du shadow inap est
fausse. La figure 3.4 résume le tout : (a) quand utiliser l’information du shadow inap,
(b) quand utiliser l’information de l’algorithme de scan-conversion et (c), comment
calculer la profondeur des événements de sortie. De plus, nous pouvons intuitivement
observer que les deux techniques seront précises de façon complémentaire. Le shadow
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FIG. 3.3 — Le rayon 3D du PDSM est projeté dans le slzadow map et les pixels utilisés
pour déterminer la visibilité du rayon sont identifiés en faisant la scan-conversion du
rayon en utilisant l’algorithme du point milieu ([FvDFH9O] pp. 74-8 1).
inap sera probablement plus précis lorsque le point échantillon est proche du centre de
la lumière (Le., du point central et donc du PDSM, alors que c’est l’inverse pour la
scan-conversion, qui sera plus précise pour des échantillons loin du point central où les
rayons du PDSM couvriront plus de pixels lors de la scan-conversion.
Les rayons du PDSM se projetant dans un seul pixel sont traités comme un cas spé
cial. Une section d’ombre est insérée de la profondeur du shadow nzap jusqu’à l’arrière-
plan.
Lors de la combinaison de l’information du shadow inap avec celle du PD$M, les
profondeurs du shadow inap sont transformées en des profondeurs du FDSM pour in
sertion. Pour une source de lumière de forme arbitraire, où les espaces 3D des échan
tillonst et celui du PDSM ne sont pas cohérents entre eux, ceci nécessite de déprojeter
l’événement de visibilité en espace inonde, puis de le projeter dans l’espace du FDSM.
Techniquement, ceci revient à multiplier un point 3D par deux matrices, ce qu’il est très
coûteux de faire à chaque événement (e.g., la scène du Dragon de la figure 3.6 contient
L’espace 3D d’un échantillon correspond en fait à l’espace 3D du shadow niap associé à cet échan
tillon.
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FIG. 3.4 — Les pixels du sÏzadow nzap correspondent aux régions verticales i-2, i-1, j,
etc.; les points représentent l’information de profondeur au centre de chaque pixel du
sÏzadow inap; la profondeur du rayon du FDSM croît en traversant le shadow map.
Choix entre la profondeur du rayon du PDSM et celle du shadow înap au pixel i (a)
la profondeur du shadow nzap est correcte, (b) la profondeur du sÏzadow map est incor
recte, (c) illustration du choix de la profondeur du pixel précédent pour les événements
de sortie.
plus de 25 millions événements de visibilité). Ce calcul peut être grandement simplifié
si la lumière est planaire et si les sÏiadow inaps sont parallèles entre eux et parallèles à la
source de lumière [ARHMOO]. Dans ce contexte, les profondeurs dans le slzadow map
correspondent exactement aux profondeurs dans le PD$M; aucun calcul n’est donc
nécessaire pour le z (voir figure 3.5). De plus, nous connaissons directement les co
ordonnées (x, y) de l’événement dans le PDSM, puisque nous savons le rayon qui est
présentement traité. Nous avons donc directement les coordonnées 3D de l’événement
dans le PDSM, sans aucun calcul coQteux.
Puisque la résolution en profondeur du shadow nzap est finie, plusieurs événements
provenant de différents shadow iizaps peuvent se produire à la même profondeur ou être
très proches. Les événements se produisant dans un intervalle de profondeur s’appro
chant de la résolution en profondeur du shadow nzap sont tout simplement consolidés.
Une fois le PDSM construit, nous avons une série d’événements avec leur profon
deur et leur valeur d’atténuation pour chaque pixel du PDSM. Puisqu’il s’agit d’une
représentation de la lumière provenant d’une source étendue, cette fonction n’est pas
strictement croissante. Une telle fonction d’atténuation est illustrée dans la figure 3.2 (b).
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Source de lumière
Il est à noter que si l’ajout d’objets dynamiques dans la scène n’est pas désiré, il n’est
pas nécessaire de garder tous les événements. Comme Agrawala et aï. [ARHMOOI, il est
possible de ne conserver que les valeurs d’atténuation proches des surfaces, réduisant
ainsi de beaucoup le nombre d’événements et la quantité de mémoire requise.
Comme avec la technique de shadow inapping standard, il est nécessaire d’utiliser
un biais lors de l’utilisation d’un PDSM. Ce biais peut être insérer lors de la construction
du PDSM ou lors de l’évaluation de la fonction d’atténuation pendant le rendu. Nous
avons choisi la première option, qui est le choix standard lors de l’utilisation de shadow
inaps.
3.2 Compression
Les fonctions d’atténuation construites avec notre méthode tendent à avoir beau
coup de sommets (événements), dépendant de la taille de la lumière et du nombre
d’échantillons. Heureusement, ces fonctions sont en général assez lisses et donc fa
cilement compressibles. Il est cependant important que la méthode de compression
conserve la profondeur des événements importants, car même des petites erreurs en z
peuvent causer des artefacts importants de seïf-shadowing.
FIG. 3.5 — Tous les points le long de la ligne Z ont la même profondeur, tant dans la
caméra de la vue 1 que de la vue 2.
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FIG. 3.6 — Rendu du modèle de Dragon de Stanford avec un PDSM de 512 x 512 et
256 échantillons.
Les fonctions d’atténuation du PDSM sont compressées d’une façon similaire à
Ï’implantation originale du DSM [LVOOJ. Premièrement, une borne sur l’erreur est
déterminée, de façon à limiter l’erreur causée par la compression (figure 3.7 (a)). Ceci
permet de définir la sortie de l’algorithme comme étant V’ tel que
V’(z)-V(z)I<€ Vz
où V est ]a fonction d’atténuation originale et où V’ a typiquement beaucoup moins de
sommets que V (figure 3.7 (d)).
L’idée générale est qu’à chaque étape, l’algorithme trace le segment de ligne le
plus long possible sans sortir des bornes d’erreur. L’origine du segment est fixe et nous
n’avons qu’à choisir la direction et la longueur du segment.
Soit (z, 1/7) l’origine du segment courant (de sortie). À chaque pas, nous gardons
l’intervalle de pentes permissibles [mi0, ‘nh] pour le segment. Chaque nouveau point
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FIG. 3.7 —Algorithme de compression original de Lokovic etVeach [LVOO]. ta) Courbe
linéaire par morceaux avec sa borne sur l’erreur. (b) Chaque sommet de la fonction
restreint la pente du prochain segment. (c) L’interval de pente courante (définie par
e) est intersectée avec l’intervalle de pente acceptable courant, jusqu’à ce que cette
intersection donne l’ensemble vide. (d) Le segment courant est défini jusqu’au z courant
avec une pente égale à la médiane de l’intervalle de pente courante. Le processus est
ensuite répété.
de contrôle (z, V) de la fonction en entrée impose une contrainte sur l’intervalle de
pentes courant, en forçant le segment à traverser la fenêtre (segments verticaux dans
la figure 3.7) définie par les deux points (z, + e). L’intervalle initial de pentes est
initialisé à [—oc, oc] et intersecté avec chaque fenêtre jusqu’à ce que l’intersection de
vienne vide (figure 3.7 (c)). Nous traçons ensuite un segment de ligne avec la pente
(mi0 + m,)/2, se terminant au z du dernier point de contrôle visité (z_1). La fin de ce
segment devient l’origine du suivant et l’algorithme est ensuite répété.
Quelques modifications sont cependant nécessaires pour adapter cette technique
au pentimbra deep sÏzadow lnap. Comme nos fonctions d’atténuation peuvent avoir de
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Nombre PDSM
de slzadow inaps non compressé 2% 5% 10%
4 4.6MB 4.6MB 1.6MB 1.3 MB
16 9.1MB 5.3 MB 1.6MB 1.3 MB
36 12.1MB 5.5MB 1.8MB 1.4MB
64 15.2 MB 5.6 MB 1.9 MB 1.4 MB
256 28.0 MB 5.1 MB 1.9 MB 1.4 MB
TAB. 3.1 — Compression des fonctions d’atténuation d’un PDSM de 512 x 512 pour
différents nombres d’échantillons et différents pourcentages d’erreur permis (scène du
Dragon de Stanford, voir figure 3.6).
Nombre FDSM
de shadow maps non compressé 2% 5% 10%
4 16.3 MB 12.2 MB 5.1 MB 4.9 MB
16 36.8MB 15.8MB 5.3MB 4.9MB
36 47.0 MB 16.2 MB 5.4 MB 5.1 MB
64 60.6 MB 16.4 MB 5.5 MB 5.2 MB
256 103.9 MB 16.2 MB 5.5 MB 5.2 MB
TAB. 3.2 — Compression des fonctions d’atténuation d’un PDSM de 512 x 512, pour
différents nombres d’échantillons et différents pourcentages d’erreur permis (scène Na
ture, voir figure 4.2 (b)).
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Nombre de Résolution PDSM
shadow nlaps 256 x 256 512 x 512 1024 x 1024
4 <1 2 9
16 3 10 37
36 6 21 77
64 11 37 133
256 43 147 529
TAB. 3.3 — Temps de construction (incluant la compression), en secondes, de PDSM
à différentes résolutions et pour différents nombres d’échantillons ($M de 512 x 512)
(scène du Dragon de Stanford, voir figure 3.6).
plus grandes pentes que celles de l’article original du deep shadow map [LVOO], le fait
d’orienter e (l’erreur) directement dans l’axe de V peut causer des fenêtres trop petites,
diminuant l’efficacité de l’algorithme en le forçant à insérer des points qui seraient
ignorés si la pente était moins grande. Ce problème peut être réduit en orientant e dans
une direction perpendiculaire au segment joignant les deux points étant traités, et non
seulement dans la direction de l’atténuation comme dans Lokovic et Veach [LVOO]. Ce
changement modifie le e donné plus haut, mais en pratique, la différence est minime.
Les tableaux 3.1, 3.2, ainsi que la figure 3.8, montrent les résultats de notre algorithme
de compression. Avec 256 échantillons et une erreur faible, l’algorithme de compres
sion fonctionne légèrement mieux que pour un nombre d’échantillons plus faible. Ceci
est probablement dû à une réduction du bruit dans la fonction d’atténuation.
Chapitre 3. Penumbra Deep Shadow Maps 35
3.3 Détails d’implantation
3.3.1 Temps de calcul et consommation mémoire
La construction d’un penunzbra deep shadow niap peut être une opération très coû
teuse. L’augmentation de la complexité de la scène, de la taille de la lumière, de la
taille du deep shadow map et des shadow maps ainsi que du nombre d’échantillons
demandé peuvent rapidement faire grimper le temps de pré-calcul et l’utilisation mé
moire de l’algorithme (voir tableaux 3.3, 3.4 et 3.5). Bien qu’il puisse être assez élevé
(voir tableau 3.3) , le temps processeur n’est jamais prohibitif . Par contre, la colonne
de gauche (non optimisé) du tableau 3.6 montre bien que l’utilisation mémoire peut
rapidement devenir problématique. Ces chiffres montrent l’utilisation mémoire d’une
implantation naïve de l’algorithme de construction. Dans cette approche, nous ajoutons
la contribution de chaque échantillon à tous les rayons du FDSM en une seule étape,
comme dans l’algorithme 3.1. Ceci est en fait l’approche idéale, car elle ne requiert le
calcul de chaque shadow map qu’une seule fois. Cependant, il est nécessaire d’attendre
que tous les sÏzadow nzaps aient été ajoutés au FDSM avant de pouvoir le compresser.
Comme pour des scènes complexes et-ou des nombres élevés d’échantillons, le nombre
d’événements par pixel du PDSM peut être très élevé (de l’ordre de plusieurs milliers),
cette approche est inutilisable pour des scènes arbitrairement complexes et des tailles
élevées de PDSM.
La technique à l’autre extrémité du spectre serait de traiter chaque rayon du PDSM
séparément, i.e., d’ajouter la contribution de tous les shadow înaps à un seul pixel à
la fois, de le compresser, puis de passer au pixel suivant du FDSM. Cette approche
est en fait la plus économique en mémoire, car elle ne requiert qu’assez de mémoire
Tous les tests de construction de ce chapitre ont été effectués sur un PC avec deux processeurs Intel
Xeon 2.4GHz, 1Go de RAM et une carte vidéo nVidia Geforce 4 Ti 4200. Il est à noter que ces pro
cesseurs utilisent la technologie Hyperthread et apparaissent donc au système comme deux processeurs
chacun. Sauf lorsque spécifié autrement, tous les tests ont été effectués en mode parallèle.
Il ne se compte jamais dans l’ordre de jours, semaines ou années.
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Résolution Temps
shadow map de construction
128 x 128 55
256 x 256 72
512 x 512 147
1024 x 1024 217
2048 x 2048 554
TAB. 3.4 — Temps de construction, en secondes, d’un PDSM de 512 x 512 avec 256
échantillons de différentes résolutions (scène du Dragon de Stanford, voir figure 3.6).
Taille Temps
de la lumière de construction
1 67
2 88
3 109
4 137
5 146
6 162
TAB. 3.5—.
Temps de construction, en secondes, d’un PDSM de 512 x 512 avec 256 échantillons
(512 x 512), pour différentes tailles de source de lumière (scène du Dragon de Stanford,
voir figure 3.6). Pour référence, le dragon a une taille d’environ 6 unités.
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Nombre FDSM
shadow inaps non optimisé optimisé
4 19Mo 6Mo
16 57Mo 17Mo
36 125Mo 35Mo
64 208 Mo 59 Mo
256 558Mo 126Mo
TAB. 3.6 — Utilisation maximale de mémoire, en mégaoctets, de la construction d’un
PDSM de 256 x 256 et pour différents nombres d’échantillons (256 x 256) (scène du
Dragon de Stanford, voir figure 3.6).
pour pouvoir stocker un seul pixel non compressé du PDSM et non tous les pixels. Évi
demment, cette technique est très inefficace car elle demande de recalculer les shadow
llzaps pour chaque pixel traité. Par exemple, pour un FDSM de 1024 x 1021 avec 1024
échantillons, cette technique demande le calcul de plus d’un milliard de sÏzadow lllaps,
alors que la technique naïve, gourmande en mémoire, n’en demande que 1024.
Un équilibre entre les deux techniques est donc souhaitable. Idéalement, nous vou
drions construire le plus de pixels du PDSM possible à la fois, sans dépasser les capaci
tés mémoire du système et en minimisant le nombre de shadow inaps à calculer. Comme
il est difficile de déterminer le nombre précis de pixels que nous pouvons traiter avec
une quantité finie de mémoire, nous découperons le PDSM en un nombre arbitraire de
parties, assez petites pour qu’il soit certain que la quantité de mémoire soit suffisante,
mais les plus grosses possibles pour minimiser le nombre de shadow inaps à recalculer.
L’algorithme 3.2 illustre les différences avec l’algorithme original, les lignes différentes
étant marquées par des flèches. Comme le montre le tableau 3.6, cette approche réduit
substantiellement la quantité de mémoire nécessaire à la construction, au prix d’une lé
gère augmentation en coût de calcul (tableau 3.7). Pour un nombre élevé d’échantillons,
les résultats semblent même suggérer que la gestion mémoire de la version non opti
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Nombre PDSM
de sÏzadow niaps non optimisé optimisé
4 6.3 6.9
16 16.7 17.3
36 34.6 39.9
64 63.7 65.3
256 325.3 259.8
TAB. 3.7 — Temps de construction, en secondes, d’un PDSM de 256 x 256 et pour
différents nombres d’échantillons (256 x 256) (scène du Dragon de Stanford, voir fi
gure 3.6).
misée devient plus coûteuse que le léger calcul supplémentaire de la version optimisée.
Ces résultats ont été obtenus en divisant le FDSM en tranches de 128 rangées de pixels,
un choix adéquat pour nos scènes de tests.
3.3.2 Implantation parallèle
Avec les chiffres du chapitre précédent, il est clair que l’algorithme peut devenir as
sez coûteux en temps CPU, surtout avec une grande résolution pour le penuinbra deep
shadow inap et un nombre élevé d’échantillons sur la source de lumière. Heureusement,
la nature de l’algorithme le rend facilement parallélisable. En effet, lors de l’ajout d’un
échantillon (i.e., de l’ajout de la contribution d’un shadow ,nap), il est possible de traiter
chaque rayon indépendamment. Comme les rayons ne dépendent pas l’un de l’autre, il
est possible d’effectuer la scan-conversion de plusieurs en parallèle, i.e., sur différents
processeurs. De façon à minimiser le faible coût encouru lors de l’utilisation de plu
sieurs tÏzreads, nous avons choisi de faire le découpage au niveau des rangées de pixels
du PDSM. Chaque rangée est donc traitée indépendamment des autres, sur le premier
processeur disponible. Comme chaque thread n’utilise le shadow niap qu’en lecture,
Chapitre 3. Penumbra Deep Shadow Maps 39
Algorithme 3.2 : Algorithme optimisé de génération du PDSM.
Génération de points aléatoires.sur la source de lumière.
— pour chaque tranche du PDSM faire
pour chaque point (échantillon) faire
Calcul d’un shadow lnap.
II Insertion de l’information du SM dans le PDSM.
— pour chaque pixel contenu daits la tranche faire
Calcul du rayon 3D associé.
Projection de ce rayon dans le SM.
pour chaque pixel du SM traversé par le rayon faire
si changement de visibilité alors
L L Insertion d’un événement dans le PDSM.
— Compression des pixels de la tranche du PDSM.
il n’y a pas de problème de blocage d’accès. De plus, comme nous traitons les rayons
séquentiellement, il est fort probable que les threads accèdent aux mêmes régions en
mémoire, favorisant une utilisation efficace de la mémoire tampon du processeur. Le
tableau 3.8 montre l’amélioration importante (de l’ordre de 100% à 125%) qu’une im
plantation parallèle apporte à notre algorithme.
Bien que surprenante, l’amélioration de parfois plus de 100% s’explique par la technologie Hyper
thread présente dans nos processeurs.
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Nombre FDSM
de shadow înaps 1 CPU 2 CPU
4 5 2
16 30 10
36 43 21
64 76 37
256 293 147
TAB. 3.8
— Temps de construction, en secondes, d’un FDSM de 512 x 512 et pour
différents nombres d’échantillons (512 x 512) (scène du Dragon de Stanford, voir fi
gure 3.6).
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(d)
FIG. 3.8 — Impact visuel des différents niveaux de compression (a) Aucune com
pression, (b) 2% d’erreur alloué, (c) 5% et (d) 10%. La différence est particulièrement
notable aux frontières de la pénombre dans les deux dernières images.
ta) (b)
(c)
Chapitre 4
Rendu à l’aide de PD$M
Drawing is the honesty ofthe art. There is no possi
biÏity of cheating. It is either good or bad.
Saïvador Dati
Dans la p]upart des moteurs de rendu, temps réel ou hors-ligne (offline), les ombres
sont calculées indépendamment du shading et ensuite utilisées pour moduler ce der
nier*. En adoptant cette stratégie, nous pouvons aisément ajouter des ombres à une
scène. En effet, la structure du deep shadow map a été adaptée spécifiquement pour sa
capacité à nous fournir le pourcentage d’atténuation de tous les points 3D d’une scènet.
Une simple projection dans l’espace 3D du penwnbra deep shadow map nous dorme
directement le facteur d’atténuation pour le point (algorithme 4.1).
Nous proposons deux approches pour le rendu à l’aide d’un penzunbra deep shadow
inap une approche logiciel générale et une approche accélérée à l’aide du matériel
graphique, plus limitée mais beaucoup plus rapide.
*Cette approche, bien qu’approximative et parfois fausse pour certaines configurations, donne dans
la grande majorité des cas de bons résultats et est normalement jugée appropriée.
tEn fait, on parle ici de tous les points compris dans la pyramide de vue du penumbra deep shadow
inap.
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Algorithme 4.1 : Survol de l’algorithme de rendu avec PDSM.
pour chaque point 3D à illuminer faire
Shading standard (détermination de la couleur du point).
Transformation du point dans l’espace 3D du PDSM.
Recherche du facteur d’atténuation associé avec la profondeur du point
dans le PDSM.
Modulation de la couleur du point par ce facteur d’atténuation.
fin
4.1 Approche générale de rendu
Comme dans l’algorithme original du DSM, il est trivial d’ajouter des ombres à
l’aide du PDSM dans un système de rendu hors-ligne ayant déjà un support pour les
shadow inaps de base, par exemple dans les moteurs de rendu RenderMan [Ups89]
(dans lequel les DSM sont d’ailleurs implantés) et Mental Ray [RayO4]. En effet, les
coordonnées de texture à utiliser pour une structure du type DSM sont les mêmes que
pour l’algorithme du sÏzadow inap originale. Dans un contexte de DSM, la composante
z de la coordonnée de texture ne sera cependant pas utilisée pour une simple comparai
son de profondeur, mais bien comme paramètre pour évaluer la fonction d’atténuation
contenue au pixel (x, y). L’évaluation de cette fonction donne le facteur d’atténuation,
qui est ensuite multiplié avec la couleur du point courant.
Comme pour les textures ordinaires (et les shadow iizaps), il est aussi possible d’ef
fectuer du filtrage 2D sur un PDSM. Il suffit de filtrer les résultats de l’évaluation de la
fonction d’atténuation aux différents pixels contenus dans le filtre. Comme pour les sha
dow iîiaps, il est important de filtrer les résultats et non les profondeurs [RSC87]. Dans
cette approche, tous les types et grosseurs de filtres sont permis. Cependant, comme
l’évaluation de la fonction d’atténuation peut être assez coûteuse pour des pixels de
Rappel Ces coordonnées de texture sont en fait la position du point 3D à texturer, mais exprimée
dans l’espace du shadow inap et non du point de vue de la caméra (voir la section 2.4.1).
En fait, on multiplie l’illumination sans le terme ambiant par (1 — facteur d’atténuation).
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PDSM contenant des fonctions complexes, il est préférable de restreindre la taille du
filtre. C’est pour cette raison que nous utilisons un simple filtrage bilinéaire, avec de
bons résultats (voir la figure 4.1). Évidemment, l’ajout du filtrage vient au coût d’un
temps de rendu plus élevé (voir le tableau 4.1).
FIG. 4.1 — Comparaison des résultats (a) sans filtrage et (b) avec filtrage bilinéaire.
Nous avons simulé un moteur de rendu hors-ligne à l’aide de OpenGL. En effet,
après un rendu d’image (sans ombres) à l’aide de OpenGL, nous avons le même type
d’information qui nous serait disponible lors d’un rendu hors-ligne. Nous avons la cou
leur du point auquel nous voulons ajouter de l’ombre et nous avons sa position (x, y, z)
en coordonnée image1. En construisant nous-mêmes la matrice de projection de tex
ture, nous pouvons obtenir les coordonnées du point dans l’espace du PDSM et donc
le facteur d’atténuation. Il suffit ensuite de multiplier la couleur courante du pixel par
ce facteur, et ce pour tous les pixels. Cette approche, bien que plus lente qu’un mo
teur sophistiqué comme RenderMan, donne une bonne idée des résultats possibles, tels
Les composantes x et y sont simplement les coordonnées du pixel à moduler et la coordonnée z est
obtenue en lisant le tampon de profondeur duframebuffer.
(a) (b)
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qu’illustrés dans la figure 4.2.
FIG. 4.2 — Exemple des résultats possibles avec notre technique (PDSM de 1024 x 1024,
256 échantillons et filtrage bilinéaire).
4.2 Approche de rendu accéléré par matériel graphique
L’approche de rendu accéléré par graphicsprocessing unit (GFU) est très similaire
à l’approche générale (logiciel) décrite ci-haut. En fait, les deux approches sont concep
tuellement identiques. Elles utilisent toutes deux la technique de texture projective pour
ensuite évaluer la fonction d’atténuation du pixel du PDSM correspondant. Deux diffé
rences importantes sont toutefois à noter: le PDSM doit être stocké sur le GPU et nous
devons ensuite évaluer la fonction d’atténuation, toujours sur le GPU.
4.2.1 Stockage du PDSM sur GPU
Pour avoir accès à l’information du PDSM lors d’un rendu accéléré, cette dernière
doit se trouver sur le GFU. Pour se faire, nous encodons le FDSM (une structure 3D)
(a) (b)
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dans plusieurs textures 2D qui sont beaucoup plus communes. Une texture 3D aurait
aussi été une option viable, mais pour être efficace, le système où roule l’algorithme doit
supporter plusieurs extensions très récentes à OpenGL, d’où le choix des textures 2D.
Chaque fonction d’atténuation est encodée comme un tableau de paires (profondeur,
atténuation), les profondeurs avec 16 bits de précision, les atténuations avec 8 bits. Pour
minimiser le nombre de textures nécessaire, les récentes instructions de compactage sur
GFU sont utilisées. Ces dernières permettent l’encodage de deux nombres flottants de
16 bits dans un format 32 bits IEEE, ou de quatre entiers de $ bits dans ce même format
32 bits. En utilisant le format de texture RGBA32 (4 canaux de 32 bits chacun), il est
donc possible de stocker en mémoire texture un PDSM d’une profondeur maximale de
16 événements avec seulement 3 textures”.
4.2.2 Évaluation de la fonction d’atténuation sur GPU
Le matériel graphique étant très spécialisé, nous sommes limités à des approches
très simples pour évaluer la fonction d’atténuation. En effet, jusqu’à très récemment,
les programmes pour GFU ne supportaient pas le branchement conditionnel et étaient
limités à un faible nombre d’instructions assembleurs (de 96 à 1024).
Nous avons choisi d’évaluer la fonction d’atténuation par section. Il est d’abord
nécessaire de charger tous les sommets de la fonction. Ensuite, nous évaluons dans
quel segment de la fonction se trouve la composante z de la coordonnée de texture
projective. Une fois le segment trouvé, nous interpolons linéairement entre les valeurs
d’atténuation des deux sommets. Ceci nous donne directement le facteur d’atténuation,
qui sera multiplié avec la couleur du pixel (fragment dans la nomenclature GPU) avant
son écriture dans leframebuffer.
“Dans un texel RGBA32 de 128 bits, nous pouvons stocker 8 profondeurs de 16 bits ou 16 facteurs
d’atténuation de 8 bits. Pour équilibrer, nous combinons deux textures de profondeurs avec une texture
d’atténuation.
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Logiciel GPU
Scène non filtré bilinéaire non filtré bilinéaire
Sphère 2.7 fps 0.9 fps 72.3 fps 24.5 fps
Plante 1.9 fps 0.6 fps 53.0 fps 18.3 fps
TAB. 4.1 — Vitesse de rendu pour différentes scènes (PDSM de 512 x 512 avec 256
échantillons). Obtenu sur un PC avec un processeur AMD Athlon 64 3200+, 1.5Go de
RAM et une carte vidéo nVidia GeForce 6800GT.
4.2.3 Vitesse et qualité du rendu
Comme le montre le tableau 4.1, la version accélérée de l’algorithme de rendu est
beaucoup plus rapide que la version logicielle jusqu’à plus de 25 fois plus rapide. Cette
rapidité a toutefois un prix, non pas directement dans la qualité des images, mais plutôt
dans la généralité des FDSM pouvant être utilisés. En effet, pour un PDSM n’excé
dant pas les capacités du GPU, la qualité des images rendues par l’algorithme accéléré
sera pratiquement équivalente à celle de l’algorithme général (voir la figure 4.3 pour la
comparaison).
4.2.4 Limitations et extension possibles
La version sur GPU de l’algorithme impose les limitations suivantes:
— la taille en (x, y) du PDSM ne peut dépasser la taille maximale des textures 2D
supportées par le GPU (présentement 4096 x 4096 sur la plupart des cartes). Pour
la plupart des scènes, cette taille est adéquate, mais il s’agit tout de même d’une
limite potentielle.
— la profondeur maximale (en z) du PDSM est aussi limitée par le nombre de tex
tures disponibles. Ce nombre est normalement limité à 8 ou 16 sur les GFU cou
rants, ce qui limite la profondeur maximale de notre PDSM à 32 ou 80 événe
ments respectivement (i.e.,, avec 6 et 12 textures pour le PDSM). Bien que nos
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scènes de test n’aient jamais dépassées la barre des 32 événements, il est facile
d’imaginer des scènes où cela se produirait. Dans ce cas, une approche multi
passes pourrait être adoptée.
— le type de filtre utilisé pendant le rendu, ainsi que sa largeur, est limité par la
longueur maximale des pmgranunes fragments du GPU. De plus, comme dans
le cas de la technique logicielle, les performances décroissent rapidement avec
l’élargissement du filtre et un filtrage bilinéaire reste le meilleur compromis entre
qualité et performance.
Deux problèmes plus sérieux de l’algorithme sur GPU se présentent cependant.
Premièrement, le stockage d’un PDSM dans une structure 3D à taille fixe dans les
trois dimensions cause un gaspillage de mémoire potentiellement énorme. En effet, que
ce soit avec une texture 3D ou de multiples textures 2D, nous devons garantir que la
structure soit assez profonde pour contenir la plus longue des fonctions d’atténuation
du PDSM. Comme la plupart des pixels du PDSM contiennent des fonctions vides ou
avec un faible nombre d’événements, une grande partie de la mémoire allouée pour
FIG. 4.3 — Comparaison des résultats de l’algorithme général (gauche) et de l’algo
rithme accéléré (droite).
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ces pixels est gaspillée. Par exemple, pour la figure 4.3, la fonction la plus complexe
contient 31 sommets, nous obligeant donc à utiliser 6 textures pour stocker le PDSM,
pour un total de mémoire texture de 24 Mo. Le problème se situe avec la moyenne
de sommets par fonction dans le PDSM, qui est de 2,3. Nous n’avons donc réellement
besoin que d’approximativement 5,5 Mo de mémoire pour stocker le PDSM (résultat
provenant de la figure 3.2).
Le problème du gaspillage de mémoire pourrait être résolu en encodant lepenunzbra
deep shadow nzap sous forme linéaire. L’approche qui semble la plus prometteuse serait
d’avoir une structure à deux niveaux:
1. une première texture, de la taille du PDSM, qui ne contient en fait que l’infor
mation d’indexation, i.e., l’index du début de la liste de sommets (dans une autre
texture) et le nombre de sommets à lire.
2. une deuxième texture contenant les sommets de toutes les fonctions d’atténua
tion, encodés séquentiellement. Dans le cas de PDSM de grandes tailles, il est
possible d’imaginer plus d’une texture de ce type. L’information d’indexation se
devrait donc aussi d’inclure le numéro de texture.
Cette approche élimine pratiquement le gaspillage, en n’allouant pour chaque fonc
tion que l’espace nécessaire. Il est possible que de l’espace soit perdu dans l’éventualité
où il est impossible d’allouer une texture 2D contenant exactement le bon nombre de
texels (e.g., si nous avons besoin de 163 texels, nous serons obligé d’allouer une tex
ture de 4 x 41, gaspillant ainsi 1 texel). Ce gaspillage est évidemment minime, surtout
par comparaison au gaspillage de la méthode courante. De plus, cette approche impose
une limite sur le nombre total d’événements dans le FDSM, mais pas sur le nombre
d’événements dans une fonction d’atténuation, comme c’est présentement le cas.
Le deuxième problème se trouve dans l’évaluation des fonctions d’atténuation, qui
est inefficace sur GPU. Comme mentionné précédemment, l’évaluation des fonctions
d’atténuation se fait en trouvant d’abord le segment de fonction approprié, puis en inter
polant linéairement entre ses deux sommets. Malheureusement, comme la plupart des
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GPU ne supportent pas le branchement conditionnel, tous les segments devront être
lus et testés, même si le bon segment a déjà été trouvé. L’arrivée récente de GPU sup
portant le Shader Model 3.0 de Microsoft, qui impose le support de réel branchement
conditionnel, aide. La carte vidéo nVidia GeForce 6800GT utilisée pour nos tests est
une de ces cartes. Nos données sont encore préliminaires, mais l’utilisation des nou
velles instructions de branchement conditionnel, par rapport aux anciennes instructions
simulant le branchement conditionnel, donne un gain de performance d’environ 50%.
4.3 Ajout d’objets dynamiques
Comme nous l’avons mentionné précédemment, le fait de pouvoir évaluer la fonc
tion d’atténuation pour tout point 3D de l’espace nous permet de projeter des ombres
non seulement sur les objets présents lors de la construction du penuinbra deep sha
dow nzap, mais aussi sur tout objet dynamique ajouté à la scène. Il est à noter que
les objets dynamiques ne projetteront pas d’ombres automatiquement, comme illus
tré par la figure 4.4. Bien qu’il serait possible de recalculer le PDSM avec la position
de ces nouveaux objets, ou même de les ajouter de façon incrémentale à deux PDSM
(un statique et l’autre dynamique), le temps requis pour recalculer le PDSM est signi
ficatif par rapport au temps de rendu. Comme le nombre d’objets dynamiques dans
une scène 3D est souvent restreint (e.g., les caractères animés d’un jeu vidéo), une
des méthodes de génération d’ombre en temps réel discutées au chapitre 2 serait plus
appropriée, en particulier les techniques d’ombres floues basées sur les tampons de pro
fondeur [CDO3, WHO3] et celles basées sur les volumes d’ombre {AMAO2, AAMO3I.
Il est à noter qu’enlever un objet au FDSM est un problème beaucoup plus difficile.
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4.4 Autres résultats
Comme il n’est pas facile de voir les éléments plus subtils des ombres dans un
format imprimé, la figure 4.6 montre plusieurs gros plans sur l’ombre de la figure 4.5.
Il est possible d’y remarquer les effets d’une variation dans la résolution du PDSM et
dans le nombre d’échantillons. La figure 4.7 illustre l’effet du changement de taille de
lumière.
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FIG. 4.4 — Insertion d’un objet dynamique (la voiture) après la construction du PDSM.
La voiture ne fait pas d’ombre puisqu’il s’agit d’un objet dynamique et qu’il ne fait
donc pas partie du PDSM.
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FIG. 4.5 — Rendu d’un cylindre (PDSM de 512 x 512 avec 256 échantillons). Le rec
tangle rouge est grossi dans la figure 4.6.
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FIG. 4.6 — Résultats pour différentes résolution de PDSM (non compressés) et différents
nombres d’échantillons. Colonne de gauche PDSM de 256 x 256, à droite 512 x 512.
De haut en bas 16 échantillons, 64 échantillons et 256 échantillons (se référer à la
figure 4.5 pour l’image complète).
256 x 256 512 x 512
256
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FIG. 4.7 — Résultats pour différentes tailles de source de lumière (FDSM de 512 x 512,
256 échantillons). Le cylindre a un rayon de 1 unité.
1 unité 3 unités
5 unités 7 unités
Chapitre 5
Conclusion
A conclusion is tue place wlzere
you got tired oftÏzinking.
Martin H. fischer
Nous avons présenté une méthode de qualité, mais toutefois efficace, de construc
tion de deep shadow inaps contenant l’infonnation d’atténuation provenant de sources
de lumière étendues, représentées par une distribution de sources de lumière ponc
tuelles. Chaque rayon du FDSM est tracé dans le sÏzadow nzap de chaque source de
lumière ponctuelle pour accumuler la distribution du facteur d’atténuation le long du
rayon. La structure de type DSM résultante capture des ombres de haute qualité, autant
dures que floues, pour des sources de lumière de tailles variables, allant d’une lumière
ponctuelle à de larges sources étendues. De plus, nous avons proposé un algorithme de
compression des données ainsi que des modifications à notre méthode de construction
pour la rendre parallélisable et incrémentale.
Nous proposons deux méthodes de rendu avec l’aide cette structure. La première est
une méthode générale, permettant une grande qualité d’ombres pour toute complexité
de scène. Nous proposons cette approche pour les outils de rendu de haute qualité,
e.g., Maya de Alias, XSI de Softimage et 3D Studio Max de Discreet. Ils utilisent
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normalement les options suivantes pour le traitement des ombres lors du rendu : sltadow
maps standards (avec ou sans PCF), lancer de rayons d’ombre ou intégralement dans
le traitement de l’illumination globale avec le photon inap [JenOli. Notre approche se
positionne bien, en temps de calcul et en qualité, entre l’algorithme du sÏzadow inap et
celui du lancer de rayons. De plus, il pourrait même être utilisé dans des logiciels de
rendu comme Renderlian [Ups$9].
Grâce à ta compression du PDSM, il est possible d’exploiter le matériel graphique
moderne pour un rendu en temps interactif. Notre méthode est bien adaptée aux ap
plications interactives, telles les jeux vidéos et les applications de type watkthrough,
où des ombres floues de haute qualité peuvent être projetées sur des éléments animés
(e.g., personnages et véhicules). Une méthode complémentaire de génération d’ombre
en temps réel pourrait être appliquée à ces éléments animés pour s’assurer que leurs
ombres soient projetées sur la scène.
Notre méthode n’est évidemment pas parfaite. Le pré-calcul nécessaire à la construc
tion du PDSM peut être assez long. De plus, l’évaluation de la fonction d’atténuation
n’est possible que dans la pyramide de vue du PDSM. Bien qu’il soit possible d’aug
menter le champ de vue (fieÏd ofview) de ce dernier pour couvrir une plus grande partie
de la scène, des artefacts peuvent apparaître si la résolution du PDSM n’est pas aug
mentée en conséquence. De plus, les objets dynamiques ne projettent pas d’ombres avec
notre méthode, bien qu’il soit possible d’en ajouter avec une autre méthode interactive.
Il y a plusieurs directions intéressantes pour améliorer nos travaux. Le traçage des
rayons du FDSM dans chaque shadow map pourrait beaucoup mieux exploiter la co
hérence inhérente à une telle structure, comme par exemple de tracer des “tranches” de
la pyramide de vue du PDSM plutôt que des rayons individuels. La compression des
fonctions d’atténuation n’est aussi faite que sur un rayon à la fois, alors que l’utilisa
tion des fonctions des pixels voisins ainsi qu’une base perceptuelle des ombres serait
préférable. Il serait aussi intéressant d’exploiter les approches plus adaptatives des ré
centes extensions aux shadow Jnaps [FFBGO1, SDO2, SCHO3, WSPO4, MTO4I et de
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développer un algorithme adaptatif d’échantillonnage de la source de lumière étendue.
Une avenue très intéressante à explorer serait la construction d’un penunzbra deep
shadow nzap de haute qualité, mais avec un nombre très restreint d’échantillons. En ef
fet, il semble possible d’insérer un faible nombre de shadow inaps à la structure et d’en
suite filtrer leurs contributions entre les différents rayons. Il y a évidemment plusieurs
difficultés à cette approche, entre autre d’avoir assez d’échantillons (et-ou une fonction
d’échantillonnage assez intelligente pour bien les placer) pour bien capturer toutes les
discontinuités importantes de l’ombre. La simple reconnaissance de ces discontinuités
est en soit un problème difficile. Une approche complètement opposée, mais peut-être
plus facile, serait de construire un PDSM de très haute résolution et d’ensuite le filtrer
dans un PDSM de plus petite taille, comme suggéré par Lokovic et Veach [LVOOJ.
La structure même du deep sÏzadow nzap est très prometteuse et pourrait sûrement
être utilisée à d’autres fins. L’idée d’avoir une structure permettant le stockage et l’éva
luation d’une fonction pour n’importe quel point 3D de l’espace est intéressante. Une
fois qu’une fonction à évaluer est trouvée, il suffit de construire une structure du type
DSM pour la stocker. Nous aimerions explorer la possibilité d’utiliser cette structure
pour d’autres effets, comme le stockage d’illumination globale et en particulier des
effets plus directionnels de caustiques.
Annexe A
Glossaire
Understanding reduces the greatest to siinplicity, and
lack ofit causes the teast to take on the magnitude.
Ramond HolÏiwelt
Ce glossaire donne la définition de certains termes utilisés mais non définis dans le
présent document, ainsi que des termes anglophones dont la traduction est inexistante
ou peu utilisée.
Bump mapping Effet de perturbation des normales d’une surface, de façon à simuler
l’illumination d’une surface avec relief.
Échantillonnage stratifié Méthode d’échantillonnage qui regroupe les échantillons en
sous-groupes lors de l’échantillonnage. Dans notre cas, la lumière est divisée en
régions de tailles égales, puis chacune est échantillonnée séparément.
Moteur graphique Partie centrale d’un programme, qui se charge traditionnellement
uniquement (et exclusivement) de la création de l’image, soit à l’écran ou dans
un fichier.
Extrusion Création d’un objet à partir d’un autre objet de base (souvent d’une dimen
sion inférieure) et d’une direction ou d’un chemin à suivre par l’objet de base.
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Fillrate Terme utilisé à plusieurs effets en infographie. Réfère généralement à la quan
tité de données pouvantldevant être traitées par la carte graphique. Ces données
sont habituellement des fragments. Lorsqu’on dit d’une technique qu’elle de
mande beaucoup de fillrate, c’est qu’elle génère beaucoup de fragments.
fragment Un fragment est ce qui est produit par le rasterizer à partir des triangles
dans te pipeline graphique. Souvent confondu avec un pixeL, ce qui est faux car
plusieurs fragments seront probablement générés pour un seul pixel. Le fragment
qui gagne la bataille du test en z sera celui qui sera affiché, ou dans le cas d’une
image avec btendiizg, la contribution de chacun des fragments sera accumulée
pour produire la couleur finale du pixel.
Framebuffer Partie de la mémoire vidéo allouée pour contenir l’information d’une
image. Peut être “à l’écran” et donc directement affiché sur le moniteur ou “hors
écran”.
Lumière directionnelle Lumière se trouvant conceptuellement à l’infini. Tous ses rayons
sont donc parallèles. Le soleil est souvent approximé par ce type de lumière.
Lumière ponctuelle Lumière à aire nulle, représentée par un point dans l’espace, qui
émet également dans toutes les directions.
Lumière surfacique Lumière à aire non nulle. Peut avoir n’importe quelle forme 2D
ou 3D. C’est ce type de lumière, plus réaliste que les lumières directionnelles et
ponctuelles, qui produit de la pénombre.
Programme fragment Sur les cartes graphiques programmables, il est possible de
remplacer toute la partie traditionnelle du traitement des fragments par un pro
gramme de ce type.
Rasterizer Entre le stage des sommets et celui des fragments, il transforme les tri
angles en de multiples fragments. Se charge aussi d’interpoler les propriétés des
sommets aux différents fragments.
Seif-shadowing On considère qu’un objet se fait du seif-shadowing lorsqu’une partie
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de cet objet fait de l’ombre sur une autre partie du même objet.
Shading Tout le processus de détermination de la couleur d’un point. Dans notre cas,
nous n’y incluons pas le calcul d’ombre, mais cette séparation n’est pas fonda
mentalement nécessaire (et est en fait une approximation).
Stencil buffer Un masque sur le franiebuffer qui détermine si la couleur d’un pixel
peut être mise à jour ou pas.
Walkthrough Application interactive où un à plusieurs usagers se trouvent dans un
monde virtuel qu’ils visitent sans pour autant interagir avec le monde ou les autres
usagers.
Z-buffer Réfère typiquement au tampon de profondeur associé auframebuffer. Contient
la profondeur de l’élément présent dans chaque pixel.
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