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Resumen
Se ha creado un sistema de validación experimental para sistemas de estimación de
la congestión del tráfico. El objetivo principal del trabajo ha sido la implementación y
evaluación de un sistema de estimación precisa del número de vehículos presentes en la
escena. Para ello, en lugar de detectar y localizar la posición individual de los objetos, se
ha planteado un esquema que es capaz de estimar la densidad de los vehículos, de modo
que, una vez obtenida la misma, la cuenta de los objetos presentes en una zona de la
imagen puede aproximarse computando la integral de la densidad estimada.
Para la evaluación experimental, se ha utilizado una base de datos que hemos recopi-
lado expresamente para este proyecto. En ella se incluyen imágenes reales, tomadas por
cámaras de videovigilancia de tráfico, que han sido debidamente anotadas para evaluar
las soluciones. A la vista de los resultados obtenidos, destacamos dos conclusiones. La
primera es que las imágenes recopiladas suponen un gran desafío, incluso para sistemas
considerados como el estado del arte en cuanto a conteo de objetos se refiere. La segunda
es que para obtener unos resultados satisfactorios con el modelo implementado, resulta
fundamental realizar un ajuste de los parámetros del sistema.




In this work, we have developed a system for estimating the number of vehicles in
images of video surveillance cameras. The goal of this project is the implementation and
experimental evaluation of a system for accurately estimating the number of vehicles on
the scene. For this purpose, instead of detecting and locating the position of individual
objects, we have proposed a system that is able to estimate the density of the vehicles.
When the estimated density is obtained, the count of the objects present in any region of
the image can be approximated by computing the integral over the estimated density.
For the experimental evaluation, we have used a database specifically built for this
project. It includes real images taken by traffic video surveillance cameras. These ima-
ges have been properly annotated for evaluating the solutions. Regarding to the results,
we highlight two conclusions. The first one is that the images collected represent a big
challenge, even for systems considered the state-of- the- art in terms of counting objects.
The second one is that to obtain satisfactory results with the implemented model, it is
essential to make an adjustment of the system parameters.




La idea que ha llevado a desarrollar este proyecto reside en el reto de contar obje-
tos en imágenes. Este problema consiste en la estimación exacta del número de objetos
en las mismas, viéndose considerablemente aumentada la dificultad de esta tarea cuando
aparecen múltiples objetos en la escena, y por lo tanto oclusiones entre ellos. Este incon-
veniente se presenta en muchas aplicaciones del mundo real, como por ejemplo a la hora
de monitorizar grupos de personas en los sistemas de vigilancia, en el control del nivel de
congestión de las carreteras, en la realización del censo de la fauna o al contar el número
de árboles en una imagen aérea de un bosque.
Autores como, por ejemplo, Lempitsky et al. [16], han propuesto recientemente una so-
lución al problema de contar objetos en imágenes, aprendiendo sistemas que nos permiten
estimar la densidad de los objetos existentes en las imágenes, y que han sido utilizados con
éxito en el problema de conteo de células en imágenes de laboratorio. En este proyecto
se ha analizado como funcionan las soluciones basadas en [16], en un entorno distinto,
con el objetivo de contar el número de vehículos en imágenes de videovigilancia de baja
resolución.
El primer paso que se ha llevado a cabo es la adaptación del código propuesto por
Lempitsky et al. [16] para utilizarlo con las imágenes de tráfico. Dicho software está princi-
palmente dividido en dos partes: entrenamiento y test. A continuación se han desarrollado
las herramientas pertinentes para la obtención de las imágenes de las cámaras de tráfi-
co que proporciona la Dirección General de Tráfico (DGT), y para la realización de la
anotación de éstas. Como decimos, la adquisición de imágenes se ha realizado utilizan-
do las cámaras que ofrece la DGT para el control de las carreteras, eligiéndose un total
de 11 cámaras. Durante un periodo de tres semanas se ha realizado la captación de las
imágenes necesarias y se ha llevado a cabo, así mismo, el filtrado de las mismas. Dado
que la idea principal de este proyecto consiste en contar vehículos en imágenes, con la
dificultad añadida de que éstas posean una alta densidad de tráfico, se ha creado una base
de datos para este proyecto que ha permitido determinar el funcionamiento del sistema.
Esta base de datos está constituída por las imágenes filtradas, obteniéndose un total de
1244 imágenes, que se han categorizado en tres grupos. Los grupos se han realizado en
función de la semana en que las imágenes han sido capturadas y su futuro uso: las de la
primera semana para el entrenamiento del sistema, las de la segunda para la validación
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de los sistemas y ajustes de parámetros, y por último, las de la tercera semana para el
testeo final del sistema.
Como paso previo al proceso de captación de imágenes, se llevó a cabo un estudio
exhaustivo de las carreteras, pudiéndose determinar cuales de ellas eran las óptimas para
el desarrollo del proyecto, así como establecer qué cámaras y qué horarios eran los más
adecuados para poder proceder a la adquisición de los datos. Como consecuencia del citado
análisis se estableció que las primeras horas de la mañana, entre las 7:30h y las 10:00h,
cuando las carreteras poseen una mayor concentración de tráfico, eran las apropiadas. En
cuanto a las cámaras, se han seleccionado principalmente las que están ubicadas en las
carreteras A2, A5 y A6 a la entrada de Madrid. La Figura 1 muestra varios ejemplos de
carreteras con una alta concentración de tráfico.
(a) (b) (c)
Figura 1: Ejemplos de imágenes con altas densidades de tráfico correspondientes a las
horas y carreteras seleccionadas a) A2 b) A5 c) A6.
Una vez obtenidas las imágenes necesarias, y después de categorizarlas en los tres
grupos (entrenamiento, validación y test), el siguiente paso consistió en seleccionar una
Región de Interés (ROI) para cada imagen. Debido a que las cámaras de la DGT sufren
muchos cambios (ampliación de Zoom, cambio de posición, etc.) no se podía utilizar una
ROI estática. Ésta es la razón por la cual se decidió utilizar una ROI por cada imagen
en lugar de una ROI global para todas ellas. Así, una vez filtradas las imágenes, y las
ROIs definidas, se procedió a la anotación propiamente dicha, es decir, en cada imagen
se anotaron los vehículos presentes, marcando cada uno con un punto, como muestra la
la Figura 2. Una vez concluido todo el proceso se obtuvo la base de datos adecuada para
nuestro sistema.
Llegados al punto en que la base de datos ha sido creada, se procedió al análisis y
adaptación del sistema descrito en [16] para poder trabajar con imágenes de tráfico y
resolver el problema del conteo de vehículos.
La idea descrita en [16] es muy sencilla. Dada una imagen, se genera una función
de densidad de objetos, F , que aplicada a cada píxel, produce la densidad estimada
xix
(a) (b)
Figura 2: Imágenes que componen la base de datos a) Imagen original. b) Imagen con
ROI y anotación.
dependiendo de su apariencia. Una vez conocida la función de densidad F , el número
total de objetos en la imagen se obtiene integrando el resultado de aplicar F sobre la
imagen. Así mismo, si se integra la densidad sobre una subregión, perteneciente a la
imagen, se obtiene la estimación total de objetos en esa subregión.
En la ecuación 1 se muestra cómo se modela la función de densidad mediante una
transformación lineal.
F(p) = wT xp; (1)
donde w representa los parámetros del modelo que debemos aprender durante el entrena-
miento y xp el vector de características que representa a cada píxel.
En el esquema de la Figura 3 se describe el procedimiento seguido para el análisis de
nuestro sistema. Se divide en dos fases: entrenamiento y testeo del sistema. Se utilizaron,
como características visuales, las conocidas como palabras visuales de un modelo Bag-
of-Words (BoW) [24], como en [16], aunque se podría trabajar con cualquier tipo de
características extraídas por píxel.
Durante la fase de entrenamiento se obtiene el vector de pesos w, que es de vital
importancia para obtener el número de vehículos en cada imagen. El resultado final se
obtiene en la fase de testeo aplicando la Ecuación 1.
La comprobación del funcionamiento del sistema se ha realizado ejecutando tres ex-
perimentos:
Experimento 1: Diccionario de tamaño 200 y Gaussiana (tamaño= 10*6, =10)
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Figura 3: Proceso de entrenamiento del modelo.
Experimento 2: Diccionario de tamaño 2000 y Gaussiana (tamaño= 10*6, =10)
Experimento 3: Diccionario de tamaño 2000 y Gaussiana (tamaño =15*6, =15)
Como conclusión final de nuestro estudio, en la Tabla 1 se muestra una comparación
de los resultados cuantitativos obtenidos. En la Figura 4 se realiza una comparación de
los resultados cualitativos. A partir de ambas comparaciones se concluye que es mejor














DGT Dirección General de Tráfico. Es el organismo español encargado principal-
mente de la vigilancia y control del tráfico entre otras actividades.
Tracking También se le denomina seguimiento. Permite asociar un objeto en un
instante preciso con un instante posterior, de ese mismo objeto, permitiendo así la
obtención de información acerca de su movimiento y trayectoria.
Bounding Box Término usado para denominar a la región encerrada por un rec-
tángulo en la que se encuentra el objeto detectado.
ROI (Region of Interest) Delimita aquellas zonas que son útiles para el análisis.
Ground truth Este término se refiere a las medidas tomadas de forma manual y
se utiliza como comparación para la evaluación de los sistemas automáticos.
Variable slack Es una variable que se utiliza en casos de optimización. Esta variable
sustituye una reestricción de desigualdad con una restricción de igualdad.
Cutting-plane Este término se utiliza en optimización matemática. Se emplea co-
mo término genérico para referirse a métodos de optimización iterativa que redefinen
un posible conjunto o funciones por medio de desigualdades lineales.
Validación cruzada Esta técnica se utiliza para evaluar los resultados obtenidos
de un análisis estadístico y garantizar que son independientes de la partición entre
datos de entrenamiento y prueba.






La apariencia de los objetos de una misma clase en imágenes naturales varía en gran
medida debido a diversas causas como, por ejemplo, cambios en la iluminación, en las
condiciones de la imagen, escala, etc. Estos factores, así como las oclusiones, hacen que la
detección de objetos sea una tarea desafiante, aunque en los últimos años ha habido un
gran progreso [9, 10, 11, 23].
En este TFG proponemos seguir avanzando en este campo. En concreto, el proyecto se
centra en el estudio de soluciones para realizar un conteo de vehículos de baja resolución.
En este contexto se ha desarrollado un sistema para la detección y conteo de vehículos a
partir de las imágenes tomadas por las cámaras de tráfico de la DGT. La base de nuestro
estudio está cimentada en el modelo propuesto por Lempitsky et al. [16], donde se detalla
un modelo capaz de realizar una estimación muy precisa de la densidad de los objetos
presentes en la imagen, incluso en situaciones de alta densidad. Aunque en [16] todo el
trabajo de centra en contar persona y células, en este proyecto se ha adaptado el sistema
para que funcione en el caso particular de estimar la presencia de vehículos en imágenes de
baja resolución. Con esta finalidad, se ha construido, específicamente, una base de datos
para el desarrollo de este proyecto, lo cual ha permitido el desarrollo y ejecución de cada
uno de los experimentos necesarios para la evaluación del funcionamiento del sistema.
La idea es que el sistema desarrollado permita realizar la predicción del nivel de con-
gestión de las carreteras de una forma precisa. No obstante, se aborda en este proyecto el
gran reto de efectuar el recuento de vehículos en situaciones de tráfico denso, en las cuales
tiene lugar el efecto de solapamiento entre los mismos (véase la Figura 1.1) .
1.1. Motivación y objetivos
Ante la necesidad de poder procesar imágenes de tráfico de baja resolución, como la
mostrada en la Figura 1.1, en las que poder estimar de forma precisa el número de vehícu-
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Figura 1.1: Imagen con tráfico denso.
los presentes, ha surgido este proyecto, enmarcado dentro del proyecto de investigación
STIMULO (IPT-2012-0808-370000), concedido al grupo de investigación GRAM de la
Universidad de Alcalá.
Uno de los objetivos del proyecto STIMULO, es lograr predecir de la forma más exacta
posible el nivel de congestión en las vías que dan acceso al puerto para los accesos por
carretera a Valencia. Este TFG se enmarca por tanto en el proyecto STIMULO y tiene
como objetivo principal la creación de un sistema de validación experimental para sistemas
de detección y conteo de vehículos a partir de imágenes tomadas por las cámaras de tráfico.
Se va a implementar y evaluar también el modelo descrito en [16] que permite la predicción
del número de vehículos estimando la densidad en la imagen. Se propone este modelo ya
que para la aplicación concreta no es necesario el conocimiento de la posición exacta de
los vehículos, proporcionados por los detectores tradicionales (p. ej. HOG [6]) los cuales
han sido descartados ya que no funcionan correctamente con imágenes de baja resolución.
En la Figura 1.2(a) se observa como las cajas proporcionadas por [7, 12](bounding box)
no detectan los vehículos, lo cual constituye el objetivo principal de este proyecto. En la
Figura 1.2(b) vemos que incluso colocando una ROI en la imagen para delimitar la zona
en la que el detector tiene que localizar los vehículos, éste sigue equivocándose.
1.2. Campos de aplicación
Dado que el sistema desarrollado permite determinar el nivel de congestión del tráfico
en imágenes de videovigilancia, los principales campos de aplicación son:
1. Sistema de estimación de congestión automática para accesos a núcleos urbanos: el
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(a) (b)
Figura 1.2: a) Detección de vehículos aplicando [7]. b) Detección de vehículos aplicando
[7] y una ROI. La ROI definida es la zona que se encuentra delimitada por las líneas
verdes.
sistema será capaz de estimar, de forma precisa, la densidad total de tráfico a partir
de imágenes de videovigilancia.
2. Sistema de análisis de la congestión para mejorar la eficiencia energética en en-
tornos urbanos: al poder estimar la congestión de tráfico en una zona, donde la
información geográfica/cartográfica es conocida (p. ej. en las principales vías de ac-
ceso a Madrid), ésta podrá ser utilizada para realizar un análisis de la sobrecarga
de las infraestructuras, y poder planificar dónde invertir más recursos para mejorar
la eficiencia energética de las ciudades.
3. Mejoras de la seguridad vial: el sistema puede ser utilizado también para detectar
aquellas zonas de circulación con una alta congestión, de modo que se puedan tomar
las medidas necesarias para reforzar la seguridad de peatones y vehículos en las
mismas.
4. Supresión del exceso de contaminación acústica en entornos urbanos: el sistema se
puede emplear para detectar aquellos entornos que presentan una mayor congestión
de tráfico, pudiéndose así redirigir a los vehículos y evitando un aumento del nivel
de ruido el cual puede resultar muy molesto para los ciudadanos.
4 CAPÍTULO 1. INTRODUCCIÓN
Capítulo 2
Estado del arte
Existen diversos enfoques que abordan el problema de contar objetos en imágenes de
forma no supervisada. Algunos trabajos se basan en la realización de la agrupación en base
a la autosemejanza [1] (véase la Figura 2.1(a)) o por similitud de movimiento [21](véase
la Figura 2.1(b)).
(a) (b)
Figura 2.1: a) Selección de los contornos. Las rodajas de naranja tienen un tamaño, forma
y color similar, y su colocación es uniforme estadísticamente. b) Anotación de peatones.
Las líneas azules y naranjas muestran gente alejándose y acercándose a la cámara respec-
tivamente con patrones de movimiento similares y que permiten agruparlos y contarlos.
Sin embargo, la precisión de estos métodos no supervisados es limitada y por tanto,
en la literatura se consideran otros enfoques basados en aprendizaje supervisado. Éstos
se dividen en las siguientes categorías:
Conteo por detección. Estos modelos basan su cuenta en la utilización de un detector
de objetos, que localiza la posición de cada objeto en la imagen. Dadas localizaciones
de todos los casos, el conteo es algo trivial. Sin embargo, la detección de objetos está
muy lejos de estar resuelta [8], especialmente cuando tienen lugar superposiciones.
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Conteo por regresión. Estos métodos evitan resolver el difícil problema de la de-
tección. En su lugar, una asignación directa de algunas características globales de
la imagen (fundamentalmente histogramas formados por varias características) de
los objetos es aprendida de modo que se estima por cada imagen una cuenta de los
objetos presentes en la misma, siguiendo un esquema de regresión. Algunos ejemplos
son [5, 15, 18].
Kong et al. [15] proponen un modelo que tiene en cuenta la normalización de las
características para tratar con la proyección de la perspectiva y las diferentes orien-
taciones de la cámara. Las características que se entrenan incluyen la orientación
del borde y los histogramas resultantes de la detección del borde y la sustracción del
fondo. Un mapa de densidad que mide el tamaño relativo de los individuos y una
escala global que mide la orientación de la cámara son estimados y usados para la
normalización de las características. La relación entre los histogramas de caracterís-
ticas y el número de peatones en las multitudes es aprendido a partir del etiquetado
de los datos de entrenamiento. (Ver la Figura 2.2).
(a) (b)
(c) (d)
Figura 2.2: a) Imagen original. b) Máscara de la imagen del plano principal. c) Mapa de
detección de bordes. d) Mapa de bordes después de una operación ’AND’ entre b) y c).
(Imagen tomada de [15])
7Procedimientos para contar por segmentación: [4, 22] pueden considerarse como hí-
bridos de los enfoques anteriores (conteo por detección y conteo por regresión). Estas
tácticas segmentan los objetos en grupos separados y luego realizan una regresión
de la propiedades globales de cada grupo al número total de objetos existentes.
Ryan et al. [22] han propuesto un algoritmo que utiliza funciones de seguimiento
(tracking) y características locales, para contar el número de personas en cada grupo
representado por un conjunto de segmentos, de modo que la estimación total será
la suma de los tamaños de los grupos. El seguimiento se utiliza para mejorar la
estimación total mediante el análisis de la historia de cada grupo, incluyendo la
división y fusión de los eventos ocurridos.
(a) (b)
(c) (d)
Figura 2.3: a) Extracción correcta de los individuos, con ruido adicional (es decir, una
pequeña barra cerca del centro). b) Persona (arriba, centro) se fragmenta en dos manchas,
una de ellas se fusiona con otra mancha cercana. c) Persona (izquierda) se fragmenta en
dos manchas. d) Persona (arriba, centro) se funde con el fondo dejando pocos píxeles de
primer plano. Esta persona es apenas visible para el ojo humano. (Imagen tomada de [22])
Este proyecto está basado en una solución planteada en [16] para contar objetos.
Lempitsky et al. [16] han propuesto sistemas que nos permitan estimar la densidad de los
objetos existentes en las imágenes, y que fueron utilizados con éxito en el problema de
conteo de células en imágenes de laboratorio como la mostrada en la Figura 2.4.
En cuanto al conteo de vehículos, son muchos los trabajos que abordan el problema
[13, 20, 25]. Todos necesitan que la cámara este fija y que proporcione vídeo de una
buena calidad, lo que es inviable con las cámaras de la DGT. Además, en situaciones de
alta congestión no han sido exhaustivamente evaluados. Es por ello que este TFG resulta
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Figura 2.4: Ejemplo de problema de contar objetos, contar células.
interesante y nos va a permitir avanzar en la búsqueda de una solución satisfactoria al
problema planteado.
Capítulo 3
Modelo para la estimación del número
de objetos en imágenes
3.1. Descripción teórica
El problema de contar objetos consiste en una estimación, lo más precisa posible,
del número de objetos en una imagen o fotograma de vídeo. Se ha optado por elegir un
enfoque de aprendizaje supervisado para resolver este problema, que se basa en modelos
de regresión local. En concreto, en este TFG hemos trabajado con la propuesta descrita
en [16] y que describimos en detalle en este capítulo.
En [16], la idea que se describe para determinar el número de vehículos de las imágenes,
es sencilla. Dada una imagen I, el objetivo es conseguir el aprendizaje de una función de
densidad F como una función real de los píxeles de la imagen. Es decir, se trata de
aprender una función de densidad de objetos F, que aplicada a cada píxel, genere la
densidad estimada en función de su apariencia.
Conociendo la estimación de la función de densidad F, el número total de objetos en
la imagen se estima integrando el resultado de F sobre la imagen. Por otra parte, integrar
la densidad sobre una subregión de la imagen S  I proporciona una estimación del total
de objetos en esa subregión.
En este enfoque, se parte de que cada píxel p en una imagen se representa por un vector
de características xp. A partir de estas características se procede a modelar la función de
densidad como una transformación lineal de xp:
F(p) = wT xp; (3.1)
donde w representa los parámetros del modelo que debemos aprender durante el entrena-
miento.
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Así, a partir de un conjunto de imágenes de entrenamiento se aprende el vector w,
de modo que las estimaciones de las funciones de densidad para las imágenes de entrena-
miento coincidan con las densidades anotadas.
Las funciones de densidad sobre las rejillas de los píxeles son de gran importancia
en el enfoque utilizado para contar vehículos, cuyas integrales en las áreas de la imagen
coincidirán con el número de objetos contados. Para una imagen de entrenamiento Ii,
se ha definido la función de densidad como una densidad basada en Kernels Gaussianos
centrados en los puntos donde hay un objeto anotado. Ésta se define como sigue, basada
en los puntos proporcionados:
8p 2 Ii; F 0i (p) =
X
P2Pi
N (p;P; 212x2); (3.2)
donde, p indica un píxel, N (p;P; 212x2) indica un kernel gaussiano 2D normalizado eva-
luado sobre p, con media en el punto situado por el usuario P, y una matriz de covarianza
isotrópica con un  de valor pequeño (generalmente, unos píxeles). En la Figura 3.1 se re-
presenta el proceso de generación de las funciones de densidad en los puntos anotados.Con




i (p) sobre toda la imagen
no coincidirá exactamente con el recuento de puntos Ci, ya que para los puntos que se
encuentran muy cerca del límite de la imagen la masa de su probabilidad Gaussiana se
encuentra parcialmente fuera de la imagen. Este comportamiento es natural y deseado en
la mayoría de las aplicaciones, debido a que en muchos casos un objeto que está situado
parcialmente fuera de los límites de la imagen no debería ser contado como un objeto en
su totalidad sino como una fracción de objeto.
(a) (b)
Figura 3.1: a) Imagen. b) Anotación de vehículos mediante puntos rojos. c) Representación
de las funciones de densidad.
Una vez definido el modelo y la construcción de los mapas de densidad según las
anotaciones, podemos proceder a describir como se desarrolla el aprendizaje del modelo
definido en la ecuación 3.1.
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Dado un conjunto de imágenes de entrenamiento, junto con su ground truth, el objetivo
principal es aprender la transformación lineal de la representación de las características
que se aproxima a la función de densidad de cada píxel:
8p 2 Ii; Fi (pjw) = wT xip; (3.3)
donde w 2 RK es el vector de parámetros de la transformación lineal el cual ha sido nuestro
objetivo aprender a partir de los datos de entrenamiento, y Fi ( | w) es la estimación de
la función de densidad para un valor determinado de w. Por tanto, se trata de aprender
un vector w de manera que minimice la diferencia entre el ground truth y las funciones







D  F 0i (); Fi (jw): (3.4)
En esta ecuación,  es un hiperparámetro que controla el nivel de regularización. Como
se observa, la ecuación busca minimizar la distancia D entre la densidad estimada y la
proporcionada en la anotación.
Para el entrenamiento del modelo, seguimos el proceso de optimización descrito en [16].
En el diagrama de la Figura 3.2 se observa como se realiza el proceso de entrenamiento y
test del modelo propuesto.
Una vez que ha sido aprendido el vector w a partir de los datos de entrenamiento,
el sistema puede producir una estimación de la densidad de una imagen I mediante una
simple ponderación lineal del vector de características calculado en cada píxel, según es
sugerido en la Ecuación 3.3. Por tanto, el problema ha quedado reducido a la elección de
la correcta función de distancia D y el cálculo óptimo del vector de pesos w en la ecuación
3.4 para las mismas.
La distancia D en la ecuación 3.4 mide la desigualdad entre el ground truth y la
densidad estimada. Ésta tiene un significante impacto en el rendimiento de todo el entorno
de aprendizaje. Hay dos elecciones naturales para D:
Se puede elegir D para que sea alguna función de métrica Lp, por ejemplo la métrica
L1 (suma de la diferencia absoluta de píxeles) o el cuadrado de la métrica L2 (suma
de cuadrados de la diferencia de píxeles). Estas opciones convierten la Ecuación
3.4 en un problema de regresión estándar, donde cada píxel en cada imagen de
entrenamiento proporciona una muestra en el conjunto de entrenamiento.
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Figura 3.2: Proceso de entrenamiento del modelo.
Como la suma total es en definitiva lo importante, se puede elegir que D sea una
diferencia absoluta, o de cuadrados, entre las sumas globales sobre la totalidad de









donde ahora cada muestra del entrenamiento corresponde a la imagen de entrena-
miento entera. Por lo tanto, aunque esta elección coincide con nuestro objetivo final
de aprender a contar correctamente, se requiere de muchas imágenes anotados para
el entrenamiento, ya que la información espacial, en la anotación, se descarta.
Teniendo en cuenta las significativas desventajas que muestran las anteriores distan-
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cias, se ha optado por elegir una alternativa diferente, la distancia MESA, propuesta en
[16]. Dada una imagen I, la distancia MESA DMESA entre dos funciones F1(p) y F2(p)
sobre la rejilla de píxeles, es definida como la diferencia absoluta más grande entre las
sumas de F1(p) y F2(p) sobre todos los subconjuntos en I :









En este caso, B es el conjunto de todos los subconjuntos de cajas de I.
La distancia MESA puede ser considerada como una distancia L1 entre vectores de
las sumas de los subconjuntos. Esta distancia posee dos propiedades muy deseables:
1. Robustez. La distancia MESA es robusta a las perturbaciones locales aditivas de
sus argumentos, tales como el ruido independiente o la señal de alta frecuencia,
siempre y cuando las integrales de estas perturbaciones sobre la región más grande
sean próximas a cero. Por lo tanto, no importa mucho cómo se defina exactamente
la densidad ground truth a nivel local, siempre y cuando las integrales de la den-
sidad ground truth sobre las regiones más grandes calculen el total correctamente.
Podemos entonces definir la densidad ground truth para una anotación de puntos
como la suma de gaussianas normalizadas centradas en los puntos.
2. Computabilidad. La distancia MESA se puede calcular con exactitud a través de
un algoritmo combinatorio eficiente (máximo sub-array [3]).
3.1.1. Características visuales
El modelo presentado permite trabajar con cualquier tipo de características extraídas
por píxel. En este trabajo, como en [16], proponemos un modelo basado en diccionarios
de palabras visuales. Podemos comparar nuestro sistema con el aprendizaje de un idioma,
donde también existen diccionarios visuales de consulta que nos permiten aprender el
significado de cada una de las palabras o traducirlas a nuestro idioma materno. En nuestro
caso se proyectan las características extraídas por píxel sobre el diccionario visual para
poder determinar de qué se trata, es decir, en nuestro caso si se corresponde o no con un
vehículo. Gracias a esto aprendemos a identificar los vehículos lo que finalmente permite
la correcta detección y conteo de los mismos.
A grades rasgos, el sistema de extracción de características funciona del siguiente
modo. De un conjunto de imágenes de entrenamiento procedemos a extraer descriptores
visuales por cada píxel. Estos descriptores son vectores, de una alta dimensionalidad,
14 CAPÍTULO 3. MODELO DE ESTIMACIÓN DEL NÚMERO DE OBJETOS
que describen el contenido visual de forma robusta (p.ej. SIFT [26, 28], SURF [2, 14]).
Una vez han sido extraídos, procedemos a organizarlos en grupos, utilizando técnicas
de clusterings, como K-means. Cada grupo identificado por la técnica de clustering es
considerado como una palabra visual. De este modo, cada vector queda asociado al grupo
o cluster en el que el proceso de clustering lo insertó. Es decir, que al final, cada píxel
de la imagen es asignado a un cluster del vocabulario, lo que se puede entender como
un código o número. El diagrama de la Figura 3.3 representa de forma gráfica todo este
proceso.
Figura 3.3: Proceso de obtención de la representación Bag-of-Words.
Así, el primer paso que proponemos es transformar cada una de la imágenes en color
a escala de grises, realizándose posteriormente una extracción de las características. En el
proceso de generación del diccionario se van a utilizar solo las imágenes de entrenamiento.
Las características se han obtenido mediante vectores SIFT (se explicarán en la sección
3.2), concretamente a partir de una extracción densa de estos vectores en toda la imagen.
Posteriormente, se ha establecido un número máximo de características a extraer de
todas las imágenes. Si el número total de las mismas supera al límite fijado, se seleccionan
de forma aleatoria hasta llegar al máximo elegido. Por último, para la creación del diccio-
nario se ha hecho uso del algoritmo de clustering K-means. Se trata de un algoritmo de
agrupamiento cuyo objetivo es devolver una serie de puntos que por su posición central en
los grupos representan al resto de puntos y que son denominados centroides. El algoritmo
funciona del siguiente modo: conocido el valor de K y los vectores a agrupar, se generan
k centroides aleatorios. A continuación se calcula la distancia de los vectores hasta los
centroides y se agrupan los objetos según la mínima distancia a los mismos. Los centroides
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se recalculan según los nuevos grupos y se vuelve a iterar hasta que el proceso converja.
El diagrama de la Figura 3.4 ejemplifica el funcionamiento del algoritmo K-means. Final-
mente, en la Figura 3.5 mostramos un ejemplo de agrupación de datos bidimensionales,
utilizando K-means, y fijando K=5. La matriz de centroides que devuelve el algoritmo
k-means es nuestro diccionario.
Figura 3.4: Funcionamiento del algoritmo kmeans.
3.2. Implementación técnica del modelo de software
Para la implementación del sistema propuesto de ha utilizado la eficiente librería de
visión por computador VlFeat [27] y el código original que acompaña al paper [16] liberado
por Lempitsky et al. Se trata de una librería libre que contiene algoritmos útiles para
técnicas de visión artificial. Concretamente se ha hecho uso de dos algoritmos. El primero
para la extracción de características mediante el uso de descriptores SIFT de forma densa
(vl_dsift). El segundo algoritmo que se ha utilizado ha permitido la proyección de las
características extraídas a partir de las imágenes sobre el diccionario creado.



















Figura 3.5: Ejemplo de agrupamiento de datos mediante k-means. Los datos se particionan
en 5 clusters diferentes (k=5) con sus respectivos centroides (uno por grupo).
3.2.1. Extracción de descriptores SIFT
Hasta el momento se ha hablado de descriptores SIFT [17] pero no hemos explicado
qué son.
Estos descriptores surgen ante la necesidad de describir de manera robusta el contenido
de la información visual. Los descriptores SIFT fueron publicados por primera vez por
David Lowe [17].
Se define un SIFT frame como una orientación dominante que se especifica por cuatro
parámetros: el centro tx, ty, la escala s, y la rotación  (en radianes) obteniendo como
resultado un vector formado por cuatro parámetros (s, ,tx, ty, ). En la Figura 3.6(a) a
la izquierda se muestra la imagen de la Puerta de Alcalá y a la derecha ésta misma, pero
ahora presenta un escalado y una rotación de 30 grados. En la Figura 3.6(b) se aprecian
las imágenes anteriores con sus respectivos SIFT frames detectados. Si se examinan estas
dos imágenes podemos comprobar que las detecciones suceden en las mismas regiones de
la escena, aunque los círculos se han desplazado de su posición original en la imagen y el
radio ha sido modificado. Esto demuestra el alto grado de invarianza que presentan este
tipo de descriptores ante rotaciones y cambios de escala.
Finalmente en la Figura 3.7 puede observarse el resultado de realizar una extracción
densa de descriptores SIFT en las imágenes de tráfico que utilizamos en este TFG.
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(a)
(b)
Figura 3.6: a) Imagen original e imagen escalada y rotada 30 grados. b) Visualización de
los vectores de características SIFT (frames).
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Para la realización de la validación experimental del modelo descrito en el capítulo 3,
hemos necesitado recopilar una base de datos con imágenes de tráfico, que han tenido que
ser debidamente anotadas, manualmente. En este capítulo describimos la base de datos
GRAM-LOQUATRAF.
4.1. Descripción de la base de datos
Para generar la base de datos GRAM-LOQUATRAF se han observado varias carre-
teras de la provincia Madrid, buscando aquéllas en las que la densidad de tráfico fuera
alta. También se han analizado a distintas horas del día, eligiendo finalmente las primeras
horas de la mañana (desde las 7:30 horas hasta las 10:00 horas), que es cuando las carre-
teras poseen una mayor concentración de tráfico. Las cámaras seleccionadas han sido las
siguientes:
Carretera A-2 (Km 6,5; Km 10,3 y Km 17,4).
Carretera A-6 (Km 3,5; Km 4,1 y Km 14,3).
Carretera M-40 (Km 12,9).
Carretera A-5 (Km 7,9; Km 9,6 y Km 12,6).
Carretera A-42 (Km 12,3).
En la Figura 4.1 se muestran dónde están ubicadas geográficamente las cámaras que
se han seleccionado para la generación de la base de datos.
Una vez seleccionadas las cámaras, se han capturado imágenes durante tres semanas
consecutivas (las imágenes de la primera semana se utilizarán para el entrenamiento del
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Figura 4.1: Geoposicionamiento de las cámaras seleccionadas.
sistema, las de la segunda para la validación del sistema y las de la tercera para el testeo
del sistema). Para ello, se desarrolló una herramienta en C++ que se distribuye junto con
el código del TFG.
Una vez las imágenes fueron capturadas, la generación de la base de datos se ha
realizado siguiendo el procedimiento mostrado en la Figura 4.2. La Figura 4.3 muestra un
ejemplo de anotación realizada.
Semana 1 2 3
Finalidad de las imágenes Entrenamiento Validación Testeo
Imágenes 403 420 421
Imágenes anotadas 403 420 421
Total objetos anotados 12383 16359 16086
Número de objetos medios por imagen 31 39 38
Tabla 4.1: Imágenes que forman la base de datos y objetos anotados.
La base de datos obtenida está formada por un total de 1244 imágenes. Como decíamos
éstas corresponden a tres semanas distintas. El grupo de imágenes de la primera semana
es denominado, training, contiene 403 imágenes que se han utilizado para el entrenamiento
del sistema. El segundo grupo (segunda semana), ha sido denominado validation, y está
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Figura 4.2: Diagrama de flujo del proceso de elaboración la base de datos.
formado por 420 imágenes que son utilizadas para ajustar los parámetros del sistema, sin
necesidad de utilizar las imágenes reservadas para test que podrían falsear los resultados.
Por último, el tercer grupo (tercera semana), test, contiene 421 imágenes, que se utilizan
para testear soluciones finales y dar los resultados de cuenta de vehículos (véase la Tabla
4.1).
(a) (b)
Figura 4.3: Imágenes que componen la base de datos a) Imagen original. b) Imagen con
ROI y anotación.
Como se ha indicado previamente, la base de datos elaborada está formada por un to-
tal de 1244 imágenes proporcionadas por un conjunto de cámaras públicas de la DGT, que
supervisan diferentes carreteras de Madrid. Estas imágenes son de baja calidad, siendo su
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resolución de 640 x 480 píxeles. Al tratarse de cámaras de exterior, hay diversos factores
que afectan a la calidad de las imágenes que producirán: acumulación de polvo; el compor-
tamiento de algunos animales (como es el caso de las arañas que crean sus telarañas en las
cámaras), cambios extremos de iluminación (esto ocurre tanto en imágenes de día como
de noche) e incluso factores meteorológicos como la lluvia. Se ha llevado a cabo un filtrado
de las imágenes con el objetivo de eliminar aquéllas en las que la detección y conteo de los
vehículos sea de una dificultad extremadamente alta, ya que en algunas es prácticamente
imposible la detección de los mismos. Ejemplos de estos factores se pueden observar en
la Figura 4.4. Además de lo ya expuesto hay, que añadir que las cámaras de la DGT no
son fijas, es decir, rotan apuntando a diferentes zonas de la carretera. Los operarios las
mueven para prestar especial atención al pavimento o a los accidentes. Estas variaciones
llevadas a cabo por los trabajadores impiden la utilización de una ROI estática, y cada
imagen deba llevar una ROI propia asociada. Éstas son las causas principales que hacen
que las imágenes almacenadas en la base de datos constituyan un gran desafío a la hora
de realizar el conteo de los vehículos.
Finalmente se ha desarrollado un proceso de verificación que permite asegurar que
tanto la anotación como la ROI elegida para cada imagen de la base de datos son las
correctas. Para ello, se ha superpuesto sobre la imagen original la ROI y los puntos de la
anotación agrandados. (Véase Figura 4.5)
4.2. Anotación
La forma de anotación elegida consiste en especificar la posición de cada objeto en
la imagen mediante un punto. Señalar utilizando puntos es la forma natural de contar
para las personas, al menos cuando el número de objetos es elevado. Por tanto, se puede
decir que a una persona no le resultaría más complicado proporcionar las anotaciones
correspondientes a las imágenes de entrenamiento que proporcionar el resultado final.
Además, cabe destacar que en general la anotación mediante puntos es menos laboriosa
que una anotación realizada con bounding boxes.
En la Figura 4.6(a) se puede observar una anotación realizada con puntos (un punto
por cada vehículo). Esta anotación resulta mucho más rápida que la mostrada en la Figura
4.6(b) puesto que solo hay que poner un punto en el centro del vehículo y actualmente
gracias a la evolución de las nuevas tecnologías, la mayoría de dispositivos poseen pantallas
táctiles, podría realizarse la anotación de una forma muy rápida, puesto que con ir tocando
sobre los diferentes vehículos éstos ya quedarían anotados. En la utilización de bounding
boxes se requiere ser más preciso ya que hay que realizar un recuadro lo más próximo
posible al vehículo, resultando una tarea dura y lenta.
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Para agilizar la anotación se ha creado una herramienta de Matlab que permite de
forma rápida y sencilla seleccionar los vehículos. La función “ginput” permite distinguir los
vehículos en cada una de las imágenes devolviendo las coordenadas x e y correspondientes
a cada uno de ellos. Posteriormente estas coordenadas se guardan en un archivo de texto,
lo que permite acceder a ellas en caso de que sea necesario. Por tanto, se concluye que cada
imagen de entrenamiento Ii ha sido anotada con un conjunto de puntos 2D Pi=P1,...,PC(i),
siendo C(i) el número total de objetos anotados por el usuario.
En un paso previo a la anotación, se ha delimitado una región de interés (ROI) para
cada una de las imágenes, ya que las cámaras de la DGT se mueven constantemente
cambiando el área enfocada y por tanto no se puede fijar una ROI común para todas las
imágenes. Esta ROI se ha utilizado en la sección de test del sistema en la cual se procede
a calcular el valor estimado a partir de las densidades estimadas.
Para generar la ROI se ha empleado la función de MATLAB “roipoly” (véase Algoritmo
1). Esta función permite especificar una región de interés, ROI, dentro de una imagen.
“roipoly” devuelve una imagen binaria del mismo tamaño que la imagen original donde
los píxeles que se encuentran dentro de la región deseada tienen valor 1 y los que están
fuera valor 0.
Algoritmo 1 Algoritmo que permite la creación de una ROI de manera rápida y sencilla.
BW = ro i po l y ( imagen ) ;
Por tanto, cada imagen tiene asociado un archivo de texto en el que se guardan las
anotaciones de los vehículos, una imagen en formato “*dots.png” donde los vehículos
vendrán representados por puntos rojos y una archivo “*mask.mat” que contiene la ROI.
4.3. Distribución de la Base de Datos
Las imágenes de la base de datos se encuentran divididas en tres carpetas: training,
validation y test. Como sus nombres indican, las imágenes de la carpeta training se utilizan
para el entrenamiento del sistema, las de la carpeta validation para el ajuste y validación
de parámetros, y por último las correspondientes a la carpeta test, para el testeo del
sistema. Cada una de estas carpetas contiene las imágenes capturadas, en formato JPG,
y asociadas a ellas se encuentran las anotaciones, tanto en formato texto, es decir, las
coordenadas x e y de donde se sitúan los vehículos, como la representación mediante
puntos rojos de dichas anotaciones. Además, dado que ha sido necesario generar una ROI
para cada imagen, también existe un archivo *.mat, que contiene la información referente
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a la ROI. En la siguiente figura se esquematiza cómo está organizada la base de datos
(ver Figura 4.7).





Figura 4.4: Desde la imagen a) hasta la d) se pueden observar los factores externos que
deterioran la calidad de la imagen como el polvo, telarañas, la luz o la lluvia. Las imáge-
nes e) - i) muestran los cambios que tienen las cámaras, desde enfocar a edificios hasta




muestran como los operarios modifican
el zoom de las cámaras de una misma carretera, lo que impide utilizar una ROI estática.
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Figura 4.5: Imagen original con la ROI y la anotación sobrepuesta para comprobar que
está realizado correctamente.
(a) (b)
Figura 4.6: a) Anotación de vehículos mediante puntos. b) Anotación de vehículos con
bounding boxes [29].
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Figura 4.7: Esquema representativo de la organización de la base de datos.
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Capítulo 5
Resultados
Para comprobar el correcto funcionamiento del sistema se han realizado varios experi-
mentos. En este capítulo vamos a proceder a presentar las aproximaciones realizadas, así
como los resultados, cuantitativos y cualitativos, que se han obtenido. Gracias a ellos se
ha tenido una idea de cómo se comporta nuestro sistema frente a diversas situaciones.
5.1. Conteo de células
El primer experimento realizado, se basa en la base de datos de las células propor-
cionadas en [16] (véase la Figura 5.1). Se ha creado un diccionario con una dimensión
de 256, a partir de descriptores SIFT, y a continuación se ha ejecutado el sistema para
comprobar los resultados reportados en [16]. Con este experimento buscamos verificar
nuestra implementación del sistema, asegurándonos que obtenemos resultados similares a
los reportados en [16].
(a) (b)
Figura 5.1: Imagen de las células (a) y su anotación (b).
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Regularización L1 Regularización Tikhonov
1. Density Learning Lempitsky [16] 3.6189 3.8591
2. Density Learning 3.276699 9.209553
3. Density Learning 4.2352 13.9550
Tabla 5.1: 1.Resultados originales de Lempitsky. 2. Resultados obtenidos generando el dic-
cionario. 3. Resultados obtenidos aplicando las Gaussianas seleccionadas para los vehícu-
los.
En la Tabla 5.1 se comparan los resultados reportados en [16] con los resultados obteni-
dos en este TFG. Para calcular el error medio se procede del siguiente modo. Primeramen-
te, se calcula la diferencia entre el total de las anotaciones y el total de las estimaciones
para cada imagen. A continuación, se calcula el valor medio del valor absoluto de las
diferencias, obteniéndose finalmente el error medio medido. Su unidad de medida variará
en función de si contamos células, vehículos u otros objetos.
Se han realizado dos experimentos con la base de datos de las células, el primero
generando nuestros propios diccionarios del mismo tamaño que el proporcionado por [16]
y el segundo modificando los parámetros de las Gaussianas (tamaño y ). Este segundo
experimento se ha realizado ya que se desea validar cómo afecta el tamaño o el  de
las Gaussianas, dado que para los vehículos va a ser necesario variarlos y se ha decidido
probar primeramente con las células.
Si nos fijamos en los resultados de la Tabla 5.1, concretamente en la regularización
L1 se corrobora que los diccionarios están creados correctamente, pues la diferencia entre
errores es mínima (obsérvese los resultados entre la primera y segunda fila de la Tabla 5.1.
También se observa que los parámetros que se han aplicado para los vehículos podrían valer
para las células. Sin embargo, para la regularización L2 (Tikhonov) todos los resultados
empeoran bastante, esto se debe a que en la estimación de la densidad se introduce más
ruido (ver Figura 5.2(c) y Figura 5.2(f))
En la Figura 5.2 se realiza una comparativa entre las Gaussianas originales y las que
se ha decidido modificar sus parámetros para su posterior aplicación en los vehículos.
Si nos fijamos en la Figura 5.2(a) vemos cómo la Gaussiana es más redonda y pequeña
que la mostrada en la Figura 5.2(d), esta característica es importante para el caso de las
células, ya que son pequeñas y circulares por lo que las Gaussianas las cubren perfecta-
mente. En el caso de los vehículos nos interesa que el tamaño de las Gaussianas sea un
poco más grandes para asegurarnos que cubre completamente a estos. Al comparar la
Figura 5.2(b) y 5.2(e) vemos que las densidades estimadas para la regularización L1 son
similares independientemente del tamaño de la Gaussiana, mientras que en el caso de la
regularización de Tikhonov si existe una gran diferencia en las densidades estimadas (ver
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(a) (b) (c)
(d) (e) (f)
Figura 5.2: a) y d) representan las Gaussianas que se han obtenido, siendo a) las originales
y d) las modificadas para los vehículos. El resto de figuras representan las estimaciones de
densidad para las dos regularizaciones ( b) y e) regularización L1; c) y f) regularización
de Tikhonov), siendo las imágenes de arriba las obtenidas mediante el código original y
las de abajo para nuestro código.
Figura 5.2(c) y Figura 5.2(f)), introduciendo mayor ruido la Figura 5.2(f). En este caso
se observa cómo una Gaussiana de un tamaño superior afecta bastante a las densidades
estimadas mediante la regularización de Tikhonov, introduciendo gran cantidad de ruido.
5.2. Cuenta de vehículos
Con el fin de obtener los resultados finales se ha hecho uso de la base de datos GRAM-
LOQUATRAF, descrita en el capítulo 4.
Para la correcta evaluación de nuestra solución en la base de datos creada, GRAM-
LOQUATRAF, es necesario un ajuste del parámetro de regularización  de la ecuación
3.4. Para ello seguimos un proceso de validación, utilizando las imágenes de la segunda
semana (conjunto de validación) para realizar los ajustes necesarios. Se recomienda una
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búsqueda exhaustiva del parámetro . Varios valores de  son probados y con el que se
obtenga la mayor precisión en la validación es con el que se realiza el test final.
Como decíamos, para el caso concreto del entrenamiento del sistema de conteo de
vehículos, se han utilizado las imágenes del grupo training para el entrenamiento, y las
del grupo validation para la parte de test. El test se ha realizado para varios valores de
 ( = [10 4; 106]). Posteriormente, se han utilizado las imágenes de los grupos training
y validation para realizar el entrenamiento y las del grupo test para realizar el test, en
este caso se ha utilizado el parámetro  para el que se había obtenido mejores resultados.
Este procedimiento se explica mediante el siguiente diagrama de flujo (véase Figura 5.3).
Figura 5.3: Pasos para la ejecución del sistema.
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Como hemos descrito en el capítulo 3, para entrenar el sistema, es necesario partir
de unas densidades generadas a partir de la anotación por puntos. Por eso, uno de los
parámetros de nuestro sistema, es precisamente el tamaño de las Gaussianas que se centran
en los puntos anotados. Diferentes  darán lugar a diferentes resultados, por lo que este
parámetro también debe ajustarse. Lo idóneo es que cada Gaussiana cubra a los vehículos
para que los resultados obtenidos sean los mejores posibles (Figura 5.4).
(a) (b)
Figura 5.4: a) Muestra la imagen original de los vehículos. b) Se observan las respectivas
Gaussianas para la anotación de los Vehículos.
Como bien se ha dicho anteriormente, ha sido necesario ajustar dos parámetros de las
Gaussianas (tamaño y ). Se debe ser cauteloso a la hora de modificarlos, ya que están
estrechamente relacionados. La Figura 5.5(a) muestra la representación de una Gaussiana.
Su tamaño viene dado por el eje x y la varianza () viene definida como la parte superior de
la campana. En la Figura 5.5(d) se representa la Gaussiana del modo que se va a presentar
en este TFG; el círculo representa  y los cuadrados dos tamaños de la Gaussiana. Se han
realizado dos pruebas con las Gaussianas:
En la primera se ha tomado un tamaño de la Gaussiana bastante mayor que el valor
dado a  (ver la Figura 5.5(b)). En la Figura 5.5(e) se observa como para estos
valores, la Gaussiana es redonda y aparece entera.
En la segunda prueba se ha seleccionado un tamaño de la Gaussiana muy pequeño
comparado con el valor de . En la Figura 5.5(c) se puede ver la parte superior de
la campana. Por otro lado, si nos fijamos en la Figura 5.5(f) nos damos cuenta de
que no aparece la Gaussiana completa, sino el centro de ésta.
Este análisis ha sido importante, debido a que en nuestro sistema queremos que las Gaus-
sianas cubran completamente a los vehículos y que no aparezca sólo el centro de ellas.
Además de estos parámetros, el tamaño del diccionario es fundamental, como veremos
en los siguientes experimentos. De nuevo, el error se mide como la media de la diferencia
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(a) (b) (c)
(d) (e) (f)
Figura 5.5: a) Indicación de los parámetros  y tamaño de la Gaussiana. b) Gaussiana
de tamaño mayor que . c) Gaussiana de tamaño menor que . d) Ejemplificación de lo
que se aprecia en función de los valores que tomen los parámetros. e) Representación de
lo que se extrae cuando el tamaño de la Gaussiana es mayor que . f) Representación de
lo que se extrae cuando el tamaño de la Gaussiana es menor que .
entre el total de las anotaciones y el total de las densidades estimadas. La unidad de
medida depende de lo que se esté contando, en este caso en concreto, el error medio
vendrá dado por un número de vehículos.
En una primera ronda de experimentos, primero hemos procedido a ajustar el pará-
metro de regularización , tal y como hemos descrito previamente. En la tabla 5.2 se
observa que el mejor resultado, para un tamaño de diccionario fijo de 200 es de  = 1000.
Como conclusión importante, se observa en la tabla que el sistema depende mucho del
parámetro .
Fijando el  obtenido, pero probando ahora con las imágenes de test, observamos
que el error es similar, lo que garantiza que el procedimiento de validación es efectivo,
garantizándose una homogeneidad en los resultados obtenidos con imágenes de validación
y de test.
El error medio obtenido no es lo suficientemente bajo, lo que indica que el sistema
no está contando correctamente. Si observamos la Figura 5.6(a) vemos que el valor es-













Tabla 5.2: Errores medios obtenidos variando los valores asignados a .
Regularización L1
Error medio 17.345227
Tabla 5.3: Error medio obtenido para un diccionario de tamaño 200.
timado aumenta cuando lo hacen las anotaciones (valor verdadero obtenido a partir del
groundtruth), si estos valores los colocamos de menor a mayor densidad de vehículos (ver
Figura 5.6(b)) corroboramos el hecho de que no cuenta suficientemente bien, pues el valor
estimado queda bastante alejado del verdadero. También se concluye que puede haber un
valor residual ya que prácticamente el valor estimado varía de forma constante.
Las Gaussianas elegidas son lo suficientemente grandes como para cubrir los coches el
cual era el objetivo que se perseguía (ver Figura 5.7) por lo que no podemos achacar los
malos resultados a la elección de una incorrecta gaussiana.
En la Figura 5.8, se muestran algunos resultados cualitativos obtenidos para este
experimento. Si nos fijamos en la imagen de la derecha para cada par de figuras, la
representación de las densidades, el detalle más notable es que además de contabilizar
los vehículos también detecta las líneas de la carretera, induciendo a errores. Además,
para los vehículos más pequeños, situados en el fondo de la imagen, vemos cómo apenas
se detecta nada, por lo que parece que para vehículos pequeños, el sistema no funciona
adecuadamente.
Todo parece apuntar a que las características visuales que parece funcionan perfec-
tamente con el caso de las células, no son lo suficientemente efectivas para resolver el
problema del conteo de vehículos.
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Figura 5.6: a) Error medio para cada imagen. b) Error medio ordenado de menor número
de vehículos a mayor.
(a) (b)
Figura 5.7: a) Imagen original. b) Gaussiana correspondiente con la anotación.
Otra posible causa de este error está en el tamaño del diccionario, es decir, que éste sea
demasiado pequeño. Por este motivo se ha decidido probar con un diccionario de tamaño
2000.
A partir de los resultados mostrados en la Tabla 5.4 se deduce que para  = 10000
se obtiene el error medio más bajo. Con este valor pero probando en las imágenes de test,




Tabla 5.5: Error medio obtenido para un diccionario de tamaño 2000.
El error medio obtenido parece bastante alto, pero no es así dado que las imágenes













Tabla 5.4: Errores medios obtenidos variando los valores asignados a .
empleadas tienen una alta densidad de tráfico lo que complica la tarea de contar los
vehículos. Si observamos la Figura 5.9(a) vemos que el valor estimado aumenta cuando lo
hace el valor de las anotaciones, lo que indica que el sistema está contando adecuadamente.
Además en la Figura 5.9(b) se aprecia que a medida que aumenta el número de anotaciones
también lo hace el valor estimado. Todo parece apuntar a que el tamaño del diccionario
parece ser un parámetro fundamental del sistema.
Para este experimento, si observamos la Figura 5.10, más concretamente la imagen
derecha para cada par, se aprecia que al aumentar el tamaño del diccionario se elimina
bastante ruido en comparación con la Figura 5.8 (desaparecen las líneas de la carretera).
Sin embargo, como sucedía para el experimento anterior, los vehículos más alejados, no
son detectados, lo que induce a pensar que el sistema no funciona correctamente.
En el análisis que se ha realizado, parece claro que el tamaño del diccionario importa.
Los resultados revelan que cuanto mayor es el diccionario, menor es el error cometido en
la cuenta. A continuación vamos a analizar, partiendo del diccionario de tamaño 2000, si
los parámetros que definen los tamaños de las Gaussianas afectan, y en que medida, a las
estimaciones.
Aunque las Gaussianas anteriores cumplían con los objetivos deseados, se ha decidido
probar con una Gaussiana de tamaño superior (tamaño: 15*6; =15) para asegurarnos
que no sólo cubre los vehículos, si no también los camiones o autobuses que tienen un
tamaño mayor.
En la Figura 5.11(b) se representan las Gaussianas que se han obtenido,en este caso
al ser de mayor tamaño que las anteriores podemos observar que donde hay más densidad
38 CAPÍTULO 5. RESULTADOS
de tráfico se genera una masa de Gaussianas, es decir, las Gaussianas se solapan. Este
hecho puede incitar a que el sistema cuente como vehículos partes que se corresponden
con la carretera introduciendo así ruido.
El primer paso, al igual que antes, ha sido determinar el parámetro  que mejor calibra














Tabla 5.6: Errores medios obtenidos variando los valores asignados a .
A la hora de probar en la secuencia de test, el error medio obtenido aparece en la
Tabla 5.7. Como puede observarse, este error es ligeramente inferior al obtenido con una




Tabla 5.7: Error medio obtenido para un diccionario de tamaño 2000 y una Gaussiana
más grande (tamaño = 15*6;  = 15) que la original (tamaño = 10*6;  = 10).
Como sucedía antes, si observamos la Figura 5.12(b) vemos que el valor estimado
aumenta cuando lo hace el valor de las anotaciones (valor verdadero), lo que indica que
el sistema está contando adecuadamente.
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A continuación en la Figura 5.13, se muestran algunos resultados representativos para
el conteo de vehículos en las imágenes de test. Para este experimento, los resultados han
mejorado respecto a los anteriores. El nivel de ruido es mínimo, no aparecen las líneas
pintadas sobre la carretera, y las Gaussianas parecen cubrir los vehículos completamente.
Además, si observamos el fondo de la imagen, donde los vehículos son más pequeños, se
estiman densidades, por lo que el sistema funciona mejor que para el resto de experimentos.
A continuación y para finalizar, ofrecemos un estudio comparativo de los tres ex-
perimentos llevados a cabo. En la Figura 5.14 se muestran de manera comparativa los
resultados obtenidos en los experimentos anteriores. Se concluye que los mejores resulta-
dos se obtienen para un diccionario de tamaño 2000 y una Gaussiana más grande (tamaño
=15*6, =15))
A modo comparativo entre los tres experimentos, se ha realizado un análisis para
tres tramos distintos de concentración de vehículos. El primer tramo es el que posee una
menor concentración, para el segundo tramo se incrementa y por último, en el tercer
tramo, existe una alta congestión de vehículos. En la Figura 5.15 se especifican los tres
tramos seleccionados.
Primer tramo Segundo tramo Tercer tramo
Experimento 1 6.8437 13.8803 31.1627
Experimento 2 4.9117 11.9377 23.8101
Experimento 3 4.6604 11.2316 22.7373
Tabla 5.8: Error medio obtenido para cada uno de los tramos.
Como era de esperar, en la Tabla 5.8, se observa que a medida que el nivel de congestión
aumenta, el error medio se ve incrementado ya que se producen oclusiones debido a la alta
concentración de tráfico. En línea con las conclusiones obtenidas previamente, se observa
que el experimento 3, es el que mejor funciona.
Por último se ha analizado para qué imágenes cometen más error cada una de las 3
aproximaciones. Un hecho curioso, es que los 3 experimentos comenten el mayor error
medio para la misma imagen. Esto se debe a que esta imagen es la que tiene un mayor
número de vehículos anotados. En la Figura 5.16(a), si observamos la imagen de la derecha,
vemos en las densidades cómo se introduce bastante ruido, centrándose más en los bordes
de la carretera que en los propios vehículos. Sin embargo, en la Figura 5.16(b) y en la
Figura 5.16(c), las densidades estimadas se centran más en los vehículos, en este caso la
diferencia entre ambas es prácticamente inapreciable. No obstante, en la Figura 5.16(c),
se estima ligeramente mejor los vehículos que en la Figura 5.16(b).
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Tabla 5.9: Mayor error medio cometido para cada experimento.
Finalmente, tras analizar todos los resultados obtenidos, se concluye que el tamaño del
diccionario juega un papel muy importante en el funcionamiento del sistema, y aunque
en menor medida el tamaño de la Gaussiana también afecta.





Figura 5.8: Errores medios obtenidos variando los valores asignados a .
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Figura 5.9: a) Error medio para cada imagen. b) Error medio ordenado de menor número
de vehículos a mayor.





Figura 5.10: Errores medios obtenidos variando los valores asignados a .
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(a) (b)
Figura 5.11: a) Imagen original. b) Gaussiana correspondiente con la anotación.




































Figura 5.12: a) Error medio para cada imagen. b) Error medio ordenado de menor número
de vehículos a mayor.





Figura 5.13: Errores medios obtenidos variando los valores asignados a .
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Figura 5.14: Error medio obtenido para los tres experimentos realizados.
Figura 5.15: División de tramos en función del nivel de congestión.




Figura 5.16: Resultados cualitativos para las imágenes con mayor error medio. a) Experi-
mento 1. b) Experimento 2. c) Experimento 3.
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Capítulo 6
Conclusiones y futuras líneas
6.1. Conclusiones
Una vez analizados los resultados obtenidos a partir de los experimentos realizados en
el Capítulo 5, podemos concluir que los resultados son satisfactorios, aunque se esperaba
conseguir errores medios más bajos. No obstante estos resultados cumplen con los objetivos
que teníamos, dada la alta complejidad de la base de datos creada. Las conclusiones a las
que se ha llegado son las siguientes:
La anotación realizada es muy sencilla y natural, ya que se asemeja a la forma normal
de contar para los seres humanos. Además con las nuevas tecnologías, dispositivos
táctiles, se puede hacer de forma muy rápida
Un diccionario pequeño no funciona correctamente para nuestro sistema. Es nece-
sario un diccionario mayor para evitar que aparezcan densidades en zonas que no
contienen vehículos.
Una buena elección del parámetro  es muy importante, ya que una correcta cali-
bración del sistema permite conseguir mejores resultados.
Se debe ser cauteloso cuando se elijan los parámetros característicos de las Gaus-
sianas debido a que la incorrecta relación entre el tamaño de la Gaussiana y su
Sigma () puede llevar a no observar lo que se desea. Además si el tamaño no es el
adecuado respecto al tamaño de los vehículos, las densidades estimadas podrían no
ser correctas.
La conclusión más importante obtenida, es que se pueden contar objetos de forma
adecuada a partir de una simple estimación de densidades. Esto se debe a la introducción
del modelo de regresión de densidades propuesto en [16]. Este enfoque demuestra que a
partir de unos datos limitados de entrenamiento se puede predecir con bastante exactitud,
sin necesidad de detectar objetos individualmente.
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6.2. Futuras líneas
En base a las conclusiones anteriores, a los experimentos realizados y a las ideas que
han ido surgiendo a lo largo de la ejecución de este proyecto se proponen algunas tareas
que se deberían seguir en futuras líneas de investigación, que permitan una mejora en los
resultados:
Utilizar otro tipo de vectores para la extracción de características o añadir deter-
minadas características, como podría ser el color de los vehículos. Al ayudarnos del
color de lo vehículos, se debe tener en cuenta que también habría error para aqué-
llos vehículos con colores similares a los del asfalto. Lo que está claro es que las
características han jugado y jugarán un papel muy importante en futuras imple-
mentaciones.
Se ha deducido que las Gaussianas deben cubrir los vehículos sin ser excesivamente
grandes. Una mejora para el sistema sería escalar el tamaño de las Gaussianas en
función de la profundidad de las imágenes, debido a que a medida que los vehículos
se alejan de la cámara se hacen más pequeños. En la Figura 6.1 se observa como a
medida que los vehículos se van alejando de la cámara van disminuyendo de tamaño.
Los círculos rojos representan las Gaussianas, las cuales podrían variar su tamaño
en función de la profundidad de la imagen pudiendo conseguirse errores medios más
bajos.
Figura 6.1: A medida que nos alejamos los vehículos se van haciendo más pequeños.
Aplicar métodos que mejoren la calidad de la imagen y permitan identificar mejor
los vehículos como por ejemplo técnicas de super resolución.
Dado que el sistema desarrolla permite contar el número de vehículos, surgen aplica-
ciones relacionadas con las ciudades inteligentes, tales como un control de la congestión
del tráfico a los accesos de núcleos urbanos que permita reducir la contaminación acústica
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y ambiental o el desarrollo de un sistema de análisis de la congestión para mejorar la
eficiencia energética en entornos urbanos.
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