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TRANSITIVELY-SATURATED PROPERTY, BANACH
RECURRENCE AND LYAPUNOV REGULARITY
YU HUANG, XUETING TIAN, AND XIAOYI WANG
Abstract. The topological entropy of various gap-sets on periodic-like recur-
rence and Birkhoff regularity were considered in [69] but some Banach recur-
rence and Lyapunov regularity are not considered. In this paper we introduce
five new levels on Banach recurrence and show they all carry full topological
entropy, and simultaneously combine with Lyapunov regularity to get some
refined theory on mixed multifractal analysis of [8, 29].
In this process, we strengthen Pfister and Sullivan’s result of [58] from sat-
urated property to transitively-saturated property (and from single-saturated
property to transitively-convex-saturated property).
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2 Y. HUANG, X. TIAN, AND X. WANG
1. Introduction
Many periodic-like recurrence such as periodic, almost periodic, weakly almost
periodic, quasi-weakly almost periodic and Birkhoff regularity were considered in
[69] in the viewpoint of topological entropy. But some Banach recurrence and Lya-
punov regularity are not considered. In this paper we introduce five new levels
on Banach recurrence and show they all carry full topological entropy, and simul-
taneously combine with Lyapunov regularity to get some refined theory on mixed
multifractal analysis of [8, 29]. We refer to [70] for ergodic theory and to [3, 55]
for dimension theory. In this paper, a dynamical system (X,T ) means always that
X is a compact metric space and T : X → X is a continuous map. Let M(T,X)
denote the space of all T−invariant measures and Merg(T,X) denote the space of
all T−ergodic measures.
1.1. Main Results.
1.1.1. Transitively-saturated property. Given x ∈ X , let ωT (x) denote the ω−limit
set of x, Mx be the limit set of the empirical measures for x. Define Rec = {x ∈
X |x ∈ ωT (x)} and Tran = {x ∈ X |ωT (x) = X}. For A ⊆ X, let htop(A) denote
the topological entropy of A defined by Bowen in [13] ( see Section 2) and given an
invariant measure µ, let hµ(T ) denote its metric entropy of µ and let Sµ denote the
support of µ..
Definition 1.1. We say that the system T has transitively-saturated property or T
is transitively-saturated, if for any compact connected nonempty set K ⊆M(T,X),
GTK 6= ∅ and htop(T,G
T
K) = inf{hµ(T ) |µ ∈ K},(1.1)
where GTK = {x ∈ Tran|Mx = K}. If above equality (1.1) only holds for the K that
is contained in some convex sum of finite invariant measures, we say the system
T is transitively-convex-saturated. If above equality (1.1) only holds for the K
that consists of one invariant measure, we say the system T is transitively-single-
saturated.
Theorem A. Suppose that (X, T ) satisfies g-almost product property and there is
an invariant measure with full support. Then
(1) T is transitively-convex-saturated, the set
{ω ∈M(T,X)|µ is ergodic, Sω is minimal }
is dense in M(T,X) and almost periodic set A is dense in X.
(2) If further T has uniform separation, then T is transitively-saturated.
Theorem A generalizes Pfister and Sullivan’s result of [58] from saturated prop-
erty (for which they used GK to replace G
T
K in (1.1)) to transitively-saturated
property. We will give the proof of Theorem A in Section 3.2.
Remark 1.2. By [13, Theorem 3] if K is a singleton only with one ergodic measure
µ, then one has naturally
GK 6= ∅, µ(GK) = 1, and htop(T,GK) = hµ(T ).(1.2)
On the other hand, by [13, Theorem 3] htop(T,Γ) ≥ hµ(f) for any Γ with µ(Γ) = 1
so that htop(T,GK ∩ Sµ) = hµ(f). This holds for any dynamical system (X,T )
and any ergodic measure µ. If Sµ = X, then GK = G
T
K so that htop(T,G
T
K) =
htop(T,GK) = hµ(T ). However, in general it is not true that htop(T,G
T
K) =
htop(T,GK \ Sµ) = hµ(f) when Sµ 6= X . For example, if T is not transitive
with positive topological entropy (e.g., a product map by identity map on [0, 1] and
a system with positive topological entropy), then for any K = {µ} that µ is ergodic
with positive metric entropy, GTK is empty so that htop(T,G
T
K) = 0 < hµ(f).
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1.1.2. Banach Recurrence and full entropy gap. Let S ⊆ N, define
d¯(S) := lim sup
n→∞
|S ∩ {0, 1, · · · , n− 1}|
n
, d(S) := lim inf
n→∞
|S ∩ {0, 1, · · · , n− 1}|
n
,
where |Y | denotes the cardinality of the set Y . These two concepts are called upper
density and lower density of S, respectively. If d¯(S) = d(S) = d, we call S to have
density of d. Define
B∗(S) := lim sup
|I|→∞
|S ∩ I|
|I|
, B∗(S) := lim inf
|I|→∞
|S ∩ I|
|I|
,
here I ⊆ N is taken from finite continuous integer intervals. These two concepts
are called Banach upper density and Banach lower density of S, respectively. These
concepts of density are basic and have played important roles in the field of dy-
namical systems, ergodic theory and number theory, etc. Let U, V ⊆ X be two
nonempty open subsets and x ∈ X. Define sets of visiting time
N(U, V ) := {n ≥ 1|U ∩ f−n(V ) 6= ∅} and N(x, U) := {n ≥ 1| fn(x) ∈ U}.
Definition 1.3. A point x ∈ X is called Banach upper recurrent, if N(x, Vǫ(x))
has positive Banach upper density where Vǫ(x) denotes the ball centered at x with
radius ǫ. A point x ∈ X is called upper recurrent (or quasi-weakly almost recurrent,
see [75]), if N(x, Vǫ(x)) has positive upper density.
Let BR denote the set of all Banach upper recurrent points and let QW denote
the set of upper recurrent points. The entropy estimate on classification of QW
has been studied in [69]. In present paper we will classify BR \QW and consider
their entropy gap. Given x ∈ X, let Cx = ∪m∈MxSm. Let BR
# := BR \QW ,
W# := { x ∈ BR# |Sµ = Cx for every µ ∈Mx},
V # := { x ∈ BR#| ∃µ ∈Mx such that Sµ = Cx},
S# := { x ∈ X | ∩µ∈Mx Sµ 6= ∅}.
More precisely, in present paper we are mainly to consider BR# which is divided
into following several levels with different asymptotic behavior:
BR1 := W
#,
BR2 := V
# ∩ S#, BR3 := V
#,
BR4 := V
# ∪ (BR# ∩ S#), BR5 := BR
#,
Note that BR1 ⊆ BR2 ⊆ BR3 ⊆ BR4 ⊆ BR5.
Definition 1.4. For a collection of subsets Z1, Z2, · · · , Zk ⊆ X (k ≥ 2), we say {Zi}
has full entropy gaps with respect to Y ⊆ X (simply, FEG w.r.t Y ) if
htop(T, (Zi+1 \ Zi) ∩ Y ) = htop(T, Y ) for all 1 ≤ i < k,
where htop(T, Z) denotes the topological entropy of a set Z ⊆ X.
Often, but not always, the sets Zi are nested (Zi ⊆ Zi+1). Note that for any
system with zero topological entropy, it is obvious that any collection {Zi} has full
entropy gaps with respect to any Y ⊆ X .
Definition 1.5. We say T satisfies the entropy-dense property if for any µ ∈M(T,X),
for any neighborhood G of µ in M(X), and for any η > 0, there exists a closed
T -invariant set Λµ ⊆ X such that M(T,Λµ) ⊆ G and htop(T,Λµ) > hµ − η. By
classical variational principle, it is equivalent that for any neighborhood G of µ in
M(X), and for any η > 0, there exists a ν ∈ Merg(T,X) such that hν > hµ − η
and M(T, Sν) ⊆ G.
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From [57, Proposition 2.3 (1)], entropy-dense property holds for dynamical
systems with g-product property. A point x ∈ X is generic for some invariant mea-
sure µ means that Mx = {µ} (or equivalently, Birkhoff averages of all continuous
functions converge to the integral of µ). Let Gµ denote the set of all generic points
for µ. Let QR = ∪µ∈M(T,X)Gµ. The points in QR are called quasiregular points of
T in [21, 52].
Theorem B. Suppose that (X, T ) has transitively-convex-saturated property and
entropy-dense property. If (X, T ) is not uniquely ergodic and there is an invariant
measure with full support, then {∅, QR∩BR1, BR1, BR2, BR3, BR4, BR5} has full
entropy gap w.r.t. Tran.
1.1.3. Multifractal Analysis. Pesin and Pitskel [56] are the first to notice the phe-
nomenon of the irregular set carrying full topological entropy in the case of the
full shift on two symbols from the dimensional perspective. Barreira, Schmeling,
etc. studied the irregular set in the setting of shifts of finite type and beyond,
see [7, 3, 65, 68, 67] etc. Ruelle uses the terminology in [59] ‘historic behavior’ to
describe irregular point and in contrast to dimensional perspective, Takens asks
in [64] for which smooth dynamical systems the points with historic behavior has
positive Lebesgue measure. One aim of present paper is to generalize these results
into more general cases. Let α :M(T,X)→ R be a continuous function, define
Iα := {x ∈ X : inf
µ∈Mx
α(µ) < sup
µ∈Mx
α(µ)};
Rα := {x ∈ X : inf
µ∈Mx
α(µ) = sup
µ∈Mx
α(µ)};
Rα(a) := {x ∈ X : inf
µ∈Mx
α(µ) = sup
µ∈Mx
α(µ) = a}.
Let Lα = [infµ∈Mx α(µ), supµ∈Mx α(µ)] and Int(Lα) denote its interior interval.
We list three conditions for α:
[A.1]. For any µ, ν ∈ M(T,X), β(θ) := α(θµ + (1− θ)ν) is strictly monotonic
on [0, 1] when α(µ) 6= α(ν).
[A.2]. For any µ, ν ∈ M(T,X), β(θ) := α(θµ + (1 − θ)ν) is constant on [0, 1]
when α(µ) = α(ν).
[A.3]. For any µ, ν ∈ M(T,X), β(θ) := α(θµ + (1 − θ)ν) is not constant over
any subinterval of [0, 1] when α(µ) 6= α(ν).
Note that [A.1] implies [A.3].
Theorem 1.6. Let α :M(T,X)→ R is a continuous function.
(1) Suppose that (X, T ) is transitively-convex-saturated and α satisfies [A.3],
then either Iα is empty or
htop(T, Iα ∩ Tran) = htop(T, Iα) = htop(T ).
(2) Suppose that (X, T ) is transitively-single-saturated, then for any a ∈ R,
either Rα(a) is empty or
htop(T,Rα(a) ∩ Tran) = htop(T,Rα(a)) = sup{hρ| ρ ∈M(T,X) and α(ρ) = a}.
Remark 1.7. Let φ, ψ be two continuous functions on X and ψ is required to be
positive. Define α(µ) =
∫
φdµ∫
ψdµ
which satisfies [A.1], [A.2] and [A.3]. In this case
recall that the part for Rα(a) has been discussed in [8] for hyperbolic systems by
Barreira and Saussol. Here we get a generalized version for Rα(a) ∩ Tran and the
studied system is more general. As a more refinement, see Theorem D below. For
Lyapunov exponents of asymptotically additive functions, see Section 1.2.
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Remark 1.8. Let φ, ψ be two continuous functions onX . Define α(µ) =
∫
φdµ
∫
ψdµ
which may not satisfy anyone of conditions [A.1], [A.2], [A.3]. Define
Rφ,ψ(a) = {x ∈ X : lim
n→+∞
1
n2
n−1∑
i=0
φ(T ix)
n−1∑
i=0
ψ(T ix) = a}.
Then Rφ,ψ(a) = Rα(a) and thus from item (2) of Theorem 1.6, we have
htop(T,Rφ,ψ(a)∩Tran) = htop(T,Rφ,ψ(a)) = sup{hρ| ρ ∈M(T,X) and α(ρ) = a}.
However, it is not sure for
Iφ,ψ = {x ∈ X : lim
n→+∞
1
n2
n−1∑
i=0
φ(T ix)
n−1∑
i=0
ψ(T ix) does not converge },
since it is unknown whether [A.3] holds so that item (1) of Theorem 1.6 can not
apply. But it has positive entropy if the system has positive entropy, see Lemma
4.9 below.
1.1.4. Combination between Banach Recurrence and Multifractal Analysis. Now we
start to combine Banach recurrence with multifractal analysis to get some refined
results of Theorem 1.6.
Theorem C. Suppose that (X, T ) has transitively-convex-saturated property and
entropy-dense property. Let α : M(T,X) → R be a continuous function satisfying
[A.3] and Int(Lα) 6= ∅. If there is an invariant measure with full support, then
{QR,BR1, BR2, BR3, BR4, BR5} has full entropy gap w.r.t. Iα ∩ Tran.
Remark 1.9. For a general continuous α without assuming condition [A.3], by slight
modification in the proof one can get that {QR,BR1, BR2, BR3, BR4, BR5} has
positive entropy gap w.r.t. Iα ∩ Tran, that is htop((BRi+1 \ BRi) ∩ Iα) > 0. For
example, if α is the function as in Remark 1.8 and assume that
inf
µ∈M(T,X)
∫
φdµ
∫
ψdµ < sup
µ∈M(T,X)
∫
φdµ
∫
ψdµ,
then in this case
Iα = Iφ,ψ = {x ∈ X : lim
n→+∞
1
n2
n−1∑
i=0
φ(T ix)
n−1∑
i=0
ψ(T ix) does not converge }.
But it is unknown for {QR,BR1, BR2, BR3, BR4, BR5} w.r.t. Rα, Rα(a).
Theorem D. Suppose that (X, T ) has transitively-convex-saturated property and
entropy-dense property. Let α : M(T,X) → R be a continuous function satisfying
[A.1], [A.2] and Int(Lα) 6= ∅. Let a ∈ Int(Lα). If there is an invariant measure
with full support, then {∅, QR ∩BR1, BR1, BR2, BR3, BR4, BR5} has full entropy
gap w.r.t. Rα(a) ∩ Tran.
Theorem E. Suppose that (X, T ) has transitively-convex-saturated property and
entropy-dense property. Let α : M(T,X) → R be a continuous function satisfying
[A.1], [A.2]. If (X, T ) is not uniquely ergodic and there is an invariant measure
with full support, then {∅, QR ∩BR1, BR1, BR2, BR3, BR4, BR5} has full entropy
gap w.r.t. Rα ∩ Tran.
1.2. Applications to mixed multifractal analysis of Lyapunov exponents.
Let us recall the concept of asymptotically additive introduced from [29], which
helps us to study multifractal behavior of Lyapunov exponents.
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Definition 1.10. A sequence of functions φn : X → R is said to be asymptotically
additive if for each ǫ > 0, there exists a continuous function φ : X → R such that
lim sup
n→∞
1
n
sup
x∈X
|φn(x)− Snφ(x)| ≤ ǫ,
where Snφ =
∑n−1
k=0 φ ◦ T
k.
1.2.1. Asymptotically Additive Functions and Lyapunov Exponents. Given a asymp-
totically additive sequence of functions Φ := {φn : X → R}n≥1, the limit
lim
n→∞
1
n
φn(x)
(if exists) is called the Lyapunov exponent of Φ at x , see [29]. Define
α(µ) := lim inf
n→∞
∫
1
n
φndµ, µ ∈M(T,X).
It is not difficult to see that for any invariant µ, the limit α(µ) := limn→
1
n
∫
φn(x)dµ
exists and the function α(·) : M(T,X)→ R is affine and continuous, for example,
see [29]. Thus α satisfies conditions [A.1] [A.2] and [A.3]. The concept of asymp-
totically sub-additive potentials of [29] is mainly motivated by some works on the
Lyapunov exponents of matrix products [30, 31, 32] and the Lyapunov exponents of
differential maps on nonconformal repellers [5] so that the results of present paper
are suitable for the cases of [30, 31, 32, 5]. In this situation,
Rα := {x ∈ X | averages
1
n
φn(x) converge as n→ +∞}
(For convenience, called Lyapunov-Φ-regular set or simply, Φ-regular set). the
corresponding Φ-irregular set (or Lyapunov-Φ-irregular set) is Iα := X \ Rα. For
any a ∈ R, the level set of Lyapunov exponents is
Rα(a) := {x ∈ X | lim
n→∞
1
n
φn(x) = a}.
There are lots of classical results for Rα(a), for example, see [4, 29](see [58, 65, 51]
for additive functions and a survey article [19] and references therein) and thus our
results of present paper can be as refined generalizations combined with different
recurrences.
1.2.2. Mixed Multifractal Analysis. Given two asymptotically additive sequences of
functions Φ := {φn : X → R}n≥1 and Ψ := {ψn : X → R}n≥1 where ψn are all
positive functions, define
α(µ) :=
lim infn→∞
∫
1
n
φndµ
lim infn→∞
∫
1
n
ψndµ
, µ ∈M(T,X).
Similar as discussion in subsection 1.2.1, α is a continuous function and it is not
difficult to check that conditions [A.1] and [A.2] hold (and [A.3] holds, since [A.1]
implies [A.3]). We emphasize that here α may be not affine. In this case
Iα = I
Φ
Ψ := {x ∈ X : lim
n→+∞
φn(x)
ψn(x)
does not converge }, Rα = R
Φ
Ψ := X \ I
Φ
Ψ and
Rα(a) = R
Φ
Ψ(a) := {x ∈ X : lim
n→+∞
φn(x)
ψn(x)
= a}.
By Theorem A, Theorem C, Theorem D and Theorem E, we have following.
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Theorem F. Suppose that (X, T ) satisfies g-almost product property. Let Φ :=
{φn : X → R}n≥1 and Ψ := {ψn : X → R}n≥1 be two asymptotically additive
sequences of functions such that IΦΨ 6= ∅ where ψn are all positive functions. If
there is an invariant measure with full support, then
(1) {QR,BR1, BR2, BR3, BR4, BR5} has full entropy gap w.r.t. IΦΨ ∩ Tran.
(2) {∅, QR∩BR1, BR1, BR2, BR3, BR4, BR5} has full entropy gap w.r.t. RΦΨ(a)∩
Tran where a ∈ Int(Lα).
(3) {∅, QR ∩ BR1, BR1, BR2, BR3, BR4, BR5} has full entropy gap w.r.t. RΦΨ ∩
Tran.
Remark 1.11. If α is the function as in Remark 1.7 for which the part for Rα(a) has
been discussed in [8] for hyperbolic systems by Barreira and Saussol. Here we gen-
eralize the result of [8] to the case of mixed Lyapunov exponents of asymptotically
additive functions and moreover various recurrences are considered simultaneously.
1.3. Examples.
1.3.1. Dynamics with specification. From [20], we know that for any dynamical
system with specification property (not necessarily Bowen’s strong version), the
almost periodic points are dense in X and the invariant measures supported on
minimal sets are dense in the space of invariant measures. By Lemma 3.2 (see
below) there is some invariant measure with full support. From [58, Proposition 2.1]
we know specification implies g-almost product property so that the assumptions of
g-almost product property and existence of a measure with full support in Theorem
A can be replaced by specification. From [57, Proposition 2.3 (1)], entropy-dense
property holds for dynamical systems with g-product property. Thus,
Corollary A. Suppose that (X,T ) satisfies specification property and is not uniquely
ergodic.Then Theorem A (1), Theorem B, Theorem C, Theorem D and Theorem E
hold.
Corollary B. For non-uniquely ergodic dynamical systems with specification and
uniform separation, all results of Theorem A, Theorem B, Theorem C, Theorem D
and Theorem E hold.
Corollary A applies in following examples: (1) It is known from [11, 17] that
any topologically mixing interval map satisfies Bowen’s specification but maybe not
have uniform separation. For example, Jakobson [45] showed that there exists a
set of parameter values Λ ⊆ [0, 4] of positive Lebesgue measure such that if λ ∈ Λ,
then the logistic map fλ(x) = λx(1 − x) is topologically mixing. (2) Recently
we learned from [38] that C0 generic volume-preserving dynamical systems have
specification property. (3) In [1] N. Aoki constructs a zero-dimensional ergodic
automorphism without densely periodic property that obeys specification, but not
Bowen’s specification. For the class of all solenoidal automorphisms, it is proved
in [2] that the class of automorphisms with specification is wider than the class of
automorphisms with Bowen’s specification. (4) In [58], Pfister and Sullivan gave
an example of a dynamical system with finite topological entropy, for which the
entropy density of ergodic measures is true (specification property is true), but the
uniform separation property and the upper semi-continuity of the entropy map fail.
This example is a subshift of the shift space Y := [−1, 1]Z
+
, see [58, Page 952-Page
953] for more details.
Corollary B applies in following examples: (1) all topological mixing subshifts
of finite type and mixing soft subshifts (in particular, all full shifts on finite alpha-
bets); (2) all subsystems restricted on topological mixing locally maximal expanding
set or hyperbolic set (in particular, all topological mixing expanding maps or topo-
logical mixing hyperbolic diffeomorphisms, called Anosov). This is because such
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examples all satisfy Bowen’s specification (see [14, 73] for item (1) and see [12] for
item (2), also cf. [21]) and are expansive which is stronger than uniform separa-
tion, see [58]. (3) The results of this paper are also applicable to some dynamical
systems beyond uniform hyperbolicity. From [34] we know that non-hyperbolic
diffemorphism f with C1+Lip smoothness, conjugated to a transitive Anosov dif-
feomorphism g, exists even the conjugation and its inverse is Ho¨lder continuous.
(4) From [67, Section 4.3] we know the time-1 map of a transitive Anosov flow
satisfies specification. In this case, f is partially hyperbolic with one-dimension
central bundle. Then f is far from tangency so that f is entropy-expansive (see
[48] or see [22, 53]). Recall that from [50] entropy-expansive implies asymptoti-
cally h−expansive and from Theorem 3.1 of [58] any expansive or asymptotically
h−expansive system satisfies uniform separation property.
1.3.2. β-shifts.
Corollary C. Theorem A, Theorem B, Theorem C, Theorem D and Theorem E
hold for any β−shfit.
Let us explain why Corollary C holds. We know that any β−shfit is expansive
(which is stronger than uniform separation, see [58]) and from [58] it always satisfies
g-almost product property. Furthermore, from [62] we know that periodic points
are dense in the whole space and the periodic measures are dense in the space of
invariant measures (i.e., Mp(T,X) = M(T,X)). By Lemma 3.2 (see below) there
is some invariant measure with full support (from [71, Theorem 13 (ii)] we can
also learn that the unique maximal entropy measure of β−shifts always carries full
support). Thus Theorem A, Theorem B, Theorem C, Theorem D and Theorem E
apply in any β−shfit. It is worth mentioning that from [17] the set of parameters of
β for which specification holds, is dense in (1,+∞) but has Lebesgue zero measure.
It is well-known that any subshift of finite type and any β−shfit have unique
maximal entropy measure with full support. From [54] there exist subshifts with
multiple measures of maximal entropy with disjoint support which have g-almost
product property and a measure with full support. Thus Theorem A, Theorem B,
Theorem C, Theorem D and Theorem E also apply in these subshifts [54].
1.4. Organization of this paper. In Section 2 we recall some notions, lemmas
and in Section 3 we give the proof of Theorem A. In Section 4 we will study Banach
recurrent gap-sets w.r.t. irregular set and level set respectively. In Section 5 we
give some comments and further questions.
2. Preliminaries
2.1. Invariant measures. Let {ϕj}j∈N be a dense subset of C(X,R) which is the
space of continuous functions, then
d(ξ, τ) =
∞∑
j=1
|
∫
ϕjdξ −
∫
ϕjdτ |
2j+1‖ϕj‖
defines a metric on M(X) for the weak∗ topology [70], where ‖ϕi‖ = max{|ϕi(x)| :
x ∈ X}. Note that
(2.1) d(ξ, τ) ≤ 1 for any ξ, τ ∈M(X).
2.2. Entropy. Let T : X → X be a continuous map of a compact metric space
X . Now let us to recall the definition of topological entropy in [13] by Bowen. Let
x ∈ X . The dynamical ball Bn(x, ε) is the set
Bn(x, ε) := {y ∈ X | max{d(T
j(x), T j(y))| 0 ≤ j ≤ n− 1} ≤ ε}.
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Let E ⊆ X, and Fn(E, ǫ) be the collection of all finite or countable covers of E by
sets of the form Bm(x, ǫ) with m ≥ n. We set
C(E; t, n, ǫ, T ) := inf{
∑
Bm(x,ǫ)∈C
2−tm : C ∈ Fn(E, ǫ)}, and
C(E; t, ǫ, T ) := limn→∞ C(E; t, n, ǫ, T ). Then htop(E, ǫ, T ) := inf{t : C(E; t, ǫ, T ) =
0} = sup{t : C(E; t, ǫ, T ) =∞} and the topological entropy of E is defined as
htop(T,E); = lim
ǫ→0
htop(E, ǫ, T ).
In particular, if E = X, we also denote htop(T,X) by htop(T ). It is known from [13]
that if E is an invariant compact subset, then the topological entropy htop(T,E)
is same as the classical definition (for classical definition of topological entropy, see
Chapter 7 in [70]). Let us recall some basic facts about topological entropy. From
[13] we know for any Y ⊆ X,
htop(T, fY ) = htop(T, Y ).(2.2)
and for any subsets Y1 ⊆ Y2 ⊆ X,
htop(T, Y1) ≤ htop(T, Y2).(2.3)
If one considers a collection of subsets of X : {Yi}
+∞
i=1 , from [13] we know that the
topological entropy satisfies
htop(T,
+∞⋃
i=1
Yi) = sup
i≥1
htop(T, Yi).(2.4)
Let ξ = {Vi| i = 1, 2, · · · , k}, be a finite partition of measurable sets of X .
The entropy of a probability measure ν ∈ M(X) with respect to ξ is H(ν, ξ) :=
−
∑
Vi∈ξ
ν(Vi) log ν(Vi). We write T
∨nξ := ∨k∈ΛT−kξ. The entropy of an invariant
measure ν ∈ M(T,X) with respect to ξ is h(T, ν, ξ) := limn→∞
1
n
H(ν, T∨nξ), and
the metric entropy of ν is
hν(T ) := sup
ξ
h(T, ν, ξ).
More information of metric entropy, see Chapter 4 of [70].
For convenience, we write htop and hω to denote htop(T ) and hω(T ).
2.3. Specification property and Product property. Firstly we recall the def-
inition of specification property which is stronger than g−almost product property,
see [21, 60, 15, 16, 12, 67]. Let T be a continuous map of a compact metric space
X .
Definition 2.1. We say that the dynamical system T satisfies specification property,
if the following holds: for any ǫ > 0 there exists an integer M(ǫ) such that for any
k ≥ 2, any k points x1, · · · , xk, any integers
a1 ≤ b1 < a2 ≤ b2 · · · < ak ≤ bk
with ai+1 − bi ≥M(ǫ) (1 ≤ i ≤ k − 1), there exists a point x ∈ X such that
d(T j(x), T j(xi)) ≤ ǫ, for ai ≤ j ≤ bi, 1 ≤ i ≤ k.(2.5)
In other words, the set Bˆ = ∩ki=1f
−aiBbi−ai(f
aixi, ǫ) is nonempty.(2.6)
The original definition of specification, due to Bowen, was stronger.
Definition 2.2. We say that the dynamical system T satisfies Bowen’s specification
property, if under the assumptions of Definition 2.1 and for any integer p ≥M(ǫ)+
bk − a1, there exists a point x ∈ X with T p(x) = x satisfying (2.5).
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Now we start to recall the concept g−almost product property in [58] (there
is a slightly weaker variant, called almost specification, see [68]). It is weaker
than specification property (see Proposition 2.1 in [58]). A striking and typical
example of g−almost product property (and almost specification) is that it applies
to every β−shift [58, 68]. In sharp contrast, the set of β for which the β−shift has
specification property has zero Lebesgue measure [17, 63].
Let Λn = {0, 1, 2, · · · , n − 1}. The cardinality of a finite set Λ is denoted by
#Λ. Let x ∈ X . The dynamical ball Bn(x, ε) is the set
Bn(x, ε) := {y ∈ X | max{d(T
j(x), T j(y))| j ∈ Λn} ≤ ε}.
Definition 2.3. Let g : N → N be a given nondecreasing unbounded map with the
properties
g(n) < n and lim
n→∞
g(n)
n
= 0.
The function g is called blowup function. Let x ∈ X and ε > 0. The g−blowup of
Bn(x, ε) is the closed set Bn(g;x, ε) :=
{y ∈ X | ∃Λ ⊆ Λn,#(Λn \ Λ) ≤ g(n) and max{d(T
j(x), T j(y))| j ∈ Λ} ≤ ε}.
Definition 2.4. We say that the dynamical system T satisfies g−almost product
property with blowup function g, if there is a nonincreasing function m : R+ → N,
such that for any k ≥ 2, any k points x1, · · · , xk ∈ X , any positive ε1, · · · , εk and
any integers n1 ≥ m(ε1), · · · , nk ≥ m(εk),
k⋂
j=1
T−Mj−1Bnj (g;xj , εj) 6= ∅,
where M0 := 0,Mi := n1 + · · ·+ ni, i = 1, 2, · · · , k − 1.
It is well known that the natural projection x 7→ δx is continuous and if we de-
fine operator Tf on M(X) by formula Tf(µ)(A) = µ(f
−1(A)), then we can identify
(X, f) with Tf restricted to the set of Dirac measures (these systems are conju-
gate). Therefore, without loss of generality we will assume that d(x, y) = d(δx, δy).
Denote a ball in M(X) by
B(ν, ζ) := {µ ∈M(X) : d(ν, µ) ≤ ζ}.
For x ∈ X, define Υn(x) :=
1
n
∑n−1
j=0 δT j(x) where δy is the Dirac probability measure
supported at y ∈ X .
Lemma 2.1. [58, Lemma 2.1] Assume that (X,T ) satisfies g-almost product prop-
erty. Let x1, · · · , xk ∈ X , ε1, · · · , εk and q1 ≥ m(ε1), · · · , qk ≥ m(εk) be given.
Assume that
Υqj (xj) ∈ B(νj, ζj), j = 1, 2, · · · , k.
Then for any z ∈ ∩kj=1T
−Qj−1Bqj (g;xj , ǫj) and any probability measure α
d(ΥQk(z), α) ≤
k∑
j=1
nj
Qk
(ζi + ǫi +
g(qi)
qi
)
where Q0 = 0, Qi = q1 + · · ·+ qi.
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2.4. Uniform separation. Now we recall the definition of uniform separation
property [58]. For δ > 0 and ε > 0, two points x and y are (δ, n, ε)−separated
if
#{j : d(T jx, T jy) > ε, j ∈ Λn} ≥ δn.
A subsetE is (δ, n, ε)-separated if any pair of different points ofE are (δ, n, ε)−separated.
Let F ⊆M(X) be a neighborhood of ν ∈M(T,X). Define
Xn,F := {x ∈ X |Υn(x) ∈ F},
and define
N(F ; δ, n, ε) := maximal cardinality of a (δ, n, ε)− separated subset of Xn,F .
Definition 2.5. We say that the dynamical system T satisfies uniform separation
property, if following holds. For any η > 0, there exist δ∗ > 0, ǫ∗ > 0 such that for
µ ergodic and any neighborhood F ⊆M(X) of µ, there exists n∗F,µ,η, such that for
n ≥ n∗F,µ,η,
N(F ; δ∗, n, ǫ∗) ≥ 2n(hµ(f)−η).
Lemma 2.6. [58, Corollary 3.1] Assume that (X, d) has the uniform separation
property, and has entropy-dense property. For any η, there exist δ∗ > 0, ǫ∗ > 0
such that for µ ∈ M(T,X) and any neighborhood F ⊆ M(X) of µ, there exists
n∗F,µ,η, such that for n ≥ n
∗
F,µ,η,
N(F ; δ∗, n, ǫ∗) ≥ 2n(hµ(f)−η).
3. Proof of Theorem A: Minimal Set and Saturated Property
3.1. Full support and minimal set.
Lemma 3.1. Suppose that T is single-saturated and there is some invariant mea-
sure µ with full support (i.e., Sµ = X). Then T is transitive.
Proof. By single-saturated property, GTµ 6= ∅. Take x ∈ G
T
µ , then ωT (x) =
X. 
Lemma 3.2. Suppose that a subset B′ of B := {ω ∈M(T,X)|Sω 6= X} is dense in
M(T,X). Then there is some invariant measure µ with full support (i.e., Sµ = X)
⇔ ∪ω∈B′Sω = X.
Proof. ⇒ By assumption there is a sequence of invariant measures µi ∈ B′
with Sµi 6= X converging to µ. Then 1 = lim supn→ µn(∪ω∈B′Sω) ≤ µ(∪ω∈B′Sω).
It follows that X = Sµ ⊆ ∪ω∈B′Sω.
⇐ Take a sequence of invariant measures µi ∈ B′ with Sµi 6= X such that
∪i≥1Sµi = X. Let µ =
∑
n≥1
1
2nµn. Then µ(∪i≥1Sµi) = 1 so that Sµ = X. 
Remark 3.3. Similarly, one can get that for any dynamical system (X,T ), there is
an invariant measure with full support ⇔ ∪µ∈M(T,X)Sµ = X.
Lemma 3.4. Suppose that T has entropy-dense property and there is some invari-
ant measure µ with full support (i.e., Sµ = X). Then B := {ω ∈Merg(T,X)|Sω 6=
X} is dense in M(T,X) and ∪ω∈BSω = X.
Proof. By entropy-dense property, the set B is dense in M(T,X). Then by
Lemma 3.2 ∪ω∈BSω = X. 
Lemma 3.5. Suppose that {µ ∈ M(T,X)|Sµ is minimal } is dense in M(T,X).
Then there is some invariant measure µ with full support (i.e., Sµ = X) ⇔ almost
periodic set A is dense in X.
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Proof. ⇒ By assumption there is a sequence of invariant measures µi with
Sµi ⊆ A converging to µ. Then 1 = lim supn→ µn(A) ≤ lim supn→ µn(A) ≤ µ(A).
It follows that X = Sµ ⊆ A.
⇐ Take a sequence of points {xi} ⊆ A dense in X . For any i, take µi to be
a invariant measure on ωT (xi). Then xi ∈ ωT (xi) = Sµi and so ∪i≥1Sµi = X. Let
µ =
∑
n≥1
1
2nµn. Then µ(∪i≥1Sµi) = 1 so that Sµ = X. 
Lemma 3.6. Suppose that T has g-almost product property. Then ergodic measures
supported on minimal sets are dense in M(T,X).
Proof. Let ν ∈M(T,X) andG ⊆M(X) be a neighborhood of ν. Take an open
ball G′ ⊆M(X) such that ν ∈ G′ ⊆ G′ ⊂ G. From the proof of [57, Proposition 2.3
(1)], one construct a closed invariant set Y and there exists nG′ ∈ N such that for
any y ∈ Y and any n ≥ nG′ , Υn(y) ∈ G′. So for any m ∈ Merg(T, Y ), by Birkhoff
ergodic theorem there is y ∈ Y such that Υn(y) converge to m in weak∗ topology
and thus m ∈ G′. In other words, Merg(T, Y ) ⊆ G′. By convex property of the ball
G′ and Ergodic Decomposition theorem, M(T, Y ) ⊆ G′. Take an ergodic measure
µ supported on a minimal subset of Y , then µ ∈ G′ ⊆ G. 
Lemma 3.7. Suppose that T has g-almost product property and there is some
invariant measure µ with full support (i.e., Sµ = X). Then ergodic measures
supported on minimal sets are dense in M(T,X) and almost periodic set A is dense
in X.
Proof. by Lemma 3.6 ergodic measures supported on minimal sets are dense
in M(T,X). Combining with Lemma 3.5, almost periodic set A is dense in X . 
3.2. Transitively saturated: Proof of Theorem A. By Lemma 3.7 the set
{ω ∈M(T,X)|µ is ergodic, Sω is minimal }
is dense in M(T,X) and almost periodic set A is dense in X . So we only need to
prove following Theorem 3.8 and Theorem 3.12 which imply Theorem A.
Theorem 3.8. Let T : X → X be a continuous map of a compact metric space
X with g-almost product property property and uniform separation. Suppose that
there is an invariant measure with full support. Then T is transitively-saturated.
Proof. From [58, Theorem 4.1 (3)] htop(f,GK) ≤ inf{hµ(f) |µ ∈ K}. Since
GTK is contained in GK , then htop(f,G
T
K) ≤ htop(f,GK) ≤ inf{hµ(f) |µ ∈ K}.
The difficult part of the proof is to obtain a lower bound for htop(T,G
T
K).
One can modify the construction in the proof of [58, Theorem 1.1] to obtain a
closed subset F ⊆ GK such that the entropy of F close to inf{hµ(f) |µ ∈ K}
and simultaneously we can require that the chosen points in F is transitive. For
convenience of readers, we give a precise construction as follows.
By connectedness of K, one has
Lemma 3.9. [58, Page 944] (or [21, Page 202]) There exists a sequence {α1, α2, · · · }
in K such that
{αj : j ∈ N, j > n} = K, ∀n ∈ N and lim
j→∞
d(αj , αj+1) = 0.
Let η > 0 and
h∗ := inf{hµ(f) |µ ∈ K} − 2η, H
∗ := inf{hµ(f) |µ ∈ K} − η.
Given this sequence of measures {αk}, we will construct a subset G such that
for each x ∈ G, {Υn(x)} has the same limit-point set as the sequence {αk}, and
htop(T,G) ≥ h∗. The construction of G is the core of the proof which is also used
in the proof of Theorem 3.12 below.
TRANSITIVELY-SATURATED PROPERTY, BANACH RECURRENCE AND LYAPUNOV REGULARITY13
By Lemma 2.6, we can find δ∗ > 0, ǫ∗ > 0 such that for µ ∈M(T,X) and any
neighborhood F ⊆M(X) of µ, there exists n∗F,µ,η, such that for n ≥ n
∗
F,µ,η,
N(F ; δ∗, n, ǫ∗) ≥ 2n(hµ(f)−η).(3.1)
Let m : R+ → N be the nonincreasing function by g−almost product property.
Let {ζk} and {ǫk} be two strictly decreasing sequences so that limk→∞ ζk = 0 =
limk→∞ ǫk with ǫ1 <
1
4ǫ
∗. By Lemma 3.7 almost periodic set A is dense in X . Thus
for any fixed k there is a finite set ∆k := {xk1 , x
k
2 , · · · , x
k
tk
} ⊆ A and Lk ∈ N such
that ∆k is ǫk−dense in X and for any 1 ≤ i ≤ tk, any l ≥ 1, there is n ∈ [l, l+ Lk]
such that fn(xki ) ∈ B(x
k
i , ǫk). This implies that any 1 ≤ i ≤ tk,
#{0 ≤ n ≤ lLk : d(T nxki , x
k
i ) ≤ ǫk}
lLk
≥
1
Lk
.(3.2)
Take lk large enough such that
lkLk ≥ m(ǫk),
g(lkLk)
lkLk
<
1
4Lk
.(3.3)
We may assume the two sequences of {tk}, {lk}, {Lk} are strictly increasing.
From (3.1) we get the existence of nk and a (δ
∗, nk, ǫ
∗)−separated subset Γk ⊆
Xnk,B(αk,ζk) with
#Γk ≥ 2
nkH
∗
(3.4)
We may assume that nk satisfies
nk > m(ǫk),
tklkLk
nk
≤ ζk, δ
∗nk > 2g(nk) + 1 and
g(nk)
nk
≤ ǫk and(3.5)
2H
∗nk ≥ 2h
∗(nk+tklkLk).(3.6)
We choose a strictly increasing {Nk}, with Nk ∈ N, so that
nk+1 + tk+1lk+1Lk+1 ≤ ζk
k∑
j=1
(njNj + tj ljLj) and(3.7)
k−1∑
j=1
(njNj + tj ljLj) ≤ ζk
k∑
j=1
(njNj + tj ljLj).(3.8)
Now we define the sequences {n′j}, {ǫ
′
j} and {Γ
′
j}, by setting for
j = N1 +N2 + · · ·+Nk−1 + t1 + · · ·+ tk−1 + q with 1 ≤ q ≤ Nk,
n′j := nk, ǫ
′
j := ǫk, Γ
′
j := Γk and for
j = N1 +N2 + · · ·+Nk + t1 + · · ·+ tk−1 + q with 1 ≤ q ≤ tk,
n′j := lkLk, ǫ
′
j := ǫk, Γ
′
j := {x
k
q}.
Let
Gk :=
k⋂
j=1
(
⋃
xj∈Γ′j
T−Mj−1Bn′
j
(g;xj , ǫ
′
j)) with Mj :=
j∑
l=1
n′l.
Note that Gk is non-empty closed set. We can label each set obtained by developing
this formula by the branches of a labeled tree of height k. A branch is labeled by
(x1, · · · , xk) with xj ∈ Γ′j . Then Theorem 3.8 can be deduced by following lemma.
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Lemma 3.10. Let ǫ = 14ǫ
∗ and let G := ∩k≥1Gk. Then we have the following.
(1) Let xj , yj ∈ Γ′j with xj 6= yj. If x ∈ Bn′j (g;xj , ǫ
′
j) and y ∈ Bn′j (g; yj, ǫ
′
j), then
max{d(Tmx, Tmy) : m = 0, · · · , nj − 1} > 2ǫ.
(2) G is closed set that is the disjoint union of non-empty closed sets G(x1, x2, · · · )
Labeled by (x1, x2, · · · ) with xj ∈ Γ′j. Two different sequences label two different
sets.
(3) G ⊆ GK .
(4) htop(T,G) ≥ H∗ − η = h∗.
(5) G ⊆ Tran.
Proof. Different with [58, Lemma 5.1], our new construction implies item (5).
We can modify the proof of [58, Lemma 5.1] adaptable to our new construction and
simultaneously the new construction guarantees item (5).
(1) Let x ∈ Bn′
j
(g;xj , ǫ
′
j) and y ∈ Bn′j (g; yj , ǫ
′
j). Since xj and yj are (δ
∗, n′j , ǫ
∗)-
separated and (3.5) holds, there exists m ∈ Λn′
j
so that
d(Tmxj , T
myj) > ǫ
∗ = 4ǫ, d(Tmxj , T
mx) ≤ ǫ′j , d(T
myj , T
my) ≤ ǫ′j .
However,
d(Tmx, Tmy) ≥ d(Tmxj , T
myj)− d(T
mxj , T
mx)− d(Tmyj , T
my) > 2ǫ.
(2) Note that G is the intersection of closed sets. Let (x1, x2, · · · ) be a sequence
with xj ∈ Γ′j . By the g−almost product property and compactness
⋂
j≥1
T−Mj−1Bn′
j
(g;xj , ǫ
′
j)
is nonempty and closed. By item (1) the two sets of Bn′
j
(g;xj , ǫ
′
j) and Bn′j (g; yj , ǫ
′
j)
are disjoint when xj 6= yj . So two different sequences label two different sets.
(3) Define the stretched sequence {α′m} by
α′m := αk if
k−1∑
j=1
(njNj + tj ljLj) + 1 ≤ m ≤
k∑
j=1
(njNj + tj ljLj).
Then the sequence {α′m} has the same limit-point set as the sequence of {αk}. If
lim
n→∞
d(Υn(y), α
′
n) = 0,
then the two sequences {Υn(y)}, {α′n} have the same limit-point set. By (3.7)
limn→∞
Mn+1
Mn
= 1. So from the definition of {α′n}, we only need to prove that for
any y ∈ G, one has
lim
l→∞
d(ΥMl(y), α
′
Ml
) = 0.
Assume that
∑k
j=1(njNj + tj ljLj) + 1 ≤Ml ≤
∑k+1
j=1 (njNj + tj ljLj). If Ml ≤∑k
j=1(njNj + tj ljLj) + nk+1Nk+1, by Lemma 2.1 and (3.5)
d(ΥMl−
∑
k
j=1
(njNj+tj ljLj)
(T
∑k
j=1
(njNj+tj ljLj)y), αk+1) ≤ ζk+1 + 2ǫk+1.
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Otherwise, Ml >
∑k
j=1(njNj + tj ljLj)+nk+1Nk+1, by Lemma 2.1, (3.5) and (2.1)
d(ΥMl−
∑
k
j=1
(njNj+tj ljLj)
(T
∑k
j=1
(njNj+tj ljLj)y), αk+1)
≤
nk+1Nk+1
Ml −
∑k
j=1(njNj + tj ljLj)
d(Υnk+1Nk+1(T
∑k
j=1
(njNj+tj ljLj)y), αk+1)
+
Ml −
∑k
j=1(njNj + tj ljLj)− nk+1Nk+1
Ml −
∑k
j=1(njNj + tj ljLj)
× 1
≤ 1× (ζk+1 + 2ǫk+1) +
tk+1lk+1Lk+1
nk+1Nk+1
≤ 2ζk+1 + 2ǫk+1.
By Lemma 2.1 and (3.5),
d
(
ΥnkNk(T
∑k−1
j=1
(njNj+tj ljLj)y), αk+1
)
≤ ζk + 2ǫk + d(αk, αk+1)
Thus, by (2.1), (3.8) and (3.5),
d(ΥMl(y), αk+1)
≤
∑k−1
j=1 (njNj + tj ljLj)
Ml
d(Υ∑k−1
j=1
(njNj+tj ljLj)
(y), α′Ml)
+
nkNk
Ml
d(ΥnkNk(T
∑k−1
j=1
(njNj+tj ljLj)y), αk+1) +
tklkLk
Ml
× 1
+d
(
ΥMl−
∑
k
j=1
(njNj+tj ljLj)
(T
∑k
j=1
(njNj+tj ljLj)y), αk+1
)
≤
∑k−1
j=1 (njNj + tj ljLj)∑k
j=1(njNj + tj ljLj)
× 1 + 1× (ζk + 2ǫk + d(αk, αk+1)) +
tklkLk
nk
+2ζk+1 + 2ǫk+1
≤ ζk + ζk + 2ǫk + d(αk, αk+1) + ζk + 2ζk+1 + 2ǫk+1.
Since ζk, ǫk, d(αk, αk+1) all converges to zero as k goes to zero, this proves item (3).
(4) As said in the proof of [58, Lemma 5.1, item 4] on Page 946, the details of
the construction are unimportant and in fact Pfister and Sullivan proved that
Lemma 3.11. If {np} is a strictly increasing sequence of natural numbers such
that limp→∞
Mnp+1
Mnp
= 1 and #Γ′np+1 × #Γ
′
np+2 · · · × #Γ
′
np+1
≥ 2h
∗(Mnp+1−Mnp ),
then htop(T,G) ≥ h
∗.
For k ≥ 1, i = 0, 1, 2, · · · , Nk − 1, let
nN1+···+Nk−1+i := N1 + · · ·+Nk−1 + t1 + · · ·+ tk−1 + i
Then for any p ≥ 1, there is some k so that N1 + · · · + Nk−1 + t1 + · · · + tk−1 ≤
np ≤ N1 + · · ·+Nk−1 + t1 + · · ·+ tk−1 +Nk − 1, by (3.7)
1 ≤
Mnp+1
Mnp
≤
Mnp +max{nk, nk + tklkLk}
Mnp
= 1 +
nk + tklkLk
Mnp
≤ 1 +
nk + tklkLk∑k−1
j=1 (njNj + tj ljLj)
≤ 1 + ζk.
By (3.6)
#Γ′np+1 ×#Γ
′
np+2 · · · ×#Γ
′
np+1−1 ×#Γ
′
np+1
= #Γk ≥ 2
H∗nk ≥ 2h
∗(nk+tklkLk) ≥ 2h
∗(Mnp+1−Mnp ).
By Lemma 3.11 we finish the proof of item (4).
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(5) Fix x ∈ G. By construction, for any fixed k ≥ 1, there is a = ak such that
for any j = 1, · · · , tk, there is Λj ⊆ ΛlkLk
max{d(T a+l+(j−1)lkLkx, T lxkj )| l ∈ Λ
j} ≤ ǫk.
By (3.3)
#Λj
lkLk
≥ 1−
g(lkLk)
lkLk
≥ 1−
1
4Lk
.
Together with (3.2) we get that for any j = 1, · · · , tk there is pj ∈ [0, lkLk− 1] such
that
d(T a+pj+(j−1)lkLkx, T pjxkj ) ≤ ǫk and d(x
k
j , T
pjxkj ) ≤ ǫk.
This implies d(T a+pj+(j−1)lkLkx, xkj ) ≤ 2ǫk so that the orbit of x is 3ǫk−dense in
X . By arbitrariness of k, one has x ∈ Tran. 
If we only have g-almost product property but do not know the property of
uniform separation, then one still has following characterization.
Theorem 3.12. Let T : X → X be a continuous map of a compact metric space X
with g-almost product property property. Suppose that there is an invariant measure
with full support. Then T is locally-transitively-convex-saturated and in particular
locally-transitively-single-saturated.
Proof. Similar as the construction of transitive points in Theorem 3.8, one can
adapt the proof of [23, Theorem 1.5] (or [58, Theorem 1.2]) to complete the proof
for which ergodic decomposition theorem replaces the role of uniform separation.
Here we omit the details. 
3.3. Locally saturated property. For any compact connected K ⊆ M(T,X),
let GK = {x ∈ X |Mx = K}, GTK = {x ∈ Tran|Mx = K}. They are saturated set
of K and transitively-saturated set of K respectively.
Definition 3.13. We say that the system T has saturated property or T is saturated
(simply, S), if for any compact connected nonempty set K ⊆M(T,X),
htop(T,GK) = inf{hµ(T ) |µ ∈ K}.(3.9)
We say that the system T has locally-saturated property or T is locally-saturated
(simply, LS), if for any compact connected nonempty set K ⊆ M(T,X), any
nonempty open set U ⊆ X,
htop(T,GK ∩ U) = inf{hµ(T ) |µ ∈ K}.(3.10)
In parallel, one can define locally-transitively-saturated just replacing GK by G
T
K in
(3.10). On the other hand, one can define single-saturated, locally-single-saturated,
locally-transitively-single-saturatedwhenK is a singleton and define convex-saturated,
locally-convex-saturated, locally-transitively-convex-saturated respectively whenK
consists of convex sum of two invariant measures.
Note that locally-saturated is stronger than saturated (just taking U = X),
saturated is stronger than convex-saturated and the later is stronger than single-
saturated. We will give a basic discussion on the relations of these concepts in
Lemma 3.14 (see below). For convenience, we use Sat, Loc−Sat, T ran−Sat, Loc−
Tran − Sat to denote saturated, locally-saturated, transitively-saturated, locally-
transitively-saturated; Conv − Sat, Loc− Conv − Sat, T ran− Conv − Sat, Loc−
Tran−Conv−Sat to denote convex-saturated, locally-convex-saturated, transitively-
convex-saturated, locally-transitively-convex-saturated; and Sing−Sat, Loc−Sing−
Sat, T ran−Sing−Sat, Loc−Tran−Sing−Sat to denote single-saturated, locally-
single-saturated, transitively-single-saturated, locally-transitively-single-saturated,
respectively.
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Lemma 3.14. Let T : X → X be a continuous map of a compact metric space X.
Then above saturated properties have a following relation:
Tran-Sat ⇔ Loc-Tran-Sat ⇒ Loc-Sat ⇒ Sat
⇓ ⇓ ⇓ ⇓
Tran-Conv-Sat ⇔ Loc-Tran-Conv-Sat ⇒ Loc-Conv-Sat ⇒ Conv-Sat
⇓ ⇓ ⇓ ⇓
Tran-Sing-Sat ⇔ Loc-Tran-Sing-Sat ⇒ Loc-Sing-Sat ⇒ Sing-Sat
Before proving we need a following basic result, which is also useful for the
proof of our main theorems.
Lemma 3.15. Let T : X → X be a continuous map of a compact metric space X,
B ⊆ X be invariant and U ⊆ X be a nonempty open set. Then htop(T,B ∩ Tran∩
U) = htop(T,B ∩ Tran).
Proof. By (2.3), the part ′ ≤′ is obvious. Now we start to consider the part
′ ≥′ .
Let BT = B ∩ Tran. Notice that by (2.2) and (2.3) for any n ≥ 1,
htop(T, f
−n(U ∩BT )) = htop(T, f
nf−n(U ∩BT )) ≤ htop(T, U ∩B
T )
and by the definition of transitivity and invariance of B and Tran
BT = BT ∩ (
⋃
n≥0
f−nU) ⊆
⋃
n≥0
f−n(U ∩BT ).
Thus by (2.4)
htop(T,B
T ) ≤ htop(T,
⋃
n≥0
f−n(U ∩BT ))
= sup
n≥0
htop(T, f
−n(U ∩BT )) ≤ htop(T, U ∩B
T ).
Remark 3.16. We say {Zi} has locally full entropy gaps with respect to Y ⊆ X
(simply, LFEG w.r.t Y ) if for any nonempty open set U ⊆ X,
htop(T, (Zi+1 \ Zi) ∩ Y ∩ U) = htop(T, Y ) for all 1 ≤ i < k.
Since the results in this paper are all restricted on transitive points so that by
Lemma 3.15 all results on full entropy gaps can be stated as locally full entropy
gaps.
Proof of Lemma 3.14. Given a compact and connected subsetK ⊆M(X,T, )
we only need to prove that
(1) htop(T,G
T
K) = inf{hµ(T ) |µ ∈ K} ⇔ htop(T,G
T
K ∩ U) = inf{hµ(T ) |µ ∈
K} holds for any nonempty open set U ⊆ X.
(2) htop(T,G
T
K ∩U) = inf{hµ(T ) |µ ∈ K} holds for any nonempty open set U ⊆ X
⇒ htop(T,GK ∩ U) = inf{hµ(T ) |µ ∈ K} holds for any nonempty open set U ⊆ X
⇒ htop(T,GK) = inf{hµ(T ) |µ ∈ K}.
For part (1), letting B = GK , then it is invariant and by Lemma 3.15 we know
that htop(T,G
T
K) = htop(T,G
T
K ∩ U). This implies part (1).
For part (2), on one hand, if htop(T,G
T
K ∩ U) = inf{hµ(T ) |µ ∈ K} holds
for any nonempty open set U ⊆ X, then htop(T,GK ∩ U) ≥ htop(T,GTK ∩ U) =
inf{hµ(T ) |µ ∈ K}. Recall that in general htop(f,GK) ≤ inf{hµ(f) |µ ∈ K} (see
[57, Theorem 4.1 (3)]), thus htop(T,GK ∩ U) = inf{hµ(T ) |µ ∈ K}. On the other
hand, if htop(T,GK∩U) = inf{hµ(T ) |µ ∈ K} holds for any nonempty open set U ⊆
X, then taking U = X, we have htop(T,GK) = htop(T,G
T
K ∩ U) = inf{hµ(T ) |µ ∈
K}. 
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Remark 3.17. If GTK 6= ∅, then there is transitive point so that the system is
transitive and thus is surjective. So for n ≥ 1,
htop(T, f
−n(U ∩GTK)) = htop(T, f
nf−n(U ∩GTK)) = htop(T, U ∩G
T
K).
By definition and the system being surjective, one also see that f±1GK = GK ,
f±1Tran = Tran, f±1GTK = G
T
K .
4. Multifractal Analysis, Transitive and Banach Recurrence
4.1. Transitive and Banach Recurrence. A point x is called quasi-generic for
some measure µ, if there are two sequences of positive integers {ak} and {bk} with
bk ≥ ak, limk→∞ bk − ak =∞ such that
lim
k→∞
1
bk − ak + 1
bk∑
j=ak
δT j(x) = µ
in weak∗ topology. This concept is from [33, Page65]. Let M∗x = {µ ∈ M(T,X) :
x is quasi-generic for µ} and C∗x = ∪m∈M∗xSm. Let Cx = ∪m∈MxSm. Note that
Mx ⊆ M∗x ⊆ M(T,X) and Cx ⊆ C
∗
x ⊆ X. From [33, Proposition 3.9] it is known
that M∗x is always nonempty, compact and connected. It is not difficult to show
that (see [76, 75, 77, 78, 43]):
Lemma 4.1. For ∀ x ∈ X,
Cx ⊆ C
∗
x ⊆ ωT (x);(4.1)
x ∈ QW ⇔ x ∈ Cx ⇔ x ∈ ωT (x) = Cx(4.2)
x ∈ BR⇔ x ∈ C∗x ⇔ x ∈ ωT (x) = C
∗
x(4.3)
Lemma 4.2. For x ∈ X, if C∗x = X, then x ∈ BR ∩ Tran.
Proof. By (4.1) ωT (x) = X and x ∈ X = C∗x so that by (4.3), x ∈ BR ∩
Tran. 
Lemma 4.3. For any x ∈ X, C∗x = ∪ν∈Merg(T,ωT (x))Sν = ∪ν∈M(T,ωT (x))Sν . More-
over, there is an invariant measure µ ∈ M(T, ωT (x)) so that Sµ = C∗x . (We em-
phasize that it is unknown whether there is an invariant measure µ ∈ M∗x so that
Sµ = C
∗
x).
Proof. It is obvious that ∪ν∈Merg(T,ωT (x))Sν ⊆ ∪ν∈M(T,ωT (x))Sν . By ergodic
decomposition theorem, we know that for any invariant measure µ,
µ(∪ν∈Merg(T,ωT (x))Sν) = 1
so that Sµ ⊆ ∪ν∈Merg(T,ωT (x))Sν and thus ∪ν∈M(T,ωT (x))Sν ⊆ ∪ν∈Merg(T,ωT (x))Sν .
From [33, Proposition 3.9, Page 65] we know that for a point x0 and an ergodic
measure µ0 ∈ M(ωT (x0), T ), x0 is quasi-generic for µ0. This implies that for any
x ∈ X, Merg(T, ωT (x)) ⊆M∗x . So ∪µ∈Merg(T,ωT (x))Sµ ⊆ C
∗
x ⊆ ∪µ∈M(T,ωT (x))Sµ.
Take a sequence of invariant measures µi ∈M(T, ωT (x)) dense inM(T, ωT (x))
such that ∪i≥1Sµi = ∪µ∈M(T,ωT (x))Sµ. Let µ =
∑
n≥1
1
2nµn. Then µ(∪i≥1Sµi) = 1
so that Sµ = ∪ν∈M(T,ωT (x))Sν = C
∗
x . 
Lemma 4.4. For any x ∈ Rec,
x ∈ BR⇔ there is an invariant measure µ ∈M(T, ωT (x)) so that Sµ = ωT (x).
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Proof. The part ⇒: By (4.3) x ∈ ωT (x) = C∗x . By Lemma 4.3, there is an
invariant measure µ ∈M(T, ωT (x)) so that Sµ = C∗x. So Sµ = C
∗
x = ωT (x).
The part ⇐: If there is an invariant measure with Sµ = ωT (x) ∋ x, then by
(4.1) C∗x ⊆ ωT (x) and by Lemma 4.3, C
∗
x = ∪ν∈M(T,ωT (x))Sν ⊇ Sµ = ωT (x). By
(4.3) x ∈ BR. 
By Lemma 4.4, if x ∈ Tran, then
x ∈ BR⇔ there is µ ∈M(T,X) so that Sµ = X.
Thus, we have
Lemma 4.5. Suppose (X,T ) is transitive. Then Tran ⊆ BR⇔ Tran∩BR 6= ∅ ⇔
there is an invariant measure with full support.
Let BV := {x ∈ BR| ∃ µ ∈M∗x s.t. Sµ = C
∗
x}.
Lemma 4.6. If ergodic measures are dense in the space of invariant measures (or
T has entropy-dense property), then for any x ∈ Tran, M∗x =M(T,X). If further
T has an invariant measure with full support, then Tran ⊆ BV .
Proof. From [33, Proposition 3.9, Page 65] we know that for a point x0 and an
ergodic measure µ0 ∈M(ωT (x0), T ), x0 is quasi-generic for µ0. This implies that for
any x ∈ Tran, Merg(T,X) ⊆ M∗x . By assumption of density of ergodic measures,
M∗x = M(T,X). If further T has an invariant measure µ with full support, then
µ ∈M∗x and C
∗
x = Sµ = X = ωT (x) and by (4.3) x ∈ BV. 
For a set K ⊆M(T,X), define CK = ∪ω∈KSω. Recall the notions that GK =
{x ∈ X |Mx = K}, GTK = {x ∈ Tran|Mx = K}. Let
V ∗ = { x ∈ Rec| ∃µ ∈Mx such that Sµ = Cx},
W ∗ = { x ∈ Rec |Sµ = Cx for every µ ∈Mx}.
Lemma 4.7. Let K be a compact connected subset of M(T,X).
(1) If for any ω ∈ K, Sω = CK , then GK ⊆W ∗.
(2) If there are two measures ωi ∈ K (i = 1, 2), Sω1 ( Sω2 = CK , then GK ⊆
(V ∗ \W ∗).
(3) If for any ω ∈ K, Sω 6= CK , then GK ⊆ X \ V
∗.
(4) If T |CK is not a transitive subsystem, then GK ⊆ X \QW.
(5) If CK 6= X, then GTK ⊆ Tran \QW.
Proof. The proofs of (1)-(3) are not difficult. We only give the proof of (4)
and (5).
For case (4), by contradiction there is x ∈ GK ∩ QW , then Cx = CK and by
(4.2) x ∈ ωT (x) = Cx so that x ∈ ωT (x) = CK . It means T |CK is transitive, it
contradicts the assumption.
For case (5), by contradiction there is x ∈ GTK ∩ QW , then x ∈ G
T
K implies
that Cx = CK 6= X, ωT (x) = X so that Cx 6= ωT (x) and by (4.2) x ∈ QW implies
that x ∈ ωT (x) = Cx. It is a contradiction. 
4.2. Proof of Theorem 1.6: Irregular set and Level sets. Recall that the
system T has single-saturated property or T is single-saturated, if for any µ ∈
M(T,X),
htop(T,Gµ) = hµ.(4.4)
Now let us state a result on variational principle of Rα(a). Let
Hα(a) = sup{hρ| ρ ∈M(T,X) and α(ρ) = a}.
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Proposition 4.8. Suppose that T is transitively-single-saturated. Let α :M(T,X)→
R be a continuous function. Then for any real number a ∈ LΦ,
htop(T,Rα(a)) = htop(T,Rα(a) ∩ Tran) = Hα(a).
If further T has positive topological entropy and Int(LΦ) 6= ∅, then for any real
number a ∈ Int(LΦ),
htop(T,Rα(a)) = htop(T,Rα(a) ∩ Tran) = Hα(a) > 0.
Proof. For any real number t ≥ 0, define the (maybe empty) set
Q(t) := {x : ∃µ ∈Mx s.t. hµ(f) ≤ t}.
From [13, Theorem 2]: htop(f,Q(t)) ≤ t. Let t = Hα(a), notice that Rα(a) ⊆ Q(t)
and thus htop(T,Rα(a) ∩ Tran) ≤ htop(T,Rα(a)) ≤ htop(T,Q(t)) ≤ t.
On the other hand, for any invariant measure ρ with α(ρ) = a, note that
GTρ ⊆ Rα(a)∩Tran. By assumption of transitively-single-saturated, htop(T,Rα(a)∩
Tran) ≥ htop(T,GTρ ) = hρ.
Suppose that further T has positive topological entropy and Int(LΦ) 6= ∅, fix
a ∈ Int(LΦ). By classical variational principle, we can take an ergodic measure ρ1
such that hρ1 > 0. If α(ρ1) = a, then Hα(a) > 0. If α(ρ1) 6= a, without loss of
generality, we may assume that α(ρ1) < a. Since a ∈ Int(LΦ), we can take another
invariant measure ρ2 such that α(ρ2) > a. Then one can take suitable θ ∈ (0, 1)
such that ρ := θρ1 + (1 − θ)ρ2 satisfies that α(ρ) = a. Note that hρ ≥ θhρ1 > 0,
then Hα(a) > 0. 
From Birkhoff ergodic theorem, QR has totally full measure and note thatQR∩
Iα = ∅. Thus Iα has zero measure for any invariant measure. However, in recent
several years many people have focused on studying the dynamical complexity of
irregular set from different sights, for example, in the sense of dimension theory and
topological entropy (or pressure) etc. Pesin and Pitskel [56] are the first to notice
the phenomenon of the irregular set carrying full topological entropy in the case of
the full shift on two symbols. Barreira, Schmeling, etc. studied the irregular set
in the setting of subshifts of finite type and beyond, see [7, 3, 65] etc. Recently,
Thompson shows in [67, 68] that every α−irregular set Iα (in this case α :=
∫
Φdµ
for additive functions of Φ : X → R) either is empty or carries full topological
entropy (or pressure) when the system satisfies (almost) specification, which is
inspired from [58] by Pfister and Sullivan and [65] by Takens and Verbitskiy. Now
we sate a result for a continuous function α :M(T,X)→ R.
Lemma 4.9. Suppose that T is transitively-convex-saturated and has positive topo-
logical entropy. Let α :M(T,X)→ R be a continuous function. If
inf
µ∈M(T,X)
α(µ) < sup
µ∈M(T,X)
α(µ),
then htop(T, Iα) ≥ htop(T, Iα ∩ Tran) > 0. If further α : M(T,X) → R satisfies
[A.3], then htop(T, Iα) = htop(T, Iα ∩ Tran) = htop.
Proof. Fix ǫ ∈ (0, htop). By classical variational principle, we can take an
ergodic measure ν such that hν > htop − ǫ > 0. By assumption we can another
invariant measure ν1 such that α(ν1) 6= α(ν). Then by continuity of α there is
θ ∈ (0, 1) such that ρ := θν + (1 − θ)ν1 satisfies that α(ρ) 6= α(ν). Remark that
hρ ≥ θhν > 0. Let K = {tν + (1 − t)µ| t ∈ [0, 1]}. Since T is transitively-convex-
saturated, one can get htop(T,G
T
K) = min{hν , hρ} > 0. Note that G
T
K ⊆ Iα∩Tran.
Thus htop(T, Iα ∩ Tran) ≥ htop(T,G
T
K) > 0.
If further α :M(T,X)→ R satisfies [A.3], then above θ ∈ (0, 1) can be chosen
very close to 1 such that ρ := θν + (1 − θ)ν1 satisfies that hρ ≥ θhν > htop − ǫ.
Then one has htop(T, Iα ∩ Tran) ≥ htop(T,GTK) = min{hν, hρ} > htop − ǫ. 
TRANSITIVELY-SATURATED PROPERTY, BANACH RECURRENCE AND LYAPUNOV REGULARITY21
Proof of Theorem 1.6. It follows from Lemma 4.9 and Proposiition 4.8. 
Proposition 4.10. Let α :M(T,X)→ R be a continuous function. Then htop(T ) =
htop(Rα). If further Int(Lα) 6= ∅ and α satisfies [A.3], then
htop(T ) = sup
a∈Int(Lα)
Hα(a) = htop(Rα).
Proof. Note that QR ⊆ Rα so that µ(Rα) = 1 for any invariant measure µ.
By [13, Theorem 3] htop(T,Γ) ≥ hµ(f) for any Γ with µ(Γ) = 1. Thus htop(Rα) =
supµ∈M(T,X) hµ = htop(T ) ≥ supa∈Int(Lα)Hα(a). Now we only need to prove
htop(T ) ≤ supa∈Int(Lα)Hα(a).
By classical variational principle, there is an ergodic measure µ such that hµ >
htop − ǫ. If α(µ) ∈ Int(Lα), take ω = µ. Otherwise, take invariant measure ν such
that α(ν) 6= α(µ) and α(ν) ∈ Int(Lα). By condition [A.3] and continuity of α, one
can choose θ ∈ (0, 1) close to 1 such that ω = θµ+(1−θ)ν satisfies α(ω) ∈ Int(Lα)
and hω ≥ θhµ > htop − ǫ. Thus supa∈Int(Lα)Hα(a) ≥ Hα(α(ω)) > htop − ǫ. 
4.3. Proof of Theorem C: Gap-sets w.r.t. Iα.
Lemma A. Suppose that T has entropy-dense property. Let α : M(T,X)→ R be
a continuous function satisfying [A.3] and Int(Lα) 6= ∅. Then for any ǫ > 0, any
integer k ≥ 2, there exist ergodic measures ρ1, ρ2, · · · , ρk, such that
(1) hρi > htop − ǫ, i = 1, 2, · · · , k,
(2) Sρi ∩ Sρj 6= ∅, 1 ≤ i < j ≤ k,
(3) α(ρ1) < α(ρ2) < · · · < α(ρk).
Proof. Fix ǫ > 0. By classical variational principle, we can take an ergodic
measure ν such that hν > htop−
1
2ǫ. By assumption we can choose another invariant
measure ν1 such that α(ν1) 6= α(ν). Then there is θ0 ∈ (0, 1) very close to 1 such
that hθν+(1−θ)ν1 ≥ θhν ≥ θ0hν > htop −
1
2ǫ hold for any θ ∈ (θ0, 1). By condition
[A.3] and continuity of α there are θ0 < θ1 < θ2 < · · · < θk < 1 such that
τi := θiν + (1 − θi)ν1 satisfies that hτi ≥ θihν > htop −
1
2ǫ, i = 1, 2, · · · , k and
α(τ1) < α(τ2) < · · · < α(τk) or α(τ1) > α(τ2) > · · · > α(τk). We may assume that
α(τ1) < α(τ2) < · · · < α(τk) (Otherwise, by reverse order to change).
By continuity of α, take neighborhood Gi of τi in M(T,X) (i = 1, 2, · · · , k)
such that Gi ∩ Gj = ∅, supτ∈Gi α(τ) < infτ∈Gj α(τ), 1 ≤ i < j ≤ k. By entropy-
dense property, there exist ρi ∈Merg(T,X) (i = 1, 2, · · · , k) such that hρi > hτi−
1
2ǫ
and M(T, Sρi) ⊆ Gi. Then these ergodic measures ρ1, ρ2, · · · , ρk, are required. 
Let Tran# := {x ∈ Tran|Cx ( C∗x},
W
#
T := { x ∈ Tran
# |Sµ = Cx for every µ ∈Mx},
V
#
T := { x ∈ Tran
#| ∃µ ∈Mx such that Sµ = Cx},
S := { x ∈ X | ∩µ∈Mx Sµ 6= ∅};
Tran1 := W
#
T , T ran2 := V
#
T ∩ S, T ran3 := V
#
T ,
T ran4 := V
#
T ∪ (Tran
# ∩ S), T ran5 := Tran
#,
Theorem 4.11. Suppose that (X, T ) has transitively-convex-saturated property
and entropy-dense property. Let α : M(T,X) → R be a continuous function sat-
isfying [A.3] and Int(Lα) 6= ∅. Then {∅, T ran1, T ran2, T ran3, T ran4, T ran5} has
full entropy gap w.r.t. Iα.
Proof. Fix ǫ > 0. Take ρ1, ρ2, ρ3, ρ4 satisfying Lemma A. By condition [A.3] of
α, one can take suitable θi ∈ (0, 1) (i = 1, 2) such that νi = θiρ1+(1−θi)ρ2 satisfies
that α(ν1) 6= α(ν2). Note that Sνi = Sρ1 ∪ Sρ2 and hνi = θihρ1 + (1 − θi)hρ2 >
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htop − ǫ. Take suitable θ ∈ (0, 1) such that ω = θρ1 + (1 − θ)ρ3 satisfies that
α(ω) 6= α(ρ1). Note that Sω = Sρ1 ∪Sρ3 and hω = θhρ1 +(1− θ)hρ3 > htop− ǫ. Let
K1 := {tν1 + (1 − t)ν2| t ∈ [0, 1]},
K2 := {tρ1 + (1 − t)ω| t ∈ [0, 1]},
K3 := {tρ1 + (1 − t)ρ2| t ∈ [0, 1]},
K4 := {tρ1 + (1 − t)ν1| t ∈ [0, 1]} ∪ {tρ1 + (1 − t)ω| t ∈ [0, 1]},
K5 := {tρ1 + (1 − t)ρ2| t ∈ [0, 1]} ∪ {tρ1 + (1 − t)ρ3| t ∈ [0, 1]}.
By transitively-convex-saturated property,
htop(G
T
Ki
) = inf
µ∈Ki
hµ ≥ min{hρ1 , hρ2 , hρ3 , hν1 , hν2 , hω} > htop − ǫ.
Note that Ki ⊆ Iα and CKi ⊆ ∪
3
i=1Sµ ( ∪
4
i=1Sµ ⊆ X . By Lemma 4.7 G
T
Ki
⊆
Tran \ QW and GTKi ⊆ Trani \ Trani−1 where Tran0 = ∅, i = 1, 2, · · · , 5. Then
we complete the proof. 
Proof of Theorem C. By Lemma 4.5, Tran ⊆ BR so that Trani ⊆ BRi.
Thus one can use Theorem 4.11 to complete the proof. 
4.4. Proof of Theorem D: Gap-sets w.r.t. level set Rα(a).
Lemma B. Suppose that T has entropy-dense property. Let α : M(T,X)→ R be
a continuous function satisfying [A.1] and Int(Lα) 6= ∅. Then for any ǫ > 0, any
a ∈ Int(Lα), any integers k ≥ 2, l ≥ 2 there exist ergodic measures ρ1, ρ2, · · · , ρk+l,
such that
(1) hρi > Hα(a)− ǫ, i = 1, 2, · · · , k + l,
(2) Sρi ∩ Sρj 6= ∅, 1 ≤ i < j ≤ k + l,
(3) α(ρ1) < α(ρ2) < · · ·α(ρk) < a < α(ρk+1) < · · ·α(ρk+l).
Proof. Fix ǫ > 0 and a ∈ Int(Lα). Take an ergodic measure ν with α(ν) = a
such that hν > Hα(a) −
1
2ǫ. By assumption we can choose another two invariant
measure ν1, ν2 such that α(ν1) < a = α(ν) < α(ν2). Then there is θ0 ∈ (0, 1) very
close to 1 such that hθν+(1−θ)νi ≥ θhν ≥ θ0hν > Hα(a) −
1
2ǫ hold for i = 1, 2 and
any θ ∈ (θ0, 1). By condition [A.1] and continuity of α there are θ0 < θ1 < θ2 <
· · · < θk < 1 and θ0 < θk+1 < θk+2 < · · · < θk+l < 1 such that τi := θiν+(1−θi)ν1
satisfies that hτi ≥ θihν > Hα(a)−
1
2ǫ, i = 1, 2, · · · , k+ l and α(τ1) < α(τ2) < · · · <
α(τk) < a < α(τk+1) < · · ·α(τk+l).
By continuity of α, take neighborhood Gi of τi in M(T,X) (i = 1, 2, · · · , k+ l)
such that Gi ∩ Gj = ∅, supτ∈Gi α(τ) < infτ∈Gj α(τ), 1 ≤ i < j ≤ k + l. By
entropy-dense property, there exist ρi ∈ Merg(T,X) (i = 1, 2, · · · , k + l) such that
hρi > hτi −
1
2ǫ and M(T, Sρi) ⊆ Gi. Then these ergodic measures ρ1, ρ2, · · · , ρk+l,
are required. 
Lemma C. Suppose that T has entropy-dense property. Let α : M(T,X) → R
be a continuous function satisfying [A.1] and Int(Lα) 6= ∅. Then for any ǫ > 0,
any a ∈ Int(Lα), any integers k ≥ 2, there exist invariant measures µ1, µ2, · · · , µk,
such that
(1) hµi > Hα(a)− ǫ, i = 1, 2, · · · , k,
(2) Sµi ∩ Sµj 6= ∅, 1 ≤ i < j ≤ k,
(3) α(µi) = a, i = 1, 2, · · · , k.
Proof. Fix ǫ > 0 and a ∈ Int(Lα). Take ergodic measures ρ1, ρ2, · · · , ρ2k (in
the case l = k) satisfying Lemma B. By continuity of α, take suitable θi ∈ (0, 1)
such that µi = θiρi + (1 − θi)ρ2k+1−i satisfies item (3), i = 1, 2, · · · , k. Then it is
easy to check such µ1, µ2, · · · , µk are required. 
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Theorem 4.12. Suppose that (X, T ) has transitively-convex-saturated property
and entropy-dense property. Let α : M(T,X)→ R be a continuous function satis-
fying [A.1], [A.2] and Int(Lα) 6= ∅. Let a ∈ Int(Lα). Then
{∅, QR ∩ Tran1, T ran1, T ran2, T ran3, T ran4, T ran5}
has full entropy gap w.r.t. Rα(a) ∩ Tran.
Proof. Fix ǫ > 0. Take µ1, µ2, µ3, µ4 satisfying Lemma C. By condition [A.2]
of α, one can take different θi ∈ (0, 1) (i = 1, 2) such that νi = θiµ1 + (1 − θi)µ2
satisfies that ν1 6= ν2, α(ν1) = α(ν2) = a. Note that Sνi = Sµ1 ∪ Sµ2 and hνi =
θihµ1 + (1 − θi)hµ2 > Hα(a) − ǫ. Take θ ∈ (0, 1) such that ω = θµ1 + (1 − θ)µ3
satisfies that α(ω) = α(µ1) = a by condition [A.2]. Note that Sω = Sµ1 ∪ Sµ3 and
hω = θhµ1 + (1− θ)hµ3 > Hα(a)− ǫ. Let
K0 := {µ1},
K1 := {tν1 + (1− t)ν2| t ∈ [0, 1]},
K2 := {tµ1 + (1− t)ω| t ∈ [0, 1]},
K3 := {tµ1 + (1− t)µ2| t ∈ [0, 1]},
K4 := {tµ1 + (1− t)ν1| t ∈ [0, 1]} ∪ {tµ1 + (1 − t)ω| t ∈ [0, 1]},
K5 := {tµ1 + (1− t)µ2| t ∈ [0, 1]} ∪ {tµ1 + (1 − t)µ3| t ∈ [0, 1]}.
By transitively-convex-saturated property,
htop(G
T
Ki
) = inf
µ∈Ki
hµ ≥ min{hµ1 , hµ2 , hµ3 , hν1 , hν2 , hω} > Hα(a)− ǫ.
Note that Ki ⊆ Rα(a) and CKi ⊆ ∪
3
i=1Sµ ( ∪
4
i=1Sµ ⊆ X . By Lemma 4.7 G
T
Ki
⊆
Tran \ QW, i = 0, 1, · · · , 5 and GTK0 ⊆ QR ∩ Tran1, G
T
K1
⊆ Tran1 \ QR, GTKi ⊆
Trani \ Trani−1, i = 2, 3, 4, 5. Then we complete the proof. 
Proof of Theorem D. By Lemma 4.5, Tran ⊆ BR so that Trani ⊆ BRi, i =
1, 2, 3, 4, 5. Thus one can use Theorem 4.12 to complete the proof. 
4.5. Proof of Theorem B and E.. Proof of Theorem B. Since the system is
not uniquely ergodic, then there exist two different invariant measures µ, ν. Then by
weak∗ topology, there is a continuous function φ : X → R such that
∫
φdµ 6=
∫
φdν.
Define α :M(T,X)→ R, τ 7→
∫
φdτ. By convex-saturated property, there is x ∈ X
such that Mx = {tµ+(1− t)ν| t ∈ [0, 1]}. Then x ∈ Iα so that one can use Theorem
C to end the proof. 
Proof of Theorem E. If Rα = X, then one can use Theorem B to complete
the proof. Otherwise Iα 6= ∅ so that Int(Lα) 6= ∅.Denote ∅, QR∩BR1, BR1, BR2, BR3, BR4, BR5
by Z1, Z2, · · · , Z7 respectively. By Theorem D and Proposition 4.10, for any i =
1, 2, · · · , 6,
htop(Rα ∩ Zi+1 \ Zi) ≥ sup
a∈Int(Lα)
htop(Rα(a) ∩ Zi+1 \ Zi)
= sup
a∈Int(Lα)
htop(Rα(a)) = sup
a∈Int(Lα)
Hα(a) = htop = htop(Rα). 
Remark 4.13. By Lemma 3.6 and 4.6, Tran ⊆ BV so that Theorem B, Theorem
C, Theorem D and Theorem E can be stated w.r.t. BV.
5. Comments and Further Questions
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5.1. Regularity, Quasiregularity. In [52] Oxtoby also introduced another sev-
eral concepts (for quasiregular point, also see [21]):
QRerg := {points generic for ergodic measures} = ∪µ∈Merg(T,X)Gµ,
QRd := {points of density in QR} = ∪µ∈M(T,X)(Gµ ∩ Sµ),
R := {regular points of T } = QRd ∩QRerg = ∪µ∈Merg(T,X)(Gµ ∩ Sµ).
Such sets are all T−invariant and remark that
R ⊆ QRd ∪QRerg ⊆ QR.
In [69] R and QRd\R = QRd\QRerg were considered but QRerg\R = QRerg\QRd
and QR \ (QRerg ∪QRd) are not considered.
Theorem 5.1. Suppose that (X, T ) has g-almost product property. Let α :M(T,X)→
R be a continuous function with Int(Lα) 6= ∅. If (X, T ) is not uniquely ergodic and
there is an invariant measure with full support, then
(1) if α satisfies [A.1], then
htop(BR1 ∩Rα(a)∩QR \ (QRerg ∪QRd)) = htop(Rα(a)) where a ∈ Int(Lα) and
htop(QR \ (QRerg ∪QRd)) = htop(BR1 ∩Rα ∩QR \ (QRerg ∪QRd)) = htop(T ).
(2) htop(QRerg \R) = htop(BR1 ∩Rα ∩ (QRerg \R)) = htop(T ).
Proof. In the proof of Theorem 4.12, GK0 is in fact contained in Tran1 ∩
Rα(a) ∩ QR \ (QRerg ∪ QRd) and [A.2] is not used. By Lemma 4.5, Tran ⊆ BR
so that Tran1 ⊆ BR1. Thus one can follow the proof of Theorem 4.12 to get the
first result in item (1).
By Proposition 4.8 and Proposition 4.10, htop(BR1∩Rα∩QR\(QRerg∪QRd))
≥ sup
a∈Int(Lα)
htop(BR1 ∩Rα(a) ∩QR \ (QRerg ∪QRd))
= sup
a∈Int(Lα)
htop(Rα(a)) = sup
a∈Int(Lα)
Hα(a) = htop = htop(Rα).
On the other hand, using Tran1 ⊆ BR1, entropy-dense and transitively-single-
saturated, we have htop(BR1 ∩Rα ∩QRerg \R)
≥ sup{htop(Tran1 ∩Rα ∩Gµ \QRd)|µ ∈Merg(T,X), Sµ 6= X}
= sup{htop(G
T
µ )|µ ∈Merg(T,X), Sµ 6= X} = sup{hµ(T )|µ ∈Merg(T,X), Sµ 6= X}
= htop = htop(Rα). 
Theorem 5.2. Suppose that (X, T ) has entropy-dense property. Then htop(R \
Tran) = htop(T ).
Proof. By variational principle and entropy-dense property, for any ǫ > 0,
there is an ergodic measure µ with Sµ 6= X such that hµ(T ) > htop − ǫ. By [13,
Theorem 3] htop(Gµ ∩ Sµ) = hµ(T ) and note that Gµ ∩ Sµ ⊆ R \ Tran so that
htop(R \ Tran) > htop − ǫ. 
5.2. The results on QW . Let
W := { x ∈ QW |Sµ = Cx for every µ ∈Mx},
V := { x ∈ QW | ∃µ ∈Mx such that Sµ = Cx},
S := { x ∈ X | ∩µ∈Mx Sµ 6= ∅};
QW1 := W, QW2 := V ∩ S, QW3 := V,
QW4 := V ∪ (QW ∩ S), QW5 := QW,
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Theorem G. Suppose that (X, T ) has saturated property and entropy-dense prop-
erty. If (X, T ) is not uniquely ergodic and there is an invariant measure with full
support, then {∅, QR ∩ QW1, QW1, QW2, QW3, QW4, QW5} has full entropy gap
w.r.t. Tran. Similar arguments hold w.r.t. Tran ∩ Iα, T ran ∩Rα, T ran ∩Rα(a).
Proof. All constructed K in [69] satisfy CK = X so that GK ⊆ QW ∩ Tran
(in this case GK = G
T
K). Thus transitively-saturated property is not necessary for
this result and saturated property is enough.
For {∅, QR∩QW1, QW1, QW2, QW3}, one can follow the constructed K in [69]
that all consist of convex sum of finite measures. On the other hand, for QW5\QW4
and QW4 \QW3, the constructed K in [69] is not contained in convex sum of finite
measures so that convex-saturated is not enough. Thus here we assume the system
to be saturated. 
Remark 5.3. The results of Theorem B, Theorem C, Theorem D, Theorem E and
Theorem G are all restricted on transitive points. By their assumption the system
is not minimal so that almost periodic case is not contained in these results. Almost
periodic case will be discussed in [25].
5.3. Statistical ω−limit sets. Recently several concepts of statistical ω−limit
sets were introduced in [24].
Definition 5.4. For x ∈ X and ξ = d, d, B∗, B∗, a point y ∈ X is called x −
ξ−accessible, if for any ǫ > 0, N(x, Vǫ(y)) has positive density w. r. t. ξ, where
Vǫ(x) denotes the ball centered at x with radius ǫ. Let
ωξ(x) := {y ∈ X | y is x− ξ − accessible}.
For convenience, it is called ξ − ω-limit set of x.
For any x ∈ X , if ωB∗(x) = ∅, then from [24] we know that x satisfies only one
of following twelve cases:
Case (1) : ∅ = ωB∗(x) ( ωd(x) = ωd(x) = ωB∗(x) = ωf(x);
Case (1’) : ∅ = ωB∗(x) ( ωd(x) = ωd(x) = ωB∗(x) ( ωf (x);
Case (2) : ∅ = ωB∗(x) ( ωd(x) = ωd(x) ( ωB∗(x) = ωf(x);
Case (2’) : ∅ = ωB∗(x) ( ωd(x) = ωd(x) ( ωB∗(x) ( ωf (x);
Case (3) : ∅ = ωB∗(x) = ωd(x) ( ωd(x) = ωB∗(x) = ωf(x);
Case (3’) : ∅ = ωB∗(x) = ωd(x) ( ωd(x) = ωB∗(x) ( ωf (x);
Case (4) : ∅ = ωB∗(x) ( ωd(x) ( ωd(x) = ωB∗(x) = ωf(x);
Case (4’) : ∅ = ωB∗(x) ( ωd(x) ( ωd(x) = ωB∗(x) ( ωf (x);
Case (5) : ∅ = ωB∗(x) = ωd(x) ( ωd(x) ( ωB∗(x) = ωf(x);
Case (5’) : ∅ = ωB∗(x) = ωd(x) ( ωd(x) ( ωB∗(x) ( ωf (x);
Case (6) : ∅ = ωB∗(x) ( ωd(x) ( ωd(x) ( ωB∗(x) = ωf(x);
Case (6’) : ∅ = ωB∗(x) ( ωd(x) ( ωd(x) ( ωB∗(x) ( ωf (x).
Theorem H. Suppose that (X, T ) has transitively-saturated property and entropy-
dense property. If (X, T ) is not uniquely ergodic and there is an invariant measure
with full support, then {x ∈ Rec|x satisfies Case i} has full entropy gap w.r.t.
Tran, i = 1, 2, · · · , 6. Similar arguments holds w.r.t. Tran ∩ Iα, T ran ∩ Rα,
T ran ∩Rα(a).
Proof. For any x ∈ X, from [24] we know ωd(x) =
⋂
µ∈Mx
Sµ, ωd(x) = Cx 6= ∅,
ωB∗(x) =
⋂
µ∈M∗x
Sµ and ωB∗(x) = C
∗
x 6= ∅. Thus
x ∈ BR⇔ x ∈ ωB∗(x) and x ∈ QW ⇔ x ∈ ωd(x).
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The construction of x in the proof of results for BRi in present paper and QWi
in [69] always satisfies that x ∈ Tran ∩ BR, ωB∗(x) = C∗x = X = ωT (x) and
M∗x =M(T,X). Since the dynamical systems of main theorems are not minimal but
minimal points are dense in the whole space so that for any x ∈ Tran, ωB∗(x) = ∅.
Thus one can check that BR1 belongs to Case (2), BR2\BR1 and BR4\BR3 belong
to Case (6), BR3 \BR2 and BR5 \BR4 belong to Case (5), QW1 belongs to Case
(1), QW2 \QW1 and QW4 \QW3 belong to Case (4), QW3 \QW2 and QW5 \QW4
belong to Case (3). So Cases (1)-(6) have full topological entropy Tran, Tran∩Iα,
T ran∩Rα, T ran∩Rα(a) respectively by using Theorem B, Theorem C, Theorem
D, Theorem E and Theorem G. 
Remark 5.5. Suppose that (X, T ) has g-product property. If (X, T ) is not uniquely
ergodic and there is an invariant measure with full support, then
{x ∈ Rec|x satisfies Case i}
has full entropy gap w.r.t. Tran, i = 1, 2, · · · , 6. Similar arguments holds w.r.t.
Tran∩Iα, T ran∩Rα, T ran∩Rα(a). Here it is not necessary to assume uniform sep-
aration, since only the constructed K for the gap-sets QW4 \QW3 and QW5 \QW4
used saturated property, but transitively-convex-saturated is enough for others.
Remark 5.6. Cases (1)-(6) and Cases (1’)-(6’) restricted on non-recurrent points
are considered in [24].
Remark 5.7. The case of ωB∗(x) 6= ∅ can also be classified into many cases (in-
cluding almost periodic case) restricted on recurrent points or non-recurrent points
which will be studied in [25].
5.4. Topological entropy on Rec \BR. Let Rec# := Rec \BR,
Rec
#
1 := { x ∈ Rec
# |Cx = C
∗
x}, Rec
#
2 := { x ∈ Rec
# |Cx ( C
∗
x},
S# := { x ∈ X | ∩µ∈Mx Sµ 6= ∅};
W
#
i := { x ∈ Rec
#
i |Sµ = Cx for every µ ∈Mx},
V
#
i := { x ∈ Rec
#
i | ∃µ ∈Mx such that Sµ = Cx},
Reci,1 := W
#
i , Reci,2 := V
#
i ∩ S
#, Reci,3 := V
#
i ,
Reci,4 := V
#
i ∪ (Rec
# ∩ S#), Reci,5 := Rec
#
i , where i = 1, 2.
Question 5.8. Suppose that (X, T ) has g-almost product property and uniform
separation. If (X, T ) is not uniquely ergodic and there is an invariant measure with
full support, then whether {∅, Reci,1, Reci,2, Reci,3, Reci,4, Reci,5} has full entropy
gap w.r.t. X for any i = 1, 2? Similar questions can be asked w.r.t. Iα, Rα, Rα(a).
Remark 5.9. Under the assumption of Question 5.8, Tran ⊆ BR so that Reci,j ∩
Tran = ∅.
It is also an open question that the sets of Reci,j and their gap-sets are
nonempty in what kind of dynamical systems. For Rec1,1, it is nonempty in full
shifts over finite symbols by following theorem. Note that any full shift over finite
symbols satisfies the assumption of Question 5.8 so that Question 5.8 is possibly
meaningful.
Theorem 5.10. Let σ : {0, 1, · · · , k−1}N → {0, 1, · · · , k−1}N be a full shift where
k ≥ 2. Then Rec1,1 6= ∅.
Proof. We only need to consider k = 2. We learned a example from [42] that
there is a topological mixing but uniquely ergodic subshift Λ of two symbols for
which the unique invariant measure is supported on a fixed point so that in this
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example ∅ 6= Tran(σ|Λ) ⊆ Rec1,1 ∩ {x| ∅ 6= ωB∗(x) = ωd(x) = ωd(x) = ωB∗(x) (
ωf (x)}. 
The sets of Reci,j ∩{x|ωB∗(x) = ∅} are related to Cases (1’)-(6’) restricted on
recurrent points. So similar question can be asked:
Question 5.11. Suppose that (X, T ) has g-almost product property and uniform
separation. If (X, T ) is not uniquely ergodic and there is an invariant measure with
full support, then whether Cases (1’)-(6’) restricted on recurrent points all carry
full topological entropy?
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