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Speech Recognition Using Augmented
Conditional Random Fields
Yasser Hifny and Steve Renals, Member, IEEE
Abstract—Acoustic modeling based on hidden Markov models
(HMMs) is employed by state-of-the-art stochastic speech recog-
nition systems. Although HMMs are a natural choice to warp the
time axis and model the temporal phenomena in the speech signal,
their conditional independence properties limit their ability to
model spectral phenomena well. In this paper, a new acoustic mod-
eling paradigm based on augmented conditional random fields
(ACRFs) is investigated and developed. This paradigm addresses
some limitations of HMMs while maintaining many of the aspects
which have made them successful. In particular, the acoustic mod-
eling problem is reformulated in a data driven, sparse, augmented
space to increase discrimination. Acoustic context modeling is
explicitly integrated to handle the sequential phenomena of the
speech signal. We present an efficient framework for estimating
these models that ensures scalability and generality. In the TIMIT
phone recognition task, a phone error rate of 23.0% was recorded
on the full test set, a significant improvement over comparable
HMM-based systems.
Index Terms—Augmented conditional random fields (ACRFs),
augmented spaces, discriminative compression, hidden Markov
models (HMMs).
I. INTRODUCTION
S TATE-of-the-art automatic speech recognition systems usehidden Markov models (HMMs) [1]–[4] to model the tem-
poral variation, with local spectral variability modeled using
flexible distributions such as mixtures of Gaussian densities.
HMMs can divide the acoustic space into a large number of
small dense regions, assigning these regions to a large number
of labels, or states, a process that is not unlike (soft) vector quan-
tization and directly related to the definition of a pattern classifi-
cation problem. Generative HMMs are well understood models
and may be trained efficiently using the expectation-maximiza-
tion (EM) algorithm [5]. Using Bayes rule, the coarse density
estimates provided by HMMs can be used for discrimination.
Consequently, HMMs provide a means to learn and generate
spectral information in order to discriminate between speech
classes.
HMMs trained using the EM algorithm maximize the likeli-
hood of the data given the underlying parameterized distribu-
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tions. If the true distribution that generated the data is indeed
an HMM, then, given sufficient data, Bayes classification based
on HMMs estimated using maximum likelihood will minimize
the probability of classification error [6]. In practice, the deci-
sion boundaries constructed after generative training are not op-
timal and generative HMMs are not guaranteed to minimize the
classification error. One way to address this problem within the
HMM framework is to utilize the parameters efficiently to im-
prove the discrimination between speech classes via discrimi-
native training for HMMs [7]–[12].
Large-vocabulary continuous speech recognition systems
based on continuous Gaussian mixture HMMs are very suc-
cessful [13], mainly because the associated algorithms are
computationally very efficient and scale well as the amount of
training data increases. These attractive properties arise from
two assumptions that lead to tractable inference and decoding.
First, the Markov assumption enables the probability of the
hidden state sequence given a model
to be approximated using a first order Markov chain
(1)
The second assumption is that of conditional indepen-
dence, whereby the probability of an observation sequence,
, given a state sequence and a model
is assumed to be
(2)
The conditional independence assumption is problematic since
the slowly varying articulatory system produces long range
interframe correlations. There is a mutual relationship between
feature extraction from the speech signal and acoustic modeling
based on HMMs. An ideal feature extraction method for speech
recognition would find a set of compact features representing
the observation space, while preserving the information needed
to discriminate between speech classes. These limitations of
the HMM may be addressed in part through the use of linear
[14]–[16] or nonlinear feature projection methods [17]–[22],
which extract new sufficient statistics that take into account
acoustic context and improve the discrimination between
speech classes. This may be achieved without changing the
underlying HMM framework.
A discrete state space formulation, typically an HMM, is used
for sequential modeling in speech recognition. There have been
a number of significant enhancements to the underlying formu-
lation that may be grouped into three areas, two related to pattern
classification and one to sequential processing.
1558-7916/$25.00 © 2009 IEEE
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• Augmenting the state space by increasing the number of
hidden states. This can done by using context-dependent
phone models which use a window of left and right neigh-
boring phones [23]–[27].
• Augmenting the observation space with a large number of
dimensions, which can simplify the classification problem
[28], [29].
• Relaxing the HMM conditional independence assump-
tions, which can be done by integrating acoustic context
information in the modeling process to take into account
longer time intervals [30]–[32]. Acoustic context informa-
tion may be incorporated using dynamic features [33] or
implicitly based on feature projection [20], [21].
In this paper, a new acoustic model closely related to the
HMM framework is proposed and evaluated. This framework
focuses on augmenting the observation space and integrating
the acoustic context information, thus relaxing the HMM
conditional independence assumptions. Augmenting the state
space is a well established idea in acoustic modeling research
[23]–[27] and is not addressed in this work. Hence, the main
motivation and our goal is to improve the discrimination be-
tween speech classes by formulating the acoustic modeling
problem in a high-dimensional (augmented) space and explic-
itly integrating acoustic context information.
Augmented conditional random fields (ACRFs) are flexible
acoustic models specifically designed to take advantage of
context information in an augmented space. Unlike a low-di-
mensional HMM formulation (typically 40–100 dimensions),
the ACRF formulation (typically dimensions) will create
acoustic models with large numbers of parameters estimated
from data. Consequently, the ACRF formulation poses many
research problems and raises issues about scaling to large
amounts of training data.
In Section II, augmented spaces, which are sparse, high-di-
mensional acoustic spaces, are proposed and developed. The
ACRF graphical model and its conditional distribution are de-
tailed in Section III. Section IV describes the approximate itera-
tive scaling (AIS) algorithm, which is used to train ACRFs. The
AIS algorithm relies on particular properties of the ACRF to im-
prove the speed of training. Moving to high-dimensional spaces
may limit the scalability of this approach, so a discriminant com-
pression algorithm is proposed (Section V), which allows the
system to integrate the acoustic context in the augmented spaces
and the parameter space to be pruned without additional com-
putational cost during the training process. Experiments on the
TIMIT phone recognition task are presented in Section VI. Fi-
nally, Section VII discusses further the behavior of ACRFs, and
establishes connections to related models.
II. AUGMENTED SPACES
Feature projection into high-dimensional spaces is a powerful
tool to simplify classification problems, since high-dimensional
spaces are more likely to be linearly separable than low-di-
mensional spaces [34], as illustrated in Fig. 1. This is usually
achieved by mapping the low-dimensional input space into a
high-dimensional space, with linear decision boundaries used
Fig. 1. Two-dimensional classification problem with nonlinear decision
boundary is linearly separable in three-dimensional space with a transformation
function : .
for classification.1 The dimensionality of a kernel space is ,
where is the total number of frames and its construction time
or storage complexity is . In some cases, it is computa-
tionally more efficient to focus on dense regions in the observa-
tion space and construct spaces with dimensionality . We
refer to such spaces as Augmented Spaces.
Two augmentation steps are implemented in this work to con-
struct an augmented space.
• Augmentation based on the construction of high-dimen-
sional spaces using a large number of constraint functions
for each acoustic vector (i.e., ).
• To take advantage of acoustic context, we add the sur-
rounding frames to the current frame to have further aug-
mentation (i.e., the discrimination between states will be a
function, , in the acoustic context).
The dimensionality of the resultant augmented space is very
high (typically dimensions) but if the constraint functions
are chosen such that most elements of observed vectors in the
augmented space are close to zero, then they may be pruned and
the effective dimensionality of the problem will be substantially
reduced. The two steps of the augmentation process are detailed
below.
A. Augmentation by Parametric Constraints
The definition of the constraint functions is dependent on
prior knowledge of the particular application. These constraints,
with parameters , are used to locate dense regions in observa-
tion spaces with arbitrary resolution. The process of augmenting
the low-dimensional space to result in a high-dimensional space
, starts with the application of a large number of
constraints to the observed data. Then, the constraints
are sorted according to their scores and only the -best are re-
tained.2 The indices of the top constraints represent the kernel
functions that are most responsible for activating the acoustic
frame under consideration (i.e., the acoustic regions most likely
to account for the current frame). The selection of an -best
1More recently, approaches that employ feature spaces induced by Mercer’s
kernels [35], [29] have been widely used since they are theoretically attractive,
enabling computations in possibly infinite-dimensional feature spaces to be per-
formed in finite-dimensional kernel spaces.
2Typically, the -best nearest-neighbor shortlist size is set to 10.
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shortlist is essential to reduce the storage requirements of the ap-
proach. Once such a shortlist is available, the augmented vector
is constructed and its size equals the number of constraints
in the recognition problem. A state constraint value in the new
augmented space is calculated as a pruned posterior score for
each parametric constraint and is given by
(3)
where the normalization step is conceptually redundant (dis-
cussed later). In general, there are several choice for the form
of the parametric constraints but we are interested in any expo-
nential family (e-family) activation functions or densities since
their scores are positive. In this paper, we use diagonal Gaussian
density functions, estimated using the EM algorithm to locate
the dense regions
(4)
The resulting Gaussians are used to estimate the likelihood score
for an observation, and a normalized version of that likelihood
score will take the role of the constraint posterior score (3) in the
augmented spaces framework. Scoring a large number of Gaus-
sians may be accelerated using Gaussian selection techniques
[36], [37].
The augmented spaces framework supports other e-family ac-




The e-family activation functions (5) and (6) can be estimated
by accumulating up to second order statistics resulting in
quadratic discriminant functions. The e-family activation func-
tion (7) is based on linear discriminant functions estimated
from first-order statistics.
The augmentation process is sketched in Fig. 2.
The dense regions, those regions where most data points are
projected, are defined using the hyperellipsoids derived from
the eigen decomposition of the covariance matrix in case of the
Gaussian activation. In addition, the orientation of the hyperel-
lipsoid axes associated with diagonal covariance Gaussians are
parallel to the coordinate axes. The pruned posterior scores are
obtained for Gaussians near the point . Consequently, most of
the elements of an augmented vector are zero as they are
considered outliers for the point . Moreover, the sum of the
elements in an augmented vector is equal to 1.0. Finally, the di-
mensionality of the augmented space is equal to the number of
Gaussians.
Although the augmented vector dimensionality is very high,
few elements of the augmented vector are nonzero. These ele-
ments represent the effective dimensionality of the augmented
vector. For example, if we construct an augmented space with
an augmented dimensionality and an -best
shortlist size of 10, the effective dimensionality .
Fig. 2. Two-dimensional space is partitioned into 20 regions specified by diag-
onal Gaussians. The augmented space dimensionality is equal to the number of
Gaussians (constraint functions) in the acoustic space. Hence, the two dimen-
sion space is augmented to a 20-dimensional space . The augmented
vector is constructed by calculating a posterior score for each Gaussian. The
majority of the elements of the augmented vector have very low posterior score
(i.e., zero). In this case, the -best shortlist size is set to 3.
B. Augmentation by Adding the Acoustic Context
Acoustic context, taking into account a longer time interval
for state discrimination within the modeling process, has been
used previously in hybrid connectionist/HMM acoustic models
[38] and for discriminant feature extraction [39], [18], [19].
Once the high-dimensional augmented vector is con-
structed, it is possible to take advantage of acoustic context by
adding the surrounding augmented frames to
the current frame during state scoring. As discussed below, this
approach is well matched to the ACRF framework.
Using context modeling leads to a minor change to the
computational complexity of augmented space construction,
but adding these surrounding frames to a sparse augmented
vector increases the problem dimensionality to and its
effective dimensionality to , where
III. AUGMENTED CONDITIONAL RANDOM FIELDS (ACRFS)
ACRFs incorporate acoustic context information into an aug-
mented space in order to model the sequential phenomena of
the speech signal. ACRFs are derived from linear chain CRFs3
[40], which are undirected graphical models that maintain the
Markov properties of HMMs, formulated using the maximum
entropy (MaxEnt) principle [41]. Linear chain CRFs can be
thought as the undirected graphical twins for HMMs regardless
of their training (generative or discriminative). ACRF acoustic
models are a particular implementation of linear chain CRFs de-
veloped for augmented acoustic spaces. A graphical representa-
tion of the ACRF acoustic model is shown in Fig. 3; its states are
dependent on arbitrary acoustic observations. The conditional
independence properties of the HMM are relaxed explicitly in
3More precisely, ACRFs are a nonlinear form of linear chain CRFs.
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Fig. 3. ACRF model for phone representation that is dependent on arbitrary
acoustic observations. Modeling the acoustic context by concatenating a
window of multiple acoustic frames is equivalent to having a state dependence
on the previous/following frames ( in this ACRF model).
the ACRF acoustic model with the sufficient statistics collected
from an augmented space.
The conditional distribution defining ACRFs is given by
(8)
where
• obeys the Markovian property
.
• and are associated with the characterizing func-
tions and .
• is the number of frames in the acoustic context
window
• (Zustandsumme) is a normalization coefficient re-
ferred to as the partition function, following terminology
originally used in statistical mechanics, and often applied
to undirected graphical models.
Equation (8) combines different state scores (i.e.,
) of different frames and is
related to the HMM emission probability score. The state
characterizing function for each frame was given in
(3); is binary valued and can be used to specify
the transition topology. ACRF linear decision boundaries
provided by (8), are constructed using the first-order statistics
accumulated from the augmented space observations. In
low-dimensional HMMs, second-order statistics are used; in
this case we assume that first order statistics are sufficient,
owing to the increased likelihood of linear separability in
high-dimensional spaces.
HMMs and ACRFs (in general, linear chain CRFs) share
the first-order Markov assumption, which simplifies the training
and decoding algorithms. However, unlike HMMs, ACRFs do
not assume observation independence and causality, as the joint
event in this case is factorized as a simple product of exponen-
tial functions. Therefore, the observations and the characterizing
functions can be statistically dependent or correlated and can de-
pend on the past and future acoustic context. As a result, ACRFs
provide a principled way to relax the HMM conditional indepen-
dence assumption. The partition function is given by
(9)
and it is similar to the total probability in HMMs,
which can be calculated using the forward algorithm [40].
The ACRF model takes advantage of the construction of aug-
mented spaces to model the acoustic context. It may be expected
that modeling acoustic context in augmented spaces within the
ACRF framework is an effective technique since the augmented
space confusability is expected to be less than for low-dimen-
sional spaces. This additional context may increase discrimina-
tion within the acoustic modeling process.
IV. ACRF OPTIMIZATION
Despite ACRFs having fewer assumptions than HMMs, nei-
ther ACRFs nor HMMs are exact models of speech generation.
Moreover, without infinite training data, Nadas’ conditions for
generative modeling [6] are not met, and discriminative training
may lead to reduced error rates. ACRF discriminative training
takes a similar form to HMM discriminative training [7]–[10],
[12] differing only in the constraint functions and the update
equations.
For training observations
with corresponding transcriptions , ACRFs are trained
using the conditional maximum-likelihood (CML) criterion to
maximize the posterior probability of the correct word sequence




The optimal parameters are estimated by maximizing the
CML criterion, which implies minimizing the cross entropy
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between the correct transcription model and the hypothesized
recognition model. In other words, the process maximizes the
partition function of the correct models4 (the numerator term)
, and simultaneously minimizes the partition
function of the recognition model (the denominator term)
. The optimal parameters are obtained when
the gradient of the CML criterion is zero.
A. Numerical Optimization for ACRFs
Two hill-climbing methods were introduced by Lafferty et al.
to estimate the parameters of linear chain or sequential CRFs
based on the iterative scaling algorithm [40]. The two methods
ensure stable update of the objective function, but their speed is
a function of the sequence length. Hence, they are very slow and
impractical for large tasks. To enable faster training, sequential
CRFs are often trained using gradient-based approaches. These
methods rely on a locally linear or quadratic approximation by
expanding the CML nonlinear objective function
using Taylor’s expansion around the current model point in
the parameter space [42]. Such approaches are well established
in artificial neural networks research [43], [28]. For example,
the CRF training process has been accelerated by using a sto-
chastic meta-descent algorithm which utilizes second-order in-
formation to adapt the gradient step sizes [44]. Similar methods
have been used to train HMMs by relaxing the probabilistic con-
straints during the HMM training process [45].
For an e-family activation function based on first-order suf-
ficient statistics, the gradient of the CML objective function is
given by
(12)
where the sparse accumulators of the sufficient statistics
for the th state and th constraint are calculated as follows:
(13)
(14)
where is the utterance index and the frame-state alignment
probability , denoting the probability of being in state at
some time can be written in terms of the forward score
and the backward score as in HMMs
(15)
As discussed in Section VII-B, we did not use a gradient-
based method to train ACRFs, although the gradient is needed
in the discriminant compression algorithm used to prune the pa-
rameter space (Section V-A).
4Since a summation over potential functions is commonly called the
partition function in undirected graphical modeling, we coin the notation
for the summation of all possible state sequences of the
correct models.
B. Approximate Iterative Scaling for ACRFs
Batch lower bound optimization is used to train ACRFs since
these methods usually tend to be less heuristic than numerical
optimization methods. Exact lower bound optimization of linear
chain CRFs [40] based on iterative scaling (IS) variants [46],
[47] is very slow. In our work, we use a family of iterative
scaling algorithms, which we call Approximate Iterative Scaling
(AIS), to speed up the training process. While AIS algorithms
follow the exact lower bound derivation, they use less conserva-
tive steps to provide fast training. Therefore, they do not guar-
antee the increase of the CML objective function at each itera-
tion, but empirically we have observed few problems with the
stability of the algorithm. The AIS algorithms integrate prior
knowledge related to the problem formulation (i.e., the observa-
tion space construction and the model structure) into the training
process. Moreover, the AIS algorithms may increase the rate
of convergence by assigning different learning rates for each
state or for individual Lagrange multipliers using a learning rate
adaptation algorithm [48].
An AIS algorithm updates an e-family activation function
based on first-order sufficient statistics, as shown in the fol-
lowing equation:
(16)
where is called the learning rate and is the iteration
number. If the value of the learning rate is sufficiently large,
faster training is expected, but there is no guarantee that the
algorithm will converge. When the learning rate is extremely
small, the updates guarantee an increase in the objective func-
tion. The tuning of the learning rate is task dependent with the
choice of learning rate balancing word error rate reduction and
the number of iterations required for training.
A good heuristic for choosing a suitable initial value for the
learning rate is given by
(17)
where is the number of frames of acoustic con-
text and is a global learning rate, which has a default value
of . This heuristic is usually sufficient to ensure the in-
crease of the CML objective function and provide fast training
of ACRFs. The parameters associated with the state space con-
straints are not updated and kept fixed during training similar
to the language model parameters. This is related to experience,
which suggests that updating transition probabilities in HMMs
does not lead to an improvement in speech recognition accuracy.
Updating the state space constraints using the proposed value of
the learning rate leads to instability in the training algorithm.
An AIS algorithm is computationally efficient provided the
following conditions are met.
1) Constraints must take positive values in order to minimize
the storage complexity of the sparse accumulators. This
leads to the use of e-family parametric constraints (see
Section II). The size of the accumulators for the constraints
which can have negative values will be doubled compared
to constraints which have positive values [48].
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2) Binary constraints usually result in very small values
and lead to slow training. Therefore, we do not use any bi-
nary constraints in the augmented space formulation. On
the other hand, binary constraints associated with the state
transition characterizing functions and the language transi-
tion characterizing functions are not updated. The omission
of these feature functions allows us to use a larger to
update the acoustic constraints, which are directly related
to the discrimination between speech classes.
3) The problem is formulated such that
is constant for each observation. In this case it can be shown
that the update equations of the improved iterative scaling
(IIS) algorithm [47] have the same form as (16), enabling
an efficient update without requiring inner loops over the
training data. In this paper, we set .
4) The formulation of the constraints should satisfy the con-
ditions arising from the derivation of the iterative scaling
(IS) algorithm [47], which uses Jensen’s inequality to es-
tablish a lower bound on the CML criterion in order to de-
couple all parameters. The use of Jensen’s inequality as-
sumes that the values of the constraints are represented as
a posterior probability over a discrete random variable. As
a result, constraint formulation based on (3) is desirable
to match this derivation. Consequently, the normalization
step, although not theoretically necessary, is useful in order
to reduce the number of IS iterations for training.
These four conditions were imposed on the augmented space
formulation and the parameter update process, resulting in an
efficient ACRF training process based on a few iterations of the
batch AIS algorithm, outlined above.
V. ACRF DISCRIMINANT COMPRESSION
ACRF models associated with augmented spaces will lead to
a complex training problem with a very large number of pa-
rameters. This large number of parameters corresponds to an
augmented matrix of size , where represents the
total number of states in the system and is the dimen-
sionality of the constructed augmented space.5 Training a large
number of parameters can lead to overfitting and poor general-
ization due to the curse of dimensionality [49]. To address this,
we have employed an regularizer (Section V-A), which we
use in the context of an efficient, incremental training algorithm
(Section V-B).
A. -ACRF Models
Regularization is a common approach to overcome poor gen-
eralization and to provide effective complexity control. In this
paper, regularization is achieved by adding an norm penalty
term to the CML criterion as shown in (18)
(18)
5For example, each phone of TIMIT is represented using a three state ACRF,
leading to states in total. An augmented space with dimension-
ality , will lead to 18, 618, and 480 parameters that must be
estimated robustly.
The regularizer or Lasso penalty is often used to in-
crease the sparseness of the model since it can lead to solutions
where some elements of are exactly zero [50].
The gradient of the objective function is given by
(19)






is substituted by or at , to ensure the
increase of the objective function, solving the undefined
gradient problem associated with an -norm regularizer.
When , this means that
regardless of the sign of . Since is zero and is
not defined, a choice of can increase ;
similarly, if , then a choice of
will increase . In short, speci-
fies an evaluation condition for useful parameter for modeling in
the norm sense. The parameters where ,
are not included in the model. Hence, the norm leads to sparse
solutions and specifies the maximum number of parameters that
can be added to the model . This evaluation condition and
the AIS algorithm form an incremental optimization algorithm
to train ACRFs and prune their parameter space concurrently.
Alternatively, gradient based optimization can be used to train
general models as the gradient is defined and calculated [51].
The value for the hyperparameter specifies the compromise
between the complexity of the model and modeling accuracy.
Increasing the value of will lead to reduction of the number
of the active parameters in the model . Selecting a suitable
value for can usually be achieved via cross validation. Alterna-
tively, the problem can also be cast as model selection within the
marginal likelihood or evidence framework [52]. A simple and
pragmatic method that can be useful for large-scale optimiza-
tion required for speech recognition is proposed. This method is
based on training the unregularized simple ACRFs ( and
) for few iterations and recording the best error rate for
heldout/test data. Then, the value of is increased gradually and
the -ACRFs are retrained, selecting a value of which leads
to a significant reduction in the number of parameters with the
minimum reduction in the recognition accuracy. Later, is fixed
during the -ACRFs training stage of the incremental context
integration .
The discriminative pruning method described here is prac-
tical for large-scale problems such as speech recognition and
will lead to very sparse models as the results show in Section VI.
Other pruning methods have been developed based on forward
greedy constraint induction [47], Optimal Brain Damage [53],
or Optimal Brain Surgeon [54]. However, these methods scale
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poorly to speech recognition.6 Some researchers prune the pa-
rameter space by removing the parameters associated with con-
straints that have low empirical expectation values before the
training process7 [56], [57]. This technique belongs to learning
model parameters methods only, while fixing the structure of the
model. Of course, learning model structure is a harder problem
with respect to learning the parameters of a specified model
only. Our method learns the model structure and the parame-
ters concurrently in an efficient way.
B. Incremental AIS Algorithm for -ACRFs
-ACRFs were trained using the incremental training algo-
rithm detailed in algorithm 1. The algorithm starts with empty
model . At each iteration, the evaluation condition
is calculated for each parameter, which is
not part of the current model. If any parameter is able to pass this
gradient test, we add it to the model . All the param-
eters which are elements of the current model are
updated using AIS step. Note that this algorithm 1 has no inner
loops over the training data. Finally, the process stop according
to a valid termination condition.
Algorithm 1: Incremental AIS Algorithm for -ACRFs











if then adapt //optional
end
until .
In the case of context modeling, an adaptive version of the
AIS algorithm can be used to accelerate the training process. In
general, the actual value, which leads to the optimal recog-
6Optimal Brain Damage and Optimal Brain Surgeon methods are based on
building large models and using the Hessian matrices of these large models to
compute a saliency measure for parameters and make backward model selection.
However, building large models and then pruning them is impractical speech
recognition systems. On the other hand, it was shown that constraint induction
based on mean field approximation is only efficient for binary constraints [47].
For continuous spaces, this method needed inner loops over the training data
[55].
7Theoretically, we should remove the parameters that do not improve the
CML objective function.
nition performance is task dependent. As a result, it should be
optimized during the training as a hyperparameter. This may be
done using incremental training by adding two context frames
(left and right) and retraining the whole system. Therefore, the
process of adding two context frames incrementally forces a par-
simony strategy to find the optimal value. Changing the value
of during the incremental context integration directly changes
the dimensionality of the augmented space , and the de-
coding parameters should be optimized for each value of for
the same task.
VI. EXPERIMENTS
We have carried out phone recognition experiments on the
TIMIT corpus.8 We used the 462 speaker training set, testing
primarily on the 168 speaker full test set; we also report results
using the 24-speaker core test set. Unless otherwise indicated,
the SA1 and SA2 utterances were not used. The speech was
analyzed using a 25-ms Hamming window with a 10-ms fixed
frame rate. In all the experiments we represented the speech
using 12th-order Mel frequency cepstral coefficients (MFCCs),
energy, along with their first and second temporal derivatives,
resulting in a 39-element feature vector. Following Lee [58], the
original 61 phone classes in TIMIT were mapped to a set of 48
labels, which were used for training. This set of 48 phone classes
was mapped down to a set of 39 classes [58], after decoding, and
out phone recognition results are reported on these classes, in
terms of the phone error rate (PER), which is analogous to word
error rate. All our experiments used a bigram language model
over phones, estimated from the training set.
As a baseline we trained both context-independent (CI) and
context-dependent (CD) GMM/HMM phone recognizers, using
HTK9 [59]. The CI system contained 144 emitting states, with
55 mixture components per state; the CD system contained
1127 physical states, with 20 mixture components per state.
On the full test set, the CI system resulted in 29.2% PER, and
the CD system resulted in 27.3% PER. On the core test set,
the PERs were 30.1% (CI) and 27.3% (CD). Note that the CD
system results from augmenting the state space (see Section I)
and thus should not be compared directly with the CI -ACRFs
described below. The HMM systems all operate in the standard
39-dimensional feature space; the high-dimensional augmented
space requires dimension reduction (such as the discriminant
compression that we employ when estimating the -ACRF
models). In principle, a technique such as linear discrimi-
nant analysis could be used to project the high-dimensional
representations to low dimensions, but this is algorithmically
complex because of the size of the required sparse covariance
matrices. On the other hand, projection methods such as the
fMPE approach [21] can be used to provide a low-dimensional
representation that can be suitable for HMMs (Section VII).
However, such projection methods do not address the acoustic
modeling formulation and are mainly used to overcome those
HMM limitations that we aim to relax explicitly (Section I).
When training the ACRF models, the acoustic space was par-
titioned into about 7000 Gaussian (e-family) activation func-
tions, calculated in advance for each utterance in the database.
8http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC93S1
9http://htk.eng.cam.ac.uk/
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TABLE I
UNREGULARIZED ACRF DECODING RESULTS ( AND )
WITH THE TIMIT FULL TEST SET
as described in Section II. Each phone was represented using
a three state left-to-right ACRF, all parameters related to the
constraint functions were initialized to zero and the transition
probabilities were initialized either from trained HMM models
or from a uniform transition matrix, forcing left to right ACRFs.
The training procedure accumulated the sufficient statis-
tics via a Viterbi pass (forced alignment) of the reference tran-
scription using HMMs trained using maximum likelihood and
the sufficient statistics were approximated with state es-
timates, to avoid the necessity of building lattices in the context
modeling stage [60]. The models were trained using the Incre-
mental AIS algorithm described in Section V-B.
In Table I, we report phone recognition results, for the full
test set, using unregularized ACRFs with no acoustic context
. All parameters of the ACRF models were initialized
from zero, with the optimization reaching a good solution after
a few iterations. This fast training speed arises since the aug-
mented spaces are normalized and the features of the augmented
spaces are approximately uncorrelated (i.e., the relation between
features is a soft winner-take-all relationship).10 In this case,
AIS training can update all the parameters in the model with
a learning rate of .
To evaluate the efficiency of the incremental AIS algorithm
for -ACRFs, the PERs for different values of the hyperpa-
rameter is given in Table II, again using the full TIMIT test
set. Training was stopped after five iterations. We measured the
sparseness of the models using a criterion referred to as the com-




Increasing the value of increases the sparseness of the model.
It can be seen that setting resulted in a compression ratio
of 0.97, with a PER increase of 2.2% absolute or 7.0% relative.
Since a frame can activate only a specific number of regions or
partitions in the acoustic space—those regions related to con-
fusable speech sounds—high compression ratios should indeed
be expected with only a limited increase in the error rate. In the
following experiments, we set , resulting in a compres-
sion ratio of 0.81.
The above experiments, in which an effective dimension-
ality was obtained by taking an -best shortlist
(Section II), may be considered as a “soft” vector quantization
(VQ). A “hard” VQ corresponds to taking . In this case,
the PER (on the full test set) is increased to 33.6% .
The usual HMM conditional independence assumptions may
be relaxed by employing context modeling, using a temporal
10Context modeling may lead to correlation between some features in the
augmented spaces.
TABLE II
TIMIT FULL TEST PERS FOR -ACRFS TRAINED WITH DIFFERENT
SETTINGS OF HYPERPARAMETER
TABLE III
PERS ON THE TIMIT FULL TEST SET FOR DIFFERENT AMOUNTS OF CONTEXT
MODELING WITHIN THE -ACRF FRAMEWORK
window of frames of context, as discussed in Sections II-B
and III. The phone recognition results on the full TIMIT test
set, for different amounts of acoustic context are summarized
in Table III. For and , the language model scaling
factor was set to 2.0. For , the language model scaling
factor was set to 1.0 as the dynamic range of augmented space
constraints and language model probabilities are similar. When
, it was set to 0.5. Clearly, it can be seen that considering
long acoustic context can lead to significant improvement in
PER over the baseline system where . On the core test set,
using a context of results in a PER of 26.6%, compared
with 32.3% when .
Explicit acoustic context modeling may increase discrimi-
nation within the acoustic modeling process since computing
state scores over longer time intervals may reduce the acoustic
confusability (analogous to phone spectral properties being
more clear over longer time intervals in human spectrogram
reading). Since confusability in high-dimensional augmented
spaces is less than in low-dimensional spaces, explicit modeling
of the acoustic context may be more effective in such settings.
In the case of -ACRFs, integrating the acoustic context
into the augmented spaces gave % absolute reduction in
PER, compared without using acoustic context . The
results in Table III may illuminate why acoustic context can
help to improve discrimination. These results show that most
improvements in the PER are due to a reduction in substitution
errors. This result may suggest that using acoustic context
information to compute acoustic scores may be understood
as smoothing the state scores as trajectories over longer time
intervals. Hence, acoustic context may prevent abrupt jumps
in the state space due to short time signal analysis limitations
and strong confusability at frame level between similar speech
classes.
Table IV compares our results with those reported by others
on TIMIT phone recognition. Three different test sets have been
used for TIMIT (core, full, and full including SA utterances),
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TABLE IV
COMPARISON BETWEEN DIFFERENT APPROACHES
FOR TIMIT PHONE RECOGNITION TASK
and we report results in all of these cases. Approaches based
on augmenting the state space such as CD-HMMs [27] and the
Bayesian Triphone HMM [61] address one of the enhancements
over the HMM basic formulation (Section I), which is not ad-
dressed in the ACRF framework. The other two enhancements
are addressed within the ACRF framework. In general, improve-
ments based on using different objective functions [62], [63] do
not address the acoustic modeling formulation and can be used
to train -ACRFs as well. -ACRFs can also take advantage
of the TRAP tandem approach [64], [65] as a powerful fron-
tend [20]. System combination and rescoring, committee based
methods, such as [65], [66] may be applied for -ACRFs. Note
that 50 speakers from the full test set was used for cross valida-
tion in [66].
Bilmes [32] experimentally compared acoustic context
modeling with the basic HMM formulation, to measure the
gain from relaxing the conditional independence assumptions.
Making such an experimental comparison from the ACRF
experiments, results in an improvement in PER of about 6%,
which is consistent across the different test sets that we inves-
tigated. This result suggests that the ACRFs learned intrinsic
information related to the context rather than being tuned to a
specific test set.
VII. DISCUSSION
In this section, we discuss a number of the issues that arise
from the -ACRF framework, including scalability, optimiza-
tion, and the relationship of this approach to the conventional
HMM framework and to a number of recently proposed discrim-
inative approaches to acoustic modeling.
A. Scalability
The theoretical number of additional parameters to be esti-
mated within the -ACRF framework is
, where is the number of states in the system, is
the number of Gaussians in the system, is the width of the
context window, and is the compression hyperparameter. The
number of parameters associated with the estimated Gaussians
are shared between HMM and -ACRF frameworks and they
are not counted in . This may result in billions of parame-
ters, so the technique may not scale directly. However, we have
shown that if -ACRFs may achieve high compres-
sion ratios. If the context information is integrated incrementally
(one additional frame of left and right context at a time), then
this can force parsimony while discovering useful context de-
pendencies. Furthermore, context compression is done concur-
rently with AIS training and does not lead to inner loops over
the training data. In general, high compression ratios may be
expected since a frame can activate only a specific number of
regions or partitions in the acoustic space. On the other hand,
the number of Gaussians can be controlled by reclustering
the original set of Gaussians in an acoustic model into a smaller
set, as done in the fMPE framework [21], [22].
B. Optimization
One of the principal advantages of HMM-based acoustic
modeling is the availability of the EM algorithm for parameter
estimation, which does not require the tuning of hyperparame-
ters. In the case of ACRFs, an EM algorithm is not available,
and the available optimization techniques for this class of
model are based on either iterative scaling or gradient descent.
In the case of maximum entropy modeling for natural
language processing, Malouf [69] demonstrated that gra-
dient-based optimization is considerably more efficient than
approaches based on iterative scaling. However, we note that
in this case the structure of the problem—binary features and
highly correlated constraints (features)—was ill-matched to
iterative scaling. The drawback of gradient-based optimiza-
tion is the necessity of estimating hyperparamers, such as the
learning rate. In our case, where the model changes during the
training procedure (due to incrementing the acoustic context)
hyperparameter estimation becomes demanding.
Stochastic or online updates based on gradient descent
algorithms have proven to be very efficient for a number of
large-scale problems [70]. In our work, we investigated the
usage of online iterative scaling algorithm [48]. However, while
it was easy to show it provides faster convergence, we found
this advantage outweighed by the necessity of hyperparam-
eter estimation, which included step sizes, block sizes, and
smoothing parameters, and difficulties in implementation in a
batch submission parallel environment. Furthermore, the com-
pression method that we employ requires gradient estimation,
and is less reliable if online (stochastic) gradient estimates are
used.
C. Related Work
-ACRF acoustic modeling builds on conventional HMM
approaches. For example, the augmented space may be con-
structed using the Gaussian components of a GMM/HMM
acoustic model, and an HMM augmented state space may be
used to initialize an -ACRF state space without the need for
clustering. Without acoustic context , a discriminatively
trained HMM and the -ACRF frameworks are similar, dif-
fering only in the constraint functions—i.e., the use of pruned
posterior probability estimates (3) in -ACRFs—and the op-
timization process. There are also close links to some recently
introduced techniques for acoustic modeling, including max-
imum entropy approaches, discriminative feature projections,
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and various approaches that attempt to relax the conditional
independence assumptions.
Rank-based scoring used in maximum entropy direct mod-
eling approaches [57], [71] may be interpreted as a means to
construct an augmented space. In this case, the direct model ap-
proach is similar to the -ACRF framework when and
does not take advantage of acoustic context information.
Buried Markov models (BMMs) are directed graphical
models which extend the HMM by integrating specific
cross-observation dependencies to relax HMM conditional
independence assumptions [31], [32]. The BMM approach may
be used for data driven sparse acoustic context modeling in
the original (low-dimensional) feature space within the HMM
framework. Thus, -ACRFs and BMMs are conceptually
similar. However, the major difference between BMMs and
-ACRFs is that -ACRFs learn the sparse structure of the
model and the parameters concurrently and the compression of
acoustic context information is done in the augmented space
rather than the original feature space. Moreover, in the -ACRF
framework contextual information is integrated incrementally
to maintain a degree of parsimony controlled by the recognition
performance.
The fMPE framework [21] is a nonlinear discriminant fea-
ture projection method, which was motivated and developed
within the HMM framework. The fMPE framework estimates
an augmented projection matrix , which is used to construct
a new feature vector (i.e., ). Thus, fMPE
estimates a correction factor based on a projection method to
improve the discrimination between speech classes without
changing the system’s dimensionality (i.e., and have
the same dimensionality). The augmented spaces used in the
-ACRF framework are similar to the augmented spaces used
in the fMPE framework. In an improved fMPE formulation
[22], the original set of Gaussians in an acoustic model is
reclustered into a smaller set of Gaussians which simplifies the
construction of an augmented space with a dimensionality of
approximately . In general, it is expected that the number
of parameters in the -ACRF framework will be huge with
respect to the number of parameters in the fMPE framework
(hence, it is not necessary to compress the projection matrix in
fMPE). fMPE feature projection methods may be used within
-ACRF framework.
Maximum entropy acoustic modeling based on low-dimen-
sional spaces has became an active area of research [72]–[74],
[48]. A linear chain CRF model analogous to an HMM (as
it used in speech recognition) relaxes the stochastic transi-
tion constraints and its local observation scoring is based on
quadratic activation functions (6). For instance, hidden condi-
tional random fields (HCRFs) [74], which are linear chain CRFs
graphical models, are formulated based on low-dimensional
spaces similar to HMMs. The graphical model behind HCRFs
has identical conditional independence properties to HMMs,
but the HCRF approach trains the acoustic and language con-
straints in a unified model. The activation functions in (6) are
more flexible discriminant functions than Gaussian densities,
which are used for local observation scoring within the HMM
(but the physical meaning of mean and variance is no longer
available). The goal of the training process is to estimate the
weights of these e-family activation functions as well as the
parameters associated with transition constraints.
Score-space kernels [75], [76], which are a generalization of
the Fisher kernel [77], are used to extract new sufficient statis-
tics, which may relax the conditional independence assumptions
in a systematic fashion. These sufficient statistics are used to
train conditional statistical models (C-Aug) for postprocessing
in HMM-based speech recognition [78]. The form of the aug-
mented models is
(22)
where represents our prior knowledge (often an
HMM) as a reference distribution and are addi-
tional constraints (the new sufficient statistics) provided by
score-space kernels. Layton and Gales [78] relate
and using a local exponential expansion but they
can be independent. Thus, the C-Aug framework provides an
augmentation mechanism which is different from the -ACRF
framework, which augments the acoustic model by imposing
a huge number of constraints in a sparse high-dimensional
space. However, both -ACRF and C-Aug may be interpreted
as undirected graphical models, related to maximum entropy
approaches. We note that it would be possible to apply C-Aug
modeling as a postprocessing step in the -ACRF framework.
VIII. SUMMARY
The basic mathematical theory and an efficient implementa-
tion of -ACRF acoustic modeling have been presented. Within
the -ACRF framework, the use of high-dimensional spaces to
reduce confusability and the use of acoustic context informa-
tion to handle the sequential phenomena of the speech signal
lead to sparse context modeling in an augmented space, which
lead to improved discrimination and lower error rates on the
TIMIT phone recognition task. Frame-based acoustic models
based on -ACRFs and HMMs have some similarities; in par-
ticular, both approaches have similar training speed and de-
coding algorithms. Hence, -ACRF acoustic modeling attempts
to address some of the limitations of HMMs while maintaining
many of the good aspects, which have made them successful.
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