We study the possibility of the existence of a Katona type proof for the Erdős-Ko-Rado theorem for 2-and 3-intersecting families of sets. An Erdős-Ko-Rado type theorem for 2-intersecting integer arithmetic progressions and a model theoretic argument show that such an approach works in the 2-intersecting case, at least for some values of n and k.
Introduction
One of the basic results in extremal set theory is the Erdős-Ko-Rado (EKR) theorem [8] : if F is an intersecting family of k-element subsets of an n-element set (i.e. every two members of F have at least one element in common) and n ≥ 2k then |F | ≤ n−1 k−1 and this bound is attained. A similar result holds for t-intersecting k-element subsets (Wilson, [11, 23] ): if n ≥ (k − t + 1)(t + 1) and F is a t-intersecting family, then |F | ≤ n−t k−t . The complete solution for other values of n, k, and t was discovered by Ahlswede and Khachatrian [1] .
The simplest proof of the Erdős-Ko-Rado theorem is due to Katona [15] . This proof yields a stronger result, the Bollobás inequality, (Chapter 13 Theorem 2 in [4] ), and pursuing such generalizations is the main motivation for the search of new Katona type proofs. We mention here a closely related result of Milner [20] , which gives the maximum size of a t-intersecting Sperner system. Katona [17] and Scott [21] gave cycle permutation proofs to Milner's result for t = 1.
Péter Erdős, Faigle and Kern [9] came up with a general framework for group-theoretical proofs of Erdős-Ko-Rado type theorems and Bollobás type inequalities that generalizes the celebrated cyclic permutation proof of Katona for the classic Erdős-Ko-Rado theorem to a number of other structures. They explicitly asked for t-intersecting generalizations of their method. The present work was strongly motivated by their paper.
Katona type proofs are yet to be discovered for t-intersecting families of k-sets and for t-intersecting Sperner families, for which no Bollobás inequality is known. The present paper makes one step forward toward such extensions. We give a formal generalization of Katona's proof from the natural permutation group representation of the cyclic group to sharply t-transitive permutation groups. To make sure that the formal generalization actually works, an extra condition is needed. Then we study how this extra condition for the case t = 2, formulated for finite fields, can be stated for 2-intersecting integer arithmetic progressions, and then using the truth of the latter version, we show the existence of a Katona type proof for the case t = 2, for infinitely many pairs (n, k) by model theoretic arguments.
A permutation group acting on an n-element set is t-transitive, if any ordered t-set of vertices is mapped to any ordered t-set of vertices by a group element, and is sharply t-transitive if it can be done by a unique group element. Infinite families of sharply 2-and 3-transitive permutation groups exist, but only finitely many such groups exist for each t ≥ 4. Moreover, only the symmetric and alternating groups have highly transitive (t ≥ 6) group actions. See [7] for details.
Sharply 2-transitive permutation groups do act on q vertices, where q is prime power, and they have been classified by Zassenhaus [24] , see also [7] . One of those groups is the affine linear group over GF (q), that is, the group of linear functions f = ax + b : GF (q) → GF (q) under composition with a = 0. In this paper we consider this sharply 2-transitive permutation group only. 
The major difficulty that we face is how to find analogues of Katona's Lemma for sharply 2-and 3-transitive permutation group actions.
Katona's proof revisited Theorem 1 Let us be given a sharply t-transitive permutation group Γ acting on a set
(1)
Then, for any t-intersecting family
Proof. Let us denote by S n the set of all permutations of X.
We are going to count
in two different ways (the sum φΓ is over all cosets of Γ in G). There are |F | elements of F and each can be obtained in the form of
On the other hand, we have
F ∈ F}, and hence {h i (Y ) : i = 1, 2, . . . , m} is t-intersecting and condition (1) applies to it. We have the same upper bound for the summation over any coset. To count the number of cosets note that a sharply t-transitive permutation group acting on n elements has n!/(n − t)! elements. By Lagrange's Theorem the number of cosets is n! n!/(n−t)! = (n − t)!. Combining these observations we have
and the theorem follows. ♠ Note that a cyclic permutation group on n elements acts sharply 1-transitively, and condition (1) is the conclusion of Lemma 1 in the usual presentations of Katona's proof in texts.
Theorem 1 can be strengthened slightly. Call a permutation group r-regularly ttransitive if any ordered t-set is mapped to any ordered t-set by precisely r group elements. Thus, a permutation group is 1-regularly t-transitive if and only if it is sharply t-transitive. If Γ has r-regularly t-transitive action, the conclusion of the theorem remains true if we replace the right hand side of the inequality in condition (1) by
2-intersecting arithmetic progressions
Given a field , let us denote by 1, 2,. .., k the field elements that we obtain by adding the multiplicative unit to itself repeatedly.
In order to apply Theorem 1 for the case t = 2 using the affine linear group, we tried Y = {1, 2,..., k}, and needed the corresponding condition (1). We failed to verify directly condition (1) but we were led to the following conjecture:
. . . , A m are k-term increasing arithmetic progressions of rational numbers, and any two of them have at least two elements in common, then
It is easy to see that Conjecture 1 is equivalent for rational, real and for integer arithmetic progressions, and therefore we freely interchange these versions. This conjecture is the best possible, as it is easily shown by the following example: take two distinct numbers, x < y, and for all 1 ≤ i < j ≤ k take an arithmetic progression where x is the i th term and y is the j th term. This conjecture is the rational version of condition (1) for t = 2 with Y = {1, 2, . . . , k}. Take the linear functions
, since any arithmetic progression can be obtained in exactly two ways as an image of Y .
There is a deep result in number theory, the Graham Conjecture (now a theorem), which is relevant for us: If 1 ≤ a 1 < · · · < a n are integers, then max
Graham Conjecture was first proved for n sufficiently large by Szegedy [22] , and recently cases of equality were characterized for all n by Balasubramanian and Soundararajan [2] , e. g., the sequence a i = i (i = 1, 2, ..., n) meets this bound. How many distinct differences can a set of pairwise 2-intersecting integer arithmetic progressions of length k have? The Graham Conjecture immediately implies that the answer is at most k − 1 differences. Indeed, assume that the distinct differences are
Consider two arithmetic progressions of length k, the first with difference d i , the second with difference d j . The distance of two consecutive intersection points of these two arithmetic progressions is exactly lcm (d i , d j ) . This distance, however, is at most (k − 1)d i and likewise is at most (k − 1)d j . From here simple calculation yields This opened up the way to the following argument which starts with the following straightforward lemmas. Their proofs are left to the reader. Recall that if is a field then the prime field , È, of is the smallest nontrivial subfield of . When the characteristic of is a prime p > 0 then the prime field of is È = GF (p), the finite field of order p. When the characteristic of is 0 then the prime field is È = É , the field of rational numbers. Note that the theory of fields of characteristic 0 is not finitely axiomatizable.
Lemma 2 Given a natural number

Lemma 4 The statement Υ(k) is true in some field if and only if it is true in the prime field È of .
Proof. As È is a subfield of it is clear that if Υ(k) is true in then it is true in È. Now assume that Υ(k) is true in È. This conjecture is the best possible, as it is easily shown by the following example: take any three distinct numbers, x < y < z, and for each ordered 3-set (i, j, k), 1 ≤ i, j, l ≤ k, take the (unique) non-constant fractional linear transformation which maps i to x, j to y and l to z.
Others think about Katona's cyclic permutation method in a different way [18] . Their understanding is that a variant of the theorem can easily be shown in a special setting, and then a double counting argument transfers the special result to the theorem. We acknowledge that the proof of Theorem 1 can be written in this way, and one can avoid using groups.
One might ask: why is then the big fuss with groups? The answer is: we would hardly find our results presented here without using groups. Furthermore, in a forthcoming joint paper with Márió Szegedy we further justify the use of groups, showing that Katona type proofs in the group theoretic setting are more of a rule than an exception.
