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Abstract
Electric bicycles (e-bikes) are growing as an energy efficient alternative to public trans-
portation, and cars. However, their adoption in North America has not increased at the
same rate as in other countries like Germany, and China. Additionally, very few studies
have been conducted to collect data about the patterns of usage of electric bikes. For these
reasons, we distributed 31 e-bikes to staff, faculty members and students at the University
of Waterloo in order to identify the main barriers and misconceptions about e-bikes, and
obtain information about the riding habits of their users.
Each e-bike has a sensor kit that collects data about its location, battery state, acceler-
ation, charging and discharging current, among other information. This data is constantly
collected, therefore an algorithm had to be developed to analyze and identify trips. This
algorithm is able to successfully identify 98% of the trips without relying on GPS data and
is an alternative for field trials that have problems with the geolocation data. Additionally,
we processed charging data of each battery in order to analyze the charging patterns of
the participants in our study.
The results obtained provided insights about the differences between segments of the
population, range anxiety of participants, riding and charging patterns. We identified
weather as one of the main factors that influence the riding habits of participants. Ad-
ditionally, we determined that e-bikes are mostly used for commuting. Similarly, when
analyzing charging events, we found that most of participants generally start charging
their batteries when the state of charge (SOC) is above 30% and in most of the cases, they
prefer to charge until it is full. The results obtained in this thesis describe the main char-
acteristics of riding and charging patterns of electric bikes, and can be used as an input for
bicycle manufactures, policy makers, and utility companies to encourage the use of electric
bikes in North America and prepare the infrastructure required for this transition.
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Chapter 1
Introduction
1.1 Problem Statement
Electric bicycles (e-bikes) are bikes with a battery and an electric motor installed on them
to provide assistance to the user. The level of assistance is controlled from a panel where
the rider can select different configurations. Currently, electric bikes are being adopted in
several parts of the world because of the convenience they offer to travel long distances
through different types of topographies while avoiding traffic, keeping transportation ex-
penses low, generating a small carbon footprint, and health benefits [13].
Even though this mode of transportation has many advantages over cars and tradi-
tional bikes, the adoption of electric bicycles in North America is still low, since they only
represented 0.8% of the total bike sales in 2013, and 1.3% in 2014, in the United States
[15]. These values are small compared to data obtained from Europe where in Germany,
for example, 12% of the total bike sales are electric bikes [10]. For this reason, it is impor-
tant to identify the barriers for the adoption of this technology, and also understand the
potential behavior electric bike riders have, in particular the North American population.
Considering these facts, and the intention of North American nations to encourage
people to use this mode of transportation in the next years [2], an eBike Field Trial was
designed in order to collect data about the habits of people who have electric bicycles and
be able to model their usage based on real data.
As of October of 2015, we have collected over 100 GB of data. This raw data required
processing since it is collected even when the bike is not in use. For this purpose, we
needed to develop algorithms that would allow us to extract meaningful information. The
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first analysis involved understanding how people use their bikes and the characteristics of
each trip taken; therefore, we needed an algorithm that can accurately identify start and
end times of trips. This algorithm is of great importance since the main purpose of this
project is to analyze bike usage and the influence that factors like weather, gender, and
occupation have on the riding habits of people.
This thesis describes the process followed to develop the trip detection algorithm along
with the results obtained from the analysis of the data available until October of 2015.
1.2 Motivation
The number of electric bicycles sold around the world has increased during the past few
years. They have become a great alternative for personal transportation in continents like
Asia, and Europe. In contrast, North American sales of electric bikes are still very low.
Additionally, there are very few studies that have collected data about e-bikes around the
world. For these reasons, we decided to collect and analyze data from electric bikes.
For this study, we identified three main stakeholders who would benefit from our anal-
ysis:
1. Electric bikes manufacturers: Information about how electric bikes are used by dif-
ferent segments of the population could help to efficiently target different segments
of the market with more inclination to acquire e-bikes.
2. Policy makers: There are three main topics of interest for this group. First, they
need to understand the misconceptions that people have about e-bikes in order to
create policies to encourage their acquisition. Second, from the point of view of road
design, and safety, it is important for them to know the habits and characteristics
of electric bike users. Finally, along with utility companies, they may need to create
policies to help minimize potential negative effects of higher electricity consumption
from charging the batteries.
3. Utility companies: It is important for them to understand what the patterns are that
people follow to charge their batteries. This can be used to estimate the effects of
electric bikes, and electric vehicles on the electrical grid.
In the particular case of this thesis, our focus is on usage and charging patterns that e-bike
owners have. This will allow the stakeholders of this study to understand the habits of
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e-bikes riders and take actions to increase their use in North America. It is important
to start the transition towards energy efficient modes of transportation, and e-bikes are a
great option for this purpose.
1.3 Objectives
This section describes the main objectives for this thesis and gives a general description of
future projects that will be developed using the results from this work.
• Develop algorithms to extract information from the raw data collected from e-bikes:
for the work in this thesis, we focused on analyzing the usage of electric bikes which
required us to identify trips taken by participants.
• Analyze the riding habits of participants in our project, and identify the main factors
that influence their behavior: we want to understand what external factors affect the
decision of using a electric bike on a regular basis.
• Identify the main differences between sections of the population: we want to deter-
mine the difference between habits of men compared to women, students vs staff and
faculty members, in order to understand how demographic features affect the riding,
and charging behavior of a participant.
• Analyze charging habits of participants: similarly as before, we want to identify
the main factors that influence when participants charge their batteries, and also
understand how demographic factors affect behaviors.
• Determine the relationship between the answers given in a survey with the actual
usage of electric bikes: a survey was conducted before selecting participants for the
study in order to determine the correlation between their riding habits and the an-
swers collected.
• Obtain data to model the impact of electric bicycles at a larger scale: we want to
determine the impact of the adoption of eBikes by creating models that would scale
the effects generated in different areas of research such as transportation, electricity
consumption, etc.
Along with these objectives, the work presented in this thesis is expected to facilitate
opportunities to study the following topics in the future:
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• Create models for range prediction: predicting models will be developed in order
to estimate the distance remaining with different states of charge (SOC) or battery
levels, considering external factors such as participant’s aggressiveness, speed, etc.
• Compare electric bikes with electric vehicles (EV): the main objective of this project
is to extrapolate the knowledge generated from electric bikes to EV’s. With this, it
would be easier, and cheaper to perform studies with a greater number of electric
bikes in order to predict the habits of people who own EV’s, and estimate their
impact on different areas of research.
1.4 Technical Challenges
Since the conception of this project, several technical challenges have arisen. Hardware
design, and the development of software for data collection were developed prior to the start
of work presented in this thesis. However, by introducing data processing and analysis,
other challenges were identified. Just as previous work served as the foundation for this
thesis, it is similarly expected that the challenges described and solved in this thesis will
serve as the base for future research. The following list presents the main challenges faced
during the development of this thesis:
• As described in the next chapter, data is collected in cellphones that are located in
the sensor kit that is installed on each e-bike. This data is transmitted, as plain text
files, into a server that has a public IP address. Every hour this data is parsed, and
put into a database; however, this recurring script had to be modified several times
in order to handle problems with data.
• As the base for most of the analysis presented in this thesis, trip detection of e-bikes
was a challenge considering the particular characteristics of this project. Even though
there is a considerable amount of previous work in this area, factors such as GPS
fidelity, data collection frequency, and accuracy of data collected forced us to develop
an algorithm to accurately identify trips from our data.
• During the development of the data collection software, the phone that collects and
stores data presented some problems. For this reason, the frequency of data collection
is not evenly distributed in time; currently, four data points are collected during the
last 10 seconds of every minute. This had to be considered when analyzing the data
since it produced 50 seconds gaps of no data along with only 10 seconds of data
(sampled 4 times) every minute.
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• For similar reasons, the frequency of data collection had to be modified which became
a challenge to face when developing the scripts that process raw data. Initially, the
phones were collecting data every 0.5 seconds during the last 10 seconds of every
minute (20 data points every minute), but this value went down to 4, as described
in the previous point. These types of changes had to be considered in order to
guarantee that our algorithm can perform efficiently with a different number of data
points collected every minute.
• After starting to analyze the data, several problems were found specifically with
GPS location data. Since bikes are generally stored indoors, GPS takes at least one
minute to find satellites to determine the location of the phone. Additionally, several
phones had sporadic problems when collecting this data which ended up causing a
considerable amount of missing GPS points. Finally, the inherent noise of GPS data
is a factor to consider when developing algorithms that depend on this information.
• When participants received their bikes, they agreed to provide information about
their vacation times and other events that could potentially affect their riding fre-
quency. Similarly, some bikes broke or had parts stolen, which affected the data
collected from them. This information had to be considered when analyzing the data
since it could have introduced a bias into the final results. All these factors were
taken into account during the analysis in order to minimize the effects of this type
of event on our conclusions.
• Bikes were given to each participant expecting to have only this rider using them
throughout the duration of the project. However, some bikes changed owners since
the original participants did not comply with the conditions of the project. Our
analysis had to consider transference of ownership in order to correctly keep track of
the users who took each trip on their assigned bikes.
• In order to obtain feedback and allow participants to access their own data, a web
site was previously designed and implemented where several graphs and general in-
formation were displayed. This web site started presenting high latency due to the
amount of data that had to be processed with each request from the users. For this
reason, preprocessing routines were implemented in order to offer faster access to
data in this portal, and encourage participants to give feedback about the results
presented.
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1.5 Main Contributions
The work presented in this thesis generated 3 main contributions. The first contribution
is the trip detection algorithm which is the foundation for this thesis and other future
projects, while the other contributions are related to the conclusions obtained from the
data. Each one of these contributions is described in detail in the following sections.
1.5.1 Trip Detection Algorithm
Bike field trial projects generally rely on GPS data in order to identify trips taken by
participants, or require their riders to keep a journal with all the trips taken on their bikes
along with some additional information. Initially, we developed an algorithm that uses
GPS to detect trips, however, it did not perform well on our data set. For this reason, we
developed an algorithm that do not depend on GPS data, and can accurately determine
the start and end times of trips from raw data. Our algorithm only depends on data from
the phone’s gyroscope sensor or similar movement sensors, and the charging current of the
battery.
1.5.2 Riding Habits Stereotypes
There are stereotypes regarding gender and occupation, and how these demographic factors
influence the behavior and habits of bike riders. After analyzing the data generated in this
study, several differences were found between these groups of population.
Gender showed influence on the riding habits of people. As described in the following
chapters, several differences were identified between male and female participants. Even
though men and women tend to use their bikes (potentially for commuting) at the same
time in the morning, men have a tendency to take their trips at later times during the
afternoon and night, suggesting that they tend to work until later times of the day. Ad-
ditionally, women tend to take shorter trips than men do. Finally, when analyzing the
average speed of trips, men generally presented greater values.
Similarly, when analyzing and comparing students with staff and faculty members,
similar differences were found. Participants with a full time job have a more defined
schedule, mainly matching regular working hours of the day. Conversely, students take
bike rides at more scattered times during the day, even showing a considerably higher
amount of trips late in the night. In addition, students reach higher average speeds during
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their rides in comparison to their counterparts. Finally, staff and faculty members tend to
take shorter trips compared to students, which is likely to happen because they commonly
have access to more convenient modes of transportation such as cars.
1.5.3 Surveys for prediction of electric bikes usage
Several studies that aim to understand the effects of adoption of new technologies consider
data obtained from surveys as their main source of information. Similarly, detailed surveys
and interviews have been conducted aiming to predict the usage of electric bikes. For this
reason, in order to analyze the correlation between the riding habits of participants and
the results obtained from surveys, we asked participants to answer a questionnaire which
had one section dedicated to describing the expected frequency of use of their bikes during
winter and summer seasons.
This information was expected to be used as an input to predict the way people use
their bikes, however, as shown in the following chapters, there was no relationship found
between the answers and the data generated by each participant. These results suggest
that surveys, with questions that ask participants to estimate usage of their bikes, should
not be considered a reliable source of information. The e-bike field trial showed that the
expected usage of the bikes, estimated by the participants, did not reflect the reality of the
their actual riding habits.
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Chapter 2
Project Overview
2.1 Description of the project
The e-bike project was conceived at the Information Systems and Science for Energy Re-
search Group at the University of Waterloo. This project started in 2014 by designing
and building the sensor kit, and writing the code for data collection. The sensor kit was
designed considering all the information required to analyze the riding, and charging habits
of participants.
The electric bikes were obtained from a supplier in British Columbia, Canada. After
the bikes arrived, the sensor kit was installed on each battery. This sensor kit contains
a phone that collects information and also works as the central computer of the system
where all the data is stored. Every time the battery is on campus, the phone connects to
the wireless network and transmits all the stored data to our servers.
After installing and testing the bikes, they were given to a group of people selected
from within the university. The participants of this study were selected considering that
they should at least use the bikes once a week in order to consistently obtain data to be
analyzed. Additionally, all the participants are people who are“‘”’ expected to work or
study at the university for at least three years; additionally, each participant was asked
to bring the bike to school at least once a week to guarantee that the data collected is
regularly transmitted to our servers. After these 3 years, participants will officially have
ownership of the bikes and no more data will be collected from their bikes. The decision
of giving the bikes away was made to encourage people to take care of the physical state
of the bikes, and also use them regularly.
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Also, in order to make the study more friendly for participants, no additional infor-
mation is asked from them. Similar studies in the past have asked participants to keep
a log of their trips and some general information that would be relevant to the study.
However, this data does not always reflect reality, and can be overwhelming for partici-
pants to constantly keep track of it, therefore, we decided to develop algorithms that would
automatically extract the information required for our study.
The field trial started in May of 2014 when the first bikes were given to participants.
Even though data collection started at this time, some problems were detected that im-
pacted the quality of the initial information collected. After identifying and fixing these
problems, reliable data started to be collected during the month of September in the same
year.
The e-bike project is expected to be the initial step of a set of projects that will
eventually consist of a bigger fleet of bikes which will help obtain more accurate results.
As mentioned before, these results are expected to provide information that could be related
to Electric Vehicles. Currently, there are very few projects that have EV’s on field trials
because of the high costs that these studies incur into. Moreover, this data is generally
not available to the public which makes it complicated to analyze the real habits of people
who own EV’s. E-bikes are expected to generate meaningful results that will later be used
to better understand how EV’s will be used, and the impact of their adoption.
2.2 Related Work
2.2.1 E-bikes Field Trials
Dozza and Fernandez [10] describe a platform developed to obtain data from traditional
bikes. The objective of this project is to model the behavior of bike riders and study their
usage. In a similar way as in our project, the bikes used for this study have sensors installed
on them in order to obtain information about braking pressure, location, inertia, and images
during participants’ trips. The data obtained in this study helped the authors compare
the behavior of users of traditional, and electric bikes. This study has similar objectives
as our work, however, the authors focused on analyzing longitudinal, lateral and vertical
accelerations to obtain information about braking patterns, reactions of participants during
collisions, and behavioral analysis during trips.
In another paper, Dozza et al. [11] present a study in which they focus on determining
the behavior of electric bikes users in order to understand their impact in traffic, and road
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safety. For this experiment, they collected data from 12 electric bikes during 2 weeks of
use. Using this data, they focused on analyzing critical events where there was a risk of
collision, or a crash was registered. This publication then compares the results obtained
with data collected in a similar study that used regular bikes. The study determined that
electric bikes are ridden faster, and the interactions of their riders with the surroundings are
different from a regular bike user, which suggests that specific policies should be defined for
e-bikes. This research obtained results mostly aiming to identify the causes for accidents
involving electric bikes; they also obtained general statistics about trips taken during the
study but did not perform an analysis on the riding habits of participants.
Similarly, this research group developed another study [22] where they compared sev-
eral types of electric bikes with traditional bikes. In this case, they had 90 participants,
representing three age groups, using the bikes during four weeks with additional sensors
such as speedometers, and cameras. The data for this study was collected during four
weeks. The results showed that electric bikes with motors capable to reach higher speeds
presented higher average speeds. Additionally, they mention that this characteristic makes
it more likely to have e-bikes riders involved in more severe accidents compared to riders
who use conventional bikes. In contrast to our work, [22] mostly focuses on analyzing
accidents and potentially threatening events for e-bikes riders, and they do not perform
any analysis of riding habits.
To the best of our knowledge, there are no studies focusing on analyzing the riding
habits of participants; most of the related work has focused on analyzing behaviors of
participants in specific situations, and safety related interactions with surroundings during
trips. Additionally, these publications used data collected during short periods of time (up
to four weeks), with bikes that were temporarily distributed to their participants; for this
reason, the data collected in these studies cannot be used to analyze patterns of usage of
electric bikes which makes our data set unique and representative for this purpose.
2.2.2 E-bikes Surveys
Cherry and Cervero [8] performed a survey in two large cities of China where electric
bikes are commonly used. This data was used to determine a generic profile of e-bikes
users, their frequency of use, and the main factors that influence when using electric bikes.
With the survey information, this study concludes that people with electric bikes generally
ride longer distances, and they use their bikes as an alternative to public transportation
(generally these users cannot afford a car). Particularly for China, they conclude that
even though electric bikes are very popular, they have not been able to displace cars and
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more policies are needed to encourage their use. The results obtained in this study are
different from the ones obtained in our study, most likely due to the differences between
the analyzed populations. In contrast to the publication, we have participants who most
likely do not belong to low income segments of the population and generally have access to
private transportation, and public transportation. Additionally, the main factor identified
for people to use their e-bikes in China was due to reduction of commuting times, which is
not a limitation for our participants since staff, and students generally live close to campus.
Similarly, An et al. [1] conducted a survey in Shangai, China in order to identify
the main user group of electric bikes. The authors collected data from 470 respondents
and determined that most of the electric bike owners are in the middle and low income
brackets. Additionally, they identified commuting as the main purpose for their bikes (47.2
%) but only in cases when the total time goes up to 40 minutes. Finally, they analyzed
transitions between modes of transportation and determined that 56% of the e-bike owners
used traditional bikes before, while 33% originally switched from public transportation.
Similarly, the results obtained on this study are different to our results due to the different
populations being analyzed and the different characteristics of the cities where the studies
were performed.
Gordon et al. [21] describe the results obtained from interviews with 27 electric bike
owners in Sacramento, United States. This study focused on identifying the reasons for
choosing electric bikes, along with their usage patterns. The results showed that e-bikes
owners tend to go longer distances for longer times compared to their previous experiences
with traditional bikes; this was the main advantage identified by interviewees, while they
mentioned safety and range anxiety as the main disadvantages. Regarding e-bikes usage,
the results presented by the authors are estimations limited to ranges of values.
2.3 Participant Selection
In order to select the group of people who would receive an electric bike, a survey was
conducted. Faculty, staff, and students from several departments in the University of
Waterloo were invited to respond the questionnaire. The survey had four main sections:
• Prior knowledge: this section contains questions that determine how much partici-
pants know, and are interested in electric bikes. The intention of this section is to
analyze the perceptions that people have about this mode of transportation.
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• Transportation related opinions: this section contained questions about the opinion
of each participant concerning different modes of transportation, and their perception
about each one of them.
• Estimated usage: this section asked participants to estimate how often they will use
the electric bikes, number of trips, and total distance expected per week.
• Background information: this section contains questions about the background of
each participant, and general demographic information.
25 participants were selected by an external collaborator of the project in order to prevent
selection bias, and the remaining 6 bikes were distributed among members of our research
group. The group of participants was evenly divided between men and women, and fac-
ulty/staff members and students, in order to have similar amount of data from all these
populations. In summary, the sample selected has 18 male and 13 females; also, out of all
the participants 16 hold a faculty or staff position while the rest are students.
2.4 Technology Overview
The following sections describe the hardware and software components used and developed
for this project.
2.4.1 Electric bikes
Electric bikes are similar to traditional bicycles but they have additional electronic compo-
nents to provide assistance for propulsion [4]. The main components are an electric motor,
and a battery that provides the energy required for the motor to function. This mode of
transportation has become popular due to the diverse advantages that they offer.
First, due to the use of a battery, e-bikes are a gasoline-free way of transportation and
are considered to run on clean energy. Currently, a main factor when traveling short dis-
tances is the emissions generated by the mode of transportation. For this reason, countries
such as Germany [10], and China are encouraging the use efficient technologies that can
reduce the overall emissions.
Second, due to the portability of the battery, e-bikes owners can ride their bikes for
longer distances and duration without much additional effort. The e-bikes used for this
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study can assist for a distance of up to 45 km [12], and electric bikes in general go up
to 50 km. Additionally, heavier weights can be carried which makes these bikes ideal for
shopping, and similar uses. This advantage is particularly attractive to people who do not
have access to cars since they can use their bikes for a wider range of applications.
Finally, even though electric bikes are more expensive than regular bikes, they are
considerably more affordable than cars. As mentioned in Section 2.2, electric bikes are
ideal for people who want a versatile, and convenient mode of transportation without
having to spend large amounts of money.
2.4.2 Batteries
There are two main types of batteries commonly used for electric bikes, and vehicles. First,
Lithium-ion (LiON) which is an energy dense battery commonly used in cases when it is
the only source of energy [19]. The second type is Nickel Metal Hydride (NiMH) which
is generally used in cases when the battery is part of a hybrid system like a Toyota Prius
(combination of a gas engine and an electric motor).
A typical LiON battery contains copper foil coated with black graphite, the main ma-
terial of the electrode. Additionally, there is a white electrolyte-soaked separator between
the cathode and anode, which works as the path for ions to travel between electrodes while
blocking electrons [5]. The battery stores energy by collecting electrons on the foil and
it transfers energy using chemical reactions to send electrons and ions from one electrode
to another [20]. Additionally, these types of batteries have a fuse to prevent them from
catching fire. With all these components, LiON batteries can have different configurations.
The type of battery used for the e-bikes in this project is LiON, in a cylindrical config-
uration. Considering that space, and weight of components must be minimized for e-bikes,
LiON batteries are ideal since they are lightweight and compact [5] with a considerable
energy storage capacity that allow users to ride long distances.
2.5 Hardware and Software Details
2.5.1 E-bikes
The e-bike selected for this project is the 2014 eProdigy Whistler produced by the company
eProdigy [12] shown in Figure 2.1. The bike has a motor maximum speed of 32 km/h which
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is limited by a controller, but can reach higher speeds when the rider pedals. The user has
the option to choose one of five levels of assistance which will allow him or her to reach
different speeds without necessarily having to pedal.
The retail price of this e-bike is 2,499 USD, which is approximately 10 times higher
than the average price of a regular bike. The price difference is generally a factor for users
to choose whether to buy a regular or an electric bike, however, by providing the bikes we
can safely remove the bias introduced by their price.
The bike comes with a 37 Volts Lithium rechargeable battery [12]. This battery can be
detached from the bike’s body in order to be charged by plugging it into a regular outlet
using an adapter. The battery takes approximately 5 hours to charge completely and is
expected to have a life of 1000+ charge cycles.
Considering all the components, the bike has a total weight of 21 kg, including the
2.5 kg from the battery; this value is greater than an average bike. For this reason, and
considering the advantage offered by the electric motor, it is expected to collect data during
all the trips taken by the participants since the sensor kit was installed on top of the battery.
Figure 2.1: eProdigy Whistler bike
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2.5.2 Sensors
The sensor kit, shown in Figure 2.2, contains a cellphone as the main component, which is a
Samsung Galaxy III that runs Android Operating System and contains the data collection
software installed as an application. The following fields are measured and recorded by the
phone:
1. Time: the time stamp when the data was collected.
2. GPS: the geographical position coordinates calculated using information provided by
satellites. Also, additional GPS data was collected using the cellphone network to
estimate the position.
3. Angular speed: instantaneous angular speed measured using the Android API. Each
measurement has 3 values corresponding to the axes of the phone. This data is
obtained using the gyroscope from the phone.
4. Acceleration: instantaneous acceleration of the phone also considering gravity. Each
measurement has 3 values corresponding to the axes of the phone.
5. Linear Acceleration: instantaneous acceleration of the phone without considering
gravity. Each measurement has 3 values corresponding to the axes of the phone.
Additionally, the kit contains the following sensors:
1. Phidget Voltage Sensor to measure the battery voltage.
2. Phidget Current Transducer to measure the charging rate.
3. Digikey Current Transducer to measure the discharging rate.
4. Digikey Temperature Sensor to record the temperature inside the box.
As shown in Figure 2.2, all the circuitry and sensors are enclosed in an aluminum box.
This box was hermetically sealed with plastic covers on the top, and bottom to protect the
electric components while also allowing the phone to connect to the network and obtain
GPS data.
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Figure 2.2: Sensor Kit for Data Collection
2.5.3 Data Collection
The data is collected using the phone which runs the application developed for data col-
lection. This software uses the standard Android API in order to access the sensors of the
phone. Additionally, this code accesses the values recorded by the external sensors.
Initially, it was intended to collect data between fixed intervals of time. However, due to
some complications found using the Android API, the phone was initially set up to collect
one data point every half a second during the last ten seconds of every minute. During
the execution of the project, some changes were made to this the software, and currently,
the phone collects four data points during the last ten seconds of every minute. Each data
point contains one reading from all the aforementioned sensors.
The phone saves this data into its internal memory. The data is stored in individual
Comma Separated Values (CSV) files that contain one hour worth of data, and are indexed
by date and time. The size of these files is very small compared to the total memory of the
phone, therefore, it is possible to buffer data for several weeks. When the battery is at any
location with Wi-Fi coverage in the University of Waterloo, the data files are transmitted
to a server and deleted from the phone.
With this set up, the project is easily adaptable to the inclusion of new sensors. When
new data is required, sensors can be installed in the box and the data collection software
has to be slightly modified in order make this new information available in the data files.
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This advantage was used before the beginning of the summer of 2015 in order to collect
data about the discharge current of the battery.
Finally, in order to implement changes on the code of the data collection software with-
out having to recall all the bikes, the application that contains this code can be upgraded
automatically via Wi-Fi when there is a new version available on the server. This feature
not only upgrades the main application, but it is also able to install a new application on
the phone. This capability gives the opportunity to easily make changes and/or add new
software to the phone.
Once the data is on the server, Python and Bash scripts are used to process the files.
Once every hour, the scripts are run to parse the files and put the data into a MySQL
database to allow further analysis. Additionally, other routines are executed hourly in
order to identify the trips taken on each bike since the last time the phone transmitted
data to the server. These scripts also confirm that data is being collected properly, and
the users are consistently using their bikes.
2.6 Data Management
This project highly depends on the quality of the data collected from the bikes. For this
reason, we wanted participants to take active part of our work by providing feedback of our
analysis. In order to achieve this objective, we developed a web portal for participants to
be able to access their data. The following sections describe the main parts implemented
to achieve these objectives:
2.6.1 WeBike website
We developed a website in order for participants to see a summary of statistics about the
data collected from their bikes. The first version was launched in 2014, and gave users the
ability to generate plots from their data. This first version had high latency since each one
of the requests was being processed in real time, and put a high load on the server due to
the amount of data to analyze.
In order to offer a better user experience for participants, the website was redesigned
and launched again by the end of September, 2015. The current version, shown in Figure
2.3 offers the ability to plot the total distance biked between a range of dates, the state of
charge (SOC) of the battery over time on a specific date, and a map with the trips taken
on a specific date.
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Mapping trips was a challenging task considering that the GPS measurements were not
reliable. For this reason, a GPS data cleaning algorithm had to be implemented so that
a smooth, and more accurate trajectory could be displayed to the users. The algorithm
implementation used is described by Katsikouli, et al. which only relies on the original
signal (GPS in this case) to clean potential noise and determine a subset of data points
that represent the actual trajectory [17]. This algorithm was suitable for our project since
bikes do not necessarily follow routes defined in public databases, and therefore cannot
simply be approximated to mapped roads.
In order to keep improving the website, other options are being developed for people
to obtain information about the health benefits of biking, such as the calories burned, to
encourage their participation and use of of the website.
Figure 2.3: WeBike website
2.6.2 Feedback Collection
Once the website was launched, we started developing algorithms to analyze our data.
In order to determine the accuracy of these algorithms, we decided to obtain ground
truth from researchers involved in the project who also had an e-bike. Although this
18
helped temporarily, we wanted to obtain more information from participants in a consistent
manner. For this reason, we developed an option to obtain feedback from the users. Until
this point, the main algorithm used to analyze data is the one for trip detection, therefore,
the feedback module was implemented in the tab where users can plot their trips.
This implementation gives the option to confirm if trips were detected correctly, and
also provide comments about each trip. Figure 2.4 shows an example of how participants
can provide feedback about their trips; the table in the figure presents general information
about each trip, such as start time, end time, total time, and distance while comments can
be inputted on the last two columns.
Figure 2.4: Feedback Collection
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Chapter 3
Trip Detection
This chapter presents a description of the process followed to develop the trip detection
algorithm. This work set the bases for the analysis presented in the following chapters,
along with future research work. The first section describes the motivations for developing
this algorithm, and the second section lists the main challenges faced while determining an
optimal approach to solve this problem. The following sections show previous algorithms
presented in related work with their shortcomings, and finally, a general description of the
algorithm.
3.1 Problem Statement
Considering that data is permanently being collected from the e-bikes, even when users are
not riding them, it was required to develop an algorithm that will take this information
and determine specific periods of time when the bike was being used. Once those time
periods were determined, we were able to develop analysis about how people use e-bikes,
frequency, and other behaviors targeted in this project.
For this reason, and also as an essential part of future work to be developed for the anal-
ysis of this data, we had to determine a process to efficiently identify trips. This algorithm
is an important milestone for our study and its development was expected to allow us to
obtain accurate conclusions from the data while guaranteeing robustness against changes
in the number of data points collected per minute, and GPS availability. Considering these
facts, the following sections describe the approach selected in order to fulfill the described
requirements.
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3.2 Challenges
The algorithm presented several challenges due to the original requirements, and the spe-
cific characteristics of the data. It was expected to be robust and able to adapt to potential
changes in the data collection process. Additionally, it was expected to not only rely on
GPS data, but also be able to accurately identify the start, and end times of trips. The
following list details the main challenges found:
• The inherent advantages of bikes hinder the process of analyzing the collected data:
considering that bikes can be taken into different types of roads (not always mapped),
can be stored both indoors and outdoors, can be carried on a car, can reach high
speeds, among other features, it is difficult to define specific parameters or thresholds
to characterize a standard behavior of this mode of transportation. For this reason,
the trip detection algorithm has to be robust enough to consider these situations,
and properly determine when a trip actually happened.
• Usage of GPS data: since this data was not accurate, contained several missing points,
and was not available immediately after a trip started, its use was limited only for
one parameter required by the algorithm. Specifically, GPS helped to determine the
average speed during a trip. Moreover, due to the amount of noise present in this
data, we also implemented another algorithm to calculate the total distance in a more
accurate way.
• Correct identification of the mode of transportation: since bikes can be carried in
buses, or cars, it was necessary to determine a methodology to identify these situa-
tions in order to properly filter them out.
• Identification of the approach to process the data: initially, we processed our data
point by point and kept states which represented if a trip was active or not, however,
this approach presented several disadvantages. After experimenting with different
variations of the original algorithm, we decided to use a sliding window approach
that generated higher accuracy. This approach relies on saving a fixed number of the
last values analyzed and obtain conclusions based on the calculation of aggregated
statistics such as average, number of points above average, and standard deviation;
this is similar to calculating the moving average of a data set.
• Selection of variables to be used to efficiently identify trips: initially, we considered
GPS data as the most suitable information to determine trips; however, this changed
once we saw the low reliability of those measurements. After an analysis of the
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behavior of each measurement during trips, we determined that the Gyroscope and
Linear Acceleration data are more suitable for this purpose.
• Definition of thresholds for each variable used in the algorithm: our algorithm uses
the values from different sensors in order to make decisions. When the algorithm
determines if a trip should start or finish, it calculates the number of values above
a threshold for each variable (sensor) in order to decide if the behavior is actually a
change of state or simply noise. Many trips had to be analyzed in order to determine
the right value of the threshold of each variable. Even then, once we did an analy-
sis of the entire database we were able to identify additional problems. Modifying
these values has been challenging considering the different frequency at which data
is collected, amount of data collected, variability of data, and different versions of
the data collection software.
• Analysis of data collected during the last 10 seconds of every minute: This was a
challenge for all the stages of the analysis since, in time series analysis, it is more
common to have data points collected between fixed periods of time. Additionally,
we started collecting 20 data points per minute, and eventually went down to collect
4 because of technical reasons.
3.3 Related work
This section describes the approaches used by other authors in order to define an effective
algorithm to detect trips. Several publications were found in this area; the suggestions
provided were used to develop, and improve our algorithm.
Chung et al. [9] describe a software tool developed to process GPS data from a personal
GPS tracker (wearable), and identify routes and modes of transportation. The algorithm
developed has a preprocessing stage of GPS data, where the system uses the number of
satellites available in order to filter out invalid points. Additionally, the system uses Hori-
zontal Dilution of Precision (HDOP), an index that describes how satellites are arranged
in the sky at the time of the record, to calculate the quality of GPS data (lower angles
between satellites cause lower precision). They use Map Matching to determine what route
(streets and roads) was followed by the user. This technique consists in identifying the
closest street to the observed GPS location using an algorithm proposed by Kim [18]. Sim-
ilarly, trips are identified using parameters such as distance, and time between subsequent
points. If these values are within a certain range, they will be identified as potential trips.
They determine modes of transportation by using some characterization of each (bicycle,
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bus, car, walk) and additional features such as directionality of roads, transit network,
waiting behavior, moving patterns (eg. speed and distance), transit vehicle stop pattern,
etc.
The paper by Gong et al. [14] describes an algorithm that is able to reach 80% of
accuracy when identifying the combination of different modes of transportation using GPS
data in complex urban environments such as New York City. Their algorithm is able to
identify any kind of combination of transportation modes. They mention that generally
other algorithms used standard combinations for their analysis, for example bike-bus-bike;
however, they did not use this approach. Again, the number of satellites available and
HDOP are used as a primary tool to filter non-accurate data. Trips start, and end when a
cluster of points stays inside or moves outside of a radius of 50 meters for over 200 seconds.
Moreover, modes are detected using parameters such as speed, average speed, and distance.
With their experiments, they estimated the warm start time of a GPS to be between 39s
to 106 s. This is the time that the GPS takes to start calculating its location after being
in places with no satellites access such as the subway.
Kasemsuppakor and Karimi’s paper [16] describes an algorithm used to process GPS
data in order to automatically identify walking routes and map them. This data is used to
merge routes and create a pedestrian network in areas where this information is not avail-
able.The authors make a distinction between 7 different types of path segments: sidewalk,
cross- walk, pedestrian walkway or footpath, accessible entrance, pedestrian bridge, pedes-
trian tunnel, and trail. Similarly as before, HDOP and the number of satellites available
is used to filter inaccurate data. The authors use the bearing change in order to iden-
tify significant points (points with a high probability of determining the geometry of the
walking path). Bearing change is the absolute value obtained from subtracting successive
bearings using the great circle navigation formula [25]. This value is calculated between
subsequent points, and the destination of the trip, and then it filters out the angles under
a certain threshold. After filtering the significant points of a trajectory, they apply a clus-
tering algorithm called Partitioning Around Medoids (PAM) to isolate outliers and clean
the data.
Finally, the paper by Schuessler, Nadine and Axhausen [23] describes an algorithm
that only requires raw GPS data as input, and is able to identify trips and modes of
transportation. The study was done using data from approximately 5000 participants for
an average of 6.65 days. For the data cleaning stage, they use a variation of HDOP which
is called PDOP (Position DOP) that considers the position in a 3-d space. Additionally,
they take into account the number of satellites available as a filtering tool. Besides those
approaches, they also use altitude to estimate possible miscalculations of the GPS receiver;
they suggest that errors in GPS data are generally accompanied by strong jumps in altitude.
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Finally, trips are detected by analyzing the data that contains speed close to 0 and stay
within a circle with diameter of 30 meters. This value is equivalent to 3 times the standard
deviation of the measurement accuracy. They mention that most of the trips in literature
are detected by detecting periods of inactivity (without considerable movement) between
45 and 300 seconds. Generally, the standard is to use 120 seconds. For mode detection
purposes, the authors recommend using fuzzy logic because of the overlapping features of
the different modes.
3.4 Background
In order to analyze the patterns of usage of electric bikes, we need to precisely determine
the trips taken by participants. Several algorithms have been developed for trip detection,
however, particular characteristics of this project forced us to develop a different algorithm
for our data. First, as presented in the previous section, several algorithms consider that
all trips are taken in mapped roads which is not the case of e-bikes. Also, the frequency of
data collection is another difference with other data sets. Finally, due to the frequency of
data collection there were several problems with the GPS since the phone was not able to
start collection information immediately after a trip started. For these reasons, and as an
essential first step to understand the usage of electric bikes, we developed the algorithm
described in the following sections.
3.5 Initial versions of the algorithm
Before the final version, our research team worked on two other versions of algorithms
for trip detection. At first, an algorithm was implemented using the approach suggested
in similar projects described in our literature review. This approach used GPS data as
the primary source of information to detect movement of the bike. However, GPS proved
to not be a reliable source of information since it not only takes at least one minute to
obtain data from satellites (which generates problems when detecting the precise starting
time of a trip), but also takes additional time to stabilize the final location when the bike
stops moving. This means that if the bike is stored indoors (which is generally the case),
the phone will take 1-2 minutes to locate the satellites before generating the initial GPS
points. Also, when the bike stops, and hence the trip is over, the location keeps changing
(due measurement errors), making it complicated to precisely identify end time of trips.
Finally, we detected a considerable amount of missing readings on our geolocation data.
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These characteristics inherent to GPS data not only generate errors when identifying
the times of a real trip, but also generate a high number of false positives. Moreover, real
trips with missing GPS measurements would not be detected since the movement was not
recorded. These two problems generated both a high number of trips detected that did
not happen, and also a high number of trips that could not be detected.
The second approach we took was to combine GPS data with another sensor (magnetic
field on the z axis) to determine when the bike was being ridden. Even though this approach
improved the rate of detected trips, there were still several problems with the algorithm.
In this case, the algorithm relied on GPS measurements again, and the magnetic field data
was highly dependent on the direction of the bike when it was moving. Even though this
second version took advantage of other available data, it was still producing errors due
to GPS measurements. With this analysis we determined that it would be better to not
use GPS data and define a new approach that will increase the accuracy, by adapting our
solution to the specific data available in our study.
Finally, we concluded that analyzing data point by point caused the algorithms to be
highly sensitive to measurement errors and noise, therefore, we decided to use a different
approach. Similarly, the initial algorithms were sampling the data due to the amount
of time that it took to analyze every measurement, however, this method generated loss
of valuable information. To sum up, similar problems were detected in both algorithms
which generated negative results; therefore, we concluded that a different solution should
be developed considering all the information available in our data set.
3.5.1 Variable Selection
Since the sensor kit contains various sensors, we had different types of data to use when
developing our algorithm. In order to determine which ones would have higher accuracy
when predicting trips, we collected ground truth during 2 months from the bikes used
by members of our research group in order to analyze the behavior of each one of the
sensors while a trip happens. With this information, we analyzed the variations of the
measurements from the sensors and confirmed which ones were more sensitive to detect
trips.
The first step was to calculate the resultants of the sensors that had readings for axes
X, Y and Z of the phone. Figure 3.1 shows how the resultant of the linear acceleration
measurements varies over time; the graph shows the specific blocks of time when trips
happened with red rectangles marking them. Similar results are presented in Figure 3.2
but for the resultant of the gyroscope measurements. These examples introduce the two
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variables used in the algorithm due to their sensibility when detecting trips. As shown
in the plots, the values obtained over time clearly present a change of their average when
the bike is being ridden while also showing very few outliers. Conversely, Figure 3.3 shows
how the resultant of the magnetic field varies over time with the real trips marked using
red rectangles again. In this case, the data collected from this sensor was not considered
suitable to detect trips due to the lack of stability over time and the amount of noise
detected.
Both Figure 3.1 and Figure 3.2 show some outliers. They may be generated when
participants took the battery off from their bike to charge it, or due to measurement
errors by the sensors. However, using the sliding window approach appropriately handles
this problem since those types of outliers, detected for short durations, are automatically
filtered out.
After this analysis, we concluded that there are three essential characteristics to consider
when selecting the sensors that will provide data for the algorithm. First, the data should
be stable, which means that it should be quick to present changes in its values when there
is a trip happening, and it should also go back to the stable state as soon as a trip is over.
This feature will allow the algorithm to accurately identify start and end times. Second,
the data from the sensor should have clear thresholds that can be defined in the algorithm
in order to identify when the bike is being used. These thresholds will be used in the
algorithm to determine when movement is detected from the bike. Finally, the sensors
should have minimal noise in their measurements so that outliers can be easily detected
and filtered out.
We analyzed the data from all the sensors that provide relevant information for trip
detection. This data considered a period of time of three weeks, and was obtained from
the bikes used by our research team since we had access to the information about all the
trips taken using them. This was used to identify the sensors which have constant (stable)
values registered during times without trips, have clearly defined thresholds to identify
movement, and have the lowest average number of outliers registered per hour. Stability
was determined using visual inspection, and it was classified into three categories: high,
medium, and low, where high stability means the values registered during times with no
trips do not vary from the stable state. Each threshold’s definition was also determined
using visual inspection, where high threshold definition means there is a clear increase in
the measurements of the sensor when a trip starts, and also the measurements immediately
decrease to the stable state after a trip is over. Finally, the average number of outliers per
hour was calculated by identifying the data points that presented high values during times
when no trips actually happened. Table 3.1 presents the results obtained.
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Sensor Stability Threshold definition Average number of
outliers
Gyroscope High High 4
Linear Acceleration High High 7
Acceleration Medium Low 4
Magnetic field Low Low 50
Table 3.1: Analysis of sensor data for trip detection algorithm
From Table 3.1 we can see that the most stable sensors are gyroscope and Liner accel-
eration sensor. Also, these two sensors have highly defined thresholds and low number of
outliers. For these reasons, we concluded that the two sensors with higher accuracy are
Gyroscope, and Linear Acceleration sensor.
Figure 3.1: Linear acceleration resultant during trips
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Figure 3.2: Gyroscope resultant during trips
Figure 3.3: Magnetic field resultant during trips
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3.6 Algorithm description
In order to minimize the effects of noise and outliers in our algorithm, we used a sliding
window approach that keeps track of the average, high values, low values, standard devi-
ation, among other features, of the last 12 values processed from each sensor. The width
of the sliding window was selected considering that less than 8 values makes the algorithm
sensitive to noisy data which leads to lower accuracy. Similarly, widths greater than 18
would not allow the algorithm to properly identify trips that lasted 5 minutes. Therefore,
we tested the algorithm using a width between 8 to 18 values (equivalent to the time range
of 2 to 4.5 minutes); we determined that the accuracy was slightly better with a value of
12. The use of a proper width helped us to detect random variations, such as the outliers
detected in Figure 3.1, from real changes in the behavior of the variables analyzed.
Additionally, simplify the calculation of the average of values in the sliding window,
and other statistics mentioned before, we created an object that handles these tasks, and
also keeps track of the number of values above the defined thresholds. In the pseudo code,
these objects are represented with the class name ”variable”.
Each one of these objects has a threshold defined, which is the minimum value for each
sensor to consider the bike to be moving. These thresholds were selected by determining
the middle point between the average of the measurements of each sensor during times
with no trips, and the average during trips. With this approach, the threshold is equally
distant to both the stable state of measurements when the bike is moving and when it is
static.
Similarly, a limit for the number of measurements above the threshold of the variables
was defined by experimenting with values within the range of 2 to 10. The same method-
ology as before was used by choosing the value that returned higher accuracy. In a similar
way as before, low values will cause the algorithm to have problems when the variable
has many outliers, while high values (close to 12) would decrease the sensitivity of the
algorithm to detect trips. After evaluating the results with each number in the range, the
value selected as the limit was 4.
Additionally, we used the charging current data, since no trips can happen during
charging events (the battery must be plugged in to an electricity outlet to start charging).
The algorithm uses this information to constantly verify that there is no charging events
happening. With all this information, we were able to not depend on a specific variable,
but instead, the algorithm uses all the data available to make the best decision. Using
these objects that represent the data from specific sensors, we detect all the trips that
happened during a defined period of time.
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After identifying all the potential trips, we merge consecutive trips that have less than
5 minutes of time between them. Finally, using some filters defined from suggestions found
in our literature review, a final list of trips is returned which contains all the trips that
had a duration longer than 5 minutes, a total distance over 300 meters, and average speed
of under 25 km/h.
The following section presents the pseudo code used to develop this algorithm; this
code exemplifies the algorithm using only two variables: gyroscope, and linear acceleration
variables:
1 # De f i n i t i on o f the c l a s s v a r i a b l e :
2 class Var iab le :
3 # Array t ha t conta ins the l a s t processed data po in t s
4 va lues = l i s t ( )
5 # Variab l e t h a t conta ins the number o f va l u e s g r ea t e r than t h r e s h o l d
6 number o f va lue s above thre sho ld
7 # Variab l e t h a t conta ins the t h r e s h o l d de f ined f o r t h i s o b j e c t
8 th re sho ld
9 # va r i a b l e t h a t con ta ins the width o f the s l i d i n g window
10 width
11
12 # Method to determine i f the b a t t e r y i s be ing charged
13 def i s c h a r g i n g :
14 i f average ( va lue s ) > 20 :
15 return t rue
16 return f a l s e
17
18 # Method to determine i f the b i k e i s moving by count ing the number
o f data po in t s in the s l i d i n g window tha t are above the t h r e s ho l d
and comparing the average o f those va l u e s wi th the t h r e s h o l d
19 def i s moving :
20 i f number o f va lue s above thre sho ld >
MIN NUMBER VALUES OVER THE LIMIT and average ( va lue s ) >
th r e sho ld :
21 return t rue
22 else :
23 return f a l s e
24
25 # Method to ob ta in the e a r l i e s t time when movement was de t e c t e d from
the data s t o r ed in the v a r i a b l e
26 def g e t s t a r t t im e :
27 for record in va r i a b l e s do :
28 i f record . va lue > th r e sho ld :
29 return record . time stamp
30 done
30
31
32 # Function to merge subsequent t r i p s
33 def merge t r ip s ( i ) :
34 # rep l a c e the end time o f the f i r s t t r i p f o r the end time o f the
next t r i p
35 end t imes [ i ] = end t imes [ i + 1 ]
36 # add the d i s t anc e s o f both t r i p s
37 d i s t an c e s [ i ] = d i s t an c e s [ i ] + d i s t an c e s [ i + 1 ]
38 # remove the second t r i p
39 del s t a r t t ime s [ i + 1 ]
40 del end t imes [ i + 1 ]
41 del d i s t an c e s [ i + 1 ]
42
43 # De f i n i t i on o f v a r i a b l e s :
44 CHARGING CURRENT LIMIT = 25 # Threshold f o r charg ing curren t
45 GYRO LIMIT = 0.09 # Threshold f o r r e s u l t a n t o f 3 gyro components
46 LIN ACCEL LIMIT = 1 # Threshold f o r r e s u l t a n t o f 3 l i n e a r a c c e l e r a t i o n
components
47 MIN NUMBER VALUES OVER THE LIMIT = 4 # Variab l e t h a t d e f i n e s the minimum
number o f va l u e s over the t h r e s h o l d to cons ider t ha t t h e r e i s movement .
48 WINDOWWIDTH = 12 # Number o f va l u e s s l i d i n g window w i l l keep
49 MIN TRIP LENGTH = 300 # Minimum number o f seconds to be cons idered a t r i p
50 MAX TIME BETWEEN TRIP = 280 # Maximum time with no movement w i th in a t r i p
51 MAXAVG SPEED = 20 # Maximum average speed in a t r i p
52
53 t r i p s t a r t e d = False # Variab l e t h a t keeps t rack i f a t r i p has been s t a r t e d
54 # Variab l e t h a t conta ins the charg ing curren t data
55 cha rg i ng cu r r en t s = Var iab le ( width=WINDOWWIDTH, th r e sho ld=
CHARGING CURRENT LIMIT, number o f va lue s above thre sho ld=
MIN NUMBER OF VALUES OVER THE LIMIT)
56
57 # Variab l e t h a t conta ins the gyroscope data
58 gyroscopes = Var iab le ( width=WINDOWWIDTH, th r e sho ld=GYRO LIMIT,
number o f va lue s above thre sho ld=MIN NUMBER OF VALUES OVER THE LIMIT)
59
60 # Variab l e t h a t conta ins the l i n e a r a c c e l e r a t i o n data
61 l i n a c c e l s = Var iab le ( width=WINDOWWIDTH, th r e sho ld=LIN ACCEL LIMIT ,
number o f va lue s above thre sho ld=MIN NUMBER OF VALUES OVER THE LIMIT)
62
63 s t a r t t ime s = [ ] # Li s t o f s t a r t i n g t imes
64 end t imes = [ ] # Li s t o f ending t imes
65 d i s t an c e s = [ ] # Li s t o f d i s t an c e s
66
67 raw data = obta in data f rom db ( ) # Ca l l s DB to ob ta in data
68 ### PHASE 1 ###
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69 # Obtaining a l l t r i p s in the data
70 for each record in raw data do :
71 # Adding data to the corresponding v a r i a b l e s
72 cha rg i ng cu r r en t s . push ( record . cha rg ing cu r r en t )
73 gyroscopes . push ( record . gyro )
74 l i n a c c e l s . push ( record . l i n a c c e l )
75
76 # Case when t r i p has not s t a r t e d
77 i f not t r i p s t a r t e d :
78 #Check no charg ing event and movement from gyro/ l i n e a r
a c c e l e r a t i o n
79 i f not cha rg i ng cu r r en t s . i s c h a r g i n g ( ) and ( gyroscopes .
i s moving ( ) or l i n a c c e l s . i s moving ( ) ) :
80 t r i p s t a r t e d = true
81 # Obtain e a r l i e s t time when movement was de t e c t e d
82 tmp star t t ime = g e t s t a r t t im e ( )
83 # Case when t r i p has s t a r t e d :
84 else :
85 t r i p s t a r t e d = False
86 # Save s t a r t and end t imes
87 s t a r t t ime s . append ( tmp star t t ime )
88 end t imes . append ( get end t ime ( ) )
89 done # end o f f o r loop
90
91 # Ca lcu l a t e the d i s t anc e s o f a l l the t r i p s d e t e c t e d
92 d i s t an c e s = c a l c u l a t e d i s t a n c e s ( )
93
94 ### PHASE 2 ###
95 # Process the de t e c t e d t r i p s and merge t r i p s i f the end o f the f i r s t i s l e s s
than 280 seconds b e f o r e the beg inn ing o f the next t r i p
96 i = 0
97 while i < l ength ( s t a r t t ime s ) do :
98 # Obtain seconds between end o f t r i p and s t a r t o f next t r i p
99 i f ( s t a r t t ime s [ i +1] − end [ i ] ) . t o t a l s e c ond s ( ) >
MAX TIME BETWEEN TRIP:
100 # merge t r i p s and add t o t a l d i s t an c e s
101 merge t r ip s ( i )
102 i = i + 1
103 done # End of f o r loop
104 # Apply f i l t e r s o f average speed , t o t a l d i s tance , and durat ion
105 v a l i d a t e a l l t r i p s ( )
106 # Return r e s u l t s
107 return s t a r t t ime s , end times , d i s t an c e s
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3.6.1 Trajectory Cleaning
As shown in the algorithm, one of the final filters for trips uses the total distance of the
trip in order to calculate the average speed. This value is compared with a the threshold
defined of 25 km/h; all the trips that have greater average speeds are deleted. When there
is GPS data available, this is used to recognize the mode of transportation since bikes
can be carried on buses or inside cars, and average speeds greater than 25 km/h are not
characteristic of a bike ride. However, as mentioned before, GPS data is not completely
accurate which generally ended up inflating the total distance computed by summing all
the distances between points.
For this reason, we implemented an algorithm for trajectory cleaning. The algorithm
is described by Katsikouli et al. [17] and its purpose is to reduce large volumes of GPS
data by identifying the most important points that can be used to describe the trajectory.
Figure 3.4 shows the results obtained after applying the trajectory cleaning algorithm on
four different trips drawn on the map.
This algorithm approximately reduces the total number of data points collected during a
trip by 90%. The examples shown in Figure 3.4 originally have more than 150 data points
collected, but the algorithm determines up to 15 points to characterize each trajectory.
Additionally, in cases where few GPS points were collected during a trip, the algorithm
does not decrease the total number of points; this is an important feature since it will
guarantee to use all measurements when data is scarce. With this solution, we were able
to determine the distances more accurately, and plot trips on the website where participants
can access the data collected from their bikes.
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Figure 3.4: Resulting routes after applying trajectory simplification to four sample trips
3.7 Evaluation
In order to evaluate the final version of our algorithm for trip detection, we compared
the results with the two previous algorithms detailed in Section 3.5. The first algorithm,
Algorithm 1 in Table 3.2, is a generic implementation described in our literature review
which uses GPS as the main feature. The second algorithm, Algorithm 2, is a modified
version of the first algorithm with an additional feature: magnetic field measurements.
Table 3.2 presents the results obtained from this comparison. Here, Duration Accuracy
refers to the total duration of trips correctly detected divided by the sum of durations of
real trips. Precision is the total number of correctly detected trips divided by the total
number of trips identified. Finally, false positives is the total number of trips detected that
were not actual trips, and false negatives is the number of trips that were not detected by
the algorithm.
Using these values, we can estimate the accuracy of the results of each algorithm in
three main areas of interest. First, we want to guarantee that all (or most) of the trips are
detected. Moreover, these trips should not only be detected, but should also have accurate
start, and end times. Lastly, an important aspect we were concerned about is to prevent
the identification of false trips detected due to noise. These three aspects are highly related
to the variable selection section presented before.
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The following results were obtained using 225 trips taken during May, and June of 2015.
Algorithm Features Duration ac-
curacy
Precision False posi-
tives
False nega-
tives
Algorithm 1 GPS 65% 89% 18 79
Algorithm 2 GPS, Mag-
netic Field
69% 94% 11 47
Proposed
algorithm
All (hierar-
chized)
95% 99% 2 5
Table 3.2: Evaluation of trip detection algorithms
After analyzing Table 3.2 and the data collected during the aforementioned dates, we
determined that the false positives and false negatives obtained by applying our algorithm
were caused due to random noise, and trips with durations close to five minutes. Our
approach aimed to minimize the effects of noise, however, there are sporadic outliers that
could be causing our algorithm to have false positives. Similarly, trips that have a short
duration can be filtered out by mistake because of the frequency at which we collect data;
if a trip lasted 5 minutes, and the phone did not start collecting data until the end of the
first minute of the trip there is a chance it could be filtered out in the final validation of
trips in our algorithm.
As shown in Table 3.2, our algorithm performed better than the initial versions in all
the evaluation metrics. Additionally, we are constantly testing it with new data, and so far
it has presented similar results. We recommend using our algorithm in cases when GPS
data has low fidelity and it contains a high percentage of missing measurements. This
algorithm presents a different way to identify trips using data from other types of sensors,
and a different approach which decreases the effects of outliers and noise in the data.
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Chapter 4
Data analysis
This chapter presents the analysis performed on trips, charging events, and survey data.
Trips are the events identified with the algorithm described in Chapter 3. Charging events
are periods of time when the batteries were charged; more details about this are presented
in Section 4.3.
Three main stakeholders were identified for this study: Electric Bikes Manufacturers,
Policy Makers, and Utility Companies. The results shown in this chapter can be used by
these stakeholders for different purposes; each section presents the potential application of
our conclusions.
For the sections in this chapter, we compared the distributions of the different segments
of the population. For continuous distributions, we performed t-tests, since the standard
deviation of the population is unknown and both sample were random, in order to deter-
mine if the means of both sets of data are significantly different. In this case, the null
hypothesis is that both distributions are equal and the alternative hypothesis is that they
are different. The value selected for the significance level is 5%.
4.1 Background
After defining a trip detection algorithm, the next step of our project was to analyze the
main usage patterns of e-bikes such as average speed during trips, duration of trips, among
others. This information, along with similar data obtained from charging events, is used
to describe the main characteristics of e-bike users and their habits. Considering that, as
described in the Related Work about e-bikes section, there is no information available about
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e-bike patterns of usage, we expect that the results presented in this chapter will be the
starting point to develop models about e-bike usage. This data can be used by researchers
to study the specific effects of e-bikes adoption in different fields (e.g. mobility planning),
and can further be utilized by the aforementioned stakeholders in order to successfully
increment the number of energy efficient vehicles used in North America.
4.2 Trips
4.2.1 General Statistics
Table 4.1 presents the summary information about the trips detected, it shows that a total
of 4668 trips were detected as of the end of October 2015. Also, we can see some differences
between the populations analyzed. On average, there is an 18% difference between the
number of trips taken by students and staff/faculty; similarly, female participants took
16% more trips than their male counterparts. Regarding total time of trips, there is no
difference between male, and female participants; however, students accumulated 15% more
minutes, on average, than staff/faculty participants.
Description Total Female Male Students Staff/Fac.
Total Trips 4668 2124 2544 2470 2124
Average trips per participant 156 163 141 164 137
Total duration [min] 78426 33712 44714 40778 37648
Average duration per participant [min] 2529 2593 2484 2718 2353
Average duration per trip [min] 16.8 15.8 17.6 16.5 17.7
Table 4.1: General statistics of trips
These initial observations lead to have an idea of the potential differences between
the populations part of the study. To confirm these findings, a more detailed analysis is
presented in the following sections focusing on specific parts of the data. These sections
use the frequency of events to obtain conclusions from the data; frequency is presented in
the y-axis of the plots and it represents the normalized number of events detected for the
ranges shown in the x-axis.
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4.2.2 Distribution of Trip Start Time of the Day
Initially, we analyze the hour of the day when each trip started. This data will help us to
estimate the time when trips are generally taken and identify the differences between some
segments of the population. This information can be used by policy makers to predict
times of the day when there will be more congestion of electric bikes, and create plans that
focus on mobility, and road safety during peak hours. Additionally, bike manufactures
can offer extra accessories for their target customers based on their patterns of usage; for
example additional lightning can be offered to riders who use their bikes during evening
times.
Figure 4.1 shows the distribution obtained from all the data; here, we can see that there
are two peaks happening at 8 am, and 4 pm which is consistent with the start and end times
of a regular business day. Additionally, we can see that participants take trips between 7
am and 8 pm, and there are a minimal number of trips happening during the remaining
hours of the day. This graph suggests that electric bikes are mostly used for commuting
purposes, and they are not considered as an alternative for transportation during night
hours.
Figure 4.1: Distribution of hour of the day when trips started
Figure 4.2 shows the distribution of starting times of trips for men and women sepa-
rately. Initially, when this analysis was first performed, clear differences were identified
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between these two groups. However, after we collected more data during the summer of
2015, the differences became less clear. This plot shows no visible difference between the
populations besides a reduced number of trips taken by women after 5 pm compared to
male participants.
Figure 4.2: Distribution of hour of the day when trips started divided by gender
Finally, Figure 4.3 presents some differences between students and staff/faculty mem-
bers. This plot shows that staff and faculty members use their bikes mostly at the begin-
ning and end of business days, while students have a flatter plot with less defined peaks.
Additionally, we can see that students have a higher number of trips happening after 5
pm compared to staff/faculty members. This is consistent with a more defined schedule
that people with a full time job follow compared to students who generally have changing
schedules and tend to work until later times in the night.
As identified in [8], [1] and [21], electric bikes are generally used for commuting to work.
This is consistent with the results obtained, since the highest frequencies of trips match
with the regular start and end of business hours.
4.2.3 Distribution of Trip Duration
This section analyzes the frequency of the duration of each trip divided into 5 minutes
intervals. Using this information, bike manufactures can estimate the proper battery size
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Figure 4.3: Distribution of hour of the day when trips started divided by occupation
for specific segments of the population, and adjust the prices accordingly. This can help
manufactures to adapt to the actual necessities of users while offering a more diverse range
of e-bikes prices to choose from. Additionally, policy makers can estimate the amount of
bike lanes required for users to reach popular destinations in cities, by considering the
maximum duration they are generally willing to bike.
Figure 4.4 shows the distribution of frequency in black, and the cumulative distribution
in gray; this plot was obtained using all the trip data available. This graph shows that 70%
of all the trips last less than 20 minutes, while 90% last less than 25 minutes. Additionally,
we can see that most of the trips last between 5 to 20 minutes. These results might be due
to the fact that students and staff/faculty members generally live close to campus, and
therefore, most commuting trips are short. Additionally, it is important to consider that
Waterloo is not a large city, and traffic is not commonly a problem which might influence
the decision of choosing other modes of transportation when the trips are longer.
Similarly, Figure 4.5 presents the distribution of duration divided by the gender of
participants. In this case, we can see that female participants have more trips that last
less than 20 minutes compared to their male counterparts. These differences suggest that
men take longer trips than women, although this conclusion may need further analysis.
Figure 4.6 was obtained by dividing the data based on the occupation of participants
(staff/faculty and students). This plot shows that there is a slight difference between these
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Figure 4.4: Distribution of trip duration
Figure 4.5: Distribution of trip duration divided by gender
two populations where students seem to take shorter trips than staff and faculty members.
This conclusion needs to be verified with a larger population of participants, since students
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in Waterloo generally live closer to school which might be causing the mentioned results.
Our findings were confirmed by the t-test which rejected the null hypothesis with a p-value
of 0.0001.
Figure 4.6: Distribution of trip duration divided by occupation
The distribution of duration of trips obtained in this section is similar to the results
detailed in [11] where they mention that the average duration detected is 14 minutes.
However, our average is lower than the results obtained by [8] which estimated an average
of 20-25 minutes. These differences may be due to lower distances in commuting trips, and
also to different characteristics of the populations who have electric bikes in China and the
group of participants considered for our project. Additionally, the location might influence
the results since Shanghai and Kumming, cities where the authors collected data from, are
considerably larger than Waterloo-Kitchener, where University of Waterloo is located.
The t-test in this case confirmed that the mean of both populations is statistically
different with a p-value of 0.038.
4.2.4 Distribution of Trips per Month
This section analyzes the distribution of trips per month. In this case, it is important
to consider that participants were encouraged to keep using their bikes during the winter
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months. The conclusions obtained from this analysis can be used by manufactures to esti-
mate their sales of bikes throughout the year. Additionally, manufactures can also consider
selling seasonal accessories for bikes depending on the pattern of usage identified during
each month. For policy makers, this information can be used to design different mobility
plans for specific times of the year along with the implementation of safety measures to
decrease accidents during times when the weather makes it riskier to use e-bikes.
Figure 4.7 shows the results obtained from the aggregated data when plotting the
frequency of trips per month. This graph shows that most of the trips were taken during
the months of May and October. This is an expected result since the weather is generally
known as one of the main factors that influence usage of bikes. However, it is important
to notice that approximately 15% of trips happened during the winter months.
Figure 4.7: Distribution of trips per month
Figure 4.8 shows that female participants mostly bike during the months of June and
July, while male users present peaks during the months of September and October. Addi-
tionally, we can see that the number of trips by women reaches a peak in June, and then it
consistently decreases until January. On the other hand, trips taken by male participants
have similar values during the high season of the year.
Finally, Figure 4.9 presents the frequency of trips per month divided between staff/fac-
ulty members and students. In this case, no major differences are noticeable but the fact
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Figure 4.8: Distribution of trips per month divided by gender
that staff and faculty show a higher number of trips during two of the coldest months of
the year: December and January.
Figure 4.9: Distribution of trips per month divided by occupation
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4.2.5 Distribution of Average Speed
This section analyzes the average speed calculated per trip. This data can be used by
manufactures to adapt the components of electric bikes based on the common speeds
reached by users. Additionally, policy makers can use this information to redefine speed
limits, or consider adding laws specific for electric bikes in order to guarantee the safety of
all types of vehicles that share the roads.
This analysis could not be performed on the whole data set since it requires GPS data
to be available during trips to properly calculate the distance of each trip. In our data
set, 60% of the trips contain enough geolocation data to calculate the trajectory followed
by the bikes. The results presented in Figure 4.10 show the frequency of average speeds
of trips for each speed defined in the horizontal axis. This graph shows that most of the
trips have an average speed under 13 km/h. After this mark, the number of trips reduces
linearly as the speed increases.
Figure 4.10: Distribution of average trip speed
Figure 4.11 presents the results divided by gender. This graph shows that on average,
men tend to reach higher speeds since they have most peaks after the 10 km/h point.
On the other hand, women have their two highest peaks at 5 and 6 km/h. Besides one
exception, men have a greater number of trips with an average speed of at least 10 km/h
than women do. These results support the idea that men tend to ride faster than women
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and are confirmed by the test which rejected the null hypothesis with a p-value of 0.01.
Figure 4.11: Distribution of average trip speed divided by gender
The last plot of this section analyzes the speeds divided by occupation. In this case,
Figure 4.12 shows that the highest peaks for students happen at the speeds of 5 and 13
km/h. Similarly, staff and faculty have peaks in the same range, however, they have a
slightly higher number of trips with an average speed above 13 km/h. The t-test for this
data showed that the means of these distributions are statistically different with a p-value
of 0.018.
The results obtained in this section have a similar a distribution as the ones described
by Dozza and Fernandez [10]. However, our results have a lower average speed.
4.2.6 Distribution of Average Temperature of Trips
This section presents the frequency of trips with the average temperature defined on the
horizontal axis. The range of temperatures goes from -10 to 35 degrees Celsius, however,
most of the trips were registered within a shorter range. The plot shows that most of the
trips happened with a temperature of 23 ◦C. These results reaffirm the idea that weather,
and temperature in particular, play an important role for people when they decide whether
or not to use their electric bikes. Finally, the plot shows that the range of temperatures
between 20 to 30 degrees Celsius contains most of the trips detected.
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Figure 4.12: Distribution of average trip speed divided by occupation
The conclusions obtained in this section will help manufactures to determine the typical
temperatures when their users prefer to ride their bikes. Additionally, this information can
be used by policy makers to estimate the amount of electric bikes on the roads based
on weather conditions. This could also help them to implement safety measures during
different seasons of the year based on the expected temperatures.
Our conclusions from this section are aligned with the results presented in [21] since
most of participants in that survey mentioned that weather is one of the main factors that
influences their usage patterns of e-bikes.
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Figure 4.13: Distribution average trip temperature
4.3 Charging Events
4.3.1 General Statistics
This section focuses on the analysis of charging events which are essential to identify the
potential effects of electric bicycles on the grid. These events were identified by detecting
spikes in the charging current; the starting time of a charging event was obtained by
identifying the first spike in the charging current. Similarly, the end time of a charging
event was obtained by identifying the moment when the charging current decreased to
zero. More details about identifying charging events can be found in Carpenter’s work [6].
Table 4.2 presents an aggregated summary of the identified charging events. We were
able to detect 2007 charging events which results in an average of 2.3 trips per charging
event. Additionally, we can see that, on average, female participants take more trips
between charging events, which is consistent with the fact that they generally take shorter
trips, allowing them to not deplete their batteries that fast. Similarly, students have a
greater average number of trips between charging events, which suggest that they generally
take shorter trips than staff and faculty members.
The following sections analyze different aspects of charging events which can be used
by stakeholders of this study.
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Description Total Female Male Students Staff/Fac.
Charging events 2007 791 1216 927 1080
Average charging events per participant 67 61 68 62 68
Average trips per charge 2.3 2.7 2.1 2.7 2.0
Table 4.2: General statistics of Charging events
4.3.2 Distribution of Charging Start Time
This section analyzes the time of the day at which charging events started. This can be
used by utility companies in order to estimate the impact of this extra load on the grid.
Additionally, new policies can be created by policy makers in order to reduce the impact
of battery charging during the peaks of energy consumption throughout the day.
Figure 4.14 presents the aggregated results. This plot shows that most of the charging
events start between 8 am and 6 pm. Also, we can see that there is a similar number of
charging events within this range which suggest that the price variations of energy during
the day do not influence the charging habits of participants. Additionally, when comparing
these results with Figure 4.14, we can see that charging events times do not show peaks as
high as the ones in trip times, however, there is an increase in the number of charging events
at similar times as the peaks in trips (8 am and 4 pm). This suggest that participants
prefer to charge their batteries after riding their bikes.
Figure 4.15 shows that female participants have 3 peaks of times when they start
charging their batteries, while male participants have similar number of events during the
day, and night. Additionally, the graph shows that male participants have more charging
events starting at unusual times of the day such as late in the night and after midnight.
Finally, Figure 4.16 shows that staff and faculty have a more defined peak around noon,
while students have several peaks around 8 am, noon and 5 pm. Again, this confirms that
students have changing schedules which is consistent with the analysis of their trip’s start
times in the Section 4.2.2.
4.3.3 Distribution of Charging Duration
This section studies the duration of each charging event measured in hours. For this
analysis it is important to consider that the battery takes up to 5 hours to charge. This
data should also be considered by utility companies in order to estimate the impact of
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Figure 4.14: Distribution of hour of the day when charging events started
Figure 4.15: Distribution of hour of the day when charging events started divided by gender
battery charging events on the grid, since the duration of these events is needed to estimate
the total energy consumption.
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Figure 4.16: Distribution of hour of the day when charging events started divided by
occupation
Initially, we plotted the aggregated data which is shown in Figure 4.17; the plot shows
the frequency distribution in black, and the cumulative distribution in gray. In this graph,
we can see that approximately 35% of the charging events takes 5 hours or more. Addi-
tionally, 27% of the total charging events lasted less than an hour.
Figure 4.18 presents the results divided by the gender of participants. This plot shows
that it is more common for male participants to have charging events with shorter du-
rations; 31% of their total charging events lasted less than an hour. In contrast, female
participants generally tend to have longer charging events, specifically, they have greater
percentages of charging events with durations of over three hours. However, with the t-test
performed comparing these populations, we obtained a p-value of 0.1 which means that
the null hypothesis was not rejected and hence both means do not present an statistical
difference.
Lastly, Figure 4.19 shows the results divided by occupation. In this case, we can see
that 43% of the charging events from students lasted over 5 hours. Additionally, the plot
shows that it is more common for faculty and staff members to have charging events with
a duration of under four hours. The t-test performed with these sets of data determined
that their means are statistically different; the p-value obtained in this case is 0,0001.
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Figure 4.17: Distribution of charging duration
Figure 4.18: Distribution of charging duration divided by gender
52
Figure 4.19: Distribution of charging duration divided by occupation
4.3.4 Charging Event Start Times vs State of Charge
The last part of this section is dedicated to analyzing the number of charging events in
relation to the state of charge (SOC) of the battery. SOC is the percentage of remaining
energy left in the battery. The conclusions obtained in this section can help understand how
comfortable people feel with different levels SOC, which is translated into range anxiety;
the interpretation is that participants willing to deplete their batteries to lower percentages
generally have less range anxiety.
Electric bikes manufactures can use this information to provide tools to reduce range
anxiety. A common example is presenting range prediction to the user, which is an es-
timation of the total distance remaining with battery assistance at different SOC levels.
Additionally, this data can be used to estimate the battery capacity for different segments
of the population. Similarly, policy makers can use this information to offer options to
reduce range anxiety, for instance, by building charging stations in popular destinations
for e-bike riders.
Figure 4.20 shows the frequency of events that started within the ranges of SOC defined
in the x-axis in black, with the cumulative distribution in color gray. We can see that 10%
of the charging events started when the battery had a SOC of less than 10%. Additionally,
note that most of the events start when the battery has over 30% SOC. Finally, we can
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see that 25% of the charging events were started when the SOC was above 90% which still
suggests that range anxiety is common among participants.
Figure 4.20: Charging events start vs SOC level
Figure 4.21 presents the results obtained after dividing the data by the gender of par-
ticipants. In this plot, we can see that most of the charging events start with SOC levels
greater than 40% and there is a peak after 90%-100%. This peak confirms that participants
prefer to keep their batteries fully charged. Additionally, male participants show a higher
frequency of events (35%) in the range of the aforementioned peak; this suggests a more
preventive attitude since they start charging their batteries even when the SOC is greater
than 90%.
Finally, when comparing the populations of students with staff/faculty members, Figure
4.22 presents similar results between both groups. However, students have a higher peak in
the range of 40-50% which suggest that they feel more confident to deplete their batteries to
lower SOC levels. This conclusion is also confirmed by the fact that faculty and staff have
a higher percentage of charging events starting with an SOC in the range of 90-100% which
shows that they are more conservative and prefer to keep their batteries fully charged.
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Figure 4.21: Charging events start vs SOC level divided by gender
Figure 4.22: Charging events start vs SOC level divided by occupation
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4.3.5 Charging Event End Times vs State of Charge
In this section, we analyze the SOC levels measured at the end of charging events. Figure
4.23 presents the distribution of frequency of events in black, and the cumulative distribu-
tion of events in gray. This plot shows that almost 80% of all the charging events end with
a battery fully charged (90% or more). This means that even in cases when the charging
time was less than an hour, most of this events ended up with a fully charged battery.
Figure 4.23: Charging events end vs SOC level
Figure 4.24 and Figure 4.25 present the plots obtained when dividing the data by gender
and occupation, respectively. In this case we can see that there is no difference between
these segments of the population since there is a common pattern to charge their batteries
until the SOC reaches ranges between 90-100%.
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Figure 4.24: Charging events end vs SOC level divided by gender
Figure 4.25: Charging events end vs SOC level divided by occupation
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4.4 Survey Analysis
4.4.1 Correlation of Answers vs Riding Behavior
In this section, we present the comparison performed between the responses given to the
survey and the actual riding habits of each participant. As mentioned before, we consider
important to determine if it is possible to predict the behavior of participants based on their
answers to the survey. This questionnaire had two sections where participants were asked
to estimate the usage of their e-bikes during the summer and winter. The following sections
describe the correlation analysis of these answers with the riding habits of participants:
Estimated distance per week during the summer
The first question asked participants to estimate the number of km’s they will ride every
week during the summer. Using their responses, we did a correlation analysis between
this information and the average minutes ridden weekly during the two months with more
trips from each participant. We decided to use the two months with more trips in order
to reduce the effects of weather, vacation times, and other factors that modify the riding
habits of participants. Additionally, we decided to compare the duration of trips since this
data is highly correlated with the distance ridden and, in our case, these measurements
were more accurate than the calculated distances.
Figure 4.26 shows 25 points, one for each participant, where the x-axis represents the
expected average number of kilometers per week, and the y-axis describes the average
number of minutes ridden weekly during the two months with more trips. As shown in the
plot, there is no clear relationship between these two variables. In order to confirm this
result, we calculated the Pearson coefficient of correlation, and the value obtained was 0.18
which can be interpreted as no correlation between the variables. This approach was also
modified by using different number of months worth of data but all the results confirmed
that there is no clear correlation between these variables.
Similarly, we tested for correlation between the expected number of km’s responded
in the survey, and the average number of trips per week during the two months with
more trips for each participant. The results are presented in Figure 4.27 where the y-
axis represents the average number of trips calculated for each participant. This plot
presented no correlation between the variables again. As shown in the plot, there is no
clear relationship between the variables, and the Pearson coefficient confirms this fact since
the calculated value was -0.03. With this analysis, we confirmed that the answers to the
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Figure 4.26: Correlation between expected distance per week (survey) and average minutes
ridden per week of each participant
survey did not reflect the actual riding behavior of each participant during the summer
months.
Estimated riding during winter months
The same analysis from the previous sections was performed using the question where
participants were asked to estimate the usage of their electric bikes during the winter.
Figure 4.28 shows the correlation between the estimated usage of the electric bikes and
the average number of minutes ridden during the winter by each participant. Similarly as
before, no clear correlation is detected between the variables. As we can see on the plot,
there are several participants who said they will use their bikes on a weekly basis, however,
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Figure 4.27: Correlation between expected distance per week (survey) and average trips
per week of each participant
the total number of minutes accumulated per month is not greater than 60, which is also
similar to values obtained from participants who gave a different response.
Finally, comparing the answers given with the average number of trips detected per
month over the winter we obtained the results presented in Figure 4.29. The graph shows
that, again, there is no correlation between the variables. With these two correlation
analysis we can see that the answers given in the surveys do not seem to provide information
about the real usage of the bikes during the winter.
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Figure 4.28: Correlation between usage (survey) and average minutes ridden per month of
each participant
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Figure 4.29: Correlation between usage (survey) and average trips ridden per month of
each participant
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Chapter 5
Conclusions and Future Work
The main conclusions obtained from this thesis are described in the following points:
• As expected, we confirmed that weather is one of the main factors of influence on the
usage patterns of electric bikes. Winter months presented a drastic decrease of usage
while the months with more trips are June, July and September (summer months).
Similarly, the temperature range in which most of the trips happened was between
20 and 27 degrees Celsius.
• Electric bikes are most commonly used for commuting purposes, and their usage has
noticeable peaks at the beginning and end of regular business days.
• Participants did not commonly use their electric bikes after sunset probably because
of higher risk of accidents due to lower visibility.
• Regarding riding behavior, female participants presented lower average speed, and
shorter trips compared to male participants.
• Concerning charging events, male participants presented more scattered times when
they start charging their batteries. Additionally, men tend to charge their batteries
more often which causes shorter charging times.
• When comparing the riding habits of students and faculty/staff members, we found
that students start trips at more scattered times of the day, and it is more common for
them to use their bikes during evening hours. In contrast, faculty and staff members
showed a higher number of trips taken during winter months of the year, and they
consistently reached higher average speeds compared to students.
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• Regarding charging events, students showed scattered times of the day when they
charge their batteries. Additionally, staff and faculty members presented shorter but
more frequent charging events.
• When we analyzed the SOC levels at which charging events start and end, we were
able to see that participants still prefer to not deplete their batteries under 30%.
Also, participants generally choose to charge their batteries until they are full. These
results suggest that range anxiety is common among participants, and they generally
prefer to keep their batteries with high SOC levels.
• We determined that the means of trip duration, and average speed of men and women,
students and staff/faculty are statistically different.
• By analyzing the initial surveys taken by all the participants, we were able to see
that there seems to be no correlation between the expected usage, initially defined by
the users, and the data collected from each one of them. This may be caused due to
a change of behavior as participants became more familiar with electric bikes. This
result may discard surveys as valid information to estimate or model the usage of
electric bikes, however, we expect to confirm this results in the future with a bigger
sample of the population.
As mentioned before, the work presented in this thesis will be used in future research
projects. In the long term, there are several other studies to be developed, the following
list presents the main ones:
• Comparison with other modes of transportation: we will compare our results to sim-
ilar studies that have focused on usage, and behavior analysis of other modes of
transportation. With this, it will be possible to understand the particular character-
istics of how people use electric bikes in order to be able to extrapolate our results
to other applications, in particular, electric vehicles usage.
• Carbon footprint of electric bicycles: using the trip detection algorithm, one fur-
ther analysis is to develop criteria to identify leisure, and health related trips from
commuting trips. With this information, we will be able to identify the carbon foot-
print generated by the bikes when they are used as a replacement to other modes of
transportation for commuting.
• Range prediction: using the trips detected and combining it with information from
additional sensors, we will develop models to accurately estimate the range of distance
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that can be covered using the remaining energy left in the battery. These results
can be used as feedback for e-bike users in order to help them reduce the energy
consumption of their batteries during trips.
Finally, similar analysis will be performed once more data is collected in order to confirm
the results presented in this thesis. Additionally, we are expecting to increase the size of
our fleet of electric bikes in order to have a sample that represents the population in a
better way. Hence the present work will be used as a point of reference for comparison,
and it will help to study the evolution of the behavior of participants over the life of this
project.
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