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Resumen
La gran cantidad de datos que se producen hoy
en d´ıa hace que la recuperacio´n eficiente de la
informacio´n sea un problema fundamental en la
ciencia de la computacio´n. La paralelizacio´n de
los algoritmos de bu´squeda, disen˜ados original-
mente para ambientes de ejecucio´n secuencial es
una manera natural de lograr la velocidad que se
necesita. Un algoritmo de este tipo es el D-Index:
emplea una te´cnica de bu´queda por similitud ba-
sado en la agrupacio´n de datos similares, siendo
introducido en el 2003.
El objetivo de este proyecto, que reu´ne a inves-
tigadores de la Universidad de San Luis (UNSL),
Argentina, y la Universidade Federal de Minas
Gerais (UFMG), Brasil, es la implementacio´n de
la primera versio´n paralela del D-Index. Actual-
mente estamos experimentando con varios enfo-
ques diferentes para conseguir paralelismo. Ca-
da enfoque difiere de los otros en la manera de
dividir los datos entre los elementos de proce-
samiento distribuido, y co´mo enviar consultas a
estos elementos. Implementamos estos enfoques
sobre dos modelos diferentes de ejecucio´n en pa-
ralelo: Bulk Synchronous Parallel (BSP) y f ilter-
stream.
Los experimentos preliminares muestran que
cada esquema de paralelizacio´n ofrece speedup
casi lineal sobre el nu´mero de procesadores.
Palabras clave: D-Index, Modelo BSP, filter-
stream.
1. Contexto
La l´ınea de investigacio´n descripta en este tra-
bajo se encuentra enmarcada en el contexto del
proyecto: “Ingenier´ıa del Software: Conceptos,
Me´todos, Te´cnicas y Herramientas en un Con-
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texto de Ingenier´ıa de Software en Evolucio´n” de
la Universidad Nacional de San Luis. Dicho pro-
yecto, es reconocido por el programa de incenti-
vos y es la continuacio´n de diferentes proyectos
de investigacio´n de gran e´xito a nivel nacional
e internacional. Adema´s se forma parte del pro-
yecto de co-tutela entre la Universidad Nacio-
nal de San Luis - Argentina y la Universidade
Federal de Minas Gerais, Belo Horizonte - Bra-
sil. Este proyecto denominado CAFP-BA 004/08
fue aprobado por la Secretar´ıa de Pol´ıticas Uni-
versitarias (SPU) dependiente del Ministerio de
Ciencia, Tecnolog´ıa e Innovacio´n Productiva de
la Nacio´n (MinCyT) [1]. Ambos entes soportan
econo´micamente la realizacio´n de diferentes mi-
siones de investigacio´n desde Argentina a Brasil
y viceversa.
2. Introduccio´n
Hoy en d´ıa las colecciones de datos han inclui-
do la capacidad de almacenar nuevos tipos de
datos, tales como ima´genes, videos, documentos
entre otros objetos multimedia. Sin embargo, es
muy complicado, y hasta imposible estructurar
un video, una huella dactilar, etc. en campos de
un registro haciendo que los me´todos tradiciona-
les de bu´squeda exacta ya no sean suficientes. Es
necesario contar con nuevas formas de bu´squeda
sobre estos tipos de datos no estructurados.
En los u´ltimos an˜os se ha producido un im-
portante avance en la investigacio´n de me´todos
que permitan resolver bu´squedas por similitud,
las que consisten en buscar aquellos objetos en
una coleccio´n de datos que sean similares a un
objeto de consulta dado, satisfaciendo a la ne-
cesidad de una respuesta ra´pida y adecuada, lo-
grando la aparicio´n de nuevos ı´ndices que inclu-
yen estos aspectos.
El modelo de los Espacios Me´tricos [2] pro-
vee un marco formal dentro del cual se pueden
estudiar dichos me´todos. Sea D un universo de
objetos, y d una funcio´n de distancia total de-
finida como d : D × D ￿→ R+. Si la funcio´n d
cumple con las propiedades:
1. (∀x, y ∈ D), d(x, x) = 0 ∧ x ￿= y ⇔ d(x, y) > 0
2. (∀x, y ∈ D), d(x, y) = d(y, x)
3. (∀x, y, z ∈ D), d(x, z) ≤ d(x, y) + d(y, z)
el par M = (D, d) define un espacio me´trico.
Partiendo de la nocio´n de distancia, definimos
las consultas t´ıpicas como sigue. Sea S ⊆ D:
Bu´squeda por Rango: recupera todos los
objetos S a distancia r de un objeto q dado.
Bu´squeda de K vecinos ma´s cercanos:
dado q, recupera los k objetos ma´s cercanos
a q de S.
Los ı´ndices para los espacios me´tricos se
pueden clasificar en te´cnicas basadas en pivo-
tes [3] o basadas en clustering [3]. Donde exis-
ten me´todos efectivos para buscar sobre espacios
D-dimensionales, tales como R-Trees [4], Kd-
Trees [5], X-Trees [6], etc. Sin embargo, para 20
dimensiones o ma´s estos ı´ndices dejan de funcio-
nar correctamente.
Definido por Vlastislav Dohnal [7], el D-
Index [8] es un ı´ndice de bu´squeda por similitud
que es capaz de reducir tanto el costo de I/O
como el de CPU [9]. Combina una innovadora
te´cnica de clustering con estimacio´n de distan-
cias basadas en pivotes para acelerar la ejecu-
cio´n de las consultas por similitud, para grandes
colecciones de datos con objetos almacenados en
memoria secundaria. Este ı´ndice crea una estruc-
tura de almacenamiento de mu´ltiples niveles, uti-
lizando en cada nivel una funcio´n denominada
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ρ-split [10] para separar los objetos en diferen-
tes particiones. Cada nivel se divide en buckets
y uno de estos buckets, denominado bucket de
exclusio´n almacena los objetos que no pertene-
cen a ninguno de los buckets del nivel que esta
siendo analizado.
La resolucio´n de consultas sobre este tipo de
ı´ndices tiende a ser muy costosa debido a la difi-
cultad que implica la ejecucio´n de la funcio´n de
similitud, la cual depende del tipo de dato utili-
zado. Adema´s, existen un gran nu´mero de apli-
caciones que reciben grandes lotes de consultas
a resolver por unidad de tiempo donde construir
ı´ndices, en muchos casos, no es suficiente.
Por otro lado, la diversidad de modelos de
computacio´n paralela que han surgido en los
an˜os 80 y las numerosas investigaciones han de-
jado en evidencia que estos modelos no son los
suficientemente generales como para ser modelos
de referencia. Cada modelo se ajusta con dema-
siada precisio´n a una arquitectura espec´ıfica con-
siderada. Hoy en d´ıa, el nu´mero de modelos y len-
guajes de computacio´n paralela excede la canti-
dad de arquitecturas diferentes, pero la mayor´ıa
son inadecuadas porque es dif´ıcil obtener porta-
bilidad, performance o ambas. Estas dificultades
trazan nuestro objetivo de investigacio´n.
Nos centramos en estudiar el modelo BSP, pro-
puesto en los an˜os 90 por Leslie Valiant [11]. BSP
tiene com principal objetivo permitir el desarro-
llo de software escalable e independiente de la ar-
quitectura y proveer un entorno de trabajo sim-
ple y pra´ctico para computaciones paralelas de
propo´sito general. Las caracter´ısticas claves de
BSP son el tratamiento del medio de comunica-
cio´n como una red abstracta totalmente conec-
tada y un modelo de costo de la comunicacio´n y
sincronizacio´n independiente y expl´ıcito.
En adicio´n al modelo BSP, en este proyecto
tambie´n estamos experimentando con el modelo
filter-stream. Este modelo de paralelizacio´n tie-
ne sus or´ıgenes en trabajos como procesadores
de flujo de datos de Duane Adam [12], y lengua-
jes de programacio´n orientado al fluxo, tal como
Lucid [13]. Desde esas ideas pioneras, el mode-
lo de programacio´n filter-stream ha evolucionado
sustancialmente.
Hoy en d´ıa, el flujo de procesamiento del hard-
ware y los lenguajes son parte de la caja de he-
rramientas de las compan˜ias como IBM [14] y
SPI [15]. La caracter´ıstica principal del modelo
de filter-stream es la separacio´n entre el procesa-
miento de datos y la comunicacio´n de datos en
una forma modular. Los datos son agrupados en
flujos, y luego procesados en un ambiente de eje-
cucio´n de los filtros que ellos procesaran. En este
proyecto se utiliza el marco de trabajo Westers-
hed [16], desarrollado en la UFMG, con el objeti-
vo de facilitar la implementacio´n del filter-stream
para aplicaciones orientadas.
3. L´ıneas de investigacio´n y
desarrollo
Este proyecto tiene como objetivo principal re-
ducir los costos de bu´squeda en colecciones or-
ganizadas sobre los espacios me´tricos. Con tal
propo´sito, estamos trabajando en la paraleliza-
cio´n del D-Index en un ambiente de computacio´n
distribuida en donde se aplican dos modelos de
computacio´n paralela.
Nuestro estudio, para el disen˜o y construccio´n
de nuestros algoritmos se planificaron en base a:
Un balance de carga adecuado con la finali-
dad de que ningu´n procesador quede ocioso.
Una distribucio´n uniforme de la coleccio´n
de datos, esto asegura un mejor balance de
carga.
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Reducir el nu´mero de iteraciones (o super-
pasos) esto permite reducir el nu´mero de
sincronizaciones por barrera.
La implementacio´n paralela del D-Index se
realizo´ con tres enfoques diferentes.
Enfoque Trivial: utilizada como punto de re-
ferencia para las comparaciones, consiste en
la simple replica de la colecio´n completa en
cada nodo del clu´ster.
Enfoque Global: divide al D-Index por nivel
entre los nodos.
Enfoque Local: no so´lo divide los datos, sino
tambie´n sus ı´ndices entre todos los nodos.
Para el ana´lisis experimental se utilizan dife-
rentes colecciones de datos que var´ıan en tipos de
objetos, cantidad de objetos, dimensio´n, funcio´n
de distancia, etc.
4. Resultados
Durante este proyecto, esperamos (a) obtener
una mejora sustancial en la perfomance del sis-
tema basados en tres enfoques. (b) realizar un
estudio comparativo de los modelos de compu-
tacio´n paralela propuestos.
5. Formacio´n de Recursos Hu-
manos
Los trabajos elaborados en la presente l´ınea
de investigacio´n forman parte del desarrollo de
tesis para optar a los grados de Magister en Inge-
nier´ıa del Software (UNSL) y Mestre em Cieˆncia
da Computac¸a˜o (UFMG). Es importante men-
cionar que tanto el equipo de la Argentina como
el de Brasil se encuentran dedicados a la captura
de alumnos de grado y posgrado para la reali-
zacio´n de estudios de investigacio´n relacionados
con las tema´ticas presentadas en este trabajo.
Dichos estudios pretenden fortalecer la relacio´n
entre UNSL y la UFMG.
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