For linear time-invariant (LTI) systems, the design of an optimal controller is a commonly encountered problem in many applications. Among all the optimization approaches available, the linear quadratic regulator (LQR) methodology certainly garners much attention and interest. As is well-known, standard numerical tools in linear algebra are readily available which enable the determination of the optimal static LQR feedback gain matrix when all the system state variables are measurable. However, in various certain scenarios where some of the system state variables are not measurable, and consequent prescribed structural constraints on the controller structure arise, the optimization problem can become intractable due to the non-convexity characteristics that can then be present. In such cases, there have been some first-order methods proposed to cater to these problems, but all of these first-order optimization methods, if at all successful, are limited to only linear convergence. To speed up the convergence, a second-order approach in the matrix space is essential, with appropriate methodology to solve the linear equality constrained static output feedback (SOF) problem with a suitably defined linear quadratic cost function. Thus along this line, in this work, an efficient method is proposed in the matrix space to calculate the Hessian matrix by solving several Lyapunov equations. Then a new optimization technique is applied to deal with the indefiniteness of the Hessian matrix. Subsequently, Z. Cheng and T. H. Lee are with the NUS Graduate IEEE TRANSACTIONS ON AUTOMATIC CONTROL 2 through Newton's method with linear equality constraints, a second-order optimization algorithm is developed to effectively solve the constrained SOF LQR problem. Finally, two numerical examples are described which demonstrate the applicability and effectiveness of the proposed method.
I. INTRODUCTION
Optimal control methodology has certainly caught notable attention both in applications, and also in research and development efforts, over the many recent past years [1] , [2] . During this time too, there has been sustained technological advancement which has facilitated and enabled the application of optimal control in quite a number of theoretical and practical problems [3] , [4] . Among all the optimization approaches available, the linear quadratic regulator (LQR) methodology certainly garners much attention and interest [5] - [7] . In LQR problems, as is wellknown, the cost function is defined to be a linear quadratic cost function in terms of the state variables and the control inputs; and the methodology is effective and straightforwardly applicable when the dynamic system to be controlled can be modeled as linear and time-invariant. Here too, it needs to be noted that the LQR methodology requires the availability of full state feedback as a prerequisite. However, in rather many practical applications, it can be a typical case that some of the system state variables are not measurable, nor available for feedback purposes; and such a situation can happen arising possibly from real-world constraints of feasibility, complexity, and reconfigurability. For these cases, it is commonly the situation that the Kalman filter is used to estimate the unavailable system state variables, and this is an important extension of the LQR concept to systems with Gaussian additive noise [8] . This LQG control methodology (as it is labeled) involves coupling the LQR with the Kalman filter using the separation principle; which, as an evident consequence, increases the complexity of the controller structure. The methodology, although certainly very useful in many situations, nevertheless suffers from the key constraint that when the system disturbances and noise cannot be suitably characterized by the normal distribution, the Kalman filter then cannot really be applied successfully. Often-times in these situations, compared to the controller structure with the Kalman filter, an output feedback controller is more straightforward and can be applied more effectively to a much more extensive range of applications.
When some of the system state variables are not measurable, certainly the alternate approach of a static output feedback (SOF) controller can be utilized to satisfy the prescribed system performance requirements. With this approach, the optimal control problem can thus be formulated as the SOF LQR problem. The necessary and sufficient conditions for finding a stable solution for the SOF LQR problem are discussed in [9] , and an iterative solution is obtained by solving the associated Lyapunov equations. Notably there, the controller gain resulting from the Lyapunov equations solution is a full matrix without any prescribed structural constraints.
However, as indicated earlier, structural constraints in the controller gain can arise in certain scenarios; such as those, say, in decentralized control and sparse control problems. For these problems, it is then not straightforward to derive an optimal solution [10] . The evident reason here is that finding an optimal solution to the SOF problem is a Bilinear Matrix Inequality (BMI) optimization problem, which is generally non-convex [11] . Moreover, it has been shown in [12] that the SOF stabilization problem is an NP-hard problem; and unless it can be proved P = N P , there is no polynomial-time algorithm to solve this problem. In the existing literature then, most of the algorithms for finding a stable solution to the non-convex SOF problem are based on the Lyapunov equation approach, such as the D-K iteration optimization technique [13] , [14] , the min-max iteration technique [15] , [16] , and the projection algorithm [17] . Also, a cone complementarity linearization algorithm proposed by [18] interestingly introduces an efficient technique for finding a stable controller gain matrix with certain specifications.
To cater to the situation with structural constraints, substantial work actually has been conducted in the core area of gradient projection. In [19] , a first-order gradient projection method is implemented to enhance the linear quadratic performance; and which also considers the linear equality constraints such that the method can be used to solve decentralized control and sparse control problems. In [20] , generalized benders decomposition (GBD) and gradient projection are combined and utilized to solve a constrained linear quadratic problem on the condition that the closed-loop system is stable and a box constraint on the controller gain matrix is satisfied.
However, all these existing algorithms utilize essentially the first-order method; and thus the rate of convergence is limited. Here notably although not an unknown matter, yet due to the high complexity of calculating the Hessian matrix and the indefiniteness of the Hessian matrix, the more promising second-order methods are rarely used in developing effective solutions to these non-convex optimal control problems. To the best of our knowledge, in available known developments, approaches have been formulated where the Hessian matrix can only be calculated in terms of the entire controller gain matrix instead of separately element-wise [21] - [23] . Here when the controller gain matrix is sparse, or the dimension of the controller gain matrix is much less than the dimension of the system state, the computational complexity of the Hessian matrix is then very high.
With all of the above descriptions as a back-drop, in this work here, we thus aim to develop a second-order optimization approach to solve the SOF LQR problem effectively. An efficient method is proposed in the matrix space to calculate the Hessian matrix by solving several associated Lyapunov equations. Then a new optimization technique is applied to deal with the indefiniteness of the Hessian matrix. After that, through the constrained Newton's method, a second-order optimization method is developed to solve the specified constrained SOF LQR problem. It is perhaps also worth mentioning and notable that the resulting proposed approach here is actually suitably generally applicable quite extensively to many various classes of commonly encountered optimal control problems, including the controller synthesis problem with prescribed sparsity pattern; the decentralized control problem; and certainly even the controller optimization problem without structural constraints.
The paper here is organized thus as follows: In Section II, the constrained SOF LQR problem is elaborated; and then the first-order method with gradient projection is also introduced on how this is used to solve the linear equality constrained optimization problem. In Section III, we present and develop our second-order optimization method where, firstly, the Hessian matrix is derived with detailed discussions on dealing with the indefiniteness of the Hessian matrix.
After that, the linear equality constrained Newton's method is given to solve the formulated optimization problem. In Section IV, we consider the performance and effectiveness of our proposed methodology on suitable illustrative examples, and the results here can certainly be seen to validate applicability and effectiveness of the proposed method. Section V then concludes the paper with salient pertinent points.
II. PRELIMINARIES
The following notations are used in the remaining text. R m×n (R n ) denotes the real matrix with m rows and n columns (n dimensional real column vector). S n ++ (S n + ) denotes the n dimensional positive definite (positive semi-definite) real symmetric matrix. The symbol A 0 (A 0) means that the matrix A is positive definite (positive semi-definite). A T (x T ) denotes the transpose of the matrix A (vector x). J ij denotes the single-entry matrix with a single entry 1 located at the ith row and jth column, and the other entries are zero. I represents the identity matrix with appropriate dimensions. The operator Tr(·) denotes the trace of a matrix. The operator ·, · denotes the Frobenius inner product, i.e., A, B = Tr A T B for A, B ∈ R m×n . The norm operator based on the inner product operator is defined by
The operator ⊗ denotes the kronecker product. The operator vec(·) denotes the vectorization operator that expands a matrix by columns into a column vector. The operator det(·) denotes the determinant of a square matrix.
. . . ; A n ]) denotes the block matrix organized by rows (columns). E(·) means the expectation. The operator λ(·) represents the eigenvalues of a matrix, and Re(·) returns the real part of a complex number.
A. Problem Statement
A linear time-invariant (LTI) system with an SOF controller can be expressed aṡ
where x(t) ∈ R n is the state vector, u(t) ∈ R m is the control input vector, z(t) ∈ R p is the performance output vector used for specifying the system performance, y(t) ∈ R q is the measured output vector for the controller, A ∈ R n×n is the state matrix, B ∈ R n×m is the input matrix, C 1 ∈ R p×n and D 1 ∈ R p×m are the output matrix and the direct output matrix for specifying the system performance, C ∈ R q×n is the output matrix for the controller, and K ∈ R m×q is the SOF controller gain matrix.
For an SOF linear quadratic optimization problem with respect to (1), the cost function in the infinite horizon is defined as
where Q ∈ S p + is a weighting matrix for the performance output vector z(t). For simplicity, we define Q = C T 1 QC 1 and R = D T 1 QD 1 as the usual practice. Notably, Q ∈ S n is positive semi-definite, and R ∈ S m is positive definite. Then the cost function can be converted to
where Λ c (t) = e (A+BKC)t , and x 0 ∈ R n denotes the initial state vector of the system. The following matrices are used in the remaining text for the sake of brevity,
Then the cost function can be expressed by
Define the set of the stable controller gains by
Then for each K ∈ K s , there exists a P ∈ S n ++ such that
Define the generalized Lyapunov operator L : R n×n → R n×n given by P → A T c P +P A c , where A c is defined in (4a). To derive the important properties of the generalized Lyapunov operator, the following lemma for the Lyapunov operator, which is a special case of the generalized Lyapunov operator with both of the domain and co-domain restricted to S n , is introduced. Lemma 1. For the LTI system (1) and K ∈ K s , there exists a unique solution P ∈ S n ++ to the equation
with A c and Q c defined in (4a) and (4b).
Proof. From (7), it follows that
where I ⊗ A T c + A T c ⊗ I is a parameter matrix with a dimensions of n 2 × n 2 . There exists a unique solution to (8) if and only if the parameter matrix is full rank, i.e., det I ⊗ A T c + A T c ⊗ I = 0. The eigenvalues of the parameter matrix can be listed as
where λ i is the ith eigenvalue of the matrix A c . Then det I ⊗ A T c + A T c ⊗ I = 0 if and only if A c and −A c have no common eigenvalues. If K ∈ K s , then max{Re(λ(A c ))} < 0, which is sufficient to the condition. This completes the proof of Lemma 1.
If there is no constraint on the LQR problem, and all system state variables can be measured, then the optimal static state feedback gain can be directly obtained by solving the Algebra Riccati Equation (ARE). However, in some real-world applications, it is impossible to measure all of the system state variables. Moreover, some constraints on the controller structure must be considered. In these cases, the optimal controller gain matrix to the linear quadratic static state feedback problem cannot be directly obtained. In this work, we assume linear equality constraints are imposed on the controller structure, and we denote the controller parameters satisfying the desired linear equality constraints by
Considering the scenarios with multiple linear equality constraints, we denote the linear equality constraints on the controller structure by
where A
m N are constraint matrices given by the optimization problem, m i for all i = 1, 2, . . . , N in the subscript represents the number of constraint matrices in one equality for the ith equality constraint, and N is the total number of the equality constraints.
Then the constrained SOF problem can be summarized as
The basic requirement for the controller design is the closed-loop stability. For a minimumphase SISO system with a relative degree of less than one, the necessary and sufficient conditions for the stability can be given by graphical methods [24] . It can be easily shown that the closedloop system can be stabilized by choosing a large enough controller gain by using the root-locus method. However, when we look for the optimal solution for an SOF problem of a multi-inputmulti-output (MIMO) system, the proof of the stability is still an open question. Even in some cases, it is not easy to determine whether there exists a stable SOF controller for the system.
Moreover, we assume that a stable initial controller gain matrix always exists for the system to be controlled and can be found by using some existing algorithms such as the D-K iteration technique.
B. First-Order Method with Gradient Projection
When the gradient projection method is applied to solve the constrained SOF problem, the problem can be divided into two sub-problems. Firstly, the gradient of the cost function with respect to the controller gain matrix without any constraint is obtained. Secondly, the unconstrained gradient is projected onto the linear equality constraints of the controller structure.
By solving the two sub-problems in each iteration, we can obtain the descent direction of the linear quadratic cost function that preserves the linear equality constraints in the controller gain matrix.
To solve the first sub-problem, Property 1 and Property 2 are presented firstly. Subsequently, Theorem 1 is introduced. Proof. From the definition, it is straightforward to show that the generalized Lyapunov operator L is linear and bounded. Then we prove that the generalized Lyapunov operator is invertible.
Notice that the generalized Lyapunov operator L has the following property,
which can be easily shown by Lemma 1. Since a linear operator L is invertible if and only if LP = 0 for all P ∈ R n×n implies P = 0. This completes the proof of the invertibility of the generalized Lyapunov operator. It is straightforward to show that the inverse of the generalized Lyapunov operator is bounded by bounded inverse theorem [25] . This completes the proof of Property 1.
Property 2. The generalized Lyapunov operator L has the following property,
where L * is the adjoint operator of the linear operator L which can be expressed as
for all Γ ∈ R n×n .
for all P, Γ ∈ R n×n .
It is straightforward to show that the adjoint operator of the generalized Lyapunov operator L * is also bounded. Then it remains to prove that if the bounded generalized Lyapunov operator L has a bounded inverse, the adjoint operator of the generalized Lyapunov operator L * is invertible
By the definition of the adjoint operator LP, Γ = P, L * Γ , we notice
which means L * (L −1 ) * = I. The proof of Property 2 is completed.
Theorem 1. For the LTI system (1) with the cost function (3), the gradient of the cost function with respect to the controller gain matrix is given by
where P g ∈ S n + and Γ ∈ S n + can be obtained by solving the following two Lyapunov equations,
. Equation (18a) can be derived by the definition of the linear operator L. By Property 1, we have
Define the partial differential operator ∂ k = ∂/∂k and the linear operator L k : R n×n → R n×n
By the continuity and linearity of the trace operator, we have
It can be easily proved that
and then the partial derivative of P g can be expressed by
Then we can denote the partial derivative of the cost function J by
Define a new matrix Γ ∈ R n×n such that L * Γ = −X 0 . Then we have
Thus, it is trivial to denote the above equation in the matrix form as shown in (17), where Γ and P g can be obtained by directly solving the two Lyapunov equations (18a) and (18b). This completes the proof of Theorem 1.
After the gradient of the cost function with respect to the controller gain matrix is obtained, we consider the linear equality constraints for the desired controller structure. We hope that the gradient of the cost function with respect to the controller gain matrix with constraints is as close as possible to the gradient without constraint, which can be formulated as an optimization problem, where
where G is the gradient with the linear equality constraints taken into consideration.
The dual problem of problem (25) can be expressed as
where Λ i is the dual variable with appropriate dimensions corresponding to the ith equality constraint.
When the dual problem (26) is solved, the solution to the primal problem (25) can be easily obtained. The following theorem is introduced.
In terms of the cost function defined in (3) and the linear equality constraints for the controller structure defined in (10), the optimal gradient of the cost function G * with respect to the controller gain matrix with linear equality constraints for the controller structure is given by
Proof. By the KKT optimality conditions, the necessary conditions can be expressed as
For the first part of (28a), the following result is derived,
For the second part of (28a), the following result can be achieved,
From (28a), (29) and (30), it is easy to derive (27) . Then we complete the proof of Theorem 2.
By (28b), the dual variable Λ i for the optimization problem can be calculated. Intuitively, this technique can be considered as a method by projecting a known gradient to the linear equality constraints. In most of the optimization problems, this method can work very well except for the slow convergence. One of the reasons is the linear rate of convergence for most of the first-order optimization methods. Another reason is that the projection operation causes the loss of the gradient information. Therefore, in the next section, we propose the second-order optimization method.
III. SECOND-ORDER OPTIMIZATION METHOD

A. Derivation of the Hessian Matrix
On the basis of Theorem 1, Theorem 3 is introduced to calculate the Hessian matrix of the cost function with respect to the controller gain matrix.
Theorem 3. For the LTI system (1), the Hessian matrix of the cost function (3) with respect to the controller gain matrix can be expressed element-wisely by December 11, 2019 DRAFT where k ij denotes the entry in the ith row and jth column of the gradient matrix, and a set of Lyapunov equations are defined as follows,
Proof. By Theorem 1, denote the gradient of the cost function in terms of the single element of the controller gain matrix in the inner product form, and then we have
Then the Hessian matrix of the cost function can be expressed in the scalar form,
Then it can be easily proved that
Then we have
Since we have
the Hessian matrix is given by
Note that L * kmn Γ = Γ ∂ kmn A T c + (∂ kmn A c ) Γ = Γ (BJ mn C) T + (BJ mn C) Γ. Then the Hessian matrix can be expressed as
From (32a)−(32c), it follows that
Then the Hessian matrix in the trace form is expressed as
By the continuity and linearity of the trace operator, the Hessian matrix can be expressed as (31). This completes the proof of Theorem 3.
B. Indefiniteness of the Hessian Matrix
The indefiniteness of the Hessian matrix is a pervasive problem existing in the non-convex optimization problems. The algorithms on the second-order optimization for the nonlinear optimization problems have been widely studied. Intuitively, finding a locally optimal point for the non-convex problem should be as simple as finding a globally optimal point for the nonconvex problem, but in practice, the fact is that many more steps are required to achieve the locally optimal point. This is because of the pervasively existing saddle points in the non-convex problems. It has been shown that for the non-convex optimization problems, it is the saddle points that impede the optimization procedures [26] . Therefore, how to evade the saddle points becomes a critical problem.
An intuitive solution to evade the saddle point is to rescale the gradient vector by the inverse of the absolute value of the corresponding eigenvalue, i.e., rescale (dJ/dK) i by 1/|λ i |, where λ i is the ith eigenvalue of the Hessian matrix [26] . Adding an identity matrix to the indefinite Hessian matrix such that the matrix (αI + H) is positive definite [21] and using the absolute value of the Hessian matrix [27] are also commonly used in the existing literature. However, there is no theoretical support for such techniques so far and even no intuitive explanation. Even though many algorithms have been proposed, how to evade the saddle point when the secondorder methods are used for the non-convex optimization problems is still an open question. In this paper, the positive definite truncated (PT)-inverse method proposed by [28] is utilized. Since the PT-inverse can guarantee that the Hessian matrix is positive definite, the iteration steps are in the proper descent direction. The sub-optimal point can be definitely achieved alongside this direction.
C. Equality Constrained Newton's Method
Since the controller gain matrix K ∈ R m×q is not in a vector form, the Hessian matrix of the cost function cannot be denoted explicitly. By expanding the controller gain matrix into the vector form, we can do the optimization in terms of the vector form controller gain. After that, the controller gain can be easily converted to the matrix form for further implementation.
From Theorem 4, it shows that the linear equality constraints can be expressed explicitly in the vector form. 
Proof. By doing the vectorization in both sides to the constraints expressed in the matrix form as shown in (10), we can derive
where j denotes the jth linear equality constraint. Then Theorem 4 can be easily proved if all the equations are denoted in a block matrix form.
For the linear equality constrained Newton's method, we need to ensure that the point after each iteration must stay in the feasible region, i.e.,Āvec(K + ∆K) =C. Therefore, if the stability constraint condition is ignored temporarily, we have the following optimization problem at a
subject toĀ (vec(K s ) + vec(∆K)) =C,
By using the analytical solution to the linear quadratic optimization problem, we can denote (44) in the matrix form,
where w is the dual variable vector with the appropriate dimension for the linear quadratic optimization problem, G v ∈ R mq and H v ∈ R mq×mq are given as
Then in each iteration, we can derive the Newton step vec(∆K) by solving (45).
However, since this problem is non-convex, the indefiniteness of the Hessian matrix must be considered. Integrated with the PT-inverse method, the Newton step vec(∆K) is given by solving the following matrix equation,
where H v, is the PT-matrix for the Hessian matrix H v . To calculate the PT-matrix, we use the singular value decomposition (SVD). Denote H v = M ΛM T , where M ∈ R n×n is a unitary matrix, and Λ ∈ S n is a diagonal matrix. Define the positive definite truncated eigenvalue matrix Λ with the parameter as
The PT-matrix of the Hessian matrix H v with the parameter , which is denoted by H v, , is given
From [27] , we can guarantee that each step vec(∆K) is a descent step. Since the cost function value of an unstable system is infinite, the stability of the system can be guaranteed if the cost function value belongs to a decreasing sequence as long as the initial gain stabilizes the closedloop system. Algorithm 1 is introduced to summarize the modified backtracking linear search used in this paper. Then the linear equality constrained second-order non-convex optimization algorithm is summarized in Algorithm 2.
Remark 1. P g must be positive definite to ensure the stability of the system. This can be easily seen from the Lyapunov stability theorem of the linear system. Therefore, for each step, the positive definiteness of the P g matrix must be guaranteed in the backtracking line search algorithm.
Remark 2. The optimization method proposed by this paper can be applied to the linear equality constrained SOF optimization problem as well as the unconstrained SOF optimization. For the unconstrained SOF problem, Newton's method can be applied to find the descent step. For both the constrained and unconstrained cases, super-linear convergence can be achieved due to the second-order optimization algorithm.
Algorithm 1 Backtracking line search with guaranteed stability
Input: Current controller gain matrix K, descent direction ∆K, gradient dJ/dK, and backtracking parameters α ∈ (0, 0.5), β ∈ (0, 1)
Output: Controller gain matrix after iteration K Initialization t = 1:
1: while true do 2:
Compute P g ∈ R n×n for J(K + t∆K) Compute the gradient vector of the cost function G v by (17) Conduct the line search using Algorithm 1 to find the controller gain matrix K for the next iteration 10: end while 11: return K * = K
IV. NUMERICAL EXAMPLES
In this section, two appropriate examples are worked through to demonstrate the effectiveness and applicability of the proposed second-order optimization method here. The first example, which is a benchmark problem introduced in [29] , is to design an SOF controller for a given fourth-order system without any constraints. The second example is to design a linear equality constrained SOF controller for a third-order decentralized system. Both the first-order optimization algorithm with the gradient projection method and the proposed second-order optimization algorithm here are applied to solve the SOF problem. Comparative results are given to demonstrate the performance of both methods. Both of the SOF problems in the given examples are solved on a computer with 16G RAM and a 2.2GHz i7-8750H processor (6 cores), and the optimization algorithm is implemented and executed on MATLAB R2019b (essentially a rather commonly available engineering development/computation environment presently).
Example 1. The fourth-order system for an aircraft system is given bẏ 
An optimal controller, which is denoted by
is designed to minimize the cost function as given by
where the weighting parameters are chosen as Q = I, R = I for demonstrative purposes. The system initial state matrix is chosen as a random vector with E x 0 x T 0 = I.
The initial controller gain matrix is chosen as
with which the closed-loop system is stable. The stopping criterion is chosen as ε = 1 × 10 −9 . For both of the first-order optimization method and the second-order optimization method, Algorithm 1 is used to choose the suitable step size. The parameters for the backtracking line search are chosen as α = 0.2 and β = 0.1. The parameter for the PT-matrix, which will be used in the second-order optimization method, is chosen as = 1 × 10 −9 . Fig. 1 shows that the norm of the gradient of the cost function with respect to the controller gain matrix with the first-order optimization method. It can be seen that the norm has a decreasing trend after iterations with the first-order optimization method. Since it takes too many iterations to satisfy the stopping criterion, and the tendency for the curve of the norm of the gradient is much more clear with less data point, a relaxed stopping criterion ε = 1 × 10 −5 is chosen for the first-order method. It takes 624 iterations to achieve the sub-optimal point with the norm of the gradient vec(∆K * ) = 9.5772 × 10 −6 . If the number of backtracking line search iterations is also taken into consideration, it takes in total 1696 iterations to reach the sub-optimal point with the defined stopping criterion. It can be seen that except for the very beginning iterations, the rate of convergence is linear in most of the iterations. method in this example is J(K * ) = 159.0686. It takes 154.4332 seconds to reach this suboptimal point. It can be seen from the figure that except for the very beginning iterations, the rate of convergence for the distance E is almost linear in most of the iterations. The sub-optimal parameter matrix given by the first-order method is Fig. 3 shows that the norm of the gradient of the cost function with respect to the controller gain matrix with the proposed second-order optimization method. It can be seen that the norm decreases after each iteration with the second-order optimization method. Compared with the first-order optimization method, the second-order optimization method shows significantly higher convergence. It only takes 23 iterations to achieve the sub-optimal point with the norm of the gradient vec(∆K * ) = 1.7571 × 10 −13 . If we consider the number of backtracking line search, it totally takes 24 iterations to reach the sub-optimal point with this norm. Therefore, in this example, the backtracking line search can reach a satisfying point almost in each iteration, which means the second-order optimization method can save much computational effort for finding the step size. This is because the second-order method uses the quadratic approximation instead of the affine approximation of the target cost function. The step size can be roughly calculated with the second-order optimization method, but the step size can only be chosen by the line search method in the first-order optimization method. Fig. 4 shows the the distance E during iterations with the proposed second-order optimization method. It shows that the distance E decreases after each iteration with the second-order optimization method. The reachable sub-optimal point with the second-order optimization method in this example is J(K * ) = 159.0686. It only takes 3.0150 seconds to reach this sub-optimal point. We can see that when the parameters approach closely to the sub-optimal point, this method can achieve second-order convergence, which means that the parameters can converge much faster than the first-order method. The sub-optimal parameter matrix given by the secondorder method is 
Example 2. Here next, a third-order system is considered with the following structure,
where
A decentralized optimal controller, which is denoted by
where the weighting parameters are chosen as Q = I, R = I for demonstrative purposes.
The decentralized linear equality constraints are denoted as
By using (42), we haveĀ 
In this example, the stopping criterion is chosen as ε = 1 × 10 −9 and the initial system state vector is chosen as a random vector with E x 0 x T 0 = I. For both of the first-order optimization method and the second-order optimization method, the backtracking line search method with stability guaranteed is used. The parameters for the backtracking line search are chosen as α = 0.2 and β = 0.1. The parameter for the PT-matrix, which will be used in the second-order optimization method, is chosen as = 1 × 10 −6 . The initial controller gain matrix is chosen as
which stabilizes the closed-loop system. Fig. 5 shows the norm of the gradient of the cost function with respect to the controller gain matrix during iterations with the first-order optimization method. It can be seen that the first-order optimization method with the gradient projection method takes 118 iterations (totally 209 iterations with the backtracking line search iterations taken into consideration) to satisfy the stopping criterion. It takes 16.9911 seconds to reach the sub-optimal point. The cost function value with respect to the initial controller gain matrix is 22.2010, and after 118 iterations, the value of the cost function decreases to 12.8281. It is rather obvious to see that the rate of convergence is linear in most of the iterations. Fig. 6 shows the norm of the gradient of the cost function with respect to the controller gain matrix during iterations with the second-order optimization method. It shows that the secondorder optimization method with the equality constrained Newton's method only needs 8 iterations (totally 8 iterations with the backtracking line search iterations taken into consideration) to satisfy the stopping criterion. It takes 1.5021 seconds to reach the sub-optimal point. The cost function value with respect to the initial controller gain matrix is 22.2010, and after 8 iterations, the value of the cost function decreases to 12.8281. Compared with the first-order method, the secondorder method can achieve a much higher rate of convergence. The sub-optimal parameter matrices given by both of the methods are the same, which is
V. CONCLUSION
In this paper, a second-order non-convex optimization method is introduced and proposed to solve the constrained fixed-structure SOF problem. Firstly, an efficient method in the matrix space is proposed to derive the Hessian matrix of the cost function with respect to the controller gain matrix. Secondly, the PT-inverse method is utilized to cater to the indefiniteness of the Hessian matrix. Thirdly, the equality constrained Newton's method is proposed to solve the controller optimization problem with the structural constraints. Finally, two illustrative examples are given to verify the applicability and effectiveness of the proposed method. Comparisons between the first-order method and the second-order method proposed here show the greatly improved performance of our proposed methodology and algorithm. With this proposed algorithm, the SOF LQR problems can certainly be solved with the requisite high accuracy and improved effectiveness.
