ABSTRACT As the process of identifying the modulation format of the received signal, automatic modulation classification (AMC) has various applications in spectrum monitoring and signal interception. In this paper, we propose a dictionary learning-based AMC framework, where a dictionary is trained using signals with known modulation formats and the modulation format of the target signal is determined by its sparse representation on the dictionary. We also design a dictionary learning algorithm called block coordinate descent dictionary learning (BCDL). Furthermore, we prove the convergence of BCDL and quantify its convergence speed in a closed form. Simulation results show that our proposed AMC scheme offers superior performance than the existing methods with low complexity.
I. INTRODUCTION
Automatic Modulation Classification (AMC) is the process of identifying the modulation format of the received signal [1] , [2] , which has attracted substantial attention due to its wide applications in civilian and military fields, such as cognitive radio [3] , spectrum monitoring [4] , soft-define radio [5] , and so forth. Various methods have been proposed for AMC in the past years, which could be roughly classified into two categories: Likelihood-Based (LB) methods and Feature-Based (FB) methods.
The LB methods are optimal in the Bayesian sense, which minimize the probability of the wrong classification. In particular, the Average Likelihood Ratio Test (ALRT) method [6] regards the unknown parameters as random variables and calculates the expectation of the likelihood function. The Generalized Likelihood Ratio Test (GLRT) proposed by Hameed et al. [7] estimates the unknown parameters by maximizing the likelihood function. Moreover, the Hybrid Likelihood Ratio Test (HLRT) and Quasi-HLRT (QHLRT) algorithms [7] can be viewed as a combination of ALRT and GLRT. However, the performance of LB methods could be severely degraded by model mismatches [2] , since they usually suffer from high computational complexity.
On the other hand, FB methods identify the modulation format based on one or more statistical features derived from the training signals. Their performance may be inferior compared with the LB methods [2] , but they generally have lower computational complexity. In [8] , the maximum value of the spectral power density is utilized for AMC. Moreover, Swami and Sadler [9] adopted the High Order Cumulants (HOC) to identify the modulation format, which is more robust to the noise compared to methods in [8] , while it performs poorly on high modulation order, such as M -QAM (M > 4).
Apart from the aforementioned methods, some researchers also used Machine Learning (ML) methods to tackle the AMC problem. Aslam et al. [10] utilized the Genetic Programming and K -Nearest Neighbors (GP-KNN) algorithms for AMC, which adopted the HOC as features. Han et al. [11] adopted Support Vector Machine (SVM) for modulation classification. However, both the GP-KNN and SVM based methods are vulnerable to the frequency and phase offset. Thus, their performance could be dramatically degraded by imperfect synchronization.
Dictionary learning methods have been highly successful utilized in various signal analysis and processing tasks [12] . The idea of dictionary learning is to represent a given signal as a linear combination of the codewords in a dictionary, with most coefficients taking zero or very small value [13] . There are various dictionary learning algorithms. In particular, the Method of Optimal Directions (MOD) proposed by Engan et al. [14] is a parallel update algorithm, which often needs a large amount of resources (such as memory, cache, and higher bit processor) to execute. Aharon et al. [15] proposed the K-SVD method which updates each column of the dictionary sequentially and empirical results prove its performance advantages over MOD [12] . Sahoo and Makur [16] proposed a novel dictionary method called Sequential Generalization of K-means (SGK) which is a combination of MOD and K-SVD. However, the convergences of MOD, K-SVD, and SGK cannot be guaranteed [12] - [16] , which indicates that the performance of MOD, K-SVD, and SGK is unstable. To overcome this drawback, Xu and Yin [17] adopted a Block Proximal Gradient (BPG) descent-based method which has convergence guarantee. However, BPG is vulnerable to the frequency offset and phase noise.
In this paper, we first propose a framework adopting the dictionary learning method for AMC, in which we first train the dictionary and then classify the modulation formats with its sparse representation via a specially designed dictionary learning method called Block Coordinate descent Dictionary Learning (BCDL). Different from traditional dictionary learning methods, e.g., MOD, K-SVD, and SGK [12] - [16] , the convergence of BCDL can be guaranteed and we could further quantify its convergence speed. The simulation results show that the proposed BCDL method yields better classification accuracy than other methods mentioned previously with shorter training time.
The rest of the paper is organized as follows. We introduced the system model in Section II and Section III proposes a dictionary learning based AMC framework. We presented our dictionary learning method and its theoretical analysis of the convergence and computational complexity in Section IV. We conducted simulation experiments to compare the BCDL method with other existing methods in Section V and Section VI concludes this paper.
II. SYSTEM MODEL
In this section, we introduced the system model. Moreover, the performance of AMC methods will be degraded dramatically because of imperfect synchronization, for instance, frequency offset and initial phase. Therefore, we estimate these channel parameters to improve classification accuracy.
A. SIGNAL MODEL
Let s(n) and r(n) denote the transmitted and received signal at the n-th time slot, respectively. Their relationship is given by
where a n is the channel gain, ω 0 is the frequency offset, θ 0 is the phase offset, and v(n) is the complex Additive White Gaussian Noise (AWGN) with mean 0 and variance 2σ 2 v . Let M be the number of possible modulation formats and = [ 1 , . . . , M ] denote the candidate set where m , m = 1, . . . , M , is the m-th modulation format. For the signal generated by the m-th modulation format in the candidate set, AMC methods estimate the modulation format aŝ m = f AMC (r), where f AMC denotes the classification function of the AMC classifier, andm is the modulation format estimated by the classifier according to received signal.
For m = 1, 2, . . . , M , let H m denote the hypothesis that the transmitted sequence s = [s(1), . . . , s(N 0 )] T is generated from the m-th modulation format. In both the LB and FB methods, the probability of correct classification is calculated as
B. ORDER STATISTICS
The features used by dictionary learning based AMC are simply the real and imaginary parts of the received signals r(1), . . . , r(N 0 ) [11] . An assumption here is that each symbol in the constellation is generated with same probability. Therefore, the feature sequences generated by the same modulation format share the same order statistics. For n = 1, . . . , N 0 , let (r(n)) and (r(n)) denote the real and imaginary parts of r(n), respectively. Let N 2N 0 , the extended signal of r, denoted asr ∈ R N , is given as
Let y ∈ R N denote the order statistics of r. The n-th entry of y, denoted as y n , is the n-th smallest element ofr. For a sequence r = [r(1), . . . , r(N 0 )] T ∈ C N 0 , suppose that there are N real-valued features. Let y n ∈ R be the n-th smallest feature of r; thus we have y 1 · · · y N . Then the joint Probability Density Function (PDF) of y = [y 1 , . . . , y N ] T , is given by [11] 
where f PDF (y n ) denotes the PDF of y n with n = 1, . . . , N , for which we assume their individual distributions are independent. There are N ! possible sequences for y n , n = 1, . . . , N , with the same order statistics, and it is much easier to classify the modulation format with the help of order statistics as shown in [11] .
C. CHANNEL PARAMETER ESTIMATION
Some channel parameters, like the frequency offset and initial phase, can affect the performance of AMC dramatically [18] . These parameters need to be estimated before modulation classification. We could estimate the frequency and initial phase via the methods proposed in [19] and [20] , respectively. In particular, let arg(r(n)) and r * (n) denote the argument and complex conjugate of r(n), respectively. The frequency offset ω 0 is estimated as [19] 
with N 0 assumed an even number. We then estimate the initial phase θ 0 as [20] θ 0 = arctan
, where and denote the imaginary and real parts, respectively, andr(n) = r(n) · e −jω 0 n . For simplicity, we assume the resulting estimation errors are negligible.
III. DICTIONARY LEARNING BASED MODULATION CLASSIFICATION
In this section, we present an AMC framework applying dictionary learning method. Since dictionary learning algorithms can effectively reduce the influence of noise [12] , they can be used for AMC. Our dictionary learning based framework for modulation classification is illustrated in Fig. 1 . In the training stage, we train the dictionary D. Then, in the classification stage, we classify the received signals through its sparse representation via trained D.
Note that L M , such that for each modulation format in the candidate set, there are a sufficient number of observations. According to [13] , the order statistics matrix Y is assumed to be represented as
denotes the sparse representation of Y, and W ∈ R N ×L is the approximation error matrix.
There are two main stages in the modulation format classification. First, in the training stage, we use the training signals generated from each modulation format, i.e., R, to train the dictionary D. Then, in the classification stage, we keep the trained dictionary D constant and identify the modulation format via the sparse representation of the corresponding signal. In the training stage, each dictionary atom d m , m = 1, . . . , M , is initialized to be the order statistics of a sequence generated from the m-th modulation, and then the dictionary D is trained by solving the following optimization problem [21] Problem I:
where · 1,1 and · F are the matrix L 1,1 -norm and Frobenius norm [21] , respectively; · 2 denotes the vector L 2 -norm; and λ 1 , λ 2 0 are the tradeoff parameters between two penalty terms. We adopt the objective function with both · 1,1 and · F terms (called elastic net [21] ), since the · 1,1 norm can lead to a sparse solution for identifying the modulation format, and the Frobenius norm helps improve the numerical stability at low SNRs [12] . 
wherex T m is the m-th row of X for 1 m M . Determine the modulation format of R by (2) . end
The dictionary learning based AMC framework is summarized in Algorithm 1. VOLUME 6, 2018
IV. BLOCK COORDINATE DESCENT DICTIONARY LEARNING
In this section, we introduce our proposed method, called Block Coordinate descent Dictionary Learning (BCDL). Then we prove the convergence of BCDL, where we could further quantify its convergence speed. Furthermore, we analysis the computational complexity of our proposed BCDL.
be the values of X and D generated in the k-th iteration, respectively. The m-th column of initialized dictionary D (0) is set to be the order statistics of noiseless signals generated by the m-th modulation format. We initialize the coefficient X (0) such that
if y l is generated by the m-th modulation format, 0 otherwise.
where
denote the smooth part of the objective function in Problem I. Using the proximal map notation defined in [23] , we update the sparse representation X and dictionary D in the k-th iteration as follows
,m denote the m-th row of X (k−1) , and for m = 1. . . . , M , we set
where I denotes the identity matrix. In the following, we will prove that t X and t d m , (m = 1, . . . , M ), are Lipschitz constants [24] , respectively. For k 1, (4a) and (4b) can be given as (6a) and (6b), as shown at the top of the next page, respectively, where tr(·) denotes the trace. In the following, we further derive the closed-forms of X (k) and d (k),m in (4a) and (4b), for m = 1, . . . , M . Let ∂ U denote the Frechét subdifferential [24] of U. Setting the Frechét subdifferential of the objective function of (6a) with respect to U, that is,
equal to 0 yields
Let S(z, α) denote the soft-thresholding operator with α 0, given as S(z, α) = max(z − α, 0) + min(z + α, 0), Setting the Frechét subdifferential of the objective function of (6a) with respect to X equal to 0, the (m, l)-th entry of the sparse representation X (k) , denoted as x (k),m,l , is updated as
where b (k−1),m,l is the (m, l)-th entry of B (k−1) given as
For any vector a, let P B (a) be the Euclidean projection to the closed unit ball B {e : e 2 1}. We have
Then letting the Frechét subdifferential of the objective function of (6b) with respect to v m for m = 1, . . . , M , equal to 0, the dictionary atom d m is updated by
The stopping criterion in the training stage of our proposed BCDL is
where > 0 denotes the threshold. Update the sparse representation X (k) by (7) .
Algorithm 2 BCDL Algorithm
The BCDL algorithm is summarized in Algorithm 2.
Different from other dictionary learning algorithms, e.g., MOD, K-SVD, and SGK, the proposed BCDL can guarantee the convergence, where we could further quantify its convergence speed. 
where δ D denotes an indicator function, defined as
+∞ otherwise.
According to [23] ,f (D, X) is a semi-algebraic function satisfying the Kurdyka-Łojasiewicz property. Furthermore, (4b) is equivalent to (10) [25] . In addition, the sequence
and the objective function of Problem I will blow up. Thus, the sequence
is bounded. Furthermore, in the following we prove that t X and t d m , (m = 1, . . . , M ), are Lipschitz constants, respectively. Note that for any X 1 , X 2 ∈ R M ×L , according to Cauchy-Schwarz inequality, we have
From above, we can find that t X and t d m , m = 1, . . . , M , are Lipschitz constants, respectively. Moreover, since the sequence
generated by BCDL is bounded, the Lipschitz constants specified in (5a) and (5b) must be upper-bounded. Therefore, according to [24 
k=1 generated by BCDL. Since the convergence of BCDL is guaranteed by Theorem 1, we have * = lim k→∞ (k) . According to [27] , there exists a Łojasiewicz exponent θ ∈ ( 
By [27, Th. 5], for θ ∈ ( 1 2 , 1), there exists ω 0 such that
The proof is completed by choosing ζ = 1−θ 2θ −1 > 0. We will further conduct simulation experiments to illustrate the convergence of BCDL and compare with other dictionary learning methods in Section V.
C. COMPLEXITY ANALYSIS OF BCDL
To quantify the complexity of BCDL, we first estimate the number of required iterations and then derive the computational complexity of BCDL via Theorem 2.
1) NUMBER OF ITERATIONS
The stopping criterion of BCDL is
where denotes the threshold. By the functional Łojasiewicz inequality [27] , we have
for some constant C > 0, where θ is the Łojasiewicz exponent in (12) . Substituting (13) into (14), we conclude that the number of iterations holds as
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where ζ = 1−θ 2θ −1 . Choosing the lower bound of k which holds inequality (15) , the number of iterations of BCDL given ζ > 0 is
2) COMPUTATIONAL COMPLEXITY OF BCDL to update d 1 and d m , m = 2, . . . , M , respectively. Therefore, the total number of FLOPs we need to update the dictionary set D and the sparse representation X in each iteration is
Therefore, the computational complexity of BCDL is
where ζ > 0. Let N I denote the number of iterations for training dictionary, the computational complexity of BCDL can also be given as
In practice, L M , N I [14] - [16] . Therefore, we have
or T BCDL = O (NN I ML).
3) SUMMARY OF THE COMPLEXITY OF DICTIONARY-LEARNING BASED METHODS
We calculate the computational complexity of other dictionary-learning algorithms in the Appendix. The computation complexities of the aforementioned dictionary learning methods are summarized in Table 1 . We can see that, for the same number of iterations, i.e., N I = N I = N I = N I , BCDL has a lower computational complexity than other dictionary learning based classifiers, e.g., K-SVD, SGK, and BPG. If ζ = ζ , the computational complexity of BCDL is lower than that of BPG. We will further make simulation experiments to compare their computational complexities in Section V.
V. EXPERIMENT RESULTS
In this section, a variety of experiments are conducted to validate the performance of the proposed method. We consider the following modulation format candidate set = {QPSK, 8PSK, 8QAM, 16QAM, QASK, 8ASK}, since we can investigate the performance of both the inter-class and intra-class classification [9] . All results are based on 10000 Monte Carlo trials.
We choose N = 512, L = 1024, and L = 10. The maximum number of iterations for dictionary learning based algorithms, denoted as K , is set as 60. For traditional AMC methods, we adopt the HOC based classifier proposed in [9] , and GLRT in [2] . Since GLRT performs better than ALRT and HLRT [2] , we analyze the performance of GLRT, instead of ALRT and HLRT. On the other hand, for machine learning based methods, we utilize SVM [11] and GP-KNN [10] . Furthermore, the strategy of SVM we used in the comparison is One Versus One (OVO), since the classification accuracy of OVO is higher than that of One Versus All (OVA) [28] . For the dictionary learning based methods, we choose K-SVD [15] , SGK [16] , and BPG [17] , since they are reported to perform better than MOD [12] . We set a small random initial phase offset for the received signals.
A. COMPARISON WITH EXISTING METHODS
In this subsection, we compare the BCDL with the existing AMC methods, that is, traditional and machine-learning based algorithms. Following [9] , we adopt seven different cumulants for HOC: C 21 , C 40 , C 41 , C 42 , C 60 , C 63 , C 80 , which are defined in [2] . The probability of correct classification of BCDL algorithm and traditional methods, that is, HOC [9] , and GLRT [2] , over SNR on the candidate set are shown in Fig. 2 . The classification accuracy of BCDL reaches 100% even at SNR of 0dB, while HOC and GLRT achieve 100% at SNR of 12dB and 20dB, respectively. At low SNRs, BCDL performs the best while HOC and GLRT produce much significantly worse performance. HOC performs better than GLRT, since we set a small random initial phase offset for the received signals. Therefore, BCDL achieves higher accuracy over SNR than traditional methods.
Then we compare our proposed method with the machinelearning based methods. Fig. 3 illustrates the classification accuracies over SNR of BCDL, SVM [11] , and GP-KNN [10] on the candidate set. At the SNR of 0dB, BCDL, SVM, and GP-KNN achieve 100%, 63.7%, and 19.2%, respectively. BCDL performs better than machine learning based algorithms, which indicates that BCDL is more suitable for AMC over SNR than the machine learning based methods.
From Fig. 2 and Fig. 3 , we find that BCDL is quite robust over SNR, which can be utilized in low SNR regime. 
B. COMPARISON WITH OTHER DICTIONARY LEARNING BASED ALGORITHMS
In this subsection, we compare the performance of the proposed method with other dictionary-learning based methods. The classification accuracies over SNR on the candidate set are illustrated in Fig. 4 . We can find that BCDL performs better than other dictionary-learning based algorithms, which indicates that BCDL is more suitable for AMC over SNR than other dictionary-learning based algorithms. Thus, BCDL is quite robust over SNR and we can adopt BCDL in low SNR regime.
Convergence speed is an important criteria for evaluating dictionary learning algorithms. To measure the convergence speed of dictionary learning algorithms, the metrics we observe, denoted as k , and τ k , are given as where D (k) ∈ R N ×M and X (k) ∈ R M ×L are the dictionary and sparse representation in the k-th iteration, respectively.
We can see that a faster fall of k and τ k indicates faster convergence of the dictionary and sparse representation, respectively. Fig. 5(a) and Fig. 5(b) illustrate the convergence speed of dictionary and sparse representation on the candidate set for SNR = 20dB, respectively. The k and τ k generated by BCDL fall faster than other methods, which shows that both the dictionary and sparse representation generated by BCDL converge faster than other dictionary learning based methods.
The simulation results verify the theorems in Section IV that BCDL can guarantee its convergence. Therefore, BCDL can obtain more stable results than other dictionary learning based methods.
In this experiment, we analyze the training time of dictionary learning methods, since shorter training time indicates lower computational complexity. We adopt SNR = 20dB and the results are summarized in Fig. 6 . It can be seen that BCDL costs a shorter training time than other dictionary-learning based methods, which verifies our computational complexity analysis in Section III and the Appendix.
C. COMPARISON OF ROBUSTNESS
In this subsection, we compare the robustness of different AMC methods over imperfect synchronization. As mentioned in Section II, there are two main categories of imperfect synchronization, that is, frequency offset and phase offset. We first show how performance is influenced by the frequency offset, which causes the constellation to rotate. Note that although we conduct preprocessing to eliminate the frequency offset in Section II, there may still exist Residual Frequency Offset (RFO) in practice, which could be modeled as a zero-mean Gaussian random variable with variance σ 2 ω 0 [29] . Fig. 7 illustrates the classification accuracies versus σ ω 0 on the candidate set for SNR=20dB, with σ ω 0 ranging from 0 to 1.2 × 10 −4 . We see that the performance VOLUME 6, 2018 of BCDL is better than other methods, which indicates that BCDL is more robust over RFO. Therefore, BCDL can be adopted for signals under imperfect synchronization, such as Doppler Frequency Offset (DFO) in high speed vehicle communication.
Receivers could be influenced by phase noise which is usually caused by imperfect synchronization and channel fading. There are two common kinds of phase noise, that is, uniformly distributed [30] and Wiener phase noise [31] . First, we compare the robustness over uniformly distributed phase noise. We modeled the phase noise as an uniform distributed over [−ϑ, ϑ] [30] . The classification accuracies of different methods over ϑ ranging from 0 to π rad are illustrated in Fig. 8(a) for SNR = 20dB. We find that the probability of correct classification of BCDL is higher than other methods over uniformly distributed phase noise.
Then we analyze the robustness of different methods over Wiener phase noise, which usually caused by the oscillator without a Phase Locked Loop (PLL). The Wiener phase noise is modeled as [31] θ n+1 = θ n + ξ n , where θ n denotes the phase noise of the n-th signal and ξ n is an independent and identically distributed (i.i.d.) Gaussian random variable following ξ n ∼ N 0, σ 2 p . Fig. 8 (b) illustrates the classification accuracies of different methods over Wiener phase noise for SNR = 20dB, with σ p ranging from 0 to 1. We can find that BCDL performs better than other methods, which indicates that BCDL is more robust over the Wiener phase noise. From Fig. 8(a) and Fig. 8(b) , we see that BCDL is robust over phase noise.
From the above experiments, we can conclude that BCDL can be used in the scenario with imperfect synchronization. 
VI. CONCLUSIONS
In this paper, we proposed a dictionary learning based AMC framework, where we first use training signals to train the dictionary and then classify the modulation format for the test signals via their sparse representations. We also proposed a special dictionary learning based method, called Block Coordinate descent Dictionary Learning (BCDL). We proved the convergence of our proposed BCDL where we could further quantify its convergence speed. Moreover, both the theoretical and experimental results show that BCDL can be trained faster than other existing dictionary learning methods. It can be seen from the simulation results that the BCDL method achieves a higher classification accuracy than other methods. Furthermore, simulation results also show that the BCDL can be utilized in the scenario with imperfect synchronization.
APPENDIX
Here, we calculate the computational complexity of dictionary-learning based methods. It can be seen that our proposed BCDL achieves lower computational complexity than other dictionary-learning based methods.
COMPARISON OF COMPUTATIONAL COMPLEXITY AMONG DIFFERENT ALGORITHMS 1) THE COMPLEXITY OF BLOCK PROXIMAL GRADIENT (BPG) DESCENT
In the BPG method, it requires
, and T D = O(NML) FLOPs to update the step sizes t X = 2 D T D F , t D = 2 XX T F and dictionary D, respectively. According to [17] , BPG requires
+ NML) FLOPs in each iteration. Xu and Yin [17] proved that the number of iteration of BPG holds K BPG = O(
), where ζ > 0 is a constant and > 0 denotes the threshold. Thus, the computational complexity of BPG is
For the number of iterations N I which holds N I L [17] , the computational complexity of BPG is
2) THE COMPLEXITY OF SEQUENTIAL GENERALIZATION OF K-MEANS (SGK)
Letx T m denote the m-th row of the sparse representation X. According to [16] 
Hence, for the number of iterations N I which holds N I L [16] , the computational complexity of SGK is given by [15] . Therefore, in each iteration, for M L, the number of FLOPs is
With the assumption that the number of iterations N I holds N I L [15] , the computational complexity of K-SVD is given by
The computational complexities of the aforementioned methods are summarized in Table 1 . 
