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Abstract 
We consider the application of the finite element collocation method, with Hermite cubic elements, for the determina- 
tion of the characteristic exponent in Floquet's theory for the solution of the general second order homogeneous 
differential equation with periodic coefficients. The freedom in choosing the collocation points and the high order of 
approximation were the main reasons for the employment ofthe collocation method. The determination f the Gaussian 
points as optimal interior collocation points gave us the additional advantage ofan optimum method. The computa- 
tional comparison with the classical matrix method reveals the superiority of the collocation method. 
Keywords: Characteristic exponent; Finite elements; Collocation method 
1. Introduction 
To formulate the problem, let us consider the general second order homogeneous differential 
equation 
(1) 
d2y dv  
+ P(x )~ x + Q(x)y = O, dx 2 
or its equivalent normal form 
¼ 1 
dx 2 + F(x)u  = O, F(x) = Q(x) - p2(x)  - P'(x), (2) 
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which can be trivally obtained through the transformation 
y=uv,  v(x)=exp P(t) dt (3) 
where W(x) is the Wronskian. The case of interest in this work is characterized from the periodic 
nature of the coefficient function F(x), namely 
F(x + H) = F(x), (4) 
including in this way the well-known Mathieu's and Hill's equations. It is also well known that this 
case describes many physical situations uch as the Motion of the Planets I-6], the Stability of 
Elastic Systems [2-1 and the Propagation of Waves through Periodically Inhomogeneous Media 
I-3, 11]. 
Floquet's theory establishes [10, 12-1 the existence of particular solutions which possess the 
property 
u(x + H) = e ikn u(x), (5) 
hence they are in the form 
u(x) = eikxw(x) with w(x + H) = w(x), (6) 
where the exponent k is referred to as the Characteristic exponent or as the Wave Propagation 
Number in wave propagation problems. Based now on these properties it is evident that the 
solution of the normal differential equation in (2) may as well being obtained from the solution of 
a Boundary Value Problem (BVP) in a representative shell - the period of the structure - namely 
the BVP 
u"+F(x)u=O, x~[0, HI, 
e ikH u(O) - -  u (H)  = O, 
e ikn u'(O) - -  u ' (H)  = O. 
(7) 
The crux in the solution of the above BVP is the determination of the characteristic exponent k. 
And although there are physical problems in which the parameters involved in the differential 
equation can be so chosen that the solution is periodic, that is kH = mrc (m = 0, 1, ... ), in general 
problems, where the parameters are given, kH v~ mrc and there is no periodic solution. Hill's 
method [-10, 12] was the first successful method of attacking the general problem. Today among the 
widely used general approximation procedures i the matrix method (MM) which is based on 
a piecewise constant approximation of the periodic function F(x) followed by the exact solution of 
each one of the formed constant subproblems. In this work we employ the finite element methods 
(FEM), based on 
• Collocation [4, 5, 7, 8] Approximation, 
• Hermite [-1] Cubic Elements, 
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to treat the problem at hand. The reason for this choice was not only the high order of  approxima- 
tion but also the freedom in choosing the interior collocation points. We proved that if the interior 
collocation points are chosen to be the Gaussian points I-4] the properties of the characteristic 
exponent are mathematically and physically meaningful. In this sense we determined an optimal 
high order finite element method. Its numerical comparison against he MM, included in the last 
section of this paper, proves its superiority. 
2. Finite element collocation formulation 
To fix notation, consider the normal one-dimensional BVP 
{ .~u-  u" + F (x )u  = O, e ikH u(O) -- u(H) = O, 
e ikn u'(0) - u'(H) = O, 
X ~ Ix =- [O, H I ,  
(8) 
where Sa is a differential operator and i 2 =-  1. Assuming a partition of the interval Ix into 
N subintervals I i = [x j, xj + ~ ], j = 1, . . . ,  N, of length hj = x~ + 1 - x~ and nodal coordinates xm, 
m = 1, .. . ,  N + 1 (x~ = 0, xN+ ~ = H), finite element approximations seek an approximate solution 
u,(x) in the form 
u(x) ..~ u,(x) = ~ ~jdpj(x), (9) 
j=l 
where the basis functions dpj(x) are known piecewise polynomials panning a space 6" of dimension 
dim(re) = n = g(N). 
In the case of Hermite cubic elements it is well known that ~ is the space of all functions in 
cgl [0, H]  which reduce to a cubic over every subinterval I t, with 
dim (re) = n = 2(N + 1). 
And furthermore, the two basis functions centered over each node xm, m = 1,..., N + 1, are given 
by 
• /x  - 
0, 
Xr/m-1,  
x ~ Ira, (10) 
everywhere lse, 
4 
and 
Chin(X) = 
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/ X X  - -  X m 
hmtP .x , x s lm, 
0, everywhere else, 
(11) 
where q~(t) and ~(t) are the generating Hermite cubics over [- - 1, 1], defined by 
{ 4-  ( t ) -  - 2t 3 - 3t 2 + 1, ~(t) = q~+(t) -2t  3 - 3t 2 + 1, 
O, 
te  [ - 1,0], 
t~  [0, 1-1, 
everywhere else, 
(12) 
and 
{ tp_ ( t ) -  t 3 + 2t 2 + t, ~(t) = ~+(t ) - t  s - 2t 2 + t, 
O, 
teE-  1,0-1, 
t~[O,  1-1, 
everywhere else. 
(13) 
Observe that in order for the definitions in (10) and (11) to be valid for m = 1 and m = N + 1 one 
has to introduce two fictitious nodes x0 = x 1 - h0 and XN + 2 = XN + 1 + hN + 1, hence two fictitious 
subintervals Io and IN + 1 of length ho and hN+ 1 respectively. Also observe that 
dP2m- x (xl) = 61, m, ~b'2m- 1(Xt) = O, ¢~2m(Xt) = O, C~'2m(Xt) = 6l, m, (14) 
where 6t, m is the Kronecker  delta and l, m = 1, . . . ,  N + 1. Based on the above definitions of the 
Hermite basis functions, it is worthwhi le to notice that the value of the approximate solution u,,(x), 
at any x in some interval Ira, can be determined by adding only a few terms. More  precisely, 
2ra+2 
u,,(x) = ~_, o~jqbj(x), x ~ Im (15) 
j=2m-  1 
where, by (14), 
(~2m-  1 = Un(Xm), OC2m = Utn(Xra), 0C2m+l  = Un(Xra+ l), CZ2m+2 = Utn(Xm+ l) • 
Col locat ion is the method for construct ing a linear system of n algebraic equat ions for calculat- 
ing the n unknowns ct~, j = 1, . . . ,  n, that is to say 
C~ = 0, (16) 
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where C is the n x n collocation coefficient matrix and 0t = [0q 0~ 2 " ' "  0Cn] x is the unknown vector. 
This is succeeded by forcing the approximate solution u.(x) to satisfy the differential equation in 
n - 2 interior collocation points 0 < tr2 <tra < .-. < tr,_ 1 < H and the boundary conditions at 
the two boundary collocation points tra= 0 and tr. = H. Namely, with k. denoting the Collocation 
approximate value of the characteristic exponent, 
LPU.(trk)=0, k=2, . . . ,n -1  
eik"H u.(trl) -- u,(tr.) = O, 
e ik"n u'.(trl) -- u'.(tr,) = O. 
(17) 
Noticing that for each subinterval I~, j = 1, ..., N there correspond two interior collocation points 
cr2j and tr2j + ~, and combining (15) and (17), it can be easily verified that the elemental equations for 
the jth element Ij are given by 
I O~2j- 11 
where C; is the jth elemental collocation matrix defined by 
F "~ (])2j- 1 (O'2j) "~ (~ 2J (O'2j) "~ (~2J + 1(0"2J) "~ ~2J + 2 (a2J) 1 (19) 
CJ=L,~(~2j-l(t72j+l) ~ (~2j(o'2j + 1) ,~ (~2j + 1 (o'2j+ 1) ~aO2j+ 2(0"2j+ 1)J ' 
while the boundary equations become 
_ , 0 
e'k"n[dPa(O0) (k~0(0)l[::l [q~2N01(H' ~b2s+2(H) l [ : :~: : l=[001.  (20) 
Application now of the definitions of the Hermite basis functions in (10)-(13) implies that 
C; = [A; B;], j = I, ... ,N ,  (21) 
where 
= - a j2 ) ]  aj La, 
and 
1 ~b'~_(a) + F(cr2j)h~ c~+(a) hj~k"+(a) + F(a2j)h~. ~b+(a) ] 
=7.2 hj Ldp"+ (e) + F(a2j+ 1) h~ q~ + (e) hj~'~- (e) + F(a2j+ 1) h 3 ~k + (e)J 
Bj = [bJ 1) b) 2)] 
1 - I )  + 4 , -  - I )  
=L--~ 2 1) + F(a2j+l)hj d;_(O - 1) 
hj~k" (~ - 1) + F(aEj) h~ ~k_ (tr - 1) q 
h~k" (6 1) + F(tr2j+ x) h~ ~_ (6 - 1) / 
(22) 
(23) 
6 
with 
(7 ~O' j - -  - -  
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t72j  - -  X j ,  = O'2j+ 1 -- Xj (24) 
hj 6 ~ 6j h~ 
Moreover, by (14), the boundary equations may be written as 
(25) 
where I is the 2 x 2 identity matrix. 
A careful inspection of the relationships in (18), (21) and (25) leads to the assembly of the 
collocation coefficient matrix C of (16) in the block (N + 1)-cyclic form 
"eik"lt I 0 0 0 ... 0 0 -- I -  
A1 B1 0 0 ... 0 0 0 
0 A2 B2 0 ... 0 0 0 
, . .  
0 0 0 0 ... 0 AN BN 
(26) C = 
where 0 is the 2 x 2 null matrix. 
3. Determination of the interior collocation points 
Evidently, a necessary and sufficient condition, for a nontrivial solution of the linear system in 
(16), is 
det (C) = O. (27) 
It takes only a few algebraic alculations for someone to verify that 
det (C) = 9(k,; a, ~) = 0~(a, ~)e i2k"H + fl(o', ~)e ik-// -+- 7(o-, o-), (28) 
where 
I i l  0 0 ... 0 
~(tr, ~) = det 2 B2 0 . . .  0 
• . . . .  " 
O 0 ... 0 °°1) 0 0 AN BN 
N 
l-[ det (Bj). 
j=l  
(29) 
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(ii , l o o ... oo  o]) 
fl(tr, 8 )=det  . A2  B2 O ... O 0 0 
• • • , . .  " • • 
L o 0 0 ... 0 AN bY ) 
-- det [ a(12) B1 0 0 ... 0 0 0 ] ] i A2 B2 O ..- O O 0 . . . .  . . .  • • 
L o 0 0 ... 0 AN ~ 
(30) 
and 
7(a, 8) = det 
"Ai B1 0 ... 0 0 0 
O A 2 B 2 .-- 0 0 O 
. . •  
0 0 0 ... 0 AN-x  BN-1 
0 0 0 ... 0 0 AN 
N 
= I ]  det(Aj). (31) 
j= l  
Combinat ion ow of the relationships in (27) and (28) yields 
~(tr, 8)e ik"u + fl(a, 8) + 7(a, 8)e -ik"n = 0. (32) 
It is known [10] that if k, is a characteristic exponent, then - k. is also a characteristic exponent. 
Therefore, we may require that both e ik"n and e-ik.H are roots of equation (28)• This requirement 
implies the set of equations: 
~(a, 8) = y(a, 8), (33) 
/~(~r, 8) 
cos (k.H) - 2~(tr, tY)" (34) 
Evidently, the satisfaction of the condition in (33) guides the choice of the interior collocation 
points. In this direction we prove: 
Lemma 3.1. The condition 
det(A;) = det(Bj), j = 1, . . . ,N  
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holds for any normal second order differential operator .~, if and only if0- and 6 are the Gauss points 
over the interval [0, 1], namely 
C3-1 
0" -  2x /~ , 6 = 1 - 0 " = - -  
Proof .  Us ing the def in i t ions of  the submatr ices  A i and  B j, in (22) and (23) respectively,  and  
expand ing  their  determinants ,  one may easi ly verify the determinanta l  invar iances 
1 D~-,2(0", 6) + F(azj)F(0-Zj+l)hjD+o(0-, 6)det(A j )  = h--]. 
F(h-~+ I) D + D~2(0-, 6) + ~ 0(0-, 6) (35) 
and 
+ F(a2j )  
hj Do,2(0- -- 1, ff -- 1) + 
where  
O~.q(s,, s2) = det \k0(~j (sx )  q/q+)(s2)_]}' 
Now,  it can be easily seen that  
D~-2(0 -  , 6 )  - -  02 ,2 (0"  - -  1, 6 - 1) - O, 
whi le 
D~.o(0", 6) -- Do.o(0" - 1, 6 - 1) = 0 
since 
det (Bj) = 2--]DL2(0" - 1, 6 -- 1) + F(0"2~)F(0"2j+l)hiDff.o(0" - 1, 6 - 1) 
F(0"2~+ 1)D~_ ' 
h~ 0(0"- 1, 6 -  1), (36) 
s l ,  s2 E [ - 1, 1] .  (37) 
for any  0", 6 (38) 
if and  ony  if 6 = 1 - 0" 
D~,o(0-,6) - Do, o(a - 1, 6 - 1) = (a - 6 ) (a  + 6 - 1)(20-6 - 0- - 6 + 1) 
and,  by (24), 0-, 0 e [0, 1] with a :~ 6. Fur thermore ,  since 
z(a,  6 ) -D~.z (a ,  6) - Do.2(0- - 1, 6 - 1) 
- D~.o(a -- 1, 6 -- 1) -- D~-,o(a, 6) 
= 60" + 60 -- 120"6 -- 4 
it is ev ident  that  
Z(0", 1 - 0-) = 2 - 120-(1 - 0-) 
and  the proo f  fo l lows immediate ly .  [ ]  
(39) 
(40) 
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And moreover, 
Theorem 3.2. The optimal interior collocation points, in the sense that the condition in (33) holds for 
any second order normal differential operator ~q~ and any partition of the initial interval Ix = [0, H],  
are the Gauss points (72j and ffEj+ 1 over each subinterval I i, j = 1, .. . ,  N which are given by 
xj + xj + 1 hj _ x j  -+- Xj + 1 hj 
+ - -  (41) 
a2~ - 2 2w/- ~, a2j+l 2 2x/-3" 
Proof. Combination of: 
1. c¢(tr, 8) = y(a, 6) has to hold for any number of subintervals N, hence also for N = 1, and 
2. Lemma 3.1 
completes the proof. [] 
4. Numerical experiments 
The convention used in all numerical examples of the present section is as follows: 
• The BVP considered has the specific form 
u"+F(x)u=O,  X~Ix -  [0, 1], 
eiku(0) -- U(1) = 0, 
e%' (0)  - u ' (1 )  = 0, 
hence F(x) is periodic with period H = 1. 
• We consider a uniform partition of the interval Ix - [0, 1] into 
N = 2 u 
subintervals of equal length 
h--~-- 
• The stopping criterion used is 
Ik. - k . - i [  ~< TOL,  
while the stopping tolerance TOL has been set at TOL = 10 -4. 
With all the above in mind, we proceed with the presentation of our numerical findings. 
Example 4.1. In our first example, the function F(x) is defined to be the step function 
)'o92, 0 ~< x < ½, 
F(x) =- F(x; o9) = [2092, ½ ~< X < 1. 
(42) 
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5 
4 
3 
2 
1 
0 
0 
1 
__ j  F.E.M. 
[ 
4 6 8 10 12 14 16 18 20 
Fig. 1. Dependence ofM = ln(N)/ln(2) to 09 for a 10 -4 accuracy. 
Table 1 
M k. I k -  k.I s 
09=1 to=4 o9=1 ~o=4 o9=1 09--4 
1 1 .2271716 1.4528762 0.74E - 04 0.19E -- 01 - -  - -  
2 1.2272413 1.4741191 0.46E-05 0.23E-02 4.0 3.1 
3 1 .2272457 1 .4720203 0.29E-06 0.17E-02 4.0 3.7 
4 1 .2272459 1 .4718609 0.18E-07 0.11E-04 4.0 3.9 
5 1 .2272459 1.4718504 0.11E -- 08 0.70E - 06 4.0 4.0 
6 1 .2272459 1 .4718497 0.71E-10 0.43E-07 4.0 4.0 
Since exact solutions are readily available, we use this example to numerical ly deal with the 
problems of estimating 
• The Order of Convergence s.
• The Intervals of Stability/Instability. 
With the values of the exact and approx imate characterist ic exponents,  k = k(og) and k, = k,(og), 
respectively, being completely determined by the expressions 
and 
cos(k) = cos -~ cos - 2~/2s in  ~ sm 
cos(k . )  - 
2~(o', e ) '  
where ~(tr, if) and/ / (a ,  6) are as defined in (29) and (30), respectively. Fig. 1 graphical ly demon-  
strates the dependence of the number  of subintervals to the value of the parameter  co in order to 
achieve the prespecified accuracy described by the tolerance TOL .  
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Fig. 2. Intervals of stabil ity/ instabil ity when (a) M = 2, (b) M = 3 and (c) M = 4. 
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Fig. 2. (Continued). 
The order of convergence s of the collocation approximation to the characteristic exponent, is 
defined by 
I k -  k,I <. c,h s, 
where c. is a constant independent of h. 
Apparently, for sufficiently large n, the order of convergence s can be estimated by 
( Ik ~k,_l ) / ln (2) ,  
s -~ In  Ik - k2( . -1 ) l J /  
where k, corresponds to a partition of length h and k2 (.-  1) corresponds to a partition of length h/2. 
By making use of the above relationships, the numerical data obtained (summarized in Table 1) 
revealed that the order of convergence is s = 4, namely the collocation converges with optimum 
speed• 
The solutions of the homogeneous differential equation in (2) are called stable whenever all of 
them are bounded. Otherwise, we say that they are unstable. As an immediate consequence of 
Floquet's theorem [10] one may easily reduce the problem of stability to that of determining 
whether the characteristic exponent k is real or not. And this because whenever k is real there exists 
an upper bound for the absolute value of every solution of (2); otherwise, there exists a nontrivial 
unbounded solution of (2). Therefore, the intervals of stability/instability (the values of o9 for which 
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method (MM). 
the solutions are stable/unstable) are well characterized from the conditions 
Stability: I cos (k) l ~< 1 and Instability: I cos (k) l > 1 
for the theoretical case, while for the numerical case the corresponding conditions become 
Stability: I cos(k,)[ ~ 1 and Instability: I cos(k,)] > 1. 
Fig. 2 contains the graphical representation of the functions cos(k(to)) and cos(k,(to)), for 
to e [0, 40] and for M = 2, 3, 4. Whenever the values of these functions are inside the strip { - 1, 1 } 
the conditions of stability are satisfied; otherwise, the conditions of instability are satisfied. 
Observe that only for the case M = 4 the theoretical and numerical curves are in total agreement 
for all to e [0, 40]. In the other cases of M = 2, 3, due to poor approximation for large values of to, 
this is valid only for to e [0, toM] with to2 < 0)3 < 40. 
The purpose of the two numerical examples that follow is to compare the approximations 
obtained by the collocation method and the matrix method. As expected, in both examples the 
collocation method converges much faster than the corresponding matrix method, since the later 
one is known [9] to possess a quadratic rate of convergence. 
Example 4.2. The function F(x)  is defined to be the triangular function 
f f to2X,  0 ~ X ~ I ,  
F(x)  = F(x;  to) = [to2(l  _ x), ½~<x~<l.  
Fig. 3 shows schematically the rate of change of the number of subintervals with respect o the 
parameter to, in order the collocation method and the matrix method approximations achieve the 
prespecified accuracy described by TOL. In this way, the superiority of the collocation method is 
easily revealed. 
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Example 4.3. For a Mathieu type equation we let F(x) to be in the form 
F(x) = F(x; 09) = 09 2 [1.1 + sin(2rcx)]. 
As in the previous example, the comparison of the two methods is being demonstrated in Fig. 4. By 
simple inspection of the said figure one may easily verify the fast convergence properties of the 
collocation method. 
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