Let T be a multilinear operator which is bounded on certain products of unweighted Lebesgue spaces of R n . We assume that the associated kernel of T satisfies some mild regularity condition which is weaker than the usual Hölder continuity of those in the class of multilinear Calderón-Zygmund singular integral operators. We then show the boundedness for T and the boundedness of the commutator of T with BMO functions on products of weighted Lebesgue spaces of R n . As an application, we obtain the weighted norm inequalities of multilinear Fourier multipliers and of their commutators with BMO functions on the products of weighted Lebesgue spaces when the number of derivatives of the symbols is the same as the best known result for the multilinear Fourier multipliers to be bounded on the products of unweighted Lebesgue spaces.
Introduction
The theory of multilinear Calderón-Zygmund singular integral operators, originated from the work of Coifman and Meyer, has had an important role in harmonic analysis. This direction of research has been attracting a lot of attention in the last few decades, see for example [CM1, CM2, CM3, GT, KS, LOPTG] for the standard theory of multilinear Calderón-Zygmund singular integrals. Recently, there are a number of studies concerning multilinear singular integrals which possess rough associated kernels so that they do not belong to the standard Calderón-Zygmund classes. See, for example [DGY, DGGLY, GLY, T, GS] and the references therein.
In this paper, we aim to study the boundedness of multilinear singular integral operators on product of weighted Lebesgue spaces. Assume that T is a multilinear operator initially defined on the m-fold product of Schwartz spaces and taking values into the space of tempered distributions,
By the associated kernel K(x, y 1 , . . . , y m ), we mean that K is a function defined off the diagonal x = y 1 = . . . = y m in (R n ) m+1 , satisfying
K(x, y 1 , . . . , y m )f 1 (y 1 ) . . . f m (y m )dy 1 . . . dy m for all functions f j ∈ S(R n ) and all x / ∈ ∩ m j=1 suppf j , j = 1, . . . , m. In what follows, we denote dy 1 . . . dy m by d y. For the rest of this paper, we assume that there exist p 0 ≥ 1 and a constant C > 0 so that the following conditions holds:
(H1) For all p 0 ≤ q 1 , q 2 , . . . , q m < ∞ and 0 < q < ∞ with 1 q 1 + . . .
(H2) There exists δ > n/p 0 so that for the conjugate exponent p ′ 0 of p 0 , one has
for all balls Q, all x, x ∈ 1 2 Q and (j 1 , . . . , y m ) = (0, . . . , 0), where j 0 = max{j k : k = 1, . . . , m} and S j (B) = 2
Under the assumptions (H1) and (H2), the multilinear operator T may not fall under the scope of the theory of multilinear Calderón-Zygmund singular integral operators in [GT] . An important example is the multilinear Fourier multiplier operators:
for all f, g ∈ S(R n ) when the function m is not sufficiently smooth (see Section 3 for precise definition). Indeed, if the number of derivatives imposed on the function m is not large enough, one may not expect the standard pointwise estimate for the kernel of T m in general. The aim of this paper is to prove the weighted norm inequalities of such a multilinear operator T and weighted estimates of the commutator of T with a BMO function. We then consider the multilinear Fourier multiplier operator T = T m in which the number of derivatives of the symbol m is the same as that of [T, GS] which guarantees the multilinear Fourier multiplier T m to be bounded on the products of unweighted Lebesgue spaces [T, Corollary 1.2] and [GS, Theorem 1.1] . In this setting, we obtain the weighted norm inequalities for T m and for the commutators of T m and a BMO function.
The layout of the paper is as follows. In Section 2, we recall some basic properties on weighted estimates for some maximal operators. The results on weighted estimates of multilinear operators and their commutators with BMO functions will be addressed in Section 3. As an application, we will consider in Section 4 the weighted norm inequalities for multilinear Fourier multiplier operators and their commutators with BMO functions.
2 Sharp maximal function and weighted estimates
Sharp maximal operators
We denote the Hardy-Littlewood maximal function with respect to balls on R n by M. For δ > 0, let M δ be the maximal function
Also, let M ♯ be the standard sharp maximal function of Fefferman and Stein,
We will denote the Muckenhoupt class by A ∞ . Let ω be a weight in the Muckenhoupt class A ∞ and let 0 < p, δ < ∞. It is well known that (see, for example [FS] ) there exists C > 0 (depending on the A ∞ constant of ω) such that
for any function f for which the left hand side is finite.
Multiple weights
For m exponents p 1 , ..., p m , we denote by p the number given by 1/p = 1/p 1 + . . . + 1/p m , and P for the vector P = (p 1 , . . . , p m ). The following definition of the class of multiple weights A P is taken from [LOPTG] .
for all balls Q. We say that ω satisfies the A P condition if
Remark 2.2 Note that if ω ∈ A P then v ω ∈ A mp and there exists min{p 1 , . . . , p m } > r > 1 such that ω ∈ A P /r , where P /r = (p 1 /r, . . . , p m /r), see [LOPTG] .
For f = (f 1 , . . . , f m ) and p ≥ 1 we define the operator M p by setting
Note that the operator M p when p = 1 was introduced by [LOPTG] . When p = 1, we write M instead of M 1 . We have the following the weighted estimate for multilinear operator
Proposition 2.3 Let p 0 ≥ 1 and p j > p 0 for all j = 1, . . . , m and
if and only if ω ∈ A P /p 0 , where
.
Using [LOPTG, Theorem 3.7] , we obtain
This completes our proof.
3 Main results
Weighted estimates for multilinear operators
The following result is an estimate on the Fefferman-Stein maximal function acting on T ( f ) in terms of Hardy-Littlewood maximal function.
Theorem 3.1 Let T satisfy (H 1 ) and (H 2 ) and let 0 < δ < p 0 /m. Then for any f in the product space
Proof: Fix a point x and a ball Q ∋ x. Due to the fact that |α| r − |β| r ≤ |α − β| r for all 0 < r < 1, we need only to prove that
where the constant c Q is to be fixed later and depends on Q. Using the standard argument, see for example [GT, LOPTG] , for each j we decompose
where I α = {(α 1 , . . . , α m ) : there is at least one α j = 0}. So, we can write
This together with Kolmogorov inequality tells us that
To estimate the remaining terms, we choose c Q = (α 1 ,...,αm)∈Iα (f
For (α 1 , . . . , α m ) ∈ I α , we assume that α 1 = . . . = α l = ∞ and α l+1 = . . . = α m = 0, l ≥ 1. For such a (α 1 , . . . , α m ), we can write
Using Hölder inequality and (H2), we have
as long as δ > n/p 0 and x, z ∈ Q, where j 0 = max{j 1 , ...., j l }. This completes our proof.
The following theorem is our main result of weighted estimates for multilinear operators with rough kernels.
Theorem 3.2 Let T satisfy (H 1 ) and (H 2 ). For any p 0 < p 1 , . . . , p m < ∞ and p so that 1/p 1 + . . . + 1/p m = 1/p and ω ∈ A P /p 0 , we have
Proof: The proof is just the combination of the results of Theorem 3.1, Proposition 2.3 and the weighted norm inequality (2).
Weighted estimates for commutators of multilinear operators with BMO functions
We next obtain an estimate on the sharp maximal function of the commutator of a BMO vector function and the multilinear operator. Given a locally integrable vector function b = (b 1 , ..., b m ), we define the m-linear commutator of b and the m-linear operator T by
where
We use the notation || b|| BM O = max j ||b j || BM O .
Theorem 3.3 Assume that T satisfies (H1) and (H2). Let T b be a multilinear commutator with b ∈ BMO
m and let 0 < δ < ǫ < p 0 /m. Then for any q 0 > p 0 there exists a constant C > 0, depending on δ and ǫ, such that
for all bounded measurable vector functions f = (f 1 , . . . , f m ) with compact supports.
Proof: By linearity it is sufficient to consider the particular case when b = b ∈ BMO. Fix b ∈ BMO and consider the operator
Fix x ∈ R n . For any ball Q with center at x, set Q * = 8Q. Then we have
Since 0 < δ < 1,
Pick p > 1 so that δp < ǫ < p 0 /m and δp ′ > 1. By John-Nirenberg inequality and Hölder inequality, one has
Using the similar decomposition to that in the proof of Theorem 3.1, we can write
We estimate the term II 1 by using Kolmogorov inequality and Hölder inequality,
Concerning the second term (α 1 ,...,αm)∈Iα II α 1 ...αm , by using a similar argument to that in the proof of Theorem 3.1, we obtain that
provided δ > n/p 0 and x, z ∈ Q. This completes our proof.
As a consequence of Theorem 3.3, we have the following result.
Theorem 3.4 Let T satisfy (H 1 ) and (H 2 ), and let b ∈ BMO m . For any p 0 < p 1 , . . . , p m < ∞ and p such that 1/p 1 + . . . + 1/p m = 1/p and ω ∈ A P /p 0 , we have
Proof: Since ω ∈ A P /p 0 , there exists r > 1 so that ω ∈ A P /p 0 r . Taking q 0 = rp 0 > p 0 , by Theorem 3.3, we have
Since ω ∈ A P /p 0 and ω ∈ A P /q 0 , using Proposition 2.3, we have
Moreover, Remark 2.2 tells us that v ω ∈ A pm/p 0 . This together with Theorem 3.2 gives
Application to multilinear Fourier multipliers
In this section, we apply the results in Section 3 to investigate the weighted estimates for multilinear Fourier multiplier operators. Before coming to the details, we consider the linear case first. Let m ∈ L ∞ (R n ). The Fourier multiplier operator T m is defined by
for all Schwart functions f ∈ S(R n ), wheref is the Fourier transform of f . It is well-known that if m satisfies the following condition
then T m is bounded on L p for all 1 < p < ∞, see for example [D, Corollary 8.11 ]. We now consider the multilinear case. For the sake of simplicity, we only consider the bilinear case. Let m ∈ C s (R 2n \{0}), for some integer s, satisfying the following condition:
for all |α| + |β| ≤ s and (ξ, η) ∈ R 2n \{0}. The bilinear Fourier multiplier operator T m is defined by
Concerning the boundedness of T m , it was proved in [CM2] that if (4) holds for [GT] , the authors proved that T m maps boundedly from L p 1 × L p 2 into L p for all 1 < p 1 , p 2 < ∞ so that 1/p 1 + 1/p 2 = 1/p provided that (4) holds for s ≥ 2n+ 1. However, in the sense of the linear case, the number of derivatives s ≥ 2n + 1 is not optimum and it is natural to expect that we only need s ≥ n + 1. The first positive answer is due to Tomita [T] who proved that if (4) holds for
p for all 2 ≤ p 1 , p 2 , p < ∞ such that 1/p 1 + 1/p 2 = 1/p and then by using the multilinear interpolation and duality arguments, he obtained that
for all 1 < p 1 , p 2 , p < ∞ such that 1/p 1 + 1/p 2 = 1/p. This result was then improved by [GS] for p ≤ 1 by using the L r -based Sobolev space, 1 < r ≤ 2. We would like to point out a particular case of the result in [GS, Theorem 1.1] in the following theorem.
Theorem 4.1 Assume that (4) holds for some n + 1 ≤ s ≤ 2n. Then for any p 1 , p 2 and p such that
We remark that the number 2n s in Theorem 4.1 is contained implicitly in the proof of [GS, Theorem 1.1] .
It is natural to raise the question of weighted estimates for multilinear operators T m and their commutators with BMO functions. The aim of this section is to give a positive answer for this problem by using the results in Section 3. Our main results are formulated by the following theorem.
Theorem 4.2 Assume that (4) holds for some n + 1 ≤ s ≤ 2n. Then for any p 1 , p 2 , p such that r 0 := 2n s < p 1 , p 2 < ∞, 1/p 1 + 1/p 2 = 1/p, and ω = (w 1 , w 2 ) ∈ A P /r 0 with
It is easy to see that the associated kernel K(x, y 1 , y 2 ) to T m is given by
where mˇis the inverse Fourier transform of m. We now show that the associated kernel K satisfies (H2).
Proposition 4.3 For any 2 ≥ p > 2n/s, we have,
for all balls Q, all x, x ∈ 1 2 Q and (j, k) = (0, 0).
Proof: Due to (5), we need only to show that
for all balls Q, all x, x ∈ 1 2 Q and (j, k) = (0, 0). Using the change of variables, this is equivalent to that
for (j, k) = (0, 0), where
Therefore, we can write
and hence supp m j ∈ {(ξ, η) : 2 j−1 ≤ |ξ| + |η| ≤ 2 j+1 }. Without of the loss of generality, we assume that k ≥ j and hence k ≥ 1. With the decomposition as in (9), we set
It is easy to see that 2 k−2 R ≤ |y + h| ≤ 2 k+1 R and |z + h| ≤ 2 j+1 R for all y ∈ S k (Q x ) and z ∈ S j (Q x ), where R = l(Q)/2. Therefore,
Since |x| ≈ 2 k R, by Hausdoff-Young inequality, we have, for |α| = s, 
provided 2n/p < s. We can also write mˇl(y + h, z + h) − mˇl(y, z) = ϕ l( y, z)
where ϕ l (ξ, η) = m l (ξ, η)(e i(h·ξ+h·η) − 1). Using Hausdoff-Young inequality again, we obtain that, for |α| = s, 
as long as 2n/p < s.
Combining (10) and (12), we complete the proof.
Proof of Theorem 4.2:
Since ω ∈ A P /r 0 , there exists min{p 1 /r 0 , p 2 /r 0 } > α > 1 such that ω ∈ A P /αr 0 . Taking p 0 = αr 0 , we have p 1 , p 2 > p 0 > r 0 . It follows from Theorem 4.1 and Proposition 4.3 that T m satisfies (H1) and (H2) for p 0 . Hence Theorem 4.2 is just a direct consequence of Theorems 3.2 and 3.4.
