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1Interactions between Market and Credit Risk:
Modeling the Joint Dynamics of Default-free
and Defaultable Bond Term Structures
Abstract
The objective of this paper is to model and estimate simultane-
ously the joint dynamics of default-free and defaultable bond term
structures. Defaultable bond prices are modeled in an intensity
based framework along the lines of Du¢e and Singleton (1999) with
state variables following an a¢ne di¤usion. Our special interest lies
in the bene…ts of introducing various kinds of interdependencies in
the drifts and the di¤usions of the factors driving the term struc-
ture dynamics. We obtain consistent and e¢cient estimates of the
model parameters using the e¢cient method of moments (EMM) of
Gallant and Tauchen (1996).
JEL Classi…cation: C5, G13
Keywords: Term Structure Model, Credit Risk, Defaultable Bond,
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2Executive Summary
Interactions between Market and Credit Risk:
Modeling the Joint Dynamics of Default-free
and Defaultable Bond Term Structures
Roger Walder
University of Lausanne, International Center FAME, and Banque
Cantonale Vaudoise, Switzerland
The value of …xed-income portfolios is derived from the term structures
of interest rates and credit spreads or, in other words, the yields of default-
free and defaultable zero-coupon bonds of various maturities. These yields are
varying over time following changes of the investors’ preferences for future cash-
‡ows as well as their expectations about the economic environment. Large
variations of default-free and defaultable bond yields imply important changes
in the portfolio value. Consequently, the level of the various yields, the relation
between the yields, and the way they evolve over time turn out to be a key
input for the management of …xed-income portfolios as well as the pricing and
the risk management of interest rate and credit derivatives.
The objective of this study is to investigate the dynamics and the interdepen-
dencies between yields of various maturities and credit quality. The theoretical
framework for the study is the so-called class of a¢ne term structure models,
where all the yields are modeled as a linear function of a number of risk factors.
The parameters of various models belonging to this class are estimated based
on a unique dataset of Swiss franc denominated bonds.
The results show that the structure and the dynamics of the yields of default-
free and defaultable bonds are well described by an a¢ne term structure model
with two risk factors: the interest rate and the credit spread. Both risk factors
are positively dependent in our sample, a feature that contrasts to results ob-
tained on other markets. The positive relationship is due to local factors such
as the Swiss monetary policy, but also to international factors such as the global
increase in interest rate and credit risk premia in 1994. As it has been observed
on other markets, the interest rate and the credit risk premia are varying over
time and depend on the level of the risk factors. Short term bond yields are the
most exposed to the interest rate factor whereas medium term bonds are the
most sensitive to the credit risk factor.
In two subsequent studies (forthcoming in the FAME Research Paper Series),
we investigate the implications of these results in the context of dynamic bond
portfolio management as well as in the context of an integrated market and
credit risk management framework.
31 Introduction
There are two basic approaches to modeling term structures of defaultable
bonds. The structural approach, pioneered by Merton (1974) and extended
by Black and Cox (1976), Longsta¤ and Schwartz (1995) and others explicitly
models the evolution of …rm value. The …rm defaults when its market value
falls below certain exogenously given threshold level or the value of its debt.
This approach emphasizes the central role of …rm value in the determination of
default. Another characteristic of these models is that a …rm cannot default un-
expectedly in this framework because the …rm value is modeled as a - continuous
- di¤usion process.
The second approach, called reduced form approach or intensity based ap-
proach, is adopted by Jarrow and Turnbull (1995), Madan and Unal (1998),
Du¢e and Singleton (1999) and others. This approach does not consider the
relation between default and …rm value in an explicit way. The reduced form
approach treats default as an unpredictable event involving a sudden loss in
market value. For example, Du¢e and Singleton (1999) assume that default oc-
curs at a risk-neutral hazard rate ht at any time t, meaning that the conditional
risk-neutral probability of default at time t of a default over a small interval ¢t,
given no default before t is ht¢t.
The structural approach is appealing because it generates more conceptual
insights on default behavior compared to the reduced form approach. But the
structural approach has two main drawbacks which make its implementation
di¢cult and its use in some professional applications hazardous. First, the only
source of credit risk in structural models is the …rm value. But neither the …rm
value nor its process parameters are observable.2 They are often inferred from
stock prices, but this procedure is di¢cult to implement for complex debt struc-
tures. Second, bond prices obtained from a structural model are in general not
able to re‡ect actual credit spreads. An early work by Jones, Mason and Rosen-
feld (1984) showed that credit yield spreads predicted by structural models are
far below the empirically observed corporate-Treasury yield spreads. Recent
studies of structural models conducted by Anderson and Sundaresan (2000),
Gemmill (2002) and Eom, Helwege, and Huang (2002) show that introducing
agency theory, stochastic interest rates or dynamic capital structure decisions
can help increase the average spread level. However, the pricing errors result-
ing from these models are large, which makes them unattractive in practice,
especially in applications where marking-to-market is important. Moreover, it
seems unlikely that the credit spread dynamics generated by structural models
re‡ect the dynamics (inclusive dependencies with other risk factors) of observed
credit spreads.
By contrast, the reduced form approach does not try to identify the sources
of default risk, but assumes that all relevant information about default risk is
re‡ected in the observed credit spreads. The observed credit spreads or term
structures form the basis for the estimation of all model parameters and for the
2In particular, there are no clean and frequent accounting data on the …rms.
4determination of the state variable level. As a consequence, pricing errors are
smaller compared to the structural approach, and the dynamics of the credit
spreads are well captured. This properties are important when …xed-income in-
struments have to be marked-to-market and when the term structure dynamics
play an important role (derivative pricing, risk management, portfolio manage-
ment).3 Moreover, the reduced form approach is more appropriate in our special
case, because this study is based on the swap spread, the spread between swap
rates and Treasury bond rates. The swap spreads re‡ect the credit quality of a
whole …nancial sector, namely the LIBOR market, and the composition of this
sector may change over time. Consequently, a direct link to the …rm, which is
the basis of the structural approach, does not exist.
The objective of this paper is to model and estimate simultaneously the joint
dynamics of default-free and defaultable bond term structures using the reduced
form approach. Our special interest lies in the bene…ts of introducing various
kinds of interdependencies in the drift and di¤usions of the state variables gov-
erning the term structures of default-free and defaultable bonds. Defaultable
bonds are priced along the lines of Du¢e and Singleton (1999) with the yields,
the drift and the variance of the state variable process being a¢ne functions of
the state variables. A¢ne term structure models (ATSMs) have the advantage
of yielding essentially closed form expressions for zero-coupon bond prices.4 Dai
and Singleton (2000) show that N-factor ATSMs can be classi…ed into N + 1
non-nested sub-families with each sub-family having a ”maximal” model that
nests econometrically all models in this sub-family. This paper analyses the
three ”maximal” models resulting from our choice of two state variables. The
three models di¤er in the way the interdependencies between the factors are
formulated. A drawback of introducing such interdependencies is that we lose
the knowledge of the parametric functional of the factors’ joint density.5 As
a consequence, traditional estimation techniques such as maximum likelihood
cannot be used and the factors have to be simulated to obtain an estimate of
the joint density. We use the e¢cient method of moments (EMM) of Gallant
and Tauchen (1996) to obtain consistent and e¢cient parameter estimates. All
model parameters are estimated simultaneously using prices of default-free and
defaultable bonds.
The results of our analysis of the Swiss market are the following: First, the
interest rate level and the credit spread are positively dependent which contrasts
to results obtained by Du¤ee (1998) and Düllmann et alii (1998) for the US and
the German market respectively. Second, the default-free and defaultable term
structures are well described by a two factor model following a square-root
process with positive interdependencies modeled through the conditional mean
of the state variable process. The market prices of risk are time-varying in this
3The implications of the results of this paper on bond portfolio management and risk
management are investigated in Walder (2002a and 2002b). In particular, the e¤ects of inter-
dependencies between the interest rate and the credit spread on the optimal portfolio structure
and the integration of market and credit risk are analyzed.
4See Du¢e and Kan (1996).
5Factors and state variables have the same meaning in this paper.
5model. Third, the sensitivities of defaultable bond yields with respect to the
interest rate level and the credit risk factor give interesting insights in the risk
structure of various maturities. Short term bond yields are strongly exposed to
the interest rate risk factor. The average interest rate risk exposure decreases
with increasing bond maturity. The exposure to the credit risk factor is hump
shaped meaning that the middle maturities are the most exposed to default risk.
Humped credit spreads are consistent with …ndings on other markets.6 Fourth,
the slope of the term structures is well described although we had to restrict
ourselves to a two-factor model. In particular, the implied term structure is
inverted during the same period as the observed term structure.
There are only few empirical papers investigating the joint dynamics of
default-free and defaultable term structures in a reduced form framework. Madan
and Unal (1998), Jarrow, Lando and Turnbull (1997), Du¢e and Singleton
(1997) and McDonald and Van de Gucht (1999) estimate reduced form models
for the term structure of defaultable bonds, but do not consider its relation to
the default-free term structure. Du¤ee (1999) allows the hazard rate process to
depend on the factors governing the default-free term structure. He …nds that
default risk is negatively correlated with default-free interest rates on the US
bond market. The particular speci…cation he has chosen allows him to estimate
the parameters of the default-free and defaultable term structures separately
using the Kalman Filter technique. Liu, Longsta¤ and Mandell (2000) estimate
a four factor Gaussian model where the credit spread is also directly dependent
on the interest rate level. Collin-Dufresne and Solnik (2001) is the closest to
our study. In this model, three state variables (short rate, long-term mean of
short rate and credit spread) describe the dynamics of the Treasury, the LIBOR
and the swap term structures. Dependencies between the state variables are
modeled through correlated Brownian motions and the market prices of risk are
constant. The Gaussian structure of the model allows for a joint estimation of
all parameters using maximum likelihood. Finally, Lando (1994) allows also for
interest rate dependent default probabilities. In his approach, the reduced form
approach is modi…ed to include credit rating information in the bankruptcy pro-
cess. This approach is not feasible on the Swiss franc bond market, because the
statistics on rating transitions are poor.
The remainder of the paper is organized as follows. We formulate the basic
setting and the three model speci…cations in Section 2. The estimation method-
ology is described in Section 3. In Section 4, we describe the data, estimate
the three ”maximal” models using EMM and analyze the results. Section 5
concludes and sketches some directions for further research.
6See for example Düllmann et alii (1998) for the German market.
62 Model Formulation
The objective of this section is to de…ne a general setting which allows the pricing
of default-free and defaultable bonds as well as to specify a class of models that
is empirically tractable.
The choice of the reduced form approach has been motivated in our introduc-
tion. The main advantage of this approach is that the level and the dynamics of
observed bond prices are more accurately described compared to the structural
approach.
The literature on reduced form models uses three main assumptions for the
amount recovered when default has occurred. The ”Recovery of Face Value”
(RFV) assumes that the bondholders recover a fraction of the face value of the
bond (Lando (1998) or Du¢e (1998)). In the ”Recovery of Treasury” (RT)
model, the bondholders recover a fraction of the present value of face value
(Jarrow and Turnbull (1995) or Collin-Dufresne and Goldstein (2001)). Finally,
the bondholders recover a fraction proportional to the pre-default market value
of the bond when ”Recovery of Market Value” (RMV) is assumed (Du¢e and
Singleton (1999)). The advantage of the RMV assumption is that tractable
closed-form solutions for defaultable bond prices are available and realistic credit
spreads can be generated. The disadvantage of this assumption is that the
e¤ect of the probability of default cannot be disentangled from the e¤ect of the
recovery in case of default. The empirical literature investigating which recovery
assumption is supported by corporate bond prices is scarce. Bakshi, Madan and
Zhang (2001) …nd that the RT assumption provides better …t to the data by
calibrating a one factor model where recovery rates and hazard rates are only
a¤ected by interest rate shocks. Delianedis and Lagnado (2002) …nd that RMV
and RT generate similar term structures of risk-neutral default probabilities for
high rated bonds and short maturities in a discrete time setting. RFV failed to
generate an admissible long-dated term structure of default probabilities.
We adopt the RMV assumption of Du¢e and Singleton (1999) because our
study is based on AA-rated securities (swaps) and the recovery assumption is
of secondary importance for securities re‡ecting a low likelihood of default as
noted in Bakshi, Madan and Zhang (2001). In this context, it seems natural to
follow the RMV assumption in order to bene…t from its simplicity and elegance.
The reduced-form approach combined with the RMV as proposed in Du¢e
and Singleton (1999) allows to base our model speci…cation on the huge liter-
ature of default-free term structure models. Among all term structure models,
the a¢ne class, where yields are a¢ne functions of the state variables, are very
popular.7 Models belonging to the a¢ne class have the advantage of being ana-
lytically tractable and easy to implement. The drawback is that the model may
omit some nonlinearities observed in the data. A further disadvantage of the
a¢ne structure is that restricting yields or spreads to be positive limits the ‡ex-
ibility in specifying heteroskedasticity or conditional correlations between the
7See Du¢e and Kan (1996) for a formal description of the class of a¢ne term structure
models.
7state variables. For example, ATSMs cannot simultaneously allow for negative
correlations among the state variables and guarantee positivity of the interest
rate.
Quadratic term structure models (QTSMs), where the short rate is a quadratic
function of the state variables and the state variables are Gaussian processes, are
one way of specifying nonlinear structures.8 In these models, the bond yields are
a quadratic function of the state variables. As a result, strictly positive interest
rates are guaranteed without imposing restrictions on the correlation structure
of the state variables. Another type of nonlinear models is the one developed
in Ahn and Gao (1999). In this model, the drift of the short rate process is a
quadratic function of the short rate and the di¤usion is a function of the short
rate to the power 1.5. Closed-form solutions for bond prices are provided.
The empirical literature on the modeling of the interest rate seem to encour-
age the use of richer models capable of taking nonlinearities into account. In
particular nonparametric studies by Aït-Sahalia (1996), Stanton (1997) provide
evidence of nonlinearities in both the drift and di¤usion function of the short
rate process based on US data. But these studies remain somewhat controver-
sial. Chapman and Pearson (2000) provide evidence that the nonlinearity in
the drift of the short rate process is not a robust stylized fact. As far as credit
spreads are concerned, Prigent, Renault and Scaillet (2001) and Renault and
Scaillet (2002) observe nonlinearities in the drift and the di¤usion of US credit
spreads using nonparametric methods. The detected nonlinearities depend on
the rating of the bonds.
Our choice of ATSMs is motivated by the following arguments. First, the
fact that ATSMs cannot simultaneously allow for negative correlations among
the state variables and guarantee positivity of the interest rate is not a prob-
lem in our context. As shown in the empirical part, the relation between the
interest rate and the credit spreads is positive in our dataset. Second, and
this is the main argument, the reason for choosing the ATSM framework is an
econometric one. The number of parameters to estimate in nonlinear models is
generally much larger compared to the a¢ne setting.9 But the characteristics
of bond yields and the data situation impose us to favor a simple, parsimonious
and probably more robust class of models. The econometric issue will be dis-
cussed more precisely in Section 2.3 and after the estimation method has been
introduced.
We begin this section by a description of the Du¢e and Singleton (1999)
framework with state variables following an a¢ne di¤usion.10 We then specify
a class of models that is empirically tractable.
8See Ahn, Dittmar and Gallant (2002) for a complete classi…cation of admissibility and
empirical identi…cation of QTSMs.
9The introduction of the quadratic term in the short rate process of a QTSM with N state
variables imply N2 more parameters to estimate compared to the ATSM setting.
10The models in Du¢e and Singleton (1997, 1999) and Du¤ee (1999) belong to the class of
ATSMs.
82.1 Basic Setup
The information uncertainty in our economy is represented by a …ltered prob-
ability space (-;z;P). The …ltration z = f=t : t ¸ 0g represents the arrival
of information over time and satis…es the usual conditions of being complete,
increasing and right continuous. We also assume the existence of a progressively
measurable and integrable short rate process r, so that the investor can invest
one unit of currency in this money market account (MMA) at time zero and roll
over the proceeds until time t. The value M (t) of the MMA at time t is then





where fY (t)gt¸0 is a vector of state variables whose dynamics is described
below. In addition to the MMA, there are default-free pure discount bonds of
all maturities with price P (t;T) for a bond with maturity T at time t: Assuming
the existence of the equivalent martingale measure Q, the price of this bond is
given by the cumulative discount rate between t and T under the equivalent
martingale measure:














t [:] denotes risk-neutral, conditional expectation at date t. There are
also bonds subject to default. The price of a defaultable bond with maturity T
at time t is denoted D(t;T). The next section formulates the pricing functions
for defaultable bonds in the reduced form approach.
2.2 Valuation of Defaultable Bonds
Assuming recovery of market value in the reduced form framework, Du¢e and
Singleton (1999) show that, under technical conditions,11 the fair value D(t;T)













where R = r + h ¢ L is the default-adjusted short-rate process.12 The default-
adjusted short-rate process is composed of the short-rate process r, the hazard-
11The default-adjusted process R is assumed to be an integrable and progressively measur-
able process of the …ltration z. Moreover, jumps are not allowed to occur at the default time
although the default-adjusted process R may be modeled with jumps.
12In the general formulation, the default-adjusted short-rate process R is speci…c to each
instrument of each issuer. We do not characterize R by the credit quality of the instrument,
because we consider identical instruments (senior bonds) of one rating category.
9rate for default h and the expected fractional loss in market value L in case of
default.13
As shown in Du¢e and Singleton (1999), an additional factor representing
liquidity can be added to the default-adjusted short-rate in order to take the
cost of illiquidity into account. However, it is di¢cult to disentangle the ob-
served spread into its credit and liquidity components unless there exist two
sets of bonds di¤ering only in their liquidity characteristics. For example, Liu,
Longsta¤ and Mandell (2000) use special conditions on the US default-free …xed-
income market (liquidity di¤erences between Treasury-bills and repo rates with
Treasury collateral) to identify the liquidity component. A liquidity factor is
not included in our speci…cation because the default-free and the defaultable
bonds in our dataset can both be considered as very liquid (see the discussion
in Section 4.1) and there are no special conditions like in the US market that
could help us extract the liquidity component.
Under the above assumptions, one can develop models for the term struc-
ture of defaultable bonds by modeling R directly using standard term structure
modeling techniques. We will not try to identify the hazard-rate h and the
fractional loss rate L separately.14 The objective is to jointly model the dy-
namic properties of r and the ”short spread” s ´ h ¢ L.15 More precisely, the
default-adjusted rate is modeled as





The state variable vector Y (t) = (Y1 (t);::;YN (t)) is assumed to follow an
”a¢ne di¤usion” of the form16
dY (t) = e •
³




S (t;Yt)df W (t): (4)
13The hazard-rate process is assumed to be non-negative, predictable and to satisfy, for
each t > 0;
R t







14See Du¢e and Singleton (1999) and Artzner and Delbaen (1995) for the separability
conditions. Du¢e and Singleton (1999) pointed out that the separation may be possible
using bonds of a same company having di¤erent recovery characteristics or using non-linear
instruments.
15This approach is equivalent to the modeling of the hazard rate process h with no recovery
(L = 1). It is interesting to note that bonds with fractional loss rates di¤erent from one can
still be priced under this assumption. The price of such a bond can be computed in terms of
default-free and default-risky, no recovery bonds (Du¤ee (1999)).
16For simplicity, we do not consider the possibility of jumps. Du¢e and Kan (1996) and
Du¢e, Pan and Singleton (2000) show that introducing jumps into a¢ne term structure
models preserves the a¢ne dependence of yields on state variables provided the jump arrival
intensity is an a¢ne function of the state vector and the distribution of the jump sizes depends
only on time. Akgun (2001) analyzes the price sensitivity of bonds and derivatives with respect
to di¤erent speci…cations regarding the jump terms in a framework where the state variables
follow a jump-di¤usion process.
10f W (t) is an N-dimensional vector of independent standard Brownian motions
under Q, e • and § are N £ N matrices, which may be non-diagonal and asym-
metric, e ￿ 2 RN and S (t;Yt) is a diagonal matrix with the ith element given
by
[S (t;Yt)]ii = ﬁi + ﬂ
0
iY (t) i = 1;::;N:
Both the drifts and the conditional variance of the state variables are a¢ne in
Y (t). The Vasicek and the Cox-Ingersoll-Ross (CIR in the sequel) processes are
special cases of this structure.








where ¿ = T ¡ t, and A(¿) as well as B (¿) satisfy the ordinary di¤erential
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The corresponding boundary conditions B (0) = 0 and A(0) = 0 guarantee
that the prices of the bonds equal one at maturity. From (5), the yield of a
defaultable discount bond at time t maturing at time T is:
y(t;T) = ¡




For portfolio management, risk management and forecasting purposes, we need
the distribution of the changes in D(t;Yt) or Y (t) under the actual probability




where ‚ is an N £ 1 vector of constants,18 we obtain the process for the state
variables under P:
dY (t) = •(￿ ¡ Y (t))dt + §
p
S (t;Yt)dW (t) (8)
by substituting the Q-Brownian motion in (4) by the corresponding expression
under P: Thus, W (t) is a standard Brownian motion under P, • = e •¡§`;￿ =
•¡1
³
e •e ￿ + §ˆ
´
; where the ith row of ` is given by ‚iﬂ
T
i ; and ˆ is a N¡vector
whose ith element is ‚iﬁi: The functional form (7) for the market price of risk
17The knowledge of the process under P is not necessary if we are interested in pricing
issues only.
18Note that for the bond risk premium to be positive, the market price of risk ¤(t) and ‚
must be negative.
11vector has been widely used in the literature (see Dai and Singleton (2000) and
the references therein) and has the advantage that the state variable process
keeps its a¢ne structure under the natural probability measure.19
For the speci…cation (2) to (8) to be admissible, i.e. lead to well-de…ned bond
prices, constraints must be imposed on the dynamic interactions among the state
variables. Speci…cally, it is necessary to constrain the drift parameters (• and
￿) and di¤usion coe¢cients (§;ﬁi and ﬂi; i = 1;::;N) such that the resulting
[S (t)]ii are strictly positive for all i = 1;::;N: Moreover, the parameters have
to be normalized to achieve just-identi…cation of the model. The canonical
representation of a¢ne term structure models de…ned in Dai and Singleton
(2000) considers these restrictions and classi…es each ATSM uniquely into one of
N +1 sub-families based on the index m representing the degree of dependence
of the conditional variances on the number of state variables. The canonical
representation Am (N) of the N-factor ATSMs with index m is de…ned formally
in Appendix A.
Each sub-family of this representation is ”maximal” because the restrictions
imposed for admissibility and identi…cation are minimal. We will describe the
resulting three ”maximal” models for the case N = 2 in the next section.
2.3 Two Factor Models
In this section, we restrict the general model described in the previous section
to obtain a family of models which is tractable for estimation. As pointed
out in the introduction to this section, the complexity of the model has to
be in accordance with the quality of the data and the amount of independent
information re‡ected by the data.
In our case, we have time-series of 115 observations for the default-free and
defaultable bond yields of various maturities. These yields are highly correlated
implying that the number of orthogonal sources of risk re‡ected by the data
is small. The principal components analysis performed in the empirical part
(Section 4) shows that two to three factors are enough to describe the swap and
the Treasury term structures. The …rst factor is the usual ”level” and represents
parallel movements of the term structures. The second factor called ”spread”
represents changes in the credit spread between defaultable and default-free
bonds. The third factor usually named ”twist” represents changes in the slope
of the term structures. Thus, yield changes can well be described by a few
number of orthogonal factors and the marginal utility of an additional factor
in terms of explaining power decreases rapidly. When it comes to estimation,
the marginal utility of including an additional risk factor into the model has to
be related to the marginal cost of including this factor. The cost of including
additional risk factors is an increase in the number of parameters leading to
19See Dai and Singleton (2002) for a discussion on the ability of this market price of risk
speci…cation to explain stylized empirical facts about excess returns on default-free bonds.
12unstable parameter estimates. Moreover, the model can be underidenti…ed in a
sense that will be de…ned in Section 3 if the number of parameters is too large.
As a consequence, we chose a parsimonious speci…cation and restrict the
number N of state variables to two. The …rst state variable is a pure interest
rate risk factor and determines the level and the slope of the term structure.
Its magnitude equally a¤ects default-free and defaultable bonds. The second
state variable a¤ects only defaultable bonds and receives the interpretation of
a credit risk factor.20 Thus, we model the default-free and the default-adjusted
instantaneous interest rate as
r(t;Yt) = –0 + –1Y1 (t) (9)
and
R(t;Yt) = r(t;Yt) + s(t;Yt)
= –0 + –1Y1 (t) + –2Y2 (t)
respectively.21 The ”short credit spread” or mean loss rate is then de…ned as
s(t;Yt) = –2Y2 (t) .
What about the process of the state variables and how ‡exible can inter-
dependencies between the state variables be modeled? All possible two-factor
ATSMs can be classi…ed in three non-nested models based on the canonical rep-
resentation of Dai and Singleton (2000) described in Appendix A. The three
models di¤er in the number m of state variables that determine the conditional
variance matrix of the state variables. We denote the three two-factor models
A2 (2); A1 (2) and A0 (2) and describe them below.
Model A2 (2)




























Note that [ﬂ1]1 = [ﬂ2]2 = 1: The restrictions on the parameters are •ii >
0;￿i > 0 for i = 1;2;•ij · 0 for 1 · i 6= j · 2: Both state variables follow
20A speci…cation where the spreads are driven by a single common factor is supported
empirically by the work of Collin-Dufresne, Goldstein and Martin (2001).
21The fact that the parameter –2 = 0 for default-free bonds does not necessary imply that
the sensitivity B (¿) of the bond prices with respect to the second state variable equals zero.
This is only the case if the state variables are independent. Default-free bonds are indirectly
dependent on the second state variable through the mean-reverting matrix • and the di¤usion
§
p
S (t;Yt) of the process.
13mean-reverting, square-root processes as in the CIR case. Interdependencies
are modeled only through the conditional mean of the process. The cost of
this choice is that the conditional correlations of the state variables have to
be equal to zero and the unconditional correlations have to be non-negative.22
As shown in the empirical part, this is not a binding restriction in our case.






stochastic: Time-varying market prices of interest rate risk have been docu-
mented in several empirical studies (e.g. Chan, Karolyi, Longsta¤ and Sanders
(1992) and Dahlquist (1996)) for the bond market of most countries. Similarly,
Liu, Longsta¤ and Mandell (2000) observe time-varying credit risk premia on
the US market.
Model A1 (2)
In the case A1 (2); only the state variable Y1 (t) determines the conditional
volatility of both state variables (m = 1). The most general admissible process



























where •21 is non-positive and the coe¢cient ﬂ is strictly positive. Interdepen-
dencies appear in the drift as well as in the di¤usion part of the process. The
…rst factor in‡uences the conditional mean of the second factor via the param-
eter •21. The di¤usion part of the second factor is dependent on the …rst factor
through the parameter ﬂ: This speci…cation is convenient when the drift and
the volatility of credit spread changes depend ¡ positively ¡ on the interest rate
level. The disadvantage of this speci…cation is the zero mean-reverting level for
the second state variable, i.e. the credit spread. We propose a way to han-




1 + ﬂY1 (t)‚2
¶
is stochastic, but driven by the …rst state variable
only.23
Model A0 (2)
Choosing m = 0 implies that the conditional covariance of the process is in-
dependent of the state variable vector (homoskedasticity case). The restrictions
22Du¢e and Liu (2001) and Piazzesi (1999) use quadratic models to allow negative cor-
relations among state variables that are restricted to be positive. Akgun (2001) proposes a
three-factor model that allows for positive and negative correlations between interest rates
and credit spreads.
23Dai and Singleton (2002) show that this speci…cation of the market price of risk is partic-
ularly ‡exible in describing the empirically observed patterns in default-free bond returns.




















with all the coe¢cients –i, i = 0;1;2 and •ii;i = 1;2 being strictly positive.
The long term mean of the short rate r is determined by the parameter –0. The
condition that the interest rate and the credit spread is always positive is not
satis…ed when modeling the state variables as Vasicek processes. In particular,
a negative credit spread in our context implies a negative default intensity of
default which makes no sense.24 Moreover, the long term mean of the short
credit spread s is zero which is another drawback of this speci…cation. Negative
values for the credit spread can only be avoided by a proper choice of starting
values for the state variables and the mean-reverting speed.
The …rst factor in‡uences the conditional mean of the second factor through
the parameter •21; the sign of which is unconstrained: The model o¤ers com-
plete ‡exibility with regard to the signs and magnitudes of the unconditional
correlations among the state variables, but at the cost of the assumption of
constant conditional variances. The corresponding market price of risk vector
is constant: ¤ = ‚: This is a further disadvantage of this speci…cation as there
is empirical evidence for time-varying market prices of risk.
The most accurate model within a speci…c sub-family can be selected using
statistical inference once the parameters have been estimated. But it is di¢cult
to test which of the two sub-families is more accurate, because they are not
nested. Dai and Singleton (2000) suggest to analyze the empirical results in
order to select the best model.
24Jarrow and Yildirim (2002) avoid this problem by setting the default intensity to zero
when it takes negative values. Note that Liu, Longsta¤ and Mandell (2000) also specify the
credit spread as a Gaussian process.
153 Estimation Methodology
An advantage of the intensity based approach is that standard techniques used
for the estimation of default-free term structure models can be applied for esti-
mation. The basis for numerous empirical studies is the estimation methodol-
ogy of Pearson and Sun (1994), who estimate a two-factor CIR process for the
risk-free term structure. The idea is to use cross-sectional and time-series infor-
mation by using portfolios of bonds and the conditional densities of their values
to estimate the parameters with maximum likelihood. By using portfolios, they
incorporate information on the whole term structure and mitigate the e¤ect of
pricing errors on speci…c bonds. The values for the unobservable state variables
are derived by inverting the pricing function. Du¢e and Singleton (1997) use
the same methodology for the estimation of a two-factor CIR process for the
default-adjusted rate. Du¤ee (1999) uses again the same idea as Pearson and
Sun (1994) but applies the Kalman Filter methodology. The unobservable val-
ues of the state variables are estimated jointly with the model parameters when
using this procedure.
A necessary condition for using the Pearson and Sun (1994) methodology
is that the conditional density function of the state vector Y (t) is known an-
alytically. This is not the case for general ATSMs like the one presented in
Section 2. For this reason, we use the e¢cient method of moments (EMM) pro-
posed by Gallant and Tauchen (1996). The main idea of this simulation based
methodology is to infer estimates for the parameters of the initial model using
an auxiliary model. The EMM is described intuitively in Section 3.1 below and
a technical description can be found in Appendix B.
An alternative and promising methodology to estimate the parameters of a
di¤usion process when the conditional density of the state variable vector is not
available in closed-form has recently been developed for the multivariate case
in Aït-Sahalia (2002). This methodology is based on the approximation of the
conditional density of the – appropriately - transformed state variable vector
with a Hermite series expansion. The estimator is obtained by solving the
resulting likelihood expansion which is known in closed-form. Aït-Sahalia and
Kimmel (2002) show that the estimator is superior to other estimators in terms
of e¢ciency when applied to a¢ne term structure models. The comparison of
this approximation approach with the EMM used in the context of this paper
is left for further research.
3.1 E¢cient Method of Moments
The EMM is used when the likelihood function is not analytically tractable but
the model can be simulated. It consists basically of three steps. First, compute
the quasi maximum likelihood estimator b &
a
T and the scores of an auxiliary model
16(Ma), whose log-likelihood function is known and easy to maximize.25 The
auxiliary model should provide a good description of the variables of interest,
i.e. yields and spreads in our case. Second, simulate the yields/spreads using
the initial model (M) and some value for its parameter vector & and compute
the scores of the auxiliary model (Ma) using the simulated yields/spreads. In
the third step, the scores of the log-likelihood function based on the simulated
yields/spreads are minimized with a GMM type of criterion. The steps are
repeated with new parameter values in order to …nd the parameter vector b &ST
that makes the scores as close to zero as possible.
Two kind of approaches are possible when specifying the auxiliary model.
In the …rst approach, one looks for a simple auxiliary model, close to the initial
model, and having a comparable number of parameters. This kind of auxiliary
models usually have a structural interpretation. The second approach consists
in choosing an auxiliary model with a large number of parameters that …ts any
distribution when the number of parameter is su¢ciently large. Such models
do in general not have any structural interpretation. Typical examples are
semi-nonparametric models or neural nets (see Gallant and Tauchen (1996)).
We have chosen the …rst approach, because it makes more sense economically
and because the number of observations in our dataset does not allow for an
auxiliary model with a high number of parameters. In such a case, the danger
of …tting the model to noise in the data is too high. Andersen and Lund (1997)
also suggest to conserve on the number of moment conditions (the number of
parameters in the auxiliary model) in order to avoid numerical problems.
The resulting estimator b &ST is e¢cient if the auxiliary model is a good de-
scription of the data. For this reason, this estimation method is called e¢cient
method of moments. The EMM estimator is fully e¢cient, if the auxiliary model
encompasses the structural model (see Gallant and Tauchen (1996)). Gallant
and Long (1997) showed that the EMM estimator is asymptotically fully e¢-
cient when the auxiliary model is semi-nonparametric. Due to our choice of the
auxiliary model, we expect the estimator to be e¢cient.
To bene…t from the properties of the EMM, we assume that the state vari-
ables and the yields in the initial model are stationary and ergodic. In addition,
the distribution of the yields must be continuous. In order to get a solution
for the estimator b &ST, the dimension of the auxiliary parameter vector &a must
be larger than or equal to the dimension of the initial parameter vector & :
dim(&a) ¸ dim(&): This is a kind of order identi…ability condition.
Consequently, the challenge of our estimation exercise is to …nd an auxiliary
model and an initial model speci…cation that are both rich enough to describe
the distribution of the yields/spreads accurately and parsimonious in order to
avoid over…tting or underidenti…cation problems.
25The scores of the log-likelihood function are the …rst-order derivatives of the log-likelihood
function with respect to the parameter vector.
174 Empirical Results
The aim of this section is to estimate the three ”maximal” models A0 (2); A1 (2);
and A2 (2) described in Section 2.3. For this purpose, we use the e¢cient method
of moments (EMM) discussed in the previous section. We begin this section by
a description and an empirical analysis of the data in order to motivate our
choice for the auxiliary model. We then estimate the auxiliary and structural
models and comment the results.
4.1 Data
The empirical results of this paper are based on the Swiss market. The rationale
is to analyze a market with institutional settings and market characteristics that
di¤er from the US environment. In comparing our results with the ones for the
US market, we expect to provide new insights on the properties of term structure
models for defaultable bonds.
We use Swiss franc Treasury bonds to obtain the yields of default-free securi-
ties. The prices of the zero-coupon Treasury bonds are estimated from existing
coupon bond prices using an extension of the two-step methodology described
in Tobler (1999). In the …rst step, the discount factors for the maturities equal
or greater than ten are estimated using a Laguerre polynomial. In the second
step, the maturities smaller than 10 years are estimated using a linear combina-
tion of basis splines with the restriction that the value, the …rst and the second
derivatives of this function at the maturity 10 year equals to the one obtained
in the …rst step. The extension consists in weighting the pricing errors, i.e. the
di¤erence between market and estimated prices, with the liquidity of the bonds.
The liquidity of the bonds is measured with the issue volume. This extension
minimizes the distorting e¤ect of small, illiquid issues on the estimated prices.
Consequently, the estimated term structure can be considered as the one for
liquid Treasury bonds.
The price information for the defaultable securities is taken from the swap
market.26 An interest rate swap is a contract by which a …xed payment stream
is exchanged against a ‡oating payment stream. The ‡oating leg of the swap is
usually set at the interbank interest rate (usually the six-month LIBOR). Once
the …xed leg is speci…ed, the swap rate is de…ned as the coupon rate on the
…xed leg and, consequently, re‡ects the credit and liquidity characteristics of the
LIBOR market. The swap contract itself bears negligible credit risk, because the
potential loss on a swap does not include the principal but only future interest
rate di¤erentials (‡oating minus …x for a payer swap), and only if this di¤erence
26The source for the swap rates is Datastream. The rates are computed by averaging the
rates of the main contributors on the Swiss franc swap market. The main players on the Swiss
franc swap market are the biggest Swiss banks. Their rating was either AAA or AA during
the sample period. A comparison of the swap rates with corporate bond rates on a small
available sample has shown that swap rates vary between AAA and AA bond rates.
18is positive for the non-defaulting counterparty.27 The swap term structure is
higher compared to the Treasury term structure only because the swap rate
payments are indexed on the six-month LIBOR rate which corresponds to a
defaultable contract. More precisely, the spread between the swap and the
Treasury rate re‡ects the di¤erence in default and liquidity risk of the …nancial
sector quoting LIBOR rates and the Treasury.
The question whether the swap spread re‡ects the default or the liquidity
risk of the LIBOR market remains.28 Nowadays, the LIBOR and swap markets
for most of the currencies are very liquid and, for this reason, becomes the
benchmark term structure for the valuation of other …xed income securities.
This is not di¤erent for the Swiss franc. The Swiss franc LIBOR and swap
markets are considered as very liquid and even more liquid than the Treasury
bond market. Consequently, we will assume in the following that the spread
between the swap and the Treasury term structure re‡ects the credit risk of the
…nancial sector quoting LIBOR rates.29 This assumption is further supported
by the following two arguments: First, liquidity is less an issue when a whole
…nancial sector like the LIBOR market is considered as compared to speci…c
bonds. Indeed, such average market rates are not subject to liquidity shocks
linked to the characteristics of speci…c bonds such as the ability to serve as
a collateral or as a deliverable in the futures market. Second, the Treasury
bond rates used here should not be a¤ected by liquidity issues either, since the
estimation procedure for the Treasury term structure takes the illiquidity of
speci…c bonds into account by giving them a lower weight. The resulting term
structure re‡ects the rates for liquid zero-coupon Treasury bonds.
The yields of zero-coupon bonds on the swap market are obtained using the
same methodology as for the Treasury bonds except that the pricing errors are
not weighted with some liquidity information. We use monthly price information
for the Treasury bond and the swap market.30 The data start in July 1990
and end in January 2000 leaving 115 observations for the maturities of each
term structure.31 The beginning of the observation period is characterized by
a high yield level combined with high credit spreads (see Figure 1). In 1992,
27Counterparty risk is further reduced due to the use of the standard marking-to-market or
posting-of-collateral and haircut requirements almost universally applied in swap markets.
28See Collin-Dufresne and Solnik (2001) for a thorough-going analysis of the di¤erence
between corporate bond and swap rates. A methodology to determine the proportion of
credit risk and liquidity risk premium in the spread between corporate and default-free bonds
using the structural approach is proposed in Huang and Huang (2002). Houweling, Mentik
and Vorst (2002) …nd that liquidity is priced in the Euro corporate bond market using an
APT kind of model. Ericsson and Renault (2000) develop a structural model of liquidity and
credit risk with the aim to better understand the interaction between these two sources of risk
in corporate bonds.
29The LIBOR rate re‡ects the average credit risk of the most representative banks providing
quotations on the interbank market. It corresponds to a constantly updated, refreshed credit
quality index in the terminology of Collin-Dufresne and Solnik (2001). To be consistent with
our default model, we have to assume that the credit risk inherent in LIBOR rates can be
modeled as the credit risk of a single defaultable entity.
30We take CLOSE prices on the 15th of the month or the closest business day to the 15th
of the month.
31The dataset for the Swiss market has been provided by Zurich Cantonalbank.
19the monetary policy began an expansive period which was followed by a drop in
the interest rate level and the credit spreads. During 1994, the bond yields and
credit spreads rose again due to in‡ation fears at the international level. Since
1995, the yields and the credit spreads are stable at a low level. Note that the
Asian (Q4 1997) and Russian (Q4 1998) crisis did not a¤ect the credit quality
of the actors on the Swiss franc swap market.
[Insert Figure 1: ”Data Description” here]
4.2 Principal Components Analysis
The goal of this paper is to model the common dynamics of the term structure of
default-free and defaultable bonds in the most appropriate way. The model has
to describe price movements over time of bonds of various maturities belonging
to two credit rating categories. This is a complex task as the number of bonds
in each rating class can be made in…nite using interpolation procedures. But
the nature of interest rates itself implies a high correlation between the yields
of various maturities and rating classes.32 Thus, one often performs a principal
components analysis in order to capture the covariance structure of interest
rates with a small set of common factors. Usually, the principal components
analysis is done on the rates of a particular term structure (same credit quality).
The result is that three factors named the level, the twist (changes in the slope
of the term structure) and the butter‡y (changes in the curvature of the term
structure) are enough to explain more than 90% of the correlation structure.
This feature is common across currencies.33
In this section, we perform a principal components analysis on the correlation
matrix of the yield changes of default-free and defaultable zero-coupon bonds
with maturities ¿ = 1;2;3;4;5;7;10 years: The results show that 88% of the
variance of all these rates can be explained by two orthogonal factors (see Table
1). Including a third factor increases the explained variance to 93%. The
sensitivities of each interest rate to the changes in the three factors are shown
in Figures 2 to 4. The …rst factor can be interpreted as the level factor because
all interest rates are nearly equally sensitive to this factor. This is similar to the
cases where the analysis is made on one term structure only. The sensitivities
to the second factor di¤er strongly whether we look at the Treasury or the swap
rates. Thus, we interpret this factor as the credit spread factor. The sensitivities
in Figure 3 also show that the various maturities are not equally sensitive to the
credit spread factor. The swap rates with higher maturities seem to be more
sensitive to the credit factor compared to the shorter rates. The sensitivities to
32See Lekkos (2000) for an interesting approach to explain the high correlation between
interest rates in a no-arbitrage framework.
33See Litterman and Scheinkman (1991) for an exposition of the principal component
methodology applied to interest rate data. For an application to the Swiss market, see Bühler
and Zimmermann (1996) or Tobler (1996).
20the third factor is essentially maturity dependent. Thus, we call the third factor
the slope or the twist.
[Insert Table 1: ”Principal Components Analysis” here]
[Insert Figures 2 to 4: ”Factor Sensitivities” here]
The interpretation of the factors is supported by the implied time-series for
the factors. Time series for the three factors are obtained by multiplying the
rates used in the principal components analysis with the inverse of the …rst
three eigenvectors (Figures 5 to 7). The time series for the level factor is closely
linked to the one-year Treasury rate. The second factor follows the moves of
the spread between the swap and the Treasury rates with maturity one year.
Finally, the third factor is linked to the di¤erence between ten year and two year
Treasury rates, i.e. the slope of the default-free term structure.34 Thus, the time
series for the factors implied by the principal components analysis con…rm our
interpretation of the …rst three factors as the level, the credit spread and the
slope.
[Insert Figures 5 to 7: ”Implied Factor Values” here]
These …gures also show that the yields and spreads vary around a long term
mean. This mean-reverting characteristic has been tested in a univariate setting
by regressing yield/spread changes on a constant and the lagged yield/spread.35
The mean-reversion model provides an accurate description for the dynamics
of the yields and the spreads. This statement is independent of the de…nition
of the yields or the spreads. We also tried to model heteroskedasticity in the
multivariate setting. In particular, we have estimated a GARCH speci…cation
along the lines of Ding and Engle (2001). The parameters modeling the time
variation of the conditional covariance matrix were not signi…cantly di¤erent
from zero. This information will be useful for the speci…cation of the auxiliary
model in Section 4.4.
To summarize, the principal components analysis has shown that the dy-
namics of the swap and the Treasury term structure can su¢ciently well be
described with two or three orthogonal factors. The e¤ect of performing the
principal components analysis on yields of default-free and defaultable bonds is
to add a new principal component, i.e. the credit spread. This factor is more
important than the slope but less important than the level in explaining the
correlation structure of default-free and defaultable bonds. We further keep in
mind that the yields and the spreads follow mean-reverting processes and no
heteroskedasticity has been detected.
34There is no exact matching between the factors implied by the principal components anal-
ysis and the market rates for two reasons: First, the choice of the market rate corresponding
to the level, the credit spread or the slope factor is not unique. Second, there is still an
unexplained part of the variance.
35This analysis is not shown here to avoid an over‡ow of data.
214.3 Credit Spread Dynamics
In order to have a better insight into the determinants of the credit spread
dynamics, we perform the regression of Du¤ee (1998) with US data or Düllmann
et alii (1998) with German data. More precisely, the regression
¢spreadt;T = const + ﬁT¢levelt + ﬂT¢slopet + "t;T (13)
is estimated for the maturities T = 1;2;3;4;5;7;10 years:36 The variable ¢spreadt;T
denotes the change in the credit spread of maturity T between time t and t+¢t;
where the credit spread is de…ned as the di¤erence between the yield of zero-
coupon bonds on the swap and the Treasury term structure. The slope is de…ned
as the di¤erence between the long and the short term Treasury rate.37 The def-
inition of the level is di¤erent in Du¤ee (1998) and Düllmann et alii (1998).
Du¤ee (1998) de…nes the level as the short term Treasury rate. Düllmann et
alii (1998) de…ne the level as the 10 year Treasury rate.
Which sign for the coe¢cients ﬁT and ﬂT is expected? One line of argument
is based on Chang and Sundaresan (1999). The authors develop an equilibrium
model of asset pricing in which asset prices, the default-free term structure
and default premia are determined simultaneously. In this model, the proba-
bility of default increases at low wealth levels leading to a “‡ight to quality”
phenomenon. In such situations, investors sell corporate bonds and buy short-
term default-free bonds. As a consequence, the default premium increases, the
default-free interest rates decrease and the default-free term structure becomes
steeper. Thus, the relation between credit spreads and interest rates is negative
and the relation between credit spreads and the slope is positive. A second
line of argument is based on the default model of Merton (1974) where default
risk is modeled using option pricing theory. In this model, an increase in the
short term interest rate increases the drift of the risk-neutral process for the
…rm value which leads to a lower risk-neutral probability of default and, con-
sequently, lower credit spreads. Thus, the relation between credit spreads and
interest rates is also negative in this approach. The sign of the relation be-
tween credit spreads and the slope of the term structure depends on the speci…c
dynamics for the term structure.
In general, the empirical studies on the relationship between credit spreads
and the interest rate level are in line with the two theoretical frameworks men-
tioned above. Du¤ee (1998) and Düllmann et alii (1998) …nd a signi…cative
negative relation between changes in the credit spread and changes in the Trea-
sury yields. A result that holds across maturities and rating categories. The
evidence for a positive relation between credit spreads and the slope of the term
structure is mixed. Düllmann et alii (1998) obtains a positive sign for ﬂT, but
it is negative in Du¤ee (1998).
36Note that the variance-covariance matrix of the estimated coe¢cients has not been ad-
justed for heteroskedasticity and autocorrelations in the residuals. This should be done for a
proper comparison with Du¤ee (1998) or Düllmann et alii (1998).
37Du¤ee (1998) uses the 30 year maturity for the longer rate, Düllmann et alii (1998) uses
the 10 year rate. Both use the 3 month rate for the shorter rate. Our de…nition of the slope
is the 10 year rate minus the one year Treasury rate.
22The results of regression (13) for the Swiss market are shown in Table 2
for the Du¤ee (1998) de…nition and in Table 3 for the Düllmann et alii (1998)
de…nition of the level. The following three observations can be made:
First, the relationship between the credit spread and the level of the default-
free rates is positive for maturities up to 5 years. The relationship is signi…cant
for the maturities 2, 3, 4 and 5 years. This result con…rms the picture in
Figure 1 where the level and the credit spread move together. But, on the other
hand, the result is in contradiction with the theoretical framework of Chang
and Sundaresan (1999) and Merton (1974) as well as with the empirical studies
of Du¤ee (1998) and Düllmann et alii (1998) on other markets. A reason that
may explain this contradicting result is linked to the monetary policy. The
beginning of the sample period is characterized by a restrictive monetary policy
conducted by the Swiss central bank to limit the increase in in‡ation after the
economic boom of the eighties. The high yield period caused a recession that
called for a more expansive monetary policy which lead to the decrease in the
short rate (see the year 1992 in Figure 1). Thus, the short rate was not the
result of the behavior of rational investors like in the Chang and Sundaresan
(1999) framework, but the result of central bank activity.38 Another reason for
the contradicting result may be linked to the de…nition of the safe asset. The
”‡ight to quality” argument in Chang and Sundaresan (1999) may exist also on
the Swiss market, but the investors place their wealth in cash or gold instead of
short term bonds when their economic situation deteriorates. In 1994, investors
sold their bond holdings (Treasury and corporate) due to the in‡ation fears at
the international level and to the resulting expected economic slowdown. This
lead to an increase in the interest rate and default premium on the …xed income
market. The short term rates increased as well - although in a smaller extent -
indicating that the wealth has been invested in other assets. Other arguments
supporting a positive - or negative - relation between credit spreads and interest
rates can certainly be found. This study shows that the data on the Swiss swap
market between 1990 and 2000 are not compatible with the models proposed
by Chang and Sundaresan (1999) and Merton (1974).39
Second, the relationship between the credit spread and the slope of the
default-free term structure is positive and signi…cant for the shorter maturities
(until 3 years). This result is compatible with the framework of Chang and
Sundaresan (1999) and comparable to Düllmann et alii (1998), but it is in
contradiction to Du¤ee (1998) where the coe¢cients are negative.
Third, the regression quality measured by its adjusted R2 becomes worse
with increasing bond maturity. Du¤ee (1998) obtains a similar degradation of
the regression quality as maturity increases. Düllmann et alii (1998) do not
display any information on the R2.
[Insert Table 2: ”Du¢e (1996) Regression” here]
38It is interesting to note that the relationship is negative ¡ although not signi…cant ¡ for
credit spreads linked to bonds with high maturities which are less in‡uenced by the monetary
policy.
39Note that one cannot expect that simple theoretical models explain the behavior of prices
driven by complex investors’ expectations at all times and in all countries.
23[Insert Table 3: ”Düllmann et alii (1998) Regression” here]
These results lead us to the following conclusions. First, there are signi…cant
relations between changes in the credit spreads of various maturities, the interest
rate level and the slope of the term structure. Second, these relations are not
comparable to the US and the German bond market in our sample. In particular,
changes in the credit spread are positively related to changes in the interest
rate level in the Swiss franc market whereas the relation is negative in the
US and German markets. Third, the positive relation between credit spreads
and the interest rate level during the period 1990-2000 is not compatible with
Merton (1974) or Chang and Sundaresan (1999). Our result shows that models
where the sign of the relationship is …xed are too restrictive and underlines the
challenge to capture the real world’s complexity in a theoretical framework.
4.4 Auxiliary Model
The principal components analysis in Section 4.2 has shown that the term struc-
tures of default-free and defaultable bonds are su¢ciently well described by two
or three factors. These factors may be interpreted as the level, the credit spread
and the slope of the term structure; the factors being ranked by their impor-
tance in explaining the correlation between the yields. Furthermore, the level,
the credit spread and the slope exhibit a mean-reverting behavior with homoge-
nous conditional variance. The so-called Du¤ee regressions in Section 4.3 have
shown that interesting relationships exist between spread and yield changes. In
particular, changes in the credit spread and changes in the interest rate level
are positively related which is in contrast with …ndings on other markets. The
goal of this section is to specify and estimate the auxiliary model used for the
estimation of the initial models described in Section 2.3 by taking these results
into account.
For the auxiliary model, we reduce the dynamics of the default-free and
defaultable term structures to the dynamics of three variables: the level, the
credit spread and the slope. In order to take the interdependencies between
the three variables and their mean-reverting behavior into account, we specify
the auxiliary model as a multivariate, mean-reverting process with constant
covariance matrix of the residuals:40
¢Ft = C + KFt¡1 + ￿t (14)
￿t » N (0;-)
where C 2 R3£1;K 2 R3£3 and - 2 R3£3 are the parameters to estimate. The
vector of changes is de…ned as ¢Ft = Ft ¡ Ft¡1 where Ft 2 R3£1 is a vector
40The change ¢F in the vector F of yield and spreads has been chosen as endogenous
variable because the yield and spread levels show near unit root behavior.
24containing the level, the credit spread and the slope. The exact de…nition of
these variables is based on the quality of univariate mean-reverting models and
the orthogonality properties of the various yields and the spreads in order to
avoid multicollinearity. The level is the one year Treasury rate. The credit
spread is de…ned as the di¤erence between ten year swap and Treasury rate.
The slope is the di¤erence between ten year and two year swap rates. Recall
that all these rates are yields on zero-coupon bonds.
The speci…cation in (14) is quite simple, but it already involves the estima-
tion of 18 parameters. A richer model is desirable because, in turn, it would
enable the estimation of more complex (more state variables or nonlinearities)
term structure models. But the risk of over…tting the data is too high in our case
because we have only a small number of observations and the amount of inde-
pendent information in the yields is too small. Consequently, this speci…cation
has the advantage of providing a signi…cant number of parameters and, hence,
scores of the likelihood function without leading into over…tting problems.
The simultaneous equation system (14) is estimated with the quasi maximum
likelihood method (the details are in Appendix B). The estimation results for
the parameters of the mean equation are shown in Panel A of Table 4. The
parameters of the covariance matrix of the residuals are in Panel B.
[Insert Table 4: ”Auxiliary Model” here]
The results can be summarized as follows: First, the positive constants C
and the negative autoregressive coe¢cients (the main diagonal in K) con…rm
the mean reverting behavior of the yields and the spreads. Second, the positive
relation between interest rates and credit spreads is re‡ected in the parameter
K12. This coe¢cient is signi…cant and indicates that high credit spreads tend to
increase the interest rate level. This positive dependence between interest rate
level and credit spreads or default risk has particularly been observed during the
high yield periods 1990-1992 and 1994 (see Figure 1). Third, there is a negative
relation between changes in the slope (level) and the lagged level (slope). Thus,
when the level of the interest rate increases, the slope of the term structure
decreases or even becomes inverted (negative slope). Again, this was the case
in the 1990-1992 period. Fourth, the parameter estimates for the covariance
matrix (Panel B) show that the unconditional correlation between the level and
the credit spread is nearly zero when the three variables level, credit spread
and slope are modeled simultaneously. Thus, unexpected movements of the
interest rate are, on average, uncorrelated to unexpected movements of the
credit spread. The unconditional correlation between the level and the slope is
negative which con…rms the economic theory, i.e. in‡ation expectation increase
when unexpected negative monetary shocks (sudden decrease in the short rate)
occur.
In the following section, we use this auxiliary model to estimate the param-
eters of the initial models described in Section 2.3. It will be interesting to see
if the term structure models are able to describe the empirical characteristics of
the default-free and defaultable term structures accurately.
254.5 Structural Model
In this section, we estimate the three models A2 (2); A1 (2) and A0 (2) described
in Section 2.3 with the e¢cient method of moments based on the scores of the
auxiliary model presented in the previous section.41 We begin by presenting
the estimation results and then show some characteristics of the most accurate
model.
4.5.1 Estimation Results
In a …rst estimation round, we observed that the estimated values for the pa-
rameter –0 were too high in the speci…cations A1 (2) and A2 (2) where the short
rate is modeled as a square root process. This is problematic, because the im-
plied state variables were negative during several periods. The implied state
variables are obtained by inverting the pricing formula (6) to obtain the state
variable as a function of observed yields and spreads.42 The reason is the fol-
lowing: The parameter –0 sets a minimum value for the instantaneous short
rate in the models where the …rst state variable is restricted to be positive (see
equation (9)): The consequence is that whenever the observed interest rate falls
below the estimated –0, the implied state variable value is negative which is in
contradiction with the model. This happened in 48% of the cases in the sample
period. In order to obtain valuable results, we estimate the models A1 (2) and
A2 (2) by imposing –0 = 0:43
Fixing –0 to zero allows us to introduce ￿2 in A1 (2) as a free parameter. This
is convenient because we expect the mean-reverting level of the credit spread to



























The parameter estimates for the three speci…cations A0 (2); A1 (2) and
A2 (2) are shown in Table 5 together with the function value which is mini-
mized in equation (19) of Appendix B. Most parameter values are signi…cantly
di¤erent from zero at a 99% signi…cance level. The parameter estimates are
comparable across the models except for the Gaussian model A0 (0) where the
mean-reverting level of both state variables is equal to zero: The risk premium
41The technical details linked to the estimation procedure such as initial values, discretiza-
tion step, simulation length and calibration procedure have been placed in Appendix C.
42See the section on calibration in Appendix C.
43Du¢e and Singleton (1997) encountered a similar problem. Their solution was to subtract
the sample mean of the interest rate in the equation modeling the short rate.
26coe¢cients ‚1 and ‚2 are both negative in all the models, which implies that
the term and the credit risk premia are positive.
[Insert Table 5: ”Initial Model” here]
Interdependencies in the conditional mean of the state variables are mod-
eled through the parameters •12 and •21: Their estimated values are negative
in model A1 (2) and A2 (2) which implies a positive dependence between the
interest rate and the credit spread. This re‡ects the estimation results of the
auxiliary model in Section 4.4. Beside these dependencies in the conditional
mean of the state variables, the conditional variance of the second state vari-
able is dependent on the level of the …rst state variable in model A1 (2). The
positive ﬂ indicates that the volatility of the spread increases with the level of
the interest rate. Thus, high interest rate levels are accompanied with a high
spread level and volatility.
A comparison of the parameter values with other empirical studies on re-
duced form models is di¢cult, because the speci…cations and the interpretation
of the state variables are not comparable: Du¢e and Singleton (1997) specify
a model for the default-adjusted rate R, but do not consider interest rate and
credit risk separately. In Du¤ee (1999), the process for the default intensity
is extended to incorporate two interest rate factors. Liu, Longsta¤ and Man-
dell (2000) estimate a four factor Gaussian model where the credit spread is
also directly dependent on the interest rate level. In Collin-Dufresne and Solnik
(2001), three state variables (short rate, long-term mean of short rate and credit
spread) describe the dynamics of the Treasury, the LIBOR and the swap term
structures. Dependencies between the state variables are modeled through cor-
related Brownian motions and, consequently, are again not comparable to our
study.
But a comparison with some univariate time-series analyses of the short rate
and the credit spread is still possible. The mean-reversion behavior observed
in the time-series (Figure 1) is re‡ected in the parameter values. The mean-
reversion speed of the short rate is high relative to other markets, which may also
be due to the short and eventful sample period. Chan, Karolyi, Longsta¤ and
Sanders (1992) obtain a mean-reverting speed of 0.23 for the CIR model based
on U.S. Treasury bills. Dahlquist (1996) estimates a mean-reversion speed of
0.20 and 0.36 for Germany and the UK, but the estimates are higher for smaller
countries (0.7 and even 1.7 for Denmark and Sweden respectively). The em-
pirical literature on the process followed by the credit spread is scarce. The
mean-reversion speed of credit spread indices obtained in Renault and Scaillet
(2002) for Aaa and Baa bonds on the US market (daily observations) are lower
compared to our estimate. An explanation for this di¤erence may be the period-
icity of the data. The plausibility of the mean-reversion level and the variance
of the process is analyzed in the following.
To assess whether the parameter estimates are reasonable, we compute the
unconditional means and volatilities (square-root of variance) of the short rate
r and the short credit spread s implied by the parameter estimates (see Table
276). The unconditional expectation of the short rate and the credit spread have
reasonable values for the Swiss market and the estimates are stable across the
models. A spread of 0.5% means that the probability of a …rm (bank with a
rating between AA and AAA in this case) defaulting in the next time interval
¢t conditional on no default until now and assuming no recovery is 0.5%¢t.
In Switzerland, the average realized yearly cumulative default probability over
the same time period in the …nancial sector is 0.6%.44 The estimates for the
unconditional volatilities are realistic as well. The standard deviation of short
term Swiss interest rates lies between 1% and 2%. The high unconditional
volatility of the short rate and the spread in A1 (2) is certainly due to the
modeling of the drift and the volatility as a function of the short rate level.
The unconditional values for the market prices of risk are computed using (7)
with the state variables replaced by their unconditional values deduced from the
parameter estimates. The values for the unconditional market prices of risk are
similar across the models although their de…nition is di¤erent. The market price
of credit risk is higher than the market price of interest rate risk. In the models
A1 (2) and A2 (2); the market prices of risk are stochastic. In the case A1 (2);
both market prices of risk are dependent on the …rst state variable and decrease
over time (see Figure 8).45 The market price of interest rate risk dropped by a
larger amount compared to the market price of credit risk.
[Insert Table 6: ”Unconditional Moments” here]
[Insert Figure 8: ”Market Price of Risk” here]
Which model is more accurate for the Swiss market? The three models
A0 (2);A1 (2) and A2 (2) cannot be tested against each other with some log-
likelihood ratio test because the models are non-nested.46 But economic ar-
guments are su¢cient to choose the best model class. The advantage of the
square-root models is that negative values for the interest rates and the spreads
(and implicitly the hazard rates) are precluded. Negative hazard rates make no
sense mathematically. Thus, A2 (2) seems the most suited for the dynamics of
the default-free and defaultable term structures. Moreover, this model has the
advantage of allowing interest rates and credit spreads to be positively depen-
dent which is the main characteristic of the Swiss market. Consequently, we
select A2 (2) as the most accurate model among the tested ones for the Swiss
market and analyze the factor sensitivities in the following section.
44The realized default rates for Switzerland are computed by the Institute BAK in Basel.
They are based on the number of defaults published by ”Credit Reform” in St. Gallen and
a statistic of the total number of …rms from the Bundesamt für Statistik in Bern. The latest
statistic is refreshed all three years. We have no information on the recovery rates in the
default cases.
45The computation of the market prices of risk are based implied state variables computed
using the calibration methodology described in Appendix A.
46Nonnested hypotheses tests as proposed in Dhaene, Gourieroux and Scaillet (1998) are
not necessary here, because the economic arguments are su¢cient to select the most accurate
model.
284.5.2 Risk Factor Sensitivity
We know from (6) that the yield of a zero-coupon bond with time-to-maturity
¿ = T ¡ t at time t is an a¢ne function of the state variable vector Y (t) :
y (t;T) = A¤ (¿) + B¤ (¿)
0 Y (t)
with A¤ (¿) = ¡
A(¿)
¿ and B¤ (¿) = ¡
B(¿)
¿ : The coe¢cient A¤ (¿) represents the
basis yield and the coe¢cient B¤ (¿) re‡ects the exposure of the bond to the
two risk factors, i.e. interest rate and credit risk. For a …xed time-to-maturity
¿, the coe¢cients A¤ (¿) and B¤ (¿) do not change over time.
The sensitivity B¤ (¿) for various maturities in the case of model A2 (2)
is depicted in Figure 9. The sensitivity B¤
1 (¿) of a bond yield with time-to-
maturity ¿ with respect to the level factor (…rst state variable) decreases with
the maturity of the bond, i.e. shocks in the …rst state variable a¤ect the shorter
rates more than the longer ones. Interestingly, the sensitivity B¤
2 (¿) of the
bonds with respect to the credit risk factor is hump shaped which implies that
the credit spreads will have a tendency to be humped. Humped credit spreads
have already been observed on other markets. Sarig and Warga (1989) …nd hump
shaped credit spreads for bonds with low ratings. Eom, Subrahamanyam and
Uno (2000) also …nd hump shaped swap spreads on the Yen market. Düllmann
et alii (1998) …nd hump shaped credit spreads for medium quality bonds. The
rationale for declining credit spreads at longer maturities is the following: The
credit spread is a premium that compensates for the loss in case of default.
Although the cumulative default probability increases with maturity, the loss
in case of default has to be discounted with a lower discount factor. Thus, the
discounted expected losses may decrease after some time.
[Insert Figure 9: ”Risk Factor Sensitivity” here]
The yield of a defaultable bond is composed of the base rate A¤ (¿) and
two time varying factor risk premia B¤
1 (¿)Y1 (t) and B¤
2 (¿)Y2 (t): Taking the
unconditional values Y of the state variables instead of Y (t), we obtain the
long term decomposition of the defaultable yield shown in Figure 10. The time-
invariant base rate A¤ (¿) increases with the maturity ¿ of the bond: It represents
a low proportion of the yield at short maturities and a high proportion at long
maturities. The yields of short term defaultable bonds are strongly exposed to
the interest rate factor, whereas this exposure declines with the maturity. On
the other hand, medium maturities are more exposed to the credit risk factor
than longer or shorter maturities.
[Insert Figure 10: ”Yield Decomposition” here]
To end this analysis, we compute the implied short rate r = –1Y1 and short
credit spread s = –2Y2 for the whole sample period using the state variables im-
plied by observed yields (Figure 11).47 We observe that the implied short rate
47See section on calibration in Appendix C.
29r and the implied credit spread s closely follow the observed one year Treasury
rate and the credit spread (2 year swap minus Treasury yield). The implied
credit spread happens to be negative re‡ecting the observed credit spread. Fig-
ure 12 shows the time series for the implied slope of the term structure during
the sample period. The implied term structure is inverted at the beginning
of the sample and becomes positive as the slope of the sample term structure
becomes positive. Thus, the term premium has been modeled accurately al-
though we used only one factor to describe the dynamics of the default-free
term structure.
[Insert Figure 11: ”Model Implied Rates” here]
[Insert Figure 12: ”Implied Term Structure Slope” here]
5 Conclusion
The objective of this paper is to model the joint dynamics of default-free and
defaultable bond term structures and estimate all model parameters simultane-
ously. The dynamics of the term structures for bonds of various credit quality
is a key input for the management of bond portfolios or the pricing and the risk
management of credit derivatives. Defaultable bond prices are modeled along
the lines of Du¢e and Singleton (1999) with state variables following an a¢ne
di¤usion. Our special interest lies in the bene…ts of introducing various kinds
of interdependencies in the drift and the di¤usions of the factors driving the
term structure dynamics. We obtain consistent and e¢cient estimates of the
model parameters using the e¢cient method of moments (EMM) of Gallant and
Tauchen (1996).
More speci…cally, we estimate the parameters of three non-nested sub-families
of two-factor a¢ne term structure models based on the canonical representation
of Dai and Singleton (2000). The …rst factor turns out to be the interest rate
level whereas the second factor is the credit spread. Richer models with more
state variables couldn’t be estimated with the available data. The sub-families
are characterized by the way the conditional variance of the state variables is
modeled and by di¤erent degrees of interdependencies in the conditional mean
and covariance of the state variable process. Our empirical analysis of the
Swiss market lead us to the following conclusions. First, the interest rate level
and the credit spread are positively dependent which contrasts to results ob-
tained by Du¤ee (1998) or Düllmann et alii (1998) for the US and the German
market respectively. Second, these positive interdependencies are well modeled
by the sub-family A2 (2) of a¢ne term structure models. This sub-family is
characterized by two state variables following a square-root process. Positive
interdependencies are modeled through the conditional mean of the state vari-
able process. The market prices of risk are time-varying. This speci…cation has
further the advantage of restricting the short rate and the credit spread (and
30the hazard rate) process to positive values. Third, the sensitivities of default-
able bond yields with respect to the interest rate level and the credit risk factor
give interesting insights in the risk structure of various maturities. Short term
bonds are strongly exposed to the interest rate risk factor. The average inter-
est rate risk exposure decreases with increasing maturity. The exposure to the
credit risk factor is hump shaped meaning that the middle maturities are the
most exposed to credit risk. Humped credit spreads are consistent with …ndings
on other markets.48 Fourth, the slope of the term structures is well described
although we had to restrict ourselves to a two-factor model. In particular, the
implied term structure is inverted during the same period as the observed term
structure.
Although these results are encouraging, they must be considered with care.
They are dependent on the - small - data sample, the quality of the term struc-
ture estimation, the auxiliary model and the simulation technique. The results
have to be veri…ed on a longer sample and other markets. Moreover, we have to
examine how these models perform in bond portfolio or credit risk management
issues.
48See for example Düllmann et alii (1998) for the German market.
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36A Canonical Representation of ATSMs
The canonical representation of a¢ne term structure models de…ned in Dai and
Singleton (2000) considers the admissibility and identi…cation restrictions and
classi…es each ATSM uniquely into one of N +1 sub-families based on its value
of m = rank(©); where © = (ﬂ1;::ﬂN): The index m represents the degree
of dependence of the conditional variances on the number of state variables.
The canonical representation Am (N) of the N-factor ATSMs with index m is
de…ned by:49
De…nition 1 (Canonical Representation of Am (N)) For each m, we partition








; where Y B is m £ 1 and Y D is (N ¡ m) £ 1; and

































with the following parametric restrictions imposed:




•ij￿j > 0;1 · i · m;
•ij · 0;1 · j · m;j 6= i;
￿i ¸ 0;1 · i · m;
©ij ¸ 0;1 · i · m;m + 1 · j · N:
Each sub-family of this representation is ”maximal” because the restrictions
imposed for admissibility and identi…cation are minimal.
49See De…nition II.1 in Dai and Singleton (2000).
37B E¢cient Method of Moments
This appendix describes technically the three steps of the parameter estimation
methodology based on the EMM of Gallant and Tauchen (1996).
B.1 Step 1: Auxiliary Model
We model n yield/spread changes ¢Ft = [¢F1t;:::;¢Fnt]
0 describing the term




¢Ft = ¦Xt + "t
The n £ 1 vector of residuals "t is assumed to be i.i.d. N (0;-). The mean
parameter matrix ¦ 2 Rn£k and the variance-covariance matrix - 2 Rn£n of























t (¢Ft ¡ ¦Xt)
¸
where the parameter vector &a 2 R(nk+ 1
2n(n+1))£1 contains the non-redundant
elements of ¦ and - and T is the number of observations left after building
the lagged variables. The maximum likelihood estimate b &
a
T for the parameter of
the auxiliary model (Ma) is obtained by maximizing the log-likelihood function



























h(&a;¢Ft) = 0 (18)
de…ne the scores of the maximum likelihood estimator. The operator vec[:] is
used to transform a matrix in a column vector by stacking each columns of the
matrix under the previous one. The operator vech[:] is similar to vec[:] but
50Note that the variance-covariance matrix contains only 1
2n(n + 1) non-identical parame-
ters to estimate.
38stacks only the lower diagonal part of the matrix. The score vector gT (&a;¢Ft)
has the same dimension as the parameter vector &a. It will be used in con-
junction with simulated yield/spread values as shown in Section (B.3). The
























with b "t = ¢Ft ¡ b ¦Xt: The robust standard errors of the parameter estimates















where Io;T (b &
a) is the information matrix based on the outer product of the
score vectors as de…ned above and Ih;T (b &
a) is the information matrix based on










B.2 Step 2: Simulation
In the second step of the indirect inference method, the n yields/spreads are
simulated using the initial model (M) and the linear relationship between the
yields and the factors described in (6).
For any RN-valued initial point b Y1 and any parameter vector & 2 ¡; the




structed inductively by letting Y &







where H (:) represents the discretized version of the state variable process and
b ”t+1 is a RN-valued perturbation stemming from a standard normal random
distribution on (-;F;P). We apply the Euler discretization scheme. The sim-
ulated yield/spread changes f¢F&
sg
T
t=1 are then constructed using the pricing
functions (6) for default-free and defaultable bonds.51 As will be shown later,
51In fact, the simulated path length is T = T + T. We do not use the …rst T simulated
yields to avoid results depending on the start values b Y1 of the state variables. There is no
precise procedure to …nd the adequate value T. In a univariate, mean-reverting setting, it
takes ¡
ln(0:5)
• years until half of a one-sigma shock in a state variable is catched up due to
the mean-reverting tendency. For a mean-reverting speed of • = 0:2, the corresponding value
is 3.5 years. This gives an indication on the number of periods T to put aside.
39the explaining variables Xt are also linear functions of bond yields. Thus, they




repeating the simulation S times, we obtain S paths f¢F&
sg
T
t=1 for the changes
in the yields/spreads and S paths fX&
sg
T
t=1 for the explaining variables.
B.3 Step 3: Score Minimization
The third step is similar to the method of moments, but the moment conditions






of the auxiliary model obtained by using the
simulated yield/spreads ¢F&
s;t instead of the observed yield/spreads ¢Ft in the
score function. The EMM estimator b &ST is obtained by selecting the parameter
















































































t=1 is the nearest possible to zero. Speci…cally, the
EMM estimator is

















In this case, the asymptotic distribution of the estimator is
p























The estimated asymptotic standard errors of the EMM estimator b &ST are given
by































is computed by numerical di¤erentia-
tion.52
52Gallant and Tauchen (1996) propose the computation of asymmetric con…dence intervals
for the EMM estimate b &ST to take the rapid increase in the objective function for parameter
values implying an explosive behaviour of the process into account.
40If the initial model (M) is correctly speci…ed, the minimized function value
times T is asymptotically distributed ￿2 with (dim&a ¡ dim&) degrees of free-
dom. This can be used to test for overidentifying restrictions within the three
non-nested subfamilies of models presented in the previous chapter. If the test







guidance with respect to which characteristic of the data is not well captured by
the model. Because the scores are asymptotically normal, the standard errors
























; we can test if the scores are signi…cantly di¤erent

























proposed by Gallant and Tauchen (1996) as an adequate and cheap alternative
to the above t-statistic.
41C Technical Informations
This appendix describes some technical details of the estimation procedure.
C.1 Initial Values
We have to set initial values (or upper and lower bounds) for all the model
parameters as well as for the value b Y0 of the state variable vector in t0: The initial
values b Y0 of the state variables are set at the unconditional levels as computed
from the model parameters. In the case of an independent CIR process, this
corresponds to the parameter ￿: The value of the parameter ￿ in‡uences the
mean (E [Y ] = ￿) and the variance (V ar[Y ] = ￿) of the state variable vector
and, together with the vector –, the mean and the variance of the interest rate
and the default intensity. Our main concern is to avoid negative values for
the state variables when we simulate them. In the CIR case, the conditional
probability of obtaining a state variable below epsilon =0.0001 increases with
￿ (see Figure 13):53
[Insert Figure 13: ”Probability of Negative Values” here]
In particular, values of ￿ above 2.4 for • = 0:4;￿ = 1 and Y0 = ￿ imply a
conditional probability of state variable values below epsilon = 0:0001 after ten
years that is below 5%. Thus, we set a lower bound of 2.4 for the parameter
￿ in order to avoid negative state variable values. For increasing values of ￿;
the parameter – must be set lower accordingly to keep the mean interest rate
level (or intensity level) constant. We set the bounds around theses values for
all square-root processes.
The parameter space is set as follows:
- • 2 [0;1]
- ￿ 2 [2:4;4]
- –1 2 [0:0001;0:01];–2 2 [0:0001;0:01]
- ﬂ 2 [0:00004,0:09]
- ‚i = [¡0:35;¡0:05];i = 1;2:
C.2 Statistical and Discretization Error
The e¢cient method of moments (EMM) is based on simulations. In particular,
we have to simulate the two state variables using the methodology described in
Appendix B. The global error made in the simulation can be decomposed in a
statistical error and a discretization error. The statistical error is due to the fact
that we replace the expected value of the scores in the moment conditions by the
53Note that these conditional probabilities are based on the continuous characteristic of the
state variable. Nevertheless, it should give us an indication for the value ￿ in our discretized
case.
42sum of the scores over S simulated paths for the yields. Thus, the objective is to
…nd the number of simulations S that are necessary to make the probability that
the statistical error is lower than some † has high as possible. The discretization
error is due to the approximation of a continuous time process with discrete
time steps of length ¢t: In our paper, we use the Euler discretization scheme.
The discretization error may be computed by using the Romberg-Richardson
procedure.
In order to keep the discretization and the statistical error at a reasonably
low level, the results described in Section 4 are based on a matrix of 1.09 Mio
perturbations with ¢t = 1=360:
C.3 Calibration
The calibration procedure usually consists in inverting the pricing function
y(t) = ¡
A(¿)+B(¿)0Y (t)
¿ to obtain values for the state variable vector Y (t) over
time: In our case, the two main factors are the level of the default-free term
structure and the credit spread. We use the one year Treasury rate as proxy for
the level factor and the spread between the swap and the Treasury rate with
maturity ten year as proxy for the spread. Thus, the state variable vector is
obtained as follows:


































Table 1: Principal Components Analysis. The results of the principal
components analysis performed on the correlation matrix of the yield changes of
default-free and defaultable zero-coupon bonds with maturities ¿ = 1;2;3;4;5;7;10
years are shown.
Maturity Constant Level Slope adj. R
2
-0.000 0.023 0.621 0.271
(-1.092) (0.206) (4.385)
-0.000 0.266 0.442 0.113
(-0.398) (3.071) (4.051)
0.000 0.295 0.233 0.095
(0.045) (3.626) (2.267)
-0.000 0.213 0.127 0.071
(-0.112) (2.946) (1.395)
-0.000 0.165 0.118 0.027
(-0.218) (2.152) (1.220)
-0.000 -0.003 0.030 -0.015
(-0.492) (-0.044) (0.303)









Table 2: Du¤ee (1998) Regression. The regression
¢spreadt;T = const + ﬁT¢levelt + ﬂT¢slopet + "t;T
is estimated for the maturities T = 1;2;3;4;5;7;10: The (credit) spread is the
di¤erence between the yield of zero-coupon bonds on the swap and the Treasury
term structure. The level is de…ned as the one year Treasury rate. The slope
is the di¤erence between the ten year minus the one year Treasury rate. The
t-statistics for the regression coe¢cients are given below the coe¢cient values
in parentheses.
44Maturity Constant Level Slope adj. R
2
-0.000 0.023 0.598 0.271
(-1.092) (0.206) (6.623)
-0.000 0.266 0.176 0.113
(-0.398) (3.071) (2.537)
0.000 0.295 -0.062 0.095
(0.045) (3.626) (-0.951)
-0.000 0.213 -0.086 0.071
(-0.112) (2.946) (-1.475)
-0.000 0.165 -0.047 0.027
(-0.218) (2.152) (-0.762)
-0.000 -0.003 0.033 -0.015
(-0.492) (-0.044) (0.529)









Table 3: Düllmann et alii (1998) Regression. The regression
¢spreadt;T = const + ﬁT¢levelt + ﬂT¢slopet + "t;T
is estimated for the maturities T = 1;2;3;4;5;7;10: The (credit) spread is the
di¤erence between the yield of zero-coupon bonds on the swap and the Treasury
term structure. The level is de…ned as the ten year Treasury rate. The slope
is the di¤erence between the ten year minus the one year Treasury rate. The
t-statistics for the regression coe¢cients are given below the coe¢cient values
in parentheses.
45Panel A: Mean Equation
Variable C K
Level 0.004 -0.127 0.355 -0.201
(1.696) (-3.315) (2.697) (-2.376)
Spread 0.003 -0.020 -0.299 -0.075
(2.293) (-0.837) (-4.201) (-1.457)
Slope 0.003 -0.019 -0.232 -0.106
(1.943) (-0.656) (-3.180) (-1.676)
Panel B: Variance Parameters
Variable Level Spread Twist
Level 8.08E-06 0.02 -0.41
(5.919)
Spread 8.30E-08 2.22E-06 0.10
(0.160) (5.094)
Slope -2.20E-06 2.83E-07 3.52E-06
(-3.881) (1.121) (5.876)
Table 4: Auxiliary Model. The model ¢Ft = C + KFt¡1 + ￿t with
￿t » N (0;-) is estimated with quasi maximum likelihood. The robust t-
statistics are in parenthesis. Panel A: mean parameter estimates C and K
of the simultaneous regression. Panel B: variance parameter estimates - of the
simultaneous regression.
46A 0(2) A 1(2) A 2(2)
k
11 0.13 0.60 0.64
(2.62) (94.67) (35.63)
k
12 - - -0.38
(-14.46)
k
21 0.0695 -0.00 -0.09
(2.61) (-0.06) (-13.86)
k
22 0.19 0.52 0.55
(9.97) (81.36) (23.60)
q
1 - 4.74 3.97
(121.89) (56.87)
q
2 - 0.92 2.68
(3.52) (10.14)
b - 0.041 -
(1.33)
d
0 0.053 - -
(15.45)
d
1 0.008 0.009 0.007
(5.50) (107.01) (62.96)
d
2 0.009 0.005 0.002
(74.09) (17.30) (14.70)
l
1 -0.13 -0.09 -0.13
(-2.34) (-6.06) (-6.10)
l
2 -0.24 -0.26 -0.24
(-4.06) (-1.92) (-8.57)
Function Value 1443.6 4497.4 2662.2
Table 5: Initial Model. The parameters of the models A0 (2);A1 (2) and
A2 (2) described in Section 2.3 are estimated with the e¢cient method of mo-
ments. t-statistics are in parentheses.
47A 0(2) A 1(2) A 2(2)
Unconditional
Short Rate 5.33% 4.31% 3.38%
Expectation Credit 
Spread 0.00% 0.50% 0.54%
Unconditional
Short Rate 0.81% 1.98% 1.35%
Volatility Credit 
Spread 0.86% 0.59% 0.29%
Unconditional
Short Rate -0.13 -0.20 -0.28
Market Price of 
Risk
Credit 
Spread -0.24 -0.28 -0.41
Table 6: Unconditional Moments. The unconditional moments of the short
rate r, the credit spread s; and the market price of risk vector ¤ implied by the





















Credit Spread, 5 Year Maturity
Treasury Rate, 5 Year Maturity
(right hand scale)
Figure 1: Data Description. The evolution of the …ve year Treasury bond
rate and the spread between the …ve year swap and Treasury rates are shown
for the whole sample period.

































Figure 2: Sensitivities to the First Factor. The sensitivities of Treasury
and swap rates of di¤erent maturities to shocks in the …rst factor of the principal
components analysis are shown.


































Figure 3: Sensitivities to the Second Factor. The sensitivities of Treasury
and swap rates of di¤erent maturities to shocks in the second factor of the
principal components analysis are shown.





































Figure 4: Sensitivities to the Third Factor. The sensitivities of Treasury
and swap rates of di¤erent maturities to shocks in the third factor of the prin-



















Treasury Rate, One Year Maturity
Level Factor (right hand scale)
Figure 5: Level Factor and One Year Treasury Rate. The time series im-
plied by the principal components analysis for the …rst factor is shown together
















Credit Spread, One Year Maturity
Spread Factor (right hand scale)
Figure 6: Credit Spread Factor and Di¤erence Between One Year Swap
and Treasury Rate. The time series implied by the principal components
analysis for the second factor is shown together with the di¤erence between one




















Treasury Slope(10 year minus 1
year maturity)
Slope Factor (right hand scale)
Figure 7: Twist Factor and Di¤erence Between Ten and Two Year
Treasury Rate. The time series implied by the principal components analysis
for the third factor is shown together with the di¤erence between ten and two
year government rate.









7.1990 5.1991 3.1992 1.1993 11.1993 9.1994 7.1995 5.1996 3.1997 1.1998 11.1998 9.1999
Interest Rate Credit
Figure 8: Market Price of Risk. The stochastic market prices of interest rate
and credit risk in model A1 (2) are shown for the sample period. The values






















































Figure 9: Risk Factor Sensitivity. The yield sensitivities of bonds with re-
spect to the interest rate level factor decreases with the maturity. The sensitivity
with respect to the credit risk factor is hump shaped.













Figure 10: Yield Decomposition. Defaultable bonds yields are composed
of the basis rate A¤ (¿); the interest rate level factor premium B¤
1 (¿) and the









7.1990 5.1991 3.1992 1.1993 11.1993 9.1994 7.1995 5.1996 3.1997 1.1998 11.1998 9.1999
Implied Short Rate
Implied Credit Spread
Treasury Rate, One Year
Maturity
Observed Credit Spread, Two
Year Maturity
Figure 11: Model Implied Rates. The model implied short rate r and the
credit spread s are compared to the observed market rates.
Term Structure Slope












7.1990 5.1991 3.1992 1.1993 11.1993 9.1994 7.1995 5.1996 3.1997 1.1998 11.1998 9.1999
Model Twist
Sample Twist
Figure 12: Implied Term Structure Slope. The model implied slope of the
default-free term structure is compared to the observed slope.






















































Figure 13: Probability of Negative Values. The conditional probability of
having negative values for the state variable after s years has been computed
for • = 0:4:
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