Abstract-Modern distributed applications and communication services have become increasingly complex, composed of diverse heterogeneous sub-systems, and it is progressively more unrealistic that the users of these systems will be able to manage them in a holistic end-to-end manner. In particular, it is increasingly difficult to understand how such systems operate, the meaning of errors, and how they can be manipulated in a managed way, cognisant of the end-to-end nature of these systems. This paper describes an approach to semantically enrich monitoring information, events and faults, and management actions in such a way that they can be presented to a manager in manner that can be understood and leveraged. This work is based on one of the key scenarios FAME research project.
INTRODUCTION
Typical large enterprise and communications systems contain many physically distributed hardware and software components that communicate across different physical and overlay networks to satisty client service requests. A key issue with such systems is the lack of structured approaches to monitor diverse and heterogeneous shared systems as a holistic homogeneous end-to-end service. This work aims to address three of the major challenges of managing modem end-to-end information and communication services: the inability to harmonise different management data from constantly evolving networks of different devices, systems and services in a cost efficient and timely manner; the inability to express and fuse,in an interoperable way, end-to-end service, system and network information; and, the inability of (perhaps non-technical) service conswners and supplier-conswners to meaningfully participate in the quality of experience-based control loop of modem end-to-end services.
Monitoring data harmonisation requires mechanisms for mapping and federation of the large volume of low level data produced by monitoring systems into semantically meaningful information and knowledge that may be discretely conswned. Any complex system has domain experts who are very familiar with how the constituent parts of the system can be managed, and are particularly aware of the end-to-end operating constraints of those constituent parts. Encoding this expertise in a manner that can be utilised by other stakeholders enables other stakeholders of other systems to monitor other parts of the system and relate their operation to their own system. It also enables common knowledge to be shared and reused across multiple domains. Personalised visualisation of harmonised monitoring data is viewed as key to including non technical service consumers and provider-consumers in the end-to-end service quality of experience-based control loop [1] . Human interactions with networks are inherently complex; therefore, the governance of such complex systems must be a dynamic and converging two-way process. However, the relevance of particular network and/or management information or mechanisms is dependent on the user, network, and possibly environmental context, and hence must be properly contextualised [2] in a way that the consumer of those contextual data appreciates its relevance. This has led to the popularity of personalised "dashboard" type monitoring applications for visualising key performance indicators of managed systems [3] . The personalisation of visual state and context representations is most important where visualisations are used as a communication tool between different knowledge domains [4] . This paper describes aspects of the work in progress as part of the FAME project, which explores how monitoring at the network level can provide knowledge that enables enterprise management systems to reconfigure software components to better adapt applications to prevailing network conditions. This reconfiguration may, for example, involve redeployment of application components in different locations in order to alleviate congestion detected within particular parts of the network. In particular this paper discusses the gathering of end to-end monitoring data for the network, the services and the servers; and the aggregation, enrichment, correlation, abstraction and visual presentation of this monitoring data to the multiple stakeholders involved in producing and conswning end-to-end enterprise services. " . -\ ' � " " " " ' . .
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A. Services
The testbed described here operates as a standard Apache web serve/ on a Linux server, which redirects RTSP video streaming requests to a Darwin Streaming Server2 installed on another remote server. The statistics collecting utility, collectd', continuously gathers server-and application-level statistics from both testbed machines. This information, combined with logging outputs were streamed into the monitoring framework.
B. Anomaly Detection
Another aspect of the work described here is the use of machine learning techniques to identify abnormal behaviour and probable errors, based on the analysis of the hardware-and network-level monitoring information. This work attempts to characterise the software operating on network devices (and some simpler models of the service providing servers) as linear systems. This work makes use of Kalman filtering to infer the parameters of the system by formulating the system as a i I least squares, or LASSO, problem [5] . Under mild conditions, the algorithm yields consistent estimates and correctly identifies patterns in the inputs, while providing accurate 
Semantic-based Service Control Engine -2SCE
The Semantic-Based Service Control Engine (2SCE) represents an intermediate solution for efficient management, in a semantic-driven way, of application and network devices based on semantically encoded monitoring information and events.
Events are considered as triggers for new service actions so that underlying infrastructure and platforms can modify their performance according to agreed or defmed operation requirements. Fig. 2 illustrates the operational components of 2SCE. The technology independent components contain a set of functional decision objects directly involved in the application of end-to-
Operation Decision Objects and Messages Variables
Messages Variables In this work 2SCE is driven from both high-level semantically enhanced information taken from SARA and lower-level correlated information drawn from RTCE, both in terms of trigger events and information to be used in policy condition clauses. The set of actions available to 2SCE for use in its policy scripts is defined as semantically encoded higher level composite actions. These actions will be drawn from the action sets of the underlying end-to-end services in a manner whereby they can be semi-automatically decomposed to enforceable management actions, as described in [10] [11] .
To test the reliability of the 2SCE system a set of policies for application and service management have been generated and loaded by both 2SCE and a comparable Policy-based Management System (PBSM [12] [13]). As shown in fig 3 and 4 below, for the same policy set, an initial prototype implementation of 2SCE demonstrates reduced the CPU usage, similar memory usage, and although not shown here, reduced III.
CONCLUSIONS
In this work we focus on the issues involved in simplifYing the end-to-end monitoring and management of complex networking and services. In particular we concentrate on how monitoring information and management tasks can be gathered, correlated and described in an abstracted manner so that the person overseeing or managing the entire process need not be an expert in all high-level and low-level aspects of its operation. This is particularly important as the end-to-end service, and the systems upon which it depends grows bigger, more complex, and more difficult to manage.
One of the main advantages of such a framework is that it provides the ability to harmonise data from different devices and services to support a holistic end-to-end view of the service. It also supports on-the-tly monitoring and manipulation of the service and its constituent parts in a user-
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friendly and usable manner. This approach also enables diverse expensive expert knowledge to be codified and reused in a cost effective and tlexible manner.
