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Abstract 
Historically, the development of the financial sector has been an indispensable driver of 
economic growth. In the aftermath of the Great Recession there is a pressing need to re-assess 
the role of the financial sector in the determination of economic growth. Using a dynamic 
panel framework, our analysis covers 34 European and Commonwealth of Independent States 
(CIS) economies for the period 1998-2014, and controls for the role of macroeconomic and 
institutional variables. Our evidence suggests that the potential benefits of the financial sector 
finance may have dramatically reversed in recent years, resulting in “un-creative destruction”. 
The results suggest, tentatively, that there has been a severance of the link between the 
financial sector and the real economy. The results, however, vary according to the level of 
economic development across the European and CIS economies. In the case of developing 
market economies, the financial intermediation proxies are not significant in explaining 
economic growth. The effect of changes in investment expenditure, the money supply, wages, 
unit labour costs and trade openness is found to be strong and in line with a priori 
expectations across all country samples. Notably, government consumption is also found to 
be a significant driver of economic growth, except in the developing market economies in the 
period following the Great Recession. In line with the growing consensus in other research 
areas, we provide evidence of a robust role for the institutional framework proxied by the 
quality of governance in determining economic development.  
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1. Introduction  
The efficiency of the financial sector in a country is a major determinant of macroeconomic 
performance. This has been clearly manifested in the aftermath of the Global Financial Crisis 
(GFC) of 2007-08 and the subsequent Great Recession suffered by many developed and 
developing economies. At the same time, sustained economic growth remains the single most 
important determinant of societal living standards (Haldane, 2015). Although the empirical 
research on the finance-growth nexus has grown in the aftermath of this period, the evidence 
relating to the European and CIS economies has been relatively scarce and with mixed 
results. The GFC had severe implications for the financial markets and the economic growth 
of these regions, substantiating the argument that the relationship between finance and growth 
is complex and not necessarily stable over time (Grochowska et al., 2014). Thus, the classic 
question re-emerges as sclerotic growth remains the overriding economic issue of our time 
(Cochrane, 2015), especially for a number of the countries examined in this paper. Although 
the financial sector is crucial for the functioning of the real economy, the exact contribution to 
growth remains uncertain and varies over the business cycle. In this paper, we explore the 
possibility that the role of the financial sector in terms of its impact on the economy may have 
fundamentally changed in recent years, controlling for the effect of changes in investment 
expenditure, wages, unit labour costs, domestic credit, the money supply, the interest rate 
margin, government consumption, inflation and trade openness. 
 
To explore the role that the financial sector plays in economic growth, one needs to take into 
account ‘frictions’ in order to develop a deeper and clearer understanding of the mechanisms 
in operation (Aghion and Howitt, 2009). Mumtaz et al. (2015) provide evidence that the 
credit supply shock in the aftermath of the GFC made a large and significant contribution to 
the decline in GDP growth and inflation in the years that followed, suggesting that frictions 
associated with financial intermediation play a key role in propagating shocks that drive 
macroeconomic fluctuations. To explore how the relationship between the financial sector 
and economic growth may have changed overt ime across Europe and the CIS prior to and 
following the GFC, we group countries into three sub-samples: advanced, developing markets 
and the eurozone.  
 
Our results suggest that all of the control variables (investment expenditure, wages, unit 
labour costs, domestic credit, the money supply, the interest rate margin, government 
consumption, inflation and trade openness) exert a significant role in determining economic 
growth. Also, our results indicate significant variation in this role across the three sub-sample 
groups, suggesting that the finance-growth nexus depends materially on the level of economic 
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development. Specifically, in the case of the developing market economies, the proxies for 
financial sector intermediation (domestic credit and interest rate margin) are found to be 
insignificant in explaining economic growth over the period under investigation (1998-2014). 
Furthermore, we find significant variation between advanced and the eurozone economies 
with respect to the effect of changes in unit labour costs, government consumption and 
inflation. Irrespective of the classification of countries, our results indicate that institutional 
quality is a significant driver of economic growth. Thus, good governance does play a critical 
role in determining the ability of economic agents to operate in a growth-friendly manner.  
 
The rest of the paper is structured as follows: Section 2 reviews the research literature on the 
finance-growth nexus. Section 3 presents the data and methodology employed in this study 
whilst Section 4 sets out as well as discusses the empirical results. Finally, Section 5 provides 
some concluding remarks.     
2. Literature Review  
The intermediating role of the financial sector is so ingrained in the functioning of economies 
that one may wonder about the need to investigate its importance for the economy (Cetorelli, 
2009). Nonetheless, the debate on the determinants of the process of economic growth and the 
role of the financial sector has been active for over a century. The central question in this 
debate is whether or not the performance of the financial sector is a fundamental driver of 
economic growth or merely the consequence of growth (Aghion and Howitt, 2009). If finance 
interacts with growth, then it is worth exploring the mechanisms underlying this relationship 
and the implications for macroeconomic policy - particularly as the existing state of 
knowledge in this field is frequently ignored or “inconvenient realities” are played down 
(Baily and Elliot, 2013, p.5). Although economists attach different degrees of importance to 
financial development, its role in contributing to long-term economic growth can be 
theoretically postulated; this has been supported by the findings of growth empirical studies 
(Ang, 2008).  
 
On the theoretical front, two pioneering economists that have examined the importance of the 
relationship between finance and growth were Bagehot (1873) and Schumpeter (1911). 
Bagehot (1873) emphasized the critical role of the banking system in economic growth and 
highlighted the conditions under which banks could spur on innovation and growth by 
funding productive investments. In Schumpeter (1911), the argument put forward was that 
financial services are paramount in promoting economic growth. Later, Robinson (1952) 
argued that financial development follows growth, and articulated the causality argument by 
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suggesting that “where enterprise leads, finance follows”. Although growth may be 
constrained by credit creation in less developed financial systems, in more sophisticated 
systems 1  finance is viewed as an endogenous response to demand requirements. In a 
reconciling manner, Patrick (1966) uses the supply-leading and the demand-following2 set of 
hypotheses to describe the finance-growth relationship suggesting that both hypotheses can be 
applied in a sequential manner in the real-world context. In the early stages of economic 
development, finance stimulates growth by encouraging innovative investments. Once the 
real economy strengthens, the causality linkage weakens or even reverses since “the supply-
leading impetus gradually becomes less important, and the demand-following financial 
response becomes dominant” (Patrick, 1966, p.177). In contrast, Lin (1981) suggests that the 
direction of causality between finance and growth “will probably never be settled on either 
theoretical or empirical grounds” (p.44). Although not conclusive, Lin (1981) finds that 
financial deepening leads to a higher rate of capital accumulation and a higher level of per 
capita income.  
 
The balance of research evidence suggests that finance matters for growth. Levine (2005) 
emphasizes that the theoretical approaches to the relationship between the financial system 
and growth are premised on the role of the financial sector in reducing information and 
transaction costs. In line with the Schumpeterian consideration, Rajan and Zingales (2003) 
stress the ability of finance to spur innovation. However, some economists disagree on the 
role of the financial sector in economic growth (Levine, 2005). Some suggest that financial 
intermediaries and markets drive the relationship while their role has been readily dismissed 
by others (Robinson, 1952; Lucas, 1988). Yet there are authors (Arestis and Sawyer, 2005; 
Haldane et al., 2010) who remain sceptical not only about the direction of causality, but also 
on several other issues that need to be factored into the analysis, such as the country-specific 
dimensions. Although there is ample cross-country evidence suggesting a positive effect of 
financial development on growth, there are significant discrepancies not only among 
developing and developed countries (Ahmed, 1998), but also within developing countries due 
to structural or institutional issues.  
 
A number of other studies confirm the belief that the financial sector does indeed act as an 
engine of growth for real economic activity (King and Levine, 1993; Levine and Zervos, 
1998). Several other authors (Rajan and Zingales, 1986; Demirgüc-Kunt and Maksimovic, 
                                                        
1 This line of argument suggests that the more developed a financial system is, the higher the likelihood 
of growth-causing finance. 
2While the supply-leading hypothesis suggests that the financial sector drives growth, the demand-
following hypothesis attests that when the real sector expands, the demand for financial services 
increases, thus boosting financial development. 
Page 4 of 35International Journal of Finance & Economics
5 
 
1998; Levine et al., 2000) indicate that the degree of financial sector development plays an 
important role in stimulating economic growth. Broadly, the message of these studies is that 
the overall scale and development of the financial sector in general is of significant 
importance for a country’s economic success.  
  
Overall, it would appear that the economics profession has not reached a consensus regarding 
the direction of causality between finance and growth. Furthermore, the empirical results vary 
considerably due to the different institutional and structural characteristics of each economy, 
or the estimation methodology applied (Oguzoglu and Stengos, 2011; Cline 2015). Hence, 
despite the robustness of such results, sceptics in the underlying debate have always 
maintained that while the empirical evidence clearly indicates a significant correlation 
between finance and real activity, it cannot fully address the fundamental issue at stake, 
namely whether banking activity is exogenously determined and if it is, whether it exerts an 
independent impulse on real economic sectors (Arestis and Demetriades, 1997). In light of 
this, the findings obtained from cross-country studies are at best ambiguous and fragile3. 
Arestis et al. (2001) support the view that finance stimulates growth but raises concerns about 
the strength of the relationship. Examining the relative importance of banks and stock markets 
in contributing to economic growth in the time series context, Arestis et al. (2001) find that 
banks are more powerful in promoting economic growth than stock markets. Demetriades and 
Andrianova (2003) argue that an increase in financial deepening, as captured by standard 
indicators of financial development, may not result in increased growth because of corruption 
in the banking system or political interference, which may divert credit to unproductive 
activities.  
 
More recently, Fink et al. (2009) find that domestic rather than private credit is a significant 
factor in promoting growth for nine EU accession countries during 1996-2000. The study by 
Hagmayr and Haiss (2007) on the finance-growth nexus in four South-East European 
countries covering the period 1995-2005 concludes that financial intermediation, measured by 
private credit, has had a negative effect on growth in the short-run that becomes positive, 
albeit insignificant, when lags are used. On the same wavelength, Yildirim et al.’s (2013) 
study concludes that the direction of causality in the growth-finance nexus exhibits 
considerable differences across developing European economies and depends largely on the 
chosen indicators. Therefore, the effect of country-specific features needs to be incorporated 
                                                        
3  The results are subject to the sample of developed and developing countries included in the 
estimation, the control variables used, the time period covered and the econometric techniques 
employed (Arestis and Demetriades, 1997).  
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into the empirical research (Arestis and Demetriades, 1997; Rousseau and Wachtel, 2005). In 
addition, this study by Caporale et al. (2009) on ten previously centrally-planned economies 
of Central and Eastern Europe found no causal linkages between credit to the private sector 
and economic growth. The authors attribute their finding to the lack of financial depth in the 
sample countries that in turn limits the contribution of under-developed banking systems to 
growth.  
 
Broadly, in cross-country studies, financial deepening has been found to yield a positive 
effect on medium-term growth (Beck and Levine, 2004). This would suggest that the rise in 
the scale and scope of banking sector activities over recent decades has provided a significant 
tailwind to medium-term growth, especially in advanced countries - or so it seemed in the 
pre-crisis period, as Haldane (2012) argues. Recent research suggests that financial deepening 
can indeed be growth-positive but within certain limits. As Arcand et al. (2012) argue, there 
is a certain threshold at which the ratio of private credit-to-GDP may begin to have a negative 
impact on GDP growth 4 . This finding is consistent with earlier cross-country evidence 
suggesting that, at credit-to-GDP ratios above unity, output volatility tends to increase 
(Easterly et al., 2000). In a study capturing 150 countries for the period 1975-2005, Barajas et 
al. (2013) claim that the beneficial effect of financial deepening on economic growth displays 
heterogeneity across regions and income levels. Rousseau and Wachtel (2002) find that the 
effect of financial development on economic growth is significantly positive only when 
inflation is below 5-6 per cent, with the largest effect taking place during periods of 
disinflation. In a subsequent study, Rousseau and Wachtel (2011) indicate that the 
relationship between financial deepening and growth may be weaker for developing countries 
and may have weakened in recent years. In contrast with Rousseau and Wachtel (2005), Dal 
Colle (2011) identifies a long-run equilibrium relationship between financial and economic 
development using data up to 2006, covering African, Asian and Latin American developing 
countries whose history has been characterized by prolonged periods of high inflation and 
episodes of crisis or other structural change.   
 
It follows from a review of the literature that there is an absence of  consensus concerning the 
extent to which financial deepening is a critical path for the overall development process of a 
country. It seems that it is not only the GFC that has shed doubt on the finance-growth nexus 
relationship but there are other fundamental issues that need to be addressed. Aghion et al. 
(2005) find that the relationship becomes insignificant at higher levels of economic 
                                                        
4 The authors find a non-linear growth impact of banking sector depth that progressively becomes 
weaker as the depth increases to high levels. Eventually, when private sector credit exceeds 110% of 
GDP, the marginal effect of additional deepening on the economy becomes negative.   
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development, while Arcand, et al. (2012) show that the relationship turns negative at very 
high levels of financial development.  Cecchetti and Kharroubi (2012) examine how financial 
development affects growth at both country and industry level. They find the level of 
financial development is a good predictor but only up to a point, after which it becomes a 
drag on growth. In other words, financial booms are not, in general, growth-enhancing. These 
results of a U-shaped financial development effect are consistent with the diminishing effect 
reported by Rousseau and Wachtel (2011). Aizenman et al. (2013) find that periods of 
accelerated growth of the financial sector are more likely to be followed by abrupt financial 
contractions than are periods of slower financial sector growth. In a following contribution, 
Aizenman et al. (2015) provide evidence of large differences between developing Asia and 
Latin America in terms of the impact of financial depth on sectoral growth. At the same time, 
they validate the negative impact of financial deepening on output growth in several sectors, 
suggesting that financial development may promote only limited growth in the real economy 
– implying that further financial development may have no effect or even a negative effect on 
growth.  
 
It is clear, therefore that any argument that development of the financial sector 
unambiguously leads to sustained economic growth needs to be treated with caution 
(Odhiambo, 2007). Despite longitudinal data and empirical evidence, the ingredients of 
growth remain suspended between the “mundane and the miraculous” (Haldane, 2015, p.22). 
For instance, Gimet and Lagoarde-Segot (2012), using VECM and GMM estimations for a 
panel of 138 countries, show that rather than solely focusing on the size of the banking sector, 
what matters most for fostering economic growth is the ability of the bankning sector to fulfil 
its functionality. Similarly, Boukhatem (2016), using a panel of 67 low and middle income 
countries provides robust evidence that financial development emanating from a stable 
banking systems alleviates poverty.   
In the following sections we make a contribution to this debate by exploring the nexus for a 
group of 34 countries, most of which  have experienced fundamental paradigm shifts in recent 
years and particularly since the onset of the GFC. These countries span both the European 
Union and members of the CIS. Their diversity in terms of financial and macroeconomic 
development has the potential to offer important insights into this critical research topic.   
3. Data and Methodology  
There is considerable divergence across the European economies in terms of economic 
performance and financial structure. At the same time, while some post-Soviet countries 
within the CIS have developed their financial systems by enabling the participation of foreign 
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banks, others have taken proactive steps to deepen and to strengthen the scale and scope of 
financial intermediation within their economies. Figure 1 displays the domestic credit 
provided by the financial sector as a percentage of GDP for four geographical regions 
namely; the Euro area, Europe and Central Asia (all income levels), Europe and Central Asia 
(developing only), and Central Europe and the Balkans.   
 
Insert figure 1 
 
 
Figure 1 illustrates, on the basis of domestic credit expansion, the extent of diversity across 
European and CIS countries. Clearly, the level of financial intermediation 5  in Europe 
(including Central Asia) remains significantly lower compared to the eurozone. A steep 
growth in domestic credit (as % of GDP) is evident in all regions starting around 2003-04 up 
until the onset of the GFC. The overall credit contraction in the eurozone is partly derived 
from the persistent depressive effects of the financial turmoil in 2007-2008. In addition, the 
European sovereign debt crisis, which has been going on since 2010, has resulted in an 
uncertain economic environment. Broadly, different patterns can be observed at a more 
granular level, between the eurozone countries and the European developing countries.  
3.1 Empirical Investigation 
For the empirical investigation an econometric model is formulated and estimated for a pool 
of 34 developed and developing economies spanning the period 1998-2014. To analyse the 
link between financial development and economic growth a number of other growth 
determinants are controlled for. We initially provide estimates for the entire pool of countries 
in the dataset. We then split the dataset into advanced, developing, and eurozone countries 
and provide additional estimations for these respective clusters. The 34 countries used in the 
empirical analysis are shown in Appendix, Table A3. 
 
In exploring the relationship between the financial sector and growth, we estimate an 
augmented Barro (2003) growth model incorporating financial development variables, which 
is couched in the following form: 
 
gi,t=  ai+ βi{FINi,t}+γi{MACROCTRLi,t}+ i{INSTCTRLi,t}+  νi + εi,t 
                                                        
5 The metric used is just for comparative purposes as it is well known that different measures of 
financial development can give rise to different conclusions in empirical studies (Stengos and Liang, 
2005; Ang, 2008). Thus, the usual disclaimer applies in Figure 1.  
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where gi,t is the real growth rate of GDP per capita , FINi,t  denotes financial development, 
MACROCTRLi,t  is a  set of macroeconomic controlling variables, INSTCTRLi,t  is a vector of 
institutional variables, vi and εit  are the error terms; i denotes a country (where i=1,2,…,N ) 
and t the time period (where t =1,2,… ,T); ε  is a white noise error with zero mean and v a 
country-specific component of the error term that does not necessarily have a zero mean; αi  is 
a parameter reflecting a variant country-specific intercept. 
3.2 The Variables  
Within the extant literature on the finance–growth nexus, many research studies have 
identified a number of various proxies to capture the relationship between growth and 
financial development. Amongst others, Beck et al. (2000), in attempting to capture the size, 
activity and efficiency of the financial sector, have proposed different indicators of financial 
development. In our analysis, we have considered a number of potential indicators to proxy 
financial development: domestic credit provided by the financial sector as a percentage of 
GDP; the margin between lending and deposit interest rates, the real lending interest rates, the 
money supply and quasi money supply (M2) as % of GDP, the total value of stocks traded as 
a percentage of GDP and the market capitalisation of listed companies as a percentage of 
GDP6. 
 In particular, following Levine and Zervos (1998) we initially utilize the ratio of domestic 
credit to the private sector as % of GDP as a proxy for financial sector depth whilst financial 
sector efficiency is proxied by the interest rate margin. In the growth-finance literature a 
number of potential economic growth indicators have been proposed such as: real per capita 
GDP growth; average per capita capital stock growth and productivity growth (Levine, 1997). 
In this study, real per capita GDP growth has been selected to serve as the dependent variable 
rather than simply GDP growth to take account of people’s prosperity rather than investors’ 
prospects.   
 
In so far as data availability permits, the explanatory variables that are thought to condition 
economic growth are: investment, wages, unit labour costs, domestic credit, interest rate 
margin, the money supply, government consumption, inflation and trade openness. It should 
also be noted that the lagged value of the dependent variable - real GDP per capita - is 
                                                        
6  While we have considered all available proxies for all sub-groups (advanced, developing and 
eurozone countries), it appears that the ratio of M2/GDP is more appropriate for the developing 
economies while the stock-exchange related ones (market capitalization, value of traded stocks) are 
more appropriate for the advanced or eurozone countries. Equally, the real lending rate has been used 
as an alternative proxy to the spread between lending and deposit rates. 
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included in all estimated models to control for the steady-state convergence predicted by the 
neoclassical growth model (see Appendix Table A1 for the definition of variables).  
 
Investment is instrumental in the determination of growth in the majority of economic growth 
models (Barro, 2003; Mankiw et al., 1992; Sala-i-Martin, 1997). The neoclassical growth 
model indicates that today’s investment drives tomorrow’s growth in the spirit of the Solow-
Swann approach (Solow, 1956; Swann, 1956). 
 
Average wages together with government consumption have been incorporated into the 
model to capture the Keynesian argument that higher wages as well as higher government 
spending boost aggregate demand and through this economic growth (Alexiou and Nellis, 
2013; Arestis and Saywer, 2005). It is in this sense that a positive sign is expected for average 
wages during the estimation. Equally, in the case of government consumption, we would 
expect a higher growth rate of consumption to have a positive effect on national economic 
growth. From a demand-side perspective, higher government spending may stimulate growth 
but, if excessive, may lead to higher inflation rather than growth. From a supply-side 
perspective, government spending has the potential to stimulate economic activity. But, in 
contrast, some could argue that higher public spending may be linked to other negative 
phenomena, such as excessively high public sector wages, inefficient state enterprises or, in 
some countries, to a high level of corruption which may stifle growth.  
 
The unit labour cost variable attempts to capture competitiveness. According to IMF (2003), 
lower unit labour costs enhance the efficacy of the adjustment of the economy through the 
channel of price competitiveness. Thus, a negative sign is envisaged to reflect the inverse 
relationship between cost of production and economic growth. 
 
Trade openness, proxied by the percentage change in the value exports of goods and services, 
is expected to bear a positive coefficient. In theory, a greater degree of openness is likely to 
contribute to growth through greater competition and technological progress (Winter, 2004). 
At the same time, the empirical evidence on the interaction of economic growth, financial 
development and trade openness provides some contrasting views. For instance, Sakyi et al. 
(2015) provide evidence of a positive relationship between trade openness and the level of 
national income in the long run in a sample of 115 economies for the period 1970-2009 while 
Kim et al. (2012) find that trade promotes economic growth in high-income, low-inflation, 
and non-agricultural countries but has a negative impact on growth in countries with the 
opposite attributes. 
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Inflation is a measure of the degree of economic uncertainty and is expected to be negatively 
associated with economic growth in that businesses are likely to be less willing engage in 
long-run investment in the presence of higher price variability (Barro 2003). Fischer (1993) 
has also supported the negative relationship between inflation and growth due to decreasing 
investment, savings and capital accumulation. Also, inflation can be thought of as a proxy for 
institutional development (Schnabl, 2007).  
 
The growth of the money supply is a monetization variable which serves as a measurement of 
the growth in the size of the financial sector. Growth in the money supply is expected to yield 
a positive effect on economic growth (Feldstein and Stock, 1993).  At the same time, the 
inclusion of the money supply allows us to study the dynamics of the interactions between 
credit conditions, monetary policy and economic growth, particularly in the pre-crisis and 
post-crisis periods as the European and CIS countries have moved from one phase of the 
business cycle to another. 
 
The empirical analysis controls for both the quantity and quality of financial intermediation. 
The former is proxied by the ratio of domestic credit-to-GDP provided by the financial sector. 
Financial efficiency is measured by the lending-deposit interest rate spread. This not only 
reflect the costs of financial intermediation but it also reflects banking market 
competitiveness. We recognize that the measures of financial intermediation used in this 
study and elsewhere in the related literature may be too crude to capture the reality of modern 
financial systems. Nonetheless, the literature has not yet developed sufficiently reliable 
metrics to properly gauge the relationship between financial intermediation and economic 
growth.  
 
Finally, a set of governance indicators has been incorporated to account for the quality of the 
institutional framework in the growth-finance equation in line with the growing consensus 
that governance matters for economic development (for more on this see Kaufmann et al. 
2010). The descriptive statistics for the variables that enter our final parsimonious models are 
presented in Appendix in Table A2.  
3.3 Model Specification 
We adopt a dynamic panel data model approach using the Generalised Method of Moments 
(GMM) framework originated by Holtz-Eakin et al. (1988) and further advanced by Arellano 
and Bond (1991) and Arellano and Bover (1995); accordingly we employ the two-step 
procedure and obtain robust standard errors with Windmeijer’s (2005) finite sample 
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correction. According to Arellano and Bond (1991) and Arellano and Bover (1995) the 
particular framework is  well suited for datasets with small T and larger N. Additional benefits 
of the GMM approach are that is also well-suited for dealing with the bi-directional causality 
between variables; the possible endogeneity of explanatory variables, as well as omitted 
variable biases; time invariant country characteristics (fixed effects) that may be correlated 
with the explanatory variables; and the presence of autocorrelation (Bond, 2002; Caselli et al., 
1996). 
 
The dataset used spans the period 1998 to 2014, consisting of N cross sectional units, denoted 
i = 1,…,N observed at T time periods, denoted t = 1,…,T. More specifically, y is a (TN×1) 
vector of endogenous variables, x is a (TN× k) matrix of exogenous variables, which does not 
include a column of units for the constant term. In this context, we collect data for a cross 
section of 34 economies (N = 34), over a period of 17 years (T = 17).  
 
The full list of countries is set out in Appendix Table A3. We initially estimate equations 
using a general-to-specific approach for the entire dataset and then we split the dataset into 
three groups, i.e. advanced, emerging/developing and Eurozone countries. In doing so, we 
estimate various specifications, the explicit form of which is couched in the following terms:   
 
 = 	
 + 	 + 		 + 	 + 	 + 	 + 	 + 	 +
	 + 	 ! + 	
" + 	"	 + 	! + 	# + 	 + 	 + 	 +  (1) 
	 =	" +                             (2) 
 
By taking the first difference of the regressors, the fixed-country specific effect is completely 
removed, in so far as it does not vary with time. From equation (2) we get: 
 
∆	 =	∆" + ∆                  (3) 
 
where gdppc is GDP per capita, gdppct-1 is lagged GDP per capita, wage is the wage rate, ulc 
stands for unit labour costs, cre is the credit provided by the financial sector, intm is the 
interest rate margin, gcon denotes government consumption, inf stands for inflation rate, open 
denotes trade openness, ms is the growth rate of M2, and inv denotes investment; the 
institutional variables consist of va which denotes voice and accountability, ps is political 
stability, rq denotes regulatory quality, ge is government effectiveness, rl stands for rule of 
law and cc measures control of corruption; ut is the disturbance term, vi captures the 
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unobserved country specific effect while eit is the idiosyncratic error. This is a one-way error 
component regression model, where vi ~  IIN (0, σ
2) and independent of eit  ~ IIN (0, σ
2).  
 
Testing for stationarity in panel data models is a matter of interest and it seems fairly 
intuitive. In recent years, a number of unit root tests have been developed - such as those by 
Levin, Lin and Chu, (2002), Im, Pesaran and Shin (2003) among other which are shown to be 
more powerful than the unit root tests applied to individual series. While these tests are 
commonly termed ‘panel unit root’ tests, theoretically speaking they are simply multiple-
series unit root tests that have been applied to panel data structures (Alexiou et al., 2016). In 
this study we utilize both common root tests - Levin, Lin, Chu (LLC) - and individual root 
tests - Im, Pesaran, Shin and ADF, Fisher. Table 4A in Appendix sets out the results of the 
respective tests on the basis of which the null hypothesis of a unit root is rejected in all cases. 
The implication of the latter is that whilst a short run relationship might exist there is no need 
to explore cointegrating relationships (Boukhatem, 2016).  
 
The results for the baseline model are presented in Table 1 below. It should be stressed that 
whenever there is considerable difference between the Fixed Effects (FE) and the GMM 
estimates (mostly in terms of the significance of the coefficients), the Hausman test is 
effectively applied to determine which model is the most consistent one. In view of the above, 
the focal point of the analysis that follows will be on the GMM-SYS specification, the 
generated estimates of which are the most reliable ones. In testing the consistency of the 
estimators, Arellano and Bond (1991) suggest testing the hypothesis that there is no second-
order serial correlation for the disturbances of the first-differenced equation. In addition, 
Arellano and Bond (1991) propose performing the Sargan’s test of over-identifying 
restrictions. If the model is over-identified, the latter test is conducted to investigate whether 
the over-identifying restrictions are close to zero to be consistent with their validity when 
evaluated at the optimal GMM parameter estimators (Bond, 2013). Another test for over-
identifying restrictions is the J statistics of Hansen. The two tests for over-identifying 
restrictions are linked where the Sargan’s statistic is considered a special case of the Hansen’s 
J statistic under the assumption of conditional heteroskedasticity (Baum et al., 2003). 
Roodman (2006) suggests that if “non-sphericity is suspected in the errors, as in robust one-
step GMM, the Sargan test statistic … is inconsistent. In that case, a theoretically superior 
over-identification test for the one-step estimator is that based on the Hansen statistic from a 
two-step estimate” (p. 12). 
 
To test robustness of our GMM-SYS estimates we use the AR(2) and Hansen tests on the 
basis of which the null hypothesis of no serial correlation and instrument validity can not be 
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rejected. More specifically, the results support the validity of the over-identifying restrictions 
and the absence of second order serial correlation in all regressions, thus providing support to 
the reliability of the estimates.    
 
Insert Tables 1, 2, 3 and 4 
 
 
As a robustness test, but also to account for the potential change in dynamics of the 
interactions between finance and economic growth in the pre-crisis (1998-2008) and post-
crisis (2008-2014) periods, we re-estimate the equations by splitting the time period into two 
sub-periods. Avdjiev and Zeng (2014) provide evidence that credit market conditions, 
monetary policy and economic activity in the US changes considerably as the economy 
moved from one phase of the business cycle to another. We expect a similar phenomenon 
across the 34 countries in our sample as they are expected to have moved from one phase of 
the business cycle to another during the Great Recession. The results of these estimations are 
reported in Appendix Tables A5 and A6. 
4. Empirical evidence  
Overall, the estimation results across all datasets are statistically robust and reliable. It should 
be noted, however, that the results differ significantly for advanced and developing 
economies. More specifically, the financial intermediation variables, i.e. the ratio of domestic 
credit-to-GDP (cre) and the interest rate margin (intm), are found to be insignificant and 
therefore were dropped from the estimation process in the case of the developing economies 
dataset while they were found to be highly significant in the rest of the clusters. It is also 
worth highlighting that the credit variable bears a negative sign in all estimated models whilst 
the interest rate margin is positively related to economic growth in the entire dataset and 
negative in the rest of the clusters. The latter is in stark contrast with the general consensus 
shaped in 1980-2000 that ‘plain’ finance contributes to economic growth. This result is in line 
with those obtained by Cojocaru et al. (2015) in a study for 23 CIS and CEE countries for the 
period 1990-2008 in which they found a statistically significant negative effect of interest rate 
spread on economic growth. Furthermore, the interest rate margin becomes significant in the 
sub-samples, 1998-2008 and 2009-2014, although it yields a positive effect on economic 
growth (see Appendix Tables A4 and A5). Simply put, increased credit flows to the economy 
should matter for growth as long as particular structural features of the financial sector(s) are 
in place to promote financial inclusion and entrepreneurship. Notably, the effect of other 
measures of financial development such as real lending margins, monetary aggregates, market 
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capitalisation or the value of stocks traded did not prove to be significant in conditioning 
economic growth. 
 
In addition, the effect of the intm variable is positive and significant for the entire sample of 
countries while it becomes negative in the case of advanced and eurozone economies in the 
baseline model, possibly due to the prolonged period of low interest rates in the aftermath of 
the global financial crisis. The latter can be also attributed to the fact that interest rates have 
become less of a weapon in the hands of monetary authorities for spurring growth. At the 
same time, the persistently lower interest rate margins in advanced and eurozone countries 
relative to developing ones may signal a higher level of financial development. In the case of 
developing economies, and contrary to the conventional wisdom from prior studies, the 
effects of credit, lending-deposit margin, government consumption and inflation on economic 
growth are not clear cut.  
 
To some extent, our results (especially for the advanced and eurozone economies) confirm to 
some degree those reported by Cecchetti and Kharroubi (2012) who suggest that beyond a 
certain point, financial deepening is associated with slower rather than faster economic 
growth. Arcand et al. (2012) find negative effects of additional financial deepening when 
credit to the private sector exceeds 100% of GDP - as is the case with the advanced and 
eurozone economies - arguing that the usual specification in earlier estimates failed to allow 
for the possibility of a reversal of the sign. At the same time, a rapid credit expansion as 
experienced in developing Europe in the pre-crisis period affects growth adversely. An 
indirect effect of the financial sector relates to the effect of trade openness, as financial 
institutions are assumed to facilitate trade. In all estimates, irrespective of time period and 
group of counties, the effect of trade openness remains robust and positive in line with a 
priori expectations and previous empirical studies.  
 
The results show that inflation has a negative effect on economic growth across the entire 
dataset and eurozone economies. In the case of the entire dataset this is an expected outcome 
given the degree of variability in inflation rates across the 34 countries. This is in line with 
results reported by Bruno and Easterly (1998) who assert that inflation is more likely to 
negatively affect economic growth in a high inflationary environment. However, in the case 
of the eurozone economies with relatively stable and convergent inflation rates one might 
expect a different outcome. In line with expectations, government spending is a strong driver 
for growth not only in the entire dataset but also in all the sub-groups considered. 
Furthermore, the results are in line with recent evidence from 25 Asian countries for the 
period 1980-2012 (Ghazanchyan et al., 2015). Finally, the effects of investment, wages, unit 
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labour costs and the money supply remain robust across all sub-groups in the model whilst in 
the post-crisis period, the effect of unit labour costs is found to be insignificant. Although it is 
well known that over long periods of time, economic growth comes from productivity as 
measured by the unit labor costs, it could be the case that in the aftermath of the GFC other 
forces came into play forestalling the impact of productivity. Government spending is 
significant and in the anticipated direction in all subgroups for the pre-crisis period. In the 
post-crisis period, the effect of government spending is insignificant only for the developing 
economies, possibly owing to lagged contagion effects from the Great Recession along with 
increasing austerity associated with government spending.  
 
Without an in-depth understanding of the financial environment of each country, the cross-
country evidence yields little policy insights.  Analyses conducted at aggregate level may fail 
to capture or account for the complexity of each country’s financial architecture or other 
specificities related to their development process. Interestingly, in both the advanced and the 
eurozone economies, the effect of the financial intermediation proxies would seem to be a 
hindrance to economic growth as they exhibit a negative sign. Consequently, it appears that in 
the time-period of the study, several forces co-influence growth in developing countries 
reversing the expected effect of finance. Three tentative remarks may be made on the basis of 
the results reported above: 
 
a. Financial intermediation matters for growth. The empirical evidence indicates clearly 
a correlation between developments in the financial sector and real economic activity. 
Yet, the link between finance and growth has an asymmetric nature possibly owing to 
the macroeconomic volatility which seems to have an economically strong impact in 
our sample of countries and across the time period chosen. In this respect, 
macroeconomic volatility tends to reduce financial depth which in turn adversely 
affects economic development.  
 
b. The empirical results vary considerably due to the different institutional and 
structural characteristics of each sub-group. The results for the sub-periods also vary 
considerably across the same sub-group of countries. This variation may be explained 
by a number of factors such as differences in regulatory, monetary and 
macroeconomic policies; political, legal and even historical or geographical factors 
cannot be overlooked. Equally, the selection of variables to indicate the level of 
financial development and to measure the extent or efficiency of financial 
intermediation is critical in empirical studies of this nature, particularly in the context 
of less developed economies. 
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c. Good governance is essential for growth. Regardless of time period or group of 
countries (advanced, developing or eurozone), the quality of the institutional 
framework is instrumental in stimulating economic growth. While the effect of other 
variables does diminish or variates over time, good governance pays off, especially in 
the case of developing countries thus, raising the need to be placed on top of policy 
makers initiatives for spurring growth. The research agenda therefore should be 
shifted towards not just quantity but also to the quality of institutions and finance.  
 
5. Conclusions  
Historically, the development of the financial sector has been an indispensable component of 
economic growth. A large body of evidence points to the benefits of financial development, 
recognizing the value of financial intermediation in mobilizing savings, reducing information 
asymmetries and acting as a catalyst for investment. The intrinsic power of the financial sector 
essentially lies in its linkage to the economy - finance exists to serve the real economy. In 
recent decades, however, finance has progressively shifted from being an enabler of growth to 
an engine of growth in its own right. In the aftermath of the GFC and the seismic shifts that 
have taken place across Europe and the CIS, many observers have argued that there has been a 
fundamental erosion of the finance-real economy linkage. Controversially, it is further argued 
that the finance sector has progressively deviated from its long-term value creation role and 
moved in the direction of excessive emphasis on short-term gains. In the years prior to the 
GFC, domestic credit provided by financial sectors in Europe and the CIS had far outstripped 
real economic activity in these regions. It is in this context that we have carried out this 
research and attempted to make a useful empirical contribution to an assessment of the 
finance-growth nexus.  
 
The evidence presented here suggests that the potential benefits of the financial sector may 
have been dramatically reversed in recent years resulting in “un-creative destruction”. The 
results are in line with those of several other empirical studies which show that the return to 
growth from finance diminishes or even becomes negative at a high level of financial 
development. In other words, too much finance may be “costly” for economic growth. In this 
respect, the results suggest a potential weakening of the direct link between finance and the 
real economy. In all estimates reported in this paper, the degradation of finance eventually 
rendered its function of intermediation as ineffective, causing more harm than good to 
economic growth. The results for the sub-samples of the advanced, developing markets and 
eurozone economies across the EU and CIS exhibit significant variation suggesting that the 
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finance-growth linkage and the transmission mechanisms differ substantially depending on the 
level of development. In the case of developing market economies, the financial 
intermediation proxies are not significant in explaining economic growth.  
 
Lastly, irrespective of the classification of countries, our results suggest that institutional 
quality plays a key role in determining the ability of economic agents to operate in a growth-
friendly manner. By symmetry, developing countries appear to have higher payoffs in terms of 
real GDP growth when improving institutional quality. 
 
These results have important implications for macroeconomic growth and regulation of the 
financial sector. It is clear that unconstrained expansion of finance may result in more costs 
than benefits in the future which translates to quality matters much more than quantity. 
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TABLES: 
 
Table 1. Growth regressions for all economies in the sample; Dependent variable is 
GDP per capita growth.  
 
 OLS Fixed Effects GMM-SYS 
gdppct-1 0.073 [1.907]* 0.052 [1.355] 0.041 [0.367] 
inv 0.473 [2.786]*** 0.442 [2.814]*** 0.501 [2.818] 
wage 0.129 [3.883]*** 0.13 [3.704]*** 0.147 [4.034]*** 
ulc -0.03 [-2.246]** -0.026 [-2.150]** -0.029 [-2.141]** 
cred -0.005 [-2.689]*** -0.008 [-2.185]** -0.006 [-2.734]*** 
ms 0.045 [3.116]*** 0.043 [2.939]*** 0.039 [3.355]*** 
intm -0.004 [-0.272] 0.006 [0.463] -0.001 [-0.049] 
gcon 1.28 [4.422]*** 1.358 [3.384]*** 1.291 [3.714]*** 
open 0.229 [7.008]*** 0.237 [6.612]*** 0.228 [5.945] 
inf -0.051 [-1.819]* -0.038 [-1.396] -0.059 [-1.680]* 
va 0.032 [2.227]** 0.007 [0.258] 0.509 [1.182] 
ps 0.021 [3.903]*** 0.032 [2.770]*** 0.556 [2.154]** 
ge 0.036 [1.496] 0.062 [1.213] 0.267 [0.661] 
rq 0.028 [1.247] -0.021 [-0.833] 0.62 [1.076] 
rl 0.067 [2.619]*** -0.052 [-1.158] 1.197 [2.028]** 
cc 0.024 [3.305]*** 0.052 [1.257] 0.374 [1.896]* 
constant -0.558 [-1.211] -5.653 [-1.698] - 
R2-Adjusted  0.81 0.82 - 
Number of instruments   31 
AR(1) (p-value)(1)    0.021 
AR(2) (p-value)(2)    0.106 
Hansen test (p-value)(3)   0.198 
Notes: (1) Test for first order serial correlation; (2) Test for second order serial correlation;(3) Tests the null 
hypothesis of the appropriate set of instruments. A Hausman test between fixed effects and GMM-SYS indicates 
that GMM-SYS estimates are consistent (X2) = 26.57 and p-value = 0.023). Robust (HAC) standard errors have 
been used in the estimation of both OLS and Fixed Effects models; All the models are based on the two-step 
estimation procedure and Windmeijer’s corrected standard error. Robust t and z-statistics are shown in square 
brackets. Time dummies have been used in the estimation; (*), (**) and (***) denote significance at 10%, 5% 
and 1% level respectively. 
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Table 2. Growth regressions for the advanced economies in the sample; Dependent 
variable is GDP per capita growth.  
 
 OLS Fixed Effects GMM-SYS 
gdppct-1 0.101 [2.042]** 0.264 [4.646]*** 0.017 [1.814]* 
inv 0.743 [11.06]*** 0.658 [12.52]*** 0.758 [22.30]*** 
wage 0.163 [3.201]*** 0.146 [2.710]*** 0.170 [9.012]*** 
ulc -0.004 [-0.698] - 0.058 [-2.882]** 0.001 [0.299] 
cred -0.004 [-3.495]*** - 0.001 [-0.531] -0.005 [-4.834]*** 
ms 0.020 [2.221]** 0.016 [1.395] 0.019 [3.154]*** 
intm -0.042 [-3.437]*** - 0.004 [-0.236] - 0.034 [-3.776]*** 
gcon 0.754 [3.309]*** 0.798 [3.145]*** 0.700 [6.614]*** 
open 0.203 [11.01]*** 0.101 [4.757]*** 0.202 [24.15]*** 
inf -0.061 [-0.672] - 0.142 [-1.863]* -0.064 [-2.048]** 
va 1.637 [2.320]**  0.205 [0.265] 1.525 [3.400]*** 
ps 0.613 [2.033]** 1.247 [2.932]*** 0.867 [4.356]*** 
ge 0.156 [0.439] 0.067 [0.131] 0.511 [1.685]* 
rq 0.378 [0.937] 0.104 [0.157] 0.442 [1.592] 
rl -0.939 [-1.421] - 0.983 [-1.308] 1.417 [3.737]*** 
cc 0.505 [1.028] 0.518 [0.988] 0.438 [1.648]* 
constant 1.828 [2.767]*** 0.158 [0.172] - 
R2 -Adjusted  0.87 0.91 - 
Number of instruments   36 
AR(1) (p-value)(1)    0.008 
AR(2) (p-value)(2)    0.399 
Hansen test (p-value)(3)   0.467 
Notes: (1) Test for first order serial correlation; (2) Test for second order serial correlation; (3) Tests the null 
hypothesis of the appropriate set of instruments. A Hausman test between fixed effects and GMM-SYS indicates 
that GMM-SYS estimates are consistent (X2) = 32.77 and p-value = 0.001). Robust (HAC) standard errors have 
been used in the estimation of both OLS and Fixed Effects models; All the models are based on the two-step 
estimation procedure and Windmeijer’s corrected standard error. Robust t and z-statistics are shown in square 
brackets. Time dummies have been used in the estimation; (*), (**) and (***) denote significance at 10%, 5% 
and 1% level respectively. 
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Table 3. Growth regressions for the developing economies in the sample; Dependent 
variable is GDP per capita growth.  
 
 OLS Fixed Effects GMM-SYS 
gdppct-1 0.021 [0.5305] 0.017 [0.378] 0.001 [0.033] 
inv 0.372 [2.036]** 0.195 [1.603] 0.390 [2.063]** 
wage 0.177 [3.668]*** 0.266 [6.447]*** 0.214 [3.998]*** 
ulc   -0.053 [-2.283]** - 0.104 [-4.422]*** -0.056 [-2.297]** 
cred - 0.022 [-2.746]*** - 0.065 [-4.004]*** - 0.019 [-1.898]* 
ms 0.049 [2.818]*** 0.033 [2.384]** 0.043 [3.174]*** 
intm 0.047 [1.572] 0.064 [2.769]*** 0.044 [1.682]* 
gcon 1.475 [4.295]*** 1.525 [3.798]*** 1.626 [3.925]*** 
open 0.222 [6.217]*** 0.185 [3.140]*** 0.221 [4.899]*** 
inf - 0.037 [-1.238]  0.023 [0.650] - 0.032 [-1.046] 
va -0.975 [-1.806]*  1.804 [1.799]* - 0.847 [-1.414] 
ps 0.468 [1.844]* 0.887 [2.047]** 0.544 [1.789]* 
ge 0.339 [0.364] -0.343 [-0.155] 0.312 [0.301] 
rq 1.014 [0.867] -1.998 [-1.231] 0.115 [0.088] 
rl - 0.779 [-0.690] 1.155 [0.492] 0.055 [0.043] 
cc 0.853 [3.812]*** 1.733 [1.101] 0.722 [3.110]*** 
constant 1.113 [1.141] 5.030 [3.960] - 
R2 -Adjusted  0.75 0.77 - 
Number of instruments   40 
AR(1) (p-value)(1)    0.051 
AR(2) (p-value)(2)    0.214 
Hansen test (p-value)(3)   0.561 
Notes: (1) Test for first order serial correlation; (2) Test for second order serial correlation; (3) Tests the null 
hypothesis of the appropriate set of instruments. A Hausman test between fixed effects and GMM-SYS indicates 
that GMM-SYS estimates are consistent (X2) = 45.12 and p-value = 0.000). Robust (HAC) standard errors have 
been used in the estimation of both OLS and Fixed Effects models; All the models are based on the two-step 
estimation procedure and Windmeijer’s corrected standard error. Robust t and z-statistics are shown in square 
brackets. Time dummies have been used in the estimation; (*), (**) and (***) denote significance at 10%, 5% 
and 1% level respectively. 
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Table 4. Growth regressions for the eurozone economies in the sample; Dependent 
variable is GDP per capita growth.  
 
 OLS Fixed Effects GMM-SYS 
gdppct-1 0.106 [1.461] 0.249 [3.272]*** 0.220 [5.651]*** 
inv 0.718 [12.77]*** 0.665 [7.398]*** 0.623 [14.57]*** 
wage 0.110 [1.783]* 0.105 [1.729]* 0.106 [4.611]*** 
ulc   -0.007 [-0.871] -0.146 [-4.189]*** -0.105 [-3.974]*** 
cred -0.003 [-2.181]** -0.001 [-0.082] -0.003 [-2.348]** 
ms 0.034 [2.733]*** 0.059 [3.225]*** 0.051 [5.472]*** 
intm -0.027 [-1.475]  -0.041 [-2.923]*** -0.020 [-1.991]** 
gcon 0.676 [2.170]** 0.712 [3.147]*** 0.715 [5.530]*** 
open 0.213 [8.634]*** 0.074 [1.792]* 0.104 [6.635]*** 
inf -0.038 [-0.362]  0.064 [0.734] -0.049 [-1.035] 
va -1.209 [-1.306]  0.222 [0.220] -1.006 [-1.524] 
ps 0.702 [1.996]** 1.064 [2.646]*** 1.086 [4.521]*** 
ge 0.148 [0.424] -0.374 [-0.691] 0.104 [0.354] 
rq 0.483 [0.982] 1.845 [2.316]*** 0.547 [1.657]* 
rl -0.614 [-0.879] -0.802 [-0.924] -0.509 [-1.204] 
cc 0.177 [0.279] 0.206 [0.254] -0.208 [0.664] 
constant 0.724 [1.466] -1.525 [-0.968] - 
R2 -Adjusted  0.86 0.89 - 
Number of instruments   36 
AR(1) (p-value)(1)    0.009 
AR(2) (p-value)(2)    0.178 
Hansen test (p-value)(3)   0.986 
Notes: (1) Test for first order serial correlation; (2) Test for second order serial correlation; (3) Tests the null 
hypothesis of the appropriate set of instruments. A Hausman test between fixed effects and GMM-SYS indicates 
that GMM-SYS estimates are consistent (X2) = 27.36 and p-value = 0.042). Robust (HAC) standard errors have 
been used in the estimation of both OLS and Fixed Effects models; All the models are based on the two-step 
estimation procedure and the Windmeijer corrected standard error. Robust t and z-statistics are shown in square 
brackets. Time dummies have been used in the estimation; (*), (**) and (***) denote significance at 10%, 5% 
and 1% level respectively. 
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Appendix  
Table A1. The dataset  
 
Name Variable - Definition Source 
RGDPH Percentage change in real gross domestic product per head. Statistical Office of the 
European Community. 
INV Gross fixed investment (% real change pa). Statistical Office of the 
European Community. 
WAGE Percentage change in wages, over previous year. Monthly 
earnings, wage earners & salaried employees. 
OECD. 
ULC Unit labour costs (% change pa) OECD. 
MS Percentage change in M2 (% change pa) IMF, International Financial 
Statistics. 
CRE  Domestic credit provided by financial sector (% of GDP), 
excluding credit to the central government. 
World Bank. 
INTM Interest rate margin; lending interest rate less deposit interest 
rate (%) 
IMF, International Financial 
Statistics. 
MGDP Money and quasi money supply (M2) as % of GDP. World Bank 
RINT Real lending rate (%) World Bank 
STOX Stocks traded, total value (% of GDP). World Bank 
MCAP Market capitalization of listed domestic companies (% of 
GDP) 
World Bank 
DGOV Government consumption (% real change pa) IMF, International Financial 
Statistics. 
INF Consumer prices (% change pa) Statistical Office of the 
European Community. 
OPEN Exports of goods and services (% real change p.a.) Statistical Office of the 
European Community. 
VA Voice and Accountability (ranges from approximately -2.5 
(weak) to 2.5 (strong) governance performance). 
Worldwide Governance 
Indicators. The World Bank 
Group. 
PS Political Stability and Absence of Violence/Terrorism (ranges 
from approximately -2.5 (weak) to 2.5 (strong) governance 
performance). 
Worldwide Governance 
Indicators. The World Bank 
Group. 
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GE Government Effectiveness - (ranges from approximately -2.5 
(weak) to 2.5 (strong) governance performance). 
Worldwide Governance 
Indicators. The World Bank 
Group. 
RQ Regulatory Quality - (ranges from approximately -2.5 (weak) to 
2.5 (strong) governance performance). 
Worldwide Governance 
Indicators. The World Bank 
Group. 
RL Rule of Law - (ranges from approximately -2.5 (weak) to 2.5 
(strong) governance performance). 
Worldwide Governance 
Indicators. The World Bank 
Group. 
CC Control of Corruption - (ranges from approximately -2.5 (weak) 
to 2.5 (strong) governance performance). 
Worldwide Governance 
Indicators. The World Bank 
Group. 
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Table A2. Descriptive statistics  
 
Variables Mean Median Min Max Std. Dev. 
DGOV 2.325 1.929 -15.291 44.532 4.858 
WAGE 2.828 1.631 -23.206 30.100 5.305 
MS 13.095 8.202 -28.527 160.808 18.240 
INF 5.271 2.582 -8.592 94.860 9.816 
ULC 4.671 3.706 -47.769 109.506 11.904 
RGDPH 2.599 2.366 -14.565 33.200 4.581 
INV 0.687 0.655 -15.468 26.313 2.824 
CRE 93.678 83.300 8.696 347.338 60.843 
INTM 2.657 2.418 -73.239 57.978 9.646 
OPEN 5.630 5.172 -43.335 48.943 8.836 
VA 1.191 1.167 0.564 1.626 0.249 
PS 0.782 0.811 -0.223 1.425 0.370 
GE 1.277 1.375 0.307 2.258 0.488 
RQ 1.226 1.262 0.344 1.903 0.411 
RL 1.257 1.360 0.337 2.120 0.526 
CC 1.145 1.271 -0.254 2.303 0.724 
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Table A3. Countries used in the analysis and their classification  
 
Advanced economies Developing market economies 
Austria Azerbaijan 
Belgium Bulgaria 
Cyprus Croatia 
Czech Republic  Hungary 
Denmark  Kazakhstan 
Estonia Lithuania 
Finland Poland 
France Romania 
Germany Russia 
Greece Serbia 
Ireland Turkey 
Italy Ukraine 
Latvia   
Netherlands  
Norway  
 
 
Portugal 
Slovakia 
Slovenia 
Spain 
Sweden  
Switzerland  
United Kingdom  
Notes: (1) The classification in advanced and developing countries follows the World Economic 
Outlook Database, October 2014. (2) Eurozone counties: Austria, Belgium, Cyprus, Estonia, Finland, 
France, Germany, Greece, Ireland, Italy, Latvia, Luxembourg, Malta, the Netherlands, Portugal, 
Slovakia, Slovenia and Spain. The present paper does not include Malta and Estonia due to missing 
data. Latvia, which adopted euro on January 1, 2014 is not included in the eurozone countries in the 
empirical analysis.  
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Table A4. Panel Unit root tests  
 
 LLC IPS ADF-Fisher 
gdppc -8.184 [0.000] -5.103 [0.000] 134.91 [0.000] 
inv -7.662 [0.000] -3.893 [0.000] 124.08 [0.000] 
wage -6.977 [0.000] -5.967 [0.000] 175.30 [0.000] 
ulc  -10.703 [0.000] -7.641 [0.000] 176.69 [0.000] 
cred -4.448 [0.000] -5.898 [0.000] 156.01 [0.000] 
ms -4.090 [0.000] -2.502 [0.006] 90.990 [0.032] 
intm -4.672 [0.000]  -3.982 [0.000] 120.76 [0.000] 
gcon -5.610 [0.000] -5.729 [0.000] 150.81 [0.000] 
open -12.083 [0.000] -4.090 [0.000] 90.99 [0.032] 
inf -15.587 [0.000]  -7.506 [0.000] 176.50 [0.000] 
Note: In all cases the null hypothesis of a unit root is rejected at the 5% level of significance. 
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 Table A5. GMM-SYS Growth regression estimates for all different clusters (1998-2008); Dependent variable: GDP per capita growth.                        
 
 All Economies Advanced Economies Eurozone Countries Developing Economies 
gdppct-1 0.006 [1.430] 0.165 [3.747]*** 0.219 [2.621]*** -0.149 [-1.621] 
inv 0.188 [5.145]*** 0.527 [11.90]*** 0.540 [9.579]*** 0.124 [2.049]** 
wage 0.209 [8.590]*** 0.254 [9.836]*** 0.189 [5.853]*** 0.200 [4.941]*** 
ulc   -0.065 [-8.590]*** -0.021 [-3.701]*** -0.026 [-3.819]*** -0.075 [-4.203]*** 
cred -0.011 [-4.467]*** -0.004 [-2.643]*** -0.004 [-2.052]** -0.042 [-2.362]** 
ms 0.031 [5.475]*** 0.004 [0.594] 0.024 [2.505]** 0.039 [4.370]*** 
intm 0.010 [1.121]  -0.015 [-1.699]* -0.017 [-1.625] 0.041 [2.064]** 
gcon 1.417 [10.65]*** 0.514 [4.162]*** 0.320 [2.228]** 1.800 [7.714]*** 
open 0.160 [11.30]*** 0.150 [13.80]*** 0.155 [11.62]*** 0.184 [7.074]*** 
inf -0.049 [-3.842]***  -0.246 [-6.352]*** -0.165 [-3.201]*** -0.050 [-2.040]** 
va -0.973 [-0.836]  -0.852 [-1.527] 1.414 [2.284]** -0.629 [-0.922] 
ps 0.427 [1.653]* 0.891 [4.101]*** 1.020 [3.669]*** 0.087 [0.190] 
ge 0.455 [0.980] 0.485 [1.460] 0.351 [1.047] 0.503 [0.384] 
rq 0.969 [2.182]** 0.369 [1.063] 0.834 [1.947]* -0.243 [-0.227] 
rl 1.474 [2.692]*** -0.856 [-1.586] -0.411 [-0.816] -0.231 [-0.172] 
cc 0.075 [0.471] 0.460 [1.460] -0.584 [-1.498] 0.522 [1.772]* 
No. of Instruments         32                                          40                                          41                                         42 
AR(1) (p-value)(1)         0.002                                     0.046                                      0.051                                   0.048 
AR(2) (p-value)(2)        0.456                                     0.731                                     0.199                                    0.223                      
Hansen (p-value)(3)      0.336                                     0.098                                     0.125                                    0.169 
Notes: (1) Test for first order serial correlation; (2) Test for second order serial correlation; (3) Tests the null hypothesis of the appropriate 
set of instruments; All the models are based on the two-step estimation procedure and Windmeijer’s corrected standard error. Robust z-
statistics are shown in square brackets. Time dummies have been used in the estimation; (*), (**) and (***) denote significance at 10%, 
5% and 1% level respectively. 
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Table A6. Growth regressions for all country groups for the period 2009-2014; Dependent variable: GDP per capita growth. 
 
 All Economies Advanced Economies Eurozone Countries Developing Economies 
gdppct-1 0.216 [2.428]** -0.006 [-0.149] 0.060 [0.876] 0.058 [0.570] 
inv 0.524 [8.004]*** 0.599 [7.934]*** 0.379 [3.093]*** 0.271 [1.761]* 
wage 0.237 [2.648]*** 0.112 [1.901]* 0.030 [0.433] 0.471 [3.627]*** 
ulc   -0.142 [-4.185]*** 0.021 [1.534] 0.037 [2.444]** -0.100 [-2.096]** 
cred -0.007 [-2.904]*** -0.003 [-2.202]** -0.004 [-2.073]** -0.066 [-2.268]** 
ms 0.057 [3.589]*** 0.080 [5.166]*** 0.123 [3.940]*** -0.018 [-0.517] 
intm 0.079 [3.386]***  -0.045 [-1.633] -0.074 [-2.258]** 0.192 [3.432]*** 
gcon 0.391 [1.561] 0.869 [3.313]*** 0.666 [1.855]* -0.761 [1.545] 
open 0.117 [3.949]*** 0.236 [10.63]*** 0.339 [9.656]*** 0.067 [1.542] 
inf 0.112 [1.578]  0.174 [1.834]* 0.108 [0.709]*** 0.147 [1.548] 
va -0.142 [-0.277]  -0.342 [-1.228] 1.345 [1.284] 0.299 [0.601] 
ps -0.184 [-0.528]* 1.169 [2.458]*** 2.237 [3.689]*** 0.187 [0.290] 
ge 1.731 [2.755]*** 2.096 [3.246]*** -0.211 [-1.047] 1.872 [1.983]** 
rq -0.204 [-0.322]** 1.233 [2.210]** 2.495 [2.938]*** -0.241 [-1.562] 
rl 1.601 [1.954]* 0.784 [1.049] 0.551 [0.620] 1.245 [2.882]*** 
cc 0.615 [2.168]** 2.938 [5.542]*** 2.228 [3.084]*** 0.656 [0.719] 
No. of Instruments         38                                        37                                            40                                        39 
AR(1) (p-value)(1)         0.052                                     0.013                                      0.009                                   0.002 
AR(2) (p-value)(2)        0.278                                     0.929                                      0.091                                    0.792                      
Hansen (p-value)(3)      0.122                                     0.101                                      0.272                                    0.678 
Notes: (1) Test for first order serial correlation; (2) Test for second order serial correlation; (3) Tests the null hypothesis of the appropriate set 
of instruments; All the models are based on the two-step estimation procedure and Windmeijer’s corrected standard error. Robust z-
statistics are shown in square brackets. Time dummies have been used in the estimation; (*), (**) and (***) denote significance at 10%, 
5% and 1% level respectively. 
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Figure 1. Domestic credit to GDP (%)  
 
 
Source: World Bank. 
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