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LOCAL SMOOTHING ESTIMATES FOR SCHRO¨DINGER
EQUATIONS ON HYPERBOLIC SPACE
A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
Abstract. We establish global-in-time frequency localized local smoothing
estimates for Schro¨dinger equations on hyperbolic space Hd. In the pres-
ence of symmetric first and zeroth order potentials, which are possibly time-
dependent, possibly large, and have sufficiently fast polynomial decay, these
estimates are proved up to a localized lower order error. Then in the time-
independent case, we show that a spectral condition (namely, absence of
threshold resonances) implies the full local smoothing estimates (without any
error), after projecting to the continuous spectrum. In the process, as a means
to localize in frequency, we develop a general Littlewood-Paley machinery on
Hd based on the heat flow. Our results and techniques are motivated by appli-
cations to the problem of stability of solitary waves to nonlinear Schro¨dinger-
type equations on Hd.
As a testament of the robustness of approach, which is based on the pos-
itive commutator method and a heat flow based Littlewood-Paley theory, we
also show that the main results are stable under small time-dependent pertur-
bations, including polynomially decaying second order ones, and small lower
order nonsymmetric perturbations.
1. Introduction
The primary goal of this work is to establish local smoothing, or local energy
decay, estimates for the linear Schro¨dinger equation
(−i∂t +H)u = F, u(0) = u0,
on hyperbolic space (Hd,h). Here h denotes the standard Riemannian metric on
Hd and H is the elliptic operator
Hu := −∇µaµν∇νu+ 1
i
(bµ∇µu+∇µ(bµu)) + V u.
The precise assumptions on the coefficients are specified in Section 1.1 below, but
without being quantitative a is a symmetric real-valued two tensor with a − h−1
small and decaying at spatial infinity, and b and V decaying at spatial infinity with
globally small imaginary parts. In particular, we allow a, b, and V to depend on
time. Roughly speaking, by a local smoothing estimate we mean an estimate of the
form
‖〈r〉− 12−δ|∇| 12u‖L2(R×Hd) . ‖u0‖L2(Hd) + ‖〈r〉
1
2+δ|∇|− 12F‖L2(R×Hd), δ > 0,
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where r denotes the geodesic distance to a fixed origin in Hd, and 〈r〉 := √1 + r2.
However, with an eye toward future nonlinear applications, we will prove a
sharper frequency localized version of the smoothing estimate above. That is,
for a frequency localized function, the spatial weights and localizations in the lo-
cal smoothing norms for our final estimate will depend on the frequency at which
the function is localized; our estimate will be optimal in small spatial scales and
for high frequencies. The complete local smoothing norm is then constructed by
resolving u into its frequency components (see Section 1.1 below). The proof of
our smoothing estimate is based on a multiplier, or positive commutator, argument
and as such is quite flexible and for instance allows us to treat time-dependent and
complex-valued coefficients.
The issue of frequency localization brings us to the second goal of the current
work, which is to develop a robust Littlewood-Paley theory based on the heat
flow on hyperbolic space. The bulk of this paper is devoted to this task, and
the proof of the local smoothing estimate is short in comparison. Some of the
specific issues that we need to treat in this regard are the failure of sharp Bernstein
inequalities, and a quantitative understanding of the uncertainty principle, that
is, the relation between spatial and frequency localizations. The heat flow based
Littlewood-Paley theory developed in this work is abstract and the estimates are
derived using integration by parts and the Duhamel principle for the heat equation,
and therefore does not rely on the geometry of the hyperbolic space in an essential
way, except for general spectral properties of the Laplacian. In particular, we
systematically avoid heat kernel estimates and the Helgason Fourier transform,
and this part of the analysis also extends to more general manifolds. We believe
that this aspect of our work is of independent interest and hope that the ideas here
can be used more broadly in the study of dispersive equations on manifolds.
1.1. Statements of the main results. Consider the linear Schro¨dinger equation
on hyperbolic space Hd
(−i∂t +H)u = F (1.1)
with initial data u(0) = u0 ∈ L2(Hd). Here H is a second order operator
Hu := −∇µaµν∇νu+ 1
i
(bµ∇µu+∇µ(bµu)) + V u, (1.2)
where V (t, ·) is a smooth, complex-valued function, b(t, ·) is a smooth complex-
valued vectorfield on Hd, and a(t, ·) is a smooth real-valued symmetric two-tensor
on Hd. We say that H is stationary if the coefficients are independent of time, and
symmetric if they are real-valued. In general Hprin will denote the principal part
of H , that is,
Hprinu := −∇µaµν∇νu, (1.3)
and Hl.o.t. the lower order part, that is,
Hl.o.t.u :=
1
i
(bµ∇µu+∇µ(bµu)) + V u. (1.4)
1.1.1. Main results for large symmetric lower order perturbations of −∆. Our first
class of results concern the case when Hprin = −∆ := −∆Hd and Hl.o.t. is sym-
metric, suitably decaying yet possibly large. Such an operator naturally arises as
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the linearization of a nonlinear Schro¨dinger-type equation on Hd around a solitary
wave.
In order to capture the full strength of the local smoothing effect, which is crucial
for recovering a derivative loss in Schro¨dinger-type equations, we aim to establish
frequency localized local smoothing estimates with spatial weights that are sharp for
high frequencies and small spatial scales. One way to achieve frequency localization
would be to use the Helgason Fourier transform on Hd, and apply smooth cutoffs
in the frequency space. As is well-known, however, such operations do not behave
well in Lp(Hd) (see [10]), and thus are not suitable in nonlinear applications.
Instead, we will use the linear heat flow associated with the shifted Laplacian
∆ + ρ2 on Hd as a robust means to localize frequencies. Here, ρ2 is the spectral
gap for −∆, whose spectrum is entirely absolutely continuous:
σ(−∆) = σac(−∆) = [ρ2,∞), ρ := d− 1
2
.
For any heat time 0 < s <∞ we define the frequency projections
P≥su := e
s(∆+ρ2)u, Psu := −s∂sP≥su = −s(∆ + ρ2)es(∆+ρ2)u. (1.5)
For any 0 < s0 <∞, we have the continuous resolution
u =
∫ s0
0
Psu
ds
s
+P≥s0u.
Remark 1.1 (Heat flow based Littlewood-Paley theory). Use of the heat flow
for frequency localization is classical. See for instance the books [11, 42], or the
papers [12, 27], for their application in frequency localization on manifolds. For
further applications in harmonic analysis on non-Euclidean spaces including spaces
of homogeneous type see [11,35,36] and the references therein.
The operators P≥s and Ps constitute heat flow based Littlewood-Paley projec-
tions in the following sense. First, P≥su = e
s(∆+ρ2)u may be interpreted as a
projection of u to frequencies at most s−
1
2 ; this interpretation can be justified on
Rd by observing that the Fourier transform of the heat flow es∆u is simply that
of u multiplied by a rescaled Gaussian adapted to the ball {|ξ| . s− 12 }. On the
other hand, Psu = −s(∆+ ρ2)es(∆+ρ2)u is the analogue of a Littlewood-Paley pro-
jection to frequencies comparable to s−
1
2 , the idea being that s(∆ + ρ2) damps the
frequencies much lower than s−
1
2 .
The heat flow based Littlewood-Paley theory, as described above, has successfully
served as a viable substitute for the (naive but problematic) Fourier transform based
Littlewood-Paley theory in the study of nonlinear dispersive equations on hyperbolic
space; see, for example, [22,28,29].
For each ℓ ∈ Z, the dyadic spatial annulus Aℓ is defined by
Aℓ := {2ℓ ≤ r ≤ 2ℓ+1}, r(x) := d(0, x), ∀x ∈ Hd, (1.6)
where 0 is a fixed origin in Hd. Similarly the ball A≤ℓ and A≥ℓ are defined by
A≤ℓ := {r ≤ 2ℓ}, A≥ℓ := {r ≥ 2ℓ}.
For any heat time s > 0 we use the notation ks to denote the corresponding dyadic
frequency
ks := ⌊log2(s−
1
2 )⌋.
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We can now define our frequency localized local smoothing spaces.
Definition 1.2. For any s > 0 the frequency localized local smoothing norm ‖·‖LEs
and its dual ‖ · ‖LE∗s are defined as
‖v‖LEs := s−
1
4 ‖v‖L2(R×A≤−ks ) + sup
ℓ≥−ks
‖r− 12 v‖L2(R×Aℓ),
‖G‖LE∗s := s
1
4 ‖G‖L2(R×A≤−ks ) +
∑
ℓ≥−ks
‖r 12G‖L2(R×Aℓ).
Similarly, the low-frequency analogues ‖ · ‖LElow and ‖ · ‖LE∗low are
‖v‖LElow := ‖v‖L2(R×A≤0) + sup
ℓ≥0
‖r− 32 v‖L2(R×Aℓ),
‖G‖LE∗
low
:= ‖G‖L2(R×A≤0) +
∑
ℓ≥0
‖r 32G‖L2(R×Aℓ).
We build our local smoothing spaces LE and LE∗ from frequency localized
pieces.
Definition 1.3. For any function u ∈ C∞0 (R×Hd) we let
‖u‖2LE :=
∫ 4
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
2
0
s−
1
2 ‖Psu‖2LEs
ds
s
.
The space LE is defined as the completion of smooth functions with compact support
with respect to the norm ‖ · ‖LE. Similarly for any F ∈ C∞0 (R×Hd)
‖F‖2LE∗ :=
∫ 4
1
8
‖P≥sF‖2LE∗
low
ds
s
+
∫ 1
2
0
s
1
2 ‖PsF‖2LE∗s
ds
s
.
The space LE∗ is defined as the completion of smooth functions with compact sup-
port with respect to the norm ‖ · ‖LE∗.
Remark 1.4. It follows from the definitions above that for any s > 0
|〈Psu,PsF 〉t,x| ≤ ‖Psu‖LEs‖PsF‖LE∗s
and
|〈P≥su,P≥sF 〉t,x| ≤ ‖P≥su‖LElow‖P≥sF‖LE∗low .
But because of the integrations in the definitions of LE and LE∗ and the fact that
the heat flow based frequency projections are not sharply localized, LE and LE∗ are
not dual norms. In fact ‖ · ‖LE∗ is a stronger norm than the dual of ‖ · ‖LE, and
we will show in Corollary 4.16 below that
|〈u, F 〉t,x| ≤ C‖u‖LE‖F‖LE∗
for an absolute constant C ≥ 1. We have chosen to use LE∗ instead of the actual
dual of LE in Theorem 1.5 below because the former is a more convenient norm to
work with. In Theorem 1.11 we will pass to a modified local smoothing norm LE
where we will also work with the actual dual LE∗.
For the first set of results, we assume that
Hprin = −∆, (1.7)
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and that Hl.o.t. obeys the following decay assumptions:
4∑
k=0
‖∇(k)b‖L∞(R×Hd) +
1∑
k=0
∑
ℓ≥0
‖r3∇(k)b‖L∞(R×Aℓ) <∞,
1∑
k=0
(
‖∇(k)V ‖L∞(R×Hd) +
∑
ℓ≥0
‖r3∇(k)V ‖L∞(R×Aℓ)
)
<∞.
(1.8)
For the definitions of the covariant derivatives ∇(k) and norms of tensors we refer
the reader to Section 2 below.
The following is the first main result of this paper, which holds without any
spectral assumptions on the operator H . In particular note that the coefficients of
H are allowed to depend on time.
Theorem 1.5. Let d ≥ 2 and assume that (1.7) (i.e., Hprin = −∆) holds, and that
Hl.o.t. is symmetric (i.e., b, V are real-valued) and (1.8) holds. Then, there exists
a sufficiently large constant R = R(d, b, V ) ≫ 1 so that for any u0 ∈ L2(Hd) and
F ∈ LE∗, the solution u(t) to the linear Schro¨dinger equation (1.1) with the initial
value u(0) = u0 satisfies
‖u‖LE . ‖u0‖L2 + ‖F‖LE∗ + ‖u‖L2(R×{r≤R}). (1.9)
At the heart of the proof is the construction of a multiplier Q of the form
1
i (β(r)∂r − ∂∗rβ(r)) (in polar coordinates) such that the commutator [iQ,∆] is
positive (i.e., a positive commutator method), which is moreover adapted to each
heat flow based frequency localization Psu or P≥su. A more detailed outline of the
proof is given in Section 3, after the necessary preliminary material is set up.
Remark 1.6 (Optimality of the space LE). Our high-frequency component ‖·‖LEs
is optimal in terms of the r-weight, but the r-weight in our low-frequency component
‖ · ‖LElow is weaker in comparison to the free case [24]. As discussed in Remark 3.1
below, this loss arises because we do not fully decompose the frequencies . 1, and
therefore our argument is nonoptimal for very low frequencies. Our current frame-
work has the advantage that it only requires a local-in-time theory for the heat
equation ∂s −∆Hd , which is very robust. As such, we believe that it can be readily
extended to a broader class of manifolds; see Remark 1.17 below. On the other
hand, it would be interesting to optimize the r-weight in the local smoothing esti-
mate, by perhaps using the global-in-time theory for ∂s − ∆Hd to fully decompose
the low frequencies.
Remark 1.7 (On the decay assumptions). The r-weight in (1.8) (i.e., the decay
assumption on b and V ) is dictated by the difference between the weights in LE
and LE∗, or more precisely, by the weights r−
3
2 and r
3
2 in ‖ · ‖LElow and ‖ · ‖LE∗low,
respectively. In particular, if the r-weights in the LE norm (and correspondingly
in the LE∗ norm) improve, then these decay assumptions would improve as well.
Under the additional assumption of stationarity (i.e., time independence), our
next main theorem gives a spectral condition, under which the bounded region error
‖u‖L2(R×{r≤R}) in the previous theorem may be removed. First we need a few more
definitions.
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Definition 1.8. Fix σ > 0. For any 0 < s ≤ 1 define the modified local smoothing
norms by
‖v‖LElow := ‖〈r〉−
3
2−σv‖L2(R×Hd),
‖v‖LEs := s−
1
4 ‖v‖L2(R×A≤−ks ) + sup
−ks≤ℓ<0
‖r− 12 v‖L2(R×Aℓ) + ‖r−
3
2−σv‖L2(R×A≥0),
and the corresponding dual norms by
‖G‖LE∗low := ‖〈r〉
3
2+σG‖L2(R×Hd),
‖G‖LE∗s := s
1
4 ‖G‖L2(R×A≤−ks ) +
∑
−ks≤ℓ<0
‖r 12G‖L2(R×Aℓ) + ‖r
3
2+σG‖L2(R×A≥0).
The modified local smoothing norm and its dual are then given by
‖u‖2LE :=
∫ 4
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
2
0
s−
1
2 ‖Psu‖2LEs
ds
s
,
‖F‖2LE∗ :=
∫ 4
1
8
‖P≥sF‖2LE∗low
ds
s
+
∫ 1
2
0
s
1
2 ‖PsF‖2LE∗s
ds
s
.
Remark 1.9. The norms LE and LE∗ are dual norms as will be discussed in Re-
mark 4.17 below. In the definitions above we could have replaced ‖r− 32−σv‖L2(R×A≥0)
by
sup
ℓ≥0
‖r− 32 v‖L2(R×Aℓ).
However, since the weight r−
3
2 is not optimal (see for instance Theorem 1.5) we
have opted to work with the simpler definition above.
To remove the bounded region error in Theorem 1.5, the key extra requirement
is a spectral assumption on H , namely that H has no threshold resonance.
Definition 1.10. Let H be stationary and symmetric. We say that w is a threshold
resonance of H if it is a nontrivial solution to the problem
Hw = ρ2w
satisfying1
1[0,1](t)w(x) ∈ LE , (1.10)
and the decay condition
‖r− 12 (∂r + ρ)w‖L2(Aj) → 0. (1.11)
The precise statement of our next main result is as follows.
Theorem 1.11. Let d ≥ 2 and assume that (1.7) (i.e., Hprin = −∆) holds, and
that Hl.o.t. is stationary and symmetric (i.e., b, V are time-independent and real-
valued). Assume that (1.8) holds and in addition
1∑
k=0
‖〈r〉3+2σ∇(k)b‖L∞ + ‖〈r〉3+2σV ‖L∞ <∞. (1.12)
1In Definition 2.7 below, we introduce the space LE0, with which (1.10) simply reads w ∈ LE0.
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If H has no resonance at the threshold as in Definition 1.10, then for any u0 ∈
L2(Hd) and F ∈ LE∗, the solution u(t) to the linear Schro¨dinger equation (1.1)
with the initial value u(0) = u0 obeys the local smoothing estimate
‖Pcu‖LE . ‖Pcu0‖L2 + ‖PcF‖LE∗ , (1.13)
where Pc is the spectral projection to [ρ
2,∞).
Remark 1.12. From (1.7) and (1.8), by standard spectral theory, H is self-adjoint;
thus the projection Pc is well-defined. By Weyl’s theorem, the essential spectrum of
H is [ρ2,∞), which is the same as Hprin = −∆. The discrete spectrum σdisc(H)
consists of discrete finite-multiplicity eigenvalues in (−∞, ρ2), whose only possible
accumulation point is ρ2. We note that under stronger decay assumptions on the
potentials, it follows from Bouclet’s work [5] that ρ2 cannot be an eigenvalue of H.
Our proof of Theorem 1.11 exploits the well-known equivalence between a local
smoothing estimate (e.g. (1.13)) and the limiting absorption principle, i.e., bounds
for the resolvent (τ ± iǫ − H)−1 in a suitable space which are uniform in ǫ and
sharp in terms of τ . One of the ingredients is the proof of absence of resonances
embedded in (ρ2,∞) for first and zeroth order perturbations, which extends the
results of Donnelly [16] and Borthwick–Marzuola [4]. We refer to Section 3.2 for
further discussion and remarks concerning the proof of Theorem 1.11.
While Definition 1.10 is concise, in practice it may not be easy to work with as the
space LE is rather complicated. We observe, however, that the threshold resonance
is a common obstruction to a wider class of estimates for ρ2 − H . Exploiting
this idea, we obtain the following more concrete characterization of the threshold
(non)resonance:
Proposition 1.13. For H obeying the assumptions of Theorem 1.11, the following
statements are equivalent.
(1) H has no threshold resonance.
(2) (H1thr-type bound for ρ
2 −H) There exists C0 > 0 such that
‖v‖H1
thr
≤ C0‖(ρ2 −H)v‖H−1
thr
, (1.14)
where
‖v‖H1
thr
= ‖(∂r + ρ)v‖L2 + ‖ 1
sinh r
/∇v‖L2 + ‖ 1〈r〉v‖L2 ,
and H−1thr is the dual of H
1
thr.
(3) (LE1thr-type bound for ρ
2 −H) There exists C′0 > 0 such that
‖v‖LE1
thr
≤ C′0‖(ρ2 −H)v‖LE∗thr , (1.15)
where
‖v‖LE1
thr
= ‖(∂r + ρ)v‖LEthr + ‖
1
sinh r
/∇v‖LEthr + ‖
1
〈r〉v‖LEthr ,
‖v‖LEthr = ‖v‖L2(A≤0) + sup
ℓ≥0
‖r− 12 v‖L2(Aℓ),
‖G‖LE∗
thr
= ‖G‖L2(A≤0) +
∑
ℓ≥0
‖r 12G‖L2(Aℓ).
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Estimate (1.14) is easy to verify for the free Laplacian by a simple integration
by parts; see Section 8.4. In fact, the same proof applies to perturbations of the
Laplacian with a magnetic potential (i.e., symmetric first-order potential) and a
nonnegative electric potential (i.e., real-valued zeroth-order potential). This case
furnishes an important first class of examples for which the local smoothing estimate
(1.13) holds.
Corollary 1.14. For Hamiltonians of the form
H = −∆b + V = −(∇µ + ibµ)hµν(∇ν + ibν) + V
where b is real-valued and V ≥ 0, the bound (1.14) holds. Thus, if (1.8) and (1.12)
are satisfied, then (1.13) holds as well.
1.1.2. Main results for small nonstationary, nonsymmetric perturbations. Our next
class of results concern a fairly general class of small perturbations of the cases
considered in Theorems 1.5 and 1.11. The perturbations may be nonstationary
(time-dependent), nonsymmetric (complex-valued) and second order. These results
demonstrate the robustness of our approach, which is essentially a combination of a
multiplier (or a positive commutator) argument and a heat flow based Littlewood-
Paley theory.
We start with a generalization of Theorem 1.5. Let ε0 > 0 be a small constant
to be fixed. Instead of (1.7), we assume that Hprin = −∇µaµν∇ν , where a satisfies
the smallness and decay condition
4∑
k=0
(
‖∇(k)(a− h−1)‖L∞(R×Hd) +
∑
ℓ≥0
‖r2∇(k)(a − h−1)‖L∞(R×Aℓ)
)
+
1∑
k=0
∑
ℓ≥0
‖r3∇(k)(a − h−1)‖L∞(R×Aℓ) ≤ ε0
(1.16)
as well as the following vanishing condition at r = 0:
a(dr, dθa)|r=0 = 0. (1.17)
Here h−1 denotes the inverse of the hyperbolic metric h on Hd, θa is any angular
coordinate in the polar coordinates on Hd (see Section 2.2). Moreover, we assume
that Hl.o.t. is possibly nonsymmetric (i.e., b, V are complex-valued), satisfies (1.8),
and the nonsymmetric part obeys the smallness and decay condition
4∑
k=0
‖∇(k)Im b‖L∞(R×Hd) +
1∑
k=0
∑
ℓ≥0
‖r3∇(k)Im b‖L∞(R×Aℓ) ≤ ε0,
1∑
k=0
(
‖∇(k)ImV ‖L∞(R×Hd) +
∑
ℓ≥0
‖r3∇(k)ImV ‖L∞(R×Aℓ)
)
≤ ε0.
(1.18)
Under these assumptions, the conclusion of Theorem 1.5 remains true:
Theorem 1.15. Let d ≥ 2 and assume that (1.8), (1.16)–(1.18) hold with a suitably
small ε0 > 0
2. Then, there exists a sufficiently large constant R = R(d, b, V )≫ 1 so
2Here, ε0 depends on the underlying symmetric operator Hsym = −∆ +
1
i
(Re bµ∇µ +
∇µRe b
µ) + ReV .
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that for any u0 ∈ L2(Hd) and F ∈ LE∗, the solution u(t) to the linear Schro¨dinger
equation (1.1) with initial value u(0) = u0 satisfies (1.9), i.e.,
‖u‖LE . ‖u0‖L2 + ‖F‖LE∗ + ‖u‖L2(R×{r≤R}).
Next, we generalize Theorem 1.11. Consider a second order operator of the form
H = Hstat +Hpert
where Hstat is a symmetric, stationary second order operator satisfying the hypoth-
esis of Theorem 1.11, and Hpert is a perturbation of the form
Hpertu = −∇µ(aµνpert∇νu) +
1
i
(bµpert∇µu+∇µ(bµpertu)) + Vpertu.
Here, apert is a possibly time-dependent real-valued symmetric 2-tensor obeying
the conditions
4∑
k=0
‖〈r〉3+2σ∇(k)apert‖L∞t,x ≤ κ, (1.19)
apert(dr, dθ
a)|r=0 = 0, (1.20)
and bµpert, Vpert are possibly complex-valued, time-dependent coefficients satisfying
4∑
k=0
‖〈r〉3+2σ∇(k)bpert‖L∞t,x ≤ κ,
4∑
k=0
‖〈r〉3+2σ∇(k)Vpert‖L∞t,x ≤ κ,
(1.21)
with κ > 0 small.
Theorem 1.16. Let d ≥ 2. Suppose Hstat satisfies the assumptions imposed on
H in Theorem 1.11, and that Hpert obeys (1.19)–(1.21). Assume furthermore that
Hstat has neither a threshold resonance nor any eigenvalues in (−∞, ρ2]. If κ > 0
in (1.21) is sufficiently small depending on Hstat, then for any u0 ∈ L2(Hd) and
F ∈ LE∗, the solution u(t) to the linear Schro¨dinger equation
(−i∂t +H)u = F
with the initial value u(0) = u0, obeys the local smoothing estimate
‖u‖LE . ‖u0‖L2 + ‖F‖LE∗ .
We refer to Section 3 for an outline of the proofs of Theorems 1.15 and 1.16.
Remark 1.17 (On second order perturbations). The main reason why we require
the vanishing conditions (1.17) and (1.20) on second order perturbations is technical
simplicity: These conditions arise if we wish to treat the contribution of a − h−1
perturbatively in the region s
1
2 . r ≪ 1. It should be possible to remove them by
supplementing our multiplier with a correction in the local region {r ≪ 1} that is
better adapted to the local geometry of a (i.e., constructed based on the a-distance
function from r = 0). Alternatively, these conditions can be dropped if we use sub-
optimal weights in the region {s 12 . r ≪ 1} in our function spaces; see Remark 3.2.
In fact, in view of the robustness of our approach, the natural setting to which
Theorems 1.15 and 1.16 generalize is where a is an asymptotically hyperbolic man-
ifold with no trapped geodesics. Here, our multiplier must be combined with a
pseudodifferential multiplier of Doi [15] in a compact region {r . 1} that exploits
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the nontrapping condition. We refer to [34] for the asymptotically flat case. We
plan to return to these issues in a future investigation.
1.1.3. Corollaries of the main theorems. We now state a number of corollaries of
our main theorems, starting with a variant of our local smoothing estimate where
the projections
P≥su := e
s∆u, Psu := −s∆es∆u
are used instead of P≥su and Psu. Associated to these projections we define the
modified frequency localized local smoothing norms
‖u‖2LE :=
∫ 4
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
2
0
s−
1
2 ‖Psu‖2LEs
ds
s
,
‖F‖2LE∗ :=
∫ 4
1
8
‖P≥sF‖2LE∗
low
ds
s
+
∫ 1
2
0
s
1
2 ‖PsF‖2LE∗s
ds
s
.
The following is the analogue of Theorems 1.11 and 1.16 for the modified local
smoothing spaces.
Corollary 1.18. Let d ≥ 2 and let H be either as in Theorem 1.11 or as in
Theorem 1.16. Then for any u0 ∈ L2(Hd) and F ∈ LE∗, the solution u(t) to the
linear Schro¨dinger equation (1.1) with the initial value u(0) = u0 satisfies
‖Pcu‖LE . ‖Pcu0‖L2 + ‖PcF‖LE∗ ,
where Pc = Pc(H) is the spectral projection to [ρ
2,∞) when H is as in Theo-
rem 1.11, and Pc = I when H is as in Theorem 1.16.
Finally, we note that our local smoothing estimate from Theorem 1.11 can be
used to prove non-endpoint Strichartz estimates for the operator H when Hprin =
−∆. For this we also crucially rely on the existing Strichartz estimates for the
unperturbed Schro¨dinger equation on Hd, that is, when H = −∆. See for instance
[1, 2, 23].
Corollary 1.19. Let d ≥ 2 and let H be either as in Theorem 1.11 or as in
Theorem 1.16 with Hprin = −∆. Let u(t) be a solution to (1.1). Then for any two
pairs of exponents (p1, q1) and (p2, q2) in{
(
1
p
,
1
q
) ∈ (0, 1
2
)× (0, 1
2
)
∣∣ 2
p
≥ d
2
− d
q
}
∪
{
(
1
p
,
1
q
) = (0,
1
2
)
}
,
and any time interval I ⊆ R, we have
‖Pcu‖Lp1(I;Lq1(Hd)) . ‖Pcu0‖L2 + ‖PcF‖Lp′2(I;Lq′2(Hd)),
where Pc = Pc(H) is the spectral projection to [ρ
2,∞) when H is as in Theo-
rem 1.11, and Pc = I when H is as in Theorem 1.16.
1.2. History and related works.
1.2.1. Local smoothing estimates on (asymptotically) Euclidean space. Local smooth-
ing estimates have a long and rich history, going back to Kato [25] in the context
of the KdV equation, and (independently) to Constantin-Saut [13], Sjo¨lin [41] and
Vega [45] in the case of the free Scho¨dinger equation on Rd. These estimates
are basic tools for studying Schro¨dinger-type equations with derivative nonlinear-
ities; see, for instance, the classical work [26] of Kenig-Ponce-Vega. Some recent
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works furthermore highlight the role of global-in-time local smoothing estimates as
a “core decay estimate”, which implies other useful decay estimates for nonlinear
applications; see, for instance, the work of Rodnianski-Schlag [37] or Tataru [44],
which assert that global-in-time local smoothing estimates lead to global-in-time
Strichartz estimates in various situations.
Our main results and approach were largely inspired by the work of Marzuola-
Metcalfe-Tataru [34] on global-in-time local smoothing estimates and Strichartz
estimates for long-range perturbations of the Euclidean Laplacian. In particular,
[34] proves global-in-time local smoothing estimates with a lower order localized
error (i.e., analogue of Theorem 1.5) in the symmetric and nontrapping case using
a multiplier approach. Moreover, in the time-independent case with no threshold
resonances or eigenvalues, this error is removed after projecting to the continuous
spectrum (i.e., analogue of Theorem 1.11), by exploiting the equivalence between
the local smoothing estimate and the limiting absorption principle. We emphasize
that large metric perturbations of the Euclidean Laplacian are considered in [34].
A related result is an earlier work by Rodnianski-Tao [38] on global-in-time local
smoothing estimates for time-independent, compactly supported, nontrapped yet
possibly large metric perturbations of the Euclidean Laplacian, which relied on a
quantitative version of Enss’s method. There is also an extensive literature on the
dispersive estimate (which is stronger than Strichartz estimates, and does not follow
from a local smoothing estimate) for zeroth order perturbations of the Euclidean
Laplacian; we refer to the article of Schlag [40] for an excellent survey. For a
sample of some alternative approaches to global-in-time local smoothing estimates
and Strichartz estimates for first and zeroth order perturbations of the Euclidean
Laplacian, see [14, 17, 18].
Finally, by the aforementioned equivalence, the subject of local smoothing es-
timates in the symmetric, time-independent case is intimately tied to the limiting
absorption principle in spectral theory, i.e., resolvent estimates that are uniform
near the real axis. We will refrain from attempting to cover the vast literature
here, but instead refer to the recent work of Rodnianski-Tao [39] for a nice review.
1.2.2. Local smoothing and Strichartz estimates on (asymptotically) hyperbolic space.
A global-in-time local smoothing estimate for the unperturbed hyperbolic Lapla-
cian H = −∆ is proved in Kaizuka [24], which heavily uses the Helgason Fourier
transform. Dispersive estimates for −i∂t + ∆ were proved by Anker-Pierfelice [1]
and Ionescu-Staffilani [23]; by standard machinery, Strichartz estimates for −i∂t+∆
then follow.
Concerning perturbations of the hyperbolic Laplacian, Borthwick-Marzuola [4]
recently proved the dispersive estimate for exponentially decaying, zeroth order per-
turbations of −∆ (and also the matrix Hamiltonian, which arises when linearizing
NLS around a standing wave). In the series of works [8,9] Chen-Hassell established
uniform Lp bounds for resolvents of the Laplace-Beltrami operator on nontrapped,
asymptotically hyperbolic (with exponential decay) manifolds, and in the work [7]
Chen proved global-in-time Strichartz estimates in the same setting.
Finally, we mention an interesting series of work by Li-Ma-Zhao [32] and Li [30,
31] in the closely related subject of perturbations of the wave equation on hyperbolic
space. More precisely, in the context of their proof of stability of harmonic maps
from H2 into H2
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local energy decay estimate (yet with exponentially decaying weights) and L2tL
p
x-
Strichartz estimates for the first and zeroth order perturbations of the wave equation
arising from linearization around such harmonic maps. The resulting potentials
have the same form as those considered in Corollary 1.14.
1.3. Structure of the paper. This paper is organized into two tiers.
• The first tier consists of Section 2 and 3, and is meant to serve as a guide
to reading the paper. Section 2 contains preliminary material such as no-
tation, definitions of the function spaces, the basic multiplier identity and
the precise definition of the main multipliers used in the paper. Section 3
contains an overview of the proofs of the main results.
• The second tier consists of Sections 4–9. In Section 4, which takes up the
bulk of the paper, we develop the heat flow based Littlewood-Paley theory.
Sections 5–9 contain the detailed proofs of the main results. An outline of
these sections can be found in Section 3.3, following the overview of the
proofs.
2. Preliminaries, Function Spaces and Multipliers
2.1. Notation. We will adhere to the following conventions for indices: We re-
serve greek lowercase indices κ, λ, µ, ν, . . .∈ {1, 2, . . . , d} for coordinates on (Hd,h).
These indices are raised and lowered using the metric h. We adopt the standard
convention of summing over repeated upper and lower indices. Tensors will be
denoted by boldface letters.
We will use the notation Aℓ, A≤ℓ, ks, ρ, Ps, P≥s, P≥s, and Ps introduced in
Section 1.1. We let
Ps′≤·≤s′′u :=
∫ s′′
s′
Psu
ds
s
, and P≤s′ =
∫ s′
0
Psu
ds
s
,
and define Ps′≤·≤s′′u and P≤s′u similarly. Note that for any 0 < s < s
′
u = P≤su+Ps≤·≤s′u+P≥s′u.
For the operatorH we use the decomposition (1.3)–(1.4) into principal and lower
order parts.
Brackets 〈·, ·〉 denote the pairing in L2(Hd) and 〈·, ·〉t,x the pairing in L2(R×Hd).
Similarly Lp denotes Lp(Hd) and Lpt,x denotes L
p(R×Hd).
2.2. Geometry of the domain and polar coordinates. Let Rd+1 denote the
(d+ 1)-dimensional Minkowski space with rectilinear coordinates {y1, . . . , , yd, y0}
and metric m given in these coordinates by m = diag(1, . . . , 1,−1). The d-
dimensional hyperbolic space Hd is defined as
H
d := {y ∈ Rd+1 : (y0)2 −
d∑
a=1
(ya)2 = 1 , y0 > 0}.
The Riemannian metric h on Hd is obtained by pulling back the metricm on Rd+1
by the inclusion map ι : Hd →֒ Rd+1, that is, h = ι∗m. For any coordinate system
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{xµ} on Hd denote by hµν the components of h and by hµν the components of the
inverse matrix h−1, that is,
hµν := h
(
∂
∂xµ
,
∂
∂xν
)
, hµν := h−1(dxµ, dxν).
We denote the Christoffel symbols on Hd by
Γκµν =
1
2
h
κλ(∂µhλν + ∂νhµλ − ∂λhµν).
Given a vector field X = Xµ ∂∂xµ in Γ(TH
d) or a 1-form ω = ωµdx
µ ∈ Γ(T ∗Hd) the
metric covariant derivative ∇ is defined in coordinates by
∇∂µX = (∂µXν + ΓνµκXκ)∂ν , ∇∂µω = (∂µων − Γκµνωκ)dxν .
From these definitions one can generalize the definition of ∇ to (p, q)-tensor fields
of arbitrary rank by requiring that: ∇µf = ∂µf for (0, 0)-tensors (i.e., functions),
∇µ agrees with the preceding definition for (1, 0)- or (0, 1)-tensors (i.e., vector fields
or 1-forms) and ∇ obeys the Leibniz rule with respect to tensor products. We use
the letter R for the Riemann curvature tensor on Hd. Recall that for a vector field
ξµ ∂∂xµ in Γ(TH
d) we have the formula
[∇µ,∇ν ]ξκ = Rκλµνξλ (2.1)
as well as
[∇µ,∇ν ]ξµ = Rµκµνξκ = Rκνξκ
where Rκν denote the components of the Ricci curvature tensor. Since H
d has
constant sectional curvature K = −1 we note that
Rµν = −(d− 1)hµν ,
Rµνκλ = −(hµκhνλ − hµλhνκ). (2.2)
We will often use geodesic polar coordinates (r, θ) on Hd. In the identification
of Hd with a Riemannian submanifold of Rd+1 above, these are defined explicitly
by the coordinate map
(r, θ) ∈ (0,∞)× Sd−1 7→ (sinh r θ, cosh r) ∈ Rd+1.
Arbitrary local coordinates for θ ∈ Sd−1 will be denoted by θa : a = 1, . . . , d− 1.
The hyperbolic metric in polar coordinates is given by
dr ⊗ dr + sinh2 r/gθaθbdθ
a ⊗ dθb,
where /g denotes the standard metric on Sd−1. Note that the coordinate function r
coincides with the distance function r defined above in (1.6) if we choose the origin
to correspond to {r = 0}. The Laplacian in polar coordinates takes the form
∆ = ∆Hd = ∂
2
r + (d− 1) coth r∂r +
1
sinh2 r
∆Sd−1
and we define /∇ by
|∇f |2 := |∇f |2h = |∂rf |2 +
1
sinh2 r
∣∣ /∇f ∣∣2 .
We will also use the notation
/h = sinh2 r /g, /h
−1
= sinh−2 r /g
−1,
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and for an arbitrary tensor field T write |T |/h for the angular part of the norm
computed using /h. For instance for a vector field X we have
|X|2/h := /hθaθbXθaXθb .
The formal adjoint of ∂r, denoted by ∂
∗
r , has the explicit representation
∂∗r := −∂r − (d− 1) coth r ⇒ 〈∂rf, g〉 = 〈f, ∂∗r g〉.
In terms of ∂r and ∂
∗
r the Laplacian satisfies
−∆ = ∂∗r∂r −
1
sinh2 r
∆S2 .
2.3. Lp and Sobolev spaces on Hd. With the Riemannian structure we can
define the relevant function spaces on Hd. Let f : Hd → R be a smooth function.
The Lp(Hd) spaces are defined for 1 ≤ p <∞ by
‖f‖Lp(Hd) :=
(∫
Hd
|f(x)|p dvolh
) 1
p
, ‖f‖L∞(Hd) := sup
x∈Hd
|f(x)| .
These definitions can be extended to tensors f in which case |f | is defined using
the Riemannian metric h as
|f |2 = hµ1λ1 . . .hµpλphν1κ1 . . .hνqκqfµ1...µpν1...νq fλ1...λpκ1...κq .
The Sobolev norms W k,p(Hd) are defined as follows, see for example [19]:
‖f‖Wk,p(Hd) :=
k∑
ℓ=0
(∫
Hd
∣∣∣∇(ℓ)f ∣∣∣p dvolh) 1p (2.3)
where ∇(ℓ)f is the ℓth covariant derivative of f with the convention that ∇(0)f = f .
One then defines the Sobolev space W k,p(Hd) to be the completion of all smooth
compactly supported functions f ∈ C∞0 (Hd) under the norm (2.3); see [19, Theorem
2.8]. We note that for p = 2 we write W k,2(Hd) =: Hk(Hd). The Sobolev spaces
W s,p(Hd) for s ≥ 0 are then defined by interpolation.
Alternatively one can define Sobolev spaces on Hd using the spectral theory
of the Laplacian −∆. Given s ∈ R, the fractional Laplacian (−∆) s2 is a well-
defined operator on, say C∞0 (H
d) via the spectral theory of −∆. Given a function
f ∈ C∞0 (Hd), we set
‖f‖
W˜ s,p(Hd)
= ‖(−∆) s2 f‖Lp(Hd)
and define W˜ s,p(Hd) to be the completion of C∞0 (H
d) under the norm above. The
fractional Laplacian (−∆) s2 is bounded on Lp(Hd) for all s ≤ 0 and all p ∈ (1,∞).
Using this fact one can show that W˜ s,p = W s,p with equivalent norms, where the
latter space is defined using the Riemannian structure as above; see for example [43]
for a proof. In particular
‖∇(−∆)ℓf‖L2(Hd) ≃ ‖∇(2ℓ+1)f‖L2(Hd), ∀ℓ ∈ N.
We also have the following basic estimate which is a consequence of the well-known
fact that −∆ on Hd has a spectral gap of ρ2 (see e.g., [6]).
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Lemma 2.1 (Poincare´ inequality). Let v ∈ C∞0 (Hd). Then the following inequali-
ties hold.
‖v‖L2(Hd) ≤
1
ρ
‖∇v‖L2(Hd),
‖v‖L2(Hd) ≤
1
ρ2
‖∆v‖L2(Hd).
2.4. Basic comparisons of LEs and LElow. Here we record a few basic relations
between the spaces LEs and LElow introduced in Section 1.1. We start by stating,
without proof, some simple comparisons between LEs, LE2s, and LElow which
follow directly from the definitions.
Lemma 2.2. There exists a constant C > 0 independent of s such that for any
function v,
C−1‖v‖LE2s ≤ ‖v‖LEs ≤ C‖v‖LE2s .
Similarly for any function G,
C−1‖G‖LE∗2s ≤ ‖G‖LE∗s ≤ C‖G‖LE∗2s .
Similar estimates hold with LEs and LE
∗
s replaced by LEs and LE∗s.
Lemma 2.3. Let I ⊂ (0,∞) be a compact interval not containing zero. Then for
any function v and any s ∈ I
‖v‖LElow ≤ C(I)‖v‖LEs ,
where the constant C(I) depends only on the interval I.
2.5. Time-independent and auxiliary function spaces. As a matter of tech-
nical convenience we introduce a subtle modification of the local smoothing spaces
defined in Section 1.1. First we introduce the notion of a slowly varying ℓ1 sequence.
Definition 2.4. We denote by A the family of positive, slowly varying sequences
{αℓ}ℓ≥0 with the property that∑
ℓ≥0
αℓ = 1, α0 ≃ 1.
Here a positive slowly varying sequence is any sequence {αℓ}ℓ≥0 ∈ ℓ1(N0), αℓ > 0,
such that
|log2(αℓ/αℓ+1)| ≤ η, ∀ ℓ ≥ 0,
αℓ
αk
≤ 2η|ℓ−k| ∀ℓ, k
for some absolute constant 0 < η ≪ 1 to be fixed in the course of the proof. We
remark that any positive ℓ1 sequence can be element-wise dominated by a slowly-
varying sequence of comparable ℓ1-norm.
The auxiliary spaces defined below will play a critical technical role in our anal-
ysis, where summation against the family of slowly varying sequences is used as a
more flexible substitute for the supremum in the definition of the local smoothing
norms.
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Definition 2.5. For any {αℓ}ℓ≥0 ∈ A we define the low-frequency auxiliary norms
‖v‖2Xlow,α = ‖v‖2L2(R×A≤0) +
∑
ℓ≥0
αℓ‖r− 32 v‖2L2(R×Aℓ),
‖G‖2X∗low,α = ‖G‖
2
L2(R×A≤0)
+
∑
ℓ≥0
α−1ℓ ‖r
3
2G‖2L2(R×Aℓ).
Similarly for high frequencies, for any {αℓ}ℓ≥0 ∈ A we define
‖v‖2Xs,α = s−
1
2 ‖v‖2L2(R×A≤−ks ) +
∑
ℓ≥−ks
αℓ+ks‖r−
1
2 v‖2L2(R×Aℓ),
‖G‖2X∗s,α = s
1
2 ‖G‖2L2(R×A≤−ks ) +
∑
ℓ≥−ks
α−1ℓ+ks‖r
1
2G‖2L2(R×Aℓ).
Finally, corresponding to LE , we define
‖v‖Xlow,α := ‖〈r〉−
3
2−σv‖L2t,x , ‖G‖X ∗low,α = ‖〈r〉
3
2+σG‖L2t,x
and
‖v‖Xs,α = s−
1
2 ‖v‖2L2(R×A≤−ks ) +
∑
−ks≤ℓ<0
αℓ+ks‖r−
1
2 v‖2L2(R×Aℓ) + ‖r−
3
2−σv‖2L2(R×A≥0),
‖G‖X ∗s,α = s−
1
2 ‖G‖2L2(R×A≤−ks ) +
∑
−ks≤ℓ<0
α−1ℓ+ks‖r
1
2G‖2L2(R×Aℓ) + ‖r
3
2+σG‖2L2(R×A≥0).
Here σ > 0 is a fixed positive number as in Definition 1.8.
These norms satisfy
〈v,G〉t,x ≤ ‖v‖Xlow,α‖G‖X∗low,α ,
〈v,G〉t,x ≤ ‖v‖Xs,α‖G‖X∗s,α ,
and similarly for Xs,α and Xlow,α. We will crucially rely on the following relations
between these spaces and the local smoothing norms introduced earlier, whose
straightforward proofs we omit.
Lemma 2.6. The following relations hold
‖v‖LElow ≃ sup
{αℓ}∈A
‖v‖Xlow,α , ‖G‖LE∗low ≃ inf{αℓ}∈A ‖G‖X
∗
low,α
,
‖v‖LEs ≃ sup
{αℓ}∈A
‖v‖Xs,α , ‖G‖LE∗s ≃ inf{αℓ}∈A ‖G‖X∗s,α ,
where the implicit constants in the last line are independent of s > 0. Similar
conclusions hold with the LE spaces replaced by LE and the X spaces by the X
spaces.
In Section 8 we will need to work with time-independent as well as higher reg-
ularity versions of the LE and LE∗ spaces defined above. Due to the presence of
the supremum in the definition of LE it is not possible to directly write this space
as L2tY for another space Y . In fact the natural choice for Y would be LE where
all L2 norms are taken only over Hd instead of R×Hd. Below we will describe the
procedure for passing from LE to these time-independent spaces using the auxiliary
Xlow,α and Xs,α spaces defined above, but first we give the precise definition of our
candidate space.
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Definition 2.7. Fix σ > 0. For any 0 < s ≤ 1 let
‖v‖LE0,s := s−
1
4 ‖v‖L2(A≤−ks ) + sup
−ks≤ℓ<0
‖r− 12 v‖L2(Aℓ) + ‖r−
3
2−σv‖L2(A≥0),
‖G‖LE∗0,s := s
1
4 ‖G‖L2(A≤−ks) +
∑
−ks≤ℓ<0
‖r 12G‖L2(Aℓ) + ‖r
3
2+σG‖L2(A≥0),
and set
‖v‖LE0,low := ‖〈r〉−
3
2−σv‖L2 ,
‖G‖LE∗0,low := ‖〈r〉
3
2+σG‖L2 .
Then for any κ ≥ 0, we define
‖u‖2LEκ0 :=
∫ 4
1
8
‖P≥su‖2LE0,low
ds
s
+
∫ 1
2
0
s−
1
2−κ‖Psu‖2LE0,s
ds
s
,
‖F‖2(LEκ0 )∗ :=
∫ 4
1
8
‖P≥sG‖2LE∗0,low
ds
s
+
∫ 1
2
0
s
1
2+κ‖PsF‖2LE∗0,s
ds
s
.
When κ = 0 we simply write LE0 and LE∗0 instead of LE00 and (LE00)∗.
With this definition, note that the condition (1.10) simply becomes
w0 ∈ LE0.
Next we explain the relation between LE and LE0. First we need another defi-
nition.
Definition 2.8. Given any function3 α : (0, 4] → A taking values in the family of
slowly varying sequences A defined in Definition 2.4 let
‖u‖2Xα :=
∫ 4
1
8
‖P≥su‖2Xlow,α(s)
ds
s
+
∫ 1
2
0
s−
1
2 ‖Psu‖2Xs,α(s)
ds
s
,
‖F‖2X ∗α :=
∫ 4
1
8
‖P≥sF‖2X ∗
low,α(s)
ds
s
+
∫ 1
2
0
s
1
2 ‖PsF‖2X ∗
s,α(s)
ds
s
,
where for fixed s the spaces Xlow,α(s), Xs,α(s), X ∗low,α(s), and X ∗s,α(s) are as in Defi-
nition 2.5. Then define the spatial versions X 0α and (X 0α)∗ by the requirement that
‖u‖Xα =: ‖u‖L2tX 0α , ‖F‖X ∗α =: ‖F‖L2t(X 0α)∗ .
The relation between the various spaces defined above is summarized in the
following lemma.
Lemma 2.9. We have the equivalences
‖u‖LE ≃ sup
α:(0,4]→A
‖u‖Xα, ‖F‖LE∗ ≃ inf
α:(0,4]→A
‖F‖X ∗α ,
where the supremum and infimum are taken over all functions α : (0, 4]→ A. Sim-
ilar conclusions hold for LE0, LE∗0 and Xα, (X 0α)∗.
3To be precise, we have to impose mild conditions on α : (0, 4] → A such that the s integrals
in this definition are well-defined. For instance one can require that α is constant on dyadic s
intervals. For simplicity of exposition we have ignored this technical issue here and in the rest of
the paper.
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Proof. We give the proof only for LE . The other equivalences follow similarly using
the time-independent analogue of Lemma 2.6. By Lemma 2.6, we have
‖u‖2LE =
∫ 4
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
2
0
s−
1
2 ‖Psu‖2LEs
ds
s
≃
∫ 4
1
8
sup
{αℓ}∈A
‖P≥su‖2Xlow,α
ds
s
+
∫ 1
2
0
sup
{αℓ}∈A
s−
1
2 ‖Psu‖2Xs,α
ds
s
.
Now it is immediate that
sup
α:(0,4]→A
∫ 1
2
0
s−
1
2 ‖Psu‖2Xs,α(s)
ds
s
≤
∫ 1
2
0
sup
{αℓ}∈A
s−
1
2 ‖Psu‖2Xs,α
ds
s
,
sup
α:(0,4]→A
∫ 4
1
8
s−
1
2 ‖P≥su‖2Xlow,α(s)
ds
s
≤
∫ 4
1
8
sup
{αℓ}∈A
s−
1
2 ‖P≥su‖2Xlow,α
ds
s
,
and hence
sup
α:(0,4]→A
‖u‖Xα ≤ C‖u‖LE .
For the opposite inequality, note that for each ǫ > 0 we can find a function αǫ :
(0, 4]→ A so that
‖Psu‖2Xs,αǫ(s) ≥ sup
{αℓ}∈A
‖Psu‖2Xs,α − s
3
2 ǫ,
‖P≥su‖2Xlow,αǫ(s) ≥ sup
{αℓ}∈A
‖P≥su‖2Xlow,α −
ǫ
2 log(32)
,
and hence∫ 1
2
0
s−
1
2 ‖Psu‖2Xs,αǫ(s)
ds
s
≥
∫ 1
2
0
sup
{αℓ}∈A
s−
1
2 ‖Psu‖2Xs,α
ds
s
− 1
2
ǫ,∫ 4
1
8
‖P≥su‖2Xlow,αǫ(s)
ds
s
≥
∫ 4
1
8
sup
{αℓ}∈A
s−
1
2 ‖P≥su‖2Xlow,α
ds
s
− 1
2
ǫ.
This means that we also have
‖u‖LE ≤ C sup
α:(0,4]→A
‖u‖Xα.

Finally we define a modified version of the local smoothing space LE0 which
is relevant in the context of proving elliptic regularity estimates in the exterior of
a ball {r ≤ R} ⊆ Hd in Section 8. The modified norm, which will be used for
functions that are supported in this exterior region, agrees with LE0 outside a fixed
ball but is less refined for small r. The precise definition is as follows.
Definition 2.10. Let LE0,1 and LE0,low be as in Definition 2.7 with s = 1. The
LEκ0,ext norm, with κ ≥ 0, is then defined as
‖u‖2LEκ0,ext =
∫ 4
1
8
‖P≥su‖2LE0,low
ds
s
+
∫ 1
2
0
s−
1
2−κ‖Psu‖2LE0,1
ds
s
.
The following is a simple corollary of the definitions.
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Lemma 2.11. For any κ ≥ 0
‖u‖LEκ0,ext . ‖u‖LEκ0 .
Proof. It suffices to note that for s ≤ 12
‖Psu‖LE0,1 . ‖Psu‖L2(A≤−ks ) +
0∑
m=−ks
‖Psu‖L2(Am) + ‖r−
3
2−σPsu‖L2(A≥0)
. ‖Psu‖LE0,s + ‖Psu‖LE0,s
0∑
m=−ks
2
m
2 . ‖Psu‖LE0,s .

The usefulness of the modified norm LE0,ext comes from the fact, which we
will prove in Section 4, that ‖χ≥Rv‖LEκ0,ext ≃ ‖χ≥Rv‖LEκ0 for large R, where χ≥R
denotes a cutoff to the region {r ≥ R} ⊆ Hd.
2.6. The Main Multiplier Identity. Let Q be the self-adjoint operator
Q :=
1
i
(
βµ∇µ +∇µβµ
)
,
where, in polar coordinates, the vector field β is given by β = β∂r for a radial
function β. The operator Q can then also be written in the form
Q =
1
i
(
β∂r − ∂∗rβ
)
, (2.8)
where ∂∗r := −∂r − (d − 1) coth r is the formal adjoint of ∂r. Recall that in terms
of ∂r and ∂
∗
r
−∆ = ∂∗r∂r −
1
sinh2 r
∆S2 .
We state our main multiplier identity in terms of Q in this general form. In spe-
cific applications we will choose the radial function β differently depending on the
context, so that Re 〈i∆u,Qu〉 exhibits some positivity (possibly up to lower order
errors). The precise form of the multipliers will be given in Section 2.7, and our
choices will be motivated in Section 3.
Lemma 2.12 (Main multiplier identity). Let Q be as in (2.8) where β is a smooth
bounded radial function with bounded first two derivatives. Suppose u satisfies
lim
j→∞
‖r− 12u‖L2(Aj) = limj→∞ ‖r
− 12 |∇u|‖L2(Aj) = 0. (2.9)
If u ∈ H2(Hd) then
Re 〈i∆u,Qu〉 = 2〈(∂rβ)∂ru, ∂ru〉 − 2ρ2〈(∂rβ)u, u〉+ 2〈β coth r sinh−2 r /∇u, /∇u〉
− 1
2
〈(∆∂rβ)u, u〉 − ρ〈(∆(β coth r) − 2ρ∂rβ)u, u〉.
(2.10)
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If u is only in H2loc(H
d) then
lim
j→∞
Re 〈iχj∆u,Qu〉
= 2 lim
j→∞
〈(∂rβ)χj∂ru, ∂ru〉 − 2ρ2 lim
j→∞
〈(∂rβ)χju, u〉
+ 2 lim
j→∞
〈βχj coth r sinh−2 r /∇u, /∇u〉 − 1
2
lim
j→∞
〈(∆∂rβ)χju, u〉
− lim
j→∞
ρ〈(∆(β coth r) − 2ρ∂rβ)χju, u〉,
(2.11)
where χj(x) = χ(2
−j |x|) and χ is a radial positive function equal to one on {r ≤ 1}
and equal to zero on {r ≥ 2}.
Before the proof, a few remarks concerning the key identity (2.10) are in order.
First, in view of the self-adjointness of ∆ and Q, note that
Re 〈i∆u,Qu〉 = 1
2
〈[iQ,∆]u, u〉.
This means that the above integral identity is equivalent to computation of the
commutator [iQ,∆]. For this reason this type of estimate is also known as a positive
commutator estimate.
Our second remark concerns the positivity of the RHS of (2.10). In all our
applications, the function β will be chosen so that
∂rβ ≥ 0, β coth r − ∂rβ ≥ 0, (2.12)
which imply the coercivity of the first order terms on the RHS of (2.10):
2〈(∂rβ)∂ru, ∂ru〉+ 2〈β coth r sinh−2 r /∇u, /∇u〉 ≥ 2〈(∂rβ)∇u,∇u〉. (2.13)
Heuristically, this information is sufficient for ensuring positivity for the high-
frequency part of u (as the remaining lower order terms are expected to be smaller).
On the other hand, the exact form of the lower order terms becomes important for
the low-frequency part. Expanding out the zeroth order terms on the RHS of (2.10)
and keeping only the terms with worst decay as r →∞, we arrive at the expression
−2ρ2Re 〈(∂rβ)u, u〉 − 2ρRe 〈(∂2rβ) coth ru, u〉+ · · · ,
where the remainder is better in the sense that it is bounded from above by (
∣∣∂3rβ∣∣+
(|β|+ |∂rβ|)e−2r)‖u‖2L2 in the region {r & 1}. Although the first term occurs with
the opposite sign (compared to the first order terms), its sum with the other main
terms can be shown to be positive, through a weighted Hardy-Poincare´ inequality.
We refer to Section 3.1 below for more discussion.
Proof. We first give a formal proof assuming all integration by parts can be justified,
and then explain why the decay assumptions on u are sufficient to justify the
vanishing of boundary terms in (2.11). Then, if u ∈ H2(Hd), (2.10) is a direct
consequence of (2.11). We will use the simple product rule ∂∗r (fg) = (∂
∗
r f)g−f(∂rg)
during the proof. First note that
Re 〈i∆u,Qu〉 = Re 〈∂∗r∂ru, 2β∂ru− (∂∗rβ)u〉 − Re
〈
∆S2u
sinh2 r
, 2β∂ru− (∂∗rβ)u
〉
.
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Now
Re 〈∂∗r∂ru, 2β∂ru− (∂∗rβ)u〉 = 2〈βr∂ru, ∂ru〉+ 〈β, ∂r|∂ru|2〉 − 〈∂ru, (∂∗rβ)∂ru〉
− 1
2
〈∂r∂∗rβ, ∂r|u|2〉
= 2〈βr∂ru, ∂ru〉+ 1
2
〈∆(∂∗rβ)u, u〉
= 2〈βr∂ru, ∂ru〉 − 2ρ2〈βru, u〉 − 1
2
〈(∆βr)u, u〉
− ρ〈(∆(β coth r) − 2ρβr)u, u〉.
This proves the lemma in the radial case. For the angular derivatives we have
− Re 〈sinh−2 r∆S2u, 2β∂ru− (∂∗rβ)u〉
= 〈sinh−2 rβ, ∂r | /∇u|2〉 − 〈sinh−2 r(∂∗rβ) /∇u, /∇u〉
= 〈∂∗r (sinh−2 rβ)− sinh−2 r∂∗rβ, | /∇u|2〉
= 2〈β coth r sinh−2 r /∇u, /∇u〉.
To justify the integration by parts we replace β(r) by χ(2−jr)β(r), where χ is as in
the statement of the lemma. Letting j →∞ then justifies the formal computations
above. For instance, since χ′(2−j ·) is supported in [2j, 2j+1], the boundary terms
2−j〈χ′(2−jr)βw,w〉,
with w equal to u or ∇u, go to zero as j →∞ by (2.9). 
2.7. Slowly varying functions α and the multiplier. Here, we state the specific
multipliers that are used in the remainder of the paper. The motivation for our
choices will be explained in Section 3 below. We give these definitions here so that
we are able to refer to them already in Section 4 to prove various estimates, which
are needed later in the multiplier argument of Sections 5–7.
We first introduce the notion of a slowly varying function α, which enters in
the definition of our multipliers. In practice, we will recover each slowly varying
sequence {αℓ}ℓ≥0 ∈ A from such a slowly varying function α.
Definition/Proposition 2.13 (Slowly varying functions α). Given a sequence
{αℓ}ℓ≥0 ∈ A, we extend it to a sequence {αℓ}ℓ∈Z by setting αℓ ≃ 1 for ℓ < 0.
Then we can find a smooth, positive, slowly varying function α : [0,∞) → (0,∞)
satisfying
α(y) ≃ αℓ, y ≃ 2ℓ, α′(y) = 0, ∀ 0 ≤ y ≤ 1,
the bounds ∣∣α(j)(y)∣∣ ≤ Cα(y)〈y〉j , 0 ≤ j ≤ 3,
|α′(y)| ≤ Cηα(y)
y
, ∀ y ≥ 1,
|α′′(y)| ≤ Cηα(y)
y2
, ∀ y ≥ 1,
α(y) ≥ c〈y〉η , ∀ y ≥ 0,
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for some absolute constants C, c ≥ 1, and such that the function
[0,∞) ∋ y 7→ α(y)〈y〉
is non-increasing. Here η is as in Definition 2.4. We call a function α satisfying
these properties a slowly varying function associated to {αℓ}ℓ≥0 ∈ A.
The construction of such an α is straightforward, and is left to the reader. We
also refer to [34, p. 1523 or p. 1525] and [44, p. 581] for a similar construction.
We are now ready to state the two multipliers which are used in our low- and high-
frequency multiplier arguments in Sections 5–7. We start with the low-frequency
definitions.
Definition 2.14. To each slowly varying function α as in Definition 2.13 we as-
sociate a weight function β(α) by
β(α)(r) :=
∫ r
0
α(y)
〈y〉 dy,
and the vector field β(α) by
β
(α) = β(α),µ∂µ,
where in polar coordinates β(α),r = β(α) and β(α),µ = 0 for µ 6= r. When there is
no risk of confusion, we sometimes drop the superscript (α) from the notation of
β(α) and β(α). The self-adjoint low-frequency multiplier Q(α) is then defined as
Q(α)v =
1
i
(
β(α),µ∇µv +∇µ(β(α),µv)
)
=
1
i
(
2β(α)∂rv + (∂rβ
(α))v + (d− 1) coth rβ(α)v
)
.
When there is no risk of confusion we write Q instead of Q(α).
We will often use two properties of β(α) as defined above, namely,∣∣β(α)(r)∣∣ + ∣∣coth rβ(α)(r)∣∣ . 1, and ∣∣∂rβ(α)(r)∣∣ . 1. (2.14)
The second property above is evident from the definition. Note that for large r the
first property follows from the fact that {αℓ}ℓ≥0 ∈ A. Indeed, if r ≥ 1∣∣∣β(α)(r)∣∣∣+ ∣∣∣coth rβ(α)(r)∣∣∣ . ∫ ∞
0
α(y)
〈y〉 dy . 1 +
∑
ℓ≥0
αℓ . 1.
The following is the analogous definition for high frequencies.
Definition 2.15. To each slowly varying function α as in Definition 2.13, δ > 0,
and s > 0, we associate a weight function β
(α)
s by
β(α)s (r) := s
1
2
∫ δs− 12 r
0
α(y)
〈y〉 dy, (2.15)
and the vector field β(α)s by
β
(α)
s = β
(α),µ
s ∂µ,
where in polar coordinates β(α),rs = β
(α)
s and β
(α),µ
s = 0 for µ 6= r. When there is
no risk of confusion, we sometimes suppress the subscript s or the superscript (α)
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from the notation in β
(α)
s and β
(α)
s . The self-adjoint high-frequency multiplier Q
(α)
s
is then defined as
Q(α)s v =
1
i
(
β(α),µs ∇µv +∇µ(β(α),µs v)
)
=
1
i
(
2β(α)s ∂rv + (∂rβ
(α)
s )v + (d− 1) coth rβ(α)s v
)
.
When there is no risk of confusion, we sometimes suppress the subscript s or the
superscript (α) from the notation in Q
(α)
s .
We will often use three properties of β
(α)
s as defined above which hold uniformly
in {αℓ}ℓ≥0 ∈ A, δ ∈ (0, 1], and s ∈ (0, s0] where s0 > 0 is fixed:∣∣β(α)s (r)∣∣ . s 12 , ∣∣coth rβ(α)s (r)∣∣ .s0 1, and ∣∣∂rβ(α)s (r)∣∣ . 1. (2.16)
The relation between the choices of β(α) and β
(α)
s above and our local smoothing
spaces is given in the following lemma.
Lemma 2.16. Let β(α) be as in Definition 2.14, then
〈〈r〉−2(∂rβ(α))v, v〉t,x ≃ ‖v‖2Xlow,α , sup
{αℓ}∈A
〈〈r〉−2(∂rβ(α))v, v〉t,x ≃ ‖v‖2LElow .
Similarly, if β
(α)
s is as in Definition 2.15, then
s−
1
2 〈(∂rβ(α)s )v, v〉t,x ≃ ‖v‖2Xs,α , sup
{αℓ}∈A
s−
1
2 〈(∂rβ(α)s )v, v〉t,x ≃ ‖v‖2LEs,
where the implicit constants are independent of s and uniform in δ ∈ (0, 1].
We omit the straightforward proof.
3. Overview of the scheme and outline of the paper
In this section we describe the general scheme of the proofs of the main theorems.
After this, we provide an outline of the remainder of the paper.
3.1. Outline of the proof of Theorems 1.5 and 1.15. In what follows, we
focus on Theorem 1.15, from which Theorem 1.5 follows.
Outline of the proof, take 1: Caricature of the proof. Let Q be a time-independent
self-adjoint operator. Then,
1
2
d
dt
〈u,Qu〉 = Re 〈(∂t + iH)u,Qu〉 − Re 〈iHu,Qu〉, (3.1)
and
−Re 〈iHu,Qu〉 = Re 〈i∆u,Qu〉 − Re 〈i(Hprin +∆)u,Qu〉 − Re 〈iHl.o.t.u,Qu〉.
Inserting the last two lines into the right-hand side of (3.1), we arrive at the identity
Re 〈i∆u,Qu〉 = 1
2
d
dt
〈u,Qu〉 − 〈(∂t + iH)u,Qu〉
+Re 〈i(Hprin +∆)u,Qu〉+ Re 〈iHl.o.t.u,Qu〉.
On the other hand, we have the differential mass conservation law
d
dt
‖u(t)‖2L2 = 2Re 〈(∂t + iH)u, u〉, (3.2)
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which implies the approximate conservation of mass
‖u(t)‖2L2 ≤ ‖u(0)‖2L2 + 2 |Re 〈(∂t + iH)u, u〉t,x| . (3.3)
Now if we can choose Q obeying the key coercive bound
Re 〈i∆u,Qu〉 & ‖u‖2LE − C‖u‖2L2(R×{r≤R}), (3.4)
and upper bounds
‖Qu‖L2 . ‖u‖L2, ‖Qu‖LE . ‖u‖LE
|Re 〈iHl.o.t.u,Qu〉t,x| . ε‖u‖2LE + C‖u‖2L2(R×{r≤R})
|Re 〈i(Hprin +∆)u,Qu〉t,x| . ε‖u‖2LE + C‖u‖2L2(R×{r≤R})
, (3.5)
then from (3.1) and (3.3)
‖u‖2LE . sup
t∈R
‖u(t)‖2L2 + ‖F‖LE∗‖u‖LE + ε‖u‖2LE + ‖u‖2L2(R×{r≤R})
. ‖u(0)‖2L2 + ‖F‖2LE∗ + ‖u‖2L2(R×{r≤R}) + ε‖u‖2LE,
which yields (1.9) if ε > 0 is chosen sufficiently small.
The above procedure is roughly how we will go about proving Theorem 1.15.
However, due to the frequency localized nature of the local smoothing space LE,
the operator Q needs to be chosen differently depending on the frequency localiza-
tion of u. Our goal will then be to reformulate the requirements (3.5) at a frequency
localized level, in particular in terms of the spaces LEs and LE
∗
s , and choose Qs for
which the latter are satisfied when u is replaced by Psu or P≥su. Unfortunately,
as our heat flow frequency localizations are not sharply localized, this process will
yield errors which make the entire scheme more complicated. Moreover, we have to
carefully analyze the interplay between spatial localizations and frequency projec-
tions in a manner that is consistent with the uncertainty principle. This is especially
challenging because our frequency projections are based on the heat flow.
Outline of the proof, take 2: Frequency localized estimates. More precisely, consider
the frequency localized equations
(∂t − i∆)P≥su = P≥sF −P≥sHl.o.t.u− iP≥s(Hprin +∆)u,
(∂t − i∆)Psu = PsF −PsHl.o.t.u− iPs(Hprin +∆)u,
where 0 < s ≤ s0 for some s0 > 0 to be fixed later. We use a family of multipli-
ers of the form {Q(α)}α as in Definition 2.14 for P≥su with s ≃ 1, and {Q(α)s }α
as in Definition 2.15 for Psu with s . 1, where αℓ varies over A (see Proposi-
tion/Definition 2.13).
Motivation for the frequency-localized multipliers. Let us give a heuristic motivation
for such multipliers in the high frequency case, the low frequency case being similar.
A basic requirement for the frequency-dependent multiplierQs forPsu is that QsPs
is bounded on L2 (cf. the first line in (3.5)). Due to the frequency projection, a
derivative is “at most of size s−
1
2 ” on Psu. Thus, for a multiplier of the form
Qs =
1
i (βs(r)∂r−∂∗rβs(r)), the L2-boundedness requirement leads to the condition
|βs| ≤ Cs− 12 , or equivalently∣∣∣∣βs(0) + ∫ r
0
∂rβs(y) dy
∣∣∣∣ ≤ Cs 12 . (3.6)
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On the other hand, recall from (2.12) that for coercivity of i[Qs,∆], we wish to
take βs(0) = 0 and ∂rβs to be positive, nonincreasing and as large as possible.
These considerations motivate using as ∂rβs a family of positive, nonincreasing and
(barely) integrable functions of the form
α(s−
1
2 r)
〈s− 12 r〉
where α varies in the family of slowly varying functions (see Definition 2.13). Note
that the scaling factor s−
1
2 matches with both (3.6) and the smallest possible spa-
tial localization scale for Psu (uncertainty principle). Our actual choice (Defini-
tion 2.15) is a tiny modification of the above, where an extra small scaling factor
of δ is added to make higher derivatives of the multiplier even smaller.
Coercivity for Re 〈i∆Psu,Q(α)s Psu〉 (Section 6). We now describe how the analogue
of (3.4) is proved in our scheme. We start with the high frequency multipliers.
Recall from (2.13) in Section 2.6 that
Re 〈i∆Psu,Q(α)s Psu〉 ≥ 2〈(∂rβ(α)s )∇Psu,∇Psu〉+ · · · ,
where all lower order terms are omitted. Heuristically, since Psu localizes u to
frequencies ≃ s− 12 , and since ∂rβ(α)s is slowly varying at spatial scales & s 12 , the
top order term on the RHS should be comparable to s−1〈(∂rβ(α)s )Psu,Psu〉. This
term would dominate the lower order terms for small s, hence the desired coercivity
would follow. Indeed, ∂rβ
(α)
s is precisely the weight we use for the space Xs,α, and
thus for LEs.
In making this discussion rigorous, however, we are faced with the issue that
our heat flow based Littlewood-Paley projection Ps does not completely cutoff
the frequencies below s−
1
2 ; this feature, in turn, arose from the desire to have a
favorable Lp theory (p 6= 2), as discussed in Remark 1.1. As a result, ∇Psu cannot
be directly related to s−
1
2Psu with the same s, and we need to incur some low
frequency (i.e., Pσu with σ > s) error. See Remark 6.2 for more discussion.
With the above lessons in mind, the basic idea is to integrate the frequency-
localized multiplier identities in s in the range 0 < s . 1. Then ∇Ps can be
replaced by s−
1
2Ps through an integration by parts argument (see Lemma 6.3),
from which we get the key coercivity property. The actual bound, which is a bit
technical to state here, can be found in Proposition 6.1.
Let us close our heuristic discussion with a few remarks. First, as expected, our
argument incurs a low frequency error term of the form
sup
{αℓ}∈A
∫
I
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
, (3.7)
where I = [s2/8, s2] with s2 ≃ 1. Treatment of this term is an important issue
that will be discussed below. Second, in the proof of Proposition 6.1, a technical
subtlety arises when changing the order of integration in s and supremum in α. It
is dealt with by working with a suitable average of 1s 〈(∂rβ(α)s )Psu,Psu〉 in s.
Coercivity for Re 〈i∆P≥su,Q(α)P≥su〉 (Section 5). Leaving aside the issue of treat-
ing the low-frequency error (3.7), we now turn to the issue of coercivity for P≥su.
This discussion will explain the discrepancy between the spatial weights in LElow
and in LEs.
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Unlike in the high frequency case, the lower order terms cannot be simply treated
as errors, and their precise forms matter. Recall from Section 2.6 that
Re 〈i∆P≥su,Q(α)P≥su〉
≥ 2〈(∂rβ(α))∇P≥su,∇P≥su〉 − 2ρ2〈(∂rβ(α))P≥su,P≥su〉
− 2ρ〈(∂2rβ(α)) coth rP≥su,P≥su〉+ · · · ,
(3.8)
where the zeroth order terms with better decaying weights are omitted. If ∂rβ
(α) ≡
1, then the RHS would be nonnegative by Poincare´’s inequality. Strengthening this
simple observation, we prove a weighted Hardy–Poincare´ inequality (Lemma 5.2),
which allows us bound the main terms on the RHS from below by
〈r−2(∂rβ(α))P≥su,P≥su〉. (3.9)
This inequality explains the extra factor of r−1 in the definition of Xlow,α, and thus
in LElow.
Transitioning estimate (Section 7). To conclude the discussion on coercivity, it
remains to treat the low frequency error (3.7). For the purpose of this heuristic
discussion, we take ∂rβ
(α)
s = ∂rβ
(α) in (3.7), since s ≃ 1.
In order to use (3.9), which controls P≥su, we write Psu = −s(∆ + ρ2)P≥su =
−s∂sP≥su and integrate by parts. A-priori, one may be worried that the spatial
weight ∂rβ
(α) in (3.7) is too big compared to that in (3.9). However, we may
arrange so that
(3.7) .
∫
I˜
∣∣∣〈(∂rβ(α))P≥su, (∆ + ρ2)P≥su〉∣∣∣ ds
s
+ · · · , (3.10)
where I˜ is a slight enlargement of I, and we have omitted easily treated terms with
sufficiently decaying weights. Now observe that, after an extra spatial integration by
parts, the bad term coincides with the main term in (3.8) before application of the
Hardy-Poincare´ inequality! Therefore, the whole RHS of (3.10) can be estimated
using the low-frequency multiplier identity. For details, see Lemma 7.1. We remark
that in order to see the key structure in (3.10), it is crucial to use the shifted
Laplacian ∆ + ρ2 to define the frequency projections Ps, P≥s.
Remark 3.1. As noted in Remark 1.6, the r-weight in LElow is not optimal in
comparison to the free case [24]. The loss occurs due to our use of a single type of
multipliers Q(α) = 1i (β
(α)∂r−∂∗rβ(α)) for all low frequencies, which decay (and thus
are nonoptimal) at very low frequencies. We expect that this loss may be remedied
by fully decomposing the low frequencies and using frequency-dependent multipliers.
Boundedness of the multiplier Q (Section 4.5). In the remainder of this subsection,
we describe how the analogues of the upper bounds (3.5) are proved in our scheme.
In what follows, we focus on the high-frequency multipliers Q
(α)
s , as the story for
Q(α) is similar but only simpler.
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We begin with the boundedness properties of our frequency-localized multipliers,
i.e., the analogue of the first line in (3.5). The goal is to establish4
‖Q(α)s Psu‖L2 . ‖P s2u‖L2,
‖Q(α)s Psu‖Xs,γ . ‖P s2u‖Xs,γ ,
where α, γ ∈ A and s . 1.
As discussed above, the first bound (L2-boundedness) is a simple consequence
of the bound (3.6); see Proposition 4.25. The proof of the second bound (Xs,γ-
boundedness) is far more tedious due to the presence of spatial weights; see Propo-
sition 4.26. The core principle, however, is quite simple: To reduce the matter to
application of what we call the mismatch estimates (Proposition 4.6), which are
estimates for the heat semi-group es∆ with the input and the output localized in
dyadic spatial annuli. We note that these estimates are only effective for spatial
scales & s
1
2 (uncertainty principle), which is consistent with our choice of β
(α)
s .
Contribution of Hl.o.t. (Sections 4.2 and 4.7). Next, we turn to the analogue of the
second line in (3.5) for the frequency-localized multipliers. The goal is to prove∫ 2
0
sup
{αℓ}∈A
∣∣∣Re 〈iPsHl.o.t.u,Q(α)s Psu〉∣∣∣ dss ≤ ε‖u‖2LE + Cε‖u‖2L2(R×{r≤R} (3.11)
for any ε > 0 and R = R(ε,Hl.o.t.) ≥ 1.
Our first key ingredient is the following set of estimates, which exploit the gain
of one derivative, at the expense of growing spatial weights, when passing from LE
to LE∗:
‖bµ∇µu‖LE∗ + ‖∇µ(bµu)‖LE∗ . C(b)‖u‖LE, (3.12)
‖V u‖LE∗ . C(V )‖u‖LE.
Here, C(b) and C(V ) are positive constants that depend sublinearly on b and V ,
respectively. For the full statement, see Propositions 4.14 and 4.15. Their proofs
are essentially applications of the mismatch estimates (Proposition 4.6).
The preceding bounds are sufficient to handle the contribution of Hl.o.t. when
b, V are small, e.g., in the exterior region {r ≥ R} for sufficiently large R (where
b, V are small due to our decay assumptions), as well as the globally small imaginary
parts of b, V . Thus, to prove (3.11), it remains to handle∫ 2
0
sup
{αℓ}∈A
∣∣∣Re 〈iPsHsyml.o.t.(χr≤Ru), Q(α)s Ps(χr≤Ru)〉∣∣∣ dss (3.13)
where Hsyml.o.t.u =
1
i (Re b
µ∇µu+∇µ(Re bµu)) + ReV u.
To treat (3.13), we first commute Ps and H
sym
l.o.t., which gains a derivative; see
Lemma 4.36. Then we may exploit a commutator structure arising from symmetry
of Hsyml.o.t. and Q
(α)
s :
Re 〈iHsyml.o.t.v,Q(α)s v〉 =
1
2
〈i[Q(α)s , Hsyml.o.t.]v, v〉,
4Note that Ps is replaced by P s
2
on the RHS. This replacement occurs because ∇Psu cannot
be directly related with Psu, which in turn is because our heat flow based Littlewood-Paley
projection Ps does not completely cutoff frequencies above s
− 1
2 . Fortunately, unlike the reverse
direction, which necessitated the delicate transitioning estimate as discussed above, this issue
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where v = Ps(χr≤Ru). The commutator [Q
(α)
s , H
sym
l.o.t.] entails a smoothing effect
5,
which allows us to bound (3.13) by the RHS of (3.11).
Contribution of Hprin + ∆ (Sections 4.8 and 4.9). Finally, we discuss the contri-
bution of second order perturbations Hprin +∆, i.e., the analogue of the third line
in (3.5). The overall idea is to exploit a commutator structure, as in the case of
Hsyml.o.t.. The first step is to commute Ps and Hprin and prove an estimate of the
form ∫ 2
0
sup
{αℓ}∈A
∣∣∣Re 〈i[Ps, Hprin]u,Q(α)s Psu〉∣∣∣ dss . C (˚a)‖u‖2LE, (3.14)
where C (˚a) is a positive constant that depends sublinearly on a˚ := a− h−1. The
idea is that the commutator [Ps, Hprin] essentially gains a derivative (as discussed
in relation to Lemma 4.36), so that (3.14) is roughly at the same difficulty as (3.12);
see Proposition 4.37 in Section 4.8 for more details.
By (3.14) and the fact that Ps commutes with ∆, we are left to estimate
Re 〈i(Hprin +∆)Psu,Q(α)s Psu〉.
Using the symmetry of Hprin + ∆ (where Ps clearly commutes with ∆), we may
rewrite the preceding expression as
1
2
〈i[Q(α)s , Hprin +∆]Psu,Psu〉.
Here the point is that Hprin +∆ is again a self-adjoint second order operator with
small decaying coefficients. This allows us to calculate the error term 〈i[Q, (Hprin+
∆)]u, u〉 in a similar way to the main commutator 〈i[Q,∆]u, u〉, and absorb the
corresponding error terms in this way. The detailed argument can be found in
Proposition 4.42 in Section 4.9.
Remark 3.2. There is a technical point concerning our proof of Proposition 4.42,
which ultimately results in the vanishing condition (1.17) for arθa . It turns out that
in the region {r ≪ 1}, ‖u‖2LE is too weak to bound the contribution of a˚θaθb and
arθa . For errors of the first type, this issue is fixed by exploiting the extra positive
angular derivative term in (2.10); see Proposition 4.42 and the corresponding in-
troduction of F˜
(α)
s in Section 6. For errors of the second type, however, an extra
assumption such as (1.17) is necessary.
We note that this problem is due to the aforementioned issue that our multiplier
is not a classical symbol, or more precisely, that a derivative of the coefficient of
Q
(α)
s incurs a factor of size s−
1
2 in the small r-region. One way to avoid it, and
hence to drop the extraneous assumption (1.17), is to use
β(α)s = s
1
2
∫ δr
0
α(y)
〈y〉 dy,
5If our multiplier were a classical order zero operator, then this commutator structure would
have gained a full derivative, and (3.13) would be bounded by ‖u‖L2(R×{r≤R}). However, when
the derivatives in the commutator fall on the coefficients of our frequency localized multiplier
Q
(α)
s , it is possible that an extra factor of s
− 1
2 is produced (in other words, our multiplier does
not belong to the classical symbol class). Nevertheless, using the precise structure of Q
(α)
s , the
resulting error is again bounded by a small multiple of ‖u‖LE , which is acceptable.
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instead of (2.15) for the high-frequency multipliers. However, this choice would lead
to a weaker local smoothing space with a nonoptimal, frequency-independent spatial
weight in the region {r ≪ 1}.
3.2. Outline of the proof of Theorems 1.11 and 1.16.
Limiting absorption principle and resonances (Sections 4.10 and 8.2). A well-known
philosophy is that when H is a symmetric and stationary perturbation of the Lapla-
cian, Theorem 1.11 is equivalent to a limiting absorption principle. More precisely,
essentially via Fourier transform in time, one can show that the local smoothing
estimate in Theorem 1.11 is equivalent to
‖Pcv‖LE0 . ‖(τ ± iǫ−H)Pcv‖LE∗0 ,
uniformly in ǫ > 0 and τ ∈ R, where LE0 and LE∗0 denote the spatial local smooth-
ing norms introduced in Section 2. Similarly Theorem 1.5 (or rather the weaker
version resulting from replacing LE and LE∗ by LE and LE∗ respectively) is equiv-
alent to
‖v‖LE0 . ‖(τ ± iǫ−H)v‖LE∗0 + ‖v‖L2({r≤R}), (3.15)
uniformly in ǫ > 0 and τ ∈ R. A detailed proof of these (standard) equivalences
can be found in Section 8.2 below.
Assuming that Theorem 1.11 fails, we use a compactness argument to extract a
solution v∞ ∈ LE0 to
Hv∞ = τv∞,
which we may arrange so that Pcv∞ = v∞ and ‖v∞‖L2({r≤R}) = 1 using (3.15). To
derive a contradiction, the first key step is to show that v∞ is a resonance, which
roughly is equivalent to satisfying one of the decay conditions
lim
j→∞
‖r− 12 (∂r + ρ∓ i
√
τ2 − ρ2)v∞‖L2(Aj) = 0,
which are known as the outgoing or incoming radiation condition. We refer to
Proposition 8.7 for a precise formulation of this part of the argument.
Proof of the above decay condition again relies on a positive commutator estimate
of the form described above with a different choice of multiplier Q. Here, unlike in
the proof of Theorem 1.15 we have opted to choose the multiplierQ independently of
the frequency localization, so we work with u rather than Psu or P≥su throughout.
Such a choice leads to new error terms involving ∇u, which are treated by elliptic
regularity estimates in the space LE0 established in Section 4.10.
We remark that while using a frequency-independent multiplier is appealing in
that it makes the arguments less tedious, it has the disadvantage that it does
not allow us to distinguish between the difference in spatial weights in LElow and
LEs. Indeed this is the reason we use the more uniform spaces LE and LE∗ for
Theorem 1.11.
Absence of embedded resonances (Section 8.3). To complete the proof of Theo-
rem 1.16, it remains to show that there are no resonances such as v∞. The cases
τ ∈ (−∞, ρ2) and τ = ρ2 are ruled out by the condition Pcv∞ = v∞ and the
hypothesis (i.e., threshold nonresonance), respectively. Therefore, we are left with
the task of establishing the absence of any resonances embedded in the continuous
spectrum (ρ2,∞).
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Our proof proceeds in three steps. First, using yet another multiplier argument,
we show that v∞ must decay faster than any polynomial in r as r → ∞ (see
Lemma 8.13). The radiation condition is used to ensure that the boundary terms
arising in the multiplier argument vanish. Second, we prove that any solution to
(H − τ)v∞ = 0 for τ > ρ2 with such a rapid decay must, in fact, be compactly
supported. On the one hand, this part resembles the previous proof of the absence
of embedded resonances in the caseHl.o.t. = 0 by Donnelly [16] (see also Borthwick–
Marzuola [4] for the case Hl.o.t. = V ), and on the other hand, it may be thought of
as an application of a Carleman-type inequality from infinity. In the third and final
step, we apply a standard unique continuation result for elliptic PDEs to conclude
that v∞ is identically zero.
Remark 3.3. Amusingly, the proof of the absence of embedded resonances for self-
adjoint, first and zeroth order perturbations of the Laplacian seems simplified by
the hyperbolic geometry. Our simple choices of the multipliers and weights rely
crucially on the exponential volume growth of the spheres {r = const}, and fail in
the case of Euclidean space. Indeed, to the best of our knowledge, the argument
in the Euclidean case becomes much more involved in the presence of a first order
perturbation; compare [20, Thm. 14.7.2] (for only zeroth order perturbations) with
[21, Thm. 17.2.8] (which also includes first order perturbations).
Outline of the proof of Theorem 1.16 (Sections 4.11 and 8.5). Theorem 1.16 is
a simple consequence of the local smoothing estimates and the Littlewood-Paley
machinery developed in this paper. We begin by splitting u into the high and low
frequency parts, i.e., u = (1 −P≥s0)u +P≥s0u for an appropriately small s0, and
claim that
‖u‖LE . ‖u0‖L2 + ‖F‖LE∗ + (sδ00 + s−10 κ)‖u‖LE (3.16)
for some positive δ0 > 0. Then the desired local smoothing estimate would follow
by taking s0, κ sufficiently small, and then absorbing the last term in the LHS.
To prove (3.16), by Theorem 1.15, it suffices to estimate ‖u‖L2(R×{r≤R}) by the
RHS of (3.16). The contribution of the high frequency part (1 − P≥s0)u is easily
bounded by s
1
4
0 ‖u‖LE , which is acceptable. For the low frequency bulk P≥s0u, we
apply Theorem 1.11 to the equation
(−i∂t +Hstat)P≥s0u = P≥s0F − [P≥s0 , Hstat]u−P≥s0Hpertu.
The estimates needed for treating the LE∗ norm of the RHS are proved in Sec-
tion 4.11. For ‖[P≥s0 , Hstat]u‖LE∗ , the idea is to gain a positive power of s0 from
the commutator structure. On the other hand, ‖P≥s0Hpertu‖LE∗ is bounded by
s−10 κ‖u‖LE by letting the derivatives fall on the low frequency projection and using
the bounds (1.19)–(1.21) on the coefficients.
3.3. Outline of the remainder of the article. In Section 4, which is the longest
section of the paper, we develop the heat flow based Littlewood-Paley theory and
prove various general estimates in the local smoothing spaces, as discussed above.
A recurring theme is the uncertainty principle, or more concretely, the analysis
of the relation between frequency and spatial localizations. Our key tools are the
localized parabolic regularity estimates proved in Section 4.1.
Sections 5–7 contain the proof of Theorem 1.15, and therefore also of Theo-
rem 1.5. The low and high-frequency estimates are derived in Sections 5 and 6
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respectively, but as mentioned above additional work is required to combine these
into a uniform estimate. This is achieved in Section 7.
In Section 8, we prove Theorem 1.11, Proposition 1.13 and Theorem 1.16. Fi-
nally, we establish Corollaries 1.18 and 1.19 in Section 9.
4. Regularity theory of the heat flow: Littlewood-Paley theory
In this section we develop the heat flow based Littlewood-Paley theory and estab-
lish various general estimates in the local smoothing spaces that will be needed in
Sections 5–9. A key ingredient for most of the proofs is a quantitative understanding
of the uncertainty principle, that is, the relation between spatial and frequency lo-
calization, which is captured in the localized parabolic regularity estimates derived
in Section 4.1.
We begin by recalling the definitions of the heat flow frequency projections as-
sociated with the shifted Laplacian as well as the usual Laplacian on hyperbolic
space. For any heat time 0 < s <∞ we use the notations
P≥su := e
s(∆+ρ2)u, Psu := −s∂sP≥su = −s(∆ + ρ2)es(∆+ρ2)u
and
P≥su := e
s∆u, Psu := −s∂sP≥su = −s∆es∆u.
Then we have for any 0 < s0 <∞ the continuous resolutions
u =
∫ s0
0
Psu
ds
s
+ es0(∆+ρ
2)u =
∫ s0
0
Psu
ds
s
+P≥s0u,
u =
∫ s0
0
Psu
ds
s
+ es0∆u =
∫ s0
0
Psu
ds
s
+ P≥s0u.
Moreover, the following truncated resolutions of the L2 norm will be useful in
several occasions.
Lemma 4.1. For any s0 > 0 we have
‖u‖2L2 = 4
∫ s0
0
‖Psu‖2L2
ds
s
+ 2‖s 120∇es0∆u‖2L2 + ‖P≥s0u‖2L2,
and
‖u‖2L2 = 4
∫ s0
0
‖Psu‖2L2
ds
s
+ 2
(‖s 120∇es0(∆+ρ2)u‖2L2 − ρ2‖s 120 es0(∆+ρ2)u‖2L2)+ ‖P≥s0u‖2L2
‖u‖2L2 = 2
∫ s0
0
(‖s 12∇es(∆+ρ2)u‖2L2 − ρ2‖s 12 es(∆+ρ2)u‖2L2) dss + ‖P≥s0u‖2L2.
Proof. For any s0 > 0 we may write∫ s0
0
s2∆2es∆u
ds
s
=
∫ s0
0
s
d
ds
∆es∆u ds = −
∫ s0
0
∆es∆u ds+ s0∆e
s0∆u
=u− es0∆u+ s0∆es0∆u.
Therefore
‖u‖2L2 =
∫ s0
0
〈u, s2∆2es∆u〉 ds
s
+ 〈u, es0∆u〉 − 〈u, s0∆es0∆u〉
= 4
∫ s0
2
0
‖s∆es∆u‖2L2
ds
s
+ 〈e s02 ∆u, e s02 ∆u〉+ 2〈(s0
2
)
1
2∇e s02 ∆u, (s0
2
)
1
2∇e s02 ∆u〉.
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The first identity follows by replacing s02 by s0. Similarly, for the second identity
we write∫ s0
0
s2(∆ + ρ2)2es(∆+ρ
2)u
ds
s
=
∫ s0
0
s
d
ds
(∆ + ρ2)es(∆+ρ
2)u ds
= −
∫ s0
0
(∆ + ρ2)es(∆+ρ
2)u ds+ s0(∆ + ρ
2)es0(∆+ρ
2)u
= u− es0(∆+ρ2)u+ s0(∆ + ρ2)es0(∆+ρ2)u.
It follows that
‖u‖2L2 = 4
∫ s0
2
0
‖s(∆ + ρ2)es(∆+ρ2)u‖2L2
ds
s
+ 〈e s02 (∆+ρ2)u, e s02 (∆+ρ2)u〉
+ 2
(
‖( s02 )
1
2∇e s02 (∆+ρ2)u‖2L2 − ρ2‖( s02 )
1
2 e
s0
2 (∆+ρ
2)u‖2L2
)
.
Again the desired estimate follows by replacing s02 by s0. The proof of the last
identity is analogous. 
4.1. Localized Parabolic Regularity. The starting point is the Lp boundedness
and regularity theory of the heat semi-groups es∆ and es(∆+ρ
2).
Lemma 4.2 (Lp regularity of the heat flow). Let 1 < p <∞. For any real-valued
function f ∈ C∞0 (Hd), integer k > 0, and s > 0, the following bounds hold
‖es∆f‖Lp . ‖f‖Lp,
‖s k2∇(k)es∆f‖Lp . ‖f‖Lp. (4.1)
If s ≤ s0, then the same estimates hold with es∆ replaced by es(∆+ρ2) with constants
which may depend on s0.
Proof. The statement for es(∆+ρ
2) follows from the estimate for es∆ by observing
that esρ
2
is bounded for s ≤ s0. For es∆ the case k ≤ 1 was proved, for instance,
in [28, Lemma 2.11] using a general argument relying only on integration by parts.
There it was also shown that
‖s∆es∆f‖Lp . ‖f‖Lp.
Since
sk∆kes∆f = s∆e
s
2∆sk−1∆k−1e
s
2∆f,
sk+
1
2 (−∆)k+ 12 es∆f = s(−∆)e s2∆sk− 12 (−∆)k− 12 e s2∆f,
it follows by induction, and the equivalence of norms ‖∇g‖Lp ≃ ‖(−∆)− 12 g‖Lp,
that
‖sk∆es∆f‖Lp + ‖sk+ 12∇∆kes∆f‖Lp . ‖f‖Lp, ∀k ∈ N.
The desired estimate now follows from the equivalence of norms (see Section 2.3)
k∑
ℓ=0
‖∇(ℓ)f‖Lp and ‖(−∆) k2 f‖Lp.

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Remark 4.3. The previous lemma can also be proved for p = 1 and p =∞ using
explicit L1 bounds for the heat kernel ps and its derivatives s∂sps on H
d along with
Young’s inequality. This would then allow generalization of many of the other Lp
estimates in this subsection to p = 1 and p =∞ as well. However, we have chosen
not to include these estimates to keep all of our estimates independent of kernel
bounds.
On occasion we will also need the following L2-based fractional regularity theory
of the heat semi-groups es∆ and es(∆+ρ
2), see [28, Lemma 2.8] for a proof.
Lemma 4.4. Let f ∈ L2 and α ≥ 0. Then it holds that
‖sα(−∆)αes∆f‖L2 .α ‖f‖L2.
If s ≤ s0, then the same estimate holds with es∆ replaced by es(∆+ρ2) with constants
which may depend on s0.
We will also need a quick corollary of Lemma 4.2 above.
Corollary 4.5. Let 1 < p <∞ and let ξ be an arbitrary (r, q) tensor field on Hd.
With k := r + q we define
∇(k) · ξ := ∇µσ(1) . . .∇µσ(r)∇µτ(r+1) . . .∇µτ(r+q)ξµ1...µrµr+1...µr+q ,
where σ and τ are arbitrary permutations of the indices 1, . . . , r and r+1, . . . , r+q,
respectively. Then,
‖s k2 es∆(∇(k) · ξ)‖Lp . ‖ξ‖Lp .
If s ≤ s0, then the same estimates hold with es∆ replaced by es(∆+ρ2) with constants
which may depend on s0.
Proof. This is proved using (4.1) and a duality argument. Indeed,
‖s k2 es∆(∇(k) · ξ)‖Lp = sup
‖f‖
Lp
′=1
∣∣∣〈s k2 es∆(∇(k) · ξ), f〉∣∣∣
≤ sup
‖f‖
Lp
′=1
∣∣∣〈|ξ|, |s k2∇(k)es∆f |〉∣∣∣
≤ sup
‖f‖
Lp
′=1
‖ξ‖Lp‖s k2∇(k)es∆f‖Lp′
. sup
‖f‖
Lp
′=1
‖ξ‖Lp‖f‖Lp′ . ‖ξ‖Lp ,
which completes the proof for es∆. The proof for es(∆+ρ
2) follows from the bound-
edness of esρ
2
when s ≤ s0. 
Let φ ∈ C∞0 be a smooth bump function such that φ(r) = 1 if 12 ≤ r ≤ 2 and
suppφ(r) ⊂ [1/4, 4]. For each integer ℓ ∈ Z define
φℓ(r) := φ(r/2
ℓ). (4.2)
The main result of this subsection are the localized parabolic regularity estimates
established in the following proposition.
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Proposition 4.6 (Localized Parabolic Regularity). Let s0 > 0 be fixed. For each s
with 0 < s < s0, each ℓ,m ∈ Z with |ℓ − m| ≥ 10 and max{2ℓ, 2m} ≥ s 12 , each
1 < p <∞, and each N, k ∈ N we have
‖φℓes∆(φmv)‖Lp .s0,N
(
s
1
2 2−max{ℓ,m}
)N
‖φmv‖Lp , (4.3)
‖φℓsk+ 12∇(∆)kes∆(φmv)‖Lp .s0,N,k
(
s
1
2 2−max{ℓ,m}
)N
‖φmv‖Lp , (4.4)
‖φℓsk(∆)kes∆(φmv)‖Lp .s0,N,k
(
s
1
2 2−max{ℓ,m}
)N
‖φmv‖Lp . (4.5)
The same estimates hold with es∆ replaced by es(∆+ρ
2), s ≤ s0, with constants
which may depend on s0.
Remark 4.7. Our proof can be applied to give a stronger result: Let ψR1(·) :=
ψ(R−11 ·) and χR2(·) := χ(R−12 ·) for two arbitrary smooth and bounded functions
ψ and χ, such that the supports of ψR1 and χR2 are disjoint. Then if s
1
2 ≤
C0max{R1, R2} for some absolute constant C0 > 0, estimates (4.3)–(4.5) hold with
φℓ replaced by ψR1 , φm replaced by χR2 , 2
−max{m,ℓ} replaced by min{R−11 , R−12 } and
the implicit constant is allowed to depend on C0. The same holds for Corollaries 4.8
and 4.9 and Lemma 4.10 below.
We will also need the following two corollaries of Proposition 4.6.
Corollary 4.8 (Localized Parabolic Regularity for Covariant Derivatives). Under
the assumptions of Proposition 4.6, it holds that
‖φℓs k2∇(k)es∆(φmv)‖L2 .s0,N,k
(
s
1
2 2−max{ℓ,m}
)N
‖φmv‖L2 . (4.6)
The same estimate holds with es∆ replaced by es(∆+ρ
2), s ≤ s0, with constants
which may depend on s0.
Corollary 4.9 (Localized Parabolic Regularity for Tensor Fields). Let ξ be an
arbitrary (r, q) tensor field on Hd and with k := r + q, let ∇(k) · ξ be as defined in
Corollary 4.5. Let s0 > 0 be fixed. For each s with 0 < s ≤ s0, each ℓ,m ∈ Z with
|ℓ−m| ≥ 10 and max{2ℓ, 2m} ≥ s 12 , and each N, k ∈ N we have
‖φℓs k2 es∆∇(k) · (φmξ)‖L2 .s0,N,k
(
s
1
2 2−max{ℓ,m}
)N
‖φmξ‖L2.
The same statement holds with es∆ replaced by es(∆+ρ
2), s ≤ s0, with constants
which may depend on s0. When k = 1, L
2 can be replaced by Lp for any 1 < p <∞.
Proof. This follows from Corollary 4.8 by a duality pairing argument as in the proof
of Corollary 4.5. The statement for k = 1 follows by the same duality argument
from (4.4) with k = 0. 
Proof of Corollary 4.8. Since esρ
2
is bounded when s ≤ s0, the estimate for es(∆+ρ2)
follows from the estimate for es∆. For k = 0, 1 the latter follows from (4.3) and
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(4.4), respectively. Now to prove (4.6) for k = 2 we write
‖φℓs∇(2)es∆(φmv)‖2L2 = 〈φℓs∇µ1∇µ2es∆(φmv), φℓs∇µ1∇µ2es∆(φmv)〉
= −2〈φℓs∇µ2∇µ1es∆(φmv), (s 12∇µ1φℓ)s
1
2∇µ2es∆(φmv)〉
− 〈φℓs 32∇µ1∇µ1∇µ2es∆(φmv), φℓs
1
2∇µ2es∆(φmv)〉
= 2〈(s 12∇µ2φℓ)s 12∇µ1es∆(φmv), (s 12∇µ1φℓ)s
1
2∇µ2es∆(φmv)〉
+ 2〈φℓs 12∇µ1es∆(φmv), (s∇µ2∇µ1φℓ)s
1
2∇µ2es∆(φmv)〉
+ 2〈φℓs 12∇µ1es∆(φmv), (s 12∇µ1φℓ)s∆es∆(φmv)〉
− 〈φℓs 32∇µ2∆es∆(φmv), φℓs 12∇µ2es∆(φmv)〉
− 〈φℓs 32 [∇µ1∇µ1 ,∇µ2 ]es∆(φmv), φℓs
1
2∇µ2es∆(φmv)〉.
In view of Remark 4.7, the first four lines on the right-hand side above are now of
the form that is controlled by (4.3)–(4.5). That the last line is also of this form can
be seen by the curvature formula (2.1)–(2.2). We can now continue inductively in
the same way to prove (4.6) for higher values of k. 
For technical reasons, we introduce a second type of bump function that we will
denote by ϕ – in practice this will be given by various derivatives of φ. But, to
keep notation at a minimum, we let ϕ ∈ C∞0 be any smooth bump function with
uniformly bounded derivatives such that suppϕ ∈ [1/4, 4]. As usual we let
ϕℓ(r) := ϕ(r/2
ℓ) ∀ℓ ∈ Z.
The main step in the proof of Proposition 4.6 is the following lemma.
Lemma 4.10. For each s with 0 < s < s0, each ℓ,m with 2
ℓ ≥ 2m+10 and 2ℓ ≥ s 120 ,
and each 1 < p <∞ we have
‖ϕℓes∆(φmv)‖Lp .s0 s
1
2 2−ℓ‖φmv‖Lp (4.7)
‖ϕmsk+ 12∇(∆)kes∆(φℓv)‖Lp .s0 s
1
2 2−ℓ‖φℓv‖Lp (4.8)
‖ϕℓsk(∆)kes∆(φmv)‖Lp .s0 s
1
2 2−ℓ‖φmv‖Lp , (4.9)
and we make a special note of the reversed roles of m, ℓ in (4.8).
Proof. The basic ingredients in the proof are Lemma 4.2 and Corollary 4.5.
First, we prove (4.7). Define
w0(s) := ϕℓe
s∆(φmv).
Note that because the supports of ϕℓ and φm are disjoint, we have w0(0) = 0.
Moreover, w0(s) solves the heat equation
(∂s −∆)w0(s) = −(∆ϕℓ)es∆(φmv)− 2∇µϕℓ∇µes∆(φmv)) =: N0(s).
Using the Duhamel formula we have
w0(s) =
∫ s
0
s′e(s−s
′)∆N0(s′) ds
′
s′
.
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Thus, using Lemma 4.2,
‖w0(s)‖Lp .
∥∥∥ ∫ s
0
s′e(s−s
′)∆N0(s′) ds
′
s′
∥∥∥
Lp
.
∫ s
0
s′‖e(s−s′)∆N0(s′)‖Lp ds
′
s′
.
∫ s
0
s′‖(∆ϕℓ)es′∆(φmv)‖Lp ds
′
s′
+
∫ s
0
s′‖∇µϕℓ∇µes′∆(φmv))‖Lp ds
′
s′
. max(2−ℓ, 2−2ℓ)
∫ s
0
s′‖es′∆(φmv)‖Lp ds
′
s′
+ 2−ℓ
∫ s
0
(s′)
1
2 ‖(s′) 12∇es′∆(φmv))‖Lp ds
′
s′
. smax(2−ℓ, 2−2ℓ)‖φmv‖Lp + s 12 2−ℓ‖φmv‖Lp
.s0 s
1
2 2−ℓ‖φmv‖Lp ,
as desired.
Next, we prove (4.9) and postpone the proof of (4.8) which requires a slightly
different argument until the end. We proceed as before, now defining,
w2(s) := ϕℓ∆
kes∆(φmv).
Then, the goal is to estimate
skw2(s) = ϕℓs
k∆kes∆(φmv),
in Lp. Note again that because the supports of ϕℓ and φm are disjoint, we have
w2(0) = 0. Moreover, w2(s) solves the following heat equation,
(∂s −∆)w2(s) = −(∆ϕℓ)∆kes∆(φmv)− 2∇µϕℓ∇µ(∆kes∆(φmv)) =: N2(s),
w2(0) = 0.
Using the Duhamel formula we have
skw2(s) =
∫ s/2
0
sks′e(s−s
′)∆N2(s′) ds
′
s′
+
∫ s
s/2
sks′e(s−s
′)∆N2(s′) ds
′
s′
. (4.10)
Note that
∣∣∣∇(j)ϕℓ(r)∣∣∣
h
.
{
2−ℓ if ℓ ≥ 0
2−jℓ if ℓ ≤ 0 ∀j ∈ N.
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We estimate the second integral above in Lp as follows,∥∥∥ ∫ s
s/2
sks′e(s−s
′)∆N2(s′) ds
′
s′
∥∥∥
Lp
.
∫ s
s
2
sks′‖e(s−s′)∆N2(s′)‖Lp ds
′
s′
.
∫ s
s
2
sks′‖(∆ϕℓ)∆kes′∆(φmv)‖Lp ds
′
s′
+
∫ s
s
2
sks′‖∇µϕℓ∇µ∆kes′∆(φmv)‖Lp ds
′
s′
. max(2−ℓ, 2−2ℓ)
∫ s
s
2
s‖(s′)k∆kes′∆(φmv)‖Lp ds
′
s′
+ 2−ℓ
∫ s
s
2
s
1
2 ‖(s′)k+ 12∇∆kes′∆(φmv)‖Lp ds
′
s′
. 2−ℓs
1
2 ‖(φmv)‖Lp .
To handle the first integral in (4.10) we need to rewrite N2(s). Recall that
N2(s′) = −(∆ϕℓ)∆kes′∆(φmv)− 2∇µϕℓ∇µ∆kes′∆(φmv).
Now by repeated applications of the product rule, we can write this as a linear
combination of scalar functions of the form
∇(2k+2−j)((∇(j)ϕℓ)es∆(φmv)), 1 ≤ j ≤ 2k + 2.
Then by Corollary 4.5∥∥∥ ∫ s2
0
sks′e(s−s
′)∆∇(2k+2−j)
(
(∇(j)ϕℓ)es′∆(φmv)
) ds′
s′
∥∥∥
Lp
.
∫ s
2
0
sks′
(s− s′)k+1− j2
‖(∇(j)ϕℓ)es′∆(φmv)‖Lp ds
′
s′
. s
j
2−1max(2−ℓ, 2−jℓ)
∫ s
2
0
s′‖φmv‖Lp ds
′
s′
. 2−ℓs
1
2 ‖(φmv)‖Lp .
Lastly, we prove (4.8). Define
W1(s) := ϕm∇∆kes∆φℓv,
and note that our goal is to show,
‖sk+ 12W1(s)‖Lp . s 12 2−ℓ‖φℓv‖Lp .
The difference from the previous cases is that W1(s) is a (0, 1) tensor. But, we can
compute its Lp norm as
‖sk+ 12W1(s)‖Lp = sup
‖ξ‖
Lp
′=1
∣∣∣〈ϕmsk+ 12∇µ∆kes∆φℓv, ξµ〉∣∣∣ ,
where the supremum is taken over all (1, 0)-tensors ξ. Note that the term inside
the supremum above can be written as〈
φℓv, φ˜ℓs
k+ 12∆kes∆∇µ(ϕmξµ)
〉
,
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where φ˜ ∈ C∞0 is a fattened version of φ, i.e, φφ˜ = φ and supp φ˜ ∈ [1/8, 8]. Hence
it suffices to show that
‖φ˜ℓsk+ 12∆kes∆∇µ(ϕmξµ)‖Lq . s 12 2−ℓ‖ϕmξ‖Lq , ∀1 < q <∞. (4.11)
The advantage is that we can rephrase the estimate in terms of the scalar
w1(s) := φ˜ℓ∆
kes∆∇µ(ϕmξµ).
Note that w1(0) = 0 and w1(s) satisfies the following heat equation,
(∂s −∆)w1 = −∆φ˜ℓ∆kes∆∇µ(ϕmξµ)− 2∇νφℓ∇ν∆kes∆∇µ(ϕmξµ)
=: N1.
Using the Duhamel formula,
‖sk+ 12w1(s)‖Lp .
∫ s
2
0
sk+
1
2 s′‖e(s−s′)∆N1(s′)‖Lp ds
s
′
+
∫ s
s
2
sk+
1
2 s′‖e(s−s′)∆N1(s′)‖Lp ds
s
′
.
(4.12)
Using Lemma 4.2 and Corollary 4.5 we can estimate the second integral by∫ s
s
2
sk+
1
2 s′‖e(s−s′)∆(∆φ˜ℓ)∆kes′∆∇µ(ϕmξµ)‖Lp ds
′
s′
+
∫ s
s
2
sk+
1
2 s′‖e(s−s′)∆(∇νφℓ)∇ν∆kes′∆∇µ(ϕmξµ)‖Lp ds
′
s′
.
∫ s
s
2
sk+
1
2 s′‖(∆φ˜ℓ)∆kes′∆∇µ(ϕmξµ)‖Lp ds
′
s′
+
∫ s
s
2
sk+
1
2 s′‖(∇νφℓ)∇ν∆kes′∆∇µ(ϕmξµ)
)
‖Lp ds
′
s′
. max(2−ℓ, 2−2ℓ)
∫ s
s
2
s‖(s′)k+ 12 es′∆∆k∇µ(ϕmξµ)‖Lp ds
′
s′
+ 2−ℓ
∫ s
s
2
s
1
2 ‖(s′) 12∇e s
′
2 ∆(s′)k+
1
2 e
s′
2 ∆∆k∇µ(ϕmξµ)‖Lp ds
′
s′
.s0 s
1
2 2−ℓ‖ϕmξ‖Lp .
For the first integral in (4.12) we have to argue differently again. By repeated
applications of the product rule we can rewrite N1 as a linear combination of terms
of the form
∇(2k+2−j)((∇(j)φ˜ℓ)es∆(∇µ(ϕmξµ))), 1 ≤ j ≤ 2k + 2.
Note that the difference with N2 above is that we have kept one derivative on ξ
to preserve the scalar structure of the term to which es∆ is applied. Therefore to
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estimate the first integral in (4.12) it suffices to note that∫ s
2
0
sk+
1
2 s′‖e(s−s′)∆∇(2k+2−j)((∇(j)φ˜ℓ)es′∆(∇µ(ϕmξµ)))‖Lp ds
′
s′
.
∫ s
2
0
sk+
1
2 s′
(s− s′)k+1− j2
‖(∇(j)φ˜ℓ)es′∆(∇µ(ϕmξµ))‖Lp ds
′
s′
. s
j−1
2 max(2−ℓ, 2−jℓ)
∫ s
2
0
(s′)
1
2 ‖(s′) 12 es′∆∇µ(ϕmξµ)‖Lp ds
′
s′
.s0 s
1
2 2−ℓ‖ϕmξ‖Lp .

The proof of Proposition 4.6 will now follow by iterating Lemma 4.10 and a
duality argument. We will also make use of Corollary 4.5.
Proof of Proposition 4.6. We will prove (4.5) in detail and just remark that the
proofs of (4.3) and (4.4) are similar.
First we assume that ℓ ≥ m+10. We also assume that k = 1 and will later treat
higher values of k by induction. Note that setting ϕℓ = φℓ, (4.9) establishes the
estimate (4.5) with N = 1. We show how to iterate this estimate to obtain (4.5)
with N = 2. As in the proof of Lemma 4.10 define
w(s) := φℓ∆e
s∆(φmv).
Then, as before we have
(∂s −∆)w(s) = −(∆φℓ)∆es∆(φmv)− 2∇µφℓ∇µ(∆es∆(φmv))
= ∆φℓ∆e
s∆(φmv)− 2∇µ
(
∇µφℓ∆es∆(φmv)
)
,
where we have rewritten the right-hand side above to prepare for an application of
Lemma 4.10. Since w(0) = 0 we have
sw(s) =
∫ s
0
ss′e(s−s
′)∆∆φℓ∆e
s′∆(φmv)
ds′
s′
− 2
∫ s
0
ss′e(s−s
′)∆∇µ
(
∇µφℓ∆es′∆(φmv)
)ds′
s′
.
(4.13)
We estimate the first term above as follows,∥∥∥ ∫ s
0
ss′e(s−s
′)∆∆φℓ∆e
s′∆(φmv)
ds′
s′
∥∥∥
Lp
.
∫ s
0
ss′‖e(s−s′)∆∆φℓ∆es′∆(φmv)‖Lp ds
′
s′
.
∫ s
0
s‖(∆φℓ)s′∆es′∆(φmv)‖Lp ds
′
s′
.
Now, observe that
∆(φℓ(r)) = 2
−2ℓφ′′(r/2ℓ) + 2−ℓ(d− 1) coth rφ′(r/2ℓ),
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so that,∫ s
0
s‖(∆φℓ)s′∆es′∆(φmv)‖Lp ds
′
s′
. 2−2ℓ
∫ s
0
s‖φ′′(r/2ℓ)s′∆es′∆(φmv)‖Lp ds
′
s′
+ 2−ℓ
∫ s
0
s‖ coth rφ′(r/2ℓ)s′∆es′∆(φmv)‖Lp ds
′
s′
.
(4.14)
To estimate the first term on the right above, we use Lemma 4.10 with ϕℓ(r) :=
φ′′(r/2ℓ), i.e.,
‖φ′′(r/2ℓ)s′∆es′∆(φmv)‖Lp . (s′) 12 2−ℓ‖φmv‖Lp . (4.15)
For the second term we distiguish between the cases ℓ ≥ 0 and ℓ ≤ 0. If ℓ ≥ 0 an
application of Lemma 4.10 with
ϕℓ(r) = coth(r/2
ℓ)φ′(r/2ℓ),
yields,
‖ coth rφ′(r/2ℓ)s′∆es′∆(φmv)‖Lp ≤ ‖ coth(r/2ℓ)φ′(r/2ℓ)s′∆es′∆(φmv)‖Lp
. (s′)
1
2 2−ℓ‖φmv‖Lp .
(4.16)
If ℓ ≤ 0, we first note that since
x coth r ≤ coth(r/x), 0 < x ≤ 1,
we have
‖ coth rφ′(r/2ℓ)s′∆es′∆(φmv)‖Lp ≤ 2−ℓ‖ coth(r/2ℓ)φ′(r/2ℓ)s′∆es′∆(φmv)‖Lp .
Applying Lemma 4.10 with
ϕℓ(r) = coth(r/2
ℓ)φ′(r/2ℓ)
as above then gives
‖ coth rφ′(r/2ℓ)s′∆es′∆(φmv)‖Lp . (s′) 12 2−2ℓ‖φmv‖Lp . (4.17)
Thus, for ℓ ≥ 0 we plug the estimates (4.15) and (4.16) into (4.14) to obtain,∫ s
0
s‖(∆φℓ)s′∆es′∆(φmv)‖Lp ds
′
s′
. 2−3ℓs
∫ s
0
(s′)−
1
2 ds′‖φmv‖Lp
+ s2−2ℓ
∫ s
0
(s′)−
1
2 ds′‖φmv‖Lp
. s
3
2 (2−3ℓ + 2−2ℓ)‖φmv‖Lp
.s0 s2
−2ℓ‖φmv‖Lp if ℓ ≥ 0.
Similarly, for ℓ ≤ 0 we use (4.17) to estimate the term with coth r in (4.14) yielding,∫ s
0
s‖(∆φℓ)s′∆es′∆(φmv)‖Lp ds
′
s′
. 2−3ℓs
∫ s
0
(s′)−
1
2 ds′‖φmv‖Lp
. s
3
2 2−3ℓ‖φmv‖Lp . s2−2ℓ‖φmv‖Lp if ℓ ≤ 0.
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Next we estimate the second term on the right-hand side of (4.13). We begin by
applying Corollary 4.5 to obtain∥∥∥ ∫ s
0
ss′e(s−s
′)∆∇µ
(
∇µφℓ∆es′∆(φmv)
)ds′
s′
∥∥∥
Lp
.
∫ s
0
ss′
(s− s′) 12 ‖(s− s
′)
1
2 e(s−s
′)∆∇µ
(
∇µφℓ∆es′∆(φmv)
)
‖Lp ds
′
s′
.
∫ s
0
s
(s− s′) 12 ‖∇φℓs
′∆es
′∆(φmv)‖Lp ds
′
s′
= 2−ℓ
∫ s
0
s
(s− s′) 12 ‖φ
′(r/2ℓ)s′∆es
′∆(φmv)‖Lp ds
′
s′
. s2−2ℓ‖φmv‖Lp
∫ s
0
1
(s′)
1
2 (s− s′) 12 ds
′
. s2−2ℓ‖φmv‖Lp ,
where we applied Lemma 4.10 with ϕℓ(r) = φ
′(r/2ℓ) in the second to last line and
then used that∫ s
0
1
(s′)
1
2 (s− s′) 12 ds
′ =
∫ s
2
0
1
(s′)
1
2 (s− s′) 12 ds
′ +
∫ s
s
2
1
(s′)
1
2 (s− s′) 12 ds
′ . 1.
We have thus shown that Lemma 4.10 implies
‖sw(s)‖Lp .s1 (s
1
2 2−ℓ)2‖φmv‖Lp .
Iterating the argument above gives,
‖φℓs∆es∆(φmv)‖Lp .s1 (s
1
2 2−ℓ)N‖φmv‖Lp , (4.18)
for any N ∈ N, which proves (4.5) when ℓ > m + 10 and k = 1. Now to get the
same statement when k ≥ 1 we assume by induction that we have proved it for k
and prove it for k + 1. Note that
φℓs
k+1∆k+1es∆(φmv) = φℓs∆e
s
2∆((ϕ≤ℓ−5 + ϕ≥ℓ−5)s
k∆e
s
2∆(φmv)),
where ϕ≤ℓ−5 is supported in {r ≤ 2ℓ−5} and ϕ≥ℓ−5 = 1 − ϕ≤ℓ−5. Now since the
supports of φℓ and ϕℓ−5 are disjoint, using our induction hypothesis we get
‖φℓs∆e s2∆(ϕ≤ℓ−5sk∆e s2∆(φmv))‖Lp . (s 12 2−ℓ)N‖ϕ≤ℓ−5sk∆e s2∆(φmv)‖Lp
. (s
1
2 2−ℓ)N‖φmv‖Lp .
Similarly, since the support of ϕ≥ℓ−5 and φm are disjoint
‖φℓs∆e s2∆(ϕ≥ℓ−5sk∆e s2∆(φmv))‖Lp . ‖ϕ≥ℓ−5sk∆e s2∆(φmv)‖Lp
. (s
1
2 2−ℓ)N‖φmv‖Lp ,
completing the proof of (4.5) when ℓ > m+ 10.
Next we use a duality argument to prove the estimate when ℓ + 10 < m. Our
goal is to show that in this case,
‖φℓsk∆kes∆(φmv)‖Lp . (s 12 2−m)N‖φmv‖Lp . (4.19)
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We let φ˜ ∈ C∞0 be a fattened version of φ so that φ(r)φ˜(r) = φ(r) for all r,
supp φ˜ ⊂ [1/8, 8], and φ˜m(r) := φ˜(r/2m). We note that the proof of (4.18) can be
easily modified to also establish the estimate,
‖φ˜msk∆kes∆(φℓu)‖Lq . (s 12 2−m)N‖φℓu‖Lq , ∀m > ℓ+ 10, ∀ 1 < q <∞.(4.20)
Using that φm(r) = φ˜m(r)φm(r) we have
‖φℓsk∆kes∆(φmv)‖Lp = sup
‖u‖
Lp
′=1
∣∣〈φℓs∆es∆(φmv), u〉∣∣
= sup
‖u‖
Lp
′=1
∣∣∣〈φmv, φ˜msk∆kes∆(φℓu)〉∣∣∣
≤ sup
‖u‖
Lp
′=1
‖φmv‖Lp‖φ˜msk∆kes∆(φℓu)‖Lp′
. sup
‖u‖
Lp
′=1
‖φmv‖Lp(s 12 2−m)N‖φℓu‖Lp′
. (s
1
2 2−m)N‖φmv‖Lp ,
where we used the estimate (4.20) in the second-to-last line above. This completes
the proof of (4.19).
We remark that the only substantive difference in the proof of (4.4) from that
of (4.5) is that the estimate (4.11) is iterated instead of (4.8). This finishes the
proof of the proposition. 
4.2. Estimating lower order terms in LE∗. Our main goal in this subsection
is to prove Proposition 4.14 and Proposition 4.15 below which imply that
‖Bu‖LE∗ . ‖u‖LE
for an operator B of order one with sufficiently decaying coefficients. This is a man-
ifestation of gain of regularity in our local smoothing estimate without frequency
localizations. Along the way we will prove several general lemmas which are used
in many other occasions in the rest of this work. To simplify notation, we will write
L2 for L2t,x = L
2(R×Hd) in this subsection. The detailed proofs below are worked
out for the spaces LE and LE∗ (or their frequency localized versions), but with
minor modifications the same proofs yield the corresponding statements at the level
of LE , LE0, LE and their duals.
Lemma 4.11. Let 0 < s′ ≤ s. Then we have for any scalar function v that
‖(s′) k2∇(k)es′∆v‖LE∗s . ‖v‖LE∗s ,
‖s k2∇(k)es∆v‖LE∗
low
. ‖v‖LE∗
low
,
‖(s′) k2∇(k)es′∆v‖LEs . ‖v‖LEs,
‖s k2∇(k)es∆v‖LElow . ‖v‖LElow .
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Moreover, for any (r, q) tensor field v, let ∇(k) · v with k := r + q be defined as in
Corollary 4.5.Then it holds that
‖es′∆(s′) k2∇(k) · v‖LE∗s . ‖v‖LE∗s ,
‖es∆s k2∇(k) · v‖LE∗low . ‖v‖LE∗low ,
‖es′∆(s′) k2∇(k) · v‖LEs . ‖v‖LEs ,
‖es∆s k2∇(k) · v‖LElow . ‖v‖LElow ,
If 0 < s ≤ s0, the same estimates hold with es∆ replaced by es(∆+ρ2) with constants
depending on s0. Finally, the analogous estimates hold at the level of LE, LE0 and
their duals.
Proof. We present the proof in the scalar case and note that the tensor case follows
by an almost identical argument. Also, as usual, the estimates for es(∆+ρ
2) follow
from the corresponding ones for es∆ since esρ
2
is bounded when s ≤ s0. To simplify
the notation we write Ps′ := (s′) k2∇(k)es′∆. Starting with the estimate in LE∗s ,
first we show that ∑
ℓ≥−ks
2
ℓ
2 ‖φℓPs′v‖L2 . ‖v‖LE∗s .
Here φℓ is a bump function as in (4.2). We also let φ≤ℓ−10 be a similar bump
function supported in {r ≤ 2ℓ−10}, φ≥ℓ+10 = 1 − φ≤ℓ+10, and φ˜ℓ = 1 − φ≤ℓ−10 −
φ≥ℓ+10. Note that since −ks′ ≤ −ks our localized parabolic regularity estimates
can be applied to Ps′ when ℓ ≥ −ks. It follows that the left-hand side above is
bounded by∑
ℓ≥−ks
2
ℓ
2 ‖φℓPs′φ≤ℓ−10v‖L2 +
∑
ℓ≥−ks
2
ℓ
2 ‖φℓPs′ φ˜ℓv‖L2 +
∑
ℓ≥−ks
2
ℓ
2 ‖φℓPs′φ≥ℓ+10v‖L2
=: I + II + III.
By localized parabolic regularity
I .
∑
ℓ≥−ks
2−Nℓ+
ℓ
2 (s′)
N
2 ‖v‖L2(R×A≤−ks ) +
∑
ℓ≥−ks
ℓ−10∑
m=−ks
2−Nℓ+
ℓ
2 (s′)
N
2 ‖φmv‖L2
. s
1
4 ‖v‖L2(R×A≤−ks ) +
∑
m≥−ks
‖φmv‖L2
∑
ℓ≥m+10
2−Nℓ+
ℓ
2 (s′)
N
2
. s
1
4 ‖v‖L2(R×A≤−ks ) + (s′)
N
2 s−
N
2
∑
m≥−ks
2
m
2 ‖φmv‖L2
. ‖v‖LE∗s ,
where we have used the fact that s′s−1 ≤ 1. For II we simply drop φℓPs′ , as this
is a bounded operator on L2, to get
II .
∑
ℓ≥−ks
‖φ˜ℓv‖L2 . ‖v‖LE∗s .
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Finally, for III, using localized parabolic regularity (or simply by dropping φℓPs′)
we have
III .
∑
ℓ≥−ks
∑
m≥ℓ+10
2−mN(s′)
N
2 2
ℓ
2 ‖φmv‖L2
=
∑
m≥−ks+10
m−10∑
ℓ=−ks
2−mN(s′)
N
2 2
ℓ
2 ‖φmv‖L2
.
∑
m≥−ks+10
2
m
2 ‖φmv‖L2 . ‖v‖LE∗s .
To complete the proof we still need to show that
s
1
4 ‖Ps′v‖L2(R×A≤−ks ) . ‖v‖LE∗s .
For this we estimate the left-hand side by
s
1
4 ‖Ps′v‖L2(R×A≤−ks ) . s
1
4 ‖φ≤−ksPs′φ≤−ks+10v‖L2 + s
1
4 ‖φ≤−ksPs′φ≥−ks+10v‖L2 .
The first term on the right above is bounded by
s
1
4 ‖v‖L2(R×A≤−ks+10) . ‖v‖LE∗s .
Using the boundedness of φ≤−ksPs′ in L2 the second term is bounded by
s
1
4
∑
m≥−ks+10
‖φmv‖L2 .
∑
m≥−ks+10
2
m
2 ‖φmv‖L2 . ‖v‖LE∗s .
This completes the estimate in LE∗s and the estimate in LEs follows by duality:
‖Ps′v‖LEs . sup
‖w‖LE∗s=1
|〈Ps′v,w〉t,x| = sup
‖w‖LE∗s=1
|〈v, es′∆(s′) k2∇(k) ·w〉t,x|
≤ sup
‖w‖LE∗s=1
‖v‖LEs‖es
′∆(s′)
k
2∇(k) ·w‖LE∗s . ‖v‖LEs.
For the estimate in LE∗low we first show that∑
ℓ≥0
2
3ℓ
2 ‖φℓPsv‖L2 . ‖v‖LE∗low ,
by writing v = φ≤ℓ−10v + φ˜ℓv + φ≥ℓ+10v as above. First∑
ℓ≥0
2
3ℓ
2 ‖φℓPsφ≤ℓ−10v‖L2 ≤
∑
ℓ≥0
2
3ℓ
2 −Nℓs
N
2 ‖v‖L2(R×A≤0)
+
∑
ℓ≥10
ℓ−10∑
m=0
2
3ℓ
2 −Nℓs
N
2 ‖φmv‖L2
. ‖v‖L2(R×A≤0) +
∑
m≥0
2
3m
2 ‖φmv‖L2 . ‖v‖LE∗low .
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The contribution of φℓPsφ˜ℓv can be bounded as in the case of LE∗s by simply
dropping φℓPs which is bounded in L2. Next,∑
ℓ≥0
2
3ℓ
2 ‖φℓPsφ≥ℓ+10v‖L2 .
∑
ℓ≥0
∑
m≥ℓ+10
2
3ℓ
2 2−mNs
N
2 ‖φmv‖L2
.
∑
m≥10
2−Nms
N
2 ‖φmv‖L2
m−10∑
ℓ=0
2
3ℓ
2 . ‖v‖LE∗low .
Finally to bound ‖Psv‖L2(R×A≤0) by ‖v‖LE∗low we note that
‖Psv‖L2(R×A≤0) . ‖φ≤0Psφ≤0v‖L2 + ‖φ≤0Psφ≥0v‖L2
. ‖φ≤0v‖L2 +
∑
m≥0
2−
3m
2 2
3m
2 ‖φmv‖L2 . ‖v‖LE∗low .
This completes the estimate for LE∗low and the estimate for LElow follows by duality
as above. The proofs for the other local smoothing spaces are analogous. 
The next lemma is used in passing from LE∗ to LE by exploiting the decay of
the coefficients of the Schro¨dinger operator.
Lemma 4.12. Let z be a scalar or tensor field, which is possibly time-dependent
and complex-valued. For any 0 < s′, s . 1, we have
‖zv‖LE∗s .
(
‖z‖L∞t,x +
∑
ℓ≥0
‖rz‖L∞(R×Aℓ)
)
‖v‖LEs′ , (4.21)
‖zv‖LE∗s .
(
‖z‖L∞t,x +
∑
ℓ≥0
‖r2z‖L∞(R×Aℓ)
)
‖v‖LElow . (4.22)
Moreover, for any 0 < s . 1 it holds that
‖zv‖LE∗
low
.
(
‖z‖L∞t,x +
∑
ℓ≥0
‖r2z‖L∞(R×Aℓ)
)
‖v‖LEs , (4.23)
‖zv‖LE∗
low
.
(
‖z‖L∞t,x +
∑
ℓ≥0
‖r3z‖L∞(R×Aℓ)
)
‖v‖LElow . (4.24)
Analogously, for any 0 < s′, s . 1 we have
‖zv‖LE∗s . ‖〈r〉3+2σz‖L∞t,x‖v‖LEs′ ,
‖zv‖LE∗s . ‖〈r〉3+2σz‖L∞t,x‖v‖LElow ,
‖zv‖LE∗low . ‖〈r〉3+2σz‖L∞t,x‖v‖LEs ,
‖zv‖LE∗
low
. ‖〈r〉3+2σz‖L∞t,x‖v‖LElow .
At the level of the spaces LE∗0,s and LE∗0,low analogous estimates hold.
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Proof. We begin with the proof of (4.21). If s′ ≤ s . 1, we have
s
1
4 ‖zv‖L2(R×A≤−ks )
. (ss′)
1
4 s′−
1
4 ‖z‖L∞t,x‖v‖L2(R×A≤−ks′ ) + s
1
4
−ks∑
ℓ=−ks′
2
ℓ
2 ‖z‖L∞t,x‖r−
1
2 v‖L2(R×Aℓ)
. ‖z‖L∞t,x(s′)−
1
4 ‖v‖L2(R×A≤−k
s′
) + s
1
2 ‖z‖L∞t,x sup
ℓ≥−ks′
‖r− 12 v‖L2(R×Aℓ)
. ‖z‖L∞t,x‖v‖LEs′ .
Similarly, since −ks ≥ −ks′∑
ℓ≥−ks
2
ℓ
2 ‖zv‖L2(R×Aℓ) .
( ∑
ℓ≥−ks
‖rz‖L∞(R×Aℓ)
)
sup
ℓ≥−ks′
‖r− 12 v‖L2(R×Aℓ)
.
(
‖z‖L∞t,x +
∑
ℓ≥0
‖rz‖L∞(R×Aℓ)
)
‖v‖LEs′ .
If s ≤ s′ . 1 then
‖zv‖LE∗s . s
1
4 ‖zv‖L2(R×A≤−ks ) +
−ks′∑
ℓ=−ks
2
ℓ
2 ‖zv‖L2(R×Aℓ) +
∑
ℓ≥−ks′
2
ℓ
2 ‖zv‖L2(R×Aℓ)
. ‖z‖L∞t,x‖v‖L2(R×A≤−ks′ )
(
s
1
4 +
−ks′∑
ℓ=−ks
2
ℓ
2
)
+
( ∑
ℓ≥−ks′
‖rz‖L∞(R×Aℓ)
)
sup
ℓ≥−ks′
‖r− 12 v‖L2(R×Aℓ)
.
(
‖z‖L∞t,x +
∑
ℓ≥0
‖rz‖L∞(R×Aℓ)
)
‖v‖LEs′ .
This completes the proof of (4.21). For (4.22) note that
s
1
4 ‖zv‖L2(R×A≤−ks ) +
0∑
ℓ=−ks
2
ℓ
2 ‖zv‖L2(R×Aℓ) . ‖z‖L∞t,x‖v‖L2(R×A≤max{0,−ks})
≤ ‖z‖L∞t,x‖v‖LElow,
and ∑
ℓ≥0
2
ℓ
2 ‖zv‖L2(R×Aℓ) .
(∑
ℓ≥0
‖r2z‖L∞(R×Aℓ)
)
sup
ℓ≥0
‖r− 32 v‖L2(R×Aℓ)
.
(∑
ℓ≥0
‖r2z‖L∞(R×Aℓ)
)
‖v‖LElow .
For (4.23) note that
‖zv‖L2(R×A≤0) . s
1
4 ‖z‖L∞t,xs−
1
4 ‖v‖L2(R×A≤−ks )
+ ‖z‖L∞t,x sup
ℓ≥−ks
‖r− 12 v‖L2(R×Aℓ)
0∑
ℓ=min{−ks,0}
2
ℓ
2
. ‖z‖L∞t,x‖v‖LEs,
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and ∑
ℓ≥0
2
3ℓ
2 ‖zv‖L2(R×Aℓ) . sup
ℓ≥0
‖r− 12 v‖L2(R×Aℓ)
∑
ℓ≥0
‖r2z‖L∞(R×Aℓ)
. ‖v‖LEs
∑
ℓ≥0
‖r2z‖L∞(R×Aℓ).
Finally for (4.24) observe that
‖zv‖L2(R×A≤0) ≤ ‖z‖L∞t,x‖v‖L2(R×A≤0) ≤ ‖z‖L∞t,x‖v‖LElow ,
and ∑
ℓ≥0
2
3ℓ
2 ‖zv‖L2(R×Aℓ) . sup
ℓ≥0
‖r− 32 v‖L2(R×Aℓ)
∑
ℓ≥0
‖r3z‖L∞(R×Aℓ)
. ‖v‖LElow
∑
ℓ≥0
‖r3z‖L∞(R×Aℓ).
The proofs are analogous in the case of the other smoothing spaces and are left to
the reader. 
The following is a useful corollary of Lemmas 4.11 and 4.12.
Lemma 4.13. Let χ{r>R} denote a smooth cut-off function to the spatial region
{r > R}. Then we have uniformly for all R ≥ 1 that
‖χ{r>R}u‖LE . ‖u‖LE.
Analogous estimates hold at the level of LE, LE0, LE and their dual spaces.
Proof. We begin by recalling that
‖χ{r>R}u‖2LE =
∫ 4
1
8
∥∥P≥s(χ{r>R}u)∥∥2LElow dss +
∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}u)∥∥2LEs dss .
Here we only describe how to estimate the second term on the right-hand side since
the low-frequency integral in the first term is easier to treat. For given 0 < s ≤ 12
and arbitrary 12 ≤ s0 ≤ 1, we expand
u =
∫ s
0
Ps′u
ds′
s′
+
∫ s0
s
Ps′u
ds′
s′
+P≥s0u = P≤su+Ps≤·≤s0u+P≥s0u
and correspondingly have to bound∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}u)∥∥2LEs dss .
∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}P≤su)∥∥2LEs dss
+
∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}Ps≤·≤s0u)∥∥2LEs dss
+
∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}P≥s0u)∥∥2LEs dss .
(4.25)
In order to estimate the first term on the right-hand side of (4.25), we use that Ps
is bounded in LEs by Lemma 4.11 and that for any 0 < s, s
′ . 1 we have (since
R ≥ 1)
‖χ{r>R}v‖LEs = ‖χ{r>R}v‖LEs′ . (4.26)
48 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
Then we find that∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}P≤su)∥∥2LEs dss .
∫ 1
2
0
s−
1
2
(∫ s
0
‖χ{r>R}Ps′u‖LEs
ds′
s′
)2
ds
s
.
∫ 1
2
0
s−
1
2
(∫ s
0
‖χ{r>R}Ps′u‖LEs′
ds′
s′
)2
ds
s
.
∫ 1
2
0
s−
1
2
(∫ s
0
‖Ps′u‖LEs′
ds′
s′
)2
ds
s
≃
∫ 1
2
0
(∫ s
0
(s′
s
) 1
4
(s′)−
1
4 ‖Ps′u‖LEs′
ds′
s′
)2
ds
s
.
∫ 1
2
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
,
where in the last step we used Schur’s test with the kernel χ{0≤s′≤s≤ 12 }
(
s′
s
) 1
4 .
For the second term on the right-hand side of (4.25), we insert the definition of
the projection Ps = −s(∆ + ρ2)es(∆+ρ2) to deal with the singularity of the s− 12
factor and obtain by Lemma 4.11 that∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}Ps≤·≤s0u)∥∥2LEs dss
.
∫ 1
2
0
s−
1
2
(∫ s0
s
∥∥Ps(χ{r>R}Ps′u)∥∥LEs ds′s′
)2
ds
s
.
∫ 1
2
0
(∫ s0
s
s
3
4
∥∥es(∆+ρ2)(∆ + ρ2)(χ{r>R}Ps′u)∥∥LEs ds′s′
)2
ds
s
.
∫ 1
2
0
(∫ s0
s
s
3
4
∥∥(∆ + ρ2)(χ{r>R}Ps′u)∥∥LEs ds′s′
)2
ds
s
.
We use the product rule to expand (∆+ ρ2)
(
χ{r>R}Ps′u
)
. Then we can bound all
resulting terms uniformly for 12 ≤ s0 ≤ 1 in terms of∫ 1
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
.
∫ 1
0
(s′)−
1
2 ‖P s′
2
u‖2LEs′
2
ds′
s′
. ‖u‖2LE,
by making use of the observation (4.26), Lemmas 2.2 and 4.11, Schur’s test, and
the fact that derivatives of χ{r>R} are bounded in L
∞ uniformly for all R ≥ 1.
Finally, we turn to the third term on the right-hand side of (4.25). Inserting the
definition of the projection Ps = −s(∆ + ρ2)es(∆+ρ2) and then using the product
rule and Lemma 4.11, we find that∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}P≥s0u)∥∥2LEs dss .
∫ 1
2
0
s
3
2
∥∥(∆χ{r>R})P≥s0u∥∥2LEs dss
+
∫ 1
2
0
s
3
2
∥∥(∇µχ{r>R})∇µP≥s0u∥∥2LEs dss
+
∫ 1
2
0
s
3
2
∥∥χ{r>R}(∆ + ρ2)P≥s0u∥∥2LEs dss
=: I + II + III.
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To estimate term I we note that by radial symmetry
∆χ{r>R} = R
−2ψ′′(r/R) + (d− 1) coth(r)R−1ψ′(x/R)
for some smooth cut-off function ψ ∈ C∞(R) with ψ(r) = 1 for r & 1. Since
ψ′(r/R) and ψ′′(r/R) localize to the region {r ≃ R} and since R ≥ 1, we have in
view of the definitions of LEs and LElow uniformly for all R ≥ 1 that∥∥(∆χ{r>R})P≥s0u∥∥LEs . ∥∥P≥s0u∥∥LElow .
Then we can easily carry out the integration in s for the term I to obtain that
I .
∥∥P≥s0u∥∥2LElow ,
which upon averaging over 12 ≤ s0 ≤ 1 yields the desired bound. The term II can
be estimated analogously, using in addition Lemma 4.11. Finally, for term III we
obtain∫ 1
2
0
s
3
2
∥∥χ{r>R}(∆ + ρ2)P≥s0u∥∥2LEs dss =
∫ 1
2
0
s
3
2 s−20
∥∥χ{r>R}Ps0u∥∥2LEs dss
.
∫ 1
2
0
s
3
2 s−20 ‖Ps0u‖2LEs0
ds
s
. s
− 12
0 ‖Ps0u‖2LEs0 ,
where we could easily carry out the integration in s and used that s0 ≃ 1. Then
averaging over 12 ≤ s0 ≤ 1 leads to the desired bound. The proofs of the estimates
for the other smoothing spaces are similar. 
The following two propositions are the main results of this subsection. The key
ingredients for their proofs are Lemma 4.11 and Lemma 4.12.
Proposition 4.14. Let V be an arbitrary potential function which is possibly time-
dependent and complex-valued. Then it holds that
‖V u‖LE∗ .
(
‖V ‖L∞t,x +
∑
ℓ≥0
‖r3V ‖L∞(R×Aℓ)
)
‖u‖LE
and
‖V u‖LE∗ . ‖〈r〉3+2σV ‖L∞t,x‖u‖LE .
Analogous estimates hold at the level of the spaces LE0, LE and their duals.
Proposition 4.15. Let b ∈ Γ(THd) be a complex-valued and possibly time-dependent
vector field. Then we have
‖b · ∇u‖LE∗ .
1∑
k=0
(
‖∇(k)b‖L∞t,x +
∑
ℓ≥0
‖r3∇(k)b‖L∞(R×Aℓ)
)
‖u‖LE (4.27)
and
‖b · ∇u‖LE∗ .
1∑
k=0
‖〈r〉3+2σ∇(k)b‖L∞t,x‖u‖LE .
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In particular, combined with Proposition 4.14 it follows that
‖b · ∇u+∇ · (bu)‖LE∗ .
1∑
k=0
(
‖∇(k)b‖L∞t,x +
∑
ℓ≥0
‖r3∇(k)b‖L∞(R×Aℓ)
)
‖u‖LE,
‖b · ∇u+∇ · (bu)‖LE∗ .
1∑
k=0
‖〈r〉3+2σ∇(k)b‖L∞t,x‖u‖LE .
Analogous estimates hold at the level of the spaces LE0, LE and their duals.
Proof. In what follows we provide the details of the proof of the estimate (4.27)
which is formulated at the level of the spaces LE and LE∗. The proofs of the
other claims proceed analogously and are left to the reader. For ease of notation
we introduce the constants
C0(z) := ‖z‖L∞t,x +
∑
ℓ≥0
‖rz‖L∞(R×Aℓ),
C1(z) := ‖z‖L∞t,x +
∑
ℓ≥0
‖r2z‖L∞(R×Aℓ),
C2(z) := ‖z‖L∞t,x +
∑
ℓ≥0
‖r3z‖L∞(R×Aℓ),
(4.28)
for an arbitrary tensor field z and note that C0(z) ≤ C1(z) ≤ C2(z). We also let
B := b · ∇.
With this notation our task is to prove the following two estimates:
∫ 1
2
0
s
1
2 ‖PsBu‖2LE∗s
ds
s
.
1∑
k=0
C22 (∇(k)b)‖u‖2LE, (4.29)
∫ 4
1
8
‖P≥sBu‖2LE∗low
ds
s
.
1∑
k=0
C22 (∇(k)b)‖u‖2LE. (4.30)
Starting with (4.29) we decompose u as
u = P≤su+P≥su = P≤su+Ps≤·≤s0u+P≥s0u,
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with s0 ∈ [ 34 , 1] arbitrary. Then
∫ 1
2
0
s
1
2 ‖PsBu‖2LE∗s
ds
s
.
∫ 1
2
0
s
1
2 ‖PsBP≤su‖2LE∗s
ds
s
+
∫ 1
2
0
s
1
2 ‖PsBP≥su‖2LE∗s
ds
s
.
∫ 1
2
0
s
1
2 ‖PsBP≤su‖2LE∗s
ds
s
+
∫ 1
3
4
∫ 1
2
0
s
1
2 ‖PsB(Ps≤·≤s0u+P≥s0u)‖2LE∗s
ds
s
ds0
s0
.
∫ 1
2
0
s
1
2 ‖PsBP≤su‖2LE∗s
ds
s
+
∫ 1
3
4
∫ 1
2
0
s
1
2 ‖PsBPs≤·≤s0u‖2LE∗s
ds
s
ds0
s0
+
∫ 1
3
4
∫ 1
2
0
s
1
2 ‖PsBP≥s0u‖2LE∗s
ds
s
ds0
s0
=: I + II + III.
To estimate I let us write
BP≤su = ∇ · (bP≤su)− (∇ · b)P≤su.
The contributions of these terms are bounded in a similar way and here we only
consider the first term in detail. By Lemmas 4.11 and 4.12
∫ 1
2
0
s
1
2 ‖Ps∇ · (bP≤su)‖2LE∗s
ds
s
.
∫ 1
2
0
s−
1
2 ‖bP≤su‖2LE∗s
ds
s
.
∫ 1
2
0
s−
1
2
(∫ s
0
‖bPs′u‖LE∗s
ds′
s′
)2 ds
s
≤ C20 (b)
∫ 1
2
0
( ∫ s
0
(
s′
s
)
1
4 (s′)−
1
4 ‖Ps′u‖LEs′
ds′
s′
)2 ds
s
. C20 (b)‖u‖2LE,
where in the last step we used the fact that ( s
′
s )
1
4χ{s′≤s} is a Schur kernel. Applying
the same argument to the second term in the decomposition of BP≤su above we
conclude that
I .
(
C20 (b) + C
2
0 (∇ · b)
)‖u‖2LE.
For II we keep the original form of BPs≤·≤s0u, that is,
BPs≤·≤s0u = b · ∇Ps≤·≤s0u.
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Without the s0 integration in the definition of II, arguing as above∫ 1
2
0
s
1
2 ‖Ps(b · ∇Ps≤·≤s0u)‖2LE∗s
ds
s
.
∫ 1
2
0
s
1
2
(∫ s0
s
‖b · ∇Ps′u‖LE∗s
ds′
s′
)2 ds
s
. C20 (b)
∫ 1
2
0
(∫ s0
s
(
s
s′
)
1
4 (s′)−
1
4 ‖s′ 12∇Ps′u‖LEs′
ds′
s′
)2 ds
s
. C20 (b)
∫ 1
2
0
(∫ s0
s
(
s
s′
)
1
4 (s′)−
1
4 ‖P s′
2
u‖LE s′
2
ds′
s′
)2 ds
s
. C20 (b)‖u‖2LE,
where we used Schur’s test as well as the equivalence of LEs′ and LE s′
2
from
Lemma 2.2. Since the implicit constants are uniform in s0 ∈ [ 34 , 1], integrating this
estimate in s0 shows that
II . C20 (b)‖u‖2LE.
Similarly, for III∫ 1
2
0
s
1
2 ‖Ps(b · ∇P≥s0u)‖2LE∗s
ds
s
.
∫ 1
2
0
s
1
2 ‖b · ∇P≥s0u‖2LE∗s
ds
s
. C21 (b)
∫ 1
2
0
s
1
2 ‖∇P≥s0u‖2LElow
ds
s
. C21 (b)
∫ 1
2
0
s
1
2 ‖P≥ s02 u‖
2
LElow
ds
s
. C21 (b)‖P≥ s02 u‖
2
LElow.
Integration of this in s0 shows
III . C21 (b)‖u‖2LE,
completing the proof of (4.29).
To prove (4.30), we decompose u as
u = P≤su+P≥su,
and write
P≥sBu = P≥s∇ · (b(P≤su+P≥su))−P≥s((∇ · b)(P≤su+P≥su)). (4.31)
We treat only the contribution of the first term on the right-hand side above in
detail. Using Lemmas 4.11 and 4.12∫ 4
1
8
‖P≥s∇ · (bP≤su)‖2LE∗low
ds
s
.
∫ 4
1
8
‖bP≥su‖2LE∗low
ds
s
. C22 (b)
∫ 4
1
8
‖P≥su‖2LElow
ds
s
. C22 (b)‖u‖2LE.
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Similarly, we find that∫ 4
1
8
‖P≥s∇ · (bP≤su)‖2LE∗low
ds
s
.
∫ 4
1
8
( ∫ s
0
‖bP≥ 7s′8 P s′8 u‖LE∗low
ds′
s′
)2 ds
s
. C21 (b)
∫ 4
1
8
( ∫ s
0
(s′)
1
4 (s′)−
1
4 ‖P s′
8
u‖LE s′
8
ds′
s′
)2 ds
s
. C21 (b)
∫ 1
2
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
. C21 (b)‖u‖2LE,
where we used Cauchy-Schwarz and the change of variables s
′
8 7→ s′. Using a similar
argument for the second term on the right-hand side of (4.31) completes the proof
of (4.30), and hence of the proposition. 
Proof of Proposition 4.14. The proof is easier than the previous proof of Proposi-
tion 4.15 because the operator u 7→ V u does not involve derivatives. We therefore
omit the details. 
We end this subsection by noting that Lemma 4.11 allows us to prove the duality
estimate in Remark 1.4.
Corollary 4.16. There exists an absolute constant C ≥ 1 such that we have for
any u and F that
|〈u, F 〉t,x| ≤ C‖u‖LE‖F‖LE∗.
Analogous estimates hold at the level of the spaces LE, LE0, and LE.
Proof. We only prove the claim for the spaces LE and LE∗ and observe that the
other cases can be treated with analogous arguments. From the relation
s(∆ + ρ2)2e2s(∆+ρ
2) =
1
2
d
ds
(s(∆ + ρ2)e2s(∆+ρ
2))− 1
4
d
ds
e2s(∆+ρ
2)
we obtain that
u = 4
∫ ∞
0
s2(∆ + ρ2)e2s(∆+ρ
2)u
ds
s
and that for any s0 > 0,
e2s0(∆+ρ
2)u− 2s0(∆ + ρ2)e2s0(∆+ρ2)u = 4
∫ ∞
s0
s2(∆ + ρ2)e2s(∆+ρ
2)u
ds
s
.
It follows that for any s0 > 0
〈u, F 〉t,x = 4
∫ s0
0
〈Psu,PsF 〉t,x ds
s
+ 〈P≥s0u,P≥s0F 〉t,x − 2〈s0(∆ + ρ2)P≥s0u,P≥s0F 〉t,x.
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Integrating in s0 we get
|〈u, F 〉t,x| .
∫ 1
2
1
4
∫ s0
0
|〈Psu,PsF 〉t,x| ds
s
ds0
s0
+
∫ 1
2
1
4
|〈P≥s0u,P≥s0F 〉t,x|
ds0
s0
+
∫ 1
2
1
4
|〈s0(∆ + ρ2)P≥s0u,P≥s0F 〉t,x|
ds0
s0
. ‖u‖LE‖F‖LE∗
+
( ∫ 12
1
4
‖s0(∆ + ρ2)P≥s0u‖2LElow
ds0
s0
) 1
2
(∫ 12
1
4
‖P≥s0F‖2LElow
ds0
s0
) 1
2
. ‖u‖LE‖F‖LE∗
where in the last step we used Lemma 4.11. 
Remark 4.17. Using Lemma 4.11 and 4.12 one can prove that LE and LE∗ are
in fact dual norms in the sense that
‖u‖LE ≃ sup
‖F‖LE∗=1
|〈u, F 〉t,x|, ‖F‖LE∗ ≃ sup
‖u‖LE=1
|〈u, F 〉t,x|.
The analogous statements hold for LE0, LE∗0 and LE, LE∗. The proofs of these
statements use similar techniques as the ones already used in this subsection and
are left to the reader.
4.3. Embeddings of the local smoothing spaces. In this subsection we col-
lect several simple embedding properties of the local smoothing spaces defined in
Section 2.
Lemma 4.18. The following estimates hold:
‖u‖L2(R×A≤0) + sup
ℓ≥0
‖r− 32u‖L2(R×Aℓ) . ‖u‖LE,
‖〈r〉− 32−σu‖L2t,x . ‖u‖LE ,
‖〈r〉− 32−σu‖L2 . ‖u‖LE0 ,
‖〈r〉− 32−σ∇u‖L2 . ‖u‖LE10 .
Lemma 4.19. Fix an R ≥ 1 and let vR ∈ C∞0 ({r < R}). Then it holds that
‖(−∆) 14 vR‖L2 .R ‖vR‖LE0 , (4.32)
that is, LE0 ⊂ H
1
2
loc.
Lemma 4.20. We have for any ν ≥ 1 and any v ∈ LE∗0 that
‖(−∆)− ν2 v‖L2 . ‖v‖LE∗0 ,
that is, LE∗0 ⊂ H−ν .
Proof of Lemma 4.18. The proofs of the asserted estimates are all similar. We
therefore only provide the details for the last estimate involving the space LE10 and
leave the other cases to the reader.
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To this end we write for any heat time 12 ≤ s0 ≤ 1,
∇u =
∫ s0
0
∇Psu ds
s
+∇P≥s0u,
from which we infer that∥∥〈r〉− 32−σ∇u∥∥
L2
.
∫ s0
0
∥∥〈r〉− 32−σ∇Psu∥∥L2 dss + ∥∥〈r〉− 32−σ∇P≥s0u∥∥L2 . (4.33)
Using Lemma 4.11, the fact that ‖〈r〉− 32−σv‖L2 . ‖v‖LE0,s for any 0 < s . 1,
and Cauchy-Schwarz, we obtain for the first term on the right-hand side of (4.33)
uniformly for all 12 ≤ s0 ≤ 1 that∫ s0
0
∥∥〈r〉− 32−σ∇Psu∥∥L2 dss .
∫ s0
0
s−
1
2
∥∥s 12∇Psu∥∥LE0,s dss
.
∫ s0
0
s−
1
2 ‖P s
2
u
∥∥
LE0, s
2
ds
s
.
(∫ 1
0
s−
3
2 ‖P s
2
u
∥∥2
LE0, s
2
ds
s
) 1
2
(∫ 1
0
s
1
2
ds
s
) 1
2
. ‖u‖LE10 .
For the second term on the right-hand side of (4.33) we find by Lemma 4.11 that∥∥〈r〉− 32−σ∇P≥s0u∥∥L2 . s− 120 ∥∥s 120∇P≥s0u∥∥LE0,low . ‖P≥ s02 u‖LE0,low .
Hence, upon inserting the previous two bounds into the right-hand side of (4.33) and
averaging in ds0s0 over
1
2 ≤ s0 ≤ 1 we may conclude that ‖〈r〉−
3
2−σ∇u‖L2 . ‖u‖LE10 ,
as desired. This finishes the proof of the lemma. 
Proof of Lemma 4.19. By Lemma 4.1 we have for any fixed heat time 12 ≤ s0 ≤ 1
that
‖(−∆) 14 vR‖2L2 .
∫ s0
0
‖Ps(−∆) 14 vR‖2L2
ds
s
+ ‖s 120∇P≥s0 (−∆)
1
4 vR‖2L2
+ ‖P≥s0(−∆)
1
4 vR‖2L2 .
(4.34)
We begin by estimating the last term on the right-hand side above. Using Lemma 4.4
and Lemma 4.18 as well as keeping in mind the spatial support of vR, we find that
‖P≥s0(−∆)
1
4 vR‖L2 = s−
1
4
0 ‖s
1
4
0 (−∆)
1
4 es0(∆+ρ
2)vR‖L2
.s0 s
− 14
0 ‖vR‖L2
.s0,R ‖〈r〉−
3
2−σvR‖L2
.s0,R ‖vR‖LE0 .
The second term on the right-hand side of (4.34) can be estimated analogously.
Then for the first term on the right-hand side of (4.34) we have by Lemma 4.4 that∫ s0
0
‖Ps(−∆) 14 vR‖2L2
ds
s
.
∫ s0
0
s−
1
2 ‖s 14 (−∆) 14 e s2 (∆+ρ2)P s
2
vR‖2L2
ds
s
.
∫ 1
0
s−
1
2 ‖P s
2
vR‖2L2
ds
s
.
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Below we will prove that∫ 1
0
s−
1
2 ‖P s
2
vR‖2L2
ds
s
. ‖vR‖2LE0 . (4.35)
Inserting the previous bounds into (4.34) and then averaging in ds0s0 over
1
2 ≤ s0 ≤ 1
yields the desired estimate (4.32). It remains to verify (4.35). To this end we write
‖P s
2
vR‖L2 . ‖P s2 vR‖L2(A≤−k s
2
) +
∑
−k s
2
≤ℓ≤0
‖φℓP s2 vR‖L2 + ‖P s2 vR‖L2(A≥0),
(4.36)
where φℓ is the bump function defined in (4.2). We now control each of the terms
on the right-hand side above. For the first two terms we obtain easily that
‖P s
2
vR‖L2(A≤−k s
2
) +
∑
−k s
2
≤ℓ≤0
‖φℓP s
2
vR‖L2
. s−
1
4 ‖P s
2
vR‖L2(A≤−k s
2
) +
( ∑
−k s
2
≤ℓ≤0
2
1
2 ℓ
)
sup
−k s
2
≤ℓ≤0
‖r− 12P s
2
vR‖L2(Aℓ)
. ‖P s
2
vR‖LE0, s
2
,
which is of the desired form. To deal with the third term on the right-hand side
of (4.36) we exploit the spatial support of vR in {r < R} and the localized parabolic
regularity estimates from Proposition 4.6 and Remark 4.7 (with N = 1) as well as
Lemma 4.18 to conclude that∫ 1
0
s−
1
2 ‖P s
2
vR‖2L2(A≥0)
ds
s
.
∫ 1
0
s−
1
2 ‖χ{1≤r≤210R}P s2 vR‖2L2
ds
s
+
∫ 1
0
s−
1
2 ‖χ{r>210R}P s2 vR‖2L2
ds
s
.R
∫ 1
0
s−
1
2 ‖r− 32−σP s
2
vR‖2L2(A≥0)
ds
s
+
∫ 1
0
s−
1
2 (s
1
2R−1)2‖vR‖2L2
ds
s
.R
∫ 1
0
s−
1
2 ‖P s
2
vR‖2LE0, s
2
ds
s
+ ‖〈r〉− 32−σvR‖2L2
.R ‖vR‖2LE0 .
This finishes the proof of the lemma. 
Proof of Lemma 4.20. By arguing as at the beginning of the proof of Lemma 4.1,
given any integer k > 0 and any fixed heat time s0 > 0 we may write any function f
as a linear combination
f = c2k
∫ 2s0
0
s2k(∆ + ρ2)2kes(∆+ρ
2)f
ds
s
+ c2k−1s
2k−1
0 (∆ + ρ
2)2k−1e2s0(∆+ρ
2)f + . . .+ c0e
2s0(∆+ρ
2)f
for appropriate constants c0, . . . , c2k. Taking the inner product with f , integrating
by parts and invoking Lemma 4.2 gives
‖f‖2L2 .
∫ s0
0
‖sk(∆ + ρ2)kes(∆+ρ2)f‖2L2
ds
s
+ ‖e s02 (∆+ρ2)f‖2L2.
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Applying this estimate to f = (−∆)− ν2 v with k > ν2 + 1 and averaging in ds0s0 over
1
2 ≤ s0 ≤ 1 we get
‖(−∆)− ν2 v‖2L2 .
∫ 1
0
‖(−∆)− ν2 sk(∆ + ρ2)kes(∆+ρ2)v‖2L2
ds
s
+
∫ 1
1
2
‖(−∆)− ν2P≥ s02 v‖
2
L2
ds0
s0
.
(4.37)
Using the Poincare´ inequality (that is, the fact that Spec(−∆) = [ρ2,∞), which
implies that (−∆)− ν2 is bounded in L2), we have
‖(−∆)− ν2P≥ s02 v‖L2 . ‖P≥ s02 v‖L2 . ‖P≥ s02 v‖LE∗0,low .
Hence, the contribution of the second term on the right-hand side of (4.37) is
bounded by ‖v‖2LE∗0 , as desired. For the first term on the right-hand side of (4.37)
we use the Poincare´ inequality, Lemma 4.2, Lemma 4.4 as well as the fact that
‖v‖L2 . s− 14 ‖v‖LE∗0,s to conclude that∫ 1
0
‖(−∆)− ν2 sk(∆ + ρ2)kes(∆+ρ2)v‖2L2
ds
s
.
∫ 1
0
sν‖sk−1− ν2 (−∆)− ν2 (∆ + ρ2)k−1Psv‖2L2
ds
s
.
∫ 1
0
sν‖P s
2
v‖2L2
ds
s
.
∫ 1
0
sν−
1
2 ‖P s
2
v‖2LE∗
0, s
2
ds
s
. ‖v‖2LE∗0 .
This finishes the proof of the lemma. 
4.4. Estimates controlling frequency localized error in L2(R × {r ≤ R}).
In our main positive commutator estimate we will generate frequency localized L2-
errors in a bounded spatial region. To put these in the form stated in Theorem 1.5
and Theorem 1.15, we need to remove the frequency localizations, which is what
the following lemma accomplishes.
Lemma 4.21. Let s0 > 0 and N ∈ N be fixed. Then for any R ≥ 1 we have
‖P≥s0u‖2L2(R×{r≤R}) .s0,N ‖u‖2L2(R×{r≤210R}) +R−N‖ 〈r〉−2 u‖2L2t,x , (4.38)∫ s0
0
‖Psu‖2L2(R×{r≤R})
ds
s
.s0,N ‖u‖2L2(R×{r≤210R}) +R−N‖ 〈r〉−2 u‖2L2t,x . (4.39)
Proof. We first prove (4.38). Note that with χ≤R a cutoff to the region {r ≤ 2R}
‖P≥s0u‖L2(R×{r≤R}) . ‖χ≤RP≥s0(χ≤210Ru)‖L2 + ‖χ≤RP≥s0(χ≥210Ru)‖L2.
For the first term on the right we have
‖χ≤RP≥s0(χ≤210Ru)‖L2 . ‖es0(∆+ρ
2)(χ≤210Ru)‖L2 . ‖(χ≤210Ru)‖L2.
58 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
For the second term, by Proposition 4.6, with φℓ as in (4.2),
‖χ≤RP≥s0(χ≥210Ru)‖L2 .
∑
ℓ≥⌊log2 R⌋+10
‖χ≤Res0(∆+ρ2)φℓu‖L2
.N
∑
ℓ≥⌊log2 R⌋+10
(s
1
2
0 2
−ℓ)N‖φℓu‖L2
.N s
N
2
0 ‖ 〈r〉−2 u‖L2
∑
ℓ≥⌊log2 R⌋+10
(2−ℓ)N−2
.s0,N R
−N+2‖ 〈r〉−2 u‖L2,
which finishes the proof of (4.38). We argue similarly to prove (4.39). First, for
each s0 > 0∫ s0
0
‖Psu‖2L2t,x(R×{r≤R})
ds
s
≤
∫ s0
0
‖χ≤RPs(χ≤210Ru)‖2L2
ds
s
+
∫ s0
0
‖χ≤RPs(χ≥210Ru)‖2L2
ds
s
.
For the first term, we note that,∫ s0
0
‖χ≤RPs(χ≤210Ru)‖2L2
ds
s
.
∫ s0
0
‖Ps(χ≤210Ru)‖2L2
ds
s
. ‖u‖2L2(R×{r≤210R}).
For the second term we again use Proposition 4.6,∫ s0
0
‖χ≤RPs(χ≥210Ru)‖2L2
ds
s
.
∫ s0
0
( ∑
ℓ≥⌊log2 R⌋+10
‖χ≤Rs(∆ + ρ2)es(∆+ρ2)φℓu‖L2
)2 ds
s
.N
∫ s0
0
( ∑
ℓ≥⌊log2 R⌋+10
(s
1
2 2−ℓ)N‖φℓu‖L2
)2 ds
s
.N
∫ s0
0
(
s
N
2 ‖ 〈r〉−2 u‖L2
∑
ℓ≥⌊log2 R⌋+10
(2−ℓ)N−2
)2 ds
s
.N R
−2(N−2)‖ 〈r〉−2 u‖2L2
∫ s0
0
sN
ds
s
.s0,N R
−2(N−2)‖ 〈r〉−2 u‖2L2,
which completes the proof. 
4.5. Boundedness of the multiplier Q. In this subsection we establish that
the low-frequency multiplier Q(α)P≥s used in Section 5 is bounded in L
2
t,x and
in Xlow,γ . Similarly, we prove that the high-frequency multiplier Q
(α)
s Ps used in
Section 6 is bounded in L2t,x and in Xs,γ .
4.5.1. Bounding the low-frequency multiplier. Here we fix s0 ≃ 1. For any given
slowly varying sequence {αℓ} ∈ A, let Q(α) be as defined in Definition 2.14. Our
goal is to prove the following two propositions.
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Proposition 4.22. Fix 0 < s0 . 1. Then for any s0 ≤ s . 1 and any slowly
varying sequence {αℓ} ∈ A,
‖Q(α)P≥su‖L2 .s0 ‖P≥ s2 u‖L2,
‖Q(α)P≥su‖L2t,x .s0 ‖P≥ s2 u‖L2t,x ,
where the implicit constant is independent of {αℓ} ∈ A.
Proposition 4.23. Fix 0 < s0 . 1 and let {γk} ∈ A be any slowly varying
sequence. Then we have for any s0 ≤ s . 1 and any slowly varying sequence
{αℓ} ∈ A
‖Q(α)P≥su‖Xlow,γ .s0 ‖P≥ s2 u‖Xlow,γ ,
where the implicit constant is independent of {αℓ} ∈ A.
Corollary 4.24. Fix 0 < s0 . 1. Then for any s0 ≤ s . 1 and {αℓ} ∈ A,
‖Q(α)P≥su‖LElow .s0 ‖P≥ s2 u‖LElow,
where the implicit constant is independent of {αℓ} ∈ A.
First we prove Proposition 4.22.
Proof of Proposition 4.22. The second estimate is a consequence of the first. The
proof of the first estimate is an easy application of Lemma 4.2. Note that,
P≥su = e
s(∆+ρ2)u = e
s
2 (∆+ρ
2)e
s
2 (∆+ρ
2)u.
Therefore, since s0 ≤ s . 1, using (2.14),
‖Q(α)P≥su‖L2 . ‖β(α),µ∇µP≥su‖L2 + ‖∂rβP≥su‖L2 + ‖ coth(r)βP≥su‖L2
.s0 ‖s
1
2∇P≥su‖L2 + ‖P≥su‖L2
≃ ‖s 12∇e s2 (∆+ρ2)e s2 (∆+ρ2)u‖L2 + ‖e s2 (∆+ρ
2)e
s
2 (∆+ρ
2)u‖L2
. ‖P≥ s2u‖L2 ,
where Lemma 4.2 was applied to obtain the last inequality above. 
Proof of Proposition 4.23. In this proof we use the notation χ≤A to denote a radial
cutoff to the region {r ≤ A} for any positive number A. We will also write L2 in-
stead of L2t,x to simplify notation. As in the proof of Proposition 4.22, we use (2.14)
and the fact that s ≥ s0 to deduce that
‖Q(α)P≥su‖2Xlow,γ := ‖Q(α)P≥su‖2L2(R×A≤0) +
∑
ℓ≥0
γℓ‖r− 32Q(α)P≥su‖2L2(R×Aℓ)
.s0 ‖s
1
2∇P≥su‖2L2(R×A≤0) + ‖P≥su‖2L2(R×A≤0)
+
∑
ℓ≥0
γℓ2
−3ℓ‖s 12∇P≥su‖2L2(R×Aℓ) +
∑
ℓ≥0
γℓ2
−3ℓ‖P≥su‖2L2(R×Aℓ).
(4.40)
The first two terms on the right-hand side above are estimated as follows. For the
first term, using Lemma 4.2 and Proposition 4.6, with φℓ as in Proposition 4.6, we
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have
‖s 12∇P≥su‖L2(R×A≤0) . ‖χ≤1s
1
2∇e s2 (∆+ρ2)(χ≤210e s2 (∆+ρ
2)u)‖L2
+
∑
ℓ≥10
‖χ≤1s 12∇e s2 (∆+ρ2)(φℓe s2 (∆+ρ2)u)‖L2
. ‖χ≤210e s2 (∆+ρ
2)u‖L2 +
∑
ℓ≥10
(s
1
2 2−ℓ)
N
2 ‖φℓe s2 (∆+ρ2)u)‖L2
.s0 ‖P≥ s2u‖L2(R×A≤10)
+
( ∑
ℓ≥10
γℓ2
−3ℓ‖P≥ s
2
u‖2L2(R×Aℓ)
) 1
2
( ∑
ℓ≥10
γ−1ℓ 2
(−N+3)ℓ
) 1
2
. ‖P≥ s2u‖Xlow,γ ,
where in the last line N is fixed large enough so that the sum,∑
ℓ≥10
γ−1ℓ 2
(−N+3)ℓ ≤ C
uniformly in {γk} ∈ A, which is possible by the definition of A. The second term
on the right-hand side of (4.40) is estimated in an identical fashion.
For the last two terms on the right-hand side of (4.40) we argue as follows. For
the third term, we have∑
ℓ≥0
γℓ2
−3ℓ‖s 12∇P≥su‖2L2(R×Aℓ)
.
∑
ℓ≥0
γℓ2
−3ℓ‖φℓs 12∇e s2 (∆+ρ2)(χ≤1e s2 (∆+ρ2)u)‖2L2
+
∑
ℓ≥0
γℓ2
−3ℓ
( ∑
0≤m≤ℓ−10
‖φℓs 12∇e s2 (∆+ρ2)(φme s2 (∆+ρ2)u)‖L2
)2
+
∑
ℓ≥0
γℓ2
−3ℓ
( ∑
|ℓ−m|≤10
‖φℓs 12∇e s2 (∆+ρ2)(φme s2 (∆+ρ2)u)‖L2
)2
+
∑
ℓ≥0
γℓ2
−3ℓ
( ∑
m≥ℓ+10
‖φℓs 12∇e s2 (∆+ρ2)(φme s2 (∆+ρ2)u)‖L2
)2
.
We bound the four terms on the right above as follows. For the first term, we use
Lemma 4.2 to deduce that∑
ℓ≥0
γℓ2
−3ℓ‖φℓs 12∇e s2 (∆+ρ2)(χ≤1e s2 (∆+ρ2)u)‖2L2 .
∑
ℓ≥0
γℓ2
−3ℓ‖χ≤1e s2 (∆+ρ2)u‖2L2
. ‖P≥ s
2
u‖2L2(R×A≤0),
where in the last line we used the fact that∑
ℓ≥0
γℓ2
−3ℓ ≤ C,
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uniformly in {γℓ} ∈ A. For the second term, using Lemma 4.2∑
ℓ≥0
γℓ2
−3ℓ
( ∑
0≤m≤ℓ−10
‖φℓs 12∇e s2 (∆+ρ2)(φme s2 (∆+ρ2)u)‖L2
)2
.
∑
ℓ≥0
( ∑
0≤m≤ℓ−10
( γℓ
γm
) 1
2
(
2m
2ℓ
) 3
2
γ
1
2
m‖r− 32 e s2 (∆+ρ2)u‖L2(R×Am)
)2
.
∑
m≥0
γm‖r− 32P≥ s2u‖2L2(R×Am),
where the last line follows by Schur’s test with the kernel
k(m, ℓ) := χm≤ℓ−10 (γℓ/γm)
1
2
(
2m/2ℓ
) 3
2 .
Next, for the third term, we again use Lemma 4.2 to deduce that∑
ℓ≥0
γℓ2
−3ℓ
( ∑
|ℓ−m|≤10
‖φℓs
1
2
0∇e
s
2 (∆+ρ
2)(φme
s
2 (∆+ρ
2)u)‖L2
)2
.
∑
ℓ≥0
γℓ2
−3ℓ‖φ˜ℓe s2 (∆+ρ2)u‖2L2
.
∑
ℓ≥0
γℓ‖r− 32P≥ s2 u‖2L2(R×A˜ℓ)
. ‖P≥ s2u‖2Xlow,γ
where φ˜ℓ and A˜ℓ are fattened versions of φℓ and Aℓ. Finally, for the last term we
gain summability in m from an application of Proposition 4.6:∑
ℓ≥0
γℓ2
−3ℓ
( ∑
m≥ℓ+10
‖φℓs 12∇e s2 (∆+ρ2)(φme s2 (∆+ρ2)u)‖L2
)2
.
∑
ℓ≥0
γℓ2
−3ℓ
( ∑
m≥ℓ+10
(s
1
2 2−m)N‖φme s2 (∆+ρ2)u‖L2
)2
.
∑
ℓ≥0
γℓ2
−3ℓ
∑
m≥ℓ+10
γm‖r− 32 e s2 (∆+ρ2)u‖2L2
∑
m≥ℓ+10
2−m(2N−3)γ−1m
.
∑
m≥10
γm‖r− 32P≥ s
2
u‖2L2
m−10∑
ℓ=0
γℓ2
−3ℓ .
∑
m≥0
γm‖r− 32P≥ s
2
u‖2L2 ,
where again we used that∑
m≥ℓ+10
2−m(2N−3)γ−1m ≤ C and
∑
ℓ≥0
γℓ2
−3ℓ ≤ C,
uniformly in {γℓ} ∈ A. The fourth and final term on the right-hand side of (4.40)
is handled in an identical fashion. This completes the proof. 
Proof of Corollary 4.24. By Lemma 2.6 and Proposition 4.23
‖Q(α)P≥su‖LElow = sup
{γℓ}∈A
‖Q(α)P≥su‖Xlow,γ . sup
{γℓ}∈A
‖P≥ s
2
u‖Xlow,γ
. ‖P≥ s
2
u‖LElow .

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4.5.2. Bounding the high-frequency multiplier. Let s0 > 0 be fixed. Given any
slowly varying sequence {αℓ} ∈ A and any 0 < s ≤ s0, we let Q(α)s be as defined
in Definition 2.15. In the rest of this section the constants in our estimates are
allowed to depend on s0.
Proposition 4.25. For any 0 < s ≤ s0 and {αℓ} ∈ A, we have
‖Q(α)s Psu‖L2 .s0 ‖P s2 u‖L2,
‖Q(α)s Psu‖L2t,x .s0 ‖P s2 u‖L2t,x ,
where the implicit constant is independent of {αℓ} ∈ A.
Proposition 4.26. Let {γk} ∈ A be any slowly varying sequence. Then for any
0 < s ≤ s0 and {αℓ} ∈ A, we have
‖Q(α)s Psu‖Xs,γ .s0 ‖P s2 u‖Xs,γ ,
where the implicit constant is independent of {αℓ}, {γk} ∈ A.
Corollary 4.27. For any 0 < s ≤ s0 and {αℓ} ∈ A, it holds that
‖Q(α)Psu‖LEs .s0 ‖P s2 u‖LEs,
where the implicit constant is independent of {αℓ} ∈ A.
Proof of Proposition 4.25. The second inequality is a consequence of the first. As
in the previous section, the proof of the first inequality will be an easy application
of Lemma 4.2 along with the bounds (2.16). Note that
Psu = −s(∆ + ρ2)es(∆+ρ2)u = −e s2 (∆+ρ2)s(∆ + ρ2)e s2 (∆+ρ2)u.
Using the estimates (2.16) we have,
‖Q(α)s Psu‖L2 . ‖β(α),µs ∇µPsu‖L2 + ‖∂rβ(α)s Psu‖L2 + ‖ coth(r)β(α)s Psu‖L2
.s0 ‖s
1
2∇Psu‖L2 + ‖Psu‖L2
≃ ‖s 12∇e s2 (∆+ρ2)(s(∆ + ρ2)e s2 (∆+ρ2)u)‖L2
+ ‖e s2 (∆+ρ2)s(∆ + ρ2)e s2 (∆+ρ2)u‖L2
.s0 ‖s(∆ + ρ2)e
s
2 (∆+ρ
2)u‖L2 . ‖P s2u‖L2,
which completes the proof. 
Proof of Proposition 4.26. We proceed similarly to the proof of Proposition 4.23
and use the same notation for the cutoffs χ≤A and φℓ and L
2 for L2t,x. Using the
bounds (2.16) we find that
‖Q(α)s Psu‖2Xs,γ := s−
1
2 ‖Q(α)s Psu‖2L2(R×A≤−ks ) +
∑
ℓ≥−ks
γℓ+ks‖r−
1
2Psu‖2L2(R×Aℓ)
. s−
1
2 ‖s 12∇Psu‖2L2(R×A≤−ks ) + s
− 12 ‖Psu‖2L2(R×A≤−ks )
+
∑
ℓ≥−ks
γℓ+ks‖r−
1
2 s
1
2∇Psu‖2L2(R×Aℓ)
+
∑
ℓ≥−ks
γℓ+ks‖r−
1
2Psu‖2L2(R×Aℓ),
(4.41)
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where as usual the constants can depend on s0. To estimate the first term on the
right-hand side above we use Lemma 4.2 and Proposition 4.6 to obtain that
s−
1
2 ‖s 12∇Psu‖2L2(R×A≤−ks )
. s−
1
2 ‖χ
≤s
1
2
s
1
2∇e s2 (∆+ρ2)(χ
≤210s
1
2
P s
2
u
)‖2L2
+
( ∑
ℓ≥−ks+10
s−
1
4 ‖χ
≤s
1
2
s
1
2∇e s2 (∆+ρ2)(φℓP s
2
u
)‖L2)2
. s−
1
2 ‖χ
≤210s
1
2
P s
2
u‖2L2 +
( ∑
ℓ≥−ks+10
s−
1
4
(
s
1
2 2−ℓ
)N
2 ‖φℓP s2 u‖L2
)2
. s−
1
2 ‖χ
≤210s
1
2
P s
2
u‖2L2
+
( ∑
ℓ≥−ks+10
γℓ+ks2
−ℓ‖φℓP s
2
u‖2L2
)( ∑
ℓ≥−ks+10
γ−1ℓ+kss
1
2 (N−1)2(−N+1)ℓ
)
. ‖P s
2
u‖2Xs,γ ,
where in the last line we fixed N sufficiently large so that∑
ℓ≥−ks+10
γ−1ℓ+kss
1
2 (N−1)2(−N+1)ℓ ≤ C
uniformly for all 0 < s ≤ s0 and for all {γk} ∈ A, which is possible by the definition
of A. The second term on the right-hand side of (4.41) can be bounded in the same
manner.
We now turn to estimating the third term on the right-hand side of (4.41).∑
ℓ≥−ks
γℓ+ks‖r−
1
2 s
1
2∇Psu‖2L2(R×Aℓ)
.
∑
ℓ≥−ks
γℓ+ks2
−ℓ‖φℓs 12∇e s2 (∆+ρ2)
(
χ
≤s
1
2
P s
2
u
)‖2L2
+
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
−ks≤m≤ℓ−10
‖φℓs 12∇e s2 (∆+ρ2)
(
φmP s
2
u
)‖L2)2
+
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
|m−ℓ|<10
‖φℓs 12∇e s2 (∆+ρ2)
(
φmP s2 u
)‖L2)2
+
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
m≥ℓ+10
‖φℓs 12∇e s2 (∆+ρ2)
(
φmP s
2
u
)‖L2)2.
(4.42)
For the first term on the right-hand side of (4.42) we use Lemma 4.2 to infer that∑
ℓ≥−ks
γℓ+ks2
−ℓ‖φℓs 12∇e s2 (∆+ρ2)
(
χ
≤s
1
2
P s
2
u
)‖2L2 . ∑
ℓ≥−ks
γℓ+ks2
−ℓ‖χ
≤s
1
2
P s
2
u‖2L2
. s−
1
2 ‖P s
2
u‖2L2(R×A≤−ks ),
where we used that ∑
ℓ≥−ks
γℓ+ks2
−ℓ .
∑
ℓ≥−ks
2−ℓ . 2ks ≃ s− 12
64 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
uniformly for all {γk} ∈ A. For the second term on the right-hand side of (4.42)
we invoke Proposition 4.6 and Schur’s test to conclude that
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
−ks≤m≤ℓ−10
‖φℓs 12∇e s2 (∆+ρ2)
(
φmP s2 u
)‖L2)2
.
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
−ks≤m≤ℓ−10
(
s
1
2 2−ℓ
)‖φmP s
2
u‖L2
)2
.
∑
ℓ≥−ks
( ∑
−ks≤m≤ℓ−10
( γℓ+ks
γm+ks
) 1
2
(2m
2ℓ
) 1
2 (
s
1
2 2−ℓ
)
γ
1
2
m+ks
‖r− 12P s
2
u‖L2(R×Am)
)2
.
∑
m≥−ks
γm+ks‖r−
1
2P s
2
u‖2L2(R×Am).
Then for the third term on the right-hand side of (4.42) we use Lemma 4.2 and
crudely bound it by
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
|m−ℓ|<10
‖φℓs 12∇e s2 (∆+ρ2)
(
φmP s
2
u
)‖L2)2
.
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
|m−ℓ|<10
‖φmP s2u‖L2
)2
.
∑
m≥−ks
γm+ks‖r−
1
2P s
2
u‖2L2(R×Am).
Finally, for the fourth term on the right-hand side of (4.42) we use Proposition 4.6
to obtain that
∑
ℓ≥−ks
γℓ+ks2
−ℓ
( ∑
m≥ℓ+10
‖φℓs 12∇e s2 (∆+ρ2)
(
φmP s2 u
)‖L2)2
.
∑
ℓ≥−ks
2−ℓγℓ+ks
( ∑
m≥ℓ+10
(
s
1
2 2−m
)N
2 ‖φmP s2u‖L2
)2
.
∑
ℓ≥−ks
2−ℓγℓ+ks
∑
m≥ℓ+10
γm+ks‖r−
1
2φmP s2u‖2L2
∑
m≥ℓ+10
s
N
2 2−m(N−1)γ−1m+ks
.
∑
m≥−ks+10
γm+ks‖r−
1
2φmP s2 u‖2L2
∑
ℓ≥−ks
∑
m≥ℓ+10
s
N
2 2−ℓ2−m(N−1)
( γℓ+ks
γm+ks
)
.
∑
m≥−ks+10
γm+ks‖r−
1
2φmP s
2
u‖2L2.
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Here to pass to the last line we have used the following estimate, where η is as in
Definition 2.4: ∑
ℓ≥−ks
∑
m≥ℓ+10
s
N
2 2−ℓ2−m(N−1)
( γℓ+ks
γm+ks
)
. s
N
2
∑
ℓ≥−ks
∑
m≥ℓ+10
2−m(N−1)2−ℓ2(m−ℓ)η
. s
N
2
∑
m≥−ks+10
2−m(N−1−η)
∑
−ks≤ℓ≤m−10
2−ℓ(1+η)
. s
N−1−η
2
∑
m≥−ks+10
2−m(N−1−η) . 1.
The last term on the right-hand side of (4.41) can be treated in an identical fashion,
which completes the proof. 
Proof of Corollary 4.27. This is similar to the proof of Corollary 4.27. We omit the
details. 
4.6. Estimates needed to handle F . In this subsection we prove technical es-
timates concerning the pairings 〈P≥sF,Q(α)P≥su〉t,x and 〈PsF,Q(α)s Psu〉t,x that
we need in Sections 5–7. Here, Q(α) and Q
(α)
s are as in Definition 2.14 and Defini-
tion 2.15, respectively.
We start with the low frequencies.
Proposition 4.28. For any {αℓ} ∈ A let Q(α) be defined as in Definition 2.14.
Then we have for any ε > 0 that∫ 4
1
8
sup
{αℓ}∈A
∣∣〈P≥sF,Q(α)P≥su〉t,x∣∣ ds
s
≤ ε‖u‖2LE + Cε‖F‖2LE∗.
Similarly ∫ 4
1
8
∣∣〈P≥sF,P≥su〉t,x∣∣ ds
s
≤ ε‖u‖2LE + Cε‖F‖2LE∗.
Proof. The second estimate follows from the bound
|〈P≥sF,P≥su〉| ≤ ε‖P≥su‖2LElow + Cε‖P≥sF‖2LE∗low
and the definitions of LE and LE∗. Writing Q for Q(α), the first estimate follows
by a similar argument if we can show that∫ 4
1
8
sup
α∈A
‖QP≥su‖2LElow
ds
s
. ‖u‖2LE.
By Lemma 2.6 and Proposition 4.23, ‖QP≥su‖LElow . ‖P≥ s2 u‖LElow, so∫ 4
1
8
sup
α∈A
‖QP≥su‖2LElow
ds
s
.
∫ 2
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
8
1
16
‖P≥su‖2LElow
ds
s
.
The first term above is bounded by ‖u‖2LE. For the second term note that by the
fundamental theorem of calculus
P≥su = P≥2su+
∫ 2s
s
Ps′u
ds′
s′
.
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Using the change of variables 2s 7→ s we see that∫ 1
8
1
16
‖P≥2su‖2LElow
ds
s
≤ ‖u‖2LE.
On the other hand, by Lemma 2.3
‖Ps′u‖LElow . ‖Ps′u‖LEs′
uniformly in s′ ∈ [s, 2s] ⊆ [ 116 , 14 ], so using Cauchy-Schwarz∫ 1
8
1
16
( ∫ 2s
s
‖Ps′u‖LElow
ds′
s′
)2 ds
s
.
∫ 1
4
1
16
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
. ‖u‖2LE,
completing the proof. 
Remark 4.29. A similar argument shows that for any ε > 0,∫ 4
1
8
sup
{αℓ}∈A
∣∣〈P≥sF,Q(α)s3 P≥su〉t,x∣∣ dss ≤ ε‖u‖2LE + Cε‖F‖2LE∗,
where for some fixed s3 ≃ 1 the multiplier Q(α)s3 is as in Definition 2.15.
Similarly, for high frequencies we will need the following result.
Proposition 4.30. For any δ ∈ (0, 1], s > 0, and {αℓ} ∈ A, let Q(α)s be defined as
in Definition 2.15. Then for any ε > 0 it holds that∫ 2
0
sup
{αℓ}∈A
∣∣〈PsF,Q(α)s Psu〉t,x∣∣ dss ≤ ε‖u‖2LE + Cε‖F‖2LE∗ .
Similarly ∫ 2
0
∣∣〈PsF,Psu〉t,x∣∣ ds
s
≤ ε‖u‖2LE + Cε‖F‖2LE∗.
Proof. By Lemmas 2.6, 2.2, 4.11, and 4.12 and Proposition 4.26, we have
sup
{αℓ}∈A
‖Q(α)s Psu‖LEs . ‖P s4u‖LEs4 ,
‖Psu‖LEs . ‖P s4u‖LEs4 ,
‖PsF‖LE∗s . ‖P s4F‖LE∗s
4
.
Then the desired estimates follow from bounding∣∣〈PsF,Q(α)s Psu〉t,x∣∣+ ∣∣〈PsF,Psu〉t,x∣∣
. ε
(‖Psu‖2LEs + ‖Q(α)s Psu‖2LEs) + Cε‖PsF‖2LE∗s ,
and using the change of variables s4 7→ s. 
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4.7. Estimates needed to handle Hl.o.t.. One of the main advantages of the
local smoothing space LE and the inhomogeneous local smoothing space LE∗ is
that they allow us to treat the lower order terms Hl.o.t. in H as perturbations
(up to a bounded region error) in the positive commutator argument presented in
Sections 5–7. In this section we establish the estimates required to do this.
In general, we decompose Hl.o.t. into its symmetric and anti-symmetric parts as
follows:
Ha.s.l.o.t.u = Im b
µ∇µu+∇µ(Im bµu) + iImV u,
Hsyml.o.t.u =
1
i
(Re bµ∇µu+∇µ(Re bµu)) + ReV u.
We start with the anti-symmetric part, which is small by hypothesis (1.18).
Proposition 4.31. For any δ ∈ (0, 1], s > 0 and {αℓ} ∈ A, let Q(α) and Q(α)s be
as in Definitions 2.14 and 2.15, respectively. Let s3 ≃ 1. Then the following bounds
hold: ∫ 4
1
8
sup
{αℓ}∈A
∣∣Re 〈iP≥sHa.s.l.o.t.u,Q(α)P≥su〉t,x∣∣ dss . ε0‖u‖2LE,∫ 4
1
8
sup
{αℓ}∈A
∣∣Re 〈iP≥sHa.s.l.o.t.u,Q(α)s3 P≥su〉t,x∣∣ dss . ε0‖u‖2LE,∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsHa.s.l.o.t.u,Q(α)s Psu〉t,x∣∣ dss . ε0‖u‖2LE.
Recall that ε0 is the smallness parameter in the assumption (1.18) for Im b and
ImV . Proposition 4.31 is thus a straightforward consequence of Propositions 4.14,
4.15, 4.28 and 4.30, as well as Remark 4.29.
The following are the necessary estimates to handle the contribution of Hsyml.o.t.
for low frequencies in Sections 5–7.
Proposition 4.32. For any {αℓ} ∈ A, let Q(α) be as in Definition 2.14. Given
any ε > 0, there exists a sufficiently large R ≡ R(ε, b, V ) ≥ 1 such that∫ 4
1
8
sup
{αℓ}∈A
∣∣Re 〈iP≥sHsyml.o.t.u,Q(α)P≥su〉t,x∣∣ dss ≤ ε‖u‖2LE + Cε‖u‖2L2(R×{r≤R}).
Remark 4.33. The argument for the proof of Proposition 4.32 can also be used
to establish the following closely related estimate: For any δ ∈ (0, 1], s3 ≃ 1, and
{αℓ} ∈ A, let Q(α)s3 be as in Definition 2.15. Given any ε > 0, there exists a
sufficiently large R ≡ R(ε, b, V ) ≥ 1 such that∫ 4
1
8
sup
{αℓ}∈A
∣∣Re 〈iP≥sHsyml.o.t.u,Q(α)s3 P≥su〉t,x∣∣ dss ≤ ε‖u‖2LE + Cε‖u‖2L2(R×{r≤R}).
In order to handle the contribution of Hsyml.o.t. for high frequencies in Sections 5–7,
we will need the following estimates.
Proposition 4.34. For any δ ∈ (0, 1], s > 0, and {αℓ} ∈ A, let Q(α)s be as in
Definition 2.15. Given any ε > 0, there exists a sufficiently large R ≡ R(ε, b, V ) ≥ 1
such that∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsHsyml.o.t.u,Q(α)s Psu〉t,x∣∣ dss ≤ ε‖u‖2LE+Cε‖u‖2L2(R×{r≤R}). (4.43)
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Remark 4.35. The argument for the proof of Proposition 4.34 can also be used to
prove that given any ε > 0, there exists a sufficiently large R ≡ R(ε, b, V ) ≥ 1 such
that ∫ 2
0
∣∣Re 〈iPsHsyml.o.t.u,Psu〉t,x∣∣ dss ≤ ε‖u‖2LE + Cε‖u‖2L2(R×{r≤R}). (4.44)
In what follows, we drop the superscript sym for simplicity, and assume that
b, V are real-valued. Moreover, we only present the proof of the more intricate
high-frequency estimate of Proposition 4.34 and leave the easier, analogous proof
of the low-frequency estimate of Proposition 4.32 to the reader. The proof of
Proposition 4.34 requires the following auxiliary commutator estimate, which we
establish first below.
Lemma 4.36. For a smooth vector field b ∈ Γ(THd) satisfying
4∑
k=0
‖∇(k)b‖L∞t,x . 1,
define the operator
B :=
1
i
(
b · ∇+∇ · b) = 1
i
(
2b · ∇+∇µbµ
)
.
Given s0 > 0, there exists a constant C ≡ C(s0, b) such that∫ s0
0
∥∥[B,Ps]u∥∥2L2 dss ≤ C‖u‖2L2. (4.45)
Proof. We start by observing that the estimate (4.45) for the zeroth order com-
ponent ∇µbµ of the operator B does not require us to exploit the commutator
structure and follows easily from the boundedness of ∇µbµ and the resolution of
the L2 norm in terms of the frequency projections Ps, see Lemma 4.1. We therefore
focus on the estimate for the first-order component b · ∇ and note that
[b · ∇,Ps]u = −s[b · ∇,∆]es(∆+ρ2)u− sρ2[b · ∇, es(∆+ρ2)]u
− s∆[b · ∇, es(∆+ρ2)]u.
(4.46)
Since [b · ∇,∆] is a second order differential operator with bounded coefficients,
the estimate (4.45) follows easily for the first term on the right-hand side of (4.46)
using the parabolic regularity estimates from Lemma 4.2, elliptic regularity and the
resolution of the L2 norm in terms of the frequency projections Ps. The second
term on the right-hand side of (4.46) can also be handled in a straightforward
manner. In order to estimate the contribution to (4.45) of the last and main term
on the right-hand side of (4.46), we define
w(s) := [b · ∇, es(∆+ρ2)]u.
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Then w(s) satisfies the inhomogeneous heat equation(
∂s − (∆ + ρ2)
)
w(s) = −(∇µ∇µbν)∇νes(∆+ρ2)u− 2(∇µbν)∇µ∇νes(∆+ρ2)u
− 2ρ bν∇νes(∆+ρ2)u
= ∇µ∇µbν∇νes(∆+ρ2)u− 2∇µ
(
(∇µbν)∇νes(∆+ρ2)u
)
− 2ρ bν∇νes(∆+ρ2)u
=:W1(s) +W2(s) +W3(s),
or in Duhamel form
w(s) =
∫ s
0
e(s−s
′)(∆+ρ2)s′(W1(s
′) +W2(s
′) +W3(s
′))
ds′
s′
, (4.47)
and we need to show that∫ s0
0
‖s∆w(s)‖2L2
ds
s
≤ C‖u‖2L2.
We begin to estimate the contribution of W1(s
′). Here we split the heat time
integration interval [0, s] in (4.47) into the consecutive intervals [0, s2 ] and [
s
2 , s],
which have to be dealt with in different manners,∫ s0
0
(∫ s
0
∥∥s∆e(s−s′)(∆+ρ2)s′W1(s′)∥∥L2 ds′s′
)2
ds
s
.
∫ s0
0
(∫ s
2
0
∥∥s∆e(s−s′)(∆+ρ2)s′W1(s′)∥∥L2 ds′s′
)2
ds
s
+
∫ s0
0
(∫ s
s
2
∥∥s∆e(s−s′)(∆+ρ2)s′W1(s′)∥∥L2 ds′s′
)2
ds
s
=: I + II.
For term I we obtain by the parabolic regularity estimates from Lemma 4.2 that I
is bounded by∫ s0
0
(∫ s
2
0
s(s′)
1
2
s− s′
∥∥(s− s′)∆e(s−s′)(∆+ρ2)(∇µ∇µbν)(s′) 12∇νes′(∆+ρ2)u∥∥L2 ds′s′
)2
ds
s
. ‖∇(2)b‖2L∞t,x‖u‖2L2
∫ s0
0
(∫ s
2
0
s(s′)
1
2
s− s′
ds′
s′
)2
ds
s
.b,s0 ‖u‖2L2.
To bound the second term II, we distribute all derivatives of ∆ onto b and u. Then
we obtain by the parabolic regularity estimates from Lemma 4.2 that
II .
∫ s0
0
(∫ s
s
2
s
∥∥e(s−s′)(∆+ρ2)s′∆((∇µ∇µbν)∇νes′(∆+ρ2)u)∥∥L2 ds′s′
)2
ds
s
.
∫ s0
0
( 2∑
k=0
‖∇(2+k)b‖L∞t,x‖u‖L2
∫ s
s
2
s(s′)
k−1
2
ds′
s′
)2
ds
s
.b,s0 ‖u‖2L2.
The contribution of W2(s
′) has to be estimated more carefully using Schur’s test.
Again we split the heat time integration interval [0, s] in (4.47) into the consecutive
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intervals [0, s2 ] and [
s
2 , s], and treat their contributions separately,∫ s0
0
(∫ s
0
∥∥s∆e(s−s′)(∆+ρ2)s′W2(s′)∥∥L2 ds′s′
)2
ds
s
.
∫ s0
0
(∫ s
2
0
∥∥s∆e(s−s′)(∆+ρ2)s′W2(s′)∥∥L2 ds′s′
)2
ds
s
+
∫ s0
0
(∫ s
s
2
∥∥s∆e(s−s′)(∆+ρ2)s′W2(s′)∥∥L2 ds′s′
)2
ds
s
=: III + IV.
For term III we have by Corollary 4.5, Schur’s test, and Lemma 4.1 that this term
is bounded by∫ s0
0
(∫ s
2
0
s(s′)
1
2
∥∥e(s−s′)(∆+ρ2)∆∇µ((∇µbν)(s′) 12∇νes′(∆+ρ2)u)∥∥L2 ds′s′
)2
ds
s
. ‖∇b‖2L∞t,x
∫ s0
0
(∫ s
2
0
s(s′)
1
2
(s− s′) 32
∥∥(s′) 12∇es′(∆+ρ2)u∥∥
L2
ds′
s′
)2
ds
s
.b,s0
∫ s0
0
∥∥(s′) 12∇es′(∆+ρ2)u∥∥2
L2
ds′
s′
.b,s0 ‖u‖2L2,
where we used that χ{s′≤ s2}
s(s′)
1
2
(s−s′)
3
2
is a Schur kernel. For term IV we again first dis-
tribute all derivatives of ∆ and ∇µ onto b and u, and then use parabolic regularity
estimates and Schur’s test to conclude that
IV .
∫ s0
0
(∫ s
s
2
∥∥se(s−s′)(∆+ρ2)s′∆∇µ((∇µbν)∇νes′(∆+ρ2)u)∥∥L2 ds′s′
)2
ds
s
.b
∫ s0
0
(∫ s
s
2
4∑
k=1
s(s′)
2−k
2
∥∥(s′) k2∇(k)es′(∆+ρ2)u∥∥
L2
ds′
s′
)2
ds
s
.b,s0 ‖u‖2L2.
The contribution of W3 is similar to the previous terms but simpler. This finishes
the proof of Lemma 4.36. 
We are now in a position to present the proof of Proposition 4.34.
Proof of Proposition 4.34. We recall that Hl.o.t.u = Bu+ V u, where
Bu =
1
i
(
b · ∇+∇ · b)u.
We only verify the estimate (4.43) for the first-order component B of Hl.o.t. and
leave the easier treatment of the potential part V to the reader. For any R ≥ 1 we
denote by χ{r≤R} a smooth cut-off function supported in the region {r ≥ R} and
equal to one on {r ≤ R2 }. Moreover, we set χ{r>R} := 1 − χ{r≤R}. Then we may
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expand
Re 〈iPsBu,Q(α)s Psu〉t,x = Re 〈iPsB
(
χ{r>R}u
)
, Q(α)s Ps
(
χ{r>R}u
)〉t,x
+Re 〈iPsB
(
χ{r>R}u
)
, Q(α)s Ps
(
χ{r≤R}u
)〉t,x
+Re 〈iPsB
(
χ{r≤R}u
)
, Q(α)s Ps
(
χ{r≤R}u
)〉t,x
+Re 〈iPsB
(
χ{r≤R}u
)
, Q(α)s Ps
(
χ{r>R}u
)〉t,x.
Our task therefore reduces to establishing for any ε > 0 that there exists a suffi-
ciently large R ≡ R(ε, b, V ) ≥ 1 such that the following four integrals∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsB(χ{r>R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss , (4.48)∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsB(χ{r>R}u), Q(α)s Ps(χ{r≤R}u)〉t,x∣∣ dss , (4.49)∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsB(χ{r≤R}u), Q(α)s Ps(χ{r≤R}u)〉t,x∣∣ dss , (4.50)∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsB(χ{r≤R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss (4.51)
are each bounded by
ε‖u‖2LE + Cε‖u‖2L2(R×{r≤R}).
Let us begin with (4.48). By Cauchy-Schwarz, Corollary 4.27, Lemma 4.11,
Lemma 2.2, and a simple change of variables we obtain that∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsB(χ{r>R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss
≤
∫ 2
0
sup
{αℓ}∈A
∥∥PsB(χ{r>R}u)∥∥LE∗s∥∥Q(α)s Ps(χ{r>R}u)∥∥LEs dss
.
∫ 2
0
∥∥P s
4
B
(
χ{r>R}u
)∥∥
LE∗s
4
∥∥P s
4
(
χ{r>R}u
)∥∥
LE s
4
ds
s
.
(∫ 1
2
0
s
1
2
∥∥PsB(χ{r>R}u)∥∥2LE∗s dss
) 1
2
(∫ 1
2
0
s−
1
2
∥∥Ps(χ{r>R}u)∥∥2LEs dss
) 1
2
.
∥∥B(χ{r>R}u)∥∥LE∗‖χ{r>R}u‖LE.
Now we note that since B is a local operator and since χ{r>R}u is supported in
{r ≥ R2 }, we may replace B by
1
i
(
b>R2
· ∇+∇ · b>R2
)
, b>R2
:= χ{r>R2 }
b.
Hence, by Proposition 4.15 we have that∥∥B(χ{r>R}u)∥∥LE∗ . C(b>R2 )‖χ{r>R}u‖LE,
where the constant C
(
b>R2
)
depends on weighted L∞t,x-norms of the vector field b.
In particular, due to our decay assumptions about b, this constant can be made
arbitrarily small by choosing R ≥ 1 sufficiently large. Given any ε > 0 we may
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therefore choose R ≡ R(ε, b, V ) ≥ 1 sufficiently large and invoke Lemma 4.13 to
conclude that
(4.48) . ε‖χ{r>R}u‖2LE . ε‖u‖2LE.
The estimate of (4.49) is analogous to the one of (4.48).
Now for (4.50) we exploit the self-adjointness of B, Q
(α)
s , and Ps to obtain the
following commutator structure
Re 〈iPsB
(
χ{r≤R}u
)
, Q(α)s Ps
(
χ{r≤R}u
)〉t,x
= −1
2
〈i[B,PsQ(α)s Ps]
(
χ{r≤R}u
)
,
(
χ{r≤R}u
)〉t,x.
We then expand into
[B,PsQ
(α)
s Ps] = [B,Ps]Q
(α)
s Ps +Ps[B,Q
(α)
s ]Ps +PsQ
(α)
s [B,Ps]. (4.52)
The contributions of the first and third terms on the right-hand side of (4.52) can
be estimated in the same manner using Lemma 4.36. We only provide the details
for the first term. By Lemma 4.36 and Corollary 4.27, we obtain∫ 2
0
sup
{αℓ}∈A
∣∣〈[B,Ps]Q(α)s Ps(χ{r≤R}u), χ{r≤R}u〉t,x∣∣ dss
.
∫ 2
0
sup
{αℓ}∈A
∥∥Q(α)s Ps(χ{r≤R}u)∥∥L2t,x∥∥[B,Ps](χ{r≤R}u)∥∥L2t,x dss
.
(∫ 2
0
∥∥P s
2
(
χ{r≤R}u
)∥∥2
L2t,x
ds
s
) 1
2
(∫ 2
0
∥∥[B,Ps](χ{r≤R}u)∥∥2L2t,x dss
) 1
2
. ‖u‖2L2(R×{r≤R}).
We are thus left to estimate the contribution of the second and main term on the
right-hand side of (4.52). Given any ε > 0 we obtain by Cauchy-Schwarz that
∫ 2
0
sup
{αℓ}∈A
∣∣〈Ps[B,Q(α)s ]Ps(χ{r≤R}u), χ{r≤R}u〉t,x∣∣ dss
.
(∫ 2
0
∥∥Ps(χ{r≤R}u)∥∥2L2t,x dss
) 1
2
(∫ 2
0
sup
{αℓ}∈A
∥∥[B,Q(α)s ]Ps(χ{r≤R}u)∥∥2L2t,x dss
) 1
2
≤ Cε‖u‖2L2(R×{r≤R}) + ε
∫ 2
0
sup
{αℓ}∈A
∥∥[B,Q(α)s ]Ps(χ{r≤R}u)∥∥2L2t,x dss .
By direct computation we find that the commutator [B,Q
(α)
s ] is given by
[B,Q(α)s ] = −4bµ(∇µβ(α),νs )∇ν − 2bµ(∇µ∇νβ(α),νs )
+ 4β(α),νs (∇νbµ)∇µ + 2β(α),νs (∇ν∇µbµ).
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In order to complete the estimate of (4.50) it thus suffices to prove that each of the
following integrals∫ 2
0
sup
{αℓ}∈A
∥∥bµ(∇µβ(α),νs )∇νPs(χ{r≤R}u)∥∥2L2t,x dss (4.53)∫ 2
0
sup
{αℓ}∈A
∥∥bµ(∇µ∇νβ(α),νs )Ps(χ{r≤R}u)∥∥2L2t,x dss (4.54)∫ 2
0
sup
{αℓ}∈A
∥∥β(α),νs (∇νbµ)∇µPs(χ{r≤R}u)∥∥2L2t,x dss (4.55)∫ 2
0
sup
{αℓ}∈A
∥∥β(α),νs (∇ν∇µbµ)Ps(χ{r≤R}u)∥∥2L2t,x dss (4.56)
is bounded by
‖u‖2L2(R×{r≤R}) + ‖u‖2LE.
In view of the fact that |β(α)s (r)| . s 12 uniformly for all {αℓ} ∈ A, it is obvious
by Lemma 4.2 that (4.55) and (4.56) are bounded by ‖u‖2L2(R×{r≤R}). Corre-
spondingly, only the treatment of the first two integrals (4.53)–(4.54) requires more
explanations. We begin with the estimate of the integral (4.53), which we split into∫ 2
0
sup
{αℓ}∈A
∥∥bµ(∇µβ(α),νs )∇νPs(χ{r≤R}u)∥∥2L2t,x dss
.
∫ 2
0
sup
{αℓ}∈A
∥∥bµ(∇µβ(α),νs )∇νPs(χ{r≤R}u)∥∥2L2(R×A≤−ks ) dss
+
∫ 2
0
sup
{αℓ}∈A
( ∑
ℓ≥−ks
∥∥φℓbµ(∇µβ(α),νs )∇νPs(χ{r≤R}u)∥∥L2t,x
)2
ds
s
.
(4.57)
Note that due to the radial symmetry of the vector field β(α)s , the only non-zero
components of ∇µβ(α),νs are given by
∇rβ(α),rs = ∂rβ(α)s and ∇θaβ(α),θas = coth(r)β(α)s for a = 1, . . . , d− 1.
Wewill use the following pointwise bounds for the non-zero components of∇µβ(α),νs ,
which hold uniformly for all {αℓ} ∈ A,
∂rβ
(α)
s (r) = δ
α(δs−
1
2 r)
〈δs− 12 r〉 .
s
1
2
(s+ r2)
1
2
.
{
1 for r ≤ s 12 ,
s
1
2 r−1 for r ≥ s 12 , (4.58)
and
coth(r)β(α)s (r) .

1 for r ≤ s 12 ,
s
1
2 r−1 for s
1
2 ≤ r . 1,
s
1
2 for r & 1.
(4.59)
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Thus, using the localized parabolic regularity estimates from Proposition 4.6, we
obtain for the first term on the right-hand side of (4.57) that∫ 2
0
sup
{αℓ}∈A
∥∥bµ(∇µβ(α),νs )∇νPs(χ{r≤R}u)∥∥2L2(R×A≤−ks ) dss
.b
∫ 2
0
∥∥∇Ps(χ{r≤R}u)∥∥2L2(R×A<−ks ) dss
.
∫ 2
0
s−
1
2
(
s−
1
4
∥∥χ
{r≤s
1
2 }
s
1
2∇e 34 s(∆+ρ2)χ
{r≤210s
1
2 }
P s
4
(
χ{r≤R}u
)∥∥
L2t,x
)2
ds
s
+
∫ 2
0
s−
1
2
( ∑
m≥−ks+10
s−
1
4
∥∥χ
{r≤s
1
4 }
s
1
2∇e 34 s(∆+ρ2)φmP s4
(
χ{r≤R}u
)∥∥
L2t,x
)2
ds
s
.
∫ 2
0
s−
1
2
(
s−
1
4
∥∥χ
{r≤210s
1
2 }
P s
4
(
χ{r≤R}u
)∥∥
L2t,x
)2
ds
s
+
∫ 2
0
s−
1
2
( ∑
m≥−ks+10
s
1
4 2−m
∥∥φmP s
4
(
χ{r≤R}u
)∥∥
L2t,x
)2
ds
s
.
∫ 2
0
s−
1
2
∥∥P s
4
(
χ{r≤R}u
)∥∥2
LE s
4
ds
s
. ‖u‖2LE.
For the second term on the right-hand side of (4.57) we use the decay of b and the
pointwise bound s
1
2 r−1 from (4.58)–(4.59) for the region {r ≥ s 12 } to obtain∫ 2
0
sup
{αℓ}∈A
( ∑
ℓ≥−ks
∥∥φℓbµ(∇µβ(α),νs )∇νPs(χ{r≤R}u)∥∥L2t,x
)2
ds
s
.b
∫ 2
0
( ∑
ℓ≥−ks
2−ℓ
∥∥φℓs 12∇e 34 s(∆+ρ2)φ≤−ksP s4 (χ{r≤R}u)∥∥L2t,x
)2
ds
s
+
∫ 2
0
( ∑
ℓ≥−ks
∑
−ks≤m≤ℓ+10
2−ℓ
∥∥φℓs 12∇e 34 s(∆+ρ2)φmP s4 (χ{r≤R}u)∥∥L2t,x
)2
ds
s
+
∫ 2
0
( ∑
ℓ≥−ks
∑
m>ℓ+10
2−ℓ
∥∥φℓs 12∇e 34 s(∆+ρ2)φmP s
4
(
χ{r≤R}u
)∥∥
L2t,x
)2
ds
s
.
Then invoking the parabolic regularity estimates from Lemma 4.2 for the first two
terms on the right-hand side and the localized parabolic regularity estimates from
Proposition 4.6 for the third term, we obtain easily that each of the three integrals
on the right-hand side above is bounded by ‖χ{r≤R}u‖2LE . ‖u‖2LE, as desired.
Finally, we turn to the estimate of the integral (4.54). We first note that due
to the radial symmetry of the vector field β(α)s , the only non-zero component of
∇µ∇νβ(α),νs is
∇r∇νβ(α),νs = ∂2rβ(α)s + 2ρ
(
coth(r)∂rβ
(α)
s − sinh−2(r)β(α)s
)
.
Using the following pointwise bounds, which hold uniformly for all {αℓ} ∈ A,
|∂2rβ(α)s (r)| . δ2s−
1
2
α(δs−
1
2 r)
〈δs− 12 r〉2 .
s−
1
2
1 + s−1r2
.
{
s−
1
2 for r ≤ s 12 ,
s
1
2 r−2 for r ≥ s 12 ,
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and
∣∣coth(r)(∂rβ(α)s )(r) − sinh−2(r)β(α)s (r)∣∣ .

s−
1
2 for r ≤ s 12 ,
s
1
2 r−2 for s
1
2 ≤ r . 1,
1 for r & 1,
we may conclude in a similar manner as before that the integral (4.54) is bounded
by ‖χ{r≤R}u‖2L2t,x + ‖u‖
2
LE, as desired.
In order to finish the proof of Proposition 4.34 it now only remains to esti-
mate (4.51). To this end we decompose (4.51) into∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPsB(χ{r≤R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss
.
∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPs(χ{r>2−20R}Bχ{r≤R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss
+
∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPs(χ{r≤2−20R}Bχ{r≤R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss .
The coefficients of the differential operator B in the spatial region {r ≥ 2−20R} can
be made arbitrarily small by choosing R≫ 1 sufficiently large, correspondingly the
first term on the right-hand side can be estimated analogously to the term (4.48).
We further split the second term on the right-hand side into∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPs(χ{r≤2−20R}Bχ{r≤R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss
.
∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iχ{r>2−10R}Ps(χ{r≤2−20R}Bχ{r≤R}u), Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss
+
∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈iPs(χ{r≤2−20R}Bχ{r≤R}u), χ{r≤2−10R}Q(α)s Ps(χ{r>R}u)〉t,x∣∣ dss
=: I + II.
Now by Cauchy-Schwarz, Corollary 4.27, Lemma 4.11, and Lemma 4.13, we have
for the term I that
I .
(∫ 2
0
s
1
2
∥∥χ{r>2−10R}Ps(χ{r≤2−20R}Bχ{r≤R}u)∥∥2LE∗s dss
) 1
2
×
×
(∫ 2
0
s−
1
2 sup
{αℓ∈A}
∥∥Q(α)s Ps(χ{r>R}u)∥∥2LEs dss
) 1
2
.
(∫ 2
0
s
1
2
∥∥χ{r>2−10R}Ps(χ{r≤2−20R}Bχ{r≤R}u)∥∥2LE∗s dss
) 1
2
‖u‖LE.
Here we have to establish the following mismatch estimate: given any ε > 0, choos-
ing R≫ 1 sufficiently large it holds that(∫ 2
0
s
1
2
∥∥χ{r>2−10R}Ps(χ{r≤2−20R}F )∥∥2LE∗s dss
) 1
2
≤ ε‖F‖LE∗. (4.60)
Then with F := Bχ{r≤R}u and using that
∥∥Bχ{r≤R}u∥∥LE∗ .b ‖u‖LE by Propo-
sition 4.15, given any ε > 0 we may choose R ≫ 1 sufficiently large to conclude
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that
I . ε‖u‖2LE.
For the term II we obtain by Cauchy-Schwarz, Lemma 4.11, and Lemma 4.13 that
II .
(∫ 2
0
s
1
2
∥∥Ps(χ{r≤2−20R}Bχ{r≤R}u)∥∥2LE∗s dss
) 1
2
×
×
(∫ 2
0
s−
1
2 sup
{αℓ}∈A
∥∥χ{r≤2−10R}Q(α)s Ps(χ{r>R}u)∥∥2LEs ds
) 1
2
.b ‖u‖LE
(∫ 2
0
s−
1
2 sup
{αℓ}∈A
∥∥χ{r≤2−10R}Q(α)s Ps(χ{r>R}u)∥∥2LEs ds
) 1
2
.
Then upon establishing the mismatch estimate(∫ 2
0
s−
1
2 sup
{αℓ}∈A
∥∥χ{r≤2−10R}Q(α)s Ps(χ{r>R}u)∥∥2LEs ds
) 1
2
≤ ε‖u‖LE (4.61)
for any given ε > 0 with R ≡ R(ε) ≫ 1 chosen sufficiently large, we may also
conclude the desired bound
II . ε‖u‖2LE.
We are hence left to prove the two mismatch estimates (4.60)–(4.61). Their proofs
are similar and we begin with (4.60). Here we have to show that given any ε > 0,
we may choose R≫ 1 sufficiently large such that∫ 2
0
s
1
2
( ∑
ℓ≥log2(R)−10
2
1
2 ℓ
∥∥φℓPs(χ{r≤2−20R}F )∥∥L2t,x
)2
ds
s
≤ ε2‖F‖2LE∗ . (4.62)
In order to deal with a certain singularity arising at zero heat time in this estimate,
we use the projections Ps := s2(∆+ ρ2)2es(∆+ρ2) to resolve F for small heat times.
More precisely, for a given heat time 0 < s ≤ 2, we decompose F for any 2 ≤ s0 ≤ 4
into
F =
∫ s
0
Ps′F ds
′
s′
+
∫ s0
s
Ps′F ds
′
s′
+Ps0F +P≥s0F. (4.63)
Then the contribution to (4.62) of the first high-frequency term on the right-hand
side is given by∫ 2
0
(∫ s
0
( s
s′
) 1
4
(s′)
1
4
∑
ℓ≥log2(R)−10
2
1
2 ℓ
∥∥φℓPs(χ{r≤2−20R}Ps′F )∥∥L2t,x ds′s′
)2
ds
s
.
Here we observe that the kernel ( ss′ )
1
4χ{s′≤s} is not a Schur kernel due to a sin-
gularity at s′ = 0, and it is because of this singularity that we use the modified
resolution (4.63) of F . It allows us to now write
Ps
(
χ{r≤2−20R}Ps′F
)
= −Ps
(
χ{r≤2−20R}s
′(∆ + ρ2)Ps′F
)
= −s′(∆ + ρ2)Ps
(
χ{r≤2−20R}Ps′F
)
− s′Ps
(
∆χ{r≤2−20R}Ps′F
)
+ 2s′Ps∇µ
(∇µχ{r≤2−20R}Ps′F ).
These three terms can be handled in a similar manner, noting that the supports
of ∆χ{r≤2−20R} and ∇χ{r≤2−20R} are contained in {r ≤ 2−20R} and they can
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be thought of as cut-offs to the same region. We therefore concentrate on the
contribution of the first term, that is,∫ 2
0
(∫ s
0
(s′
s
) 3
4
(s′)
1
4
∑
ℓ≥log2(R)−10
2
1
2 ℓ
∥∥φℓs(∆+ρ2)Ps(χ{r≤2−20R}Ps′F )∥∥L2t,x ds′s′
)2
ds
s
.
Using the localized parabolic regularity estimates from Proposition 4.6, the sum
inside the integrals is bounded by∑
ℓ≥logs(R)−10
2−(N−
1
2 )ℓs
N
2
(∥∥φ≤−ks′Ps′F∥∥L2t,x + ∑
−ks′≤m≤log2(R)−10
∥∥φmPs′F∥∥L2t,x
)
.N R
−(N− 12 )s
N
2 −
1
4
( s
s′
) 1
4 ‖Ps′F‖LE∗
s′
for any integer N ≥ 1. Plugging back into the estimate above, we see that the
contribution is bounded by
R−2(N−
1
2 )
∫ 2
0
(∫ s
0
(s′
s
) 1
2
(s′)
1
4 ‖Ps′F‖LE∗
s′
ds′
s′
)2
ds
s
≤ ε2‖F‖2LE∗ ,
where in the last step we used the fact that χ{s′≤s}(
s′
s )
1
2 is a Schur kernel, and that
R−2(N−
1
2 ) can be made arbitrarily small by choosing R≫ 1 sufficiently large.
Next, we consider the contribution to (4.62) of the second high-frequency term∫ s0
s Ps′F ds
′
s′ in the decomposition (4.63) of F . Using the localized parabolic reg-
ularity estimates from Proposition 4.6, Schur’s test and Lemma 4.11, we obtain
uniformly for all heat times 2 ≤ s0 ≤ 4 that∫ 2
0
(∫ s0
s
( s
s′
) 1
4
(s′)
1
4
∑
ℓ≥log2(R)−10
2
1
2 ℓ
∥∥φℓPs(χ{r≤2−20R}Ps′F )∥∥L2t,x ds′s′
)2
ds
s
. R−(N−
1
2 )
∫ 4
0
(s′)
1
2 ‖Ps′F‖2LE∗
s′
ds′
s′
. R−(N−
1
2 )
∫ 4
0
(s′)
1
2 ‖P s′
8
F‖2LE∗
s′
8
ds′
s′
≤ ε2‖F‖2LE∗,
where in the last step we chose R ≫ 1 sufficiently large. Finally, using the local-
ized parabolic regularity estimates from Proposition 4.6, it is straightforward to
bound the contributions to (4.62) of the two low-frequency terms Ps0F and P≥s0F
uniformly for all 2 ≤ s0 ≤ 4 by
ε2s
1
2
0 ‖P s08 F‖
2
LE∗s0
8
+ ε2‖P≥s0F‖2LE∗low
for sufficiently large R ≫ 1. Then integrating in ds0s0 over the heat time interval
2 ≤ s0 ≤ 4 yields that their contributions are bounded by ε2‖F‖2LE∗ , as desired.
This finishes the proof of the first mismatch estimate (4.60). The proof of the
second mismatch estimate (4.61) proceeds analogously, gaining smallness via the
localized parabolic regularity estimates from Proposition 4.6. Here it suffices to
resolve u with the usual frequency projections into
u =
∫ s
0
Ps′u
ds′
s′
+
∫ s0
s
Ps′u
ds′
s′
+P≥s0u
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for any given heat time 0 < s ≤ 2 and any 2 ≤ s0 ≤ 4. Moreover, one uses the
pointwise estimates for the coefficients of the multiplier Q
(α)
s given by
|β(α)s | . s
1
2 and |∂rβ(α)s |+ | coth(r)β(α)s | . 1
uniformly for all 0 < s ≤ 2 and all {αℓ} ∈ A. The details are left to the reader.
This concludes the proof of Proposition 4.34. 
4.8. Estimates to commute Ps, P≥s0 with Hprin. In this subsection we collect
estimates that will be needed in Sections 5–7 to control the commutator of our
frequency projections with the principal part Hprin of the operator H . We use the
notation
a˚ := a− h−1,
so that the tensor a˚ is globally small and decays at spatial infinity. Correspondingly,
we may then write
Hprin = −∆−∇µa˚µν∇ν .
For the high-frequency regime we need the following estimate.
Proposition 4.37. For any δ ∈ (0, 1], s > 0, and {αℓ} ∈ A, let Q(α)s be as in
Definition 2.15. Then we have∫ 2
0
sup
{αℓ}∈A
∣∣〈[Ps, Hprin]u,Q(α)s Psu〉t,x∣∣ dss . C (˚a)‖u‖2LE, (4.64)
where
C (˚a) :=
4∑
j=1
(
‖∇(j)a˚‖L∞t,x +
∑
ℓ≥0
‖r2∇(j)a˚‖L∞(R×Aℓ)
)
. (4.65)
Similarly, in the low-frequency regime we will need the following estimate.
Proposition 4.38. Given {αℓ} ∈ A, let Q(α) be as in Definition 2.14. Then it
holds that ∫ 4
1
8
sup
{αℓ}∈A
∣∣〈[P≥s, Hprin]u,Q(α)P≥su〉t,x∣∣ ds
s
. C (˚a)‖u‖2LE, (4.66)
where
C (˚a) :=
1∑
j=0
(
‖∇(j)a˚‖L∞t,x +
∑
ℓ≥0
‖r3∇(j)a˚‖L∞(R×Aℓ)
)
. (4.67)
Remark 4.39. We will also need the following analogues of estimates (4.64) and
(4.66): ∫ 2
0
∣∣〈[Ps, Hprin]u,Psu〉t,x∣∣ ds
s
. C (˚a)‖u‖2LE, (4.68)
where C (˚a) is as in (4.65), and∫ 4
1
8
∣∣〈[P≥s, Hprin]u,P≥su〉t,x∣∣ ds
s
. C (˚a)‖u‖2LE,∫ 4
1
8
sup
{αℓ}∈A
∣∣〈[P≥s, Hprin]u,Q(α)s3 P≥su〉t,x∣∣ dss . C (˚a)‖u‖2LE,
(4.69)
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where C (˚a) is as in (4.67) and Q
(α)
s3 is as in Definition 2.15 for some fixed s3 ≃ 1.
Our argument for the proofs of Propositions 4.37 and 4.38 can also be used to prove
(4.68) and (4.69).
Proof of Proposition 4.37. To simplify notation we write Q instead of Q
(α)
s in this
proof. We also use the notation Cj(z) introduced in (4.28). Note that
[Ps, Hprin] = Hprins(∆ + ρ
2)es(∆+ρ
2) − s(∆ + ρ2)es(∆+ρ2)Hprin
= se(s∆+ρ
2)(Hprin(∆ + ρ
2)− (∆ + ρ2)Hprin)
+ s(Hprine
s(∆+ρ2) − es(∆+ρ2)Hprin)(∆ + ρ2).
Therefore, since [es∆,∆] = [ρ2, Hprin] = 0, we find that
[Ps, Hprin]u = se
s(∆+ρ2)([∆,∇µa˚µν∇ν ]u) + s[es(∆+ρ2),∇µa˚µν∇ν ](∆ + ρ2)u
=: I + II. (4.70)
We start with the second term II. Let
w(s) := [es(∆+ρ
2),∇µa˚µν∇ν ](∆ + ρ2)u.
Then w satisfies the shifted heat equation
(∂s −∆− ρ2)w(s) = [∆,∇µa˚µν∇ν ]es(∆+ρ2)(∆ + ρ2)u, w(0) = 0.
Writing
∇µa˚µν∇ν = (∇µa˚µν)∇ν + a˚µν∇µ∇ν
and using the curvature formulas (2.2), we see that [∆,∇µa˚µν∇ν ] is a linear com-
bination of operators of the form
(∇(j) · a˚) · ∇(k), k + j ≤ 4, k, j ≤ 3, (4.71)
where the dots between ∇(j) and a˚ as well as between (∇(j) · a˚) and ∇(4−k) denote
metric contractions. The contributions of these terms can be estimated similarly
and here we present the details only for the top order term (∇a˚) · ∇(3). Then in
view of Duhamel’s formula for w we let
w˜(s) := −
∫ s
0
e(s−s
′)(∆+ρ2)(∇a˚) · ∇(3)Ps′uds
′
s′
.
Now ∫ 2
0
sup
{α}∈A
|〈sw˜(s), QPsu〉t,x| ds
s
≤
(∫ 2
0
s
1
2 ‖sw˜(s)‖2LE∗s
ds
s
) 1
2
( ∫ 2
0
s−
1
2 sup
{α}∈A
‖QPsu‖2LEs
ds
s
) 1
2
.
By Proposition 4.26 and Lemmas 2.6, 2.2, and 4.11
‖QPsu‖LEs . sup
{γℓ}∈A
‖QPsu‖Xγ,s . sup
{γℓ}∈A
‖P s
2
u‖Xγ,s . ‖P s4u‖LE s4 ,
uniformly in {αℓ} ∈ A, so using the change of variables s4 7→ s we get(∫ 2
0
s−
1
2 sup
{α}∈A
‖QPsu‖2LEs
ds
s
) 1
2
.
( ∫ 12
0
s−
1
2 ‖Psu‖2LEs
ds
s
) 1
2
. ‖u‖LE.
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Therefore, our desired estimate follows if we can show∫ 2
0
s
1
2 ‖sw˜(s)‖2LE∗s
ds
s
≤ C (˚a)2‖u‖2LE. (4.72)
Let us write∫ 2
0
s
1
2 ‖sw˜(s)‖2LE∗s
ds
s
=
∫ 1
2
0
s
1
2 ‖sw˜(s)‖2LE∗s
ds
s
+
∫ 2
1
2
s
1
2 ‖sw˜(s)‖2LE∗s
ds
s
.(4.73)
The first term on the right-hand side above is bounded by∫ 1
2
0
( ∫ s
0
s
5
4 ‖e(s−s′)(∆+ρ2)(∇a˚) · ∇(3)Ps′u‖LE∗s
ds′
s′
)2 ds
s
. (4.74)
Since s− s′ ≤ s, by Lemmas 2.2, 4.11, and 4.12, we have
‖e(s−s′)(∆+ρ2)(∇a˚) · ∇(3)Ps′u‖LE∗s . ‖(∇a˚) · ∇(3)Ps′u‖LE∗s
. C0(∇a˚)‖∇(3)Ps′u‖LEs′
. C0(∇a˚)(s′)− 32 ‖P s′
2
u‖LEs′
2
.
Therefore the contribution of s′ ∈ [ s2 , s] to (4.74) is bounded by
C0(∇a˚)2
∫ 1
2
0
( ∫ s
s
2
(
s
s′
)
5
4 (s′)−
1
4 ‖P s′
2
u‖LE s′
2
ds′
s′
)2 ds
s
. C0(∇a˚)2‖u‖2LE,
by Schur’s test. By the same argument the contributions to this integral of the
other terms in (4.71) are bounded by
3∑
j=0
C0(∇(j)a˚)2‖u‖2LE.
Next we consider the integral over s′ ∈ [0, s2 ] in (4.74). Here by repeated applica-
tions of the product rule and in view of (4.71) we can write [∆,∇µa˚µν∇ν ]Ps′u as
a linear combination of terms of the form
∇(k) · ((∇(j) · a˚)Ps′u), k ≤ 3, k + j ≤ 4. (4.75)
Again we treat only the case k = 3, j = 1 in detail. For this by Lemmas 4.11
and 4.12
‖e(s−s′)(∆+ρ2)∇(3) · ((∇a˚)Ps′u)‖LE∗s . (s− s′)−
3
2 ‖(∇a˚)Ps′u‖LE∗s
. C0(∇a˚)(s− s′)− 32 ‖Ps′u‖LEs′ .
It follows that the contribution of s′ ∈ [0, s2 ] to (4.74) is bounded by
C0(∇a˚)2
∫ 1
2
0
(∫ s2
0
s
5
4 (s′)
1
4
(s− s′) 32 (s
′)−
1
4 ‖Ps′u‖LEs′
ds′
s′
)2 ds
s
. C0(∇a˚)2‖u‖2LE,
by Schur’s test. Similarly the contributions of the other terms in (4.75) are bounded
by
4∑
j=0
C0(∇(j)a˚)2‖u‖2LE.
This completes the treatment of the first integral on the right-hand side of (4.73).
For the second integral we again decompose the s′ integration in the Duhamel
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representation of w into integrals over [0, s2 ] and [
s
2 , s]. For the latter, using similar
arguments as above, and writing Ps′ = −s′(∆ + ρ2)e s
′
2 (∆+ρ
2)P≥ s′2
, we have∫ 2
1
2
s
1
2
(∫ s
s
2
‖e(s−s′)(∆+ρ2)(∇a˚) · ∇(3)Ps′u‖LE∗s
ds′
s′
)2 ds
s
. C1(∇a˚)2
∫ 2
1
2
( ∫ s
s
2
‖P≥ s′2 u‖LElow
ds′
s′
)2 ds
s
. C1(∇a˚)2
∫ 1
1
8
‖P≥s′u‖2LElow
ds′
s′
. C1(∇a˚)2‖u‖2LE,
where to pass to the last line we used Cauchy-Schwarz and the change of variables
s′
2 7→ s′. Similarly the contributions of the other terms in (4.71) are bounded by
3∑
j=0
C1(∇a˚)2‖u‖2LE.
For the region s′ ∈ [0, s2 ] again arguing as above, and writing Ps′ = 2e
s′
2 (∆+ρ
2)P s′
2
,∫ 2
1
2
s
1
2
(∫ s2
0
‖e(s−s′)(∆+ρ2)∇(3)((∇a˚)Ps′u)‖LE∗s
ds′
s′
)2 ds
s
. C0(∇a˚)2
∫ 2
1
2
( ∫ s2
0
(s′)
1
4 (s′)−
1
4 ‖P s′
2
u‖LE s′
2
ds′
s′
)2 ds
s
. C0(∇a˚)2
∫ 1
2
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
. C0(∇a˚)2‖u‖2LE,
where to pass to the last line we again used Cauchy-Schwarz and the change of
variables s
′
2 7→ s′. Similarly the contributions of the other terms in (4.75) are
bounded by
4∑
j=0
C0(∇(j)a˚)2‖u‖2LE.
This completes the treatment of the term II on the right-hand side of (4.70).
Let us now turn to the first term I. We first consider the s integration over
[0, 12 ]. As usual we decompose u as
u = P≤su+Ps≤·≤s0u+P≥s0u,
with s0 ∈ [ 34 , 1]. Using the argument which led to (4.72), it then suffices to prove
the estimates∫ 1
2
0
s
1
2 ‖ses(∆+ρ2)[∆,∇µa˚µν∇ν ]P≤su‖2LE∗s
ds
s
≤ C (˚a)2‖u‖2LE, (4.76)∫ 1
3
4
∫ 1
2
0
s
1
2 ‖ses(∆+ρ2)[∆,∇µa˚µν∇ν ]Ps≤·≤s0u‖2LE∗s
ds
s
ds0
s0
≤ C (˚a)2‖u‖2LE, (4.77)∫ 1
3
4
∫ 1
2
0
s
1
2 ‖ses(∆+ρ2)[∆,∇µa˚µν∇ν ]P≥s0u‖2LE∗s
ds
s
ds0
s0
≤ C (˚a)2‖u‖2LE. (4.78)
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Starting with (4.76) note that the commutator [∆,∇µa˚µν∇ν ]P≤su is a linear com-
bination of terms of the form
∇(k) · ((∇(j) · a˚)P≤s′u), k ≤ 3, k + j ≤ 4. (4.79)
We only treat the case j = 1, k = 3 in detail. Estimate (4.76) then reduces to
proving ∫ 1
2
0
s−
1
2 ‖s 32 es(∆+ρ2)∇(3) · ((∇a˚)P≤su)‖2LE∗s
ds
s
≤ C (˚a)2‖u‖2LE. (4.80)
Now by Lemmas 4.11 and 4.12
‖s 32 es(∆+ρ2)∇(3) · ((∇a˚)P≤su)‖LE∗s . ‖(∇a˚)P≤su‖LE∗s
.
∫ s
0
‖(∇a˚)Ps′u‖LE∗s
ds′
s′
≤ C0(∇a˚)
∫ s
0
‖Ps′u‖LEs′
ds′
s′
.
It follows that the left-hand side of (4.80) is bounded by
C0(∇a˚)2
∫ 1
2
0
( ∫ s
0
(
s′
s
)
1
4 (s′)−
1
4 ‖Ps′u‖LEs′
ds′
s′
)2 ds
s
. C0(∇a˚)2‖u‖2LE,
by Schur’s test. Similarly the contributions of the other terms in (4.79) are bounded
by
4∑
j=0
C0(∇(j)a˚)2‖u‖2LE.
For (4.77) we go back to (4.71) and only treat the most difficult case j = 1, k = 3
in detail. Then by Lemma 4.11 it suffices to prove∫ 1
3
4
∫ 1
2
0
(∫ s0
s
‖s 54 (∇a˚) · ∇(3)Ps′u‖LE∗s
ds′
s′
)2 ds
s
ds0
s0
≤ C (˚a)2‖u‖2LE. (4.81)
Now arguing as above the inner integral with respect to s on the left-hand side of
(4.81) is bounded by
C0(∇a˚)2
∫ 1
2
0
(∫ s0
s
‖s 54∇(3)Ps′u‖LEs′
ds′
s′
)2 ds
s
,
which, using Lemmas 2.2 and 4.11 and Schur’s test, is in turn bounded by
C0(∇a˚)2
∫ 1
2
0
(∫ s0
s
(
s
s′
)
5
4 (s′)−
1
4 ‖P s′
2
u‖LEs′
ds′
s′
)2 ds
s
. C0(∇a˚)2
∫ 1
2
0
( ∫ s0
s
(
s
s′
)
5
4 (s′)−
1
4 ‖P s′
2
u‖LEs′
2
ds′
s′
)2 ds
s
. C0(∇a˚)2
∫ 1
2
0
( ∫ s02
s
2
(
s
s′
)
5
4 (s′)−
1
4 ‖Ps′u‖LEs′
ds′
s′
)2 ds
s
. C0(∇a˚)2‖u‖2LE.
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Since the implicit constants are bounded uniformly in s0 ∈ [ 32 , 1], integrating both
sides of this estimate in s0 gives us the desired estimate. Similarly the contributions
of the other terms in (4.71) are bounded by
3∑
j=0
C0(∇(j)a˚)2‖u‖2LE.
For (4.78), arguing as above we will show that∫ 1
3
4
∫ 1
2
0
‖s 54 (∇a˚) · ∇(3)P≥s0u‖2LE∗s
ds
s
ds0
s0
. C (˚a)2‖u‖2LE. (4.82)
Now by Lemma 4.12 we have
‖(∇a˚) · ∇(3)P≥s0u‖LE∗s . C1(∇a˚)2‖∇(3)P≥s0u‖LElow.
It follows that the left-hand side of (4.82) is bounded by
C1(∇a˚)2
∫ 1
3
4
‖∇(3)P≥s0u‖2LElow
∫ 1
2
0
s
5
2
ds
s
ds0
s0
. C1(∇a˚)2
∫ 1
2
3
8
‖P≥s0u‖2LElow
ds0
s0
. C1(∇a˚)2‖u‖2LE.
Similarly the contributions of the other terms in (4.71) are bounded by
3∑
j=0
C1(∇(j)a˚)2‖u‖2LE.
It remains to consider the contributions of the s integration over [ 12 , 2] to the term I
on the right-hand side of (4.70). To this end we decompose u as
u = P≤ s4u+P≥
s
4
u.
Then instead of (4.76)–(4.78), it suffices to show∫ 2
1
2
s
1
2 ‖ses(∆+ρ2)[∆,∇µa˚µν∇ν ]P≤ s
4
u‖2LE∗s
ds
s
. C (˚a)2‖u‖2LE, (4.83)∫ 2
1
2
s
1
2 ‖ses(∆+ρ2)[∆,∇µa˚µν∇ν ]P≥ s
4
u‖2LE∗s
ds
s
. C (˚a)2‖u‖2LE. (4.84)
For (4.84) arguing as above, and using (4.79) with P≤s′ replaced by P≥ s
4
we have∫ 2
1
2
s
1
2 ‖ses(∆+ρ2)∇(3) · ((∇a˚)P≥ s4u)‖2LE∗s
ds
s
.
∫ 2
1
2
‖(∇a˚)P≥ s4u‖2LE∗s
ds
s
. C1(∇a˚)2
∫ 2
1
2
‖P≥ s4u‖2LElow
ds
s
. C1(∇a˚)2‖u‖2LE.
Similarly the contributions of the other terms in (4.79) with P≤s′ replaced by P≥ s4
are bounded by
4∑
j=0
C1(∇(j)a˚)2‖u‖2LE.
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For (4.83) we have that∫ 2
1
2
s
1
2 ‖ses(∆+ρ2)∇(3) · ((∇a˚)P≤ s4u)‖2LE∗s
ds
s
.
∫ 2
1
2
‖(∇a˚)P≤ s4u‖2LE∗s
ds
s
. C0(∇a˚)2
∫ 2
1
2
(∫ s4
0
(s′)
1
4 (s′)−
1
4 ‖Ps′u‖LEs′
ds′
s′
)2 ds
s
. C0(∇a˚)2
∫ 1
2
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
. C0(∇a˚)2‖u‖2LE.
Similarly, the contributions of the other terms in (4.79) with P≤s′ replaced by P≤ s4
are bounded by
4∑
j=0
C0(∇(j)a˚)2‖u‖2LE.
This completes the proof of the proposition. 
Proof of Proposition 4.38. To simplify notation we write Q for Q(α) and use the
notation Cj(z) introduced in (4.28). Since we are in the low-frequency regime we
do not need to exploit the commutator structure as carefully as in the previous
proof to gain regularity. Let
v(s) := [P≥s, Hprin]u.
Then∫ 4
1
8
sup
{α}∈A
|〈v,QP≥su〉t,x| ds
s
.
(∫ 4
1
8
‖v‖2LE∗low
ds
s
) 1
2
(∫ 4
1
8
sup
{α}∈A
‖QP≥su‖2LElow
ds
s
) 1
2
.
(∫ 4
1
8
‖v‖2LE∗low
ds
s
) 1
2
(∫ 4
1
8
‖P≥ s
2
u‖2LElow
ds
s
) 1
2
.
Now using the fundamental theorem of calculus to write
P≥ s2 u = P≥su+
∫ s
s
2
Ps′u
ds′
s′
,
and by Lemmas 2.2, 2.3, and 4.11, we can estimate∫ 4
1
8
‖P≥ s
2
u‖2LElow
ds
s
. ‖u‖2LE +
∫ 4
1
8
(∫ s
s
2
‖Ps′u‖LElow
ds′
s′
)2 ds
s
. ‖u‖2LE +
∫ 4
1
16
‖e 7s
′
8 (∆+ρ
2)P s′
8
u‖2LEs′
ds′
s′
. ‖u‖2LE +
∫ 1
2
0
‖Ps′u‖2LEs′
ds′
s′
. ‖u‖2LE.
Therefore, it suffices to show that∫ 4
1
8
‖[P≥s, Hprin]u‖2LE∗
low
ds
s
≤ C (˚a)2‖u‖2LE. (4.85)
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For this we simply write the commutator [P≥s, Hprin]u as P≥sH˚prinu− H˚prinP≥su
where H˚prin is defined the same way as Hprin but with a replaced by a˚. This is
possible because [P≥s,∆] = 0. Now we estimate the two terms P≥sH˚prinu and
H˚prinP≥su separately. For the latter, writing
H˚prin = −a˚µν∇µ∇ν + (∇µa˚µν)∇ν ,
and by applications of the product rule and using Lemmas 4.11 and 4.12
‖H˚prinP≥su‖LE∗low . C (˚a)‖P≥ s2u‖LElow .
Then arguing as above we get∫ 4
1
8
‖H˚prinP≥su‖2LE∗low
ds
s
. C (˚a)2‖u‖2LE.
To estimate the contribution of P≥sH˚prinu we decompose u as
u = P≤su+P≥su.
For P≥su we write
H˚prin = −∇µ∇νa˚µν +∇µ(∇ν a˚µν),
and by applications of the product rule and using Lemmas 4.11 and 4.12, we obtain
‖P≥sH˚prinP≥su‖LE∗low . C (˚a)‖P≥su‖LElow ,
and thus ∫ 4
1
8
‖P≥sH˚prinP≥su‖2LE∗low
ds
s
. C (˚a)2‖u‖2LE.
Similarly for P≤su writing H˚prin = −∇µ∇νa˚µν +∇µ(∇ν a˚µν) we have
‖P≥sH˚prinP≤su‖LE∗
low
. ‖a˚P≤su‖LE∗
low
+ ‖(∇a˚)P≤su‖LE∗
low
. C (˚a)
∫ s
0
‖Ps′u‖LEs′
ds′
s′
. C (˚a)
∫ s
0
‖e 7s
′
8 (∆+ρ
2)P s′
8
u‖LEs′
ds′
s′
. C (˚a)
∫ s
8
0
‖Ps′u‖LEs′
ds′
s′
. C (˚a)
( ∫ s8
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
) 1
2
.
It follows that∫ 4
1
8
‖P≥sH˚prinP≤su‖2LE∗low
ds
s
. C (˚a)2
∫ 4
1
8
∫ s
8
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
. C (˚a)2
∫ 1
2
0
(s′)−
1
2 ‖Ps′u‖2LEs′
ds′
s′
. C (˚a)2‖u‖2LE,
completing the proof of the proposition. 
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4.9. Estimates needed to handle Hprin + ∆. In the positive commutator es-
timate of Sections 5–7 the coercivity comes from the commutator of our low and
high-frequency multipliers with −∆, not with Hprin. The estimates in this section
are needed to handle the errors generated from the difference between Hprin and
−∆. For low frequencies we will need the following result.
Proposition 4.40. For any {αℓ} ∈ A, let Q(α) be as in Definition 2.14. Then we
have ∫ 4
1
8
sup
{αℓ}∈A
∣∣Re 〈i(Hprin +∆)P≥su,Q(α)P≥su〉t,x∣∣ ds
s
≤ Cε0‖u‖2LE,
where ε0 > 0 is as in (1.16).
Remark 4.41. The argument for the proof of Proposition 4.40 can also be used
to establish the following closely related estimate: For any δ ∈ (0, 1], s3 ≃ 1, and
{αℓ} ∈ A, let Q(α)s3 be as in Definition 2.15. Then we have∫ 4
1
8
sup
{αℓ}∈A
∣∣Re 〈i(Hprin +∆)P≥su,Q(α)s3 P≥su〉t,x∣∣ dss ≤ Cε0‖u‖2LE,
where ε0 > 0 is as in (1.16).
The following is the analogous result for high frequencies.
Proposition 4.42. For any δ ∈ (0, 1], s > 0, and {αℓ} ∈ A, let Q(α)s and β(α)s be
as in Definition 2.15. Then it holds that∫ 2
0
sup
{αℓ}∈A
∣∣Re 〈i(Hprin +∆)Psu,Q(α)s Psu〉t,x
+ 2〈˚aθaθb(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂θbPsu〉t,x
∣∣ ds
s
≤ Cε0‖u‖2LE,
where ε0 > 0 is as in (1.16).
We only provide the proof of Proposition 4.42 and leave the easier treatment of
the low-frequency case in Proposition 4.40 to the reader.
Proof of Proposition 4.42. We begin by recalling that
Hprin +∆ = −∇µa˚µν∇ν ,
where we use the notation a˚ = a − h−1. Then we first integrate by parts in the
term Re 〈i(Hprin +∆)Psu,Q(α)s Psu〉t,x so that only one derivative falls on Psu,
Re 〈i(Hprin +∆)Psu,Q(α)s Psu〉t,x
= Re 〈∇µa˚µν∇νPsu, 2β(α),λs ∇λPsu+ (∇λβ(α),λs )Psu〉t,x
= −2Re 〈˚aµν∇νPsu,β(α),λs ∇µ∇λPsu〉t,x
− 2Re 〈˚aµν∇νPsu, (∇µβ(α),λs )∇λPsu〉t,x
− Re 〈˚aµν∇νPsu, (∇µ∇λβ(α),λs )Psu〉t,x
− Re 〈˚aµν∇νPsu, (∇λβ(α),λs )∇µPsu〉t,x.
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Integrating by parts once more in the first term on the right-hand side and using
that a˚ is symmetric and real-valued, we find
Re 〈i(Hprin +∆)Psu,Q(α)s Psu〉t,x
= Re 〈(∇λa˚µν)∇νPsu,β(α),λs ∇µPsu〉t,x
− 2Re 〈a˚µν∇νPsu, (∇µβ(α),λs )∇λPsu〉t,x
− Re 〈a˚µν∇νPsu, (∇µ∇λβ(α),λs )Psu〉t,x.
(4.86)
Here we note that due to the radial symmetry of the vector field β(α)s , the only
non-zero components of ∇µβ(α),λs are given by
∇rβ(α),rs = ∂rβ(α)s and ∇θaβ(α),θas = coth(r)β(α)s for a = 1, . . . , d− 1.
It follows that the second term on the right-hand side of (4.86) is given by
− 2Re 〈a˚µν∇νPsu, (∇µβ(α),λs )∇λPsu〉t,x
= −2Re 〈˚arν∇νPsu, (∂rβ(α)s )∇rPsu〉t,x
− 2Re 〈˚aθaν∇νPsu, coth(r)β(α)s ∇θaPsu〉t,x
= −2Re 〈˚aµν(∂rβ(α)s )∇µPsu,∇νPsu〉t,x
− 2Re 〈˚aθaθb(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂θbPsu〉t,x
− 2Re 〈˚aθar(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂rPsu〉t,x.
Combining the previous identities, we obtain that
Re 〈i(Hprin +∆)Psu,Q(α)s Psu〉t,x + 2〈˚aθaθb(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂θbPsu〉t,x
= Re 〈(∇λa˚µν)∇µPsu,β(α),λs ∇νPsu〉t,x
− 2〈˚aµν(∂rβ(α)s )∇µPsu,∇νPsu〉t,x
− 2Re 〈˚aθar(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂rPsu〉t,x
− Re 〈˚aµν∇µPsu, (∇ν∇λβ(α),λs )Psu〉t,x
=: I + II + III + IV.
In order to finish the proof of Proposition 4.42 we now show∫ 2
0
sup
{αℓ}∈A
|I + . . .+ IV | ds
s
.
(∥∥|˚ar·|/h coth(r)∥∥L∞(R×A≤0) + 1∑
k=0
(
‖∇(k)a˚‖L∞t,x +
∑
ℓ≥0
‖r∇(k)a˚‖L∞(R×Aℓ)
))
‖u‖2LE,
(4.87)
where we recall the notation
|˚ar·|2/h := hθaθb a˚rθa a˚rθb .
Note that the term involving |˚ar·|/h coth(r) is controlled by the vanishing condition
(1.17) and Taylor expansion at r = 0.
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We start off with the estimate for the term I. Using the uniform pointwise bound
β
(α)
s (r) . s
1
2 and Lemma 4.11, it is straightforward to conclude that
sup
{αℓ}∈A
|I| .
(
‖∇a˚‖L∞t,x +
∑
ℓ≥0
‖r∇a˚‖L∞(R×Aℓ)
)
s−
1
2 ‖s 12∇Psu‖2LEs
.
(
‖∇a˚‖L∞t,x +
∑
ℓ≥0
‖r∇a˚‖L∞(R×Aℓ)
)
s−
1
2 ‖P s
4
u‖2LE s
4
.
Integrating over this inequality in dss from 0 to 2 establishes (4.87) for the contri-
bution of the term I. For the term II we have by Lemma 2.16 and Lemma 4.11
that
sup
{αℓ}∈A
|II| . ‖a˚‖L∞t,x sup
{αℓ}∈A
s−1〈(∂rβ(α)s )|s
1
2∇Psu|, |s 12∇Psu|〉t,x
≃ ‖a˚‖L∞t,xs−
1
2
∥∥s 12∇Psu∥∥2LEs
. ‖a˚‖L∞t,xs−
1
2 ‖P s
4
u
∥∥2
LE s
4
.
Then integrating in dss also furnishes (4.87) for the contribution of the term II.
Next, we turn to the term III and first decompose it into
III = −2Re 〈˚aθar(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂rPsu〉t,x
= −2Re 〈˚aθar coth(r)β(α)s ∂θaPsu, ∂rPsu〉t,x
+ 2Re 〈˚aθar(∂rβ(α)s )∂θaPsu, ∂rPsu〉t,x
=: III1 + III2.
Here the contribution of the term III2 to (4.87) can be estimated in exactly the
same manner as that of the term II. Moreover, using the uniform pointwise bounds
β
(α)
s (r) . s
1
2 for any r > 0 and coth(r) . 1 for r & 1 as well as Lemma 4.11, one
readily verifies that
sup
{αℓ}∈A
|III1| .
(∥∥|˚ar·|/h coth(r)∥∥L∞(R×A≤0) +∑
ℓ≥0
‖ra˚‖L∞(R×Aℓ)
)
s−
1
2 ‖P s
4
u‖2LE s
4
.
Then integrating in dss also yields (4.87) for the contribution of the term III1.
Finally, in order to estimate the contribution of the term IV , we first observe that
due to the radial symmetry of the vector field β(α)s , the only non-zero component
of ∇ν∇λβ(α),λs is
∇r∇λβ(α),λs = ∂2rβ(α)s + 2ρ
(
coth(r)∂rβ
(α)
s − sinh−2(r)β(α)s
)
.
Correspondingly, we write
IV = −Re 〈˚aµr∇µPsu, (∂2rβ(α)s )Psu〉t,x
− 2ρRe 〈˚aµr∇µPsu, (coth(r)∂rβ(α)s − sinh−2(r)β(α)s )Psu〉t,x
=: IV1 + IV2.
Using the following uniform pointwise bound
|(∂2rβ(α)s )(r)| . δ2s−
1
2
α(δs−
1
2 r)
〈δs− 12 r〉2 . s
− 12 (∂rβ
(α)
s )(r),
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we obtain for the term IV1 by Lemma 2.16 and Lemma 4.11 that
sup
{αℓ}∈A
|IV1| . ‖a˚‖L∞t,x sup
{αℓ}∈A
〈|∇Psu|, s− 12 (∂rβ(α)s )|Psu|〉t,x
. ‖a˚‖L∞t,x sup
{αℓ}∈A
s−1
(∥∥(∂rβ(α)s ) 12 s 12∇Psu∥∥2L2t,x + ∥∥(∂rβ(α)s ) 12Psu∥∥2L2t,x)
. ‖a˚‖L∞t,xs−
1
2
(‖s 12∇Psu‖2LEs + ‖Psu‖2LEs)
. ‖a˚‖L∞t,xs−
1
2 ‖P s
4
u‖2LEs
4
,
which upon integrating in dss proves (4.87) for the contribution of IV1. Moreover,
by invoking the uniform pointwise bounds
∣∣coth(r)(∂rβ(α)s )(r) − sinh−2(r)β(α)s (r)∣∣ .

s−
1
2 for r ≤ s 12 ,
s
1
2 r−2 for s
1
2 ≤ r . 1,
1 for r & 1,
it follows easily that
sup
{αℓ}∈A
|IV2| .
(
‖a˚‖L∞t,x +
∑
ℓ≥0
‖ra˚‖L∞(R×Aℓ)
)
s−
1
2
(‖s 12∇Psu‖2LEs + ‖Psu‖2LEs)
.
(
‖a˚‖L∞t,x +
∑
ℓ≥0
‖ra˚‖L∞(R×Aℓ)
)
s−
1
2 ‖P s
4
u‖2LEs
4
,
which after integrating in dss also yields (4.87) for the contribution of IV2. This
finishes the proof of Proposition 4.42. 
4.10. An elliptic regularity estimate. Our goal in this section is to prove the
following elliptic regularity estimate which will be used in Section 8.
Lemma 4.43 (Elliptic regularity in LE0). Suppose z ∈ C satisfies |z| ≤ M for
some fixed M . Assume also that H as in (1.2) is symmetric and stationary with
Hprin = −∆ and that the potentials b, V satisfy (1.12). Then for sufficiently large
R > 0, and with χ≥R denoting a smooth cutoff to the region {r ≥ R} ⊆ Hd,
‖χ≥Ru‖LE10 .M ‖u‖LE0 + ‖(H − z)v‖LE∗0 .
It turns out that in the proof it is more convenient to work with the modified
space LE10,ext introduced in Section 2, so we start with the following lemma.
Lemma 4.44. If R > 1 is sufficiently large, then for any function v
‖χ≥Rv‖LE10 ≃ ‖χ≥Rv‖LE10,ext .
Proof. That ‖χ≥Rv‖LE10 & ‖χ≥Rv‖LE10,ext follows from Lemma 2.11. For the other
direction, since the low-frequency components of LE10,ext and LE10 are the same, it
suffices to prove ∫ 1
2
0
s−
3
2 ‖Psχ≥Ru‖2LE0,s
ds
s
. ‖χ≥Ru‖2LE10,ext . (4.88)
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The left-hand side above is bounded by
∫ 1
2
0
s−
3
2−
1
2 ‖Psχ≥Ru‖2L2(A≤−ks )
ds
s
+
∫ 1
2
0
s−
3
2
(
sup
−ks≤ℓ≤0
2−
ℓ
2 ‖Psχ≥Ru‖L2(Aℓ)
)2 ds
s
+
∫ 1
2
0
s−
3
2 ‖r− 32−σPsχ≥Ru‖2L2(A≥0)
ds
s
=: I + II + III.
By definition, III . ‖u‖2
LE10,ext
, so it remains to show that I, II . ‖u‖2
LE10,ext
. For
II note that for any ℓ with −ks ≤ ℓ ≤ 0, and any s0 ∈ [ 516 , 716 ]
2−
ℓ
2 ‖Psχ≥Ru‖L2(Aℓ) = 2−
ℓ
2 ‖Psχ≥R2 χ≥Ru‖L2(Aℓ)
≤ 2− ℓ2 ‖Psχ≥R2 P≥s0χ≥Ru‖L2(Aℓ)
+ 2−
ℓ
2 ‖Psχ≥R2 P≤s0χ≥Ru‖L2(Aℓ) =: II1 + II2.
Therefore,
(
sup
−ks≤ℓ≤0
2−
ℓ
2 ‖Psχ≥Ru‖L2(Aℓ)
)2
.
∫ 7
16
5
16
((
sup
−ks≤ℓ≤0
II1
)2
+
(
sup
−ks≤ℓ≤0
II2
)2) ds0
s0
.
Now by localized parabolic regularity, if R is sufficiently large, and with χℓ a cutoff
adapted to Aℓ,
II1 . 2
− ℓ2 ‖χℓPsχ≥R2 P≥s0χ≥Ru‖L2 .
∑
2m≥R2
2−
ℓ
2 ‖χℓPsχmP≥s0χ≥Ru‖L2
.N
∑
2m≥R2
2−
ℓ
2 2−
m
2 (N−3−2σ)sN‖r− 32−σχmP≥s0χ≥Ru‖L2
.N ‖r− 32−σP≥s0u‖L2(A≥0)sN−
1
4 sup
2m≥R2
2−(
N−3−2σ
2 )m
.N s
N− 14R−(
N−3−2σ
2 )‖P≥s0χ≥Ru‖LE0,low .
It follows that
∫ 1
2
0
∫ 7
16
5
16
s−
3
2
(
sup
−ks≤ℓ≤0
II1
)2 ds0
s0
ds
s
.
∫ 7
16
5
16
∫ 1
2
0
s2N−2‖P≥s0χ≥Ru‖2LE0,low
ds
s
ds0
s0
.
∫ 7
16
5
16
‖P≥s0χ≥Ru‖2LE0,low
ds0
s0
. ‖χ≥Ru‖2LE10,ext .
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Similarly, for R sufficiently large
II2 . s
− 14
∫ s0
0
‖χℓPsχ≥R2 Ps′χ≥Ru‖L2
ds′
s′
.N s
N− 14
∫ s0
0
∑
2m≥R2
2−
m
2 (N−3−2σ)‖r− 32−σχmPs′χ≥Ru‖L2 ds
′
s′
.N s
N− 14R−(
N−3−2σ
2 )
∫ s0
0
‖Ps′χ≥Ru‖LE0,1
ds′
s′
.N s
N− 14R−(
N−3−2σ
2 )s
3
4
0 ‖χ≥Ru‖LE10,ext ,
so ∫ 1
2
0
∫ 7
16
5
16
s−
3
2
(
sup
−ks≤ℓ≤0
II2
)2 ds0
s0
ds
s
.
∫ 7
16
5
16
∫ 1
2
0
s2N−2‖χ≥Ru‖2LE10,ext
ds
s
ds0
s0
. ‖χ≥Ru‖2LE10,ext .
This shows that II . ‖χ≥Ru‖2LE10,ext . The proof for I is similar. In fact note that
in estimating II we simply bounded 2−
ℓ
2 by s−
1
4 so the same exact proof as above
shows that I . ‖χ≥Ru‖2LE10,ext , completing the proof of (4.88). 
We can now prove Lemma 4.43.
Proof of Lemma 4.43. Since ‖χ≥Ru‖LE10 ≃ ‖χ≥Ru‖LE10,ext by Lemma 4.44, it suf-
fices to prove
‖χ≥Ru‖2LE10,ext .M ‖u‖
2
LE0 + ‖(H − z)u‖2LE∗0 .
Moreover, since the low-frequency components of LE10,ext and LE0 coincide and
since χ≥R is bounded in LE0 according to Lemma 4.13, it suffices to consider the
high-frequency component of LE10,ext and to prove that∫ 1
2
0
s−
3
2 ‖Ps(χ≥Ru)‖2LE0,1
ds
s
. ‖u‖2LE0 + ‖(H − z)u‖2LE∗0 .
We use that∫ 1
2
0
s−
3
2 ‖Ps(χ≥Ru)‖2LE0,1
ds
s
≃
∫ 1
2
0
s−
3
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2 dss .
Then we have
d
ds
(
s−
1
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2)
=
3
2
s−
3
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2
+ s−
1
2 2Re
〈〈r〉− 32−δ(∆ + ρ2)Ps(χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉,
and thus
3
2
s−
3
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2 + 2ρ2s− 12∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2
=
d
ds
(
s−
1
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2)
− 2s− 12Re 〈〈r〉− 32−δ∆Ps(χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉.
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Integrating in dss (and dropping the term with ρ
2 which has a favorable sign), we
obtain for any s0 ∈ [ 12 , 1] that
3
2
∫ s0
0
s−
3
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2 dss
≤ s− 120
∥∥〈r〉− 32−δPs0(χ≥Ru)∥∥2L2
+ 2
∫ s0
0
s−
1
2
∣∣〈〈r〉− 32−δ∆Ps(χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉∣∣ ds
s
.
Averaging over s0 ∈ [ 12 , 1] in ds0s0 gives
∫ 1
2
0
s−
3
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2 dss
.
∫ 1
1
2
s
− 12
0
∥∥〈r〉− 32−δPs0(χ≥Ru)∥∥2L2 ds0s0
+
∫ 1
0
s−
1
2
∣∣〈〈r〉− 32−δ∆Ps(χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉∣∣ ds
s
=: I + II.
For term I we use the boundedness of s02 (∆ + ρ
2)e
s0
2 (∆+ρ
2) in LE0,low to conclude
I .
∫ 1
2
1
4
∥∥〈r〉− 32−δP≥s0 (χ≥Ru)∥∥2L2 ds0s0
.
∫ 4
1
8
‖P≥s0(χ≥Ru)
∥∥2
LE0,low
ds0
s0
. ‖u‖2LE0 .
For term II we insert
∆ = −(H − z) +Hl.o.t. − z,
and correspondingly obtain
II .
∫ 1
0
s−
1
2
∣∣〈〈r〉− 32−δPs((H − z)χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉∣∣ ds
s
+
∫ 1
0
s−
1
2
∣∣〈〈r〉− 32−δPs(Hl.o.t.χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉∣∣ ds
s
+ |z|
∫ 1
0
s−
1
2
∣∣〈〈r〉− 32−δPs(χ≥Ru), 〈r〉− 32−δPs(χ≥Ru)〉∣∣ ds
s
=: II1 + II2 + II3.
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In order to estimate term II1, we take the absolute values inside, drop the weights
and then bound the inner product by pairing LE∗0,s and LE0,s to find that
II1 .
∫ 1
0
s−
1
2
〈|Ps((H − z)χ≥Ru)|, |Ps(χ≥Ru)|〉 ds
s
.
∫ 1
0
s
1
4
∥∥Ps((H − z)χ≥Ru)∥∥LE∗0,ss− 34 ∥∥Ps(χ≥Ru)∥∥LE0,s dss
. Cε
∫ 1
0
s
1
2
∥∥Ps((H − z)χ≥Ru)∥∥2LE∗0,s dss + ε
∫ 1
0
s−
3
2
∥∥Ps(χ≥Ru)∥∥2LE0,s dss
. Cε
∫ 1
0
s
1
2
∥∥P s
2
(
(H − z)χ≥Ru
)∥∥2
LE∗
0, s
2
ds
s
+ ε
∫ 1
0
s−
3
2
∥∥P s
2
(
χ≥Ru
)∥∥2
LE0, s
2
ds
s
. Cε
∫ 1
2
0
s
1
2
∥∥Ps((H − z)χ≥Ru)∥∥2LE∗0,s dss + ε
∫ 1
2
0
s−
3
2
∥∥Ps(χ≥Ru)∥∥2LE0,s dss
. Cε‖(H − z)(χ≥Ru)‖2LE∗0 + ε‖χ≥Ru‖
2
LE10
.
Then to reabsorb the second term on the right-hand side we again use that
‖χ≥Ru‖2LE10 ≃ ‖χ≥Ru‖
2
LE10,ext
.
Finally, we further estimate the first term on the right-hand side by
‖(H − z)(χ≥Ru)‖LE∗0 . ‖χ≥R(H − z)u‖LE∗0 + ‖[H,χ≥R]u‖LE∗0
. ‖(H − z)u‖LE∗0 + C(b, R)‖u‖LE0 .
We estimate the term II2 analogously to the term II1 and obtain that
II2 . Cε‖Hl.o.t.(χ≥Ru)‖2LE∗0 + ε‖χ≥Ru‖
2
LE10
. ‖u‖2LE0 + ε‖χ≥Ru‖2LE10 .
Finally, we bound II3 as
II3 = |z|
∫ 1
0
s−
1
2
∥∥〈r〉− 32−δPs(χ≥Ru)∥∥2L2 dss
.M
∫ 1
0
s−
1
2
∥∥Ps(χ≥Ru)∥∥2LE0,1 dss
.
∫ 1
0
s−
1
2
∥∥Ps(χ≥Ru)∥∥2LE0,s dss
.
∫ 1
0
s−
1
2
∥∥P s
2
(
χ≥Ru
)∥∥2
LE0, s
2
ds
s
.
∫ 1
2
0
s−
1
2
∥∥Ps(χ≥Ru)∥∥2LE0,s dss
. ‖χ≥Ru‖2LE0 . ‖u‖2LE0 .

In Section 8 we will need to estimate b∂ru in LE0 for certain bounded radial
functions b. The following lemma allows us to use the elliptic estimate above for
this purpose. Here it is crucial that we work with the spaces LE0 and LE10 instead
of LE0 and LE
1
0 .
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Lemma 4.45. Suppose b is a bounded radial function in Hd supported in {r ≥ R}
with bounded first and second order derivatives, where R > 1 is sufficiently large.
Then
‖b∂ru‖LE0 . ‖u‖LE10 .
Proof. The proof is similar to that of Proposition 4.15, so we omit some of the
details. We need to prove the following two estimates∫ 1
2
0
s−
1
2 ‖Psb∂ru‖2LE0,s
ds
s
. ‖u‖2LE10 ,∫ 4
1
8
‖P≥sb∂ru‖2LE0,low
ds
s
. ‖u‖2LE10 .
We provide the details only for the first estimate. Using an averaging argument as
in the proof of Proposition 4.16, for any s0 ∈ [ 34 , 1] we decompose into∫ 1
2
0
s−
1
2 ‖Psb∂ru‖2LE0,s
ds
s
.
∫ 1
2
0
s−
1
2 ‖Psb∂rP≤su‖2LE0,s
ds
s
+
∫ 1
3
4
∫ 1
2
0
s−
1
2 ‖Psb∂rPs≤·≤s0u‖2LE0,s
ds
s
ds0
s0
+
∫ 1
3
4
∫ 1
2
0
s−
1
2 ‖Psb∂rP≥s0u‖2LE0,s
ds
s
ds0
s0
=: I + II + III.
We provide the details only for estimating I and III. For term III note that since
b is supported in {r ≥ R}, we have
‖(∆ + ρ2)b∂rP≥s0u‖LE0,s = ‖(∆ + ρ2)b∂rP≥s0u‖LE0,low ,
and therefore
s−
1
2 ‖Psb∂rP≥s0u‖2LE0,s = s
1
2 ‖P≥s(∆ + ρ2)b∂rP≥s0u‖2LE0,s
. s
1
2 ‖(∆ + ρ2)b∂rP≥s0u‖2LE0,s
≃ s 12 ‖(∆ + ρ2)b∂rP≥s0u‖2LE0,low
.b,s0 s
1
2 ‖P≥ s02 u‖
2
LE0,low
.
It follows that
III .
∫ 1
2
3
8
‖P≥s0u‖2LE0,low
ds0
s0
≤ ‖u‖2LE10 .
In order to treat term I, again in view of the spatial support of b, for any 0 < s′ ≤
s ≤ 12 we have
‖b∂rPs′u‖LE0,s = ‖b∂rPs′u‖LE0,s′ ,
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and thus,
I .
∫ 1
2
0
( ∫ s
0
(s′
s
) 1
4 (s′)−
1
4 ‖b∂rPs′u‖LE0,s
ds
s
)2 ds
s
.
∫ 1
2
0
( ∫ s
0
(s′
s
) 1
4 (s′)−
3
4 ‖(s′) 12∇Ps′u‖LE0,s′
ds
s
)2 ds
s
.
∫ 1
2
0
( ∫ s
0
(s′
s
) 1
4 (s′)−
3
4 ‖P s′
2
u‖LE
0, s
′
2
ds
s
)2 ds
s
. ‖u‖2LE10 ,
where in the last step we used Schur’s test. 
4.11. Estimates needed to handle time-dependent perturbations. Here we
collect a number of estimates that are needed to treat time-dependent perturbations
of a stationary operator. More precisely, assume that H is of the form
H = Hstat +Hpert
where Hstat is a symmetric, stationary Hamiltonian
Hstatu = −∆+ 1
i
(bµ∇µu+∇µ(bµu)) + V u,
and Hpert is a perturbation of the form
Hpertu = −∇µ(aµνpert∇νu) +
1
i
(bµpert∇µu+∇µ(bµpertu)) + Vpertu
where apert, bpert, Vpert are possibly complex-valued, time-dependent coefficients
satisfying
4∑
k=0
‖〈r〉3+2σ∇(k)apert‖L∞t,x ≤ κ,
4∑
k=0
‖〈r〉3+2σ∇(k)bpert‖L∞t,x ≤ κ,
4∑
k=0
‖〈r〉3+2σ∇(k)Vpert‖L∞t,x ≤ κ,
(4.89)
with size κ > 0.
Lemma 4.46. Suppose Hstat and Hpert are as above and that the bounds (4.89)
hold. Then for sufficiently small 0 < s0 <
1
2
‖[P≥s0 , Hstat]u‖LE∗ . s
1
2
0 ‖u‖LE . (4.90)
‖P≥s0Hpertu‖LE∗ . κ(1 + s−10 )‖u‖LE . (4.91)
‖P≥s0F‖LE∗ . ‖F‖LE∗ . (4.92)
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Proof. We begin with (4.92). Starting from the definition of LE∗, we have
‖P≥s0F‖2LE∗ =
∫ 1
2
0
s
1
2 ‖P≥s0PsF‖2LE∗s
ds
s
+
∫ 4
1
8
‖P≥s0P≥sF‖2LE∗low
ds
s
=
∫ s0
0
s
1
2 ‖P≥s0PsF‖2LE∗s
ds
s
+
∫ 1
2
s0
s
1
2 ‖P≥s0PsF‖2LE∗s
ds
s
+
∫ 4
1
8
‖P≥s0P≥sF‖2LE∗low
ds
s
.
∫ s0
0
s
1
2 ‖P≥s0PsF‖2LE∗s
ds
s
+
∫ 1
2
s0
s
1
2 ‖PsF‖2LE∗s
ds
s
+
∫ 4
1
8
‖P≥sF‖2LE∗low
ds
s
,
where in the last step in the last two integrals we just used the boundedness of
P≥s0 on LE∗s (for s ≥ s0) and on LE∗low as already proved in Lemma 4.11. For the
first integral on the right-hand side, note that
P≥s0Ps =
s
s+ s0
Ps+s0
and that by the definition of LE∗s,
‖G‖LE∗s . ‖G‖LE∗s+s0 . (4.93)
Then we obtain by a simple change of variables (s′ := s+ s0) that∫ s0
0
s
1
2 ‖P≥s0PsF‖2LE∗s
ds
s
=
∫ s0
0
s
1
2
( s
s+ s0
)2
‖Ps+s0F‖2LE∗s
ds
s
.
∫ s0
0
s
1
2
( s
s+ s0
)2
‖Ps+s0F‖2LE∗s+s0
ds
s
≃
∫ 2s0
s0
(s′ − s0) 12
(s′ − s0
s′
)2
‖Ps′F‖2LE∗
s′
ds′
s′ − s0
≃
∫ 2s0
s0
(s′ − s0
s′
) 3
2
(s′)
1
2 ‖Ps′F‖2LE∗
s′
ds′
s′
.
∫ 2s0
s0
(s′)
1
2 ‖Ps′F‖2LE∗
s′
ds′
s′
,
which suffices and finishes the proof.
We turn to (4.91). First we observe that by the boundedness of P≥s0 on LE∗
according to (4.92), for the lower order terms we can just invoke Proposition 4.15
and Proposition 4.14 to obtain that (here Bpert denotes the first order part of Hpert
and C is as in Proposition 4.15 and Proposition 4.14)
‖P≥s0(Bpertu+ Vpertu)‖LE∗ . ‖Bpertu+ Vpertu‖LE∗
.
(
C(Bpert) + C(Vpert)
)‖u‖LE
. κ‖u‖LE .
It therefore remains to deal with the principal part −∇µ(aµνpert∇νu). To simplify
notation we let H˚prin denote this principal part. Then it suffices to prove the
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estimates ∫ 4
1
8
‖P≥s+s0H˚prinu‖2LE∗low
ds
s
. κ‖u‖2LE ,∫ 1
2
0
s
1
2 ‖PsP≥s0H˚prinu‖2LE∗s
ds
s
. κ(1 + s−10 )‖u‖2LE .
Now note that ‖P≥s+s0H˚prinu‖LE∗low . ‖P≥sH˚prinu‖LE∗low , so the first estimate
follows similarly to the proof of (4.85) (note that the commutator structure was
not used in the proof of (4.85)). For the second estimate first note that using (4.93)
s
1
2 ‖PsP≥s0H˚prinu‖2LE∗s = (
s
s+ s0
)
5
2 (s+ s0)
1
2 ‖Ps+s0H˚prinu‖2LE∗s
. (s+ s0)
1
2 ‖Ps+s0H˚prinu‖2LE∗s+s0
. (s+ s0)
1
2 ‖P s+s0
2
H˚prinu‖2LE∗s+s0
2
. (s+ s0)
1
2 ‖H˚prinP s+s0
2
u‖2LE∗s+s0
2
+ (s+ s0)
1
2 ‖[P s+s0
2
, H˚prin]u‖2LE∗s+s0
2
. κ(s+ s0)
− 32 ‖P s+s0
4
u‖2LE s+s0
4
+ (s+ s0)
1
2 ‖[P s+s0
2
, H˚prin]u‖2LE∗s+s0
2
.
Noting that (s+ s0)
− 32 ≤ s−10 (s+ s0)−
1
2 it follows that∫ 1
2
0
s
1
2 ‖PsP≥s0H˚prinu‖2LE∗s
ds
s
. κs−10
∫ 1
2
s0
s−
1
2 ‖Psu‖2LEs
ds
s
+
∫ 1
2
s0
s
1
2 ‖[Ps, H˚prin]u‖2LE∗s
ds
s
.
The first term on the right is bounded by κs−10 ‖u‖2LE . Similarly as in the proof of
Proposition 4.37, the second term is bounded κ‖u‖2LE . This completes the proof of
(4.91).
Finally we prove (4.90). Let
w(s) := [P≥s, Hl.o.t.]u,
where Hl.o.t. denotes the lower order part of Hstat, that is Hstat = −∆ + Hl.o.t..
Since P≥s0 commutes with ∆, the estimate we want to prove is
‖w(s0)‖LE∗ . s
1
2
0 ‖u‖LE .
A direct computation shows that w satisfies the shifted heat equation
∂sw(s) − (∆ + ρ2)w(s) = [∆, Hl.o.t.]P≥su.
Let B˜ = [∆, Hl.o.t.] and note that B˜ is a differential operator of order two with
coefficients that satisfy similar bounds to (4.89). By Duhamel’s principle
w(s0) =
∫ s0
0
e(s0−s
′)(∆+ρ2)s′B˜P≥s′u
ds′
s′
,
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and
‖w(s0)‖2LE∗ =
∫ 1
2
0
s
1
2
∥∥∥ ∫ s0
0
PsP≥s0−s′s
′B˜P≥s′u
ds′
s′
∥∥∥2
LE∗s
ds
s
+
∫ 4
1
8
∥∥∥ ∫ s0
0
P≥sP≥s0−s′s
′B˜P≥s′u
ds′
s′
∥∥∥2
LE∗low
ds
s
=: I + II.
Below we will repeatedly use the fact that by successive applications of the product
rule we may write B˜ in either of the generic forms
B˜ = b˜
µν
1 ∇µ∇ν + b˜
µ
2∇µ + V˜1
or
B˜ = ∇µ∇ν b˜µν3 +∇µb˜
µ
4 + V˜2.
To treat I we use the fundamental theorem of calculus to write
P≥s′u = P≥s′+ 14 u+
∫ s′+ 14
s′
Ps′′u
ds′′
s′′
. (4.94)
In view of (4.93), the contribution of the integral on the right-hand side above to I
is bounded by∫ 1
2
0
s
1
2
(∫ s0
0
∫ s′+ 14
s′
‖PsP≥s0−s′s′B˜Ps′′u‖LE∗s
ds′′
s′′
ds′
s′
)2 ds
s
.
∫ 1
2
0
s
1
2
( ∫ s0
0
∫ s′+ 14
s′
ss′
s+ s0 − s′ ‖Ps+s0−s
′B˜Ps′′u‖LE∗
s+s0−s
′
ds′′
s′′
ds′
s′
)2 ds
s
.
∫ 1
2
0
( ∫ s0
0
∫ s′
2 +
1
8
s′
2
s
5
4 s′min{(s+ s0 − s′)−1, (s′′)−1}
s+ s0 − s′ ‖Ps
′′u‖LEs′′
ds′′
s′′
ds′
s′
)2 ds
s
= s0
∫ 1
2
0
( ∫ s02 + 18
0
k(s, s′′)(s′′)−
1
4 ‖Ps′′u‖LEs′′
ds′′
s′′
)2 ds
s
,
where
k(s, s′′) =
∫ min{2s′′,s0}
0
s
5
4 s′s′′
1
4
s
1
2
0 (s+ s0 − s′)
min{(s+ s0 − s′)−1, (s′′)−1} ds
′
s′
.
By Schur’s test the contribution of this term is under control if we can show that∫ 1
2
0
k(s, s′′)
ds
s
+
∫ s0
2
+ 1
8
0
k(s, s′′)
ds′′
s′′
. 1
independently of s0. We start with the
ds′′
s′′ integral. Noting that
min{a, b} ≤ aαb1−α
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for any α ∈ [0, 1] we bound∫ s0
2
0
k(s, s′′)
ds′′
s′′
≤
∫ s0
2
0
∫ 2s′′
0
s
5
4 ds′ ds′′
s
1
2
0 (s
′′)
3
4 (s+ s0 − s′)2
.
∫ s0
2
0
s
5
4 (s′′)
1
4 ds′′
s
1
2
0 (s+ s0)(s+ s0 − 2s′′)
. s
− 54
0
∫ s0
2
0
(s′′)
1
4 ds′′ . 1.
Next, ∫ s+s0
s0
2
k(s, s′′)
ds′′
s′′
≤
∫ s+s0
s0
2
∫ s0
0
s
5
4 ds′ ds′′
s
1
2
0 (s
′′)
3
4 (s+ s0 − s′)2
.
∫ s+s0
s0
2
s
1
4 s
1
2
0 ds
′′
(s+ s0)(s′′)
3
4
.
s
1
4 s
1
2
0
(s+ s0)
3
4
. 1.
Finally, if s+ s0 ≤ s02 + 18 then∫ s0
2 +
1
8
s+s0
k(s, s′′)
ds′′
s′′
≤
∫ s0
2 +
1
8
s+s0
∫ s0
0
s
5
4 ds′ ds′′
s
1
2
0 (s+ s0 − s′)
5
4 (s′′)
3
2
≤
∫ s0
2 +
1
8
s+s0
∫ s0
0
ds′ ds′′
s
1
2
0 (s
′′)
3
2
.
∫ s0
2 +
1
8
s+s0
s
1
2
0 ds
′′
(s′′)
3
2
. 1.
The argument for the dss integration of k is similar. First∫ 1
2
s0
∫ 2s′′
0
χ{2s′′≤s0}s
1
4 (s′′)
1
4 ds′ ds
s
1
2
0 (s+ s0 − s′)2
.
∫ 1
2
s0
χ{2s′′≤s0}s
1
4 s′′ ds
s
1
4
0 (s+ s0)(s+ s0 − 2s′′)
.
∫ 1
2
s0
s−
3
4 s
3
4
0
ds
s
. 1.
Next∫ s0
s0−2s′′
∫ 2s′′
0
χ{2s′′≤s0}s
1
4 (s′′)
1
4 ds′ ds
s
1
2
0 (s+ s0 − s′)2
.
∫ s0
s0−2s′′
χ{2s′′≤s0}s
1
4 s′′ ds
s
1
4
0 (s+ s0)(s+ s0 − 2s′′)
.
∫ s0
s0−2s′′
s−
3
4 s
− 14
0 ds . 1,
∫ s0−2s′′
0
∫ 2s′′
0
χ{2s′′≤s0}s
1
4 (s′′)
1
4 ds′ ds
s
1
2
0 (s+ s0 − s′)2
.
∫ s0−2s′′
0
χ{2s′′≤s0}s
1
4 s′′ ds
s
1
4
0 (s+ s0)(s+ s0 − 2s′′)
.
∫ s0−2s′′
0
ds
s0 − 2s′′ . 1.
In the region s0 ≤ 2s′′ first we estimate∫ 1
2
s′′
∫ s0
0
χ{s0≤2s′′}s
1
4 (s′′)
1
4 ds′ ds
s
1
2
0 (s+ s0 − s′)2
.
∫ 1
2
s′′
s
1
2
0 (s
′′)
1
4 ds
s
3
4 (s+ s0)
.
∫ 1
2
s′′
(s′′)
1
4 s−
5
4 ds . 1.
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Moreover, we have∫ s′′
0
∫ s0
0
χ{s0≤2s′′}s
1
4 ds′ ds
s
1
2
0 (s
′′)
3
4 (s+ s0 − s′)
.
∫ s′′
0
∫ s0
0
χ{s0≤2s′′} ds
′ ds
s
1
2
0 (s
′′)
3
4 s
3
4
. χ{s0≤2s′′}s
1
2
0 (s
′′)−
1
2 . 1.
This completes the proof of the fact that k is a Schur kernel.
Next we consider the contribution of P≥s′+ 14 u to I above. This is bounded by∫ 1
2
0
(∫ s0
0
s
1
4 ‖PsP≥s0−s′s′B˜P≥s′+ 14u‖LE∗s
ds′
s′
)2 ds
s
.
∫ 1
2
0
(∫ s0
0
s
5
4 s′
s+ s0 − s′ ‖Ps+s0−s
′B˜P≥s′+ 14u‖LE∗s+s0−s′
ds′
s′
)2 ds
s
.
∫ 1
2
0
s
1
2
( ∫ s0
0
‖P≥ s′2 + 18u‖LElow ds
′
)2 ds
s
.
∫ 1
2
0
s
1
2
( ∫ s02 + 18
1
8
‖P≥s′u‖2LElow
ds′
s′
)
s0
ds
s
. s0‖u‖2LE .
The estimate for II above is similar. Again we decompose P≥s′u as in (4.94). The
contribution of the integral is bounded by∫ 4
1
8
(∫ s0
0
∫ s′+ 14
s′
‖P≥sP≥s0−s′B˜Ps′′u‖LE∗low
ds′′
s′′
ds′
)2 ds
s
.
∫ 4
1
8
(
s0
∫ s0
2 +
1
4
0
‖Ps′′u‖LEs′′
ds′′
s′′
)2 ds
s
. s20
∫ s0
2 +
1
4
0
(s′′)−
1
2 ‖Ps′′u‖2LEs′′
ds′′
s′′
. s20‖u‖2LE .
Finally the contribution of P≥s′+ 14u in (4.94) to II is bounded by∫ 4
1
8
(∫ s0
0
‖P≥sP≥s0−s′B˜P≥s′+ 14u‖LE∗low ds
′
)2 ds
s
.
∫ 4
1
8
(∫ s0
0
‖P≥s′+ 14 u‖LElow ds
′
)2 ds
s
. s0
∫ s0+ 14
1
4
‖P≥s′u‖2LElow
ds′
s′
. s0‖u‖2LE .

5. Smoothing for Low Frequencies
In this section we start the proof of Theorem 1.15 by considering the low-
frequency regime. Our goal is to implement the strategy laid out in Section 3,
using the main multiplier identity from Lemma 2.12. Recall that for any s > 0 the
low-frequency projection P≥su of a solution u(t) to the linear Schro¨dinger equa-
tion (1.1) satisfies the equation
(∂t − i∆)P≥su = iP≥sF − iP≥sHl.o.t.u− i[P≥s, Hprin]u− i(Hprin +∆)P≥su
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with initial value P≥su(0) = P≥su0. Given a slowly varying function α associ-
ated with a slowly varying sequence {αℓ} ∈ A as in Definition 2.13, we recall the
definition of the radial function
β(α) := β(α)(r) =
∫ r
0
α(y)
〈y〉 dy (5.1)
and the associated self-adjoint operator
Q(α) :=
1
i
(
β(α)∂r − ∂∗rβ(α)
)
(5.2)
from Definition 2.14. The following proposition is our precise goal in this section.
Proposition 5.1. Let d ≥ 2. There exists an absolute constant R ≥ 1 such that
for all solutions u(t) to (1.1) and for all s > 0 it holds that
‖P≥su‖2LElow . sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)P≥su(t)〉∣∣
+ sup
{αℓ}∈A
∣∣Re 〈(∂t − i∆)P≥su,Q(α)P≥su〉t,x∣∣
+ ‖P≥su‖2L2(R×{r≤R}).
(5.3)
The first difficulty is already evident by inspecting (2.10) for H = −∆ in the
radial case. Indeed, to obtain the desired coercivity for Re 〈iHP≥su,QP≥su〉 we
hope to make the right hand side of (2.10) positive. However, the terms
〈(∂rβ)P≥su,P≥su〉 and 〈(∂rβ)∂rP≥su, ∂rP≥su〉
on the right-hand side of (2.10) appear with the opposite signs, and while the
former can be placed in L2(R × {r ≤ R}) for r ≤ R, the error for r ≥ R needs
to be treated differently. Moreover, in view of the fact that Spec(−∆) = [ρ2,∞),
the balance between these terms with opposing signs is especially delicate for low
frequencies, i.e., near the bottom edge of the spectrum of −∆. This motivates the
weighted Hardy-Poincare´ estimate below6, which gives us a positive lower bound
for the difference 〈w∇v,∇v〉 − ρ2〈wv, v〉 for arbitrary v and appropriate weight
functions w. This estimate is the reason for the different weights in the definition
of our local smoothing norms for low and high frequencies. Note that the regime
where r ≫ 1 and u is at low frequencies is precisely where we expect to see the
effects of the geometry of the hyperbolic space most prominently.
Since in Section 8 we will need a slight variant of the weighted Hardy-Poincare´
estimate needed in the current section, below we state a more general version which
contains both formulations as special cases.
Lemma 5.2 (Weighted Hardy-Poincare´ Estimate). Let d ≥ 2 and let w : Hd → R
be a non-negative, smooth, and bounded radial weight function with bounded first
derivative, and such that r−1∂rw is bounded at the origin. Then for any u ∈ H1(Hd)
and any constant m > 0 we have
〈w∂ru, ∂ru〉 − ρ2〈wu, u〉 − ρ〈(∂rw) coth ru, u〉
= 〈w(∂r + ρ coth r)u, (∂r + ρ coth r)u〉+ ρ(ρ− 1)〈w sinh−2 ru, u〉
= 〈w(∂r + ρ coth r +mr−1)u, (∂r + ρ coth r +mr−1)u〉+m(1 −m)〈2r−2u, u〉
+ ρ(ρ− 1)〈w sinh−2 ru, u〉 −m〈(∂rw)r−1u, u〉.
(5.4)
6For a related estimate without weights see [3, 33].
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In particular with m = 12 and
U :=

1
4
1
r2 +
(d−1)(d−3)
4
1
sinh2 r
, d ≥ 3
1
4
(
1
r2 − 1sinh2 r
)
, d = 2
, (5.5)
we have ∫
Hd
w
(|∇u|2 − ρ2|u|2) dvolh − ∫
Hd
ρ coth(r)(∂rw)|u|2 dvolh
≥
∫
Hd
Uw|u|2 dvolh −
∫
Hd
∂rw
2r
|u|2 dvolh.
(5.6)
Proof. Estimate (5.6) is a direct consequence of (5.4) so we concentrate on the
latter. First∫
Hd
w(|∂ru|2 − ρ2 coth2 r|u|2) dvolh
=
∫
Hd
w|∂ru− ρ coth ru|2 dvolh − 2ρ2
∫
Hd
w coth2 r|u|2 dvolh
− ρ
∫
Hd
w coth r∂r |u|2 dvolh
=
∫
Hd
w|∂ru− ρ coth ru|2 dvolh + ρ
∫
Hd
∂r(w coth r)|u|2 dvolh
=
∫
Hd
w|∂ru− ρ coth ru|2 dvolh − ρ
∫
Hd
w sinh−2 r|u|2 dvolh
+ ρ
∫
Hd
(∂rw) coth r|u|2 dvolh.
Noting that ρ2 coth2 r = ρ2+ρ2 sinh−2 r and rearranging we get the first identity in
(5.4). For the second identity it suffices to observe that using integration by parts∫
Hd
w|∂ru− ρ coth ru|2 dvolh =
∫
Hd
w|∂ru− ρ coth ru−mr−1u+mr−1u|2 dvolh
=
∫
Hd
w|∂ru− ρ coth ru −mr−1u|2 dvolh +m(1−m)
∫
Hd
w
r2
|u|2 dvolh
−m
∫
Hd
∂rw
r
|u|2 dvolh.

Next we apply the weighted Hardy-Poincare´ estimate (5.6) to our main multiplier
identity (2.10). The resulting positive commutator type estimate is at the heart of
the proof of our low-frequency local smoothing estimate (5.3).
Lemma 5.3. Let d ≥ 2. There exist constants C ≥ 1 and R ≥ 1 with the following
property: For any slowly varying sequence {αℓ} ∈ A with associated slowly varying
function α as in Definition 2.13, let β(α) and Q(α) be defined as in (5.1) and (5.2),
respectively. Then for all u ∈ H2(Hd)
Re 〈i∆u,Q(α)u〉 ≥ 〈U(∂rβ(α))u, u〉 − C‖u‖2L2({r≤R}), (5.7)
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where U is defined in (5.5). Moreover,〈∂rβ(α)
〈r〉2 u, u
〉
+
∣∣Re 〈(∂rβ(α))(∆+ρ2)u, u〉∣∣ . Re 〈i∆u,Q(α)u〉+‖u‖2L2({r≤R}). (5.8)
Remark 5.4. In combining the low and high-frequency estimates in Section 7 we
will need an analogue of Lemma 5.3 when the multiplier is defined as in Section 6
for high frequencies. Therefore, for future reference we remark that, by inspection,
our proof also yields the following result: Let d ≥ 2 and let s3 ≃ 1. There exist
constants C ≥ 1 and R ≥ 1 with the following property: For any slowly varying
sequence {αℓ} ∈ A with associated slowly varying function α as in Definition 2.13,
let β
(α)
s3 and Q
(α)
s3 be defined as in Defintion 2.15. Then for all u ∈ H2(Hd)
Re 〈i∆u,Q(α)s3 u〉 ≥ 〈U(∂rβ(α)s3 )u, u〉 − C‖u‖2L2({r≤R}),
where U is defined in (5.5). Moreover,
〈∂rβ(α)s3
〈r〉2 u, u
〉
+
∣∣Re 〈(∂rβ(α)s3 )(∆+ρ2)u, u〉∣∣ . Re 〈i∆u,Q(α)s3 u〉+‖u‖2L2({r≤R}). (5.9)
Before we can turn to the proof of Lemma 5.3 we need the following technical
lemma.
Lemma 5.5. There exist constants C ≥ 1 and R ≥ 1 with the following property:
For any slowly varying sequence {αℓ} ∈ A with associated slowly varying function α
as in Definition 2.13, let β(α) be defined as in (5.1). Then we have
∂2rβ
(α) ≤ 0, (5.10)
β(α) coth(r) − ∂rβ(α) ≥ 0, (5.11)
|∂3rβ(α)| ≤ C
∂rβ
(α)
〈r〉2 , (5.12)
and the following lower bounds hold
1
2
U∂rβ
(α) − ∂
2
rβ
(α)
2r
− ∂
3
rβ
(α)
4
≥ 0, (5.13)
1
2
U∂rβ
(α) − ∂
2
rβ
(α)
2r
− ∂
3
rβ
(α)
4
− β
(α) coth(r) − ∂rβ(α)
4 sinh2(r)
≥ −Cχ{r≤R}, (5.14)∣∣∣∣β(α) coth(r)− ∂rβ(α)sinh2(r)
∣∣∣∣ . ∂rβ(α)〈r〉2 + χ{r≤R}, (5.15)
where χ{r≤R} denotes a cut-off function to the region {r ≤ R}.
Proof. In what follows we drop the superscript from β(α). In view of the defini-
tion (5.1) of β(r) and the fact that the function y 7→ α(y)〈y〉 is non-increasing by
Definition 2.13, the property (5.10) is immediate and the inequality (5.11) follows
readily from the identity
β(r) coth(r)− (∂rβ)(r)
=
(∫ r
0
(α(y)
〈y〉 −
α(r)
〈r〉
)
dy
)
coth(r) + (r coth(r) − 1)(∂rβ)(r) ≥ 0,
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since r coth(r)−1 ≥ 0 for all r > 0. In order to prove (5.12)–(5.14) we first compute
∂rβ =
α
〈r〉 , ∂
2
rβ =
α′
〈r〉 −
rα
〈r〉3 , ∂
3
rβ =
α′′
〈r〉 −
2rα′
〈r〉3 +
(2r2 − 1)α
〈r〉5 .
Then the bound (5.12) is a consequence of the symbol-type bounds |α(j)(r)| . α(y)〈y〉j
for the slowly varying function α as in Definition 2.13. Moreover, we see that
−∂
2
rβ
2r
− ∂
3
rβ
4
=
3α
4〈r〉5 −
α′
2r〈r〉3 −
α′′
4〈r〉 . (5.16)
Now recall from Definition 2.13 that the slowly varying function α satisfies α′(r) = 0
for all r ≤ 1. In view of (5.16) we therefore only have to verify (5.13) for r > 1.
Since by Definition 2.13 we also have for r > 1 that
|α′(r)| ≤ Cηα(r)
r
, |α′′(r)| ≤ Cηα(r)
r2
for some absolute constants C ≥ 1 and 0 < η ≪ 1, we conclude that for r > 1
1
2
U∂rβ − ∂
2
rβ
2r
− ∂
3
rβ
4
=
1
2
U
α
〈r〉 +
3α
4〈r〉5 −
α′
2r〈r〉3 −
α′′
4〈r〉
≥ 1
16
α
r3
− Cη α
r5
− Cη α
r3
≥
( 1
16
− 2Cη
) α
r3
.
(5.17)
The right-hand side is non-negative for sufficiently small 0 < η ≪ 1, which com-
pletes the proof of (5.13). Finally, we prove (5.14). To this end we first note that
Definition 2.13 of a slowly varying function and the definition (5.1) of β imply that
β(r) . 1 and α(r) &
1
〈r〉η ∀ r ≥ 0 (5.18)
uniformly for all slowly varying functions α associated with a sequence {αℓ} ∈ A.
Then using β′′(0) = 0 one easily verifies that
lim
rց0
−β coth(r) − ∂rβ
4 sinh2(r)
= −α(0)
12
.
Hence, given any R ≥ 1, by continuity there exists C ≡ C(R) such that
−β coth(r) − ∂rβ
4 sinh2(r)
≥ −C(R) ∀ 0 < r ≤ R (5.19)
uniformly for all slowly varying functions α associated with a sequence {αℓ} ∈ A.
Moreover, we infer from (5.17) and (5.18) for any r > 1 that
1
2
U∂rβ − ∂
2
rβ
2r
− ∂
3
rβ
4
− β coth(r) − ∂rβ
4 sinh2(r)
≥
( 1
16
− 2Cη
) α
r3
− β coth(r)
4 sinh2(r)
≥
( 1
16
− 2Cη
) α
r3
− C 〈r〉
η α
sinh2(r)
,
which is non-negative for all r ≥ R with R > 1 sufficiently large by the exponential
decay of sinh−2(r). Combining this last observation with (5.19) finishes the proof
of (5.14) as well as (5.15). 
Remark 5.6. We expect that it should be possible to show non-negativity in (5.14)
by arguing more carefully.
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We are now prepared to prove Lemma 5.3.
Proof of Lemma 5.3. We first rewrite our main multiplier identity (2.10) in a form
which is more amenable to application of the weighted Hardy-Poincare´ estimate (5.6):
1
2
Re 〈i∆u,Q(α)u〉
=
∫
Hd
(
(∂rβ
(α))(|∇u|2 − ρ2|u|2)− ρ(∂2rβ(α)) coth(r)|u|2
)
dvolh
+
∫
Hd
(
β(α) coth(r) − ∂rβ(α)
) 1
sinh2 r
| /∇u|2 dvolh
+
∫
Hd
(
−∂
3
rβ
(α)
4
+
ρ(ρ− 1)
sinh2(r)
(
β(α) coth(r) − ∂rβ(α)
))|u|2 dvolh.
(5.20)
Noting that the weight function w := ∂rβ
(α) satisfies the requirements of Lemma 5.2,
we then apply the weighted Hardy-Poincare´ estimate (5.6) to the first term on the
right-hand side of the above equation to obtain that
1
2
Re 〈i∆u,Q(α)u〉
≥
∫
Hd
U(∂rβ
(α))|u|2 dvolh −
∫
Hd
∂2rβ
(α)
2r
|u|2 dvolh
+
∫
Hd
(
β(α) coth(r) − ∂rβ(α)
) 1
sinh2 r
| /∇u|2 dvolh
+
∫
Hd
(
−∂
3
rβ
(α)
4
+
ρ(ρ− 1)
sinh2(r)
(
β(α) coth(r) − ∂rβ(α)
))|u|2 dvolh
=
∫
Hd
(
U∂rβ
(α) − ∂
2
rβ
(α)
2r
− ∂
3
rβ
(α)
4
)
|u|2 dvolh
+
∫
Hd
(
β(α) coth(r) − ∂rβ(α)
) 1
sinh2 r
| /∇u|2 dvolh
+
∫
Hd
ρ(ρ− 1)
sinh2(r)
(
β(α) coth(r) − ∂rβ(α)
)|u|2 dvolh.
By Lemma 5.5 it then follows that
1
2
Re 〈i∆u,Q(α)u〉 ≥ 1
2
∫
Hd
U(∂rβ
(α))|u|2 dvolh − C‖u‖2L2({r≤R}),
which completes the proof of (5.7). Next we observe that for all space dimensions
d ≥ 2, the function U(r) defined in (5.5) satisfies
U(r) &
1
〈r〉2 ∀ r > 0.
Combining this estimate with (5.7) yields the desired upper bound on the first term
on the left-hand side of (5.8), namely
〈∂rβ(α)
〈r〉2 u, u
〉
. Re 〈i∆u,Q(α)u〉+ ‖u‖2L2({r≤R}). (5.21)
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In order to also establish this upper bound for the second term on the left-hand
side of (5.8), we introduce as an auxiliary tool the quadratic form
B(u) :=
∫
Hd
(∂rβ
(α))(|∇u|2 − ρ2|u|2) dvolh −
∫
Hd
ρ coth(r)(∂2rβ
(α))|u|2 dvolh.
An application of the weighted Hardy-Poincare´ estimate (5.6) with w := ∂rβ
(α)
shows that B(u) is non-negative:
B(u) ≥ 〈U(∂rβ(α))u, u〉 −
〈∂2rβ(α)
2r
u, u
〉 ≥ 0
since −∂2rβ(α) ≥ 0 by Lemma 5.5. Then we observe that the first term on the
right-hand side of the identity (5.20) is exactly B(u). Using also (5.11), we may
therefore conclude that
B(u) . Re 〈i∆u,Q(α)u〉+ ∣∣〈(∂3rβ(α))u, u〉∣∣+ ∣∣∣∣〈β(α) coth(r) − ∂rβ(α)sinh2(r) u, u〉
∣∣∣∣.
Now, by (5.15) there exists a sufficiently large R ≥ 1 such that∣∣∣∣β(α) coth(r) − ∂rβ(α)sinh2(r)
∣∣∣∣ . ∂rβ(α)〈r〉2 + χ{r≤R} ∀ r > 0.
Thus, using also (5.12) and (5.21), we infer that
B(u) . Re 〈i∆u,Q(α)u〉+ ‖u‖2L2({r≤R}). (5.22)
Finally, the desired upper bound on
∣∣Re 〈(∂rβ)(∆ + ρ2)u, u〉∣∣ follows from the esti-
mates (5.12), (5.21), (5.22) and the identity
Re 〈(∂rβ(α))(∆ + ρ2)u, u〉 = −B(u) + 1
2
〈(∂3rβ(α))u, u〉.

Finally, we are in the position to provide the proof of the low-frequency local
smoothing estimate of Proposition 5.1.
Proof of Proposition 5.1. Let s > 0. We first recall from Lemma 2.6 that
‖P≥su‖LElow ≃ sup
{αℓ}∈A
‖P≥su‖Xlow,α (5.23)
and from Lemma 2.16 that
‖P≥su‖2Xlow,α ≃
〈 α
〈r〉3P≥su,P≥su
〉
t,x
. 〈U(∂rβ(α))P≥su,P≥su〉t,x. (5.24)
Moreover, we recall the identity (see (3.1))
Re 〈i∆P≥su,Q(α)P≥su〉 = 1
2
d
dt
〈P≥su,Q(α)P≥su〉−Re 〈(∂t− i∆)P≥su,Q(α)P≥su〉
(5.25)
and note that by Lemma 5.3 we have
〈U(∂rβ(α))P≥su,P≥su〉 ≤ Re 〈i∆P≥su,Q(α)P≥su〉+ C‖P≥su‖2L2({r≤R}). (5.26)
Thus, integrating in time over (5.26) and taking the supremum over all slowly vary-
ing sequences {αℓ} ∈ A of the resulting inequality, we get the asserted estimate (5.3)
by combining with (5.23), (5.24), and (5.25). 
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6. Smoothing for High Frequencies
In this section we establish the high-frequency part of the local smoothing esti-
mate in Theorem 1.15. We note that for any s > 0 the frequency projection Psu
of a solution u(t) to the linear Schro¨dinger equation (1.1) satisfies the equation
(∂t − i∆)Psu = iPsF − iPsHl.o.t.u− i[Ps, Hprin]u− i(Hprin +∆)Psu (6.1)
with initial value Psu(0) = Psu0. Given a heat time s > 0, a small positive number
0 < δ ≤ 1, and a slowly varying sequence {αℓ} ∈ A with associated slowly varying
function α as in Definition 2.13, we recall the definition of the radial function
β(α)s := β
(α)
s (r) := s
1
2
∫ δs− 12 r
0
α(y)
〈y〉 dy (6.2)
and the self-adjoint operator
Q(α)s :=
1
i
(
β(α)s ∂r − ∂∗rβ(α)s
)
(6.3)
from Definition 2.15. Before stating the main result of this section we decompose the
right-hand side of (6.1) a bit more. Since for high frequencies our local smoothing
spaces distinguish between annuli of very small radii, we will not be able to treat the
contribution of (Hprin+∆)Psu as an error term as crudely as in the low-frequency
regime. In particular to absorb the contribution of
∇θa(h−1 − a)θaθb∇θbPsu, (6.4)
we will need to make use of the positive term
〈(β(α)s coth(r) − ∂rβ(α)s ) sinh−2(r) /∇Psu, /∇Psu〉 (6.5)
in our main multiplier identity (see (2.10)) which we simply discarded in Section 5.
For this reason we introduce the notation
F˜ (α)s := −Re 〈(∂t − i∆)Psu,Q(α)s Psu〉t,x
+ 2〈˚aθaθb(coth(r)β(α)s − ∂rβ(α)s )∂θaPsu, ∂θbPsu〉t,x,
(6.6)
where we recall that
a˚ := a− h−1.
Note that in (6.6) we have subtracted precisely the contribution of (6.4) which needs
to be absorbed by (6.5), and that this is consistent with the estimates derived in
Section 4.9. The following is the analogue of Proposition 5.1 in the high-frequency
regime.
Proposition 6.1. Let d ≥ 2. Fix a dyadic heat time s2 ∈ 2Z and let F˜ (α)s be as in
(6.6). Then there exists a constant R ≡ R(s2) ≥ 1 such that for all solutions u(t)
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to (1.1) it holds that∫ s2
4
0
s−
1
2 ‖Psu‖2LEs
ds
s
.s2 sup
{αℓ}∈A
∫ s2
s2
8
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
+
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+
∫ s2
0
sup
{αℓ}∈A
|F˜ (α)s |
ds
s
+
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
.
(6.7)
Remark 6.2. Note that unlike the low-frequency estimate in Proposition 5.1, the
estimate above is not at a fixed frequency, but rather it is integrated in s. As we
will see (cf. the proof of Lemma 6.5 below) a main technical difficulty in the high-
frequency regime is the lack of a Bernstein type inequality
s−
1
2 ‖Psu‖L2 . ‖∇Psu‖L2.
This should be compared with the available estimate ‖∇Psu‖L2 . s− 12 ‖P s2 u‖L2,
which is the analogue of the other direction of the standard Bernstein inequali-
ties. This issue did not arise in the low-frequency regime because there we used the
weighted Hardy-Poincare´ estimate to bound the difference
〈(∂rβ(α))∇P≥su,∇P≥su〉 − ρ2〈(∂rβ(α))P≥su,P≥su〉
from below. In the high-frequency regime in this section, where P≥su is replaced by
Psu, it is crucial for our smoothing estimate to gain regularity, so we cannot resort
to the weighted Hardy-Poincare´ estimate anymore. On the other hand, heuristically
we expect that at high frequencies we should be able to absorb the contribution of
Psu by that of ∇Psu. The integration in s is introduced precisely to accomplish this
by compensating for the aforementioned missing direction of Bernstein’s inequality
(cf. Lemma 6.3).
We start by recording an integration identity in the heat variable s which, as
discussed above, compensates for the failure of Bernstein’s estimates.
Lemma 6.3. Let w : (0,∞)×Hd → R be a radially symmetric weight function that
also depends on the heat time s. For any 0 < σ1 < σ2 <∞ it holds that
2
∫ σ2
σ1
(〈w∇Psu,∇Psu〉 − ρ2〈wPsu,Psu〉 − ρ〈coth(r)(∂rw)Psu,Psu〉) ds
s
=
1
σ1
〈w(σ1)Pσ1u,Pσ1u〉 −
1
σ2
〈w(σ2)Pσ2u,Pσ2u〉
+
∫ σ2
σ1
1
s
〈wPsu,Psu〉 ds
s
+
∫ σ2
σ1
〈(∂sw)Psu,Psu〉 ds
s
+
∫ σ2
σ1
〈(∂2rw)Psu,Psu〉
ds
s
.
(6.8)
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Proof. Integrating by parts in space we obtain that∫ σ2
σ1
〈w∇Psu,∇Psu〉 ds
s
=
1
2
∫ σ2
σ1
〈∆wPsu,Psu〉 ds
s
− Re
∫ σ2
σ1
〈w∆Psu,Psu〉 ds
s
=
1
2
∫ σ2
σ1
〈∆wPsu,Psu〉 ds
s
+ ρ2
∫ σ2
σ1
〈wPsu,Psu〉 ds
s
− Re
∫ σ2
σ1
〈w(∆ + ρ2)Psu,Psu〉 ds
s
.
In the last term on the right-hand side of the previous equation we insert the
identity
(∆ + ρ2)Psu =
d
ds
Psu− 1
s
Psu,
which follows from the heat flow definition (1.5) of the frequeny projection Ps.
Integrating by parts with respect to the heat time s, we then find that∫ σ2
σ1
〈w∇Psu,∇Psu〉 ds
s
=
1
2
∫ σ2
σ1
〈∆wPsu,Psu〉 ds
s
+ ρ2
∫ σ2
σ1
〈wPsu,Psu〉 ds
s
+
1
2
∫ σ2
σ1
1
s
〈wPsu,Psu〉 ds
s
+
1
2
∫ σ2
σ1
〈(∂sw)Psu,Psu〉 ds
s
+
1
2σ1
〈w(σ1)Pσ1u,Pσ1u〉 −
1
2σ2
〈w(σ2)Pσ2u,Pσ2〉.
Since the weight function w is assumed to be radially symmetric, we have
∆w = ∂2rw + 2ρ coth(r)∂rw.
Inserting this expression in the first term on the right-hand side of the previous
equation, we arrive at the desired identity (6.8) upon rearranging. 
For high frequencies the following technical lemma plays the role of Lemma 5.5.
Lemma 6.4. Let 0 < δ ≤ 1 and let {αℓ} ∈ A be a slowly varying sequence with
associated slowly varying function α as in Definition 2.13. For any s > 0, let β
(α)
s
be defined as in (6.2). Then we have uniformly for all s > 0 and for all {αℓ} ∈ A
that
β(α)s coth(r) − ∂rβ(α)s ≥ 0, (6.9)
∂s∂rβ
(α)
s ≥ 0, (6.10)
|∂3rβ(α)s | . δ2s−1∂rβ(α)s . (6.11)
Moreover, let 0 < δ ≪ 1 be fixed sufficiently small (independently of s2) and let
s2 > 0 be given. Then there exist constants C ≡ C(δ, s2) ≥ 1 and R ≡ R(δ, s2) ≥ 1
such that uniformly for all 0 < s ≤ s2 and for all {αℓ} ∈ A it holds that
0 ≤ β
(α)
s coth(r)− ∂rβ(α)s
sinh2(r)
≤ δs−1∂rβ(α)s + Cχ{r≤R}, (6.12)
where χ{r≤R} is a cut-off function adapted to the region {r ≤ R}.
Proof. In what follows we drop the superscript from β
(α)
s and recall that ∂rβs =
δ α(δs
− 1
2 r)
〈δs−
1
2 r〉
. The lower bounds (6.9) and (6.10) are a consequence of the fact that
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the function y 7→ α(y)〈y〉 is non-increasing. Specifically, (6.9) follows exactly as in the
proof of the lower bound (5.11) in Lemma 5.5, while for (6.10) we compute that
∂s∂rβs = −1
2
s−
3
2 δ2r
d
dy
(α(y)
〈y〉
)∣∣∣∣
y=δs−
1
2 r
≥ 0.
Moreover, using the symbol-type bounds |α(j)(y)| . α(y)〈y〉j , we find that
|∂3rβs| . δ3s−1
α(δs−
1
2 r)
〈δs− 12 r〉3 . δ
2s−1∂rβs,
which proves (6.11). We now turn to the proof of the estimate (6.12). The lower
bound already follows from (6.9) and so we focus on proving the delicate upper
bound, for which we distinguish several cases.
Case 1: r ≤ 1 and δs− 12 r ≤ 1. Since r ≤ 1 we have by Taylor expansion that
coth(r) = r−1 +O(r).
In addition, recalling that α(0) ≃ 1 and α′(0) = 0 for any slowly varying function α,
since δs−
1
2 r ≤ 1 we also obtain by Taylor expansion that
βs = s
1
2
∫ δs− 12 r
0
α(y)
〈y〉 dy = s
1
2
(
α(0)(δs−
1
2 r) +O
(
(δs−
1
2 r)3
))
and
∂rβs = δ
α(δs−
1
2 r)
〈δs− 12 r〉 = δ
(
α(0) +O
(
(δs−
1
2 r)2
)
.
Hence, in this case we have
βs coth(r) − ∂rβs = δα(0)O(r2) + δO
(
(δs−
1
2 r)2
)
+ δrO
(
(δs−
1
2 r)2
)
and it follows that
βs coth(r) − ∂rβs
sinh2(r)
≤ C1δ + C1δ3s−1. (6.13)
for some absolute constant C1 ≥ 1. On the other hand, since δs− 12 r ≤ 1, we have
δs−1∂rβs = δ
2s−1
α(δs−
1
2 r)
〈δs− 12 r〉 ≃ δ
2s−1.
Thus, by spending one power of δ for sufficiently small 0 < δ ≪ 1, we may bound
the second term on the right-hand side of (6.13) by δs−1∂rβs and conclude for this
case that
βs coth(r) − ∂rβs
sinh2(r)
≤ δs−1∂rβs + Cχ{r≤1}.
Case 2: r ≤ 1 and δs− 12 r > 1. We first observe that by the uniform lower bound
α(y) &
1
〈y〉η ∀ y ≥ 0
for any slowly varying function as in Definition 2.13, we obtain in this case that
δs−1∂rβs = δ
2s−1
α(δs−
1
2 r)
〈δs− 12 r〉 & δ
2s−1(δs−
1
2 r)−(1+η) ≃ δ1−ηs− 12+ 12ηr−(1+η). (6.14)
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On the other hand, dropping the negative contribution of −∂rβs and using that in
this case βs . s
1
2 , coth(r) . r−1, sinh−2(r) . r−2, and r−1 ≤ δs− 12 we find that
βs coth(r) − ∂rβs
sinh2(r)
≤ βs coth(r)
sinh2(r)
. s
1
2 r−3 . s
1
2 (δs−
1
2 )2−ηr−(1+η)
≃ δ(δ1−ηs− 12+ 12ηr−(1+η))
. δ
(
δs−1∂rβs
)
,
where in the last line we inserted the bound (6.14). Hence, by spending one factor
of δ for sufficiently small 0 < δ ≪ 1, we obtain for this case the estimate
βs coth(r) − ∂rβs
sinh2(r)
≤ δs−1∂rβs.
Case 3: r > 1 and δs−
1
2 r ≤ 1. Since δs− 12 r ≤ 1 and α(y) ≃ 1 for 0 ≤ y ≤ 1 for any
slowly varying function α, we have in this case that
βs = s
1
2
∫ δs− 12 r
0
α(y)
〈y〉 dy . s
1
2 (δs−
1
2 r) . δr.
Dropping the negative contribution of −∂rβs we therefore obtain that
βs coth(r) − ∂rβs
sinh2(r)
. δ
r
sinh2(r)
,
which is uniformly bounded by . 1 for all r > 1. On the other hand, since
δs−
1
2 r ≤ 1 and since s−1 ≥ s−12 for any 0 < s ≤ s2, we have that
δs−1∂rβs = δ
2s−1
α(δs−
1
2 r)
〈δs− 12 r〉 & δ
2s−12 .
Combining the previous two estimates we infer by the exponential decay of sinh−2(r)
that there exists a constant R ≡ R(δ, s2)≫ 1 such that
βs coth(r) − ∂rβs
sinh2(r)
≤ δs−1∂rβs ∀ r ≥ R.
In conclusion, we have established for this case the desired estimate
βs coth(r)− ∂rβs
sinh2(r)
≤ δs−1∂rβs + Cχ{r≤R}.
Case 4: r > 1 and δs−
1
2 r > 1. Using that coth(r) . 1 for r > 1 and dropping the
negative contribution of −∂rβs, we find in this case that
βs coth(r) − ∂rβs
sinh2(r)
.
s
1
2
sinh2(r)
.
s
1
2
2
sinh2(r)
,
which is trivially bounded by . s
1
2
2 for all r > 1. On the other hand, we obtain by
proceeding as in (6.14) of Case 2 the lower bound
δs−1∂rβs = δ
2s−1
α(δs−
1
2 r)
〈δs− 12 r〉 & δ
2s−1(δs−
1
2 r)−(1+η) & δ1−ηs
− 12+
1
2η
2 r
−(1+η).
112 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
Combining the previous two estimates we again conclude by the exponential decay
of sinh−2(r) that there exists a constant R ≡ R(δ, s2)≫ 1 such that
βs coth(r) − ∂rβs
sinh2(r)
≤ δs−1∂rβs ∀ r ≥ R,
which yields the desired estimate (6.12) also for this case and finishes the proof of
the lemma. 
Lemma 6.5. Let s2 > 0 and let {αℓ} ∈ A be a slowly varying sequence with
associated slowly varying function α as in Definition 2.13. For 0 < s ≤ s2 let
β
(α)
s , Q
(α)
s , and F˜
(α)
s be defined as in (6.2), (6.3), and (6.6) respectively. There
exist constants C ≡ C(s2) ≥ 1 and R ≡ R(s2) ≥ 1 such that for all solutions u(t)
to (1.1) and for any 0 < σ1 < σ2 ≤ s2 it holds that
1
σ1
〈(∂rβ(α)σ1 )Pσ1u,Pσ1u〉t,x +
1
2
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
≤ 1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉t,x + C
∫ σ2
σ1
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+
∫ σ2
σ1
|F˜ (α)s |
ds
s
+ C
∫ σ2
σ1
‖Psu‖2L2(R×{r≤R})
ds
s
.
(6.15)
Proof. To simplify notation we write
| /∇Psu|2/˚a := a˚θaθb∂θaPsu∂θbPsu, | /∇Psu|2/a := aθaθb∂θaPsu∂θbPsu.
We begin by writing our main multiplier identity (2.10) applied with Q
(α)
s defined
in (6.3) as
Re 〈i∆Psu,Q(α)s Psu〉
= 2
∫
Hd
(
(∂rβ
(α)
s )
(|∇Psu|2 − ρ2|Psu|2)− ρ(∂2rβ(α)s ) coth(r)|Psu|2) dvolh
+ 2
∫
Hd
(
β(α)s coth(r) − ∂rβ(α)s
) | /∇Psu|2
sinh2 r
dvolh
+ 2
∫
Hd
(
−∂
3
rβ
(α)
s
4
+
ρ(ρ− 1)
sinh2(r)
(
β(α)s coth(r) − ∂rβ(α)s
))|Psu|2 dvolh.
Integrating this equation with respect to the heat time dss from σ1 to σ2 and apply-
ing Lemma 6.3 with the weight w := ∂rβ
(α)
s to the first integral on the right-hand
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side of the resulting integrated equation, we obtain that∫ σ2
σ1
Re 〈i∆Psu,Q(α)s Psu〉
ds
s
+ 2
∫ σ2
σ1
∫
Hd
(
β(α)s coth(r) − ∂rβ(α)s
)| /∇Psu|2/˚a dvolh dss
=
1
σ1
〈(∂rβ(α)σ1 )Pσ1u,Pσ1u〉 −
1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉
+
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
+
∫ σ2
σ1
〈(∂s∂rβ(α)s )Psu,Psu〉
ds
s
+
1
2
∫ σ2
σ1
〈(∂3rβ(α)s )Psu,Psu〉
ds
s
+ 2
∫ σ2
σ1
∫
Hd
(
β(α)s coth(r) − ∂rβ(α)s
)| /∇Psu|2/a dvolh dss
+ 2
∫ σ2
σ1
∫
Hd
ρ(ρ− 1)
sinh2(r)
(
β(α)s coth(r) − ∂rβ(α)s
)|Psu|2 dvolh ds
s
.
Now we note that ρ(ρ−1) ≥ 0 for dimensions d ≥ 3, while ρ(ρ−1) = − 14 for d = 2.
Correspondingly, using Lemma 6.4, for dimensions d ≥ 3 we find that∫ σ2
σ1
Re 〈i∆Psu,Q(α)s Psu〉
ds
s
+ 2
∫ σ2
σ1
∫
Hd
(
β(α)s coth(r) − ∂rβ(α)s
)| /∇Psu|2/˚a dvolh dss
≥ 1
σ1
〈(∂rβ(α)σ1 )Pσ1u,Pσ1u〉 −
1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉
+
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
+
1
2
∫ s0
σ
〈(∂3rβ(α)s )Psu,Psu〉
ds
s
≥ 1
σ1
〈(∂rβ(α)σ1 )Pσ1u,Pσ1u〉 −
1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉
+ (1− Cδ2)
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
,
while for dimension d = 2 we obtain∫ σ2
σ1
Re 〈i∆Psu,Q(α)s Psu〉
ds
s
+ 2
∫ σ2
σ1
∫
Hd
(
β(α)s coth(r) − ∂rβ(α)s
)| /∇Psu|2/˚a dvolh dss
≥ 1
σ1
〈(∂rβ(α)σ1 )Pσ1u,Pσ1u〉 −
1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉
+ (1− Cδ2)
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
− 1
2
∫ σ2
σ1
∫
Hd
β
(α)
s coth(r) − ∂rβ(α)s
sinh2(r)
|Psu|2 dvolh ds
s
≥ 1
σ1
〈(∂rβ(α)σ1 )Pσ1u,Pσ1u〉 −
1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉
+ (1− Cδ2 − 12δ)
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
− C
∫ σ2
σ1
‖Psu‖2L2(R×{r≤R})
ds
s
.
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In either case, choosing 0 < δ ≪ 1 sufficiently small, we conclude that
1
σ1
〈(∂rβ(α)σ1 Pσ1u,Pσ1u〉+
1
2
∫ σ2
σ1
1
s
〈(∂rβ(α)s )Psu,Psu〉
ds
s
≤ 1
σ2
〈(∂rβ(α)σ2 )Pσ2u,Pσ2u〉+
∫ σ2
σ1
Re 〈i∆Psu,Q(α)s Psu〉
ds
s
+ 2
∫ σ2
σ1
∫
Hd
(
β(α)s coth(r) − ∂rβ(α)s
)| /∇Psu|2/˚a dvolh dss
+ C
∫ σ2
σ1
‖Psu‖2L2(R×{r≤R})
ds
s
.
The lemma now follows from the previous inequality upon integrating the following
identity (see (3.1)) in time dt as well as in heat time dss from σ1 to σ2 and rearranging
Re 〈i∆Psu,Q(α)s Psu〉 =
1
2
d
dt
〈Psu,Q(α)s Psu〉 − Re 〈(∂t − i∆)Psu,Q(α)s Psu〉.

We are now prepared to prove Proposition 6.1
Proof of Proposition 6.1. Let 0 < s ≤ s22 be arbitrary. We apply the estimate
(6.15) from Lemma 6.5 with σ1 and σ2 replaced by s and 2s, respectively, to get
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x +
1
2
∫ 2s
s
1
s′
〈(∂rβ(α)s′ )Ps′u,Ps′u〉t,x
ds′
s′
≤ 1
2s
〈(∂rβ(α)2s )P2su,P2su〉t,x + C
∫ 2s
s
sup
t∈R
∣∣〈Ps′u(t), Q(α)s′ Ps′u(t)〉∣∣ ds′s′
+
∫ 2s
s
|F˜ (α)s′ |
ds′
s′
+ C
∫ 2s
s
‖Ps′u‖2L2(R×{r≤R})
ds′
s′
.
(6.16)
Naively, we would like to take the supremum in α and then sum up in s ∈ 2−N. An
immediate problem is dealing with the first term on the right-hand side. The hope
is that we can perform a “telescopic sum”, i.e., that the first term on the right-hand
side of (6.16) at s is controlled by (6.16) at 2s, and so on. However, there is still the
issue that the supremum of the whole left-hand side may not control the supremum
of the first term on the left-hand side. A simple way out is to average (6.16) in s,
which makes the two terms on the left-hand side of (6.16) effectively comparable.
Let N ≥ 1 be a constant to be fixed sufficiently large later in the proof. For
σ > 0, consider the weight function
χσ(s) =
{
( sσ )
N when s ≤ σ,
0 when s > σ.
We now multiply (6.16) by χσ(s) and integrate in
ds
s . To simplify the notation we
define
g(s) =
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x.
Thus, the left-hand side of (6.16) equals g(s)+ 12
∫ 2s
s
g(s′) ds
′
s′ , and the first term on
the right-hand side of (6.16) equals g(2s). Making a change of variables and using
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the simple relation χaσ(s) = χσ(a
−1s) for any a > 0, we arrive at the estimate∫ ∞
0
χσ(s)g(s)
ds
s
+
1
2
∫ 2σ
σ
∫ ∞
0
χσ′(s)g(s)
ds
s
dσ′
σ′
≤
∫ ∞
0
χ2σ(s)g(s)
ds
s
+ C
∫ 2σ
σ
∫ ∞
0
χσ′(s) sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss dσ′σ′
+
∫ 2σ
σ
∫ ∞
0
χσ′ (s)|F˜ (α)s |
ds
s
dσ′
σ′
+ C
∫ 2σ
σ
∫ ∞
0
χσ′(s)‖Psu‖2L2(R×{r≤R})
ds
s
dσ′
σ′
,
(6.17)
which is valid for any 0 < σ ≤ s22 . Now observe that
χσ1 ≤ 2Nχσ2 for σ ≤ σ1 ≤ σ2 ≤ 2σ.
One consequence is that the left-hand side of (6.17) is bounded from below by
(1 + µN )
∫ ∞
0
χσ(s)g(s)
ds
s
, µN = 2
−N−1 log 2 > 0.
On the other hand, the last three terms on the right-hand side of (6.17) are bounded,
respectively, by
CN
∫ ∞
0
χ2σ(s) sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss ,
CN
∫ ∞
0
χ2σ(s)|F˜ (α)s |
ds
s
,
CN
∫ ∞
0
χ2σ(s)‖Psu‖2L2(R×{r≤R})
ds
s
,
where CN = 2
NC log 2. It follows that
(1 + µN )
∫ ∞
0
χσ(s)g(s)
ds
s
≤
∫ ∞
0
χ2σ(s)g(s)
ds
s
+ CN
∫ ∞
0
χ2σ(s) sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+ CN
∫ ∞
0
χ2σ(s)|F˜ (α)s |
ds
s
+ CN
∫ ∞
0
χ2σ(s)‖Psu‖2L2(R×{r≤R})
ds
s
.
(6.18)
Next we take the supremum over all {αℓ} ∈ A of (6.18) applied for σ = 2ℓ for
every integer ℓ ≤ −2ks2−1. Summing up the resulting inequalities over all integers
ℓ ≤ −2ks2 − 1 and exploiting the cancellation between part of the term on the left-
hand side of (6.18) and the first term on the right-hand side of (6.18) for consecutive
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values of ℓ we find that
µN
−2ks2−1∑
ℓ=−∞
sup
{αj}∈A
∫ ∞
0
χ2ℓ(s)g(s)
ds
s
≤ sup
{αj}∈A
∫ ∞
0
χ2−2ks2 (s)g(s)
ds
s
+ CN
−2ks2∑
ℓ=−∞
sup
{αj}∈A
∫ ∞
0
χ2ℓ(s) sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+ CN
−2ks2∑
ℓ=−∞
sup
{αj}∈A
∫ ∞
0
χ2ℓ(s)|F˜ (α)s |
ds
s
+ CN
−2ks2∑
ℓ=−∞
sup
{αj}∈A
∫ ∞
0
χ2ℓ(s)‖Psu‖2L2(R×{r≤R})
ds
s
.
Let us now remove the weight χ2ℓ(s). For the left-hand side, we note that
χ2ℓ(s) ≥ 2−N for 2ℓ−1 ≤ s ≤ 2ℓ.
For the first term on the right-hand side we use, recalling that 2−2ks2 = s2,
χ2−2ks2 (s)

≤ 2−3N for s ≤ s28 ,≤ 1 for s28 < s ≤ s2,
= 0 for s > s2.
On the other hand, for the last three terms on the right-hand side, we simply take
the supremum over {αj} ∈ A and the summation over ℓ inside the s-integral, and
observe that
−2ks2∑
ℓ=−∞
χ2ℓ(s)
{
.N 1 for s ≤ s2,
= 0 for s > s2.
Thus, we obtain the simplified estimate
µN2
−N
−2ks2−1∑
ℓ=−∞
sup
{αj}∈A
∫ 2ℓ
2ℓ−1
g(s)
ds
s
≤ 2−3N
∫ s2
8
0
sup
{αj}∈A
g(s)
ds
s
+ sup
{αℓ}∈A
∫ s2
s2
8
g(s)
ds
s
+ CN
∫ s2
0
sup
{αj}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+ CN
∫ s2
0
sup
{αj}∈A
|F˜ (α)s |
ds
s
+ CN
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
,
(6.19)
where CN are now different from before. We want to simplify the left-hand side
further. To this end we observe that by the mean-value theorem, for each integer
ℓ ≤ −2ks2 − 1 there exists s˜ ∈ [2ℓ−1, 2ℓ] such that g(s˜) = 1log(2)
∫ 2ℓ
2ℓ−1 g(s)
ds
s . Now
for each ℓ ≤ −2ks2 − 1 we once more invoke the estimate (6.15) from Lemma 6.5
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with σ1 ∈ [2ℓ−2, 2ℓ−1] and σ2 = s˜ to obtain after taking the supremum over all
{αj} ∈ A that
sup
{αj}∈A
sup
σ1∈[2ℓ−2,2ℓ−1]
g(σ1) ≤ C sup
{αj}∈A
∫ 2ℓ
2ℓ−1
g(s)
ds
s
+ C
∫ 2ℓ
2ℓ−2
sup
{αj}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+ C
∫ 2ℓ
2ℓ−2
sup
{αj}∈A
|F˜ (α)s |
ds
s
+ C
∫ 2ℓ
2ℓ−2
‖Psu‖2L2(R×{r≤R})
ds
s
.
Of course, the left-hand side is further bounded from below by
1
log(2)
∫ 2ℓ−1
2ℓ−2
sup
{αj}∈A
g(s)
ds
s
.
Combined with (6.19), this gives (where again CN can be different from above)
µN2
−N
∫ s2
4
0
sup
{αj}∈A
g(s)
ds
s
≤ C2−3N
∫ s2
8
0
sup
{αj}∈A
g(s)
ds
s
+ C sup
{αj}∈A
∫ s2
s2
8
g(s)
ds
s
+ CN
∫ s2
0
sup
{αj}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+ CN
∫ s2
0
sup
{αj}∈A
|F˜ (α)s |
ds
s
+ CN
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
.
Recalling that µN = 2
−N−1 log(2), we may absorb the first term on the right-hand
side into the left-hand side by choosingN large enough. Also recalling the definition
of g(s) and surpassing the N dependency of constants, we arrive at the estimate∫ s2
4
0
sup
{αℓ}∈A
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
≤ C sup
{αℓ}∈A
∫ s2
s2
8
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
+ C
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+ C
∫ s2
0
sup
{αℓ}∈A
|F˜ (α)s |
ds
s
+ C
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
.
Finally, we insert the relation (see Lemma 2.16)
sup
{αℓ}∈A
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x ≃ sup
{αℓ}∈A
s−
1
2 ‖Psu‖2Xs,α ≃ s−
1
2 ‖Psu‖2LEs
for the integrand on the left-hand side of the previous estimate, which completes
the proof of (6.7). 
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7. Transitioning Estimate and Proof of Theorems 1.5 and 1.15
In this section we complete the proof of Theorem 1.15 (and therefore its immedi-
ate corollary, Theorem 1.5) by combining the low-frequency and the high-frequency
estimates of the previous two sections. The main additional ingredient for the proof
is the following transitioning estimate which enables us to transition between the
different spatial weights appearing in the definitions of our low-frequency and our
high-frequency local smoothing spaces LElow and LEs. In its proof we will make
crucial use of Lemma 5.3 and Remark 5.4 from Section 5.
Lemma 7.1. Let d ≥ 2. Let I = [s3, s4] be a heat time interval with s3, s4 ≃ 1.
Let β
(α)
s for s ∈ I be defined as in (6.2) and let Q(α)s3 be defined as in (6.3). Then
there exists an absolute constant R ≥ 1 such that for all solutions u(t) to (1.1)
sup
{αℓ}∈A
∫
I
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
.
∫
2I
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)s3 P≥su(t)〉∣∣ dss
+
∫
2I
sup
{αℓ}∈A
∣∣Re 〈(∂t − i∆)P≥su,Q(α)s3 P≥su〉t,x∣∣ dss
+
∫
2I
‖P≥su‖2L2(R×{r≤R})
ds
s
,
(7.1)
where we use the notation 2I := [ s32 , 2s4].
Proof. In order to simplify the notation in what follows, we define
h := P≥su = e
s(∆+ρ2)u
and note that
1
s
Psu = −(∆ + ρ2)es(∆+ρ2)u = −∂sh.
Moreover, we have uniformly for all heat times s ∈ I = [s3, s4] and for all slowly
varying functions α associated with a slowly varying sequence {αℓ} ∈ A that
∂rβ
(α)
s = δ
α(δs−
1
2 r)
〈δs− 12 r〉 ≃ δ
α(δs
− 12
3 r)
〈δs− 123 r〉
= ∂rβ
(α)
s3 ,
since s3, s4 ≃ 1 by assumption and since α is slowly varying according to Defini-
tion 2.13. Hence, we have∫
I
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
.
∫
I
〈(∂rβ(α)s3 )Psu,Psu〉t,x
ds
s
.
∫
I
〈(∂rβ(α)s3 )∂sh, ∂sh〉t,x ds,
where in the last estimate we again used that s3, s4 ≃ 1. We let χ = χ(s) be
a smooth bump function with support in 2I and such that χ(s) = 1 for s ∈ I.
Trivially, it holds that∫
I
〈(∂rβ(α)s3 )∂sh, ∂sh〉t,x ds ≤
∫
2I
χ〈(∂rβ(α)s3 )∂sh, ∂sh〉t,x ds =: L. (7.2)
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Now on the one hand, integration by parts in space yields that
L = Re
∫
2I
χ〈(∂rβ(α)s3 )∂sh, ∂sh〉t,x ds
= Re
∫
2I
χ〈(∂rβ(α)s3 )∂sh, (∆ + ρ2)h〉t,x ds
= Re
∫
2I
χ〈∆(∂rβ(α)s3 )∂sh, h〉t,x ds+ 2Re
∫
2I
χ〈∇(∂rβ(α)s3 ) · ∇∂sh, h〉t,x ds
+Re
∫
2I
χ〈(∂rβ(α)s3 )(∆ + ρ2)∂sh, h〉t,x ds
= −Re
∫
2I
χ〈∆(∂rβ(α)s3 )∂sh, h〉t,x ds− 2Re
∫
2I
χ〈(∂2rβ(α)s3 )∂sh, ∂rh〉t,x ds
+Re
∫
2I
χ〈(∂rβ(α)s3 )(∆ + ρ2)∂sh, h〉t,x ds.
On the other hand, integrating by parts in the heat time s we find that
L = Re
∫
2I
χ〈(∂rβ(α)s3 )∂sh, (∆ + ρ2)h〉t,x ds
= −Re
∫
2I
χ〈(∂rβ(α)s3 )h, (∆ + ρ2)∂sh〉t,x ds− Re
∫
2I
(∂sχ)〈(∂rβ(α)s3 )h, (∆ + ρ2)h〉t,x ds.
Adding the last two identities we obtain that
2L = −Re
∫
2I
χ〈∆(∂rβ(α)s3 )∂sh, h〉t,x ds− 2Re
∫
2I
χ〈(∂2rβ(α)s3 )∂sh, ∂rh〉t,x ds
− Re
∫
2I
(∂sχ)〈(∂rβ(α)s3 )h, (∆ + ρ2)h〉t,x ds
=: I + II + III.
(7.3)
We now estimate the terms I, II, and III separately. For the first term I we use
Cauchy-Schwarz and the fact that∣∣∣∣∆(∂rβ(α)s3 )
∂rβ
(α)
s3
∣∣∣∣ . 1〈r〉
uniformly for all {αℓ} ∈ A, to obtain for any ε > 0 that
|I| ≤ εL+ Cε
∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )h, h〉t,x ds.
Then for the second term on the right-hand side we invoke the estimate (5.9) from
Remark 5.4 to conclude that
|I| ≤ εL+ Cε
∫
2I
∣∣Re 〈i∆h,Q(α)s3 h〉t,x∣∣ ds+ Cε ∫
2I
‖h‖2L2(R×{r≤R}) ds. (7.4)
For the term III we again use the estimate (5.9) from Remark 5.4 to find that
|III| ≤
∫
2I
|∂sχ|
∣∣Re 〈(∂rβ(α)s3 )h, (∆ + ρ2)h〉t,x∣∣ ds
.
∫
2I
∣∣Re 〈i∆h,Q(α)s3 h〉t,x∣∣ ds+ ∫
2I
‖h‖2L2(R×{r≤R}) ds.
(7.5)
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Finally for the term II we argue as we did for the term I, using that∣∣∣∣∂2rβ(α)s3
∂rβ
(α)
s3
∣∣∣∣ . 1〈r〉
uniformly for all {αℓ} ∈ A, to estimate
|II| ≤ εL+ Cε
∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )∇h,∇h〉t,x ds.
In view of how we estimated the term I using the estimate (5.9) from Remark 5.4,
it suffices to prove∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )∇h,∇h〉t,x ds . ∫
2I
〈〈r〉−2(∂rβ(α)s3 )h, h〉t,x ds (7.6)
to then infer that
|II| ≤ εL+ Cε
∫
2I
∣∣Re 〈i∆h,Q(α)s3 h〉t,x∣∣ds+ Cε ∫
2I
‖h‖2L2(R×{r≤R}) ds. (7.7)
For the proof of (7.6) recall that by the definition of h = es(∆+ρ
2)u we have
(∂s −∆− ρ2)h = 0.
It follows that
0 = Re
∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )h, (∂s −∆− ρ2)h〉t,x ds
=
∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )∇h,∇h〉t,x ds− ρ2 ∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )h, h〉t,x ds
− 1
2
∫
2I
(∂sχ)
〈〈r〉−2(∂rβ(α)s3 )h, h〉ds+ ∫
2I
χ
〈
∂r
(〈r〉−2(∂rβ(α)s3 ))h, ∂rh〉t,x ds.
Upon rearranging and using the estimate∣∣∣∂r(〈r〉−2(∂rβ(α)s3 ))∣∣∣ . ∂rβ(α)s3〈r〉3 . ∂rβ
(α)
s3
〈r〉2 ,
we get∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )∇h,∇h〉t,x ds ≤ C ∫
2I
〈〈r〉−2(∂rβ(α)s3 )h, h〉t,x ds
+ C
∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )|∇h|, |h|〉t,x ds
≤ Cǫ1
∫
2I
〈〈r〉−2(∂rβ(α)s3 )h, h〉t,x ds
+ ǫ1
∫
2I
χ
〈〈r〉−2(∂rβ(α)s3 )∇h,∇h〉t,x ds,
where in the last estimate we used Cauchy-Schwarz. Taking ǫ1 > 0 sufficiently
small to absorb the last term on the right-hand side into the left-hand side, we
obtain the desired estimate (7.6).
In conclusion, by combining the identity (7.3) with the estimates (7.2), (7.4),
(7.5), and (7.7), we obtain upon choosing ε > 0 sufficiently small that∫
I
〈
(∂rβ
(α)
s3 )∂sh, ∂sh
〉
t,x
ds .
∫
2I
∣∣Re 〈i∆h,Q(α)s3 h〉t,x∣∣ dss +
∫
2I
‖h‖2L2(R×{r≤R}) ds.
LOCAL SMOOTHING ON HYPERBOLIC SPACE 121
Finally, recalling that h = P≥su, ∂sh = − 1sPsu and that s ≃ 1 for s ∈ 2I,
the asserted transitioning estimate (7.1) follows from the previous estimate upon
integrating in time over the identity (see (3.1))
Re 〈i∆P≥su,Q(α)s3 P≥su〉 =
1
2
d
dt
〈P≥su,Q(α)s3 P≥su〉 − Re 〈(∂t − i∆)P≥su,Q(α)s3 P≥su〉
and taking the supremum over all slowly varying sequences {αℓ} ∈ A. 
We are finally in the position to complete the proof of Theorem 1.15.
Proof of Theorem 1.15. In what follows we will apply the high-frequency local smooth-
ing estimate (6.7) from Section 6 with s2 = 2, the low-frequency local smoothing
estimate (5.3) from Section 5, and the transitioning estimate from Lemma 7.1 with
s4 = s2 and s3 =
s2
8 . For the sake of readability we keep the notation s2 instead of
making these heat times explicit, and allow the constants to depend on s2. More-
over, we use the low-frequency β(α), Q(α) as defined in (5.1) and (5.2), while β
(α)
s ,
Q
(α)
s denote the high-frequency analogues as defined in (6.2) and (6.3). Finally,
F˜
(α)
s is as in (6.6).
Starting with the high-frequency local smoothing estimate (6.7), we have∫ s2
4
0
s−
1
2 ‖Psu‖2LEs
ds
s
. sup
{αℓ}∈A
∫ s2
s2
8
1
s
〈(∂rβ(α)s )Psu,Psu〉t,x
ds
s
+
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+
∫ s2
0
sup
{αℓ}∈A
|F˜ (α)s |
ds
s
+
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
.
(7.8)
For the first term on the right-hand side of (7.8) we note that 1s ≃ 1 for s ∈ [ s28 , s2]
and insert the transitioning estimate (7.1) from Lemma 7.1 with s3 =
s2
8 and
s4 = s2 to obtain that∫ s2
4
0
s−
1
2 ‖Psu‖2LEs
ds
s
.
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)s3 P≥su(t)〉∣∣ dss
+
∫ 2s2
s2
16
sup
{αℓ}∈A
∣∣Re 〈(∂t − i∆)P≥su,Q(α)s3 P≥su〉t,x∣∣ dss
+
∫ 2s2
s2
16
‖P≥su‖2L2(R×{r≤R})
ds
s
+
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+
∫ s2
0
sup
{αℓ}∈A
|F˜ (α)s |
ds
s
+
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
.
(7.9)
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Integrating over the low-frequency local smoothing estimate (5.3) in dss from
s2
16 to
2s2 yields∫ 2s2
s2
16
‖P≥su‖2LElow
ds
s
.
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)P≥su(t)〉∣∣ ds
s
+
∫ 2s2
s2
16
sup
{αℓ}∈A
∣∣Re 〈(∂t − i∆)P≥su,Q(α)P≥su〉t,x∣∣ ds
s
+
∫ 2s2
s2
16
‖P≥su‖2L2(R×{r≤R})
ds
s
.
(7.10)
Adding (7.9) and (7.10) we obtain that
∫ 2s2
s2
16
‖P≥su‖2LElow
ds
s
+
∫ s2
4
0
s−
1
2 ‖Psu‖2LEs
ds
s
.
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)P≥su(t)〉∣∣ ds
s
+
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)s3 P≥su(t)〉∣∣ dss
+
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
+
∫ 2s2
s2
16
sup
{αℓ}∈A
∣∣Re 〈(∂t − i∆)P≥su,Q(α)P≥su〉t,x∣∣ ds
s
+
∫ 2s2
s2
16
sup
{αℓ}∈A
∣∣Re 〈(∂t − i∆)P≥su,Q(α)s3 P≥su〉t,x∣∣ dss
+
∫ s2
0
sup
{αℓ}∈A
|F˜ (α)s |
ds
s
+
∫ 2s2
s2
16
‖P≥su‖2L2(R×{r≤R})
ds
s
+
∫ s2
0
‖Psu‖2L2(R×{r≤R})
ds
s
=: I + II + III + IV + V + V I + V II + V III.
(7.11)
Here we first observe that since we chose s2 = 2, the left-hand side of (7.11) coincides
exactly with the local smoothing norm ‖u‖2LE of the solution u(t) to the Schro¨dinger
equation (1.1). Next, given any ε > 0, by sufficiently enlarging R ≫ 1 we obtain
from Lemma 4.18 and Lemma 4.21 that
V II + V III ≤ ε‖u‖2LE + Cε‖u‖2L2(R×{r≤R}).
Recall the definition of F˜
(α)
s from (6.6), and that the low and high-frequency pro-
jections of the solution u(t) to the linear Schro¨dinger equation (1.1) satisfy the
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equations
(∂t − i∆)P≥su = iP≥sF − iP≥sHa.s.l.o.t.u− iP≥sHsyml.o.t.u
− i[P≥s, Hprin]u− i(Hprin +∆)P≥su,
(∂t − i∆)Psu = iPsF − iPsHa.s.l.o.t.u− iPsHsyml.o.t.u
− i[Ps, Hprin]u− i(Hprin +∆)Psu.
where we recall the decomposition Hl.o.t. = H
a.s.
l.o.t. +H
sym
l.o.t. with
Ha.s.l.o.t.u = Im b
µ∇µu+∇µ(Im bµu) + iImV u,
Hsyml.o.t.u =
1
i
(Re bµ∇µu+∇µ(Re bµu)) + ReV u.
We also recall that the smallness assumptions on a−h−1, Im b and ImV in (1.16)
and (1.18) are formulated in terms of the small constant ε0 > 0. It follows from
Propositions 4.28, 4.31, 4.32, 4.38, 4.40, and Remarks 4.29, 4.33, 4.39, 4.41 that for
sufficiently large R≫ 1
IV + V . ε0‖u‖2LE + Cε0‖F‖2LE∗ + Cε0‖u‖2L2(R×{r≤R}).
Similarly, it follows from Propositions 4.30, 4.31, 4.34, 4.37, 4.42 that for sufficiently
large R≫ 1
V I . ε0‖u‖2LE + Cε0‖F‖2LE∗ + Cε0‖u‖2L2(R×{r≤R}).
It therefore remains to estimate the terms I, II and III for which we use the
approximate mass conservation (3.2) of solutions to (1.1). We begin with the terms
I and II which can be treated in the same manner. By Cauchy-Schwarz as well as
the L2-boundedness of Q(α)P≥s and Q
(α)
s3 P≥s according to Proposition 4.22
I + II =
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)P≥su(t)〉∣∣ ds
s
+
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
∣∣〈P≥su(t), Q(α)s3 P≥su(t)〉∣∣ dss
.
∫ 2s2
s2
16
sup
{αℓ}∈A
sup
t∈R
(‖P≥su(t)‖2L2 + ‖Q(α)P≥su(t)‖2L2 + ‖Q(α)s3 P≥su(t)‖2L2) dss
.
∫ 2s2
s2
16
sup
t∈R
(‖P≥su(t)‖2L2 + ‖P≥ s2 u(t)‖2L2) dss .
Disposing of the low-frequency projections P≥s and P≥ s
2
using Lemma 4.2, we
obtain that
I + II . sup
t∈R
‖u(t)‖2L2.
From the approximate mass conservation (3.2), that is,
d
dt
‖u(t)‖2L2 = 2Re 〈iF, u〉,
we conclude that
sup
t∈R
‖u(t)‖2L2 . ‖u0‖2L2 +
∣∣〈F, u〉t,x∣∣ . ‖u0‖2L2 + ‖F‖LE∗‖u‖LE.
Hence, we obtain for any ε > 0 that
I + II . ‖u0‖2L2 + Cε‖F‖2LE∗ + ε‖u‖2LE.
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Next we deal with the term III. By Cauchy-Schwarz and the L2-boundedness of
Q
(α)
s Ps thanks to Proposition 4.25, we have
III =
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
∣∣〈Psu(t), Q(α)s Psu(t)〉∣∣ dss
.
∫ s2
0
sup
{αℓ}∈A
sup
t∈R
(‖Psu(t)‖2L2 + ‖P s2 u(t)‖2L2) dss
.
∫ s2
0
sup
t∈R
‖Psu(t)‖2L2
ds
s
,
where for the last estimate we used the change of variables s2 7→ s. By approximate
mass conservation and the fact that Hprin is self-adjoint, we infer from
d
dt
‖Psu(t)‖2L2 = 2Re 〈∂tPsu,Psu〉 = 2Re 〈(∂t + iHprin)Psu,Psu〉
that
sup
t∈R
‖Psu(t)‖2L2 ≤ ‖Psu0‖2L2 + C
∣∣Re 〈(∂t + iHprin)Psu,Psu〉t,x∣∣.
Hence, we obtain from (4.44) and (4.68) that for any ε > 0
III .
∫ s2
0
sup
t∈R
‖Psu(t)‖2L2
ds
s
.
∫ s2
0
‖Psu0‖2L2
ds
s
+
∫ s2
0
∣∣Re 〈(∂t + iHprin)Psu,Psu〉t,x∣∣ ds
s
. ‖u0‖2L2 + ε‖u‖2LE + Cε‖F‖2LE∗ + Cε‖u‖2L2(R×{r≤R}).
Finally, combining the estimate (7.11) with all of the above bounds on the terms
I–V III, we arrive at the estimate
‖u‖2LE . ‖u0‖2L2 + ε0‖u‖2LE + Cε0‖F‖2LE∗ + Cε0‖u‖2L2(R×{r≤R}),
which upon choosing ε0 > 0 in (1.16) sufficiently small finishes the proof of Theo-
rem 1.15. 
8. Local smoothing estimate in the stationary, symmetric case and
its perturbations
The bulk of this section is devoted to the proof of Theorem 1.11, where we
assume that H contains no metric perturbations and is symmetric and stationary,
i.e., b, V are real-valued and independent of t.
The idea of the proof is to make use of the well-known equivalence of the lo-
cal smoothing estimate with the limiting absorption principle for the resolvents
(τ − H)−1 in the time-independent self-adjoint (i.e., symmetric and stationary)
case. Our main multiplier estimate (Theorem 1.5 or 1.15) implies that the desired
resolvent bound holds for all large Re τ . Moreover, by a compactness argument,
such bounds hold unless H has a resonance in [ρ2,∞); see Proposition 8.7. The
argument is concluded by showing the absence of resonances embedded in (ρ2,∞)
(which was essentially known before in the case b = 0); see Proposition 8.11. Our
execution of this scheme is modeled on the one in [34, Section 4]. Below we will
use the notation
(f)± = max{±f, 0}.
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This section is organized as follows. In Section 8.1, we record the key multiplier
identities required in the present section. In Section 8.2, we show that if (1.13)
fails, then H has a resonance at some τ ∈ [ρ2,∞) (see Definition 8.6). The proof of
Theorem 1.11 is completed in Section 8.3, where we rule out the existence of any
resonances at τ ∈ (ρ2,∞). In Section 8.4 we establish Proposition 1.13 and Corol-
lary 1.14. Finally, in Section 8.5 we prove Theorem 1.16, which extends the validity
of the global-in-time local smoothing estimate to small but possibly non-symmetric
and non-stationary perturbations of a symmetric, stationary Hamiltonian Hstat
considered in Theorem 1.11.
8.1. Key multiplier identities. Here we collect basic integration by parts iden-
tities which are useful for analyzing the equation (ρ2 + κ2 +∆)v = 0, as well as its
perturbation (ρ2 + κ2 −H)v = 0.
We start with basic multiplier identities for Re 〈(ρ2 + κ2 +∆)v, γv〉.
Lemma 8.1 (Multiplier identity). For any v ∈ C∞0 (Hd), a real-valued smooth
radial function γ and κ ∈ R, we have
− Re 〈(ρ2 + κ2 +∆)v, γv〉
=
∫
Hd
γ
(
|(∂r + ρ coth r − iκ)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2 + ρ(ρ− 1) sinh−2 r |v|2) dvolh
+ 2κRe 〈iv, γ(∂r + ρ coth r − iκ)v〉 −
∫
Hd
1
2
γ′′ |v|2 dvolh. (8.1)
Alternatively, we have
− Re 〈(ρ2 + κ2 +∆)v, γv〉
=
∫
Hd
γ
(
|(∂r + ρ− iκ)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2 + 2ρ2(coth r − 1) |v|2) dvolh
+ 2κRe 〈iv, , γ(∂r + ρ− iκ)v〉 −
∫
Hd
(
1
2
γ′′ + ρ(coth r − 1)γ′
)
|v|2 dvolh.
(8.2)
Proof. We only prove (8.1), leaving the similar proof of (8.2) to the reader. By a
simple integration by parts, the left-hand side of (8.1) equals∫
Hd
γ
(
|∂rv|2 + 1
sinh2 r
∣∣ /∇v∣∣2 − ρ2 |v|2 − κ2 |v|2) dvolh + ∫
Hd
γ′Re (v∂rv) dvolh.
Hence, it suffices to show that∫
Hd
γ
(
|∂rv|2 − ρ2 |v|2 − κ2 |v|2
)
dvolh +
∫
Hd
γ′Re (v∂rv) dvolh
=
∫
Hd
γ |(∂r + ρ coth r − iκ)v|2 dvolh + 2κRe 〈iv, γ(∂r + ρ coth r − iκ)v〉
+
∫
Hd
(
−1
2
γ′′ + ρ(ρ− 1) sinh−2 rγ
)
|v|2 dvolh.
(8.3)
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Indeed, after completing the square, the left-hand side equals∫
Hd
γ |(∂r + ρ coth r − iκ)v|2 dvolh
+ 2
∫
Hd
Re (iκvγ(∂r + ρ coth r)v) dvolh − 2
∫
Hd
κ2γ |v|2 dvolh
+
∫
Hd
(γ′ − 2ρ coth rγ)Re (∂rvv¯) dvolh −
∫
Hd
ρ2 coth2 rγ |v|2 dvolh
−
∫
Hd
ρ2γ |v|2 dvolh.
For the second line, we easily have
2
∫
Hd
(Re (iκvγ(∂r + ρ coth r)v)− κ2 |v|2) dvolh = 2κRe 〈iv, γ(∂r + ρ coth r − iκ)v〉.
For the last two lines, we rewrite 2Re (∂rvv¯) = ∂r |v|2, integrate by parts and
simplify to obtain:∫
Hd
(γ′ − 2ρ coth rγ)Re (∂rvv¯) dvolh −
∫
Hd
ρ2 coth2 rγ |v|2 dvolh −
∫
Hd
ρ2γ |v|2 dvolh
=
∫
Hd
(
−1
2
γ′′ + ρ(ρ− 1) sinh−2 rγ
)
|v|2 dvolh.
Putting all computations together, the desired identify follows. 
Next, we consider the counterpart for Re 〈i(ρ2 + κ2 + ∆)v, γv〉, which is useful
when κ 6= 0. We omit the obvious proof.
Lemma 8.2 (Charge identity). For any v ∈ C∞0 (Hd), a real-valued smooth radial
function γ and κ ∈ R, we have
Re 〈i(ρ2 + κ2 +∆)v, γv〉 =Re 〈i∆v, γv〉 = Re 〈i∂rv, γ′v〉
=− κ〈γ′v, v〉+Re 〈i(∂r + ρ coth r − iκ)v, γ′v〉.
As in Lemma 2.12, given a real-valued smooth radial function β, define Q =
βDr + D
∗
rβ =
1
i (β∂r + ∂
∗
rβ). Combining the key positive commutator identity
(Lemma 2.12) with the preceding identities, we obtain the following identity.
Lemma 8.3 (Positive commutator). For any v ∈ C∞0 (Hd), a real-valued smooth
radial function β and κ ∈ R, we have
Re 〈i(ρ2 + κ2 +∆)v,Qv − 2βκv〉
=
∫
Hd
∂rβ |(∂r + ρ coth r − iκ)v|2 dvolh
+
∫
Hd
(2β coth r − ∂rβ)
(
sinh−2 r
∣∣ /∇v∣∣2 + ρ(ρ− 1) sinh−2 r |v|2) dvolh
− Re 〈(ρ2 + κ2 +∆)v, ∂rβv〉.
Proof. By Lemma 8.2, we have
−2κRe 〈i∆v, βv〉 = −2κ2〈∂rβv, v〉 + 2κRe 〈i(∂r + ρ coth r − iκ)v, ∂rβv〉.
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Hence, combined with the key positive commutator identity (Lemma 2.12) for
Re 〈i∆v,Qv〉, we obtain
Re 〈i∆v,Qv − 2βκv〉 =2
∫
Hd
∂rβ
(
|∂rv|2 − (ρ2 + κ2) |v|2
)
dvolh
−
∫
Hd
(∆∂rβ) |v| dvolh + 2
∫
Hd
β coth r
∣∣ /∇v∣∣2
sinh2 r
dvolh
+ 2κRe 〈i(∂r + ρ coth r − iκ)v, ∂rβv〉
+
1
2
∫
Hd
(∆∂rβ) |v| dvolh
− ρ
∫
Hd
(∆(β coth r) − 2ρ∂rβ) |v|2 dvolh.
Note that
∫
(∆∂rβ) |v| = −
∫
∂2rβ∂r |v|2 = −2
∫
∂2rβRe (∂rvv¯). Thus, applying (8.3)
to the first two terms on the right-hand side, we see that Re 〈i∆v,Qv−2βκv〉 equals
to
2
∫
Hd
∂rβ
(
|(∂r + ρ coth r − iκ)v|2 + ρ(ρ− 1) sinh−2 r |v|2
)
dvolh
−
∫
Hd
∂3rβ |v|2 dvolh + 2
∫
Hd
β coth r sinh−2 r
∣∣ /∇v∣∣2 dvolh
+ 2κRe 〈iv, ∂rβ(∂r + ρ coth r − iκ)v〉
+
1
2
∫
Hd
(∆∂rβ) |v|2 dvolh − ρ
∫
Hd
(∆(β coth r)− 2ρ∂rβ) |v|2 dvolh.
Finally, applying (8.1) to the third term, we can write Re 〈i∆v,Qv − 2βκv〉 as∫
Hd
∂rβ |(∂r + ρ coth r − iκ)v|2 dvolh
+
∫
Hd
(2β coth r − ∂rβ) sinh−2 r
∣∣ /∇v∣∣2 dvolh − Re 〈(ρ2 + κ2 +∆)v, ∂rβv〉
+ ρ(ρ− 1)
∫
Hd
∂rβ sinh
−2 r |v|2 dvolh − 1
2
∫
Hd
∂3rβ |v|2 dvolh
+
1
2
∫
Hd
(∆∂rβ) |v|2 dvolh − ρ
∫
Hd
(∆(β coth r)− 2ρ∂rβ) |v|2 dvolh.
Simplifying the last two lines, we arrive at the desired identity. 
The following computation is useful for proving weighted Hardy–Poincare´-type
estimates:
Lemma 8.4 (Hardy–Poincare´ computation). For any v ∈ C∞0 (Hd) and a real-
valued smooth radial function γ, we have∫
Hd
γ |(∂r + ρ coth r)v|2 dvolh =
∫
Hd
γ
∣∣(∂r + ρ coth r −mr−1)v∣∣2 dvolh
+m
∫
Hd
(1−m− r(log γ)′) γr−2 |v|2 dvolh.
(8.4)
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Proof. We complete the square and integrate by parts as follows:∫
Hd
γ |(∂r + ρ coth r)v|2 dvolh =
∫
Hd
γ
∣∣(∂r + ρ coth r −mr−1)v∣∣2 dvolh
−
∫
Hd
m2r−2γ |v|2 dvolh +
∫
Hd
mr−1γ∂r |v|2 dvolh
+
∫
Hd
2ρmr−1 coth rγ |v|2 dvolh
=
∫
Hd
γ
∣∣(∂r + ρ coth r −mr−1)v∣∣2 dvolh
+
∫
Hd
(
m(1−m)r−2γ −mr−1γ′) |v|2 dvolh.
After rearranging terms, we obtain (8.4). 
Remark 8.5. Although all identities in this subsection were derived under the
assumption that v ∈ C∞0 (Hd), they remain valid for more general v, provided that it
has sufficient regularity and decay. For instance, in the applications in Section 8.2,
v will satisfy v,∇v ∈ L2, which is enough for bounded γ, β.
8.2. Extraction of a resonance. Here, our aim is to show that the local smooth-
ing estimate (1.13) holds unless H has a resonance at τ ∈ [ρ2,∞). The definition
of a resonance at the threshold τ = ρ2 was given in Definition 1.10. In the case
τ ∈ (ρ2,∞), the precise definition is as follows.
Definition 8.6 (Embedded resonance). For κ > 0, we say that w is a outgoing
(resp. incoming) embedded resonance at τ = ρ2 + κ2 if it is a nontrivial solution
to the problem
(ρ2 + κ2 −H)w = 0, w ∈ LE0,
satisfying the outgoing (resp. incoming) radiation condition
‖r− 12 (∂r + ρ− iκ)w‖L2(Aj) → 0 (resp. ‖r−
1
2 (∂r + ρ+ iκ)w‖L2(Aj) → 0). (8.5)
The remainder of this subsection is devoted to the proof of the following result:
Proposition 8.7. Suppose that H has no threshold resonance (as in Definition 1.10),
nor an embedded resonance at τ ∈ (ρ2,∞) (as in Definition 8.6). Then for any
u0 ∈ L2(Hd) and F ∈ LE∗, the solution u(t) to the linear Schro¨dinger equation
(−i∂t +H)u = F, (8.6)
with the initial value u(0) = u0, obeys the local smoothing estimate (1.13).
Proof. Step 1: Reduction to forward solutions. We begin by showing that it suffices
to establish (1.13) just for forward solutions, i.e., solutions u to (8.6) satisfying
u = F = 0 for sufficiently negative t.
By time reversal symmetry, having (1.13) for forward solutions is clearly equivalent
to having it for backward solutions, i.e., solutions to (8.6) obeying u = F = 0 for
sufficiently positive t.
To see why it suffices to prove (1.13) for only forward (or equivalently, backward)
solutions, let F be smooth and compactly supported in t, x. Then a solution to
the initial value problem differs from the forward solution only by a homogeneous
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solution; thus it suffices to prove (1.13) in the homogeneous case F = 0. By the
T ∗T principle applied to T : L2 → LE , u0 7→ e−itHu0, the desired estimate is
equivalent to
‖
∫ ∞
−∞
e−i(t−s)HF (s) ds‖LE . ‖F‖LE∗ .
But the expression on the left-hand side is∫ ∞
−∞
e−i(t−s)HF (s) ds =
∫ t
−∞
e−i(t−s)HF (s) ds−
∫ ∞
t
e−i(t−s)HF (s) ds,
which is, by Duhamel’s principle, precisely the sum of the forward and backward
solutions.
Step 2: Reformulation as resolvent bounds. The next step is to reformulate both our
starting point (Theorem 1.5) and our goal (1.13) as estimates for the resolvents ofH
(i.e., coercivity bounds for τ −H). The rough idea is to take the Fourier transform
in t and apply Plancherel’s theorem. However, we cannot proceed directly for two
reasons: First, u is a-priori not square integrable in t, and second, LE and LE∗ are
not Hilbert spaces. We address these (standard) difficulties in Steps 2.a and 2.b,
respectively, and achieve the desired reformulation in Step 2.c.
Step 2.a: Damping forward in time. In order to apply the Fourier transform, we
consider a forward-in-time damping e−ǫtu. Since we only consider forward solutions
u, e−ǫtu exhibits good decay as |t| → ∞ (this point is the key reason for restricting
to forwards solutions!). Moreover, as the next lemma shows, Theorem 1.5 transfers
nicely to e−ǫtu.
Lemma 8.8. Let R > 0 be defined as in (1.9) of Theorem 1.5. Then, for any
ǫ > 0, any forward solution u to (8.6) satisfies
‖e−ǫtu‖LE . ‖e−ǫtF‖LE∗ + ‖e−ǫtu‖L2(R×{r≤R}). (8.7)
Conversely, if (8.7) holds for every ǫ > 0 and forward solutions, then (1.9) holds
with LE and LE∗ replaced by LE and LE∗, respectively.
Proof. To prove (8.7) from (1.9), we partition the time axis R into intervals of
length ǫ−1, i.e., R = ∪{Ij = [jǫ−1, (j + 1)ǫ−1)}j∈Z. For each j, we introduce
the notation tj = jǫ
−1, so that Ij = [tj , tj+1). Note that a weaker version of
Theorem 1.5 resulting from replacing LE and LE∗ by LE and LE∗, respectively,
(and more precisely, its time localized version on (−∞, tj+1), which is immediate
from the proof) for the forward solution u yields
‖e−ǫtu‖2LE(Ij) .e−2ǫtj+1
(
‖F‖2LE∗((−∞,tj+1)) + ‖u‖2L2((−∞,tj+1)×{r≤R})
)
.
∑
k≤j
e−2(j−k)
(
‖e−ǫtF‖2LE∗(Ik) + ‖e−ǫtu‖2L2(Ik×{r≤R})
)
.
(8.8)
We emphasize that the implicit constants are independent of ǫ. The exponential
factors arise from the simple fact that e±2ǫt ≃ e±2ǫtℓ ≃ e±2ℓ on Iℓ; note that the
length ǫ−1 has been chosen to optimize this bound.
The desired estimate (8.7) now follows by summing up (8.8) in j using Schur’s
test, where we use square summability of the expression inside the parentheses on
the right-hand side.
130 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
Finally, (8.7) implies (1.9) (with LE and LE∗ replaced by LE and LE∗, re-
spectively) by a simple application of Fatou’s lemma; we leave the details to the
reader. 
As a simple corollary of the proof, we see that our goal (1.13) is also equivalent
to appropriate uniform estimates for the damped solution.
Corollary 8.9. Estimate (1.13) holds if and only if, for any ǫ > 0, any forward
solution u to (8.6) satisfies
‖e−ǫtPcu‖LE . ‖e−ǫtPcF‖LE∗ . (8.9)
Step 2.b: X 0α spaces. The Fourier transform in time is well-defined for the damped
solution e−ǫtu. In order to apply Plancherel, however, we face a minor nuisance
that our spaces LE and LE∗ are not of the form L2tX0 for some Hilbert space X0.
To fix this issue, we use the auxiliary Hilbert spaces Xα and X 0α introduced in
Definition 2.8. Then according to Lemma 2.9 we have the equivalences
‖u‖LE ≃ sup
α
‖u‖Xα , ‖F‖LE∗ ≃ inf
α
‖F‖X ∗α
where the supremum and infimum are taken over all functions α : (0, 4] → A as
in Definition 2.8 and Lemma 2.9. The main advantage here is that for each fixed
α : (0, 4] → A, Xα, resp., X ∗α, is a Hilbert space, and as in Definition 2.8, we can
write
‖u‖Xα =: ‖u‖L2tX 0α , ‖F‖X ∗α =: ‖F‖L2t(X 0α)∗
where the norms X 0α, resp., (X 0α)∗ are the spatial components of Xα, resp., X ∗α .
Step 2.c: Application of Plancherel’s theorem. At this point we exploit the Hilbert
space structure of the spaces X 0α, (X 0β )∗ and L2({r ≤ R}). By applying Plancherel’s
theorem in time, the estimate established in Lemma 8.8 is equivalent to the estimate
‖ê−ǫtu‖L2τX 0α . ‖ê−ǫtF‖L2τ(X 0β )∗ + ‖ê−ǫtu‖L2τL2x(r≤R) (8.10)
Similarly, the desired estimate (8.9) (see Corollary 8.9) is equivalent to showing
that
‖ ̂e−ǫtPcu‖L2τX 0α . ‖ ̂e−ǫtPcF‖L2τ(X 0β )∗ (8.11)
uniformly in ǫ > 0, and α, β : (0, 4]→ A. We claim that the previous two estimates
are equivalent to the following fixed τ bounds holding uniformly in τ ∈ R.
Lemma 8.10. The estimate (8.10) is equivalent to the estimate
‖v(τ)‖LE0 . ‖(τ + iǫ−H)v(τ)‖LE∗0 + ‖v(τ)‖L2(r≤R), (8.12)
holding uniformly in τ ∈ R, and ǫ > 0. Similarly, the estimate (8.11) is equivalent
to the estimate
‖Pcv(τ)‖LE0 . ‖(τ + iǫ−H)Pcv(τ)‖LE∗0 , (8.13)
holding uniformly in τ ∈ R and ǫ > 0.
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Proof. We only provide a detailed proof of the equivalence between (8.10) and
(8.12); the case of (8.11) and (8.13) is similar, and is left to the reader.
We consider a forward solution uǫ to the damped equation
−i∂tuǫ − iǫuǫ +Huǫ = G. (8.14)
If u is a forward solution to (8.6), then uǫ = e
−ǫtu obeys (8.14) with G = e−ǫtF .
Hence, the uniform in τ estimates (8.12) and (8.13) directly imply the estimates (8.10)
and (8.11) by taking G = e−ǫtF , square integrating in τ , and noting that7
ê−ǫtF = −̂i∂tuǫ − iǫûǫ + Ĥuǫ = −(τ + iǫ−H)ûǫ.
For the opposite direction, by modulation symmetry, it suffices to prove the
implication for τ = 0. Let φ̂ ∈ C∞0 (R) be such that φ̂(τ) = 1 for τ ∈ [−1, 1]
and supp φ̂ ∈ B(0, 2) and ∫
R
φ̂2(τ) dτ = 1. Then set φ̂n(τ) =
√
nφ̂(nτ). For any
continuous function f̂ , we have∫
R
φ̂2n(τ)f̂
2(τ) dτ → f2(0) as n→∞. (8.15)
For any forward solution uǫ to (8.14), the time-convolution uǫ ∗ φn solves
(−i∂t − iǫ+H)uǫ ∗ φn = G ∗ φn.
Applying the estimate (8.10) to the above yields
‖ûǫφ̂n‖L2τX 0α . ‖Ĝφ̂n‖L2τ(X 0β )∗ + ‖ûǫφ̂n‖L2τL2x(r≤R)
Letting n→∞ and using (8.15) yields (8.12). 
Step 3: Compactness argument. Our goal now has been reduced to proving that (8.13)
holds, assuming (8.12). At this stage we begin a contradiction argument, which is
a minor variant of the proof of the Fredholm alternative theorem. Its aim is to
show that failure of (8.13) implies existence of a resonance at some τ ∈ [ρ2,∞); for
a precise definition, see Definition 1.10 in the case τ = ρ2, and Definition 8.6 in the
case τ ∈ (ρ2,∞).
Step 3.a: Beginning of the argument. Assume the estimate (8.13) fails to hold
uniformly in ǫ > 0, and τ ∈ R. In view of (8.12), we can find sequences {τn} ⊂ R,
ǫn > 0 and vn ∈ LE0 such that
‖Pcvn‖L2(r≤R) = 1, and ‖(τn + iǫn −H)Pcvn‖LE∗0 → 0 as n→∞.
Redefining Pcvn to be vn, we may remove the projection Pc in the previous state-
ment, and add the property that vn = Pcvn. By the obvious resolvent bound
‖v‖2L2 . ǫ−1‖(τ + iǫ−H)v‖2L2 ,
which follows by applying Cauchy–Schwarz to Re 〈(τ + iǫ−H)v, iv〉, we know that
for each fixed ǫ > 0, (8.13) holds uniformly in τ ∈ R. Thus, passing to subsequences
7Here, we use a nonstandard definition of the Fourier transform
fˆ(τ) =
∫
f(t)eitτ dt
to match our choice of signs in the Schro¨dinger operator −i∂t +H.
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we can assume that ǫn → 0 and τn → τ ∈ [−∞,∞]. In the case that τ ∈ R we can
ensure, passing to a further subsequence, that
vn ⇀ v∞ weakly* in LE0.
By Lemma 4.19, we have LE0 ⊂ H
1
2
loc and thus we have the strong L
2
loc convergence,
vn → v∞ in L2loc.
Hence in the case τn → τ ∈ R, we can produce a function v∞ with the properties
v∞ ∈ LE0, Hv∞ = τv∞, ‖v∞‖L2(r≤R) = 1, Pcv∞ = v∞. (8.16)
In the remainder of this step, we make the initial reduction to the case τ ∈ (ρ2,∞).
Step 3.b: Ruling out the case of large |τ |. Here, we reduce to the case that τn →
τ ∈ [−M,M ] as n → ∞ for M sufficiently large; the idea is to prove a uniform
bound for large enough τ . To do this we establish the fixed-τ inequality
|τ | 14 ‖v‖L2(r≤2R) . ‖v‖LE0 + ‖(τ + iǫ−H)v‖LE∗0 . (8.17)
Assuming for the moment that (8.17) is true, we can insert the above into (8.12)
yielding
‖v‖LE0 ≤ C‖(τ + iǫ−H)v‖LE∗0 + C |τ |−
1
4 ‖v‖LE0 ,
and we can find M large enough so that for |τ | > M the last term above can be
absorbed into the left-hand side, yielding the desired estimate
‖v‖LE0 . ‖(τ + iǫ−H)v‖LE∗0 .
The above allows us to assume τn → τ ∈ [−M,M ] in the context of our contradic-
tion argument.
We now prove (8.17). Let vR(x) := v(x)χR(x) where χR(x) = 1 if |x| ≤ R and
is smooth and compactly supported in the ball of radius 2R. From Lemmas 4.19
and 4.20, such a function vR obeys
‖vR‖
H
1
2
≤ CR‖v‖LE0 ,
‖(τ + iǫ−H)vR‖
H−
3
2
≤ CR‖(τ + iǫ−H)v‖LE∗0 .
These estimates imply that (8.17) follows from the estimate
|τ | 14 ‖v‖L2(r≤2R) . ‖vR‖H 12 + ‖(τ + iǫ−H)vR‖H− 32 . (8.18)
To prove (8.18) we interpolate between the trivial estimate
‖vR‖
H
1
2
≤ ‖vR‖
H
1
2
+ ‖(τ + iǫ−H)vR‖
H−
3
2
,
and the estimate
|τ | ‖vR‖
H−
3
2
≤ ‖vR‖
H
1
2
+ ‖(τ + iǫ−H)vR‖
H−
3
2
.
To prove the latter, write
−τvR = (H − τ − iǫ)vR −HvR + iǫvR.
Then choosing τ sufficiently large relative to ǫ ∈ (0, 1] we have
|τ | ‖vR‖
H−
3
2
. ‖(τ + iǫ−H)vR‖
H−
3
2
+ ‖HvR‖
H−
3
2
. ‖(τ + iǫ−H)vR‖
H−
3
2
+ ‖vR‖
H
1
2
.
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Step 3.c: Ruling out the case τ < ρ2. Using the fact that vn = Pcvn, we have
0 = lim
n→∞
Re 〈(H − τn − iǫn)vn, vn〉 ≥ lim
n→∞
(ρ2 − τn)‖vn‖2L2 .
Since τ < ρ2, this implies that limn→∞ ‖vn‖L2 = 0, which contradicts (8.16) and
the strong L2loc convergence vn → v∞.
Step 4: Extraction of an embedded resonance in the case τ > ρ2. The goal here is to
show that when τ > ρ2, v∞ is an embedded resonance in the sense that v∞ ∈ LE0,
(τ −H)v∞ = 0 and v∞ satisfies the outgoing radiation condition:
lim
j→∞
‖r− 12 (∂r + ρ− i
√
τ − ρ2)v∞‖L2(Aj) = 0. (8.19)
To begin, we fix τ > ρ2, and write τ = ρ2 + κ2 for κ > 0.
Proof of (8.19). We begin by splitting ρ2+κ2+ iǫ−H = (ρ2+κ2+∆)+ iǫ−Hl.o.t.
and applying Lemma 8.3:
Re 〈i(ρ2 + κ2 + iǫ−H)v,Qv − 2βκv〉+Re 〈(ρ2 + κ2 + iǫ−H)v, ∂rβv〉.
= −ǫRe 〈v,Qv − 2βκv〉+
∫
Hd
∂rβ |(∂r + ρ coth r − iκ)v|2 dvolh
+
∫
Hd
(2β coth r − ∂rβ)
(
sinh−2 r
∣∣ /∇v∣∣2 + ρ(ρ− 1) sinh−2 r |v|2) dvolh
− Re 〈iHl.o.t.v,Qv − 2βκv〉 − Re 〈Hl.o.t.v, ∂rβv〉.
To treat the first term on the right-hand side, we use Lemma 8.1 and proceed as
follows:
κRe 〈v,Qv − 2βκv〉
= 2κRe 〈iv, β(∂r + ρ coth r − iκ)v〉
= −
∫
Hd
β
(
|(∂r + ρ coth r − iκ)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2 + ρ(ρ− 1) |v|2
sinh2 r
)
dvolh
− Re 〈(ρ2 + κ2 + iǫ+∆)v, βv〉 +
∫
Hd
1
2
∂2rβ |v|2 dvolh
≤
∫
Hd
β(ρ(ρ − 1))− sinh−2 r |v|2 dvolh +
∫
Hd
1
2
∂2rβ |v|2 dvolh
− Re 〈(ρ2 + κ2 + iǫ−H)v, βv〉+Re 〈Hl.o.t.v, βv〉.
Combining these two expressions, using the observation
Re 〈(ρ2 + κ2 −H)v, ∂rβv〉 = Re 〈(ρ2 + κ2 + iǫ−H)v, ∂rβv〉,
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and rearranging terms, we arrive at the following key inequality:∫
Hd
∂rβ |(∂r + ρ coth r − iκ)v|2 dvolh
≤ Re 〈(ρ2 + κ2 + iǫ−H)v, (−i)Qv + (2iβκ+ ∂rβ − ǫ
κ
β)v〉
− Re 〈Hl.o.t.v, iQv − (2iβκ+ ∂rβ + ǫ
κ
β)v〉
−
∫
Hd
(2β coth r − ∂rβ) sinh−2 r
∣∣ /∇v∣∣2 dvolh
+
ǫ
κ
(ρ(ρ− 1))−
∫
Hd
β sinh−2 r |v|2 dvolh
− ρ(ρ− 1)
∫
Hd
(2β coth r − ∂rβ) sinh−2 r |v|2 dvolh + ǫ
2κ
∫
Hd
∂2rβ |v|2 dvolh.
(8.20)
We now apply (8.20) with (v, κ, ǫ) = (vn, κn, ǫn) where κn := τn − ρ2. Our aim
is to choose β adequately in order to produce the estimate
2−j‖(∂r + ρ coth r − iκn)vn‖2L2(Aj)
. ‖(ρ2 + κ2n + iǫn −H)vn‖LE∗0
(
‖χ>R∇vn‖LE0 +
(
1 +
ǫn
κn
)
‖vn‖LE0
)
+
∑
k≥0
2−δ(j−k)+(2−k + ‖r3+2σ(b,∇b, V )‖L∞(Ak))‖〈r〉−
3+2σ
2 (∇vn, vn)‖2L2(Ak)
+
ǫn
κn
2j‖ 1〈r〉3 vn‖
2
L2({ 12R<r<C2
j}.
(8.21)
As we will discuss below, under the assumption that
ǫn
κn
= o(1),
which is obvious when κ > 0, we have limj→∞ lim supn→∞ (right-hand side) = 0,
thanks to the decay assumptions on b, V as well as the uniform LE0 and LE10 bounds
for vn, and χ>Rvn respectively (see Lemma 4.43). Note that the lim infn→∞ of the
left-hand side is bounded below by 2−j‖(∂r + ρ coth r − iκ)v∞‖2L2(Aj), by Fatou’s
lemma and strong L2loc convergence of vn. Thus,
lim
j→∞
2−j‖(∂r + ρ coth r − iκ)v∞‖2L2(Aj) = 0,
which implies (8.19) since the difference ρ coth r − ρ decays exponentially.
It remains to prove (8.21). For a sufficiently small (universal) number δ > 0, and
any j > 0, let α(>j)(r) be a slowly varying, nondecreasing radial function satisfying
α(>j)(r) ≃ min{(r2−j)δ, 1}, α(>j)(r) = 1 for r > 2j+10,
α′(>j)(r) & δ2
−j for r ∈ Aj ,
∣∣∣α(k)(>j)(r)∣∣∣ .k δrkα(>j)(r).
In particular, r
∣∣(logα(>j)(r))′∣∣ . δ. We make the choice
β(r) = δ−1χ2>R(r)α(>j)(r),
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where R > 1 is fixed so that Lemma 4.43 holds, and so that
0 ≤ 2β coth r − ∂rβ ≤ Cδ−1χ(>j) for r > 10R,
|2β coth r − ∂rβ| .R δ−12−δj for r ≤ 10R.
(8.22)
Note that β is nondecreasing and ∂rβ & 2
−j on Aj , so that the left-hand side of
(8.20) is bounded below by that of (8.21), i.e.,
2−j‖(∂r + ρ coth r − iκn)vn‖2L2(Aj) .
∫
Hd
∂rβ |(∂r + ρ coth r − iκn)vn|2 dvolh.
We now treat the right-hand side of (8.20). By passing to a subsequence, we may
assume that κn ≤ 2M . In what follows, we suppress the dependence of constants
on R, δ and M .
For the first term on the right-hand side of (8.20), we estimate∣∣∣∣Re 〈(ρ2 + κ2n + iǫn −H)vn, (−i)Qvn + (2iβκn + ∂rβ − ǫnκnβ)vn〉
∣∣∣∣
. ‖(ρ2 + κ2n + iǫn −H)vn‖LE∗0
(
‖β∂rvn‖LE0 +
(
1 +
ǫn
κn
)
‖vn‖LE0
)
.
Now in view of Lemmas 4.43 and 4.45, the right-hand side vanishes as n → ∞,
provided ǫnκn = O(1).
Next, for the second term, we estimate∣∣∣∣Re 〈Hl.o.t.vn, iQvn − (2iβκn + ∂rβ + ǫnκnβ)vn〉
∣∣∣∣
.
∑
k≥0
2−δ(j−k)+‖r3+2σ(b,∇b, V )‖L∞(Ak)‖〈r〉−
3+2σ
2 χ>R(∇vn, vn)‖2L2(Ak),
which decays as j →∞ uniformly in n thanks to ‖r3+2σ(b,∇b, V )‖L∞(Ak), the uni-
form LE0 and LE10 bounds for vn and χr>Rvn respectively, as well as Lemma 4.18.
For the third term, note that the integrand has the favorable sign for r > 10R
thanks to (8.22). Hence,
−
∫
Hd
(2β coth r − ∂rβ) sinh−2 r
∣∣ /∇vn∣∣2 dvolh
≤ C2−δj
∫
{r≤10R}
sinh−2 r
∣∣ /∇vn∣∣2 dvolh,
which is acceptable.
Finally, we treat the last three terms on the right-hand side of (8.20). For the
first two of these terms, we use (8.22) and the obvious inequality sinh−2 r . 〈r〉−4
(any power greater than 3 would do) to bound∣∣∣∣∫
Hd
(2β coth r − ∂rβ) sinh−2 r |vn|2 dvolh
∣∣∣∣+ ∣∣∣∣∫
Hd
β sinh−2 r |vn|2
∣∣∣∣ dvolh
.
∫
{r>10R}
α(>j)(r)
〈r〉
1
〈r〉3 |vn|
2
dvolh + 2
−δj‖vn‖L2({r<10R})
.
∑
k≥0
2−δ(j−k)+2−k‖〈r〉− 32 vn‖2L2(Ak).
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On the other hand,
ǫn
2κn
∣∣∣∣∫ ∂2rβ |vn|2∣∣∣∣ . ǫnκn ‖ 2
j
〈r〉3 vn‖
2
L2({ 12R<r<C2
j}
which vanishes as n→∞ for each fixed j, provided that ǫnκn = o(1). 
Step 5: Extraction of a threshold resonance in the case τ = ρ2. We need to prove
(1.11):
‖r− 12 (∂r + ρ)v∞‖L2(Aj) → 0.
Note that vn exhibits different behaviors depending on how τn + iǫn approaches
ρ2; our proof will reflect this phenomenon. By passing to a subsequence, we may
assume that one of the two scenarios hold:
(1) ǫn . τn − ρ2.
(2) (τn − ρ2)+ . ǫn
We argue differently in each case.
Step 5.a: The case ǫn . τn − ρ2. Here, we simply note that the same proof as
(8.19) works (see, in particular, (8.21)), since ǫnκn .
τn−ρ
2
κn
= κn → 0 as n→∞.
Step 5.b: The case (τn − ρ2)+ . ǫn. Here, the idea is to perturb off the ∆ + ρ2
estimates. We write
Re 〈(τn + iǫn−H)vn, vn〉 = 〈(ρ2 +∆)vn, vn〉 −Re 〈Hl.o.t.vn, vn〉+(τn− ρ2)〈vn, vn〉,
The last term is good if τn − ρ2 ≤ 0, but problematic otherwise. However, note
that
Im 〈(τn + iǫn −H)vn, vn〉 = ǫn〈vn, vn〉,
so that, after rearranging terms,
Re 〈−(ρ2 +∆)vn, vn〉+ (τn − ρ2)−〈vn, vn〉
=− Re 〈(τn + iǫn −H)vn, vn〉 − Re 〈Hl.o.t.vn, vn〉
+
(τn − ρ2)+
ǫn
Im 〈(τn + iǫn −H)vn, vn〉.
By Lemma 8.1 with γ = 1 and κ = 0, it follows that
‖(∂r + ρ)vn‖2L2 ≤ |〈(τn + iǫn −H)vn, vn〉|+ |〈Hl.o.t.vn, vn〉|
+
(τn − ρ2)+
ǫn
|Im 〈(τn + iǫn −H)vn, vn〉| .
This estimate implies that (∂r + ρ)v∞ ∈ L2, which is better than (1.11). 
8.3. Absence of embedded resonances. In this subsection, we establish the
absence of embedded resonances of H :
Proposition 8.11. Let κ > 0. Let w be a solution to (ρ2+κ2−H)w = 0 satisfying
w ∈ LE0 and the outgoing radiation condition (8.5). Then w = 0.
Combined with Proposition 8.7, this result implies Theorem 1.11.
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Proof. The proof proceeds in three steps: First, we show that (8.5) implies arbi-
trary polynomial decay; second, we show that arbitrary polynomial decay implies
vanishing outside a large ball; finally, appealing to standard unique continuation
results, we conclude that w = 0.
Step 1: Outgoing radiation condition implies faster than polynomial decay. The
aim of this step is to prove that, for any N > 0,
rNw ∈ L2. (8.23)
The main point is that the outgoing radiation condition is used to justify various
integration by parts in multiplier arguments for w. Indeed, (8.5) allows us to deduce
the following corollary.
Lemma 8.12. Let w be as above. Then
‖r− 12w‖L2(r≃2j) + ‖r−
1
2∇w‖L2(r≃2j) → 0 as j →∞. (8.24)
Proof. We first split (ρ2+κ2−H)w = ∆w+(ρ2+κ2−Hl.o.t.)w, and take the inner
product with iγw. For the contribution of ∆w, we apply Lemma 8.2. For the rest,
we see that
Re 〈(ρ2 + κ2 −Hl.o.t.)w, iγw〉 =− Re 〈1
i
(bµ∇µw +∇µ(bµw)), iγw〉
=〈(bµ∇µγ)w,w〉.
Hence, we arrive at
−Re 〈(ρ2 + κ2 −H)w, iγw〉 =κ〈γ′w,w〉 − Re 〈i(∂r + ρ− iκ)w, γ′w〉
− 〈(bµ∇µγ)w,w〉.
Choosing γ′ to be a radial bump function adapted to {r ≃ 2j} and using the
outgoing radiation condition and the decay of b, we obtain ‖r− 12w‖L2(r≃2j) → 0.
Then ‖r− 12∇w‖L2(r≃2j) → 0 follows by elliptic regularity. 
As a consequence of (8.24), we may justify integration by parts identities involv-
ing bounded multipliers. In particular, we claim that:
Lemma 8.13. Let w ∈ LE0 satisfy (τ − H)w = 0 for τ > ρ2, as well as the
conclusions of (8.12). Then for any large enough N and R1, we have
(τ − ρ2)‖〈r〉Nχ<R1w‖2L2 .N ‖〈r〉N−1(∇w,w)‖2L2 , (8.25)
where the constant is independent of R1.
Let us postpone the proof of Lemma 8.13, and describe an iteration argument
which leads to the desired conclusion (8.23). First, by (8.24), note that 〈r〉− 12−δv ∈
L2 and 〈r〉− 12−δ∇v ∈ L2. Applying Lemma 8.13 with N = 12−δ (for any 0 < δ < 12 )
and taking R1 →∞, it follows that 〈r〉 12−δw ∈ L2. By elliptic regularity, it follows
that 〈r〉 12−δ∇w ∈ L2 as well (for this, we only need boundedness of b, V ). Clearly,
we may repeat this process with N = 32 − δ, 52 − δ, . . ., which establishes (8.23).
It remains to prove the preceding lemma.
Proof of Lemma 8.13. The multiplier argument uses the exponential volume growth
of spheres, in that β coth r − ∂rβ remains positive for large r for any polynomially
growing β.
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For now, we let β be a smooth real-valued radial function, such that β and its
derivatives vanish at zero and are bounded at infinity. Let w ∈ H2loc satisfy the
decay condition (8.24). Then Lemma 2.12 applies, and we have
Re 〈i(τ −H)w,Qw〉 =Re 〈i∆w,Qw〉 − Re 〈iHl.o.t.w,Qw〉
=2
∫
Hd
∂rβ
(
|∇w|2 − ρ2 |w|2
)
dvolh
+ 2
∫
Hd
(β coth r − ∂rβ) sinh−2 r
∣∣ /∇w∣∣2 dvolh
+
∫
Hd
(
−1
2
∆∂rβ − ρ∆(β coth r) + 2ρ2∂rβ
)
|w|2 dvolh
− Re 〈iHl.o.t.w,Qw〉,
where we have omitted the cumbersome cutoffs χj . By the same splitting of τ −H
and a simple integration by parts (see the proof of Lemma 8.1), which is also
justified thanks to (8.24), we also have
Re 〈(τ −H)w, ∂rβw〉 =Re 〈(τ +∆)w, ∂rβw〉 − Re 〈Hl.o.t.w, ∂rβw〉
=−
∫
Hd
∂rβ
(
|∇w|2 − ρ2 |w|2
)
dvolh
+ (τ − ρ2)
∫
Hd
∂rβ |w|2 dvolh
+
1
2
∫
Hd
(∆∂rβ) |w|2 dvolh − Re 〈Hl.o.t.w, ∂rβw〉.
Combining the previous two identities, we obtain
Re 〈(τ −H)w, (−i)Qw + 2∂rβw〉
= 2(τ − ρ2)
∫
Hd
∂rβ |w|2 dvolh + 2
∫
Hd
(β coth r − ∂rβ) sinh−2 r
∣∣ /∇w∣∣2 dvolh
+
∫
Hd
(
1
2
∆∂rβ − ρ∆(β coth r) + 2ρ2∂rβ
)
|w|2 dvolh
− Re 〈Hl.o.t.w, (−i)Qw + 2∂rβw〉.
Simplifying the third line and rearranging terms, we arrive at the key identity
2(τ − ρ)2
∫
Hd
∂rβ |w|2 dvolh
= Re 〈(τ −H)w, (−i)Qw + 2∂rβw〉 − 2
∫
Hd
(β coth r − ∂rβ) sinh−2 r
∣∣ /∇w∣∣2 dvolh
−
∫
Hd
(
1
2
∂3rβ + 2ρ(ρ− 1)(β coth r − ∂rβ) sinh−2 r
)
|w|2 dvolh
+Re 〈Hl.o.t.w, (−i)Qw + 2∂rβw〉.
(8.26)
We apply (8.26) to a solution (τ −H)w = 0, so that the first term on the right-
hand side vanishes. Our aim is to now choose β adequately so that the right-hand
side is bounded from above by the right-hand side of (8.25). We choose
∂rβ = χ>r1(r)χ<R1 (r)r
2N , β(r) =
∫ y
0
∂rβ(y) dy.
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Note that β and its derivatives vanish near zero and are bounded. We fix r1
sufficiently large (independent of R1, but depending on N) so that
β coth r − ∂rβ ≥ 0 on {r > 2r1}.
Thus the second term on the right-hand side obeys
−2
∫
Hd
(β coth r − ∂rβ) sinh−2 r
∣∣ /∇w∣∣2 dvolh ≤ CN‖ /∇w‖2L2(r<2r1)
for some positive constant CN > 0, which is okay. For the third term, we simply
estimate ∣∣∣∣∫
Hd
∂3rβ |w|2 dvolh
∣∣∣∣ .N‖〈r〉N−1w‖2L2∣∣∣∣∫
Hd
(β coth r − ∂rβ) sinh−2 r |w|2 dvolh
∣∣∣∣ .N‖〈r〉N−1w‖2L2 ,
where we used the exponential decay of sinh−2 r for the second estimate. Finally,
for the last term on the right-hand side of (8.26), from our decay assumptions on
b, V , we have
|Re 〈Hl.o.t.w, (−i)Qw + 2∂rβw〉| .
∫
Hd
〈r〉−3〈r〉2N+1(|∇w|2 + |w|2) dvolh
. ‖〈r〉N−1(∇w,w)‖2L2 ,
which is acceptable. 
Step 2: Faster than polynomial decay implies compact support. As mentioned in
Section 3.2, in the presence of first order potentials this part of the proof is much
more involved in the Euclidean case. Here the exponential decay of angular deriva-
tives allows us to give a more uniform treatment of zero and first order potentials.
More precisely, in the original proof for zero order potentials (see [4, 16]), which
is modeled after the Euclidean case, one considers (r2Lm)
′ instead of (r4Lm)
′ (in
the notation below) in the contradiction argument, and for first order potentials
this yields problematic terms with weights of m which cannot be treated. In the
present setting we consider (r4Lm)
′ which allows us to use the termm(m+1)r−2 to
overcome this difficulty. In the Euclidean case, this does not work, as the angular
derivatives always come with the unfavorable sign. Indeed, the argument for the
Euclidean case is much more involved in the presence of a first order perturbation;
compare [20, Ch. XIV, Thm. 14.7.2] with [21, Ch. XVII, Thm. 17.2.8].
For wm = e
ρrrmv, consider the quantity
Lm(r) := ‖∂rwm‖2L2(Sd−1) −
‖ /∇wm‖2L2(Sd−1)
sinh2 r
+
(
κ2 +
m(m+ 1)
r2
)
‖wm‖2L2(Sd−1).
We claim that there exist large constants m1, R1 such that
(r4Lm)
′(r) ≥ 0 provided that m ≥ m1 and r ≥ R1. (8.27)
Since rm+2v, rm+2∇v ∈ L2 by Step 1, it follows that r4Lm(r)→ 0 as r →∞. Thus
Lm(r) ≤ 0 for sufficiently large m ≥ m1 and r ≥ R1. On the other hand,
Lm(r) ≥ m(m+ 1)
r2
r2m‖eρrv(r)‖2L2(Sd−1) −
r2m
sinh2 r
‖eρr /∇v(r)‖L2(Sd−1)
140 A. LAWRIE, J. LU¨HRMANN, S.-J. OH, AND S. SHAHSHAHANI
so that if ‖eρrv(r)‖2L2(Sd−1) 6= 0, then Lm(r) > 0 for a sufficiently large m. This
contradiction shows that v ≡ 0 for r ≥ R1.
It remains to establish (8.27). Note that
(r4Lm)
′ =4r3‖∂rwm‖2L2(Sd−1) −
(
r4
sinh2 r
)′
‖ /∇wm‖2L2(Sd−1)
+
(
4κ2r3 + 2m(m+ 1)r
) ‖wm‖2L2(Sd−1)
+ 2Re 〈∂2rwm + sinh−2 r /∆wm + (κ2 + m(m+1)r2 )wm, r4∂rwm〉Sd−1
A straightforward computation yields (recall that τ = ρ2 + κ2)
∂2rwm + sinh
−2 r /∆wm =e
ρrrm(∆v + τv) +
(
2m
r
+ 2ρ(1− coth r)
)
∂rwm
−
(
κ2 +
m(m+ 1)
r2
+ 2ρ(1− coth r)
(
ρ+
m
r
))
wm.
Thus,
(r4Lm)
′
= (4m+ 4)r3‖∂rwm‖2L2(Sd−1) + 2
r4
sinh2 r
(
coth r − 2
r
)
‖ /∇wm‖2L2(Sd−1)
+
(
4κ2r3 + 2m(m+ 1)r
) ‖wm‖2L2(Sd−1)
+ 4ρr4(1− coth r)‖∂rwm‖2L2(Sd−1) − 4ρ
(
(1− coth r)(ρr4 +mr3)) 〈wm, ∂rwm〉Sd−1
+ 2r4〈eρrrmHl.o.t.(e−ρrr−mwm), ∂rwm〉Sd−1 .
(8.28)
Taking r ≥ R1 with R1 sufficiently large, we may insure that the first three terms
are bounded from below by
mr3‖∂rwm‖2L2(Sd−1)+
r4
sinh2 r
‖ /∇wm‖2L2(Sd−1)+
(
κ2r3 +m2r
) ‖wm‖2L2(Sd−1). (8.29)
Using the exponential decay of 1−coth r, it is not difficult to arrange (by taking R1
large) so that the absolute value of the fourth line in (8.28) is smaller than (8.29)
for r ≥ R1. Finally, note that
r4
∣∣〈eρrrmHl.o.t.(e−ρrr−mwm), ∂rwm〉Sd−1 ∣∣
≤ r4 (|br| ‖∂rwm‖L2(Sd−1) + (|br| (ρ+mr−1) + |V |)‖wm‖L2(Sd−1)) ‖∂rwm‖L2(Sd−1)
+
r4
sinh2 r
∣∣/b∣∣ ‖ /∇wm‖L2(Sd−1)‖∂rwm‖L2(Sd−1)
Applying Cauchy–Schwarz, and using the decay of b, V , we may estimate the pre-
ceding line by (8.29) for sufficiently large r ≥ R1 and m ≥ m1, as desired.
Step 3: Completion of proof. At this point, we know that v is a compactly supported
solution to (τ − H)v = 0, which is regular (say, v ∈ H2). Applying the standard
unique continuation result for elliptic PDEs (see, for instance, the strong unique
continuation theorem [21, Thm. 17.2.6]), we conclude that v = 0 as desired. 
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8.4. Equivalent formulations of the threshold nonresonance condition.
We first establish (1.14) and (1.15) for H = −∆.
Proposition 8.14. Estimates (1.14) and (1.15) hold for H = −∆.
Proof. By density, it suffices to establish both estimates for v ∈ C∞0 (Hd).
Step 1.a: Proof of (1.14) in d ≥ 3. Here, note that ρ(ρ− 1) = 14 (d− 1)(d− 3) ≥ 0.
Therefore, by Lemma 8.1 with γ = 1 and κ = 0, we already obtain∫
Hd
(
|(∂r + ρ coth r)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2) dvolh ≤ −Re 〈(ρ2 +∆)v, v〉
On the other hand, by Lemma 8.4 with γ = 1 and m = 12 , we have
1
4
∫
Hd
r−2 |v|2 dvolh ≤ −Re 〈(ρ2 +∆)v, v〉.
Combining the previous two estimates, and controlling ρ(coth r − 1)v by the pre-
ceding inequality, we see that
‖v‖2H1
thr
.
∣∣Re 〈(ρ2 +∆)v, v〉∣∣ .
The desired estimate now follows by duality and Cauchy–Schwarz.
Step 1.b: Proof of (1.14) in d = 2. The previous proof breaks down as ρ(ρ − 1)
now changes sign; hence we need to be more careful. Combining Lemma 8.1 (with
γ = 1, κ = 0) and Lemma 8.4 (with γ = 1, m = ρ = 12 ), we have
− Re 〈(ρ2 +∆)v, v〉
=
∫
H2
(∣∣(∂r + ρ(coth r − r−1))v∣∣2 + 1
sinh2 r
∣∣ /∇v∣∣2) dvolh
+
∫
H2
1
4
(
r−2 − sinh−2 r) |v|2 dvolh
≥ c0
∫
H2
〈r〉−2 |v|2 dvolh,
(8.30)
for some universal constant c0 > 0. On the other hand, by a similar proof as in
Lemma 8.1, we may also prove
− Re 〈(ρ2 +∆)v, v〉
=
∫
H2
(
|(∂r + ρ)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2 + 2ρ2(coth r − 1) |v|2) dvolh
≥
∫
H2
(
|(∂r + ρ)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2) dvolh.
(8.31)
The rest of the proof is as before.
Step 2.a: Proof of (1.15) up to an interior bound. Using the identities in Section 8.1,
we first prove (1.15) up to a lower order error on a compact region: For some R > 0,
we have
‖v‖LE1
thr
. ‖(ρ2 +∆)v‖LE∗
thr
+ ‖v‖L2({r≤R}).
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We borrow the previous argument in Section 5. Let α be as in Definition 2.13 and
define β ≡ β(α) and Q ≡ Q(α) according to Definition 2.14. Keeping only the first
term on the left-hand side of (5.8), we have∫
Hd
∂rβ
〈r〉2 |v|
2
dvolh . Re 〈i(ρ2 +∆)v,Qv〉 + ‖v‖2L2{r≤R}.
Moreover, applying Lemma 8.1 (with γ = ∂rβ
(α) and κ = 0) to the second term on
the left-hand side of (5.8), and recalling Lemma 5.5, we have∫
Hd
∂rβ
(
|(∂r + ρ)v|2 + 1
sinh2 r
∣∣ /∇v∣∣2) dvolh
. Re 〈i(ρ2 +∆)v,Qv〉+ ‖v‖2L2{r≤R} +
∫
Hd
∂rβ
1
〈r〉2 |v|
2
dvolh.
Combining these two bounds, and taking the supremum over slowly varying se-
quences in A in Definition 2.13 of α, we obtain
‖v‖2LE1
thr
. sup
α
∣∣∣Re 〈i(ρ2 +∆)v,Q(α)v〉∣∣∣+ ‖v‖2L2{r≤R}.
By duality, we estimate∣∣∣Re 〈i(ρ2 +∆)v,Q(α)v〉∣∣∣ . ‖(ρ2 +∆)v‖LE∗
thr
‖Q(α)v‖LEthr
. ‖(ρ2 +∆)v‖LE∗
thr
‖v‖LE1
thr
,
which concludes the proof.
Step 2.b: Proof of an interior bound. Finally, we complete the proof of (1.15) by
proving an interior bound: For any R > 0, we have
‖v‖L2({r≤R}) .R ‖(ρ2 +∆)v‖LE∗thr . (8.32)
Let Γ be a fundamental solution to ρ2+∆. By translation and rotation symmetries,
we may assume that
Γ(x, y) = Γ(d(x, y))
for some radial function Γ. Using the ODE satisfied by Γ(r), we see8 that Γ(r) =
cΓe
−ρr + o(e−ρr) as r →∞ for some cΓ 6= 0. For G ∈ C∞0 (Hd), consider
v(x) =
∫
Hd
Γ(x, y)G(y) dvolh(y).
By the asymptotics of Γ, it follows that v is a solution to (ρ2 + ∆)v = G with
v ∈ H1thr. By Step 1 and the Lax–Milgram theorem, such a v is unique, so it
suffices to prove (8.32) for this v.
For any G supported in Aj for large j, so that 2
j ≫ R, and for x in {r ≤ R},
we have∣∣∣∣∫
Hd
Γ(x, y)G(y) dvolh(y)
∣∣∣∣ .∫
{r≃2j}
e−
d−1
2 (r−CR)‖G(rω)‖L1(Sd−1) sinhd−1 r dr
.e
d−1
2 CR2
1
2 j‖G(y)‖L2(Aj).
8This property is equivalent to the threshold nonresonance condition for the radial Laplacian.
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Integrating this pointwise bound on {r ≤ R} and combining with the H−1thr → H1thr
bound (1.14) for G supported in Aj in the remaining range of j, and then adding
up in j, it follows that
‖
∫
Hd
Γ(x, y)G(y) dvolh(y)‖L2({r≤R}) .R ‖G‖LE∗thr . 
Remark 8.15. In the case d ≥ 3, (1.15) can be proved alternatively using Lemma 8.3
in the case κ = 0. We leave the details to the interested reader.
By a minor modification of the preceding argument, Corollary 1.14 follows as
well.
Proof of Corollary 1.14. The idea is to repeat Case 1 in the proof of Proposi-
tion 8.14 with covariant derivatives Dµ = ∂µ + ibµ. We only sketch the tricky
case d = 2, where ρ = 12 , and leave the rest to the reader.
Analogous to (8.31), we have∫
Hd
(
|(Dr + ρ)v|2 + 1
sinh2 r
∣∣ /Dv∣∣2) dvolh ≤ −Re 〈(ρ2 +∆b)v, v〉
≤ −Re 〈(ρ2 +∆b − V )v, v〉.
On the other hand, using the diamagnetic inequality |∇ |v|| ≤ |Dv| and repeating
the proof of (8.30), we obtain
c0
∫
Hd
1
〈r〉2 |v|
2
dvolh ≤ −Re 〈(ρ2 +∆b)v, v〉 ≤ −Re 〈(ρ2 +∆b − V )v, v〉.
Splitting (Dr , /D) = (∂r, /∇) + (br, /b) and using the preceding Hardy–Poincare´ type
bound to control the contribution of the last term, it follows that
‖v‖2H1
thr
≤ C0
∣∣〈(ρ2 +∆b − V )v, v〉∣∣ ,
where C0 depends only on c0 and ‖〈r〉b‖L∞ . 
Finally, we establish Proposition 1.13.
Proof of Proposition 1.13. Key to the proof are the following results concerning
small perturbations of ∆. Let χ be a smooth nondecreasing function supported in
{r ≥ 1}, which equals 1 on {r ≥ 2}. Consider
H>R = −∆+ χ>RHl.o.t..
By our decay assumptions on b and V , we have
‖χ>RHl.o.t.v‖H−1
thr
. oR→∞(1)‖v‖H1
thr
, ‖χ>RHl.o.t.v‖LE∗
thr
. oR→∞(1)‖v‖LE1
thr
.
Combined with Proposition 8.14, we see that, for large enough R,
‖v‖H1
thr
. ‖(ρ2 −H>R)v‖H−1
thr
, ‖v‖LE1
thr
. ‖(ρ2 −H>R)v‖LE∗
thr
. (8.33)
Henceforth, we fix R > 0 and suppress the dependence of constants on R.
(1) ⇒ (2). This argument is a variant of the proof of the Fredholm alternative
theorem, as well as that of Proposition 8.7. We begin by writing
(ρ2 −H>R)v = (1 − χ<R)Hl.o.t.v + (ρ2 −H)v.
Note that
‖(1− χ<R)Hl.o.t.v‖H−1
thr
. ‖v‖L2({r≤10R}).
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Therefore, combined with (8.33), it follows that
‖v‖H1
thr
. ‖(ρ2 −H)v‖H−1
thr
+ ‖v‖L2({r≤10R}) (8.34)
Now assume, for the purpose of contradiction, that (1.14) fails. Then there exists
a sequence vn ∈ H1thr such that
‖vn‖H1
thr
= 1, ‖(ρ2 −H)vn‖H−1
thr
→ 0.
In view of (8.34), we see that ‖vn‖L2(r≤10R) & 1. Passing to a subsequence, we
obtain a weak limit v∞ ∈ H1thr such that (ρ2 −H)v∞ = 0 and ‖v∞‖L2(r≤10R) & 1;
in particular, v∞ is nonzero. Since v∞ ∈ H1thr implies (1.11) and v∞ ∈ LE0, v∞ is
a threshold resonance, which is a contradiction.
(2) ⇒ (3). Using (8.33), we may find v′ such that (ρ2 −H>R)v′ = (ρ2 −H)v and
‖v′‖LE1
thr
. ‖(ρ2 −H)v‖LE∗
thr
.
Rearranging terms, we see that
(ρ2 −H)(v − v′) = (1 − χ>R)Hl.o.t.v′.
As the right-hand side is supported in {r . R}, it follows from (1.14) that
‖v − v′‖H1
thr
. ‖(1− χ>R)Hl.o.t.v′‖H−1
thr
.R ‖v′‖LE1
thr
. ‖(ρ2 −H)v‖LE∗
thr
.
As H1thr →֒ LE1thr, the desired estimate (1.15) now follows.
(3) ⇒ (1). Let w ∈ LE0 satisfy (ρ2 −H)w = 0 and (1.11). We claim that w also
satisfies
‖r− 32w‖L2(r≃2j) → 0 as j →∞. (8.35)
Then, using (1.11), we may estimate
‖〈r〉 12 [H − ρ2, χ≤R]w‖L2 → 0 as R→∞,
where χ≤R = 1− χ>R. On the other hand, by (1.15), we would have
‖χ≤Rw‖LE1
thr
. ‖(H − ρ2)χ≤Rw‖LE∗
thr
→ 0.
Thus, it would follow that w = 0.
To establish (8.35), we apply Lemma 8.4 with m = 1 and γ = χ>R
α(j)(r)
r , where
α(j) = α(j)(r) is a slowly varying function satisfying
α(j)(r) ≃ min{r2−j , r−12j}δ, r
∣∣(logα(j))′∣∣ . δ
for some small parameter δ > 0. Then∫
Hd
χ>R
α(j)(r)
r3
|w|2 dvolh .
∫
Hd
χ>R
α(j)(r)
r
|(∂r + ρ coth r)w|2 dvolh
+
∫
Hd
χ′>R(r)
α(j)(r)
r2
|w|2 dvolh,
provided that δ is sufficiently small. Note that α(j) localizes the integrals to Aj .
Since w ∈ LE0 and (1.11) hold, the desired decay (8.35) as j →∞ follows. 
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8.5. Perturbation of symmetric, stationary case. The aim of this subsection
is to prove Theorem 1.16, i.e., to extend the validity of the global-in-time local
smoothing estimate (without any lower order errors on a compact set) to small
but possibly non-symmetric (i.e., complex-valued) and non-stationary (i.e., time-
dependent) perturbations of a symmetric, stationary Hamiltonian Hstat considered
in Theorem 1.11. We consider only the simple case when Hstat has neither a
threshold resonance nor any eigenvalues in (−∞, ρ2], and leave the more intricate
general case to future investigation.
Proof of Theorem 1.16. For sufficiently nice u and F = (−i∂t+H)u, our goal is to
derive a bound of the form
‖u‖LE . ‖u0‖L2 + ‖F‖LE∗ + δ(κ)‖u‖LE (8.36)
where δ(κ) = o(κ), and the implicit constant is allowed to depend on Hstat (in
particular, the bounds in (1.8) and the constant in Theorem 1.11). The desired
conclusion would then easily follow.
We introduce a small parameter 0 < s0 <
1
8 and commute the equation with
P≥s0 . We claim that
‖P≥s0u‖LE . ‖P≥s0u0‖L2 + ‖P≥s0F‖LE∗ + (s
1
2
0 + s
−1
0 κ)‖u‖LE . (8.37)
To prove this claim, we write
(−i∂t +Hstat)P≥s0u = P≥s0F − [P≥s0 , Hstat]u−P≥s0Hpertu
and then apply Theorem 1.11. We use (4.90) and (4.91) to estimate the LE∗ norm
of the second and third terms on the right-hand side, respectively.
To conclude the proof, we take κ sufficiently small and apply Theorem 1.15 to
the operator H = Hstat +Hpert, which implies
‖u‖LE . ‖u0‖L2 + ‖F‖LE∗ + ‖u‖L2(R×{r≤R}). (8.38)
To treat the last term on the right-hand side of (8.38), we split u =
∫ s0
0 Psu
ds
s +
P≥s0u. We estimate the first term simply as follows:
‖
∫ s0
0
Psu
ds
s
‖L2(R×{r≤R}) .
∫ s0
0
‖Psu‖L2(R×{r≤R}) ds
s
.R
∫ s0
0
s
1
4 s−
1
4 ‖Psu‖LEs
ds
s
. s
1
4
0 ‖u‖LE .
For the latter term, we use Lemma 4.18 to bound
‖P≥s0u‖L2(R×{r≤R}) .R ‖P≥s0u‖LE .
Below, we will omit the dependence of constants on R, following the convention set
at the beginning of the proof. Combining these estimates with (8.37), we arrive at
‖u‖LE . ‖u0‖L2 + ‖P≥s0u0‖L2 + ‖F‖LE∗ + ‖P≥s0F‖LE∗ + (s
1
4
0 + s
1
2
0 + s
−1
0 κ)‖u‖LE .
Since P≥s0 is uniformly bounded on L
2 and LE∗ (see (4.92)), the proof of (8.36) is
complete by choosing s0 small and assuming that κ is such that s
−1
0 κ is sufficiently
small. 
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9. Proof of Corollaries 1.18 and 1.19
9.1. Local smoothing for the projections Ps and P≥s. We prove Corollary 1.18.
Proof of Corollary 1.18. The corollary follows immediately from Theorem 1.11 and
Theorem 1.16, upon showing that there exists an absolute constant C ≥ 1 such that
‖u‖LE ≤ C‖u‖LE (9.1)
and
‖F‖LE∗ ≤ C‖F‖LE∗ . (9.2)
First note that the estimate (9.2) follows by duality from the estimate (9.1) because
‖F‖LE∗ ≃ sup
06=‖u‖LE<∞
〈F, ‖u‖−1LE u〉t,x . sup
06=‖u‖LE<∞
〈F, ‖u‖−1
LE
u〉t,x
. sup
06=‖u‖LE<∞
〈F, ‖u‖−1
LE
u〉t,x ≃ C‖F‖LE∗ .
We therefore only have to prove (9.1). Since
‖u‖2LE =
∫ 4
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
2
0
s−
1
2 ‖Psu‖2LEs
ds
s
=
∫ 4
1
8
∥∥e−sρ2 P˜≥su∥∥2LE low dss +
∫ 1
2
0
s−
1
2
∥∥e−sρ2Psu+ sρ2e−sρ2P≥su∥∥2LEs dss
.
∫ 4
1
8
‖P≥su‖2LElow
ds
s
+
∫ 1
2
0
s−
1
2
∥∥Psu∥∥2LEs + ∫
1
2
0
s
3
2
∥∥P≥su‖2LEs dss ,
it remains to suitably estimate the last integral on the right-hand side. We further
decompose this last integral and use the fact that for any s ≤ 1
‖v‖LEs . s−
1
4 ‖v‖LElow , (9.3)
to find that∫ 1
2
0
s
3
2
∥∥P≥su‖2LEs dss ≤
∫ 1
8
0
s
3
2
∥∥P≥su‖2LEs dss +
∫ 1
2
1
8
s
3
2
∥∥P≥su‖2LEs dss .
.
∫ 1
8
0
s
3
2
∥∥P≥su‖2LEs dss +
∫ 1
2
1
8
s
3
2 s−
1
2
∥∥P≥su‖2LElow dss
.
∫ 1
8
0
s
3
2
∥∥P≥su‖2LEs dss +
∫ 4
1
8
∥∥P≥su‖2LElow dss .
(9.4)
The second integral on the right-hand side is now already of the right form and it
remains to estimate the first integral on the right-hand side. To this end we write
for any 0 < s ≤ 18 and any 18 ≤ s0 ≤ 12 ,
P≥su =
∫ s0
s
Ps′u
ds′
s′
+P≥s0u (9.5)
and then average over (9.5) to obtain that
P≥su =
1
log(4)
(∫ 1
2
1
8
∫ s0
s
Ps′u
ds′
s′
ds0
s0
+
∫ 1
2
1
8
P≥s0u
ds0
s0
)
. (9.6)
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Inserting (9.6) into the first integral on the right-hand side of (9.4) we find that∫ 1
8
0
s
3
2
∥∥P≥su‖2LEs dss .
∫ 1
8
0
s
3
2
(∫ 1
2
1
8
∫ s0
s
∥∥Ps′u∥∥LEs ds′s′ ds0s0
)2
ds
s
+
∫ 1
8
0
s
3
2
(∫ 1
2
1
8
∥∥P≥s0u∥∥LEs ds0s0
)2
ds
s
=: I + II.
To bound the term I we first trivially raise the upper integration endpoint s0 to
1
2
in the inner most integral in order to integrate out the ds0s0 integral
I ≤
∫ 1
8
0
s
3
2
(∫ 1
2
1
8
∫ 1
2
s
∥∥Ps′u∥∥LEs ds′s′ ds0s0
)2
ds
s
.
∫ 1
8
0
s
3
2
(∫ 1
2
s
∥∥Ps′u∥∥LEs ds′s′
)2
ds
s
.
Then using the relation
‖v‖LEs .
(s′
s
) 1
4 ‖v‖LEs′ , s ≤ s′,
we obtain
I .
∫ 1
8
0
s
3
2
(∫ 1
2
s
(s′
s
) 1
4∥∥Ps′u∥∥LEs′ ds′s′
)2
ds
s
≃
∫ 1
8
0
s
(∫ 1
2
s
(
(s′)
1
2 (s′)−
1
4
∥∥Ps′u∥∥LEs′ ds′s′
)2
ds
s
.
∫ 1
2
0
(s′)−
1
2
∥∥Ps′u∥∥2LEs′ ds′s′ ,
which is of the desired form. Here the last estimate just follows by Cauchy-Schwarz
and by trivially estimating the integrals. To bound the term II we use (9.3) and
Cauchy-Schwarz to obtain that
II .
∫ 1
8
0
s
3
2
(∫ 1
2
1
8
s−
1
4
∥∥P≥s0u∥∥LElow ds0s0
)2
ds
s
≃
∫ 1
8
0
s
(∫ 1
2
1
8
∥∥P≥s0u∥∥LE low ds0s0
)2
ds
s
.
∫ 1
2
1
8
∥∥P≥s0u∥∥2LE low ds0s0 ,
which is again of the desired form. Putting all of the above estimates together
concludes the proof of the corollary. 
9.2. Strichartz estimates. In this subsection we establish Corollary 1.19. To
this end we follow closely the argument in [34, Theorem 1.22], see also [37, 44].
In the proof we will invoke the existing Strichartz estimates for the unperturbed
Schro¨dinger equation on hyperbolic space from [1, 2, 23].
Proof of Corollary 1.19. Since Pc commutes with the equation, redefining u to be
Pcu and F to be PcF we may drop the projections Pc in the proof and assume that
there are no eigenvalues in (−∞, ρ2]. Let S denote the free Schro¨dinger operator
S = −i∂t −∆
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and let us write our operator as
Spert = −i∂t +H = S +Hl.o.t.,
where as usual Hl.o.t. denotes the lower order terms. We use the notation S
−1 to
denote the solution to the free inhomogeneous equation with vanishing initial data,
that is,
(S−1f)(t) = i
∫ t
0
ei(t−s)∆f(s)ds,
S(S−1f) = f, (S−1f)(0) = 0.
(9.7)
Suppose
Spertu = F.
We want to show
‖u‖Lp1t Lq1x . ‖u(0)‖L2x + ‖F‖Lp′2t Lq′2x (9.8)
for any pair of Strichartz exponents (p1, q1) and (p2, q2), excluding the endpoint
cases. First we prove this estimate assuming the bounds
‖S−1g‖LE . ‖g‖Lp′t Lq′x (9.9)
‖w‖LptLqx . ‖w‖L∞t L2x + ‖Sw‖LE∗ . (9.10)
Assuming (9.9) and (9.10), write u = v + S−1F , that is, define v := u − S−1F .
Then we have
Spertv = Spertu− S(S−1F )−Hl.o.t.(S−1F ) = −Hl.o.t.(S−1F ),
and by Propositions 4.14 and 4.15 we obtain
‖Spertv‖LE∗ . ‖S−1F‖LE . (9.11)
On the other hand by definition v(0) = u(0), so from (9.9) we get
‖v(0)‖L2x + ‖Spertv‖LE∗ . ‖u(0)‖L2x + ‖F‖Lp′2t Lq′2x .
Combining with equation (3.2), Theorem 1.11 or 1.16, and another application of
(9.11) and (9.9), this shows
‖v‖L∞t L2x + ‖Spertv‖LE∗ . ‖u(0)‖L2x + ‖v‖LE + ‖Spertv‖LE∗ + ‖F‖Lp′2t Lq′2x
. ‖u(0)‖L2x + ‖F‖Lp′2t Lq′2x .
It then follows from (9.10), writing S = Spert −Hl.o.t., and further applications of
our local smoothing estimates that
‖v‖Lp1t Lq1x . ‖u(0)‖L2x + ‖Hl.o.t.v‖LE∗ + ‖F‖Lp′2t Lq′2x
. ‖u(0)‖L2x + ‖v‖LE + ‖F‖Lp′2t Lq′2x
. ‖u(0)‖L2x + ‖v‖L∞t L2x + ‖Spertv‖LE∗ + ‖F‖Lp′2t Lq′2x
. ‖u(0)‖L2x + ‖F‖Lp′2t Lq′2x .
The desired estimate (9.8) now follows from the triangle inequality applied to u =
v + S−1f and the Strichartz estimates for S.
Let us turn to the proofs of (9.9) and (9.10). Estimate (9.10) is actually a
consequence of (9.9) and duality. To see this let h be an arbitrary function in Lp
′
t L
q′
x .
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Then recalling that S = −i∂t −∆ and integrating on I × Hd with I = [t1, t2] we
have
|〈w, h〉t,x| = |〈w, S(S−1h)〉t,x| ≤ |〈Sw, S−1h〉t,x|+ |〈w, S−1h〉x|t2t1 |.
But then from (9.9) and ‖S−1h‖L∞t L2x . ‖h‖Lp′t Lq′x we get
|〈w, h〉t,x| . ‖h‖Lp′t Lq′x (‖w‖L∞t L2x + ‖Sw‖LE∗),
which by duality proves (9.10).
Finally we prove (9.9). For any fixed T > 0, and any α : [0, 4] → A, let X 0α be
as in Definition 2.8. From the local smoothing estimate for S we have∥∥∥∥∥i
∫ T
0
ei(t−s)∆g(s)ds
∥∥∥∥∥
L2tX
0
α
=
∥∥∥∥∥ieit∆
∫ T
0
e−is∆g(s)ds
∥∥∥∥∥
L2tX
0
α
.
∥∥∥∥∥
∫ T
0
e−is∆g(s)ds
∥∥∥∥∥
L2x
. ‖g‖
Lp
′
t L
q′
x
,
where in the last step we have applied the usual Strichartz estimates for S. But
then from Christ-Kiselev and the Duhamel representation of S−1 in (9.7) it follows
that as long as p′ < 2
‖S−1g‖L2tX0α . ‖g‖Lp′t Lq′x .
Estimate (9.9) follows by taking the supremum over all α : (0, 4]→ A and Lemma 2.9.

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