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RÉSUMÉ 
Dans un futur proche les modèles de circulation générale (MCG) pourront être roulés à 
résolutions très élevées. Cependan t, il est commun en méthodes numériques que des 
algorithmes qui étaient stables à une résolution donnée deviennent instables lorsque l' on 
diminue la résolution spati ale. Le premier objectif de ce projet est de co nstruire une grille qui 
couvrira complètement la sphère et s ' adaptera non seulement à la nouvelle architecture 
mass ivement para llèle des ordin ateurs, mais également aux schémas numériques avec une 
résolution spatiale élevée. La méthode employée est la décomposition de domaines, développée 
en 1870 par Schwarz. Elle est utilisée ici pour subdiviser le système sphérique complet en six 
sous-systèmes identiques représentant chacun une face d' un cube inscrit à l ' intérieur de celle-
ci (sphère-cubique). Cette décomposition permettra une résolution en parallèle sur chacun des 
sous-domaines (SD) du problème stationnaire de Helmholtz. La principale difficulté avec cette 
méthode est de faire un assemblage des (sous) solutions sur chacun des SD pour obtenir à la fin 
une solution globale unjque. Dans cette optique, nous avons commencé par étudier la 
convergence du problème de Helmholtz sur un domaine péri odique à un e dimension (ID) ; les 
résultats obtenus ayant été encourageants, nous avons pu alors nous attaquer au problème à 
deux dimensions (2D) avec plus d' assurance e t montrer que celui-ci converge sur la sphère. 
MOTS-CLÉS : Haute résolution, décompos ition de domaine, sphère-cubique, 
convergence, problème de Helmholtz. 
INTRODUCTION 
La question « quel temps fera-t- il demain ? » a commencé à se poser il y a déj à des 
milliers d ' années. À ces époques déj à l'homme essayait de trouver des théories pouvant 
expliquer les changements de conditions météorologiques. Des dess ins, datant de 4 à 8 mille 
ans, retrouvés en Écosse semblent représenter le Soleil et la Lune entourés de halos. Mais les 
traces de cette époque sont limitées. Les Babyloniens ont laissé des tab lettes de terre cuite sur 
lesquelles ils grava ient des lo is relative à la météorologie, qu'ils avaient déduites de leurs 
observations. Par exemple ils avançaient les principes suivants : « quand Je Soleil est entouré 
d'un halo, la pluie va tomber. Quand un nuage obscurcit le ciel, le vent va souffler » (Touati , 
2000). De nombreux ro is dan s l' antiquité s'e n so nt remis aux magiciens et aux astrologues pour 
savoir quand envoyer des navires à la mer ou commencer à semer en terre. Toutes ces 
superstitions ont pris fin avec J'invention d' instruments en mesure d 'évaluer quantitativement 
les phénomènes atmosphériques (Villeneuve, 1948). L' idée que la nature pourrait être 
interprétée par mesures directes de paramètres météorologiques est née de Galilée. En 
compagnie de ses étudiants, ils se questionnaient sur les phénomènes atmosphériques et 
tentaient de les interpréter. Ce travailleur a permis de découvrir des paramètres atmosphériques 
clés tels que la température, la pression et J'humidité ainsi que d ' in venter divers instruments 
pour les mesurer (Camuffo et Bertolin , 2012). Après la mort de Galilée, son équipe développa 
un réseau d 'observation qui est considéré comme le premier réseau météorologique mondial; il 
fonctionna durant 17 ans (de 1654 à 1670). Elle ne se doutait sans doute pas de l'importance 
des réseaux d ' observations comme outils essentiel s pour la prévision du temps. Malgré leur 
volonté à étendre ce ré eau au-de là de Florence en particulier et de J' Italie en général, ils ne 
purent trouver auprès des décideurs J' appui nécessaire pour une révolution des sciences 
atmosphériques. Paradoxalement il a fallu un évènement tragique pour les pousser à agir. En 
effet, le 14 Novembre 1854, une violente tempête fut à 1 ' origine de la perte de 38 navires de 
commerce et de la mort de 400 marins. Ceci amena le Ministre de la guerre français à charger 
l'astronome Urbain Le Venier (qui a découvert la planète Neptune) à trouver les causes de ce 
désastre. En effet, il découvre que les événements météorologiques en un lieu donné so nt le 
résultat d'un déplacement, à J'échell e planétaire, de phénomènes physiques. Le Verrier 
s'aperçoit que la tempête exi tait déjà le 12 novembre mais à un autre endro it : le Nord-Ouest 
de l'Europe. Elle s'est donc déplacée en trois jours vers le Sud-Est. Le Venier décide alors de 
mettre en place un réseau qui permettrait de localiser les événements dangereux pour mieux s'y 
préparer (Touati, 2000). C'est Je début de l ' ère de la météorologie moderne. De nombreuses 
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sta tions vo ient Je jour en Europe. La mise au point des ballons sondes a permis de compléter 
les mesures fa ites en surface par des profils verticaux des mêmes variables. Tous ces é léme nts 
permirent au mathématicien, physicien et géophysic ie n Wilhelm Bjerknes d ' énoncer e n 1904 
une théorie qui de meure jusqu'à aujourd 'hui au cœur des centres de prévis ion. D ' après lui, si 
les phénomènes météoro.l ogiques se développent à partir de ceux qui les précèdent en suivant 
des lois préci es (comme le penserait toute personne raisonnant scientifiquement) , on peut en 
déduire des conditions nécessaires et suffisan tes pour une solution rationnell e du problème de 
la prév ision en météorologie : 
• On do it connaître avec une précision suffisante 1 ' état de 1 ' atmosphère à un instant donné. 
• On doit connaître avec une précision suffisa nte les lois selon lesquelles un état de 
J' atmosphère se développe à partir de l'état précédent (Bjerknes, 1904). 
Pour résumer sa pe nsée, un réseau d'observation dense e t préc is combiné à la 
compréhension et la résolution des processus physiques atmosphériques sont les principales 
conditions nécessaires à la prévision du temps. Ces hypothèses ont été expérimentées pour la 
première fois par un jeune britannique engagé dans le corps des ambulanciers en France lors de 
la première guerre mondiale. En 1916, Lew is Fry Richardson essaya de résoudre les équ ations 
de la prévis ion du temps de façon approchée avec les outils du calcul numérique. Il réalise 
mê me une prévision à six heures d'échéance qui se révèle co mplètement in·éal iste (variations 
de pression au sol de 145 hPa en six heures lors d ' une journée pourtan.t calme). Sans se 
décourager, il cherche à expliquer les raisons de son échec. Ses travaux ont été publiés en 1922 
dans un livre resté célèbre, intitulé Weather Prediction by Numerical Process, qui contient une 
vision à caractère réellement prémonitoire. Notant que « 64,000 calculateur seraient 
nécessaires pour prendre de vitesse l'évolution du temps sur l'ensemble du globe », Richardson 
imagine une usine à prévi ions météorologiques, constituée par une myriade de calculateurs 
humains effectuant les calcul s de façon synchronisée sous la direction d'un responsable chargé 
de la bonne marche des opérations (Coiffier et Nicolau, 2003) . 
À la suite de l' échec de Richardson, peu de scientifiq ues osèrent s'attaquer au problème 
de prévision numérique. On peut tout de même noter l' apport de Courant, Friedrich et Lewy 
sur les contra intes à respecter lors de la numérisation en J 928 et les travaux de Rossby en 1939 
visant à éliminer les ondes de gravité (responsables de l ' échec de Richardson) des équations, 
pour s implifier leur résolution. Cependa nt il se posa it toujours le même problème de puissance 
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limitée des mach ines à calculer de l'époque. Ce n'est qu'à partir de 1950, avec les premiers 
ordinateurs que ces principes o nt pu être appliqués d 'abord expérimentalement. Les premières 
prév isions numériques opérationnelles ont été instaurées au début des années 1960. Les 
modèles n'ont cessé depuis lors de se développer, grâce à l'augme ntation fulgurante de la 
puissance de calcul des ordinateurs et aux progrès é normes en méthodes de calculs et en 
mé téorologie théorique. 
Dès lors l 'évolutio n des modèles a été rythmée par de nouveaux schémas numériques 
visant à accélérer la résolution des équ ations de la physique de l' atmosphère sur la sphère. La 
majorité de ces schémas ont été développés sur la grille latitude-longitude (lat/lon) qui es t la 
plus simple pour discrétiser la sphère dans les MCG. Or, cette dernière pose le problè me de 
convergence des méridiens au niveau des pôles. C'est la rai son pour laquell e durant les 
dernières décennies de nombreuses grilles, utilisant divers systèmes de coordonnées 
horizontaux ont é té proposés pour simuler Ja circul ation générale de l ' atmosphère (Baba e t al, 
2010). Entre autre, nous pouvons c iter la gri lle Yin-Yang qui es t la prem ière grille issue de la 
DD à être impl antée dans un modèle de prév ision opérationnelle. Elle est composée de deux 
grill es lat/lon rectangulaires , courbées, orthogonales et identiques. Cette grille possède tous les 
avantages de la grille lat/l o n e t ne pose pas de problème au niveau des pôles. De plus le fa it 
qu'ell e combine deux modèles à aire limitée pour recouvrir la sphère la rend compatible avec 
les algorithmes parallèles développés sur les nouveaux calculateurs mass ivem ent parallè les 
dispo nibles. La gril le Y in-Yang es t actue llement utilisée au Centre M étéorologique Canadien. 
Ce projet de m aîtri se s ' inscri t dans la continuité des travaux de Qaddouri et al. (2008) 
sur la grille Yin -Yang. L' idée est des ' assurer que les théories développées pour les 2 SD de la 
grill e Yin-Yang puissent fonctionner pour un nombre pl us élevé de SD. Nous nous intéresserons 
dans ce projet à la grill e sphère-cubique développée pour la première fois par Sadourny (1972). 
Cepend ant, nous utiliserons les coordo nnées lat/lo n au lieu des coordonnées adaptées 
développées par Sadourny cai ces dernières sont complexes comparativement aux coordonnées 
lat/lo n. Après avoir construit la sphère, nous résoudrons un problème elliptique sur celle-ci. Le 
problème e lliptique a é té choisi parce qu ' il représente assez bien les ondes météorologiques vu 
qu ' il résulte de la discrétisation des équations de Saint-Venant lorsque l' on traite implicitement 
les termes responsables des ondes de gravité sur la sphère (Qaddouri et al., 2005). 
La suite de ce travai l sera su11clurée comme suit : le chapitre 1 présentera l 'origine du 
problème elliptique et la construction de notre grille sphère-cubique. Pour conclure ce chapitre 
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nous montrerons comment l'information est échangée entre les SD. La première partie du 
second chapitre illustrera la méthode de Schwarz par un exemp le simple . Dans la seconde partie 
nous généraliseron l' étude de la convergence des méthodes de Schwarz faites dans Qaddouri 
et al. (2008) dans le cas de 2 SD, à un nombre plus élevé et pair de sous-domaines dans le but 
de valider son utilisation sur notre grille sphère-cubique. Le dernier chapitre présentera le 
problème elliptique 2D et les résultats obtenus sm notre sphère-cubique. 
CHAPITRE I 
PROBLÈME ELLIPTIQUE ET GRILLE SPHÈRE-CUBIQUE 
1.1 Origine du problème elliptique 
Les équations de Saint-Venant sont utili sées pour représenter les écoul ements dont une 
des dimensions es t plus petite que les autres . C 'est le cas pour des modèles 2D en météorologie 
qui comportent un seul niveau (peu profond) dans la verticale. Elles sont un prototype pour les 
équations plus complètes. Nous illustrons ic i comment Je problème elliptique survient dans une 
discrétisation temporelle semi-implicite. Les équ ations de Saint-Venant s 'écrivent: 
au au. au arp 
-+u-+v-- Jv+-= 0, 
at ax oy ax 
av av av arp 
- +u-+v - + f u+-= 0 ot ax ay oy ' 
otjJ +u otjJ +votjJ +(gi-f +tjJ)(ou + OVJ =o, 
at ax oy ax ay 
(1.1 ) 
où H est la hauteur moyenne du fluide et tjJ est la perturbation de hauteur géopotentielle de la 
suliace libre, le couple (u, v) désigne le co mposantes hori zontales de la vitesse du :fluide,/ le 
paramètre de Coriolis, (x, y) le système de coordonnées cartésiennes e t t le temps. 
En discré ti sant de marüère semi-impl ici te (Robert et al, 1972) l'équation 1.1 on obtient : 
u arp 
-+-/}.{ OX = [.!!._- ot/J] - 2[u ou+ v ou- fv] = R,, t,.r ax ,_u,, ax oy 1-l.,, 
(1.2) 
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où .M est le pas de temps. 
Le problème elliptique s'obtie nt en sommant la dérivée première des deux premières 
lignes de l'équation 1.2 selon respectivement x et y pour obtenir la divergence du vent 
horizontal. L'équation résultante est ensuite soustraite de la dernière ligne de l' équati on 1.2 (qui 
est di visée par le paramètre M) pour obten ir : 
(
(lrp (J2rjJJ rjJ 
èJx2 + èJy z - gH6.t 2 =R (1.3) 
avec R = èJR" + èJR,. _ __!1_. Après la solution du problème elliptique (équation 1.3) on 
èJx èJy gH 6.t 
retourne dans 1 'équation 1.2 pour obtenir les vents u et v. Ceci complète un pas de temps et on 
recommence jusqu' à ce que le temps final so it atteint. 
Puisque dans ce mémoire on considèrera une sphère en coordonnées lat/l on on va étudier 
la solution de 
\12rjJ(1, B) - 7Jf/J(l, B) = R(l, B). (1.4) 
Où 7J est positif , ce qui garantit l ' ex iste nce de la solution du problème elliptique 
(équation 1.4). 
1.2 La grille sphère-cubique 
Les coordonnées sphériques sont les mieux adaptées pour résoudre des équations sur 
une sphère. Pourtant, lorsque Sadourny construisit sa sphère-cubique, il affirma que « le choix 
des coordonnées sphériques n 'est pas le plus adapté pour une grille non-uniforme. Des 
projections centrales choisies de telles manière qu'elles recouvriraient complètement et d.e 
manière uniforme (à l 'aide figures géométriques régulières) toute la sphère, sont une 
alternative à ce choix de coordonnées» (Sadourny, 1972). Dans ce travail , nous réussirons 
néanmoins à utiliser des coordonnées sphériques. Cette différence est importante à signaler car 
les coordonnées sphériques sont les plus simples pour représenter les équations en 
météorologie; de plus, les projections centrales sont plus di fficiles à comprendre que les 
coordonnées lat/lon. 
Les figures géométriques dont Sadourny parle sont les 5 polygones réguliers proposés 
par le philosophe grec Platon. Ce dernier montra qu ' il n'en existe que 5 convexes et inscriptibles 
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dans une sphère de telle manière que tous ses coins touchent la surface de celle-c i. Les cinq 
polyèdres sont présentés dans la f igure ci-dessous: 
• ra• r • x 'e 
"' 
Fig. 1.1 Solides de Platon. (Som·ce Wik.ipédia) 
Ces polygones so nt très utiles pour construire des grilles régulières composites. II suffit 
de les inscrire à 1 ' intérieur de la sphère et de projeter les différentes faces sur la surface de celle-
ci. Le fa it que les faces soient régulières donne J' avantage d ' avoir des SD identiques, ce qui 
permet une résolution en parallèle du probl ème sm toutes les faces. 
Pour construire notre grill e, nous commençons par choisir une des faces du cube que 
nous définirons comme la face principale (figure. 1.2). Notre sys tème de coordonnées 
cartésie nnes (X, Y, Z) a pour origine est le centre de la sphère. Son axe vertical Z passe par les 
deux pôles, J'axe X passe par le centTe de la face princ ipale du cube que nous avons chois i. Les 
faces du cube inscrit étant planes, nous avons juste besoin de deux coordonnées pour repérer 
tous les points de chacune d 'elles. Nous avons choisi les coordonnées sphériques lat/lon. Le 
système d'équation suivant permet d 'établir une correspondance entre les systèmes de 
coordonnées cartésiennes et sphériques : 
.r1 = R* cos (Lon) *cos ( Lat ) 
Y1 = R* cos ( lat ) *cos (Lon ) 
.::1 = R * sin (lat) 
(1.5) 
avec, - :rr ~ Lat ~ ;rr , - :rr ~ lon ~ :rr et R est le rayon de la sphère. L' indice 1 correspond 
4 4 4 4 
au numéro de la face sur laquelle on se situe. En définissant une grill e carrée lat/l on de NxN, 
(ici N = 2 1 pour illustration), on obtient à l' aide du logic iel MAPLE la projection de la face 1 
du cube (en rouge) co mme on peut le voir sur la figme 1.2 à droite . 
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Fig 1.2 Grille du panneau principal en rouge. La face numéro 1 du cube à gauche 
a été projetée sur la surface de la sphère et ensuite discréti sée en points de grill e. 
Pour s'assurer que notre grille couvrira toute la sphère, nous imposerons un 
recouvrement () à tous les panneaux. Les nouvell es dimensio ns d 'un panneau sero nt : 
Jr Jr Jr Jr Jr 
---S ~lon ~-+S, ---S ~ lat ~-+ SetS « -
4 4 4 4 4 
(1.6) 
La taille du recouvrement peut dépendre soit de la taille du sous-domaine ou du nombre 
de points de grille. Nous avons choisi de la définir en fonction du nombre de points de grill e: 
S"" .!!_ (on arrondit au demi -entier Je plus proche de la di vision par 20). Pour notre exemple 
20 
précédent où N = 2 1 par exempl e on aura (J = 1. Ce qui reviendra à ajouter une ligne (resp. 
co lonne) supplémentaire aux 4 différentes frontières du sous-domaine comme le montre la 
figure ci-desse" ~ · 
..... ~oooooooooo • • • ,,.,.,,.,..,... 
Fig. 1.3 
~oooooooo oo o o ot • • • ,,,.,. .. .... 
~ oo 0 0 0 0 0 0 0 0 0 0 .. ........... .., 
41tlooooooooooooooo • ••••••••••• ..,1 
tiDoo Ooo o o o o o o o o o o t • • • • • ' ""' ~ ~ooooooooooooo • ••••••••••''.,1 
'llooooooooooooooo • ••••••••••••_, 
..__ooooooooooooo t •••••••'''''tl 
._ooo 0 • •••• 
' ooooooooo • •••••••• ..J ~ooooooooooooo • ••••••••"''~ ~ooooooooooooo J ''''''''''''tt~ 
'ooooo 0 o o o o o o o o o o "'1 • • • • • ' • • ''' _. 
.._ooooooooooooo • •••••••••••';:J ~00000 0ooooooo t ••••••••••''t~ ~oooooooooooo • • • ••••""':;, ~oooooooooooo • ••••••••'''' ~0 0 0 0 0 0 0 0 0 0 0 0 •• •••• ' ••• t • •• 
00 0 0 0 0 0 0 0 0 0 0 0 • • • • •• ' ...... . 
ooooooooo et •••••••••., 
ooo 0 0 0 0 0 0 0 •• ' • ' ' t •• •••• 
oo 0 0 0 0 0 0 0 0 0 •• ' t ...... .. 
Bande de recouvrement 
Bande de recouvrement entre deux panneaux voisins. Les panneaux 1 et 2 se 
superposent dans une région appelée bande de recouvrement. C'est dans cette région que Je 
transfert d ' information entre les 2 SD a lieu. 
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Pour construire les autres panneaux nous n 'allons pas recommencer à fai re des 
projections des 5 autre faces du cube comme Sadourny, mais no us servir des propriétés de 
symétrie du c ube pour les générer auto matiquement. L 'approche consiste à faire 3 rota tions 
autour de J' axe polaire pour obtenir Je reste des panneaux la téraux (auto ur de l'équateur), puis 
de ux autres autour de l' axe Y pour obtenir les panneaux recouvrant les de ux pô les. 
Effec tuer des rotations auto ur de axes du systè me cartésien est équivalent à appliquer 
des opé rateurs (m atrices) de rotati on . La technique pour obtenir ces m atiices de ro tation est 
tirée du premier chapitre de Stephen et M arion (2004). 
z z' 
Fig. 1.4 Rotation du système d ' axes. Source: Stephen e t M arion (2004). Le domaine 
de droite en gris es t obtenu par une rotation de celui de gauche dans le sens in verse des 
aiguill es d ' une montre. 
En règle générale , le passage d ' un système d ' axes (x, y, z) à un auti·e (x ', y ', z ') se fait 
par la matrice de rotation : 
cos( x, x ') cos( x, y ') cos( x, z ') 
cos(y , x') cos(y , y ') cos(y , z ') 
M= 
cos(z , x ') cos(z , y ') cos(z, z ') 
( 1.7) 
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Par exemple po ur obtenir le panneau 2, il suffit d ' obtenir les angles prédéfini s dans la 
matrice. Heure usement pour no us, to utes les ro tations effectuées sont des multiples de 1r 1 2 . 
Tous les éléments de matrices eront o it 0, 1 ou -1. 
Pour le panneau numéro 2 itué di rectement à droite du panneau ptincipal, on a : 
[ 
cos(90°) 





cos( -90° )] [ 0 - 1 0 ] 
cos(90°) = 1 0 0 
cos(0°) 0 0 1 
(1 .8) 
Une fois la matrice obtenue, on effectue le produit matriciel sui vant pour obtenir les 
coordonnées cartésiennes du nouveau panneau : 
(1 .9) 
Où les triplets (x1, YJ, ZJ) forment un tableau de dimension 3xN2 
Fig. 1.5 : Panneau 2 en jaune 
Le même raisonnement que précédemment sur les autres panneaux permet d ' obtenir le 
reste des matrices de passage : 
~ ~1] et M 6 = [ ~ 
0 0 - ] 
Il 
Fig. 1.6 Différents panneaux 
Pour di stinguer les différentes faces nous leur avons attribué des couleurs. Ainsi , le 
panneau 1 est rouge, le panneau 2 e t j aune, Je panneau 3 est bleu , le panneau 4 est vert, le 
pannea u 5 est cyan e t le panneau 6 est magenta. 
Une fo i to u les panneaux combinés no us obtenons une grille qut recouvre 
complètement la sphère. Le problème numérique sera résolu indépendamment sur chacune des 
faces e t les solutions o btenues seront échangées entre les différents SD. La secti on suivante 
explique comment se transfert d ' information se fera. 
1.3 Procédures de communication 
Les modèles régionaux de climat ne peuvent être roulés s ' ils ne reçoivent sur to utes 
leurs frontières latérales, à chaque pas de temps, des informations sm l 'état de l'atmosphère. 
Les différentes faces de notre grille sphère-cubique peuvent être visuali sées comme six 
différents modèles régionaux. Nous proposons dans ce travai l un ensemble de six grilles 
régionales (combinées de manière à pouvoir former une seule grille globale sans singul ari té) 
pouvant e piloter mutuellement sans recourir à des sources de données extérieures pendant la 
simul ation. En effet, l' information sur les conditions initiales est fo urnie au to ut début de la 
simulation par· Je données d ' observations ou des ré-analyses. Par contre à chaque pas de temps 
subséquent, on utilise un premier estimé pour les itérations de Schwarz obtenu du pas de temp 
précédent afi n de générer les conditi ons aux frontières des six SD (panneaux). 
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La f igure ci-dessus illustre le propos précédent au moyen d ' une projection plane de 
1 ' hémisphère sud de notre grille. 
Fig. 1.7 Projection de l'hémisphère Sud sur le plan équatorial 
À 1 ' aide des différentes couleurs représentant 5 des 6 panneaux de notre grille, on peut 
savoir pour chacun des po ints du périmètre du panneau 6 par exemple sur lequel des panneaux 
voisins aller chercher l ' information sur ses nouvelles conditions frontières. C 'est la raison pour 
laquelle avant de commencer à résoudre le problème numérique, nous avons prévu un code qui 
explicite pour chacun des points frontières d ' un panneau, le voisin sur lequel il ira chercher ses 
nouvelles informations ainsi que les points de grill e alentours avec lesquels interpoler (Voir 
annexe B, section B 1). 
Une fois déterminés les différents volsms sur lesquels aller chercher les nouvelles 
informations il faut mettre en place une procédure pour les obtenir avec une bonne précision. 
En effet, une des difficultés rencontrées dans ce travail est lorsque le point de grille sur la 
frontière d 'un SD ne coïncide pas avec un po int de grille sur le SD vo isin où il doit al ler chercher 
de l ' information comme on peut le voir sur la figure ci-dessous. 
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Fig. 1.8 : Illustration de la nécessité 
d ' interpoler aux frontières 
En effet, les points en magenta sur la périphérie ont besoin de nouvelles informati ons à 
chaque itération, mais ces points ne s 'alignent pas toujours sur les points de la grill e voisine 
(bleue ou j aune). Rappelons que les informations sur les variables ne sont disponibles que sur 
les points de grille. C 'es t la raiso n pour laquelle la réso lution des modèles doit être la plus élevée 
possible afin de réduire au mieux la distance entre deux points successifs. Une solution à ce 
type de problème est l ' interpolation. lnterpoler rev ient à utiliser les informations autour du point 
d ' intérêt afin d 'estimer la valeur de la variable sur celui-ci . Dans le présent code nous utili sons 
l ' interpolation cubique de Lagrange. 
1.4 Synthèse partielle 
Les équ ations de Saint-Venant sont les plus simples à utiliser e n première approche pour 
simuler les ondes dans J' atmosphère. Leur discréti sation implic ite ou semi-implic ite aboutit à 
un problème elliptique. Ce problème est au cœur des modèles de prévision car il doit être résolu 
à chaque pas de temps. Son coût de calcul relati vement élevé es t un défi pour les modèle de 
prév ision actuels. Dans ce chapitre introductif, nous avons commencé par présenter l 'origine 
du problème elliptique ; ensuite nous avons montré qu ' il est possible de construire la grille 
sphère-cubique en coordonnées lat/l on. Tout comme la grille Yin-Yang, notre grill e sphère-
cubique comprend tous les avantages de la grille lat/lon, mai · comme ell e comporte plu · de 
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panneaux elle est intrinsèquement plus parallèle et donc bien adaptée à l' architecture 
massivement parallè le des supercalcul ateurs actuels. Nou ne pouvon s affirmer que notre grille 
est la plus efficace, mais dans un premier temps n ous allons montrer que l ' on peut obtenir la 
solution du problème elliptique. Le chapitre uivant détaillera les méthode utili sées pour 
résoudre notre problè me numérique sur la sphère. 
CHAPITRE II 
MÉTHODESDESCHWARZ1D 
2.1 Introduction aux méthodes de Schwarz 
À l'origine, les méthodes de Schwarz (1870) ont été développées pour prouver qu ' il 
existait une ·olution théorique au problè me de Poisson sur des domaines à géométrie complexe 
en utilisa nt les conditions aux limites de Dirichlet. L' idée éta it de décomposer une grande 
surface avec une géométrie non tri viale en SD avec des géométries simples sur lesquelles on 
sait résoudre notre équati on aux déri vées partie lles (EDP). La f igure originale présentée par 
Schwarz est la sui vante : 
Fig. 2.1 Figure originale de Schwarz en 1870. À gauche on a le domaine complet 
O. sur lequel on recherche la solution; la variable recherchée est u. La figure de droite 
est Je domaine initial décomposé en deux surfaces géométriques élémentaires. 
La figure de gauche représente le do maine complet (0.) sur lequel. on voudrait résoudre 
notre EDP. La form e géométrique de cette figure n'étant pas commune, Schwarz se proposa de 
la décomposer en deux SD plus simples (un cercl e n, et un rectangle D.z). r , et f z sont des 
interfaces artific ielles qui marquent les limites des SD. Une fo is la DD effectuée, l' idée est de 
résoudre itérativement notre EDP sur chacun des SD. 
Pour illu t:rer la méthode, considéron un probl ème simple. Considérons une barre 
rectilig ne sur laquelle on voudrait estimer 1 ' évolution d 'une variable aléato ire (y) en connaissant 
les conditi ons aux limites (x = 0 à la fro ntière ga uche et x = 1 à la fro ntière de droite). En 
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supposant que l' évolution de la va riabl e sur la barre suit J' équation de Poisson, le probl ème à 
résoudre est schématisé comme suit : 
0 a b 1 
Fig. 2.2 Domaine rectiligne (Q) sur lequel on recherche la solution du 
problème de Poisson. Le domaine n est décomposé en 2 SD. Le premier (01) e t 
compri entre 0 et b et Je second (OJ) entre a et 1. 
Le problème analytique à résoudre dans chacun des SD est le suivant: 
d 2 y~x) = 2C, avec les conditions limites: y(x ) = c , y(xd) = cd . (2. 1) 
dx s s 
où C, c8 et Cd sont des constantes. La solution du problème homogène est un polynôme 
de degré 2 dont le coefficient du monôme du pl us haut degré est le terme source C. Il nous reste 
pour résoudre ce genre de problème de défi nir les deux autres coefficients du pol ynôme 
solution. Heureu ement, nous avons encore deux co nditions aux limites à satisfaire c' est-à-dire 
deux équations pour deux inconnues à résoudre. Ce problème étant trivial, la solution sur un 
SD en fonction des paramètres sus défi nis es t : 
(2.2) 
Donnon de valeurs aux paramètres de notre problème pour illu trer le deux variante 
(parallèle et en alternée) de la méthode ela sique de Schwarz : 
J 4 7 
x8 =0, xd =l, c8 = - , cd =0, 2C=-10, a= - , b=-. JO JO 10 
(2.3) 
2.1.1 Méthode de Schwarz parallèle 
L' algorithme de Schwarz para ll èle consiste à résoudre simultanément I' EDP dans les 2 
SD. À la première itérati on, le condition aux fro ntière sont les conditions initia les du 
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problème dans chacun des SD. À partir de la seconde itération, les conditions aux frontières 
artificiell es pour chacun des SD (au point b pour le SD l et au point a pour le SD 2) s'obtiennent 
à partir de la solution obtenue lors de l'itération précédente dans le SD voisin. Cet échange 
d ' information entre les SD assure la convergence des solutions par SD vers une solution globale 






0.2 O.J 0.6 O.S 
x 
Fig. 2.3 Méthode classique de Schwarz parallèle. Les solutions des SD 1 et 2 sont 
respectivement en bleu et vert. La solution analytique en rouge est approchée avec une bonne 
approximation en moins de dix itéra tions. 
2.1.2 Méthode de Schwarz alternée 
L'algorithme de Schwarz alterné consiste à résoudre alternati veme nt I' EDP dans les 2 
SD. À la première itération, on connaît les conditions initi ales dans seulement un des SD ; c'est 
seulement dans celui-ci que l' on ré out notre EDP. Une fo is sa solution obtenue, on l'utilise 
pour évaluer la variable dans la frontière artific iell e de l' autre SD et on résout le problème 
an alytique par SD. On poursuit le processus d'alternance jusqu ' à ce que l' on soit suffisamment 
proche de la solution analytique globale. Un des SD est donc constamment en attente d 'être 
résolu tandis que l ' autre est actif. Ceci pose un problème si l'on utilise des calculateurs 
parallè les car on ne les utilisera pas de manière optimale. Par contre, le fait que les conditions 
fro ntières soient rafraîchies au fur et à mesure que le processus itératif avance permet de 
converger en moins d' itérati ons que si l' on utilisait un algorithme parallèle co mme le montre la 
figure 2.4 : 
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02 o.• 0.6 os 
x 
Fig. 2.4 Méthode classique de Schwarz alternée. Les solutions dans les SD 1 et 2 sont 
respectivement en bl eu et vert. La solution analytique en rouge est approchée avec une bonne 
approx imation en cinq itérations. 
2.2 Schwarz lD périodique à 2 sous-domaines 
Tous les résultats de cette section, sauf indication contraire, reproduisent ceux de 
Qaddouri et al. (2008) et le formalisme est similaire, et sera éve ntuellement généralisé pour N 
sous-domaines (SD). On s' intéresse ici à la réso lution sur un domaine périodique du probl ème 
lD de Helmholtz dont la forme générale es t la suivante: 




) dk dk 
(2 .4) 
R est le terme ource, H. et 17 sont respectivement l 'opérateur et la constante de 
Helmholtz. Le domaine d'étude ici est un cercle Q = [0, 2n] . Le domaine circul aire a été choisi 
à cause de sa périodicité et de son parall èle avec la surface de la sphère pour Je cas 2D. Les 
conditions aux limites seront sont celles de Robin (/#+ drp) qui combinent les co nditions de dÂ 
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Dirichl et ( rjJ) et de Neum ann ( àrp ). En effet, e lles font appel à un opératew- d'échange (),.t 
d ' information entre les deux SD noté B qui tient compte à la fo is de la dérivée première de la 
fonctio n et d'un paramètre constant (à définir) dont le rôle est d'accélérer la convergence de 
l ' algorithme. Le domaine c ircul aire Q est décomposé en deux SD courbés Q 1 = (0,1r + o] et 
Q 2 = [ Jr, 21r + o] qui se chevauchent comme Je montre la figure ci-dessous : 
7l'-l-o 
• • • • •••••• 
• • • • ••• •• Q 2 •• ( 0 QI •• •• 
• • • • • ••••• • • • • 27N-o • • • 
Fig. 2.5 Domaine périodique sur lequel on recherche la solution du problème 
de Helmholtz . Les coul eurs rouges et vertes représentent respectivement les SD 1 
et 2. Le domaine rouge est compris entre 0 et 7T: + o et le vert entre 7T: et 27C + o. 
La flèche à gauche indique le sens antihoraire dans lequel sont orientés les deux SD. 
Les couleurs rouges et vertes indiquent respectivement les SD 1 et 2. o est la taille du 
chevauchement e ntre les SD, c 'est-à-dire l' intervall e commun aux deux SD. Un des objectifs 
de cette section est de savoir que lle taille le recouvrement de VI·ait avoir pow- assurer la 
convergence rapide de l'algorithme lors du processus itératif Le problème de Helmholtz discret 
avec co nditions aux limites de Rob in s'écrit: 
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B I( \) rp<J).k (0) = BI ( \) rp<Z).k- 1 (27r) et BI (2) rp(2).k (7r) = BI (2) rp( l).k - 1 (7r) (2.5) 
Les indices 1 et 2 indiquent le SD sur lequel o n se trouve et k est l'indice de l' itératio n. 
B/'l = ()~ + /3;(/l est l' opérateur d ' interface, il ag it à la frontière des SD pour assurer les 
échanges d ' informatio ns entre les différents SD. Cet opérateur es t caractéristique des conditions 
aux limites de Robin ; les conditions de Robin sont des conditions mixtes qui combinent 
linéairement la valeur de la dérivée première de la fonction (conditions de Neumann) et la valeur 
de la fonc tion e ll e-même (conditions de Dirichlet) aux frontières du sous-domaine. La olution 
sur le SD (l) à une itératio n k donnée s ' écrit: 
(2.6) 
avec K = .JTj et J(i) le terme inhomogène de la solution. La maniee é tablissant le lien 
enu·e ces coefficients entTe deux itérations successives es t appelée matrice de transition . Cette 
matlice possède une propriété importante : sa plu s grande valeur propre o u rayon spectral 
dé termine le taux de convergence du processus itératif. Pour simplifier les équations qui nous 
permettront de dé terminer le rayon spectral, nous allons é tablir une conespondance biuni voque 
enu·e la coordonnée d ' un point à la fron tière d ' un SD et son image sur la fmntière du SD vois in. 
En effet, la lecture de la coordonnée de la frontière d ' un SD n 'est pas la même si on la fait 
depuis l ' autre SD comme on peut le voir sur la figure. 2.5. Cette lecture par SD est résumée 
co mme suit : 
~( ! ) = 0 ' 
- ( 1) 
Àt = 2:rr, 
~(!) = 7r+ 0 , ~ (2) = :rr, 
- ( 1) - (2) 
À 2 =7r+O, Àt =:rr, 
~(2) = 27r+ 0, 
.:i2 cz> =o. (2.7) 
Sur la ligne du dessus, on fait la lecture depuis le premier SD en rouge tandis qu' e n 
dessous on a l' image correspo ndante qui est obtenue en fai ant la lecture des mêmes points 
depuis le second SD en vert. Cette approche permettra d 'écrire le problème discret sous la forme 
compacte sui vante : 
ou encore 
et 
B I(/) fl(/).k (À,(/) )= B I( / ) fl(J-/) .k- l (~/) ) 
et 
B/l fJuJ.k (Â./'> ) = B2 Ul fJO-tl .k- l (::i/J ) 




La solution pos tulée lorsque le terme source es t non nul contient une composante 
homogène et une autre in homogène : fJuJ.k (A.) = ( aul.k eiVl. + buJ.k e- ,a ) + l u> . Entre deux pas de 
temps successifs et dans un même SD(l) , notre objectif es t de faire tendre la di fférence entre 2 
itérations fJ(I J,k+l (A.)- rjJuJ.k (A.) vers zéro. Cette différence fai t disparaître le terme inhomogène 
f(Il (Gander et al, 2014). C'est la raison pour laquelle dans ce qui suivra nous ne tiendrons pas 
compte de la partie inhomogène de la solution car le terme inhomogène ne co ntribue pas à la 
convergence. 
En insérant cette nouvell e solution à l' intérieur de la forme compacte 2.9, on obtient: 
[ 
(l).k l [0('3-l).k-1] 
M u> ; uJ.k = M <'> b<J-t).k-1 (2. 10) 
La matrice de transition s'obtient en co nsidérant simultanément les deux SD : 
(2. 11 ) 
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L'algorithme alterné ou de Gauss-Seide! nous amène à effectuer deux demi-itérations 
pour obtenir une itération complète (Strang, 2006). 
(2. 12) 
Les deux matrices sur la diagonale sont les transposées 1 ' une de l' autre. Elles ont donc 
les mêmes va leurs propres et par conséquent le même rayon spectral. D suffit donc de choisir 
l'une ou l'autre des mattices. Postulons la mattice de transition suivante: 
(2. 13) 
Une fois la matrice de transition et le rayon spectral détem1inés, nous commencerons 
par étudier la convergence de méthode classique de Schwarz qui utilise les co nditions aux 
limites de Dirichlet. Ensui te, nous étudierons une méthode optimisée sans recouvrement qui 
utilise les conditions aux limites de Rob in . 
2.2.1 Méthode classique de Schwarz 
Tel gue discuté au premier chap itre, la méthode cl assique de Schwarz résout le problème 
discret avec les conditions aux frontières de Dirichlet. Il suffit donc de poser l'opérateur 
d' interface égal à l' opérateur identité, ce gui équivaut à ne considérer gue la va leur de la 
fo nctio n sur les bouts des SD. Avec cette nouvelle information, on s implifie l 'expression des 
matrices: 
( 1 M -1 - e K(li:+O) e- •\~+ol ) et ( e~ M-2 - e•\2Jr+oJ -m J e-~C2n-+b"J (2. 14a) 
- e ( ,,. Mt= 
e•·(;r+Jl 
e-"• J 




:-AV (2. 14b) 
En réécrivant les termes obtenus plus haut, on obtient respectivement la matrice de 
transition et le rayo n spectral sui va nt : 
2 3  
A ( K , c ) }  
1  ( s i n 1 1
2
( m ) + s i n h
2
( K8 )  - e - A J [  s i n 1 1 ( m )  J  
s i n 1 1
2
( K ( J r + 8 ) )  - e A J [  s i n 1 1 ( m )  s i n h
2
( m ) + s i n l 1 \ K8 )  
( 2 . 1 5 a )  
(
s i n h ( Kc ) ) + s i n h  ( m ) )
2  
(  e K
8  
+ e m  )
2  
P c l a s s i q u e ( K , c ) } =  s i n h ( K O + m )  =  l + e K ( 8+ J r )  
( 2 . 1 5 b )  
O n  v o i t  q u e  s i  l e  r e c o u v r e m e n t  e s t  n u l  ( o  =  0 )  a l o r s  l e  r a y o n  s p e c t r a l  e s t  é g a l  à  1 .  S i  u n  
r e c o u v r e m e n t  e x i s t e  ( o  >  0 )  a l o r s  l e  r a y o n  s p e c t r a l  e s t  i n f é r i e u r  à  1  ( f i g u r e  2 . 6 ) .  D a n s  c e  c a s  l e  
p r o c e s s u s  i t é r a t i f  c o n v e r g e  v e r s  l a  s o l u t i o n .  C e  r é s u l t a t  e s t  l a  p r e u v e  q u e  l a  m é t h o d e  d e  S c h w a r z  
c l a s s i q u e  n e  c o n v e r g e  q u e  s i  J e  r e c o u v r e m e n t  e s t  n o n  n u l .  
1 ~----~----~----~----~----~----~----~ 
Q )  0 . 8  
( . )  
c  
Q )  
0 )  
~ 0 . 6  
c  
0  
( . )  
~ 0 . 4  
x  
: : : J  
r o  
1 - - 0 . 2  
0 0  
0 . 5  1  
1 . 5  2  2 . 5  3  
3 . 5  
R e c o u v r e m e n t  ( r a d i a n )  
F i g .  2 . 6  T a u x  d e  c o n v e r g e n c e  d a n s  J e  c a s  c l a s s i q u e .  I l  r e p r é s e n t e  l a  v i t e s s e  à  l a q u e l l e  
1  ' a l g o r i t h m e  c o n v e r g e  e n  f o n c t i o n  d e  l a  t a i l l e  d e  r e c o u v r e m e n t  c h o i s i t  e n t r e  l e s  2  S D .  
L a  f i g u r e  c i - d e s s u s  m o n u · e  J ' é v o l u t i o n  d u  t a u x  d e  c o n v e r g e n c e  e n  f o n c t i o n  d u  
r e c o u v r e m e n t  d a n s  l e  c a s  o ù  l a  c o n s t a n t e  d e  H e l m h o l t z  e s t  é g a l e  à  1 .  L e  t a u x  d e  c o n v e r g e n c e  
e s t  i n v e r s e m e n t  p r o p o r t i o n n e l  a u  r e c o u v r e m e n t ;  p l u s  i l  y  a  d u  r e c o u v r e m e n t  p l u s  l ' a l g o r i t h m e  
c o n v e r g e  r a p i d e m e n t .  P a r  e x e m p l e ,  s i  n o u s  v o u l o n s  r é d u i r e  l ' e r r e m  i n i t i a l e  d ' u n  f a c t e u r  1 0 -
3  
e n  
1 0  i t é r a t i o n s ,  i l  f a u d r a i t  à  p e u  p r è s  u n  r e c o u v r e m e n t  d e  l ' o r d r e  d e  0 , 5  r a d i a n s .  
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2.2.2 Méthode de Schwarz optimisée avec conditions de Robin 
La lente convergence de l' algorithme classique a motivé le développement de méthodes 
optimisées. La détermination des paramètres optimaux représente un surcoût, mais elle est faite 
juste une fois au début de l'algorithme e t ensuite on l 'applique. En général l ' utilisation de ces 
paramètres optimaux n 'entraine pas un e augmentation de coût significative e n comparaison 
avec la méthode classique pour chaque itération. L' innovation par rapport à la méthode 
classique es t la prise en compte dans l 'opérateur d' interface du terme de dérivée première. Ce 
terme suppl émentaire permet d'optimiser le taux de convergence par un choix judicieux des 




Il y aura donc huit paramètres à déterminer et une seule équation à sati fa ire. 
Heureusement, les propriétés de symétrie nous permettent d'éliminer une moitié des paramètres 
(en effet, (31(1) = -(32(1) avec l = 1, 2). Les express ions de matrices étant longues et complexes 
nous nous so mmes servis du logiciel Maple pom obtenir Je rayon spectral de la matrice de 
transition. Le problème d'optimisation peut être résolu analytiquement en cherchant des 
paran1ètres qui rendent le rayon spectral égal à zéro. On obtient alors les coefficients de Robin 
suivants, qui sont aussi obtenus par Qaddouri et al. (2008) : 
n-5 n-5 
{J1( I) = -Ktanh(K(-2
-)),(31( 2) = -KCOth(K(-2-)), (2. l6c) 
R ( 1) = - {J ( I ) R (2) = - (3 (2) 
1-'2 1 ' 1-'2 1 . 
Notons qu 'en permutant le valeurs de (J1<1l et ~2) on obtient au si une solution, celle-
ci n'a pas été notée par Qaddouri et al. (2008) . Avec les paramètres (2.1 6c), on peut évaluer le 
nombre d' itérations nécessaires pour assurer la convergence dans le cas optimisé: 
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1 o-2ot__ __ _~_ __ _L __ ____JL__ _ __L_ _ __.J_ _ ___l ___ __j__ _ __j 
1 2 3 4 5 6 7 8 9 
Iterations 
Fig. 2.7 Évolution de l'erreur au cours des 9 premières itérations. Cette 
figure montre l'amortissement de l 'erreur au cours du processus itératif. 
L'utilisa tion des paramètres optimaux permet de faire disparaître l'erreur au bout de 
trois itérations. En effet, la première itération permet juste de calcul er la solution dans chacun 
des SD en partant des donnée initiales du problème. Deux aua·es itérations sont ensuite 
nécessaire pour réduire l' erreur initiale à zéro. Au-delà de trois itérations l' erreur reste nulle. 
Il est intéressant de signaler que pow· un problème périodique nous avons besoin de trois 
itérations pour faire disparaître l' eneur alors que dans le cas non périodique seulement deux 
itérations so nt néces aires (Qaddouri et al., 2008). 
2.3 Schwarz lD à 4 sous-domaines 
Dans cette section on généralise l' algorithme de Qaddouri et al. , (2008) utilisé pow· un 
domaine périodique décomposé en deux SD au cas général deN sous-domaines où N est un 
entier naturel non nul et pair. 
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2.3.1 Généralisation à N sous-domaines 
Supposons connue la solution analytique sur chaque SD et formulons le probl ème avec 
un nombre indéfini de SD. C'es t une généra lisation de l' analyse effectuée précédemment à 2 
SD. 
(èJ 22 -Â-)t)= R on Q = [0,2n ], 77 > 0 
On décompose le domaine .Q en N parties qui se chevauchent D. = U D., avec 
l= I.N 
n, = [(l- l)ô ,Z-6 + 0] 
6 = 2n 
N 
5~.6 
Dans chaque SD 1 à l ' itération k on résout le problème suivant, 
l - 1 = N , pour l = l, 




Image;±1(x) est l' image du point x du sous-domaine l dans les sous-domaines l±l. En 
appliquant la même démarche que dans le cas de deux SD, on obtient une matrice de transition 
dont l' expression est très générale et s'applique pour un nombre arbitraire de SD mais puisque 
nous intéressons au cas deN= 4, nous nous concentrons sur cette valeur. On montre facilement 
que les résul tats pour N = 2 publiés dans Qaddouri et al. (2008) sont reproduits, de plus on 
obtient aussi de nouvelles solutions valides qui n 'y ont pas été discutées. 
Nous nous limiterons dans cette partie aux conditions Robin optimisées. Pour obtenir le 
résultat de la méthode cl assique, il suffira de poser a1 (l) = 0 et /31 (l) = 1. 
d"'{l),k 
s <l) ,n(IJ. k = a<. IJ,nUJ,k + a Ul _r_ 
1 r P 1 r 1 d.:i ' 
d"'(l) .k 
8 u)t/J(IJ,k = ;J,' l t/J(f),k +aU> _ r _ 
2 2 2 d.:i ' 
a ul a u' = 1 1 ' 2 . 
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(2.20a) 
Se basant sur les résultats déjà c ités, no us introduisons aussi une relation de ymétrie 
qui diminue par 2 le nombre de paramètre cherchés, 
2.3.2 Cas de quatre sous-domaines 
R( /) =- R( / ) p 2 p l . (2.20b) 
Le polynôme caractéristique de la matrice de transition dont les racines sont les valeurs 
propres cherchées est de degré 2xN, c 'es t-à-dire 8 dans ce cas-ci. Heureusement les règles de 
symétrie font que les coefficients impairs du pol ynôme sont nul s. On a donc 5 paramètres (co, 
c2, C4, CG, cs) pl. us une variable (la valeur propre 11) à déterminer et une équation à satisfaire : 
(2.21) 
L 'idée est de forcer les 4 paramètre co, c2, C4 et CG à être nuls et de garder le dernier cs 
non nul pour obtenir l' équation aux valeur propres suivante: 
(2.22) 
Cette équatio n a pour unique solution une valeur propre nulle correspondant au rayon 
spectral mitümal que nous recherchons (car cs est non nul). 
Nous allan essayer de résoudre le problème de minimisation des modules des racines 
de cette équation en ' inspirant de Qaddouri et al. (2008). Dans la section précédente, nous 
avons vu que pour N = 2, le problème de minimisation se résolvait en prouvant que des 
paramètres d ' itération pouvaient être trouvés tels que le rayon spectral soit nul, c'est-à-dire que 
toutes les valeurs propres soient nulles. Nous allons montrer que c 'est possible avec N = 4 et un 
chevauchement onul. 
On peut choisir /3{21 en fo nction de f3t1 de telle sorte que le coefficient constant co soit 
nul , (vo ir Annexe A). 
!f;_ 2) = 
7r tanh(- )+ ;f,4 l 2 1 




Cela annule aussi le coeffic ient qu adratique c 2. Il nous reste donc à dé terminer 





C 'est un problème très difficil e à résoudre analytiquement (les expressions assez 
co mplexes pour les Ci ne sont pas données ic i), c'est pourquoi nous utiliserons une méthode 
graphique de manière à pouvoir explorer si ce problème possède une solution. Nous all ons fixer 
f3;1J et explorer si ce problème possède une ou plusieurs solutions non-triviales. La méthode 
es t assez simple, il s 'agit de tracer sur une même figure les courbes de niveau 0 de quantités 
proportionnelles à C4 (b leu), C6 (rouge) et cs (noir) et exam iner lems croisements. Pom avoir 
une solution il faut que le bleu et le rouge se croisent alors que la courbe en noir ne passe pas 
par ce point. Ceci est illustré par la figure ci-des ous : 
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1. c 1 
1 
~ ~ J i7 1 lJ v-
C. 
.J o . 
u ~ r 
~ - 0. 
1 [" 1 ~ 1 1 1 1 1 
~ 
.J - 1. 
-1.5 -1 -0.5 0.5 1 1.5 
Fig. 2.8 Contour 0 de C4 (bleu), C6 (rouge) et cs (noir) pour {N 1l=O, K = 1 en fonction 
des paramètres p1<3l (en abscisse) et p1<4> (en ordonnée). Les deux fl èches bleues en haut 
indique nt des valeurs possibles de {N3l et /N4l qui annulent les coefficients C4 et C6 tout en 
s' assurant que cs est non nul. 
On voit donc clairement deux olutions possibles. Une racine est dans le coin supérieur 
gauche. Si on suit cette famille de racines pour Jf;1l entre -0.95 et +0 .95, on obtient le tableau 
1 avec une méthode de raffinement. L ' ana lyse a été effectuée avec l 'a ide du logiciel Map le. 
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Tableau 1 :Coefficients optimisés de Robin pom 4 sous-domaines. 
La dernière co lonne de dro ite permet de s ' assurer que le coefficient cs est non nul. 
fJi1) p;_zJ fJ;3) /31(4) min( abs( c8 ),1) 
-0.95 -0.99562 0.20678 0.90351 1 
-0.85 -0.98788 -0.30860 0.75282 1 
-0.75 -0.98336 -0.53590 0.67485 1 
-0.65 -0.98219 -0.66151 0.65585 0.04742 
-0.55 -0.983 13 -0.74 107 0.67 112 1 
-0.45 -0.98498 -0.79601 0.70198 1 
-0.35 -0.98704 -0.83628 0.73784 1 
-0.25 -0.98902 -0.867 15 0.77359 1 
-0.15 -0.99081 -0.89 163 0.80706 1 
-0.05 -0.99239 -0.91 162 0.83760 1 
0.05 -0.99377 -0.92834 0.86523 1 
0.15 -0.99499 -0.94267 0.89027 1 
0.25 -0.99608 -0.95526 0.91318 1 
0.35 -0.99708 -0.96662 0.93454 1 
0.45 -0.99801 -0.97728 0.95506 ] 
0.55 -0.99894 -0.98784 0.97577 1 
0.65 -0.99993 -0.99927 0.99854 0.44793 
0.75 -1.00118 -1.01373 1.02772 1 
0.85 -1.00323 -1.03814 1.07740 1 
0.95 -1.00872 - 1.11283 1.22338 1 
Pom illustrer la convergence de la méthode nous utilisons une implémentation en 
MATLAB de la méthode de Schwarz. Nous voulons résoudre Je problème suivant, 
(a.u -ry)~=A cos(n.IL + B) on.Q=[0,2n] , ry > O, (2.25) 
3 1 
dont la so lution exacte est : ç&(IL) = Acos(n2+ () ) 
7J+ n2 
(2.26) 
Pour notre expérience nous chois irons les paramètres : 
A = 1, n = J, () = : , 7J = 1. (2.27) 
La solution itérati ve est obtenue avec un code MATLAB pour 9 itérations consécutives. 
La figw·e ci-dessous montre les di fférentes itérations. 
lleration l v 
v 
Iteration 3 Iteration 2 
Iteration 4 Iterat ion 5 Iteration 6 
Iteration 7 Iterat ion 8 Iteration 9 
Fig. 2.9 Convergence de l' algorithme de Schwarz avec les conditions de Robin 
optimisées pour N = 4 SD. La courbe en noir désigne la solution exacte et cell e en verte 
notre première ébauche. Les segments de courbe en bleu, rouge, jaune et magenta 
représentent respectivement les solutions dans les SD 1, 2, 3 et 4. 
La solution exacte es t en noir, la première ébauche est en vert et les solutions de chaque 
itération sur chaque SD sont successivement en bleu, rouge, jaune et magenta . Notons qu 'à 
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partir de 1' itération 7 nous avons essentiellement la solution exacte et elle demeure stable. L'axe 
y a une amplitude flottante. Les paramètres d ' itération sont 0, -.993 10, -.92032, .85177 pour 
/N 'l, f3t<2l,j]j(3) et p, <4l respecti vement. À partir de l' itération 7 nous avons la précision machine 
comme on peut le voir sur la f igure ci-dessous. 
~ 
= ~ ~ 
~ 
~ 




1 0· 1 5 ~----~------~----~------~----~------~------~-----J 
1 2 3 4 5 6 7 8 9 
Itération 
Fig. 2.10 Courbe semi-logarithmique d'évolution de l'erreur au cours des 9 
premières itérations. Cette figure montre l' amortissement de J'erreur au cours du 
processus itératif. 
2.4 Synthèse partielle 
Nous nous sommes intéressés à la convergence des solutions par SD du problème de 
Helmholtz lD sur un domaine périodique, dans les cas de 2 et 4 SD respectivement. Nous avo ns 
montré que pour deux SD, la méthode classique ne peut fo nctionner en absence de 
recouvrement, cependant avec des conditions optimisées de Robin on peut pour un 
recouvrement nul fa ire converger la solution après seulement 3 itérations. Dans le cas de 4 SD, 
les conclusions restent les mêmes pour ce qui est du cas cl ass i.que. Cependant, pour ce qui est 
des conditions de Robin, les coefficients optimaux sont de plus en plus diffic iles à obtenir 
lorsque le nombre de SD augmente. Néanmoins, en se servant des règles de symétrie, nous 
avon s réuss i à les trouver. La convergence est assurée après sept itérations. Ces résultats sont 
encourageants en vue de la réso lution du problème 2D. 
CHAPITRE III 
APPLICATION DES MÉTHODES DE SCHWARZ EN 2D 
3.1 Résolution du problème elliptique 2D sur une seule face de la grille sphère-cubique 
Cette section s ' inscrit dans la continuité de J'étude faite au chapitre précédent. 
Cepend ant, les conditions frontières seront celles de Dirichl et ; le cas optimal avec les 
conditions de Robin ne sera pas traité dans ce mémoire. 
Avant de résoudre le problème de Helmholtz sur toute la sphère nous all ons nous assurer 
de pouvoir savoir le faire sur une seule des faces. Si nous en sommes capables, il suffira juste 
de mettre en place les procédures de communica tion décrites au premier chapi tre pour générer 
à chaque itération des solutions sur chacun des SD. 
Le problème de Helmholtz 2D s' écri t : 
(3. 1 a) 
La décomposition de l'opératem de déri vée seconde en coordonnées sphériques donne: 
[ 1 ëf a ( ? a )) --- +-- cos-e-- - 77 rjJ= R cos2 e a.-1? a sine a sine (3. lb) 
où R est te terme somce et 11 est positif. Les opérateurs de dérivée sont approximés par 
des différences f ini es et s' écrivent : 
[ 
1 é? ] 
---rjJ = 
cos
2 e a.:t2 ij L (Pv);rP," (B) üf/Ji.j i'= U ±I (3.2a) 
[_a_(cos2 B-a-Jf/JJ = "2: P88 [J , J' ].P(.:i) [i,i]· çbFi a sin e a sine ij j"=j.j± i (3 .2b) 
où P;v. et Poo sont des matrices txidiago nales, tandis que P(J..), P(B), et Pm(e) sont des 
matrices diagonales (Yeh et al., 200 1) dont les expressions se !Touvent dans l 'annexe C. 
L' indice m sur le terme en e (directio n longitudin ale) fait référence au terme métrique. Écriva nt 
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l e s  c h a m p s  bidimens ionnel s~ e t  R  c o m m e  d e s  v e c t e u r s  e n  s u p p o s a n t  l ' o r d r e  d u  d i c t i o n n a i r e  
p o u r  l ' i n d e x a g e ,  l a  f o r m e  f i n a l e  d u  p r o b l è m e  d e  H e l m h o l t z  e n  n o t a t i o n  m a t r i c i e l l e  e s t :  
H 9  =  [  F ; , ( B )  ®  P , u  +  P( } ( )  ®  P ( À ) - r y P ( B )  ®  P ( À - ) ] 9  =  P ( B )  ®  P ( À ) R  =  R  
( 3 . 3 a )  
L e s  p r o d u i t s  t e n s o r i e l s  e f f e c t u é s  à  l ' i n t é r i e u r  d u  c r o c h e t  à  g a u c h e  p e r m e t t e n t  d ' o b t e n i r  
e x p l i c i t e m e n t  l ' o p é r a t e u r  d e  H e l m h o l t z  2 D ,  c e p e n d a n t  c e l u i - c i  e s t  u n e  m a t r i c e  c r e u s e  d e  g r a n d e  




) ,  c e  q u i  r e n d  s o n  i n v e r s i o n  d i r e c t e  d i f f i c i l e .  
D a n s  u n  p r e m i e r  t e m p s  o n  é l i m i n e  d e  H  9  t o u t e s  l e s  c o n t r i b u t i o n s  c o n n u e s  q u i  v i e n n e n t  
d e  À t  e t  Â . N  e t  l e  c ô t é  d m i t R  d e v i e n t  R ' .  D a n s  u n  d e u x i è m e  t e m p s  n o u s  a l l o n s  e x p l o i t e r  l a  
s é p a r a b i l i t é  d u  p r o b l è m e  c o n t i n u ,  q u e  l a  d i s c r é t i s a t i o n  p r é s e r v e ,  p o u r  é c r i r e  l a  s o l u t i o n  ~ e t  l e  
t e r m e  i n h o m o g è n e  R '  e n  t e r m e s  d e s  m o d e s  p r o p r e s  < P m  e t  d e s  v a l e u r s  p r o p r e s  ê m  d e  l ' é q u a t i o n  
m a t r i c i e l l e  s u i  v a n t e  :  
L  [  PJ . J .  - ê , . , P ( À ) L r  <P~~~(~. ) =  0 ,  i , m =  1 ,  N  - 2  
i ' = I , N  '  
< J >
1 1 1  
(~ ) ,  1 >
1 1 1  
( À N )  =  0 ,  
( 3 . 3 b )  
M i m  =  <Pm (~+l ). 
O n  f i x e  l a  n o r m a l i s a t i o n  e n  i m p o s a n t  M T  P ' ( Â ) M  = m a t r i c e  u n i t é  d e  d i m e n s i o n  ( N - 2 ) ,  
e t  o ù  P ' ( , l )  e s t  P ( À )  r e s t r e i n t  a u x  p o i n t s  i n t é r i e u r s .  O n  p e u t  a l o r s  é c r i r e  p o u r  l e s  p o i n t s  i n t é r i e u r s  
e n  À :  
N - 2  
9(~+ l ' B)= I M i l l l  9 / / I ( B ) ,  i = 1 , N - 2 , j = l . , N ,  
m = l  
N - 2  
R l l l , j  =  I  M i l l l  R ; + l , j '  
i = J  
m , j  = l , N  - 2 .  
( 3 . 3 c )  
E n  e f f e c t u a n t  c e t t e  t r a n s f o r m a t i o n  s u r  9  e t  R '  l e  p r o b l è m e  d e  H e l m h o l t z  2 D  s e  r é d u i t  à  
u n e  s é t i e  d e  N - 2  i n v e r s i o n s  d e  s o u s - o p é r a t e u r s  t r i d i a g o n a u x  d e  t a i l l e  3 x N  p o u r  l e s 9 , , ( Bj )  q u i  
p e u v e n t  s ' é c r i r e :  
L  [ ê
1 1 1




( B / ) = R m, j '  j , m = l , N - 2 ,  
/ = l , N  
( 3 . 3 d )  
9 m( B , ) , 9 m( B N )  c o n n u s .  
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L' algorithme est donc: 
a) an alyseenmode pourobtenir Rm,J' f/J," (~ )et f/J,, (BN ), 
b) inversions des matri ces tridi agonales (Eq. 3.3d), 
c) synthèse pour obtenir la so lution tjJ(:i;,(J1) 
Un intérêt suppl émentaire de cette méthode est que quand la résolution e t uni forme, les 
modes sont des sinus et que la transform ation de Four ier rapide (FFT) e t son inverse peuvent 
être utilisées à la pl ace des produi ts m atti ciel . C'est calqué sur la méthode utili sée dans le 
modèle GEM d 'Environnement Canada (Côté et al, 1998). 
3.1.1 Test préliminaire 
Afin de véri f ier que les algorithmes que nous utili son sont stables et conve rgent, nous 
allons effectuer des te ts sm un des panneaux pti au hasard. Si les résultat sont convaincants 
nous pourrons alors effectuer des tests sur tous les panneaux de la grill e sphère-cubique 
parallèlement. Reprenons le problème de Helmholtz sur un panneau (l) quelconque: 
- --+-- cos-e--· - - ry r/Jul = R U) ( 1 a
2 
1 ( ? 1 J ) 
cos
2 8 ë),1,2 dsine asine 
(3 .4) 
L ' idée est de partir d ' un problème dont la solution est connue pour pouvoir la comparer 
à celle que nous obtiendrons. Ceci nous permettra de calculer à chaque fois l'en·eur ou l 'écatt 
afin de déterminer si nos algorithmes convergent ou divergent. Le problème de Helmholtz est 
soluble si l'on conna it le terme som ce R, la constante de Helmholtz 11 les conditions aux 
frontières des SD. Toutes ce informations peuvent être obtenues si nous nous imposons notre 
solution. 
Pos tulons la gauss ienne uivante : 
(3.5) 
comme solution de notre problème. L'amplitude o., la constante L et la constante de 
Helmholtz 11 sont données. En appliquant J'opéra teur de He lmholtz à cette fo nction, on obtient 
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et sauve le terme source RIIJ . JI nous reste juste à définir la fonction sur tous les points frontières 
du SD choisi pour avoir la formul ation du problème de Helmholtz à résoudre. De cette manière, 
on a créé un problème dont on connait la solution. Pour résoudre numériquement le problème, 
on a utilisé J' algorithme précédemment décrit (Voir annexe B, sect ion B2). 
3.1.2 Résultats et interprétation 
Le premier test consiste à centrer la gaussienne à l' intersection des trois panneaux 1, 2 
et 5, puis de voir si nous sommes capables numériquement de la reproduire. Dans cette région 
OÙ À et 0 valent 45 degrés chacun , les périmètres des trois pann·eaux se chevauchent 
mutuellement, ce qui est idéal pour effectuer des tests. 
Fig. 3.1 Représentation de la distribution sur la sphère. À gauche, on représente 
la distribution sur une grille gaussienne ; à droite on montre 1 'endroit où cette 
distribution sera représentée sur notre grille sphère-cubique. 
La figure de gauche trace la distribution initiale sm une grille gaussienne et la figure de 
droite montre l 'endroit où elle apparait sur notre sphère-cubique. Pour ce premier test, nous 
al lons considérer une gri lle de 50 points dans les deux directions lat et lon pour un recouvrement 
o = 512 et l'amplitude (a) de la distribution vaut 1. L' idée est de voir co mment la distribution 
37 
serait représentée sur le panneau 1 (rouge) si on lui fournissait des conditions frontières exactes 
au début de la simul ation. 
06 
Fig. 3.2 : Représentation de la distribution sur le panneau 1 
Comme on s'y attendait le panneau l montre un bout de la gaussienne. Le score (écart 
maximal entre la solution analytique et numérique sur tous les points de grill e) a été évalué à 
2.4e-13. Ce qui confirme que l' algorithme reproduit la solu tion analytique. 
3.2 Résolution du problème de Helmholtz 20 sur toutes les faces 
Pour obtenir une solution sur la sphère, on résout parallèlement le même algorithme sur 
les six panneaux. En partant de co nditions aux limites exactes, on retrouve la solution analytique 

























On remarque que l ' amplitude de la distribution est plus significative sur les panneaux 1, 
2 et 5 ; L' ordre de grandeur sur les autres panneaux est beaucoup plus petit. 
Pour pousser les tests plus loin , nous allons fournir des conditi ons frontières biaisées à 
chacun des panneaux afin de voir si à l ' aide des procéd ures de communication, l' algorithme est 
capable de converger vers la solution de référence. Pour ce fa ire, on ajoute à la fonction sur le 
périmètre de tous les panneaux, une perturbation aléatoire. La nouvelle allure de la distribution 
en tenant compte de la perturbation est la sui vante: 
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Vue de face Vue de dessus 
Fig. 3.4 : Solution globale perturbée 
3.2.1 Test avec conditions aux limites biaisées 
Avec les mêmes paramètres que précédemment, on résout i térativement Je problème de 
Helmholtz. La différence avec le cas précèdent est qu'ici , nous cherchons à faire converger les 
conditions frontières autour de chacun des panneaux le plus proche possible des conditions 
frontières exactes, sans quoi il serait impossible de tendre vers la solu tion analytique. 
L'algorithme utilisé commence en se f ixant un seuil en deçà duquel on estime le résultat 
satisfaisant. Ensuite, on résout le problème en parallèle sur les 6 SD avec des conditions 
fro ntières perturbées. Au cours des itérations suivantes, les conditions frontières sont rafraîchies 
en interpolant la solution que nous venions de calculer à l ' intériem des SD. Le processus se 
poursuit jusqu ' à ce que la différence entre deux itérations successives soit inférieure à un seuil 
fixé au départ. 
3.2.2 Résultats et interprétation 
Après une première itération (compteur= !), on obtient la f igure ci-dessous. Elle n' arrive 
pas à reprod uire solution attend ue. L'erreur calculée est 99.9, ce qui est extrêmement élevé mais 





























Panneau : 4 






Fig. 3.6 : Solution par panneau perturbée à la z ème itération 
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Panneau = 1 Panneau= 2 
os os 
05 15 
·1 ·1 ·1 os 
10~ 
Panneau= 3 10~ 
Panneau= 4 
'~ 0  
·1 
1 
05 0 --~3 
.()5 -- 1 0 
·1 ·3 ·1 





2S 15 .05 IS 
05 ·15 ·1 ·15 ·1.5 ·1 
Fig. 3.7 : Solution par panneau perturbée à la 3ème itération 
Panneau= 1 Panneau= 2 
05 05 
05 05 15 
·1 







·1 ·3 ·1 ·1 -2.5 








os ·15 ·1 
Fig. 3.8 : Solution par panneau perturbée à la 4 ème itération 
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Les figures 3.5 à 3.8 montrent que seul es quatre itérations success ives sont nécessaires 
à chacun des pas des temps pour faire converger la solution numérique au cas où les conditions 
initiale ne seraie nt pas cotTectes au départ de la simulation. Le score diminue lorsque le nombre 
d' itérations augmente comme on peut le voir dans le tableau suivant: 
Score 
1 9.9967e+O 1 
2 3.7335e-01 
3 8.582 le-05 
4 3.1919e-05 
Tableau 2 : Score au cours des quatre premières itérations 
Comme nous l ' avons vu au chapitre précédent cette convergence peut être accélérée si 
on augmente le recouvrement, cependant on augmentera Je coût de calcul mais on réduira les 
communications. Il faudra donc choi sir entre coût de calcul et convergence rapide de 
1 ' algorithme, le paramètre qui nous convient le mieux. Ce choix ne pourra pas être fait au cours 
de ce travail car il demande de prendre en compte tout un ensemble de paramètres dont le 
schéma temporel ou encore les différents schémas de discréti sation qui ne seront pas abordés 
ici. Par contre nous sommes en mesure de définir un seuil minimal d 'erreur lié à notre méthode 
d ' interpolation en deçà duquel aucune optimisation ne pourra descendre. En d ' autres termes, la 
méthode d ' interpolation de Lagrange que nous utilisons génère une certaine en eur qu'on ne 
pouna jamais éliminer. L' avantage es t que cette erreur diminue drastiquement lorsque la 
résolution du modèle augmente ce qui est une bonne nouvelle car cette grille est conçue pour 
les modèles à hau te résolution. Afi n de démontrer cette affirmation nous avons réali é un 
dernier test visant à déterminer l' erreur au bout de quatre itérations du modèle à di verses 
résolutions. Les diverses résolutions vont de 1000 km ( ll x ll points par SD) à 15 km (670x670 
points par SD). 
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En plus de la courbe donn ant les valeurs d'erreur que nous avons ca lcul ées (en bleu), 
nous proposo ns aus i une courbe qui pa r li sage permet d 'es timer l' erreur pour une résolution 
donnée san s avoir à rouler à nouveau le code (en rouge) . 
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Fig. 3.9 É volution de l'erreur du modèle à diver ses r ésolutions. En abscisse on a la 
résolution spatiale du modè le en Km et en ordonnée l ' erreur calculée au bout de 4 itérations. 
La courbe en bl eu correspond à l' erreur; la courbe en bl eu es t la fo nction polynomiale 
passant par Je maximum de points calculés. 
Nous remarquo ns que l'eneur diminue quand on tend vers des résolutions de plus en 
plus fines. La raiso n est que plus les points sont rapprochés les uns des autres, plu 
l ' interpolation est précise. Les quatre figures présentent des patrons sim il aires, nous fa iso ns à 
chaque fois un zoo m lorsque l'asymptote à l'orig ine tend vers zéro. Le but est de se rapprocher 
de plus en plu s vers les hautes résolutions pour avoir l ' ordre de grandeur de l ' erreur. À 1000 
Km de réso lution, l' erreur est de l ' o rdre de 10·3 tandis qu ' à l SKm elle a diminué à 10·8. Ceci 
montre que la grill e es t optimale pour le hautes résolu tions. 
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3.3 Synthèse partielle 
La discréti sation du problème de Helmholtz sur un panneau nous a permis de vérifier la 
précisio n de notre algorithme. En s ' appuyant sur les résultats obtenus, nous avons combiné les 
solutions sur chacun des SD pour arriver à une solu tion glo bale quasiment identique à la 
so lu tion analytique dès la prem ière itération. Le dernier test qui pouvait nous convaincre de la 
qualité nos résultats était de partir de conditio ns fro ntières biaisées sur chacun des SD e t de 
parvenir malgré cela à la convergence. La première itération de toute évide nce ne donne pas la 
solutio n exacte mais après avo ir effectué trois itératio ns supplémentaires, nous sommes 
paTVe nus à la convergence. Pour terminer, nous avons estimé 1 'erreur du modèle (due en grande 
partie à l' interpolation sur les fro ntières des SD) en fo nction de différentes résolutions. Le 
résultat, comme attendu, montra que cette erreur diminue à mesure que la résolution augmente. 
Pour une résolution de l 'ordre du km, elle sera it de l' ordre de l ' erreur du logiciel de calcul 
utilisé; donc négligeable. 
CONCLUSION GÉNÉRALE 
La prév ision du temps est un domaine des sciences d'une grande complex ité. Au-delà 
de la compréhension des lois physiques nous permettant de faire des prévisions, il faut aussi 
prendre en compte un aspect chaotique de l' atmosphère dont on pourra toujours réduire son 
influence sur les prévisions sans jamais annuler. Dans cette optique, nous avons regardé Je 
problème de prévision non du sommet de la chaîne mais à la base en commençant par la 
co nstruction même de la gTill e. L'objectif étant d' améliorer ce qui existe actuellement sans 
révolutionner. Pour ce faire, nous avons commencé par regarder comment utiliser au meilleur 
de leurs capacités les ressources informatiques dont nous disposons actuellement. Nous avons 
concl u que la manière optimale de le faire e t de rendre parallèle les algorithmes de résolution 
numérique des équations du modèle afin que le max imum de processeurs (de nos calculateurs) 
puissent toujours être actifs. Une des manières de parallé liser est de décomposer le système à 
résoudre en sous-systèmes co ntenant les mêmes informations que le système origin al bien 
qu'ayant des dimen ion plus petites. Cette approche devrait accélérer la vitesse de résolution 
des équations si la convergence est assez rapide. En d' autres terme , on sait que les problèmes 
numériques seront résolus dans chacun des SD, mais quelle certitude avons-nous que ses sous-
solutions seront liées entre elles car il ne faut jamais perdre de vue que l ' atmosphère est un 
fluide continu . Pour répondre à cette ques tion nous avons regardé le problème de Helmholtz 
lD sur le cercle dans le cas de 2 et 4 SD. L'étude à deux sous-domaines fa ite par Qaddouri et 
al. (2008) pour la grille Yin-Yang a permis de voir que la convergence est toujours poss ible 
quand il y a du recouvrement entre les SD. Cette conclusion a été confirmée dans le cas à 4 SD. 
Cette bonne nouvelle nous a permis d' attaquer avec plus de séré nité le problème à deux 
dimensions qui nous concerne. Les résultats comme attendus montrent que les solutions par 
sous-domaines convergent vers la solution de référence après une itération lorsque les 
conditions sur les bords sont exactement co nnues mai on a besoin de trois itérations 
supplémentaires dans le cas où elles sont baisées. Cette vitesse de convergence peut être 
accélérée si on augmente le recouvreme nt; mais on augmenterait alors le volume de données à 
traiter. Un compromis devra donc être fait entre vitesse de convergence et le temps de 
communication. La bonne nouvelle au terme de ce travail est que la méthode el a sique de 
Schwarz que nous avons utili sée étant lente, les résultats obtenus (quoique satisfaisa nts) ne 
pourront qu 'être améliorés par la suite lorsque l'on utili era les conditions de Robin optimisées. 
ANNEXE A 
Le coefficient co correspond au déterminant de la matrice de droite et cs à celui de la 
matrice de gauche. 
Les matrices de gauche M (l) et de droite M'(!) s 'écrivent respectivement : 
a b 0 0 0 0 0 0 0 0 0 0 0 0 a ' b' 
c d 0 0 0 0 0 0 0 0 c ' d' 0 0 0 0 
0 0 f 0 0 0 0 ' J' 0 0 0 0 0 0 e e 
0 0 h 0 0 0 0 0 0 0 0 ' h' 0 0 g ~M~I ) = g Mel)= 0 0 0 0 j 0 0 0 0 ·1 ., 0 0 0 0 (A. l) 1 J 
0 0 0 0 k l 0 0 0 0 0 0 0 0 k' l' 
0 0 0 0 0 0 0 0 0 0 m ' ' 0 0 m n n 
0 0 0 0 0 0 ' q' 0 0 0 0 0 0 p q p 
Les termes non nuls de la matrice de gauche sont : 
a = /311 e = f3z 1 i = /33 1 m = /34 1 
bJ~J~ n =KI 
c =-/31cosh(KJr + Kc5) + Ksinh(K.7l" + Kc5) , 2 2 
. K.7l" K.7l" d =-/31 smh(-+ Kc5)+ KCosh(-+ Kc5) 1 2 2 
g =-/32 cash( JOr + Kc5) + Ksinh( K.7l" + Kb)1 2 2 
h= -/32 sinh(KJr + Kc5) + Kcosh( K.7l" + Kb)1 2 2 
k =-/33 cosh ( K.7l" + Kc5) + Ksinh ( K.7l" + Kb)1 2 2 
. K.7l" K.7l" 1 = -/33 smh(-+ Kb)+ KCosh(-+ Kb)1 2 2 
p= -j34cosh(JOr + Kc5) + KSinh(KJr + Kc5)1 2 2 
q = - j34 Sinh( K.7l" + Kb) + KCOSh( K7l" + Kb) . (A.2) 2 2 
Pour alléger la notation nous avons dénoté /3t ce qu 'on a appelé fJi'> dans le chapitre 2. 
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Et ceux de la matxice de droite ont : 
a' = P1 cash( .rar )+ Ksinh( .rar ), b' = P1 sinh(.rar )+ Kcosh( .rar ), 2 2 2 2 
c' = -P1 cosh(Ko)+ Ksinh(Ko), d' = - P1 sinh(Ko)+ Kcosh(Ko), 
e'= Pzcosh(.rar)+Ksinh(.rar), J'= Pzsinh(.rar)+Kcosh(K7\ 
2 2 . 2 2 
g' =-Pz cosh(KO) + Ksinh(KO), h' =-Pz sinh(KO)+ Kcosh(KO), (A.3) 
i'= P3 cosh(.rar)+Ksinh(.rar), /= P3 sinh(.rar)+Kcosh(.rar), 2 2 2 2 
/{ = - P3 cosh(Ko)+ Ksinh(Ko), ( = -p3 sinh(Ko)+ Kcosh(Ko), 
m'= P4 cosh(.rar) +Ksinh(.rar), n'= P 4 sinh(.rar)+Kcosh(.rar), 2 2 2 2 
p' = - P4 cosh(Ko)+ Ksinh(Ko), q' = -P4 sinh(Ko)+ Kcosh(Ko) . 
On cherche maintenant à annuler le déterminant de la matrice M'u), ce qui est équivalent 
à annuler le coefficient co. On peut la transformer pour obtenir les conditions qui permettent de 
choisir /]2 en fonction de,& de façon à ce que co soit nul. 
La première étape consiste à réordonner la matrice de façon à ce que les paramètres 
impairs et pairs soient groupés ensembles, ceci ne change pas le détermjnant. La matrice de 
permutation suivante effectu e ce regroupement : 
1 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 
0 0 0 0 0 1 0 0 P= (A.4) 
0 0 1 0 0 0 0 0 
0 0 0 1 0 0 0 0 
0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 1 
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M'(!> devient donc PM'cl) P : 
0 0 0 0 0 0 
, b' a 
0 0 0 0 c 
, d' 0 0 
0 0 0 0 i' ., 0 0 J 
0 0 0 0 0 0 k' r 
, J' 0 0 0 0 0 0 
(A.5) 
e 
0 0 g 
, h' 0 0 0 0 
0 0 
, , 
0 0 0 0 m n 
, q , 0 0 0 0 0 0 p 
Cette matrice possède 2 blocs non-zéro et Je déterminant es t le produit des déterminants 
de chacun des blocs. Puisque nous nous intéressons au bloc des variables pair il suffit que le 
déterminant de ce bloc soit O. Ce déterminant est 
( , , J' ') ( , , 1 ' ') e q - p g n - 1m . (A.6) 
L'équ ation A. 6 s' annule si /]2 = Kou si : 
/12 
__ K( fi4 cosh( 7"- KO) + Ksinh( 7-KO)) _ K( ,B4 + Ktanh( 7-KO)) 
(A.7) 
/34 s inh( lm - KO) + Kcosh( lm - KO) /34 tanh( lm - KO) + K 2 2 2 
Cette dernière racine a la propriété de fa ire en sorte que le coeffic ient c2 soit aussi nul 
ce qui n'est pas le cas pour la première racine. En posant K= 1 et 0= 0 dans (A.7) on obtient le 




L' idée est de prédéfinir pour chacun des points du périmètre d'un panneau le nom du 
panneau voisin et J'endroit précis sur lequel il prendra ses nouvell e conditions initiales. 
for i_ pan = l :n_ pan <;, Boucle sur les panneau:-; 
for k = l: n_per '7c Boucle sur les points du peri mètre 
compteur= 0 ; <;, Pour chacun des points du pt!rnnetrc d'un panneau on détermine à co mbien de voisins tl 
appartient 
for i_v = J :n_voi ins cc Boucle sur les vo isins 
if lon_i<=lambda ET lam bda<=lon_f ET lat_ i<=theta ET theta<= lat_f 
compteur= compteur+ J. ; 
lon_ vo i(k, c01npteur) = lam bda; ''c Longitude voh in 
lat_ voi(k, compteur) = theta; '7r Latitude voisin 
di s_ vo i(k, compteur) = (nonn(lxyz-o_x))/rayon_terre: 
j_ vo i(k, compte LŒ) = j ; <;., O n sau\ c le voisin o btenu 
end 
end 'k 1 ·in de la boucle sur les \'Oisins 
Il = 1 ; 
if compteur == 0 OU compte LU· > 2 
display('Something wrong' ); 
STOP <fe. Ce cas est improbable ct e ntratne immédiatement l'arrêt de la procédure 
elseif compteur== 1 
Si le comptem est égal à u n, c'est parfait. 
elseif compteur== 2 ET dis_ vo i(k, 1) > dis_voi(k,2) 
Il = 2; 
Enfi n, si le compteur est égal à deux, on cha i it le po int qu i est le plus loin des frontières . 
end 
', l'in test sur compteur: O n 'i;J UYe les n:sultats obtenu' 
e nd c, hn de la boucle sur lès poinh du périn1ctre 
end '7r l'ln houck sur Je, panneau:-; 
'" 1 111 de l'algorithme 
• B2 
Pseudo-code 2 
Initia li sa tion des variables 
Rh représente le terme ource, qO la so lution de référe nce, qO_p noo·e so lutio n o btenue 
'Ir 1) Tra1bformec Je J:ouner ua11' la uirection 1 (On rroJt:lle le côte drnil dans !·espace de l·ourier) 
qO_ p = phi_d * Rhs; ';c On implemente la TF a vec le produit matriciel (transronnéc lente) 
';r Division par p(J. ) dans l"esracc de Fourier 
for k = 1 : N-2; 
q0_p(k,2:N-I ) = gO_p(k,2:N- l )lr_O(k+ 1); 
end ; 
'
1r 2) Résolution tridiagonale dans la direction 0 (so lution pour chacun des modes de Fourier) 
for k = J :N-2; 
A = ( e_d(k) * Pm(8) + poo- 11 * p(8) ); 
sol_2(k,:) = ( A \ sol_2(k,:)' )'; 
end ; 
<;, 3) rransformée illi'Crse de J·ourier dans la direCtiOn/ (asse mblage de la so lution dans l'espace flhysique) 
gO_ p = phi_d * gO_p ; 




Chacune de nos gri ll es étant une f igure géométrique pl ane, seules deux coordonnées 
sont nécessaires pom représenter un point s 'y trouvant. Les coordonnées lat/l on que nous avons 
choisies s'écrivent sous leur forme discrétisée comme suit: 
(Â, () ); =A,, B; , avec i = l, N 
~ = Âo + (i - 1)~}. 
(); = ()o + (i - 1 )~ (} 
Âo = ()0 et~}.= ~() (C.l ) 
~( sine) ; =sinB;+ 1 -sin(); , aveci= l,N- 1 
- 3 (); = ()0 +(i --)~(), avec i = l, N + 1 2 
- - -~(sin ()) ; =sin();+l -sin(); avec i = 1,N 
Les opérateurs de différences finies prennent la forme : 




1 2 1 
- - - -
~}. M M 
Pu = (C .3) 
1 2 1 
- -- -




~( sin e)l 
cos 2 ()1 
P,ll (()) = (C.4) 
~( s in et 
cos
2 ()N 
P(() ) = r~ ( sin B) 1 (C.5) 
Pw= 
cos2 fh 
~( sinB ) 1 
cos' fh 





cos' ë, cos' ë, J 
- ~( s in B) 1 + ~(sin B) , 
cos' ë, 
~( s in B)2 
cos
2 BN-I ( cos2 BN-1 cos' B"' J ~( s i n B) "'_2 - ~( s in B)N_2 + ~( sinB) "'_ 1 
co 2 BN 
~( sinB) ,_ 1 




~( s in B)"'_1 
cos
2 B"' 
~( in B)N-I 
(C.6) 
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