In this work, we consider time-fractional Navier-Stokes equations (NSE) with the external force involving finite delay. Equations are considered on a bounded domain Ω ⊂ R 3 having sufficiently smooth boundary. We transform the system of equations (NSE) to an abstract Cauchy problem and then investigate local existence and uniqueness of the mild solutions for
Introduction
The Navier-Stokes equations (NSE) are the prime system of equations in the study of fluid dynamics which represent the motion of a viscous fluid passing through a region. One may consider the situation when the fluid passes through such a medium that the fluid motion behaves anomalously.
To control such system one may consider the external forces having some hereditary features which depends not only on the present state of the system but also on the past history of the system. Therefore, from the last two decades, the study of NSE with force term consisting of such delay received lot of attention. For instance see [2, 6, 10, 16, 17] and references therein. On the other hand, the study of time fractional functional differential equations has gained a huge attention from the researchers, not only due to its novel applications in the field of science and engineering study but also due to the non-local nature of fractional derivatives. In particular, generalized model of a diffusion phenomena in a porous media behaves much better than the classical model of that diffusion phenomena. So, it is significant to consider time fractional NSE with delay model which reads as follows;
Let Ω ⊂ R 3 be a bounded domain with sufficiently smooth boundary ∂Ω. where u = (u 1 (x, t), u 2 (x, t), u 3 (x, t)) represents the velocity of the fluid, p = p(x, t) is the associated pressure, [−r, 0] is the finite delayed interval, u t (θ) = u(t + θ), −r ≤ θ ≤ 0, f is an external force which is given in terms of the past history of the velocity, φ is the initial datum corresponding to delayed interval and c D α t u is the Caputo fractional order derivative of order α ∈ (0, 1). J. Leray [13] was the first who has initially contributed to the mathematical study of NSE. After that Kato-Fujita [11, 5] has proved the existence, uniqueness and regularity of the mild solutions in space-time variable of the classical NSE by transforming the system into an abstract initial value problem and using semigroup theory. From last few decades there has been lot of work on the study of classical NSE, for instance, see [8, 7, 18, 1] and references therein. Caraballo et al. [2] was the first who considered integer order NSE with finite delay and proved the existence of weak solution in a bounded domain. For similar investigation of these problems on unbounded domain and unbounded delay, one may refer [6, 10] . In contrast to this, Yong Zhou et al. [23] have studied existence, uniqueness and regularity of mild solution for the time fractional NSE without delay.
Recently Yejuan Wang et al. [22] proved the global existence, regularity and decay of mild solution of fractional Navier-Stokes inclusions when the initial velocity belongs to C([−r, 0]; D(A ǫ )), where
, by using some techniques of measure of noncompactness in L p -framework. However, no work has been reported on the analysis of fractional order NSE with delay. Our aim in this paper is to investigate the existence, uniqueness and regularity of mild solution for fractional order NSE with finite delay in L 2 framework.
The paper is organized as follows. In section 2, we recall some definitions, preliminary results on estimation of analytic solution operators and the nonlinear term F u = −P (u · ∇)u. In section 3, we present our main results concerning local existence of mild solution of the problem (1.1). In section 4, we study about the maximality of interval of existence and blow up of the mild solution.
Regularity of mild solution is given in section 5.
Preliminaries
This section recalls basic definitions, notations and preliminary results which will be used throughout the paper. We use the standard notations, R, N for denoting the set of real numbers and natural numbers respectively. Let X be a Banach space with the norm . X . For two Banach spaces X and Y , B(X; Y ) denotes the space of all bounded linear map from X to Y . For X = Y , we write B(X; X) as B(X). Let 1 ≤ p < ∞, then for any interval I in R, L p (I; X) denotes the set of all X-valued measurable functions f on I such that I f (t) p X dt < ∞ and is a Banach space endowed with the norm
k, where j, k ∈ N} is known as Sobolev spaces of order k. It is a Banach space with respect to the
Let Ω ⊂ R 3 be any domain.
is known as Stokes operator. Since 0 ∈ ρ(A) [21] , where ρ(A) is the resolvent set of A and −A generates the analytic semigroup {T (t)} t≥0 , then one can define the fractional power of A as follows [20] ; 
where
Let 0 < α < 1. Now, we define following two families of operator on L 2 σ (Ω),
where Γ ̺,η is a suitable path in ρ(−A). For more details see [9] .
Using these operators and some tools of fractional calculus, we define the mild solution of (2.1) as follows; 2 )) and u satisfies the following integral equations;
) is said to be a classical solution of the problem (2.1) if it satisfies following conditions;
Lemma 2.5.
[9] Let S α (t) be defined by (2.2). Then following holds;
Lemma 2.6.
[9] Let T α (t) be defined by (2.3). Then following holds;
2 ), then following estimations hold;
), then following estimations hold;
Lemma 2.9. [23, p. 890] Let 0 < β < 1 and T α (t) is defined by (2.3). Then there exists
) for all s, t > 0 with t > s. In another words, t → A β T (t) is continuous for t > 0 with respect to uniform operator topology. Proposition 2.12. Let 0 < β < 1 and
(n−1)! Γ(αn) sin(παn), t ≥ 0, for more details on Mainardi function, see [15] . Then, following [3] , S α (t) can be written as,
Since,
by Lemma (2.10) we have,
Local existence of mild solution
In this section, we establish local existence and uniqueness of mild solution to (2.1).
for all ϕ, ψ ∈ U and for some L f > 0, Then for every φ ∈ U , there exists a unique mild solution u :
Proof. Let φ ∈ U and R > 0 be such that {ψ ∈ Y 1
≤ R} ⊂ U . Let T > 0 (will be fixed later). We define the following set,
which is a non-empty closed subspace of
2 ) is endowed with sup-norm topology. Now we define an operator on Z 1 2 as follows,
Also we can choose some t 4 > 0 such that 
Consider I 1 . We see that,
Since by Lemma (2.9) t → A 
and hence I 1 → 0 as t → t 0 . Now consider I 2 . Using Lemmas (2.6)(iv), (2.7)(i) we have,
Again using Lemmas (2.6)(iv), (2.7)(i) in I 3 we have,
Analogously it can be proved that A T α (t − s)P f (s, u s )ds and let t 0 ∈ (0, T 1 ] with t > t 0 and δ > 0 small enough.
Consider J 1 . We see that,
. Also since by Lemma (2.9) t → A such that,
and hence J 1 → 0 as t → t 0 .
Similarly considering J 2 and using Lemma (2.6)(iv) we have,
Since for any
H.S of (3.2) → 0 as δ → 0. Again by using Lemma (2.6)(iv) in J 3 we have,
Again, since for any
H.S of (3.3) → 0 as t → t 0 . Therefore A 1 2 (w(t) − w(t 0 )) → 0 as t → t 0 +. Analogously it can be proved that A ), therefore by Proposition (2.12), Lemma (2.5)(iii) we can say that
Thus we proved that t → Ku(t) is continuous on [−r, T 1 ] with respect the topology induced by
. Then using Lemmas (2.6)(iv), (2.7)(ii) we get,
Since both the integrals in R.H.S of (3.4) tend to zero as t → 0, we can choose a small positive T (≤ T 1 ) such that following holds, 4 Global existence result , problem (2.1) has a unique mild solution on a maximal interval of existence [−r, t max ).
Proof. From the previous result, we know that the mild solution of (2.1) exists in the interval [−r, T ].
Now we prove that this solution can be extended to the interval [−r, T + δ] for some δ > 0.
Let u be the mild solution of (2.1) on [−r, T ]. Define v(t) = u(t + T ) where v(t) is a mild solution of
. Hence the existence of the mild solution of (4.1) on some interval [−r, δ], where δ > 0, is assured by the Theorem (3.1). Consequently, let [−r, t max ) be the maximal interval of existence of mild solution of (2.1).
Let us assume that lim t→tmax u(t) D(A ≤ N and P f (t, u t ) ≤ N ω(t) for all t ∈ [0, t max ).
Let 0 < t < τ < t max and δ > 0 be sufficiently small. Then we have
α , therefore by applying Hölder's inequality in 2nd and 4th integrals of the above inequality and using the fact (2.9), it is easy to check that R.H.S of the above inequality can be made arbitrarily small by choosing |t − τ | sufficiently small. Hence t → u(t) is uniformly continuous on (0, t max ) with respect to the topology induced by D(A 
Regularity result
In this section, we prove the regularity of the mild solution of the problem (2.1). If we could prove that the function t → F u(t) + P f (t, u t ) is Hölder continuous on the interval [0, T ] in a Banach space L 2 σ (Ω), then the mild solution of (2.1) is classical one [14] . But we found that for the mild solution 
for all ϕ, ψ ∈ U and for some L f > 0, Then analogous to the proof of the Theorem (3.1), it can be proved that under the above assumptions 
) for all t, s ∈ [0, T ] and
, for some θ ∈ (0, 1).
Then the mild solution is a classical solution.
To prove the above theorem we first need to prove the following results;
Now, by using Lemma (2.6)(iv) we see that
is integrable on (0, t) and since A β is closed operator, by Lemma (2.10)
Let t ∈ [0, T ] and h > 0 such that t + h ∈ [0, T ]. Without loss of generality assume 0 < h < 1.
Now, by Lemma (2.9)
Also, using Lemma (2.6)(iv) we have
Lemma 5.3. Let 0 < β < 1 and define w(t) = Then
Proof. According to the condition u t − φ ≤ . Hence by assumption (H2), the map t → P f (t, u t ) is Hölder continuous on [0, T ] in a Banach space L 2 σ (Ω). Thus, it is proved that the mild solution is a classical solution.
