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Abstract
The current parameterization and algorithm used to fit a smoothing spline analysis of variance (SSANOVA)
model are computationally expensive, making a generalized additive model (GAM) the preferred method
for multivariate smoothing. In this thesis, I propose various approximations and algorithms to stabilize and
speed-up the fitting of two-way (or higher-way) SSANOVA models. In particular, I propose (a) an efficient
reparameterization of the smoothing parameters in SSANOVA models, (b) using strategically-selected knot
grids instead of randomly selected knots, (c) including rounding parameters in the model, and (d) scalable
algorithms for multiple-smoothing parameter selection in SSANOVA models. To validate my approximations
and algorithms, I conduct three simulation studies comparing my methods to current implementations of
SSANOVAs and GAMs that are available in R. The simulation results demonstrate that my approximations
and algorithms can perform as well as the typical SSANOVA approximation, and can do so in a fraction of
the time; furthermore, the simulation results reveal that a strategic SSANOVA can perform as well as or
better than a GAM, and (using my algorithm) the strategic SSANOVA can be fit in a similar amount of time
as a GAM. Finally, I present how these new approximations and algorithms make it possible to holistically
analyze electroencephalography data collected during event-related potential experiments.
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Chapter 1
Introduction
1.1 Overview and Large Sample Issues
Throughout this paper, I assume that data follow a semiparametric regression model (see Gu, 2002; Ruppert
et al., 2003; Wahba, 1990), which has the general form
yi = η(xi) + ei (1.1)
for i ∈ {1, . . . , n}, where yi ∈ R is the observed value of the response variable for the i-th observation with
R denoting the set of real numbers, xi ≡ (xi1, . . . , xip)
′ is a p× 1 vector containing the observed predictor
variable scores for the i-th observation, η is an unknown smooth function relating the response and predictor
variables, and ei ∼ N(0, σ2) are unknown independent, normally-distributed measurement errors, where σ2
denotes the measurement error variance.
Given (xi, yi) for i ∈ {1, . . . , n}, a popular approach for estimating η is the minimization of a penalized
least-squares functional, such as
(1/n)
n∑
i=1
(yi − η(xi))
2 + λJ(η) (1.2)
where J is a quadratic penalty functional quantifying the roughness η, and λ ∈ (0,∞) is a smoothing pa-
rameter that controls the trade-off between the goodness-of-fit of the data and the smoothness of η. Note
that the penalized least-squares functional in equation 1.2 is proportional to minus the log-likelihood of
y ≡ {yi}n×1 given X ≡ {xij}n×p. As a result, estimating the η that minimizes equation 1.2 is typically
referred to as a penalized likelihood regression problem.
A smoothing spline analysis of variance (SSANOVA) model is a flexible approach that seeks to find the
η ∈ H ≡ {φ : J(φ) < ∞} that minimizes the penalized least-squares functional in equation 1.2. When the
1
predictor is multidimensional (i.e., when p > 1), an SSANOVA decomposes the estimated function into a
summation of functions from orthogonal subspaces, where each subspace corresponds to a different main or
interaction effect of the predictors. By constraining and/or removing various subspaces from the SSANOVA
model, it possible to fit a variety of different statistical models (e.g., additive versus interactive models),
making the SSANOVA framework a powerful approach for semiparametric regression modeling.
Although SSANOVAs are quite powerful (and have desirable asymptotic properties), these models are
rarely used to analyze large samples, due to the computational burden involved with fitting the model. Using
the current algorithm (see Kim & Gu, 2004), the (iterative) calculations that are needed to fit an SSANOVA
model grow linearly with n, making the approach impractical for large samples. Furthermore, when p > 1,
SSANOVA models suffer from Bellman’s (aptly named) curse of dimensionality: the number of possible
orthogonal subspaces in an SSANOVA grows rapidly as p increases, which makes the fitting of three- and
higher-way SSANOVA models computationally challenging for large n. As a result, SSANOVA models are
typically only used with p = 2 predictors and small-to-moderate sample sizes.
In this thesis, I develop several approximations and algorithms to make SSANOVA models computa-
tionally feasible for analyzing large samples. Specifically, I propose (a) an efficient reparameterization of
the smoothing parameters in SSANOVA models, (b) using strategically-selected knot grids, (c) including
rounding parameters in the model, and (d) scalable algorithms for multiple-smoothing parameter selection.
As I demonstrate via simulations and real data examples, my approximations and algorithms provide a pow-
erful approach for smoothing large data sets, and (when combined) these ideas make it possible to smooth
very large samples (e.g., n = 106) within a few seconds on a standard computer. Furthermore, unlike the
current SSANOVA parameterization, my efficient reparameterization provides a straightforward framework
for constructing three-way and higher-way SSANOVA models. As a result, these ideas should be useful for
building multi-way SSANOVA models when analyzing big data sets.
1.2 Applications to EEG Data Analysis
As a example of how smoothing splines can be useful for electroencephalography (EEG) data analysis, I
open with a simple example using event-related potentials (ERPs) recorded from the Pz electrode of 10
control subjects.1 Each of the subjects completed 10 trials of the ERP experiment, and the observed data
are plotted in Figure 1.1a; clearly, the observed data are quite noisy, and it is impossible to distinguish the
1See Chapter 7 for more information about the EEG data source.
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Figure 1.1: (a) Observed data at electrode Pz for 10 ERP trials from 10 control subjects, (b) averaged data
with pointwise 99% confidence intervals, (c) smoothed data with a 99% Bayesian confidence interval.
components of the ERP waveform from the observed data. As a result, it is typical practice to examine
averaged ERPs, with the average taken across subjects and experimental trials (see Zhang et al., 1995).
In Figure 1.1b, I plot the averaged ERP waveform corresponding to the observed data. Clearly, the
averaged data are more interpretable than the unaggregated data. However, the averaged ERP waveform
is still rather jagged, making the ERP components somewhat difficult to distinguish. Furthermore, when
the data are averaged, the pointwise confidence intervals are quite large, even without using a multiple
comparison correction to control the familywise error rate. As a result, EEG researchers typically must
analyze only small epochs of the ERP waveform in order to have enough power to reliably detect differences
in multi-channel EEG data.
In Figure 1.1c, I plot a smoothing spline estimate of the ERP waveform corresponding to the observed
data. As its name implies, the smoothed ERP waveform is much smoother than the corresponding averaged
waveform, which makes the various ERP components simpler to distinguish. Also, by interpreting η as a
Gaussian process, the smoothing spline approach makes it possible to estimate the posterior variance of
ηˆ, which can be used to form a Bayesian confidence interval around ηˆ. As is evident from Figure 1.1c,
the Bayesian interval can provide narrower bounds than the pointwise intervals around the averaged data.
Furthermore, the Bayesian interval does not require a multiple comparison correction (see Wahba, 1983),
making this approach a powerful alternative for the comparison of ERP waveforms.
3
Chapter 2
Prerequisite Definitions
Chapter Summary: In this chapter, I define and discuss some of the fundamental concepts used throughout
the remaining chapters. Specifically, I define my notation (Chapter 2.1), discuss properties of linear and
Hilbert spaces (Chapters 2.2 and 2.3), and define the concept of an ANOVA decomposition in a Hilbert
space (Chapter 2.4). This chapter relies heavily on Wahba (1990), Gu (2002), de Boor (1978), and Wang
(2011); instead of using (repeated) in-text citations, I refer the reader to these works for more information
on the topics discussed in this chapter.
2.1 Notation
The notation f, g ∈ L is used to denote generic elements (f, g) of a generic set (L). The set of real numbers is
denoted using R, and the set of real vectors of length n is denoted by Rn. The set of natural numbers (i.e.,
the set {1, 2, 3, . . .}) is denoted by N. Real-valued scalars are denoted by lower-case italic Roman letters,
vectors by lower-case boldface Roman letters, and matrices by upper-case boldface Roman letters. For a
given matrix A ≡ {aij}m×n, the transpose is denoted by A′, the inverse by A−1, and the Moore-Penrose
pseudo-inverse by A†. The n× n identity matrix is denoted by In; similarly, 0n and 1n are used to denote
an n× 1 vector of zeros and ones, respectively.
Functionals and operators (later defined) are specified using upper-case italic Roman letters. Following
tradition, the Greek letters λ, θ, and γ are reserved for smoothing parameters, whereas other lower-case
Greek letters (e.g., η, φ, ρ, etc.) are used to denote scalar functions, such as φ : X → R with X denoting
the domain of φ. Finally, a function’s first and second derivatives are indicated using accents of one and two
dots, respectively, such as φ˙ and φ¨, and a function’s m-th derivative is denoted using the notation
·m
φ.
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2.2 Linear Spaces
2.2.1 Formal Definition
For given elements f, g, h, define the operation of addition such that the following three properties hold:
1. f+ g = g+ f
2. (f+ g) + h = f+ (g+ h)
3. (∀f, g)(∃h) such that f+ h = g
Similarly, for scalars a, b ∈ R, define the operation of scalar multiplication such that the following four
properties hold:
1. a(f+ g) = af+ ag
2. (a+ b)f = af+ bf
3. 1f = f
4. 0f = 0
A set of elements L forms a linear space if for any elements f, g ∈ L and any scalars a, b ∈ R, the following
two conditions hold:
1. f+ g ∈ L (closed under the addition operation)
2. af ∈ L and bg ∈ L (closed under the scalar multiplication operation)
Given a linear space L, a set of elements fi ∈ L are said to be linearly independent of one another if∑
i aifi = 0 is true only when ai = 0 for all i. The dimension of L is the maximum number of elements in
L that can be linearly independent of one another.
2.2.2 Functionals, Bilinear Forms, and Definiteness
A functional L in a linear space L takes in an element f ∈ L and performs an operation on the element to
produce a real number (L : L → R). The notation Lf denotes the functional L operating on the element f,
and the result is a real number, i.e., Lf = a for some a ∈ R. A linear functional L in L is a functional that
satisfies the following two conditions for any f, g ∈ L and any a ∈ R
1. L(f+ g) = Lf+ Lg
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2. L(af) = aLf
If a functional L takes in two elements f, g ∈ L, then the functional is said to be bivariate, and the notation
L(f, g) denotes the bivariate functional operating on the elements f, g to produce a real number, i.e., L(f, g) =
a for some a ∈ R. If a functional L(f, g) is bivariate and linear, then it is said to have a bilinear form and
satisfies the following two properties for any f, g, h ∈ L and any a, b ∈ R
1. L(af+ bg, h) = aL(f, h) + bL(g, h)
2. L(f, ag+ bh) = aL(f, g) + bL(f, h)
From the above properties, note that if one element of a bilinear form is fixed, then the bilinear form reduces
to a linear functional of the other element. A bilinear form L(·, ·) in a linear space L is said to be symmetric
if L(f, g) = L(g, f) for any two elements f, g ∈ L. Furthermore, a symmetric bilinear form is said to be
nonnegative definite if L(f, f) ≥ 0 for all f ∈ L, and positive definite if L(f, f) > 0 for all f ∈ L (f 6= 0).
A functional that is nonnegative definite is often denoted using L(f), which is shorthand for L(f, f), and is
called a quadratic functional.
2.2.3 Inner Products, Norms, and Distances
A linear space L typically has an associated inner product, which is a positive definite bilinear form denoted
by 〈·, ·〉. An inner product defines a norm in the space L, given by ‖f‖ =
√
〈f, f〉. The norm (defined
via the inner product) provides a metric to measure the distance between two elements in L, defined as
D(f, g) = ‖f− g‖. In linear spaces, the following two inequalities are quite useful:
1. |〈f, g〉| ≤ ‖f‖ × ‖g‖ (Cauchy-Schwarz inequality)
2. ‖f+ g‖ ≤ ‖f‖+ ‖g‖ (triangle inequality)
In the above inequalities, the equality will hold only when f = ag for some a ∈ R (for the Cauchy-Schwarz
inequality) or some a ∈ R+ (for the triangle inequality), where R+ ≡ {x : x ∈ R, x > 0}.
2.2.4 Semi-Inner-Products, Semi-Norms, and Null Spaces
Any nonnegative definite bilinear form J(f, g) in a linear space L defines a semi-inner-product, which is similar
to an inner product. Semi-inner-products induce what are called semi-norms, denoted by
√
J(f) ≡
√
J(f, f).
Semi-norms are similar to norms, except that J(f) = 0 does not necessarily imply that f = 0. Note that
J(f) = 0 implies f = 0 only if J is positive definite. The null space of a nonnegative definite bilinear form J
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is the subspace NJ = {f : J(f) = 0, f ∈ L}. Note that if J is positive definite, then NJ = {0}, whereas if J
is nonnegative definite but not positive definite, NJ will contain 0 and some non-zero elements.
2.2.5 Convergence, Continuity, Completeness, and Closedness
If there is a sequence of elements fn and limn→∞ ‖fn−f‖ = 0, the sequence is said to converge to its limit point
f, which is written as limn→∞ fn = f or fn → f. A functional L is said to be continuous if limn→∞ Lfn = Lf
whenever limn→∞ fn = f. Note that, by the Cauchy-Schwarz inequality, the inner product 〈f, g〉 is continuous
in f whenever g is held constant (and vice-versa). A sequence is called a Cauchy sequence if the elements of
the sequence become closer and closer together as n→∞, i.e., if limm,n→∞ ‖fm − fn‖ = 0. Furthermore, a
linear space L is said to be complete if every Cauchy sequence in L converges to some f ∈ L, implying that
L contains all end points of all Cauchy sequences in L. Finally, an element is a limit point of a set if it is
the limit point of some sequence in that set, and a set is closed if the set contains all of its own limit points.
2.3 Hilbert Spaces
2.3.1 Formal Definition and Projections
If a linear space is complete and equipped with an inner product, the space is referred to as a Hilbert space,
and can be thought of as a generalization of the familiar Euclidean space. Typically, a Hilbert space is
denoted using the notation H. Given a Hilbert space H, any closed linear subspace of H (denoted G ⊂ H) is
itself a Hilbert space. The distance between a point f ∈ H and a closed linear subspace G ⊂ H is defined as
D(f,G) = infg∈G ‖f− g‖, and, given that G is a closed subspace, there must exist some element fG ∈ G such
that ‖f− fG‖ = D(f,G). This element fG is called the projection of f in the space G; note that fG is unique
because of the triangle inequality.
2.3.2 Orthogonal Complements and Tensor Sum Decompositions
Given an element f ∈ H and a closed linear subspace G ⊂ H, it can be shown that 〈f− fG , g〉 = 0 for all g ∈ G,
where fG is the projection of f in the subspace G. The closed linear subspace Gc = {f : 〈f, g〉 = 0, ∀g ∈ G} is
referred to as the orthogonal complement of the closed linear subspace G. Given that fG ∈ G and (f−fG) ∈ Gc,
it is possible to uniquely decompose any f ∈ H into a summation of elements from complimentary subspaces:
f = fG + fGc
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where fG ∈ G and fGc ∈ Gc (note that fGc ≡ f− fG). Consequently, any Hilbert space H can be decomposed
into two complementary spaces; this is referred to as a tensor sum decomposition of the Hilbert space, and
is denoted by H = G ⊕ Gc, Gc = H ⊖ G, or G = H ⊖ Gc. Similarly, suppose that Hn and Hc are complete
linear subspaces of some linear space L, and that Hn and Hc are equipped with corresponding inner prod-
ucts, denoted by 〈·, ·〉n and 〈·, ·〉c. If Hn ∩ Hc = {0}, it is possible to define a new (larger) Hilbert space
H = Hn ⊕Hc with the corresponding inner product 〈·, ·〉 = 〈·, ·〉n + 〈·, ·〉c.
Given a null space NJ corresponding to nonnegative definite bilinear form J(·, ·) in the space H, it is
typically possible to define another nonnegative definite bilinear form J˜(·, ·) such that the following two
conditions are met:
1. J˜(·, ·) defines a full inner product in the space NJ
2. (∀f ∈ H)(∃g ∈ NJ ) such that J˜(f− g) = 0
Assuming that such a J˜(·, ·) can be defined, it is simple to see that J(·, ·) is positive definite in the space
NJ˜ = {f : J˜(f) = 0, f ∈ H}. Furthermore, note that the bilinear form (J + J˜)(f, g) = J(f, g) + J˜(f, g)
defines a full inner product in the space H, which can be decomposed such as H = NJ ⊕NJ˜ . Thus, given
a semi-inner-product for a space H, one can typically create a full inner product either by restricting the
space or by adding a term.
2.3.3 Riesz Representation Theorem
For every element g in a Hilbert space H, the inner product Lgf = 〈g, f〉 defines a continuous linear functional
Lg. Conversely, for every continuous linear functional L in H, there is a representation Lf = 〈gL, f〉 for
some gL ∈ H. The element gL is called the representer of the functional L, and, according to the Riesz
Representation Theorem, for every continuous linear functional L in a Hilbert space H, there exists a unique
gL ∈ H such that Lf = 〈gL, f〉 for all f ∈ H.
2.3.4 Reproducing Kernels
Suppose that H is a Hilbert space of real-valued functions φ : X → R, where X denotes the domain of the
functions. The simplest functional in such a Hilbert space is the evaluation functional Lxφ = φ(x), which
(as its name implies) evaluates the function φ at the given value x ∈ X . If the evaluation functional φ(x) is
continuous for all x ∈ X , then H is referred to as a reproducing kernel Hilbert space (RKHS). Furthermore,
if H is a RKHS, then by the Riesz Representation Theorem there must exist some function ρx ∈ H that is
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the representer of the evaluation functional Lxφ = φ(x), such that 〈ρx, φ〉 = φ(x) for all φ ∈ H. Note that
ρx : X → R is some function in H that can also be evaluated, and evaluating ρx produces the symmetric,
bivariate function ρ(xh, xi) = ρxh(xi) = 〈ρxh , ρxi〉 for all xh, xi ∈ X . The function ρ has the reproducing
property 〈ρ(xh, xi), φ(xi)〉 = φ(xh) for any φ ∈ H and any xh, xi ∈ X ; as a result, ρ is referred to as the
reproducing kernel (RK) of H. See Aronszajn (1950) for a thorough discussion of RKs and their properties.
A bivariate function φ : X → R is referred to as a nonnegative definite function if
∑
h,i ahaiφ(xh, xi) ≥ 0
for all xh, xi ∈ X and all ah, ai ∈ R. Given any RKHS H of real-valued functions φ : X → R, there is a
corresponding nonnegative definite function ρ(xh, xi) that is the unique RK of H. Conversely, given any
nonnegative definite function ρ(xh, xi), there is a unique RKHS H that has ρ(xh, xi) as its RK. Now, suppose
that ρ(xh, xi) is the RK of a space H of real-valued functions φ : X → R, and suppose that ρ(xh, xi) can be
decomposed such as ρ(xh, xi) = ρn(xh, xi) + ρc(xh, xi) where
1. ρn, ρc ∈ H are both nonnegative definite functions for all xh, xi ∈ X
2. 〈ρn(xh, ·), ρc(xi, ·)〉 = 0 for all xh, xi ∈ X , where 〈·, ·〉 is the inner product of H
In this case, the spaces Hn and Hc that correspond to ρn and ρc form a tensor sum decomposition of H.
Conversely, if ρn and ρc are both nonnegative definite functions and if Hn ∩ Hc = {0}, then the space
H = Hn ⊕Hc has the RK ρ(xh, xi) = ρn(xh, xi) + ρc(xh, xi).
2.3.5 Examples of Reproducing Kernel Hilbert Spaces
Example #1: Euclidean Space
As an example, consider the Hilbert spaceH ≡ Rl equipped with the inner product 〈f ,g〉 =
∑l
x=1 fxgx. Note
that Rl can be interpreted as a Hilbert space of functions on the domain X = {1, . . . , l}, where φf (x) = fx
for all f ≡ {fx}l×1 ∈ Rl and x ∈ X . Also, note that any bivariate function on the domain {1, . . . , l} can
be written as an l × l matrix, given that φA(xh, xi) = axhxi for all A ≡ {axhxi}l×l ∈ R
l×l and xh, xi ∈ X .
Furthermore, note that the indicator function ρ(xh, xi) = I{xh=xi} is the RK of R
l, which produces Il when
evaluated at all possible xh, xi ∈ X .
First, consider the decomposition of the inner product, such as
〈f ,g〉 = 〈f ,g〉n + 〈f ,g〉c
= f ′ [(1/l)1l1
′
l]g+ f
′ [Il − (1/l)1l1
′
l]g
(2.1)
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where 〈f ,g〉n is the inner product of the null space Hn ≡ {φf : φf (1) = · · · = φf (l), f ∈ Rl}, and 〈f ,g〉c is the
inner product of the contrast space Hc ≡ {φf :
∑l
x=1 φf (x) = 0, f ∈ R
l}. Note that (l−11l1′l)(Il− l
−11l1
′
l) =
0l×l, which implies that 〈ρn(xh, ·), ρc(xi, ·)〉 = 0 for all xh, xi ∈ X . Thus, we have a tensor sum decomposition
of the form Rl = Hn ⊕Hc, and the corresponding RK decomposition is given by
ρ(xh, xi) = ρn(xh, xi) + {ρc(xh, xi)}
= (1/l) + {I{xh=xi} − (1/l)}
(2.2)
for any xh, xi ∈ X , where ρn and ρc denote the RKs of Hn and Hc, respectively.
Next, consider the decomposition of the inner product, such as
〈f ,g〉 = 〈f ,g〉n + 〈f ,g〉c
= f ′ [e1e
′
1]g + f
′ [Il − e1e
′
1]g
(2.3)
where e1 denotes the first standard unit vector, 〈f ,g〉n is the inner product of the null space Hn ≡ {φf :
φf (1) = · · · = φf (l), f ∈ R
l}, and 〈f ,g〉c is the inner product of the contrast space Hc ≡ {φf : φf (1) = 0, f ∈
R
l}. Note that (e1e′1)(Il− e1e
′
1) = 0l×l, which implies that 〈ρn(xh, ·), ρc(xi, ·)〉 = 0 for all xh, xi ∈ X . Thus,
we have a tensor sum decomposition of the form Rl = Hn ⊕Hc, and the corresponding RK decomposition
is given by
ρ(xh, xi) = ρn(xh, xi) + ρc(xh, xi)
= 1 + I{xh=xi 6=1}
(2.4)
for any xh, xi ∈ X , where ρn and ρc denote the RKs of Hn and Hc, respectively.
Example #2: The Space C(m)[0, 1]
Define L2[0, 1] ≡ {φ :
∫ 1
0
[φ(x)]2dx <∞, x ∈ [0, 1]} and C(m)[0, 1] ≡ {φ :
·m
φ ∈ L2[0, 1]}. For any φ ∈ C(m)[0, 1],
the standard Taylor series expansion is given by
φ(x) =
m−1∑
v=0
(
xv
v!
)
·v
φ(0) +
∫ 1
0
(
(x− u)m−1+
(m− 1)!
)
·m
φ(u)du (2.5)
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where (·)+ = max(·, 0). If the inner product of the space H ≡ C(m)[0, 1] is defined as
〈φ, η〉 = 〈φ, η〉n + 〈φ, η〉c
=
m−1∑
v=0
·v
φ(0)
·v
η(0) +
∫ 1
0
·m
φ(x)
·m
η(x)dx
(2.6)
then it can be shown that the RK of H is given by
ρ(xh, xi) = ρn(xh, xi) + ρc(xh, xi)
=
m−1∑
v=0
(
xvh
v!
)(
xvi
v!
)
+
∫ 1
0
(
(xh − u)
m−1
+
(m− 1)!
)(
(xi − u)
m−1
+
(m− 1)!
)
du
(2.7)
for all xh, xi ∈ [0, 1]. For practical computation, note that
ρc(xh, xi) =


xh ∧ xi if m = 1
(xh ∧ xi)2[3(xh ∨ xi)− (xh ∧ xi)]/6 if m = 2
where (a ∧ b) ≡ min(a, b) and (a ∨ b) ≡ max(a, b). It is simple to verify that ρn(xh, xi) and ρc(xh, xi) are
both nonnegative definite functions in H, and the corresponding spaces Hn ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]} and
Hc ≡ {φ :
·v
φ(0) = 0, v = 0, . . . ,m − 1,
·m
φ ∈ L2[0, 1]} form a tensor sum decomposition of the space, such
as H = Hn ⊕ Hc. Note that if m > 1, then Hn can be further decomposed such as Hn = H• ⊕ Hn˜ where
H• ≡ {φ : φ(x) ∝ 1, x ∈ [0, 1]} and Hn˜ ≡ {φ : φ(0) = 0,
·m
φ(x) = 0, x ∈ [0, 1]}.
Now, consider a different inner product definition for Hn ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]}
〈φ, η〉 = 〈φ, η〉n + 〈φ, η〉c
=
m−1∑
v=0
(∫ 1
0
·v
φ(x)dx
)(∫ 1
0
·v
η(x)dx
)
+
∫ 1
0
·m
φ(x)
·m
η(x)dx
(2.8)
The RKs associated with this inner product definition can be formulated using the functions κv(x) = βv(x)/v!
for v = 1, 2, 3, . . ., where βv(x) denotes a Bernoulli polynomial. For m ∈ {1, 2}, the scaled Bernoulli
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polynomials of interest are
κ0(x) = 1
κ1(x) = x− 1/2
κ2(x) = [κ
2
1(x) − (1/12)]/2
κ4(x) = [κ
4
1(x) − (κ
2
1(x)/2) + (7/240)]/24
and, using the properties of Bernoulli polynomials, it can be shown that
1.
∫ 1
0
·r
κv(x)dx = I{v=r} for v, r = 0, . . . ,m− 1
2.
∫ 1
0
·m
κ2m(|x− z|)
·m
κ2m(|y − z|)dz = (−1)m−1κ2m(|x− y|) for m = 1, 2, . . .
Consequently, {κv}
m−1
v=0 form an orthonormal basis for Hn using the inner product definition equation 2.8.
Furthermore, Hc ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v = 0, . . . ,m− 1,
·m
φ ∈ L2[0, 1]} is the orthogonal complement of Hn.
Note that we have created a new tensor sum decomposition of the space, such as H = Hn ⊕Hc, and the
new RK is given by
ρ(xh, xi) = ρn(xh, xi) + {ρc(xh, xi)}
=
m−1∑
v=0
κv(xh)κv(xi) + {κm(xh)κm(xi) + (−1)
m−1κ2m(|xh − xi|)}
(2.9)
This new decomposition leads to a generalized Taylor series expansion of any φ ∈ C(m)[0, 1]
φ(x) =
m−1∑
v=0
κv(x)
∫ 1
0
·v
φ(u)du+
∫ 1
0
[κm(x) − κm(x− u)]
·m
φ(u)du (2.10)
where the κv functions take the place of the x
v/v! functions. Finally, note that if m > 1, then Hn can be
decomposed such as Hn = H• ⊕ Hn˜ where H• ≡ {φ : φ(x) ∝ 1, x ∈ [0, 1]} and Hn˜ ≡ {φ :
∫ 1
0 φ(x)dx =
0,
·m
φ(x) = 0, x ∈ [0, 1]}.
2.3.6 Tensor Product Reproducing Kernel Hilbert Spaces
Suppose that HX1 is a RKHS of functions φ : X1 → R with RK ρX1(xh1, xi1) for all xh1, xi1 ∈ X1, and that
HX2 is a RKHS of functions φ : X2 → R with RK ρX2(xh2, xi2) for all xh2, xi2 ∈ X2. Then, defining the
product domain X ≡ X1×X2, it can be shown that ρX (xh,xi) ≡ ρX1(xh1, xi1)ρX2(xh2, xi2) is a nonnegative
definite function for xh,xi ∈ X , where xh ≡ (xh1, xh2) and xi ≡ (xi1, xi2) for some xh1, xi1 ∈ X1 and
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xh2, xi2 ∈ X2. Furthermore, given that ρX is a nonnegative definite function on the product domain X , the
function ρX is the RK for a unique RKHS on X . The RKHS corresponding to ρX is known as the tensor
product RKHS of HX1 and HX2 , and is denoted by H = HX1 ⊗HX2 .
Note that this idea can be applied recursively to create a tensor product RKHS on the product domain
X ≡
∏p
j=1 Xj , such as H = ⊗
p
j=1HXj . Also, note that each marginal space can be decomposed into a tensor
sum of two orthogonal subspaces, such as HXj = H•j ⊕ Hcj , where H•j ≡ {φ : φ(x) ∝ 1, x ∈ Xj} and
Hcj ≡ HXj ⊖H•j . This implies that the tensor product space H has a tensor sum decomposition of the form
H = ⊗pj=1(H•j ⊕Hcj)
= ⊕S
{(
⊗j∈S˜H•j
)
⊗
(
⊗j∈SHcj
)} (2.11)
where the summation is over all possible subsets S ⊆ {1, . . . , p}, and S˜ ≡ {1, . . . , p} ⊖ S. Furthermore,
assuming that ρXj (xhj , xij) = ρ•j (xhj , xij) + ρcj (xhj , xij) is the RK of HXj for xhj , xij ∈ Xj (where
ρ•j (xhj , xij) ∝ 1), it can be shown that the RK of H (denoted by ρX ) can be decomposed into a sum-
mation of RKs from orthogonal subspaces, such as
ρX (xh,xi) =
∏p
j=1 ρXj (xhj , xij)
=
∑
S
{∏
j∈S˜ ρ•j (xhj , xij)
}{∏
j∈S ρcj(xhj , xij)
} (2.12)
where, again, the summation is over all possible subsets S ⊆ {1, . . . , p}. Note that the above decompositions
imply that the inner product of H can be decomposed into a summation of orthogonal components, where
each component is defined according to inner products of the corresponding marginal spaces (see Gu, 2002).
The space H is a tensor product RKHS of functions on the product domain X , so all of the previously
mentioned RKHS properties can be extended to H. In particular, H can be decomposed into two orthogonal
subspaces such as H = Hn ⊕ Hc. Furthermore, the decompositions in equations 2.11 and 2.12 imply that
Hc has a tensor sum decomposition of the form Hc = ⊕sk=1H
∗
k, where the H
∗
k are orthogonal subspaces with
corresponding orthogonal inner products 〈·, ·〉∗k. Because these subspaces may have different metrics, the
inner product of Hc can be defined as
〈η, φ〉c =
s∑
k=1
θ−1k 〈η, φ〉
∗
k (2.13)
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where θ ≡ {θk}s×1 is a vector of additional smoothing parameters with θk ∈ (0,∞) for k ∈ {1, . . . , s}. Using
this definition of the inner product for Hc, the RK of Hc is given by
ρc(xh,xi) =
s∑
k=1
θkρ
∗
k(xh,xi) (2.14)
for any xh,xi ∈ X , where ρ∗k denotes the RK of H
∗
k.
2.4 ANOVA Decompositions
2.4.1 Averaging and Identity Operators
Given some Hilbert space H of functions φ : X → R, an averaging operator A takes in a function φ ∈ H and
returns a corresponding function φ• ∈ H such that φ•(x) ∝ 1 for all x ∈ X . This is denoted by Aφ = φ•,
where φ• is the constant function that is returned when A is applied to some φ ∈ H. Note that if an
averaging operator A is applied to a constant function, then the same constant function is returned, given
that A(Aφ) = Aφ = φ• for any averaging operator A and any φ ∈ H. Furthermore, an identity operator I
returns the function that it operates on, i.e., Iφ = φ for all φ ∈ H. So, given some averaging operator A,
any function φ ∈ H can be decomposed such as
φ(x) = Aφ(x) + (I −A)φ(x)
= φ•(x) + φc(x)
(2.15)
where φ•(x) is a constant function and φc(x) is a contrast function that satisfies the condition Aφc(x) = 0
for all x ∈ X .
2.4.2 One-Way ANOVA Model
The standard one-way ANOVA model can be written as yi = aj + ei where the aj are the treatment
level means (which are unknown constants) and the ei are independent, normally distributed error terms
(for i ∈ {1, . . . , n} and j ∈ {1, . . . , p}). The one-way ANOVA model is typically parameterized such that
aj = a + bj where a is an overall constant and the bj terms are the treatment effects. Using this param-
eterization, it is necessary to use some convention to ensure that the model’s parameters are identifiable.
Typical conventions are to constrain the bj terms such that
∑p
j=1 bj = 0 (for deviation coding), or to set
b1 = 0 (for treating the first group as the reference group).
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First, remember that Rp can be interpreted as RKHS of functions on the domain X ≡ {1, . . . , p}, given
that any real-valued vector f ≡ {fx}p×1 can be written as φf (x) = fx for some φf and x ∈ X . This implies
that the standard one-way ANOVA model can be rewritten as yi = φa(xi) + ei, where xi ∈ {1, . . . , p}
denotes the treatment membership for the i-th individual, φa(xi) = axi contains the treatment level mean
corresponding to the i-th individual’s treatment membership, and ei is the i-th individual’s error term (for
i ∈ {1, . . . , n}). Furthermore, the ANOVA decomposition aj = a + bj can be expressed via equation 2.15,
where the constant function φ• represents the overall constant a, and the contrast function φc represents
the bj terms.
In the space Rp, the standard averaging operator Aφf = p
−1
∑p
x=1 φf (x) corresponds the tensor sum
decomposition Rp = H• ⊕Hc, where H• ≡ {φf : φf (1) = · · · = φf (p), f ∈ Rp} and Hc ≡ {φf :
∑p
x=1 φf (x) =
0, f ∈ Rp}. The space H• is said to span the mean space of the ANOVA decomposition, given that any
φf ∈ H• corresponds to a constant vector f that can be written as f = d1p for some d ∈ R. Similarly, the space
Hc is said to span the contrast space of the ANOVA decomposition, given that any φf ∈ Hc satisfies Aφf = 0
and corresponds to a contrast vector f that can be written as f = Jc where J ≡ {ρc(xh, xi)} = Ip− p−11p1′p
is the RK of Hc evaluated at all possible pairs of xh, xi ∈ X , and c ∈ Rp is the coefficient vector that defines
the particular f ∈ Hc.
Alternatively, if the first group is used as the reference group, this corresponds to the averaging operator
Aφf = φf (1) and a tensor sum decomposition of the form R
p = H• ⊕Hc. In this case, H• ≡ {φf : φf (1) =
· · · = φf (p), f ∈ R
p} spans the mean space, given that any φf ∈ H• corresponds to a constant vector f that
can be written as f = d1p for some d ∈ R. Similarly, the space Hc ≡ {φf : φf (1) = 0, f ∈ Rp} spans the
contrast space, given that any φf ∈ Hc satisfies Aφf = 0 and corresponds to a contrast vector f that can
be written as f = Jc where J ≡ {ρc(xh, xi)} = Ip − e1e′1 is the RK of Hc evaluated at all possible pairs of
xh, xi ∈ X , and c ∈ Rp is the coefficient vector that defines the particular f ∈ Hc.
2.4.3 Generalizing the One-Way ANOVA Model
As the above formulations imply, the idea of an ANOVA decomposition can be applied to any RKHS of
functions φ : X → R, where X is the domain of the functions in the space. To apply the ANOVA decompo-
sition, one simply must define an averaging operator A such that A(Aφ) = Aφ = φ•, where φ• is a constant
function for all x ∈ X . Then the function decomposition defined by the averaging and identity operators
(see equation 2.15) can be interpreted as an ANOVA decomposition of the function space, where φ• relates
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to the mean space and φc relates to the contrast space.
As an example, consider the RKHS H ≡ C(m)[0, 1] using the inner product definition in equation 2.6,
which corresponds to the RK in equation 2.7. In this case, the standard averaging operator Aφ = φ(0)
relates to a tensor sum decomposition C(m)[0, 1] = Hn ⊕ Hc, where Hn ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]} and
Hc ≡ {φ :
·v
φ(0) = 0, v = 0, . . . ,m − 1,
·m
φ ∈ L2[0, 1]}. When m = 1, Hn and Hc span the mean and contrast
spaces, respectively. When m > 1, Hn and Hc do not form a perfect separation of the mean and contrast
spaces; instead, the RK of Hn spans the mean space (via the constant term) and the parametric contrast
space (via the lower-order terms), and the RK of Hc spans the nonparametric contrast space (via the m-th
order term).
Now, consider the same RKHS using the inner product definition in equation 2.8 and the RK in equa-
tion 2.9. In this case, the averaging operator Aφ =
∫ 1
0 φ(x)dx corresponds to a tensor sum decomposi-
tion C(m)[0, 1] = Hn ⊕ Hc, where Hn ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]} and Hc ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v =
0, . . . ,m− 1,
·m
φ ∈ L2[0, 1]}. As before, when m = 1, Hn and Hc span the mean and contrast spaces, respec-
tively. When m > 1, the RK of Hn spans the mean space (via the κ0 term) and the parametric contrast
space (via the {κv}
m−1
v=1 terms), and the RK of Hc spans the nonparametric contrast space (via the κm and
κ2m terms).
2.4.4 Two-Way ANOVA Model
The standard two-way ANOVA model can be written as yi = ajk + ei where the ajk are the treatment cell
means (which are unknown constants) and the ei are independent, normally distributed error terms (for
i ∈ {1, . . . , n}, j ∈ {1, . . . , p}, and k ∈ {1, . . . , q}). The two-way ANOVA model is typically parameterized
such that ajk = a+ bj+ ck+ djk where a is an overall constant, the bj terms represent the main effect of the
first predictor variable, the ck terms represent the main effect of the second predictor variable, and the djk
terms represent the interaction effect. Using this parameterization, it is necessary to use some convention
to ensure that the model’s parameters are identifiable, and the typical convention is to constrain the effect
terms such that
∑p
j=1 bj =
∑q
k=1 ck = 0 for the main effects, and
∑p
j=1 djk = 0 ∀k and
∑q
k=1 djk = 0 ∀j for
the interaction effects.
First, note that HX1 ≡ R
p is a RKHS of functions on the domain X1 ≡ {1, . . . , p} with φf (xi1) = fxi1
for all f ∈ Rp and xi1 ∈ X1, and note that the averaging operator AX1φf = p
−1
∑p
x=1 φf (x) defines a one-
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way ANOVA decomposition that corresponds to the tensor sum decomposition HX1 = H•1 ⊕ Hc1 , where
H•1 ≡ {φf : φf (1) = · · · = φf (p), f ∈ R
p} and Hc1 ≡ {φf :
∑p
x=1 φf (x) = 0, f ∈ R
p}. The RKs of H•1 and
Hc1 are given by ρ•1(xh1, xi1) = 1/p and ρc1(xh1, xi1) = I{xh1=xi1} − 1/p, respectively, for all xh1, xi1 ∈ X1.
Second, note that HX2 ≡ R
q is a RKHS of functions on the domain X2 ≡ {1, . . . , q} with φf (xi2) = fxi2
for all f ∈ Rq and xi2 ∈ X2, and note that the averaging operator AX2φf = q
−1
∑q
x=1 φf (x) defines a
one-way ANOVA decomposition that corresponds the tensor sum decomposition HX2 = H•2 ⊕ Hc2 , where
H•2 ≡ {φf : φf (1) = · · · = φf (q), f ∈ R
q} and Hc2 ≡ {φf :
∑q
x=1 φf (x) = 0, f ∈ R
q}. The RKs of H•2 and
Hc2 are ρ•2(xh2, xi2) = 1/q and ρc2(xh2, xi2) = I{xh2=xi2} − 1/q, respectively, for all xh2, xi2 ∈ X2.
Using the marginal spaces defined above, the two-way ANOVA model can be thought of as an ANOVA
decomposition in a tensor product RKHS of functions on the product domain X ≡ X1 × X2. This implies
that the standard two-way ANOVA model can be rewritten as yi = φA(xi) + ei, where xi ≡ (xi1, xi2) with
xi1 ∈ {1, . . . , p} and xi2 ∈ {1, . . . , q} defining the treatment cell for the i-th individual, φA(xi) = axi1xi2
with A ≡ {ajk}p×q containing the treatment cell means corresponding to each treatment cell membership,
and ei is the i-th individual’s error term (for i ∈ {1, . . . , n}). Furthermore, the ANOVA decomposition
ajk = a+ bj + ck + djk can be expressed as
φA(xi) = [AX1 + (I −AX1)] [AX2 + (I −AX2)]φA(xi)
= AX1AX2φA(xi)︸ ︷︷ ︸
φ{0}
+(I −AX1)AX2φA(xi)︸ ︷︷ ︸
φ{1}
+AX1(I −AX2)φA(xi)︸ ︷︷ ︸
φ{2}
+(I −AX1)(I −AX2)φA(xi)︸ ︷︷ ︸
φ{1,2}
(2.16)
where AX1 and AX2 are the averaging operators defining the one-way ANOVA decompositions on the
marginal spaces HX1 and HX2 , the constant function φ{0} represents the overall constant a, the first variable
main effect function φ{1} represents the bj terms, the second variable main effect function φ{2} represents
the ck terms, and the interaction effect function φ{1,2} represents the djk terms. Finally, note that a similar
decomposition could be constructed using alternative definitions for AX1 and AX2 .
2.4.5 Generalizing the Two-Way ANOVA Model
Suppose that HXj is a RKHS of functions on the domain Xj , and that AXj is an averaging operator that
corresponds to a one-way ANVOA decomposition of the space (for j ∈ {1, 2}). This implies that HXj has a
tensor sum decompositionHXj = H•j⊕Hcj and corresponding RK ρXj(xhj , xij) = ρ•j (xhj , xij)+ρcj (xhj , xij)
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for all xhj , xij ∈ Xj , where H•j is a space of constant functions and Hcj ≡ HXj ⊖H•j (for j ∈ {1, 2}). Then,
denoting the tensor product RKHS as H = HX1 ⊗HX2 , it is apparent that the tensor sum decompositions
defined in the marginal spaces HX1 and HX2 produce a tensor sum decomposition in the product space H:
H = HX1 ⊗HX2
= (H•1 ⊕Hc1)⊗ (H•2 ⊕Hc2)
= (H•1 ⊗H•2)︸ ︷︷ ︸
H{0}
⊕ (Hc1 ⊗H•2)︸ ︷︷ ︸
H{1}
⊕ (H•1 ⊗Hc2)︸ ︷︷ ︸
H{2}
⊕ (Hc1 ⊗Hc2)︸ ︷︷ ︸
H{1,2}
where H{0} spans the constant space, H{1} and H{2} span the main effect spaces of the first and second
variables, respectively, and H{1,2} spans the interaction effect space.
Furthermore, defining xh ≡ (xh1, xh2) and xi ≡ (xi1, xi2) for some xh1, xi1 ∈ X1 and xh2, xi2 ∈ X2, the
RK of the tensor product space H is given by
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= [ρ•1(xh1, xi1) + ρc1(xh1, xi1)] [ρ•2(xh2, xi2) + ρc2(xh2, xi2)]
= ρ•1(xh1, xi1)ρ•2(xh2, xi2)︸ ︷︷ ︸
ρ{0}
+ ρc1(xh1, xi1)ρ•2(xh2, xi2)︸ ︷︷ ︸
ρ{1}
+ ρ•1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2}
+ ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
where ρ{0} is the RK of H{0}, ρ{1} is the RK of H{1}, ρ{2} is the RK of H{2}, and ρ{1,2} is the RK of H{1,2}.
This implies that any function φ ∈ H can be decomposed into the summation of a constant function, two
main effect functions, and an interaction function via an analog of the two-way ANOVA decomposition in
equation 2.16.
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Chapter 3
Smoothing Spline ANOVA Models
Chapter Summary: In this chapter, I discuss and provide examples of both one-way and two-way SSANOVA
models (Chapters 3.1 and 3.2). I also discuss smoothing parameter selection (Chapter 3.3) and an efficient
approximation using selected knots (Chapter 3.4).
3.1 One-Way SSANOVA Models
3.1.1 General Framework
A one-way smoothing spline ANOVA (SSANOVA) model can be written according to equation 1.1 with
xi ≡ xi, where xi ∈ X for i ∈ {1, . . . , n}. Note that X denotes the domain of the predictor variable, which
could take a variety of different forms, e.g., X ≡ {1, . . . , l} for a nominal predictor with l levels, or X ⊂ R
for a continuous predictor. Smoothing splines use RKs (see Chapter 2.3.4) as basis functions in attempt to
find the η ∈ H that minimizes the penalized least-squares functional in equation 1.2, where H denotes the
set of all functions such that J is finite, i.e., H ≡ {φ : J(φ) <∞}, and J is the quadratic penalty functional
from equation 1.2; note that the form of J will depend on X .
Given (xi, yi) with xi ∈ X and yi ∈ R for i ∈ {1, . . . , n}, the first step to fitting an SSANOVA model is to
define the penalty functional J . When x is continuous, J is typically defined as the integral of the squaredm-
th derivative of η; in contrast, when x is nominal, J is often defined as a sum-of-squared deviations from some
constant. Regardless of X , the quadratic functional J defines a semi-inner-product in H ≡ {φ : J(φ) <∞}.
So, the second step to fitting an SSANOVA model is to determine the null space of J , and then define the
full inner product of H, which is of the form
〈η, φ〉 = 〈η, φ〉n + 〈η, φ〉c
where 〈η, φ〉n is the inner product of the null space Hn ≡ {φ : J(φ) = 0}, and 〈η, φ〉c is the inner product of
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the contrast space Hc ≡ H ⊖ Hn. Note that 〈η, η〉c ≡ J(η). Finally, if Hn 6= {φ : φ ∝ 1}, then Hn can be
further decomposed such as Hn ≡ H• ⊕Hn˜, where H• ≡ {φ : φ ∝ 1} and Hn˜ ≡ {φ : Aφ = 0, J(φ) = 0} for
some averaging operator A.
The above decomposition of 〈·, ·〉 implies that the RK of H = Hn ⊕Hc is given by
ρ(xh, xi) = ρn(xh, xi) + ρc(xh, xi)
for any xh, xi ∈ X , where ρn is the RK of Hn, and ρc is the RK of Hc. Using this RK decomposition, it
can be shown (see Kimeldorf & Wahba, 1971; Craven & Wahba, 1979) that the η ∈ H that minimizes the
penalized least-squares functional can be written as
η(x) =
m∑
v=1
dvφv(x) +
n∑
i=1
ciρc(xi, x) (3.1)
where {φv}mv=1 is a set of known functions spanning Hn, ρc is the RK of Hc, and d ≡ {dv}m×1 and
c ≡ {ci}n×1 are the (unknown) basis function coefficient vectors.
Using this representation of η, the penalized least-squares function in equation 1.2 can be written as
(1/n)‖y−Kd− Jc‖2 + λc′Jc (3.2)
where ‖ · ‖2 denotes the squared Euclidean norm, K ≡ {φv(xi)}n×m for i ∈ {1, . . . , n} and v ∈ {1, . . . ,m},
and J ≡ {ρc(xh, xi)}n×n for h, i ∈ {1, . . . , n}. Note that the J matrix is a valid choice for the penalty
because J(η) ≡ 〈η, η〉c by definition, and, using the solution in equation 3.1, it is evident that
〈η, η〉c = 〈{
∑m
v=1 dvφv(x) +
∑n
i=1 ciρc(xi, x)} , {
∑m
v=1 dvφv(x) +
∑n
i=1 ciρc(xi, x)}〉c
= 〈{
∑n
i=1 ciρc(xi, x)} , {
∑n
i=1 ciρc(xi, x)}〉c
=
∑n
h=1
∑n
i=1 chciρc(xh, xi)
where the second line is due to the fact that φv ∈ Hn (so φv does not contribute to J) for v = 1, . . . ,m, and
the third line is due to the RK property 〈ρc(xh, x), ρc(xi, x)〉c = ρc(xh, xi).
Given a choice of λ, it is not hard to verify that the function coefficient vector minimizing the penalized
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least-squares function in equation 3.2 is given by

dˆ
cˆ

 =

K′K K′J
J′K J′J+ λnJ


†K′
J′

y (3.3)
where (·)† denotes the Moore-Penrose pseudoinvese. Furthermore, given these optimal coefficients, it is
simple to see that the fitted values are given by yˆ = Kdˆ+ Jcˆ = Sλy, where
Sλ =
(
K J
)K′K K′J
J′K J′J+ λnJ


†K′
J′

 (3.4)
is the smoothing matrix, which depends on the chosen smoothing parameter λ.
3.1.2 Example: Smoothing on {1, . . . , l}
Suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ∈ X is a nominal variable
with l levels (so that X ≡ {1, . . . , l}). In this case, the function η : X → R is simply a vector in Rl, which
implies that Rl can be interpreted as a RKHS of functions on X . Specifically, every f ∈ Rl can be written
in terms of some function φf , such as φf (x) = fx with x ∈ X . Thus, a reasonable penalty functional is
J(ηf ) =
l∑
x=1
(ηf (x)− η¯f )
2
= f ′ (Il − (1/l)1l1
′
l) f
(3.5)
where η¯f = (1/l)
∑l
x=1 ηf (x). Note that this definition of J produces larger penalties for functions (i.e.,
vectors in Rl) with larger deviations from η¯; thus, this penalty produces a shrinkage estimate toward a
constant function (vector).
Given the above definition of the penalty, it is clear that J(ηf ) = 0 only when ηf is a constant function.
This implies that the inner product (i.e., 〈φf , φg〉 = f ′g for any f ,g ∈ Rl) can be decomposed into two
orthogonal pieces, such as in equation 2.1. This decomposition of the inner product corresponds to the
tensor sum decomposition H = Hn ⊕ Hc, where Hn ≡ {φf : φf (1) = · · · = φf (l), f ∈ Rl} is the null space,
and Hc ≡ {φf :
∑l
x=1 φf (x) = 0, f ∈ R
l} is the contrast space. The RKs corresponding the this tensor sum
decomposition are given in equation 2.2. In this case, Hn is a space of constant functions, so the penalized
least-squares problem can be written according to equation 3.2 with K ≡ {1}n×1 and J ≡ {ρc(xh, xi)}n×n
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for h, i ∈ {1, . . . , n} with ρc defined in equation 2.2.
3.1.3 Example: Smoothing on [0, 1]
Now, suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ∈ X is some real-valued
variable with a finite domain, i.e., X ≡ [a, b] ⊂ R. In this case, the first step to fitting an SSANOVA model
typically involves transforming the predictor variable to the interval [0, 1], such as
zi = (xi − a)/(b− a) (3.6)
for i ∈ {1, . . . , n}, where zi ∈ [0, 1] is the transformed predictor.1 After transforming the predictor to the
interval [0,1], the typical penalty functional is
J(η) =
∫ 1
0
[
·m
η(z)]2dz (3.7)
where
·m
η denotes the m-th derivative of η.
Using the above penalty, an SSANOVA model attempts to find the η ∈ C(m)[0, 1] that minimizes the
penalized least-squares functional in equation 1.2. Clearly, before proceeding any further, it is necessary to
choose the spline order (i.e, m). Once the spline order is chosen, it is evident that the null space of J consists
of polynomials up to degree m − 1. Thus, the full inner product of the space can be defined according to
either equation 2.6 or 2.8, which correspond to the averaging operators Aφ = φ(0) and Aφ =
∫ 1
0
φ(z)dz,
respectively.
If one assumes the inner product definition in equation 2.8, the space can be decomposed such as
C(m)[0, 1] = H• ⊕ Hn˜ ⊕ Hc, where H• ≡ {φ : φ(x) ∝ 1, x ∈ [0, 1]}, Hn˜ ≡ {φ :
∫ 1
0 φ(x)dx = 0,
·m
φ(x) =
0, x ∈ [0, 1]}, and Hc ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v = 0, . . . ,m − 1,
·m
φ ∈ L2[0, 1]}. This implies that the penalized
least-squares problem (after transforming xi ∈ [a, b] into zi ∈ [0, 1]) can be written according to equation 3.2
withK ≡ {κv(zi)}n×m for i ∈ {1, . . . , n} and v ∈ {0, . . . ,m−1}, and J ≡ {ρc(zh, zi)}n×n for h, i ∈ {1, . . . , n}
with ρc defined in equation 2.9.
1Note that this initial transformation is strictly for computational convenience. If a variable does not have clearly defined
lower and upper limits on its domain, in practice one can define a ≡ x(1) and b ≡ x(n), where x(i) denotes the i-th order
statistic of the sample (for i ∈ {1, . . . , n}).
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3.2 Two-Way SSANOVA Models
3.2.1 General Framework
A two-way SSANOVA model can be written via equation 1.1 with xi ≡ (xi1, xi2)′ denoting the predictor
variable scores for the i-th observation. Let Xj denote the domain of the j-th predictor, and let HXj denote a
RKHS of functions on the marginal domain Xj (for j ∈ {1, 2}). In this case, η : X → R, where X ≡ X1×X2
is the product domain corresponding to xi. To construct a RKHS on the product domain X , one can define
a penalty functional within each marginal space and then take the tensor product of the marginal spaces,
such as H = HX1 ⊗ HX2 . Given the penalties of the marginal spaces, the RK of the tensor product space
H can be defined according to equation 2.12. From this, H can be decomposed into the null and contrast
space, such as H = Hn⊕Hc. Then, given some θ, the inner product and RK of Hc can be defined according
to equations 2.13 and 2.14, respectively, and the η ∈ H that minimizes the penalized least-squares functional
can be written as
η(x) =
m∑
v=1
dvφv(x) +
n∑
i=1
ciρc(xi,x) (3.8)
where {φv}mv=1 is a set of known functions spanning Hn, ρc is defined in equation 2.14, and d ≡ {dv}m×1
and c ≡ {ci}n×1 are the (unknown) basis function coefficient vectors.
Using this representation of η, the penalized least-squares functional in equation 1.2 can be written as
(1/n)‖y−Kd− Jθc‖
2 + λc′Jθc (3.9)
where K ≡ {φv(xi)}n×m for i ∈ {1, . . . , n} and v ∈ {1, . . . ,m}, and Jθ ≡ {ρc(xh,xi)}n×n for h, i ∈
{1, . . . , n}. Note that Jθ is subscripted because ρc depends on θ (see equation 2.14), which implies that
Jθ =
∑s
k=1 θkJk with Jk ≡ {ρ
∗
k(xh,xi)}n×n. Furthermore, Jθ is a valid choice for the penalty because
J(η) ≡ 〈η, η〉c by definition, and, using the solution in equation 3.8, it is evident that
〈η, η〉c = 〈{
∑n
i=1 ciρc(xi,x)} , {
∑n
i=1 ciρc(xi,x)}〉c
=
∑n
h=1
∑n
i=1 chciρc(xh,xi)
due to the fact that φv ∈ Hn (so φv does not contribute to J) for v = 1, . . . ,m, and the RK property
〈ρc(xh,x), ρc(xi,x)〉c = ρc(xh,xi).
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Remembering that J(η) ≡ 〈η, η〉c ≡
∑s
k=1 θ
−1
k 〈η, η〉
∗
k, one realizes that the penalty in equation 3.9 really
depends on λk ≡ λ/θk for k ∈ {1, . . . , s}. So, given λ ≡ {λk}s×1, it is not hard to verify that the function
coefficient vector minimizing the penalized least-squares function in equation 3.9 is given by

dˆ
cˆ

 =

K′K K′Jθ
J′
θ
K J′
θ
Jθ + λnJθ


†K′
J′
θ

y (3.10)
where (·)† denotes the Moore-Penrose pseudoinvese. Furthermore, given these optimal coefficients, the fitted
values are given by yˆ = Kdˆ+ Jθ cˆ = Sλy, where
Sλ =
(
K Jθ
)K′K K′Jθ
J′
θ
K J′
θ
Jθ + λnJθ


†K′
J′
θ

 (3.11)
is the smoothing matrix, which depends on the chosen smoothing parameters in λ.
3.2.2 Example: Smoothing on {1, . . . , l1} × {1, . . . , l2}
Suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ≡ (xi1, xi2) where xi1 and
xi2 are nominal variables with l1 and l2 levels, respectively (so that X ≡ {1, . . . , l1} × {1, . . . , l2}). In this
case, the function η : X → R is simply a matrix in Rl1×l2 , which implies that Rl1×l2 is a RKHS of functions
on X . Specifically, every real-valued matrix F ≡ {fab}l1×l2 can be written in terms of some function φF,
such as φF(a, b) = fab with a ∈ {1, . . . , l1} and b ∈ {1, . . . , l2}. Now, assuming that the inner products
in the marginals domains are defined according to equation 2.1, it is evident that Rlj = Hnj ⊕ Hcj where
Hnj ≡ {φfj : φfj (1) = · · · = φfj (lj), fj ∈ R
lj} and Hcj ≡ {φfj :
∑lj
x=1 φfj (x) = 0, fj ∈ R
lj} denote the null
and contrast spaces of the j-th predictor (for j ∈ {1, 2}).
Now, denoting the tensor product RKHS asH ≡ Rl1×l2 , it is apparent that the tensor sum decompositions
defined in the marginal spaces HX1 ≡ R
l1 and HX2 ≡ R
l2 produce a tensor sum decomposition in H ≡
HX1 ⊗HX2 , such as
H = (Hn1 ⊕Hc1)⊗ (Hn2 ⊕Hc2)
= (Hn1 ⊗Hn2)︸ ︷︷ ︸
Hn
⊕ (Hc1 ⊗Hn2)︸ ︷︷ ︸
H{1}
⊕ (Hn1 ⊗Hc2)︸ ︷︷ ︸
H{2}
⊕ (Hc1 ⊗Hc2)︸ ︷︷ ︸
H{1,2}
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where Hn is the null space of the tensor product penalty, H{1} is the the contrast space specific to the first
predictor, H{2} is the contrast space specific to the second predictor, and H{1,2} is the interaction contrast
space. Furthermore, let ρXj(xhj , xij) = ρnj(xhj , xij) + ρcj(xhj , xij) denote the RK of the j-th predictor,
which is defined according to equation 2.2 with lj replacing l (for j ∈ {1, 2}). Then the RK of H is given by
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {ρn1(xh1, xi1) + ρc1(xh1, xi1)} {ρn2(xh2, xi2) + ρc2(xh2, xi2)}
= ρn1(xh1, xi1)ρn2(xh2, xi2)︸ ︷︷ ︸
ρn
+ ρc1(xh1, xi1)ρn2(xh2, xi2)︸ ︷︷ ︸
ρ{1}
+ ρn1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2}
+ ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
where ρn, ρ{1}, ρ{2}, and ρ{1,2} are the RKs of Hn, H{1}, H{2}, and H{1,2}, respectively.
In this case, Hn is space of constant functions, and Hc ≡ H{1} ⊕H{2} ⊕H{1,2} contains the main effect
and interaction effect functions (i.e., the φ{1}, φ{2}, and φ{1,2} functions from equation 2.16). When all
of the predictors are nominal, there is no need for the θ parameter, because the subspaces already have
comparable metrics. Thus, the penalized least-squares problem can be written according to equation 3.9
with K ≡ {1}n×1 and Jθ ≡ {ρc(xh,xi)}n×n for h, i ∈ {1, . . . , n} with ρc ≡ ρ{1} + ρ{2} + ρ{1,2}.
3.2.3 Example: Smoothing on {1, . . . , l} × [0, 1]
Suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ≡ (xi1, xi2) where xi1 is
nominal with l levels, and xi2 is continuous. Assuming that xi2 has been transformed to the interval [0,1]
via equation 3.6, X ≡ X1 × X2 where X1 ≡ {1, . . . , l} and X2 ≡ [0, 1]. In this case, η : X → R is a
function in the space H ≡ HX1 ⊗ HX2 , where HX1 and HX2 denote RKHSs of functions on the marginal
domains X1 and X2, respectively. Furthermore, assuming that inner product in HX1 is defined according
to equation 2.1, it is evident that HX1 = Hn1 ⊕ Hc1 where Hn1 ≡ {φf : φf (1) = · · · = φf (l), f ∈ R
l} and
Hc1 ≡ {φf :
∑l
x=1 φf (x) = 0, f ∈ R
l} denote the null and contrast spaces of the first predictor. Likewise,
assuming that the inner product in HX2 is defined according to equation 2.8, HX2 = Hn2 ⊕ Hc2 where
Hn2 ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]}, and Hc2 ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v = 0, . . . ,m − 1,
·m
φ ∈ L2[0, 1]} are the null
and contrast spaces of the second predictor.
First, note that the spaceHn2 can be decomposed into two orthogonal subspaces, such asHn2 = H•⊕Hn˜2 ,
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where H• ≡ {φ : φ(x) ∝ 1, x ∈ [0, 1]} is a space consisting of constant functions, and Hn˜2 ≡ {φ :
∫ 1
0 φ(x)dx =
0,
·m
φ(x) = 0, x ∈ [0, 1]} is the space of functions that have degree less than m and integrate to zero on the
domain [0,1]. In this case, it is apparent that the tensor sum decompositions defined in the marginal spaces
HX1 and HX2 produce a tensor sum decomposition in H that has six terms, such as
H = (Hn1 ⊕Hc1)⊗ (H• ⊕Hn˜2 ⊕Hc2)
= Hn1 ⊕ (Hn1 ⊗Hn˜2)︸ ︷︷ ︸
Hn
⊕ Hc1︸︷︷︸
H{1•}
⊕ (Hc1 ⊗Hn˜2)︸ ︷︷ ︸
H{1∼}
⊕ (Hn1 ⊗Hc2)︸ ︷︷ ︸
H{2}
⊕ (Hc1 ⊗Hc2)︸ ︷︷ ︸
H{1,2}
where Hn is the null space of the tensor product penalty, H{1} ≡ H{1•}⊕H{1∼} is the contrast space specific
to the first predictor, H{2} is the contrast space specific to the second predictor, and H{1,2} is the interaction
contrast space.
Now, let ρXj (xhj , xij) = ρnj (xhj , xij) + ρcj (xhj , xij) denote the RK of HXj for xhj , xij ∈ Xj ; note
that ρXj is defined according to equations 2.2 and 2.9 for j = 1, 2 (respectively). Also, note that the
decompositionHn2 = H•⊕Hn˜2 implies that ρn2(xh2, xi2) = ρ•(xh2, xi2)+ρn˜2(xh2, xi2) where ρ•(xh2, xi2) ≡ 1
and ρn˜2(xh2, xi2) ≡
∑m−1
v=1 κv(xh2)κv(xi2). Thus, the RK of H can be written as
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {ρn1(xh1, xi1) + ρc1(xh1, xi1)} {1 + ρn˜2(xh2, xi2) + ρc2(xh2, xi2)}
= ρn1(xh1, xi1)[1 + ρn˜2(xh2, xi2)]︸ ︷︷ ︸
ρn
+ ρc1(xh1, xi1)︸ ︷︷ ︸
ρ{1•}
+ ρc1(xh1, xi1)ρn˜2(xh2, xi2)︸ ︷︷ ︸
ρ{1∼}
+ ρn1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2}
+ ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
where ρn, ρ{1} ≡ ρ{1•} + ρ{1∼}, ρ{2}, and ρ{1,2} are the RKs of Hn, H{1}, H{2}, and H{1,2}, respectively.
Note that ρn1 ∝ 1, so ρ{2} is only a function of the second predictor.
In this case, Hn is the space of functions with degree less than m that are (a) constant across the l levels
of xi1 and (b) square-integrable on the domain [0,1]. Thus, the space Hn is spanned by the set of functions
{κv(xi2)}
m−1
v=0 for any xi2 ∈ X2. The contrast space Hc ≡ H{1}⊕H{2}⊕H{1,2} contains the main effect and
interaction effect functions. Note that in this case, the four orthogonal subspaces H{1•}, H{1∼}, H{2}, and
H{1,2} have incomparable metrics defined by the corresponding inner products 〈·, ·〉{1•}, 〈·, ·〉{1∼}, 〈·, ·〉{2},
and 〈·, ·〉{1,2}. So, it will typically be helpful to define ρc and 〈·, ·〉c according to equations 2.13 and 2.14,
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respectively, where θ ≡ {θk}4×1 is a vector of additional smoothing parameters.
The above decomposition implies that the penalized least-squares problem can be written according to
equation 3.9 with K ≡ {κv(xi2)}n×m for i ∈ {1, . . . , n} and v ∈ {0, . . . ,m−1}, and Jθ ≡ {ρc(xh,xi)}n×n for
h, i ∈ {1, . . . , n} with ρc ≡ θ1ρ{1•} + θ2ρ{2} + θ3ρ{1∼} + θ4ρ{1,2}. Note that it is possible to create different
statistical models by constraining and/or removing various θk’s from the definition of the RK. For example,
to enforce an additive model, one could set θ3 = θ4 = 0 in the definition of ρc, so that the contrast space
only contains additive functions of xi1 and xi2. As another example, one could constrain the model such
that θ3 = θ4, which would require the interaction space to have a similar degree of smoothing for both the
ρ{1∼} and the ρ{1,2} components.
It should be noted that it is also possible to parameterize the model such that the contrast effect specific
to xi1 is unpenalized (and, thus, is treated as a part of the null space). In this case, Hn has dimension lm,
and is spanned by the set of functions
{1, ζa(xi1), κv(xi2), ζa(xi1)κv(xi2); a = 1, . . . , l − 1, v = 1, . . . ,m− 1} (3.12)
for any xi1 ∈ {1, . . . , l} and xi2 ∈ [0, 1], where ζa(xi1) ≡ I{xi1=a} − 1/l, (see Gu & Ma, 2005). As a
result, the penalized least-squares problem can be written according to equation 3.9 with K ≡ {φk(xi)}n×lm
for i ∈ {1, . . . , n} where {φk}lmk=1 is the set of functions in equation 3.12, and Jθ ≡ {ρc(xh,xi)}n×n for
h, i ∈ {1, . . . , n} with ρc ≡ θ1ρ{2}+θ2ρ{1,2}, where ρ{2} and ρ{1,2} are the pieces of the RK corresponding to
H{2} andH{1,2}, respectively. Note that using this parameterization there are only two additional smoothing
parameters, so it is more efficient to estimate η using this formulation of the model.
3.2.4 Example: Smoothing on [0, 1]× [0, 1]
Suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ≡ (xi1, xi2) where
xi1 and xi2 are continuous. So, assuming that xi1 and xi2 have both been transformed to the interval
[0,1] via equation 3.6, X ≡ X1 × X2, where X1 ≡ X2 ≡ [0, 1]. In this case, η : X → R is a func-
tion in the space H ≡ HX1 ⊗ HX2 , where HX1 and HX2 denote RKHSs of functions on the marginal
domains X1 and X2, respectively. Furthermore, assuming that inner product in HXj is defined accord-
ing to equation 2.8, HXj = H• ⊕ Hn˜j ⊕ Hcj for j ∈ {1, 2}, where H• ≡ {φ : φ(x) ∝ 1, x ∈ [0, 1]},
Hn˜j ≡ {φ :
∫ 1
0
φ(x)dx = 0,
·m
φ(x) = 0, x ∈ [0, 1]}, and Hcj ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v = 0, . . . ,m−1,
·m
φ ∈ L2[0, 1]}
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are three orthogonal subspaces.
In this case, the tensor sum decompositions defined in the marginal spaces HX1 and HX2 produce a
tensor sum decomposition in H that has nine terms, such as
H = (H• ⊕Hn˜1 ⊕Hc1)⊗ (H• ⊕Hn˜2 ⊕Hc2)
= H• ⊕Hn˜1 ⊕Hn˜2 ⊕ (Hn˜1 ⊗Hn˜2)︸ ︷︷ ︸
Hn
⊕ Hc1︸︷︷︸
H{1•}
⊕ (Hc1 ⊗Hn˜2)︸ ︷︷ ︸
H{1∼}
⊕ Hc2︸︷︷︸
H{2•}
⊕ (Hn˜1 ⊗Hc2)︸ ︷︷ ︸
H{2∼}
⊕ (Hc1 ⊗Hc2)︸ ︷︷ ︸
H{1,2}
where Hn is the null space of the tensor product penalty, H{1} ≡ H{1•} ⊕ H{1∼} is the the contrast space
specific to the first predictor, H{2} ≡ H{2•} ⊕ H{2∼} is the contrast space specific to the second predictor,
and H{1,2} is the interaction contrast space.
Now, let ρXj (xhj , xij) = ρnj (xhj , xij) + ρcj (xhj , xij) denote the RK of HXj for xhj , xij ∈ Xj ; note
that ρXj is defined according to equation 2.9 for j ∈ {1, 2}. Also, note that the decomposition Hnj =
H•⊕Hn˜j implies that ρnj (xhj , xij) = ρ•j (xhj , xij)+ρn˜j (xhj , xij) where ρ•j (xhj , xij) ≡ 1 and ρn˜j(xhj , xij) ≡∑m−1
v=1 κv(xhj)κv(xij) for j ∈ {1, 2}. Thus, the RK of H can be written as
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {1 + ρn˜1(xh1, xi1) + ρc1(xh1, xi1)} {1 + ρn˜2(xh2, xi2) + ρc2(xh2, xi2)}
= 1 + ρn˜1(xh1, xi1) + ρn˜2(xh2, xi2) + ρn˜1(xh1, xi1)ρn˜2(xh2, xi2)︸ ︷︷ ︸
ρn
+ ρc1(xh1, xi1)︸ ︷︷ ︸
ρ{1•}
+ ρc1(xh1, xi1)ρn˜2(xh2, xi2)︸ ︷︷ ︸
ρ{1∼}
+ ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2•}
+ ρn˜1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2∼}
+ ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
where ρn, ρ{1} ≡ ρ{1•}+ ρ{1∼}, ρ{2} ≡ ρ{2•}+ ρ{2∼}, and ρ{1,2} are the RKs of Hn, H{1}, H{2}, and H{1,2},
respectively.
In this case, Hn is the space of bivariate functions that (a) have marginal degrees less than m for both
variables, and (b) are square-integrable on the domain [0,1]. As a result, Hn is spanned by the set of m2
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functions
{1, κv(xi1), κw(xi2), κv(xi1)κw(xi2); v, w = 1, . . . ,m− 1} (3.13)
for any xi ≡ (xi1, xi2) ∈ X . The contrast space Hc ≡ H{1} ⊕ H{2} ⊕ H{1,2} contains the main effect and
interaction effect functions, and the five orthogonal subspaces H{1•}, H{1∼}, H{2•}, H{2∼}, and H{1,2} have
incomparable metrics defined by the corresponding inner products 〈·, ·〉{1•}, 〈·, ·〉{1∼}, 〈·, ·〉{2•}, 〈·, ·〉{2∼}
and 〈·, ·〉{1,2}. So, it will typically be helpful to define ρc and 〈·, ·〉c according to equations 2.13 and 2.14,
respectively, where θ ≡ {θk}5×1 is a vector of additional smoothing parameters.
The above decomposition of H implies that the penalized least-squares problem can be written according
to equation 3.9 with K ≡ {φk(xi)}n×m2 for i ∈ {1, . . . , n} where {φk}
m2
k=1 is the set of functions in equa-
tion 3.13, and Jθ ≡ {ρc(xh,xi)}n×n for h, i ∈ {1, . . . , n} with ρc ≡ θ1ρ{1•} + θ2ρ{2•} + θ3ρ{1∼} + θ4ρ{2∼} +
θ5ρ{1,2}. As in the previous example, numerous different statistical models can be created by constraining
and/or removing various θk’s from the definition of the RK. For example, to enforce an additive model, one
could remove the interaction φk basis functions from K and set θ3 = θ4 = θ5 = 0 in the definition of ρc. As
a second example, one could constrain θ3 = θ4 = θ5 to enforce a similar degree of smoothing in the three
interaction subspaces.
3.3 Smoothing Parameter Selection
3.3.1 Expected True Mean Squared Error
The selection of λ is the crucial step when fitting a penalized likelihood regression model. To quantify
the quality of a chosen λ, consider the true mean-squared-error (MSE) between the estimated function
realizations and the (unknown) true function realizations, such as
TMSE(λ|y,X, η) = (1/n)
n∑
i=1
(ηλ(xi)− η(xi))
2 (3.14)
where ηλ is the estimated function (which depends on the chosen λ), and η is the unknown true function.
Note that y = yη + e where yη ≡ {η(xi)}n×1 and e ≡ {ei}n×1, so the above TMSE can be written as
TMSE(λ|y,X, η) = (1/n)(Sλy − yη)
′(Sλy − yη)
= (1/n)[y′η(In − Sλ)
2yη − 2y
′
η(In − Sλ)Sλe+ e
′S2λe]
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where S2
λ
≡ SλSλ, and (In − Sλ)2 ≡ (In − Sλ)(In − Sλ).
Taking the expected value of the above TMSE, it is evident that
E{TMSE(λ|y,X, η)} = (1/n)[y′η(In − Sλ)
2yη + σ
2tr(S2
λ
)] (3.15)
where E{·} denotes the statistical expectation and tr(·) denotes the matrix trace. Note that equation 3.15
follows from the assumptions of the model residuals: E{e} = 0n and E{ee′} = σ2In , where 0n ≡ {0}n×1.
Furthermore, note that
UMSE(λ|y,X, σ2) = (1/n)[y′(In − Sλ)
2y + 2σ2tr(Sλ)− nσ
2] (3.16)
is an unbiased estimate of the expected TMSE in equation 3.15. Consequently, if σ2 is known, the λˆ that
minimizes the UMSE score is an optimal estimate of λ.
3.3.2 Generalized Cross-Validation
In many cases, the error variance σ2 is unknown, so the UMSE score cannot be used to find the optimal
smoothing parameters. In such cases, another reasonable loss function for selecting λ is the cross-validated
loss function
CV(λ|y,X,w) = (1/n)
n∑
i=1
wi(yi − η
[i]
λ
(xi))
2 (3.17)
where wi > 0 is some weight, and η
[i]
λ
is the function φ ∈ H that minimizes the delete the i-th observation
functional, which is defined as
(1/n)
∑
j 6=i
(yj − φ(xj))
2 + λJ(φ) (3.18)
At first, it may seem that minimizing the CV score would require the fitting of n different smoothing spline
models (to obtain η
[i]
λ
for i ∈ {1, . . . , n}), making the approach impractical for moderate to large sample
sizes. However, there is a relationship between ηλ and η
[i]
λ
that can be used to obtain the η
[i]
λ
(xi) values
from the smoothing matrix corresponding to ηλ. This implies that the CV score can be minimized using the
results of the full model, so it is not necessary to fit a separate model holding out each case individually.
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First, note that because η
[i]
λ
minimizes the delete the i-th observation functional in equation 3.18, η
[i]
λ
must also be the function φ ∈ H that minimizes
(1/n)
n∑
j=1
(y˜j − φ(xj))
2 + λJ(φ) (3.19)
where y˜ ≡ (y1, . . . , yi−1, η
[i]
λ
(xi), yi+1, . . . , yn)
′ is the original data vector with the i-th entry replaced by
η
[i]
λ
(xi); the proof is trivial: by definition (y˜i − φ(xi))2 = 0 and equation 3.18 is minimized for φ ≡ η
[i]
λ
.
Second, note that ηλ(xi) =
∑n
j=1 sij(λ)yj, where Sλ ≡ {sij(λ)}n×n denotes the smoothing matrix associated
with the original (n data points) problem. This implies that ηλ can be interpreted as a univariate function
of yi, such as
ηλ(xi) = ηλ(yi|y
[i],Sλ)
=
∑
j 6=i
sij(λ)yj + sii(λ)yi
where y[i] ≡ (y1, . . . , yi−1, yi+1, . . . , yn)
′. Furthermore, defining y˜i ≡ η
[i]
λ
(xi), note that ηλ(y˜i|y
[i],Sλ) = y˜i,
which derives from the fact that η
[i]
λ
minimizes equation 3.19.
Still defining y˜i ≡ η
[i]
λ
(xi), note that ηλ is a linear function of yi, so the standard Taylor series expansion
of ηλ in the neighborhood of the point y˜i = yi is given by
ηλ(y˜i|y
[i],Sλ) = ηλ(yi|y
[i],Sλ) + (y˜i − yi)
∂
∑n
j=1 sij(λ)yj
∂yi
= ηλ(yi|y
[i],Sλ) + (y˜i − yi)sii(λ)
= ηλ(xi) + (y˜i − yi)sii(λ)
Substituting y˜i for ηλ(y˜i|y[i],Sλ) on the righthand side of the above equation, and then solving for y˜i
produces
y˜i =
ηλ(xi)− yisii(λ)
1− sii(λ)
Next, plugging the above definition for y˜i into equation 3.17 for η
[i]
λ
(xi) produces
CV(λ|y,X,w) = (1/n)
n∑
i=1
wi
(yi − ηλ(xi))2
(1 − sii(λ))2
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Finally, defining wi ≡ (1 − sii(λ))
2/[n−1tr(In − Sλ)]2 replaces each sii(λ) with its average value, producing
the generalized cross-validation (GCV) criterion of Craven and Wahba (1979):
GCV(λ|y,X) = (1/n)
n∑
i=1
(yi − ηλ(xi))2
[n−1tr(In − Sλ)]2
= {n‖(In − Sλ)y‖
2}/{[n− tr(Sλ)]
2}
(3.20)
The λˆ that minimizes the GCV score has desirable asymptotic properties (see Craven & Wahba, 1979; Li,
1986), so I use the GCV score to select λ throughout this paper.
3.4 Approximation via Selected Knots
3.4.1 General Framework
As is evident from equations 3.4 and 3.11, the estimation of an SSANOVA model involves the inversion of an
(m+n)×(m+n) matrix, which requires approximately O(n3) floating point operations (flops). Furthermore,
if the smoothing parameters are unknown, the matrix must be inverted for each choice of λ when optimizing
the UMSE, CV, or GCV criterion. As a result, the computation needed to estimate an optimal SSANOVA
model can be quite expensive if n is moderately large (e.g., if n > 10000). This is especially true for two-way
SSANOVA models involving more than one smoothing parameter.
To make SSANOVAs more practical for large samples, Gu and Kim (2002, 2004) proposed an approxima-
tion that involves randomly selecting q ≪ n observations from the data, and then using these q observations
as RK knots. More specifically, let {x˘h}
q
h=1 denote the predictor variable scores corresponding to the q
selected observations. Then the penalized least-squares function in equation 3.9 can be approximated as
(1/n)‖y−Kd− J⋄θc⋄‖
2 + λc′⋄Q
⋄
θc⋄ (3.21)
where K and d are defined in equation 3.9, J⋄
θ
=
∑s
k=1 θkJ
⋄
k with J
⋄
k ≡ {ρ
∗
k(xi, x˘h)}n×q for i ∈ {1, . . . , n}
and h ∈ {1, . . . , q}, c⋄ ≡ {c⋄h}q×1, and Q
⋄
θ
=
∑s
k=1 θkQ
⋄
k with Q
⋄
k ≡ {ρ
∗
k(x˘g, x˘h)}q×q for g, h ∈ {1, . . . , q}.
Similar to equations 3.10 and 3.11, the optimal coefficients using Gu and Kim’s approximation are given by

 dˆ
cˆ⋄

 =

 K′K K′J⋄θ
(J⋄
θ
)′K (J⋄
θ
)′J⋄
θ
+ λnQ⋄
θ


† K′
(J⋄
θ
)′

y (3.22)
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and the fitted values can be written as yˆ⋄ = Kdˆ+ J
⋄
θ
cˆ⋄ = S
⋄
λ
y, where
S⋄
λ
=
(
K J⋄
θ
) K′K K′J⋄θ
(J⋄
θ
)′K (J⋄
θ
)′J⋄
θ
+ λnQ⋄
θ


† K′
(J⋄
θ
)′

 (3.23)
is the smoothing matrix corresponding to the knots {x˘h}
q
h=1.
Using this approximation, the estimation of η requires approximately O(nq2) flops (see Kim & Gu, 2004);
so, assuming that q ≪ n, this approximation will be substantially less costly than the full solution. However,
the quality of the approximation will depend on the representativeness of the chosen knots. So, in order
to ensure optimal performance, it may be necessary to set q to be rather large. Furthermore, it may be
desirable to try more than one random sample of knots to ensure that the obtained solution is relatively
stable (and is not due to an unfortunate choice of knots).
3.4.2 Choosing the Number of Knots
Suppose that we have observed (xi, yi) where xi ≡ (xi1, xi2) with xij ∈ Xj and yi ∈ R for i ∈ {1, . . . , n}
and j ∈ {1, 2}. Furthermore, suppose that we have defined a RKHS of functions within each marginal space
(denoted by HXj for j ∈ {1, 2}), so that H = HX1 ⊗HX2 is a tensor product RKHS on the product domain
X ≡ X1 × X2. Now, let π : X → [0,∞) denote the limiting probability density function (pdf) of xi, and
define the bilinear form
V (φ, ψ) =
∫
X
φ(x)ψ(x)π(x)dx
for all φ, ψ ∈ H. Finally, let ηλ denote our estimate of the function η that minimizes equation 3.9, which
depends on the chosen smoothing parameters in λ.
The asymptotic convergence rate of ηλ can be characterized via an eigenvalue analysis of J(η) with respect
to V (η) (see Gu & Kim, 2002). First, suppose that ψv are eigenfunctions that satisfy V (ψu, ψv) = δuv and
J(ψu, ψv) = wvδuv for v = 1, 2, . . ., where δuv denotes a Kronecker delta and wv ≥ 0 is some positive real
number that approaches ∞ as v increases. Second, note that J(η) =
∑
v wvη
2
v, where ηv ≡ V (ψv, η). Now,
assume that wv > cv
b for all v that are sufficiently large, where c > 0 and b > 1 are real numbers, and that
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∑
v w
a
vη
2
v <∞, where a ∈ [1, 2]; then, as λ→ 0 and nλ
2/b →∞, it can be shown (see Gu & Kim, 2002) that
V (ηλ) = Op(λ
a + n−1λ−1/b)
where gn = Op(hn) denotes that limn→∞ gn/hn is bounded in probability. Furthermore, define Hq ≡
NJ ⊕ span{ρc(x˘h, ·);h = 1, . . . , q}, where NJ is the null space of J , ρc is the RK of the contrast space of H,
and {x˘h}
q
h=1 have limiting pdf π; then, as long as q = n
2/(ab+1)+d for some arbitrary d > 0, it can be shown
(see Gu & Kim, 2002) that
V (φ) = op(λJ(φ))
for all φ ∈ H ⊖Hq, where gn = op(hn) denotes that limn→∞ gn/hn → 0.
The appropriate choice of a will depend on the smoothness of the η, such that setting a = 2 is appropriate
for η that are sufficiently smooth, whereas setting a = 1 is needed when J(η) < ∞ is barely satisfied. The
appropriate choice of b will depend on the type of spline that is being fit, given that one needs wv > cv
b
for all v that are sufficiently large, where wv denotes the eigenvalue corresponding to ψv. For cubic splines
on [0, 1], setting b = 4 is sufficient to guarantee that wv > cv
b holds, and for tensor product cubic splines
on [0, 1]× [0, 1], it is sufficient to set b = 4 − e for some arbitrary e > 0 (see Gu & Kim, 2002; Kim & Gu,
2004). Given that d, e > 0 can both be set arbitrarily small, in practice one can set q = wn2/9, where w ≥ 1
is some user-tunable parameter.
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Chapter 4
Generalized Additive Models
Chapter Summary: In this chapter, I give a brief introduction to Generalized Additive Models (GAMs) in
Chapter 4.1. Then, in Chapter 4.2, I discuss how the parameters of GAMs are estimated, and how GAMs
with interaction terms are formed. Finally, in Chapter 4.3, I give examples of how GAMs can be used to
analyze different types of variables.
4.1 General Framework
4.1.1 Original Model Form
A Generalized Additive Model (GAM; Hastie & Tibshirani, 1984, 1986, 1990) is a non-linear extension of the
familiar Generalized Linear Model (see McCullagh & Nelder, 1989; Nelder & Wedderburn, 1972). Suppose
we have some (univariate) response variable y and corresponding predictor vector x ≡ (x1, . . . , xp) where xj
denotes the j-th predictor. Letting µ ≡ E{y|x} denote the conditional expectation of y given x, a GAM can
be written as
ν(µ) = η0 +
p∑
j=1
ηj(xj) (4.1)
where ν(·) is some link function, η0 is some constant function, and ηj is some smooth function of the j-
th predictor. Similar to a Generalized Linear Model, the form of ν in a GAM will depend on the domain of y.
For example, if y ∈ {0, 1}, then the logit link can be used, and the GAM becomes
ln
(
q
1− q
)
= η0 +
p∑
j=1
ηj(xj)
where q is probability that y is equal to 1. Similarly, if y ∈ {0, 1, 2, . . .}, then the log link can be used, and
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the GAM becomes
ln(µ) = η0 +
p∑
j=1
ηj(xj)
where µ is the expected count of y given x. Finally, if y ∈ R, then the identity link can be used, and the
GAM becomes
µ = η0 +
p∑
j=1
ηj(xj)
where µ is the expected value of y given x. Note that if x = (x1, x2) with xj ∈ [aj , bj ] for some aj , bj ∈ R
for j ∈ {1, 2}, then using a GAM with an identity link has the same model form as an SSANOVA model
with no interaction effects.
4.1.2 Additive versus Interactive GAMs
As originally proposed by Hastie and Tibshirani (1984), a GAM examines additive non-linear functions of the
predictor variables (hence the name Generalized Additive Model). However, in the discussion accompanying
Hastie and Tibshirani’s (1986) article, a few of the commentators made the point that one is typically
interested in testing whether or not interactions exist between predictors (as opposed to simply assuming
that no interactions are present in the data). In response to this critique, Hastie and Tibshirani (1986, 1990)
have broadened the definition of a GAM to include both additive and interactive non-linear functions of
predictors. Using this broader definition, a GAM can be written as
ν(µ) = η0 +
∑
j
ηj(x) (4.2)
where ν(·) is some link function, η0 is some constant function, and ηj is a smooth function of some subset
of the p predictors.
For example, suppose that y ∈ R and that x = (x1, x2) with xj ∈ [aj , bj] for some aj , bj ∈ R. Then,
using a GAM with an identity link, one could fit the interactive model
µ = η0 + η1(x1) + η2(x2) + η12(x1, x2)
where η1 is a smooth function of only x1, η2 is a smooth function of only x2, and η12 is a smooth function
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of both x1 and x2. Note that the additive model is given by
µ = η0 + η1(x1) + η2(x2)
and, because the additive model is nested within the interactive model, it is possible to compare the two
results to test whether or not an interaction effect is present.
4.2 Parameter Estimation
4.2.1 Overview
When Hastie and Tibshirani (1984, 1986) originally proposed GAMs, the authors proposed an iterative
procedure that involved locally-smoothing the j-th predictor (conditioned on the other ηˆj ’s) using some
span size w, which is the proportion of total data points to include in the local smooth. The authors also
discussed how the optimal w could be chosen using a cross-validation criterion (see Hastie & Tibshirani,
1986). Although this approach can work well in certain situations, this fitting procedure is really designed
for additive GAMs, because it smooths each predictor variable individually. Furthermore, local-smoothers
in high dimensions are known to have issues (see Hastie & Tibshirani, 1986, for a discussion); as a result,
some alternative is needed for GAMs with interaction terms.
As previously discussed, the idea of penalized likelihood regression can be easily applied to a variety
of models (additive or interactive), making this an ideal framework for fitting GAMs. As a result, current
implementations of GAMs typically use a penalized likelihood regression framework to estimate the ηj
functions (see Hastie & Tibshirani, 1990; Wood, 2006). Specifically, a GAM assumes that the fitted values
can be written as
ηˆ(x) = ηˆ0 +
∑
j
ηˆj(x)
= Hbˆ
(4.3)
where H is some (known) model design matrix, and bˆ is some (unknown) coefficient vector. Then, a GAM
finds the bˆ that minimizes the penalized least-squares function
(1/n)‖y−Hb‖2 +
p∑
j=1
λjb
′Qjb (4.4)
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where y ≡ {yi}n×1 is the response vector, λj is the (unknown) smoothing parameter for the j-th predictor,
and Qj is the (known) penalty matrix for the j-th predictor.
1
Like fitting an SSANOVA model, if the smoothing parameters are known, then the basis function coeffi-
cient vector minimizing the penalized least-squares function in equation 4.4 can be written as
bˆ =

H′H+ n p∑
j=1
λjQj

†H′y (4.5)
where (·)† denote the Moore-Penrose pseudo-inverse. Furthermore, the fitted values can be written as
yˆ = Hbˆ = Sλy, where
Sλ = H

H′H+ n p∑
j=1
λjQj

†H′ (4.6)
is the smoothing matrix, which depends on λ ≡ {λj}
p
j=1. The smoothing parameters can be chosen by
minimizing the UMSE score, the CV score, or the GCV score (see Chapter 3.3). See Wood (2004) for details
on the estimation of smoothing parameters in GAMs.
4.2.2 Creating Interactive GAMs
When using the penalized likelihood approach for fitting GAMs with interaction terms, Wood (2006, 2012)
follows the suggestion of de Boor (1978), which involves creating a tensor product design matrix. Specifically,
if HXj is a linear space of functions on the domain Xj (for j ∈ {1, 2}), then the function
φ(x) = φX1(x1)φX2(x2) (4.7)
defines a function on the product domain X1 × X2 for any φX1 ∈ HX1 , φX2 ∈ HX2 , and x = (x1, x2) with
xj ∈ Xj for j ∈ {1, 2}. The function φ is referred to as the tensor product of φX1 with φX2 , which is
denoted by φX1 ⊗ φX2 , and the tensor product space is given by H ≡ HX1 ⊗ HX2 = {
∑
i ai(φXi1 ⊗ φXi2) :
ai ∈ R, φXi1 ∈ HX1 , φXi2 ∈ HX2 ; i = 1, . . . , n}, where φXij ≡ φXj (xij) for i ∈ {1, . . . , n} and j ∈ {1, 2}. See
de Boor (1978, Chapter 17) for more information on the formation of tensor product spline bases of this type.
Using this formulation, the design matrix for a GAM with an interaction can be created by forming
1Note that the form of H and the Qj matrices will depend on the type of model being fit.
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design matrices in the marginal spaces, and then taking the Kronecker product of each row of the marginal
design matrices. More specifically, suppose that we have two variables and that {x˘hj}
qj
h=1 is a set of selected
knots for the j-th variable for j ∈ {1, 2}. Also, suppose thatHj ≡ {φhj(xij)}n×(qj+1) is the design matrix for
the j-th predictor for i ∈ {1, . . . , n} and h ∈ {0, . . . , qj}, where φ0j(xij) ≡ 1 and φhj(xij) is the known basis
function corresponding to the h-th knot of the j-th predictor (for j ∈ {1, 2}). Then, the tensor product design
matrix H will be of dimension n× (q1+1)(q2+1), and the i-th row of H will have the form hi = hi1⊗Khi2,
where hij denotes the i-th row of Hj for j ∈ {1, 2}, and the symbol ⊗K denotes the Kronecker product. The
corresponding Qj matrices can then be constructed according to the form of H (see Wood, 2006).
4.3 Examples
4.3.1 GAM with x ∈ [a, b]
When fitting a cubic smoothing spline with x ∈ [a, b] for some a, b ∈ R, Wood (2006, 2012) utilizes the
“cardinal” spline representation, which parameterizes the model in terms of the value of η at a set of given
knots (see Wood, 2006). Given a set of knots {x˘h}
q
h=1 and using the cardinal parameterization with x ∈ [a, b],
the optimal ηλ can be approximated as
η(x) = d+
q∑
h=1
αh(x)fh
where d is the intercept, {αh}
q
h=1 is a set of known basis functions, and f ≡ {fh}q×1 are the unknown
coefficients, such that fˆh = ηˆ(x˘h) by definition (see Wood, 2006). In this case, the i-th row of the design
matrix is given by hi = [1, α1(xi), . . . , αq(xi)], and the unknown function coefficient vector has the form
b = [d, f1 . . . , fq]
′. See Wood (2006) for the cubic spline penalty matrix corresponding to this approximation.
4.3.2 GAM with x1 ∈ {1, . . . , l} and x2 ∈ [a, b]
When fitting a GAM with x1 ∈ {1, . . . , l} and x2 ∈ [a, b], Wood (2006, 2012) essentially estimates a different
η for each level of the first predictor. Assuming that we use q knots for the second predictor’s marginal
design matrix (plus an intercept), the tensor product design matrix would have l(q+ 1) columns, where the
i-th row has the form
hi = [1, δ1(xi1), . . . , δl−1(xi1), δ1(xi1)α1(xi2), . . . , δ1(xi1)αq(xi2),
δ2(xi1)α1(xi2), . . . , δ2(xi1)αq(xi2), . . . , δl(xi1)α1(xi2), . . . , δl(xi1)αq(xi2)]
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where δg(xi1) ≡ I{xi1=g} for g ∈ {1, . . . , l} with I{·=·} denoting the indicator function, and αh is the basis
function corresponding to the h-th knot of the second predictor. In this case, there are l different penalty
matrices and corresponding smoothing parameters, given that the GAM essentially estimates a different
function for each level of the nominal variable. See Wood (2006, 2012) for more details on the estimation of
this type of GAM.
4.3.3 GAM with x1 ∈ [a1, b1] and x2 ∈ [a2, b2]
When fitting a GAM with x1 ∈ [a1, b1] and x2 ∈ [a2, b2], Wood (2006, 2012) first forms the marginal design
matrices H1 and H2; note that the i-th row of Hj has the form hij = [1, α1j(xij), α2j(xij), . . . , αqjj(xij)]
where {αhj}
qj
h=1 denotes a set of known basis functions for the j-th predictor (for j ∈ {1, 2}). Then, the
tensor product design matrix H will have (q1 + 1)(q2 + 1) columns, and i-th row of H will have the form
hi = hi1 ⊗K hi2 with the symbol ⊗K denoting the Kronecker product. In this case, there are two different
penalty matrices and corresponding smoothing parameters (one for each predictor): λ1 and Q1 correspond
to the partial penalty of x1 given x2, whereas λ2 and Q2 correspond to the partial penalty of x2 given x1.
See Wood (2006, 2012) for a discussion of how the tensor product penalty matrices are formed from the
marginal penalty matrices.
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Chapter 5
Fast SSANOVA Approximations for
Large Samples
Chapter Summary: In this chapter, I propose three approximations for fitting fast SSANOVA models when n
is large; specifically, I (a) propose an efficient reparameterization of the smoothing parameters in SSANOVA
models (Chapter 5.1), (b) introduce the use of rounding parameters for fitting SSANOVA models (Chap-
ter 5.2), and (c) discuss how strategic knot grids can be used to stabilize the solution (Chapter 5.3). Lastly,
I propose new algorithms to fit the approximations discussed in this paper (Chapter 5.4).
5.1 An Efficient SSANOVA Reparameterization
5.1.1 General Framework
Suppose we have a two-way SSANOVA (see Chapter 3.2), and let HXj denote a RKHS of functions on
the marginal domain Xj (for j ∈ {1, 2}). Furthermore, suppose that HXj can be decomposed such as
HXj = Hnj ⊕Hcj , where Hnj and Hcj denote the null and contrast spaces corresponding to the j-th predic-
tor’s penalty functional (for j ∈ {1, 2}). This implies that the RKs of the marginal spaces can be written as
ρXj (xhj , xij) = ρnj (xhj , xij) + ρcj (xhj , xij) for all xhj , xij ∈ Xj , where ρnj and ρcj are the RKs correspond-
ing to Hnj and Hcj , respectively (for j ∈ {1, 2}). Furthermore, this implies that the inner products of the
marginal spaces can be written as 〈·, ·〉Xj = 〈·, ·〉nj + 〈·, ·〉cj , where 〈·, ·〉nj and 〈·, ·〉cj are the inner products
corresponding to Hnj and Hcj , respectively (for j ∈ {1, 2}).
As previously discussed, the typical procedure for fitting a two-way SSANOVA model involves: (a) defin-
ing the tensor product space H = HX1⊗HX2 , (b) creating a tensor sum decomposition such as H = Hn⊕Hc,
where the null and contrast spaces of the tensor product penalty are defined according to the tensor sum
decompositions in the marginal spaces, (c) defining the inner product and RK of Hc using equations 2.13
and 2.14, respectively, and (d) estimating the θ vector that optimizes some criterion (e.g., the GCV score).
Note that using this procedure, it is typical to have more smoothing parameters than predictor variables,
which makes the SSANOVA approach more computationally expensive than competing methods that have
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one smoothing parameter for each predictor (such as a GAM).
To improve the efficiency of the SSANOVA approach, I propose defining the marginal RKs as
ρXj(xhj , xij) = ρnj(xhj , xij) + γjρcj(xhj , xij) (5.1)
where γj ∈ (0,∞) denotes the smoothing parameter for the j-th predictor (for j ∈ {1, 2}). Note that this
definition of the marginal RKs corresponds to the marginal inner products
〈·, ·〉Xj = 〈·, ·〉nj + γ
−1
j 〈·, ·〉cj (5.2)
for j ∈ {1, 2}. Also, note that this implies that the RK of H is given by
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {ρn1(xh1, xi1) + γ1ρc1(xh1, xi1)} {ρn2(xh2, xi2) + γ2ρc2(xh2, xi2)}
= ρn1(xh1, xi1)ρn2(xh2, xi2) + γ1ρc1(xh1, xi1)ρn2(xh2, xi2)
+ γ2ρn1(xh1, xi1)ρc2(xh2, xi2) + γ1γ2ρc1(xh1, xi1)ρc2(xh2, xi2)
(5.3)
for all xh,xi ∈ X , where xh ≡ (xh1, xh2), xi ≡ (xi1, xi2), and X ≡ X1 ×X2.
5.1.2 Example: Smoothing on {1, . . . , l} × [0, 1]
Suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ≡ (xi1, xi2) with xi1 ∈
{1, . . . , l} and xi2 ∈ [0, 1]. Assuming that inner product in HX1 is defined according to equation 2.1,
HX1 = Hn1 ⊕ Hc1 where Hn1 ≡ {φf : φf (1) = · · · = φf (l), f ∈ R
l} and Hc1 ≡ {φf :
∑l
x=1 φf (x) =
0, f ∈ Rl} denote the null and contrast spaces of xi1. Likewise, assuming that the inner product in HX2
is defined according to equation 2.8, HX2 = Hn2 ⊕ Hc2 where Hn2 ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]}, and
Hc2 ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v = 0, . . . ,m − 1,
·m
φ ∈ L2[0, 1]} are the null and contrast spaces of xi2. Let
ρXj (xhj , xij) = ρnj (xhj , xij)+ρcj (xhj , xij) denote the RK of HXj for xhj , xij ∈ Xj , with ρXj defined accord-
ing to equations 2.2 and 2.9 for j = 1, 2 (respectively).
Now, suppose that we alter the definitions of the marginal RKs and inner products, such as in equa-
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tions 5.1 and 5.2. Specifically, we can define the inner product of HX1 as
〈f ,g〉X1 = 〈f ,g〉n1 + γ
−1
1 〈f ,g〉c1
= f ′ [(1/l)1l1
′
l]g+ γ
−1
1 f
′ [Il − (1/l)1l1
′
l]g
(5.4)
which corresponds to the RK
ρX1(xh1, xi1) = ρn1(xh1, xi1) + γ1{ρc1(xh1, xi1)}
= (1/l) + γ1{I{xh1=xi1} − (1/l)}
(5.5)
for any xh1, xi1 ∈ X1, where ρn1 and ρc1 denote the RKs of Hn1 and Hc1 , respectively.
Similarly, we can define the inner product of HX2 as
〈φ, η〉X2 = 〈φ, η〉n2 + γ
−1
2 〈φ, η〉c2
=
m−1∑
v=0
(∫ 1
0
·v
φ(x)dx
)(∫ 1
0
·v
η(x)dx
)
+ γ−12
∫ 1
0
·m
φ(x)
·m
η(x)dx
(5.6)
which has the corresponding RK
ρX2(xh2, xi2) = ρn2(xh2, xi2) + γ2{ρc2(xh2, xi2)}
=
m−1∑
v=0
κv(xh2)κv(xi2) + γ2{κm(xh2)κm(xi2) + (−1)
m−1κ2m(|xh2 − xi2|)}
(5.7)
for any xh2, xi2 ∈ X2, where ρn2 and ρc2 denote the RKs of Hn2 and Hc2 , respectively. As in the previous
case, if m > 1, then ρn2(xh2, xi2) can be further decomposed such as ρn2(xh2, xi2) = 1 + ρn˜2(xh2, xi2) where
ρn˜2(xh2, xi2) =
∑m−1
v=1 κv(xh2)κv(xi2).
Using these redefined inner products and RKs in the marginal spaces, the RK of the tensor product space
43
H = HX1 ⊗HX2 is given by
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {ρn1(xh1, xi1) + γ1ρc1(xh1, xi1)} {1 + ρn˜2(xh2, xi2) + γ2ρc2(xh2, xi2)}
= ρn1(xh1, xi1)[1 + ρn˜2(xh2, xi2)]︸ ︷︷ ︸
ρn
+γ1 ρc1(xh1, xi1)[1 + ρn˜2(xh2, xi2)]︸ ︷︷ ︸
ρ{1}
+ γ2 ρn1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2}
+γ1γ2 ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
for any xh,xi ∈ X . In this case, the space Hn is spanned by the set of functions {κv(xi2)}
m−1
v=0 for
any xi2 ∈ X2. Thus, the penalized least-squares problem can be written according to equation 3.9 with
K ≡ {κv(xi2)}n×m for i ∈ {1, . . . , n} and v ∈ {0, . . . ,m− 1}, and Jθ ≡ {ρc(xh,xi)}n×n for h, i ∈ {1, . . . , n}
with ρc ≡ γ1ρ{1} + γ2ρ{2} + γ1γ2ρ{1,2}.
If the model is parameterized such that the contrast effect specific to xi1 is unpenalized (as discussed in
the last paragraph of Chapter 3.2.3), then my proposed reparmeterization will not be more efficient. This
is because, if the null space basis functions are defined according to equation 3.12, then the RK is given by
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {ρn1(xh1, xi1) + γ1ρc1(xh1, xi1)} {1 + ρn˜2(xh2, xi2) + γ2ρc2(xh2, xi2)}
= ρn1(xh1, xi1)[1 + ρn˜2(xh2, xi2)] + γ1ρc1(xh1, xi1)[1 + ρn˜2(xh2, xi2)]︸ ︷︷ ︸
ρn
+ γ2 ρn1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2}
+γ1γ2 ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
which implies that θ = (θ1, θ2) where θ1 ≡ γ2 and θ2 ≡ γ1γ2. So, using this altered penalty, there are s = 2
smoothing parameters and fewer RK functions in the contrast space.
5.1.3 Example: Smoothing on [0, 1]× [0, 1]
Suppose that we have observed (xi, yi) for i ∈ {1, . . . , n}, where yi ∈ R and xi ≡ (xi1, xi2) with xi1, xi2 ∈
[0, 1]. Assuming that inner product inHXj is defined according to equation 2.8, it is evident thatHXj = Hnj⊕
Hcj where Hnj ≡ {φ :
·m
φ(x) = 0, x ∈ [0, 1]}, and Hcj ≡ {φ :
∫ 1
0
·v
φ(x)dx = 0, v = 0, . . . ,m− 1,
·m
φ ∈ L2[0, 1]} are
the null and contrast spaces of xij (for j ∈ {1, 2}). Let ρXj(xhj , xij) = ρnj (xhj , xij) + ρcj(xhj , xij) denote
the RK of HXj for xhj , xij ∈ Xj , with ρXj defined according to equation 2.9 for j ∈ {1, 2}.
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Now, suppose that we redefine the inner product and RK of HXj using equations 5.6 and 5.7 with γj
replacing γ2 (for j ∈ {1, 2}). Using these redefined inner products and RKs in the marginal spaces, the RK
of the tensor product space H = HX1 ⊗HX2 is given by
ρ(xh,xi) = ρX1(xh1, xi1)ρX2(xh2, xi2)
= {1 + ρn˜1(xh1, xi1) + γ1ρc1(xh1, xi1)} {1 + ρn˜2(xh2, xi2) + γ2ρc2(xh2, xi2)}
= 1 + ρn˜1(xh1, xi1) + ρn˜2(xh2, xi2) + ρn˜1(xh1, xi1)ρn˜2(xh2, xi2)︸ ︷︷ ︸
ρn
+ γ1 ρc1(xh1, xi1)[1 + ρn˜2(xh2, xi2)]︸ ︷︷ ︸
ρ{1}
+γ2 [1 + ρn˜1(xh1, xi1)]ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{2}
+ γ1γ2 ρc1(xh1, xi1)ρc2(xh2, xi2)︸ ︷︷ ︸
ρ{1,2}
for any xh,xi ∈ X . This implies that the penalized least-squares problem can be written according to
equation 3.9 withK ≡ {φk(xi)}n×m2 for i ∈ {1, . . . , n} where {φk}
m2
k=1 is the set of functions in equation 3.13,
and Jθ ≡ {ρc(xh,xi)}n×n for h, i ∈ {1, . . . , n} with ρc ≡ γ1ρ{1} + γ2ρ{2} + γ1γ2ρ{1,2}.
5.2 Fast Smoothing via Rounding Parameters
5.2.1 General Framework
To improve the stability and efficiency of SSANOVA models, I introduce user-tunable rounding parameters
to the model. Assuming that all (continuous) predictors have been transformed to the interval [0,1], the
rounding parameters rj ∈ (0, 1] are used to created locally-smoothed versions of the (continuous) predictor
variables, such as
zij = rd(xij/rj)rj (5.8)
for i ∈ {1, . . . , n} and j ∈ {1, . . . , p}, where the rounding function rd(·) rounds the input value to the nearest
integer. Note that the zij scores are formed simply by rounding the original xij scores to the precision defined
by the rounding parameter for the j-th predictor variable, e.g., if rj = .02, then each xij value is rounded to
the nearest .02 to form the zij scores. Finally, note that nominal variables can not be meaningfully rounded,
so I only propose using a rounding parameter for each continuous predictor variable.
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Following Kim and Gu’s (2004) approximation, I propose using q ≪ n basis function knots. Assume that
xi1, xi2 ∈ [0, 1], let zi ≡ (zi1, zi2)′ with zij defined according to equation 5.8, and let {z˘h}
q
h=1 denote the
predictor variable scores corresponding to the q knots, with z˘h ≡ (z˘h1, z˘h2) ∈ [0, 1]× [0, 1] for h ∈ {1, . . . , q};
then, the penalized least-squares function in equation 3.21 can be approximated as
(1/n)‖y−K⋆d⋆ − J
⋆
θc⋆‖
2 + λc′⋆Q
⋆
θc⋆ (5.9)
where K⋆ ≡ {φv(zi)}n×m for i ∈ {1, . . . , n} and v ∈ {1, . . . ,m}, d⋆ ≡ {d⋆v}m×1, J
⋆
θ
=
∑s
k=1 θkJ
⋆
k where
J⋆k ≡ {ρ
∗
k(zi, z˘h)}n×q for i ∈ {1, . . . , n} and h ∈ {1, . . . , q}, c⋆ ≡ {c
⋆
h}q×1, and Q
⋆
θ
=
∑s
k=1 θkQ
⋆
k where
Q⋆k ≡ {ρ
∗
k(z˘g, z˘h)}q×q for g, h ∈ {1, . . . , q}.
Similar to equation 3.22, the optimal basis function coefficients using the rounding approximation are
given by

dˆ⋆
cˆ⋆

 =

 K′⋆K⋆ K′⋆J⋆θ
(J⋆
θ
)′K⋆ (J
⋆
θ
)′J⋆
θ
+ λnQ⋆
θ


† K′⋆
(J⋆
θ
)′

y (5.10)
and the smoothing matrix corresponding to these coefficients is given by
S⋆
λ
=
(
K⋆ J
⋆
θ
) K′⋆K⋆ K′⋆J⋆θ
(J⋆
θ
)′K⋆ (J
⋆
θ
)′J⋆
θ
+ λnQ⋆
θ


† K′⋆
(J⋆
θ
)′

 (5.11)
One could calculate the fitted values using S⋆
λ
y (and this is what I recommend for the smoothing parameter
estimation), however this could introduce a small bias to each predicted score. So, when interpreting specific
yˆi scores, I recommend using the coefficients from equation 5.10 and basis function matrices with unrounded
predictor variable scores, such as
yˆ⋆ = Kdˆ⋆ + J
•
θ
cˆ⋆ (5.12)
where K ≡ {φv(xi)}n×m for i ∈ {1, . . . , n} and v ∈ {1, . . . ,m}, and J•θ =
∑s
k=1 θkJ
•
k where J
•
k ≡
{ρ∗k(xi, z˘h)}n×q for i ∈ {1, . . . , n} and h ∈ {1, . . . , q}.
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5.2.2 Computational Benefits
Let {z˜t}ut=1 denote the set of unique observed zi vectors,
1 where z˜t ≡ (z˜t1, z˜t2), and note that u has an
upper-bound that is determined by the rounding parameters and the predictor variables. For example, sup-
pose that the first predictor is nominal with l levels, and that the second predictor is continuous with domain
[0,1]. Then, defining r2 = .01, it is evident that u ≤ 101l, given that zij can have a maximum of l unique
values for the first predictor, and a maximum of 101 unique values for the second predictor. As a second
example, suppose that both predictors are continuous with domain [0,1]. Then, defining r1 = r2 = .01, it
is evident that u ≤ 1012, given that both predictors can have a maximum of 101 unique values. Similar
reasoning can be used to place an upper-bound on u for different combinations of rounding parameters and
predictor variable types.
Now, as a first step to understanding the computational benefits of the rounding parameters, note that
the inner-portion of S⋆
λ
can be written as

 K′⋆K⋆ K′⋆J⋆θ
(J⋆
θ
)′K⋆ (J
⋆
θ
)′J⋆
θ
+ λnQ⋆
θ


†
=

 K˜′⋆WK˜⋆ K˜′⋆WJ˜⋆θ
(J˜⋆
θ
)′WK˜⋆ (J˜
⋆
θ
)′WJ˜⋆
θ
+ λnQ⋆
θ


†
(5.13)
where K˜⋆ ≡ {φv(z˜t)}u×m for t ∈ {1, . . . , u} and v ∈ {1, . . . ,m}, J˜⋆θ =
∑s
k=1 θkJ˜
⋆
k where J˜
⋆
k ≡ {ρ
∗
k(z˜t, z˘h)}u×q
for t ∈ {1, . . . , u} and h ∈ {1, . . . , q}, andW ≡ diag(w1, . . . , wu) with wt denoting the number of zi that are
equal to z˜t (for t ∈ {1, . . . , u}). Next, define the reduced smoothing matrix S˜⋆λ, such as
S˜⋆
λ
=
(
K˜⋆ J˜
⋆
θ
) K˜′⋆WK˜⋆ K˜′⋆WJ˜⋆θ
(J˜⋆
θ
)′WK˜⋆ (J˜
⋆
θ
)′WJ˜⋆
θ
+ λnQ⋆
θ


† K˜′⋆
(J˜⋆
θ
)′

 (5.14)
Note that S˜⋆
λ
is a u×u matrix, and note that u < n if there are replicate predictor vectors after the rounding
(which is guaranteed if n is larger than u’s upper bound).
Now, suppose that the yi and zi scores are ordered such that observations 1, . . . , w1 have predictor scores
z˜1, observations w1 + 1, . . . , w1 + w2 have predictor scores z˜2, and so on. Given this assumption, S
⋆
λ
from
1I assume that u > q and that the q selected knots are unique.
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equation 5.11 can be written in terms of S˜⋆
λ
, such as
S⋆λ =


(e′1S˜
⋆
λ
e1)1w11
′
w1 (e
′
1S˜
⋆
λ
e2)1w11
′
w2 · · · (e
′
1S˜
⋆
λ
eu)1w11
′
wu
(e′2S˜
⋆
λ
e1)1w21
′
w1 (e
′
2S˜
⋆
λ
e2)1w21
′
w2 · · · (e
′
2S˜
⋆
λ
eu)1w21
′
wu
...
...
. . .
...
(e′uS˜
⋆
λ
e1)1wu1
′
w1 (e
′
uS˜
⋆
λ
e2)1wu1
′
w2 · · · (e
′
uS˜
⋆
λ
eu)1wu1
′
wu


(5.15)
where et denotes a u× 1 vector with a one in the t-th position and zeros elsewhere, and 1wt denotes a wt× 1
vector of ones (for t ∈ {1, . . . , u}). Furthermore, note that the fitted values corresponding to S⋆
λ
can be
written as
S⋆λy =


(e′1S˜
⋆
λ
e1)1w1 (e
′
1S˜
⋆
λ
e2)1w1 · · · (e
′
1S˜
⋆
λ
eu)1w1
(e′2S˜
⋆
λ
e1)1w2 (e
′
2S˜
⋆
λ
e2)1w2 · · · (e
′
2S˜
⋆
λ
eu)1w2
...
...
. . .
...
(e′uS˜
⋆
λ
e1)1wu (e
′
uS˜
⋆
λ
e2)1wu · · · (e
′
uS˜
⋆
λ
eu)1wu


y˜ (5.16)
where y˜ ≡ {y˜t}u×1 with y˜t =
∑
It
yi and It ⊂ {1, . . . , n} denoting the set of indices such that zi is equal to
z˜t (for t ∈ {1, . . . , u}).
Now, let yˆ⋆t = e
′
tS˜
⋆
λ
y˜ denote the fitted value corresponding to z˜t (for t ∈ {1, . . . , u}), and note that the
numerator of the GCV score in equation 3.20 can be written as
n‖(In − S
⋆
λ)y‖
2 = n
u∑
t=1
∑
It
(yi − yˆ
⋆
t )
2
= n
n∑
i=1
y2i − 2n
u∑
t=1
y˜tyˆ
⋆
t + n
u∑
t=1
wt(yˆ
⋆
t )
2
= n
[
‖y‖2 − 2y˜′S˜⋆λy˜ + y˜
′S˜⋆λWS˜
⋆
λy˜
]
(5.17)
In addition, note that the denominator of the GCV score can be written as
[n− tr(S⋆
λ
)]2 = [n− tr(WS˜⋆
λ
)]2 (5.18)
using the relation in equation 5.15.
The above formulas imply that, after initializing y˜, ‖y‖2, and W, it is only necessary to calculate the
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reduced smoothing matrix S˜⋆
λ
to evaluate the GCV score (or a similar criterion) for a new choice of smoothing
parameters. Furthermore, note that the optimal function coefficients can be estimated from the reduced
smoothing matrix using

dˆ⋆
cˆ⋆

 =

 K˜′⋆WK˜⋆ K˜′⋆WJ˜⋆θ
(J˜⋆
θ
)′WK˜⋆ (J˜
⋆
θ
)′WJ˜⋆
θ
+ λnQ⋆
θ


† K˜′⋆
(J˜⋆
θ
)′

 y˜ (5.19)
which implies that it is never necessary to construct the full n × n smoothing matrix to estimate η using
this rounding approximation.
5.2.3 Choosing the Rounding Parameters
In many situations, a minimum rounding parameter can be determined by the measurement precision of the
predictor variable. For example, if each xij is recorded with the precision of two decimals on the interval
[0,1], then setting rj = .01 will produce the same solution as using the unrounded values, given that xij = zij
in this case. Furthermore, assuming that each xij is recorded with the precision of two decimals on the in-
terval [0,1], it would be illogical to define 0 < rj < .01, because this could “round” the observed values to a
precision greater than that observed in the data. Consequently, for predictors recorded with the precision of
two decimals on the interval [0,1], r = .01 is the minimum rounding parameter one may reasonably examine.
Note that it is (clearly) possible to form a minimum rounding parameter for other measurement precisions:
rj = 10
−d is the minimum rounding parameter for xij ∈ [0, 1] measured with the precision of d decimals on
the interval [0,1], where d is some positive integer.
Now, for large n, note that a univariate smoothing spline is approximately a weighted moving average
smoother (see Silverman, 1985, Section 3). In particular, let si1i2(λ) denote the entry in the i1-th row and i2-
th column of Sλ (from equation 3.4) where i1, i2 ∈ {1, . . . , n}, and note that si1i2(λ) asymptotically depends
on a kernel function whose influence decreases exponentially as |xi1 − xi2 | increases (see Silverman, 1985,
equations 3.1–3.4). Also, note that the rounding parameter proposed in this paper essentially widens the
peak of the kernel function (see Figure 5.1). So, if σ is moderate-to-large, it may be desirable to set r larger
than the minimum rounding parameter. This is because the unrounded predictor scores may relate to a
kernel that is too narrow to effectively smooth the yi values whenever σ is moderate-to-large. Consequently,
in such situations, increasing r (and widening the kernel peak) may improve and stabilize the estimation by
smoothing a wider range of yi values.
49
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
Unrounded,  λ = 10−9
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.01,  λ = 10−9
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.02,  λ = 10−9
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.03,  λ = 10−9
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
Unrounded,  λ = 10−8
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.01,  λ = 10−8
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.02,  λ = 10−8
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.03,  λ = 10−8
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
Unrounded,  λ = 10−7
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.01,  λ = 10−7
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.02,  λ = 10−7
0.
0
0.
2
0.
4
x i1 − x i2
Ke
rn
e
l V
a
lu
e
−0.2 0.0 0.2
r = 0.03,  λ = 10−7
Figure 5.1: The asymptotic kernel function for xi1 , xi2 ∈ [.2, .8] with the rounding parameter (r) and
smoothing parameter (λ) defined according to the subplots.
50
5.3 Strategic Knot Grids
5.3.1 Motivation
As discussed in Chapter 3.4, Kim and Gu (2004) propose using q = wn2/9 randomly selected xi vectors as
knots, where w ≥ 1 is a user-tunable parameter. In the simulation studies in Kim and Gu (2004), it was
shown that setting w ≥ 10 works well for tensor product cubic smoothing splines, in the sense that the result
was relatively stable regardless of the random sample. However, Kim and Gu’s simulations did suggest that
there was a noticeable amount of variability between solutions from different random samples; as a result,
the authors’ state that “quick checks on the stability can be performed simply by comparing estimates with
different random subsets” (Kim & Gu, 2004, p. 345).
Clearly, for small to moderate n, fitting an SSANOVA model with a few different random samples of
knots will not be a computational burden; however, for large n, it may be rather computationally expensive
and time consuming to fit numerous different models. Also, when one has several solutions using different
random samples of knots, it may be unclear which solution should be preferred; this can pose interpretational
issues, and makes it difficult to use the SSANOVA results for prediction purposes. Thus, for large n, it is
desirable to have a straightforward and stable method for choosing representative knots.
5.3.2 Forming Knot Grids
To reduce the variability of the solution, I propose using a multidimensional grid of points spanning the
space X1 × X2 as the RK knots.2 When X1 ≡ {1, . . . , l} and X2 ≡ [0, 1], an obvious approach is to se-
lect qg knots spanning the range of xi2 within the g-th level of xi1 (for g ∈ {1, . . . , l}). For example, let
x(i)g2 denote the i-th order statistic of the second predictor among observations within the g-th level of the
first predictor (for i ∈ {1, . . . , ng} and g ∈ {1, . . . , l}; note that
∑l
g=1 ng = n). Assuming that qg ≤ ng,
the knots for the g-th level of xi1 can be formed by selecting approximately every (ng/qg)-th x(i)g2 value
(e.g., if ng = 1000 and qg = 10, I would select about every 100-th x(i)g2 value as a knot). Denoting
the g-th level’s knots as {x˘fg}
qg
f=1, the multidimensional grid of q =
∑l
g=1 qg knots would be defined as
{x˘h = (g, x˘fg) : h = f +
∑g−1
u=0 qu, f = 1, . . . , qg, g = 1, . . . , l, q0 ≡ 0}.
When X1 ≡ X2 ≡ [0, 1], a similar approach can be used. Letting x(i)j denote the i-th order statistic of
the j-th predictor’s scores, I propose selecting every (n/qj)-th x(i)j value as a marginal knot for the j-th
2This is similar to the knot selection approach typically used in a GAM (see Wood, 2006, 2012).
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predictor. For example, if n = 1000 and qj = 10, the marginal knots for the j-th predictor can be formed by
selecting every 100-th x(i)j value. Denoting the marginal knots as {x˘fj}
qj
f=1 for j ∈ {1, 2}, the q = q1q2 knots
in the multidimensional grid are defined as {x˘h = (x˘f1, x˘g2) : h = f +(g− 1)q1, f = 1, . . . , q1, g = 1, . . . , q2}.
First, note that reducing qj will result in smoother estimates of η with respect to the j-th predictor, so
the qj parameters can be used to restrict the influence of the different predictors on the penalty functional.
Second, note that if q1 and q2 are both set large enough, then the grid of q = q1q2 knots will include
all possible values of the observed xi vectors. In such cases, span{ρc(x˘h, ·);h = 1, . . . , q} will include
span{ρc(xi, ·); i = 1, . . . , n}, so the selected grid of knots should perform as well as using the full solution.
The question of how many knots are “enough” will depend on σ, n, and the smoothness of η; in general, I
have found that setting qj = 10 for j ∈ {1, 2} works well for tensor product cubic smoothing splines where
η is relatively smooth, but qj > 10 knots may be useful for η’s that are more wiggly.
5.4 Algorithms for fitting SSANOVA Models
5.4.1 Fast SSANOVA Algorithm
Algorithm Overview
Suppose that one wants to use Kim and Gu’s (2004) approximation (see Chapter 3.4) to fit a two-way
SSANVOA model, and suppose that n is large. Kim and Gu (2004) give an algorithm to fit the approxi-
mation, but the algorithm requires approximately O(nq2) flops to evaluate the GCV score for each choice
of smoothing parameters, which can make the estimation of multiple smoothing parameters slow for large
n. For such situations, I offer a modified algorithm inspired by Gu and Wahba (1991) and Kim and Gu
(2004). This algorithm has an initialization that requires approximately O(nq2) flops, but then only requires
approximately O(q3) flops to evaluate the GCV score for each new choice of smoothing parameters; thus,
this algorithm will be substantially more efficient than Kim and Gu’s algorithm when n is large.
First, form the n× sq matrix J⋄ ≡ (J⋄1,J
⋄
2, . . . ,J
⋄
s) and the q × sq matrix Q
⋄ ≡ (Q⋄1,Q
⋄
2, . . . ,Q
⋄
s). Note
that, using the standard SSANOVA parameterization in equations 2.13 and 2.14, the value s will depend on
the marginal domains of the predictors (see Chapters 3.2.3 and 3.2.4); in contrast, using the efficient repa-
rameterization proposed in Chapter 5.1, s = 3 in typical cases. Next, calculate the m× 1 vector yK ≡ K′y
and the sq × 1 vector yJ ≡ (J⋄)′y. Finally, calculate the m × m matrix CK ≡ K′K, the m × sq matrix
CKJ ≡ K
′J⋄, and the sq × sq matrix CJ ≡ (J
⋄)′J⋄.
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Then, given a θ vector,3 calculate θ˜ ≡ (θ ⊗K Iq) and Q⋄θ = Q
⋄θ˜, where the symbol ⊗K denotes the
Kronecker product. Next, define the q× 1 vector yθJ ≡ θ˜
′yJ and note that y
θ
J = (J
⋄
θ
)′y. Then, calculate the
m× q matrix CθKJ = CKJθ˜, and note that C
θ
KJ = K
′J⋄
θ
. Likewise, calculate the q × q matrix CθJ = θ˜
′CJθ˜,
and note that CθJ = (J
⋄
θ
)′J⋄
θ
. Now, note that S⋄
λ
= Xθ[Cθ + λnQ˜
⋄
θ
]†X′
θ
, where Xθ ≡ (K,J⋄θ) is the
n× (m+ q) design matrix, and
Cθ =

 CK CθKJ
(CθKJ)
′ CθJ

 and Q˜⋄θ =

0m×m 0m×q
0q×m Q
⋄
θ

 (5.20)
are (m+ q)× (m+ q) matrices.
Now, letting ABA′ denote the full-rank eigenvalue decomposition (EVD)4 of [Cθ + λnQ˜
⋄
θ
], it is evident
that tr(S⋄
λ
) = tr(XθAB
−1A′X′
θ
) = tr(AB−1A′Cθ). Furthermore, note that
‖(In − S
⋄
λ
)y‖2 = y′y − 2y′S⋄
λ
y + y′(S⋄
λ
)2y
= ‖y‖2 − 2y′
θ
AB−1A′yθ + y
′
θ
AB−1A′CθAB
−1A′yθ
(5.21)
where yθ ≡ (yK;yθJ ) is an (m+ q)× 1 vector. This implies that
GCV(λ) = {n‖(In − S
⋄
λ
)y‖2}/{[n− tr(S⋄
λ
)]2}
= n{‖y‖2 − 2y′
θ
a1 + a
′
1Cθa1}/{[n− tr(AB
−1A′Cθ)]
2}
(5.22)
can be used to evaluate the GCV score, where a1 ≡ AB−1A′yθ.
Below I outline the full algorithm for estimating the smoothing parameters minimizing the GCV score.
First, note smoothing is fully parameterized by λk = λθ
−1
k for k ∈ {1, . . . , s}. However, when estimating
multiple smoothing parameters in SSANOVA models, it has proven useful to separate the overall level of
smoothing (captured by λ) from the relative smoothing of each subspace of Hc (captured by the θk’s), see
Gu and Wahba (1991). As a result, the below algorithm iterates between estimating λ for a fixed θ, and
then estimating θ for a fixed λ. In the below algorithm, ω denotes the maximum number of iterations, which
3Using the standard two-way SSANOVA parameterization, θ ≡ {θk}s×1 where θk is the smoothing parameter unique to the
k-th orthogonal subspace of Hc. In contrast, using the efficient reparameterization proposed in Chapter 5.1, θ ≡ {θk}3×1 in
typical cases, where θ1 ≡ γ1, θ2 ≡ γ2, and θ3 ≡ γ1γ2 with γj denoting the smoothing parameter unique to the j-th predictor
(for j ∈ {1, 2}).
4I define the full-rank EVD by calculating the full EVD, and then setting to zero the eigenvalues that are smaller than the
first eigenvalue multiplied by machine epsilon.
53
is a user-provided positive integer. In general, I have found that setting ω = 5 works well when analyzing a
variety of types of simulated and real data.
ALGORITHM A: Fast SSANOVA
I. Initializations:
1. Given {x˘h}
q
h=1, calculate K, J
⋄
k, and Q
⋄
k for k ∈ {1, . . . , s}
2. Define J⋄ ≡ {J⋄1,J
⋄
2, . . . ,J
⋄
s}n×sq and Q
⋄ ≡ {Q⋄1,Q
⋄
2, . . . ,Q
⋄
s}q×sq
3. Define yK ≡ K′y, yJ ≡ (J⋄)′y, CK ≡ K′K, CKJ ≡ K′J⋄, and CJ ≡ (J⋄)′J⋄
4. Initialize θ = 1s and set ǫ = 10
−5 (or some other small number)
5. Initialize τ = 0 and GCV(λ0) = ‖y‖2
II. Iterative Procedure:
1. Update λ for fixed θ
a. Given θˆ, calculate θ˜ = (θˆ ⊗K Iq)
b. Given θ˜, calculate Q⋄
θ
= Q⋄θ˜, yθJ = θ˜
′yJ, C
θ
KJ = CKJθ˜, C
θ
J = θ˜
′CJθ˜
c. Form the Cθ and Q˜
⋄
θ
matrices from equation 5.20
d. Minimize the GCV score w.r.t. λ using equation 5.22 for each
GCV score evaluation
2. Update θ for fixed λ
a. Given current λˆ, calculate λˆn
b. Minimize the GCV score w.r.t. ξ = ln(θ) using equations 5.20–5.22
for each GCV score evaluation
3. Check for Convergence
a. If [GCV(λ0)−GCV(λˆ)]/GCV(λ0) < ǫ, stop (algorithm converged)
b. Else if τ = ω − 1, stop (iteration limit reached)
c. Else set GCV(λ0) = GCV(λˆ) and τ = τ + 1 and return to step 1
III. Estimate Parameters:
1. Using λˆ and θˆ, form Cθ, Q˜
⋄
θ
, and yθ (see equations 5.20 and 5.21)
2. Let ABA′ denote the full-rank EVD of [Cθ + λˆnQ˜
⋄
θ
]
a. (dˆ′, cˆ′⋄) = y
′
θ
AB−1A
b. σˆ2 = {‖y‖2 − 2(dˆ′, cˆ′⋄)yθ + (dˆ
′, cˆ′⋄)Cθ(dˆ
′, cˆ′⋄)
′}/{n− tr(AB−1A′Cθ)}
c. yˆ⋄ = Kdˆ+ J
⋄
θ
cˆ⋄ (if needed)
For the minimization of the GCV score with respect to λ (in step 1b of the Iterative Procedure), it is
possible to use some Newton-type (or other optimization) method. However, given that each GCV score
evaluation is rather cheap using this algorithm, I prefer a brute-force search because this provides a better
chance of avoiding local optima. Throughout this paper, I evaluate the GCV score for λ = 10−k with
k ∈ {0, 1, . . . , 9}; note that λ can be restricted to this interval without loss of generality, because the overall
smoothing of each subspace is captured by λk = λθ
−1
k . For the minimization of the GCV score with respect
to ξ (in step 2b of the Iterative Procedure), I follow the suggestion of Kim and Gu (2004) and use the quasi-
Newton methods of Dennis and Schnabel (1996) through the R function nlm. Note that I parameterize the
minimization problem in terms of ξ (instead of θ) because ξ is unconstrained (see Gu & Wahba, 1991).
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Smoothing Parameter Initialization
In step 4 of the Initializations of Algorithm A, the θk values are set equal to one, but this is arbitrary. When
fitting an SSANOVA using the standard parameterization, much better starting values for the θk parameters
can be obtained using Algorithm 3.2 from Gu and Wahba (1991), which will be briefly described. Suppose
that the true contrast function can be written as ηc =
∑s
k=1 Pkη, where Pk is the projection operator corre-
sponding to k-th orthogonal contrast space of Hc. In this case, it would be sensible to weight each subspace
according to ‖Pkη‖2, so that the roughness penalties of the different subspaces are balanced. So, if η were
known, one could define θk = ‖Pkη‖2 for k ∈ {1, . . . , s}, and then minimize the GCV score with respect to λ.
Clearly, η will be unknown in practice, so Gu and Wahba (1991) propose the following procedure for
initializing θk. First, set θk = tr(Qk)
−1 for k ∈ {1, . . . , s}. Then, given the θk values, select the λ that
minimizes the GCV score (or some similar criterion), and let cˆ denote the contrast space function coeffi-
cient vector that corresponds to the optimal λ. Next, define the starting smoothing parameter values as
θˆk = θ
2
kcˆ
′Qkcˆ for k ∈ {1, . . . , s}. Note that the θˆk values are obtained using the relation θk = ‖Pkη‖2 with
the true projection Pkη replaced by the estimated projection Pkηλ ≡ θk
∑q
h=1 cˆh[Pkρ(x˘h, ·)]. Remembering
that 〈Pkρ(x˘g , ·), Pkρ(x˘h, ·)〉 = ρ∗k(x˘g , x˘h), one obtains the θˆk values previously defined.
When fitting an SSANOVA using the efficient reparameterization proposed in Chapter 5.1, Algorithm 3.2
from Gu and Wahba (1991) cannot be used to initialize the smoothing parameters (because of the assumed
interdependencies between the smoothing parameters of the different subspaces). However, it is possible to
use a similar logic to initialize the smoothing parameters in this reparameterized model. Assuming that
xi = (xi1, xi2) with xij ∈ [0, 1] for i ∈ {1, . . . , n} and j ∈ {1, 2}, the contrast space can be decomposed into
s = 3 orthogonal subspaces, such as Hc = H1 ⊕ H2 ⊕ H3, where H1 ≡ Hc1 ⊗ Hn2 , H2 ≡ Hn1 ⊗ Hc2 , and
H3 ≡ Hc1 ⊗Hc2 . In this case, γ1 and γ2 can be initialized using the following procedure.
First set θˇk = tr(Qk), whereQk is the penalty matrix corresponding to the subspaceHk (for k ∈ {1, 2, 3}).
Second, to set the subspaces to have equal influence, define γ1 = θˇ2/θˇ3 and γ2 = θˇ1/θˇ3. Then, given
θ = (θ1, θ2, θ3)
′ with θj ≡ γj for j ∈ {1, 2} and θ3 ≡ γ1γ2, select the λ that minimizes the GCV score (or
some similar criterion), and let cˆ denote the contrast space function coefficient vector that corresponds to
the optimal λ. Next, define θ˜k = θ
2
kcˆ
′Qkcˆ for k ∈ {1, 2, 3}. Finally, define the starting smoothing parameter
values as γˆ1 = θ˜3/θ˜2 and γˆ2 = θ˜3/θ˜1. Note that the γˆk values are obtained using a similar logic to that used
by Gu and Wahba (1991), with the additional assumption that θ3 ≡ γ1γ2.
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5.4.2 Chunk-Processing SSANOVA Algorithm
If n is quite large, the J⋄ matrix from Algorithm A may require too much memory to calculate and store,
especially if one is working on a standard computer. However, the algorithm depends on CK, CKJ, CJ, yK,
and yJ, so it is not necessary to calculate and store the J
⋄ matrix in full. Instead, the needed cross-product
matrices can be formed in chunks of size ng, such as
CK =
∑
g
K′gKg
CKJ =
∑
g
K′gJ
⋄
(g)
CJ =
∑
g
(J⋄(g))
′J⋄(g)
(5.23)
where Kg and J
⋄
(g) = (J
⋄
1(g), . . . ,J
⋄
s(g)) are the design matrices specific to the g-th chunk of data (so that Kg
and J⋄(g) have ng rows), and n =
∑
g ng.
Similarly, the vectors yK and yJ can be calculated as
yK =
∑
g
K′gyg
yJ =
∑
g
(J⋄(g))
′yg
(5.24)
where yg is the ng × 1 vector of response scores for the observations in the g-th chunk of data. After
initializing CK, CKJ, CJ, yK, and yJ according to equations 5.23 and 5.24, one can use Algorithm A (see
Chapter 5.4.1) to estimate the smoothing parameters that minimize the GCV score. Finally, note that the
calculations in equations 5.23 and 5.24 could easily be distributed across multiple cores or computers, so this
chunk-processing approach can also be useful if one has access to a multicore computer or some computing
cluster/cloud.
5.4.3 Fast SSANOVA Algorithm with Rounding Parameters
Unique Points
Given a set of chosen rounding parameters, one must first define the rounded predictor variable scores
according to equation 5.8, determine {z˜t}ut=1 andW from equation 5.13, and calculate y˜ from equation 5.16.
To determine these values, I propose the following algorithm, which requiresO(n) flops. Given xi = (xi1, xi2)
′
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where xij ∈ [0, 1], one should define the rounding parameters as rj = αj × 10−βj for j ∈ {1, 2}, where
αj ∈ {1, 2, 5} and βj is any positive integer. Then, define {fs(1)}
l1
s=1 and {fs(2)}
l2
s=1 to be sequences of
equidistant points spanning [0,1] with the increments r1 and r2, respectively, so that l1 = 1 + 1/r1 and
l2 = 1 + 1/r2; note that zij ∈ {fs(j)}
lj
s=1, where zij denotes the rounded scores from equation 5.8. Now,
define vij = rd(xij/rj), and note that vij ∈ {0, 1, . . . , lj − 1} is an integer that indexes one of the fs(j)
elements. Consequently, if one defines ui = 1 + vi1 + l1vi2, then the resulting ui ∈ {1, 2, . . . , l} is an integer
that indexes one of the l = l1l2 possible zi vectors. This implies that z˜t, y˜t, and wt (for t ∈ {1, . . . , u}) can
be obtained using the following procedure.
ALGORITHM B: Unique Points
I. Initialization:
1. Set rj = αj × 10−βj for j ∈ {1, 2}, where αj ∈ {1, 2, 5} and βj ∈ N
2. Define fj ≡ {fs(j)}lj×1 to be vector of equidistant points spanning
[0,1] with the increment rj , so that lj = 1 + 1/rj (for j ∈ {1, 2})
3. Define the l× 2 matrix F ≡ [(1l2 ⊗K f1), (f2 ⊗K 1l1)]
4. Define s˜ ≡ {0}l×1, w˜ ≡ {0}l×1, and H˜ ≡ {0, 0, 0, 0}1×4
II. Calculation:
1. For i = 1, . . . , n
a. vij = rd(xij/rj) for j ∈ {1, 2}
b. ui = 1 + vi1 + l1vi2
c. s˜ui = s˜ui + yi, where s˜ui denotes the ui-th element of s˜
d. w˜ui = w˜ui + 1, where w˜ui denotes the ui-th element of w˜
2. For g = 1, . . . , l
a. Let s˜g and w˜g denote the g-th elements of s˜ and w˜
b. If w˜g > 0, then
i. Set h = [fg1, fg2, s˜g, w˜g], where F ≡ {fab}l×2 is the l × 2
matrix defined in the Initializations
ii. Update H˜ = [H˜;h]
III. Estimate Parameters:
1. Let H denote H˜ with the first row removed (so H is a u× 4 matrix)
2. Set z˜t = (ht1, ht2), y˜t = ht3, and wt = ht4 for t ∈ {1, . . . , u}, where
H ≡ {hab}u×4 is the u× 4 matrix defined in step 1
Note that if xi1 ∈ {1, 2, . . . , l1}, Algorithm B can be used with the following changes: (a) define f1 ≡
{1, 2, . . . , l1}l1×1 in step 2 of the Initializations, and (b) set vi1 = xi1−1 in step 1a of the Calculation section.
Estimate Function
First, form the u × sq matrix J˜⋆ ≡ (J˜⋆1, J˜
⋆
2, . . . , J˜
⋆
s) and the q × sq matrix Q
⋆ ≡ (Q⋆1,Q
⋆
2, . . . ,Q
⋆
s). Next,
calculate the m×1 vector yK ≡ K˜′⋆y˜ and the sq×1 vector yJ ≡ (J˜
⋆)′y˜. Finally, calculate the m×m matrix
CK ≡ K˜′⋆WK˜⋆, the m× sq matrix CKJ ≡ K˜
′
⋆WJ˜
⋆, and the sq × sq matrix CJ ≡ (J˜⋆)′WJ˜⋆.
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Then, given a θ vector, calculate θ˜ ≡ (θ ⊗K Iq) and Q⋆θ = Q
⋆θ˜. Next, define the q × 1 vector yθJ ≡ θ˜
′yJ
and note that yθJ = (J˜
⋆
θ
)′y˜. Then, calculate the m × q matrix CθKJ = CKJθ˜, and note that C
θ
KJ =
K˜′⋆WJ˜
⋆
θ
. Likewise, calculate the q × q matrix CθJ = θ˜
′CJθ˜, and note that C
θ
J = (J˜
⋆
θ
)′WJ˜⋆
θ
. Now, form the
(m+ q)× (m+ q) matrices
Cθ =

 CK CθKJ
(CθKJ)
′ CθJ

 and Q˜⋆θ =

0m×m 0m×q
0q×m Q
⋆
θ

 (5.25)
and note that S˜⋆
λ
= Xθ[Cθ+λnQ˜
⋆
θ
]†X′
θ
, whereXθ ≡ (K˜⋆, J˜⋆θ) is the u×(m+q) design matrix corresponding
to the unique data points.
Now, letting ABA′ denote the full-rank EVD of [Cθ + λnQ˜
⋆
θ
], it is evident that tr(S⋆
λ
) = tr(WS˜⋆
λ
) =
tr(AB−1A′Cθ). Furthermore, note that
‖(In − S
⋆
λ)y‖
2 = y′y − 2y˜′S˜⋆λy˜ + y˜
′S˜⋆λWS˜
⋆
λy˜
= ‖y‖2 − 2y′θAB
−1A′yθ + y
′
θAB
−1A′CθAB
−1A′yθ
(5.26)
where yθ ≡ (yK;yθJ ) is an (m+ q)× 1 vector. This implies that
GCV(λ) = {n‖(In − S
⋆
λ)y‖
2}/{[n− tr(S⋆λ)]
2}
= n{‖y‖2 − 2y′θa1 + a
′
1Cθa1}/{[n− tr(AB
−1A′Cθ)]
2}
(5.27)
can be used to evaluate the GCV score, where a1 ≡ AB−1A′yθ.
Below I outline the full algorithm for estimating the smoothing parameters minimizing the GCV score.
Similar to Algorithm A, the below algorithm iterates between estimating λ for a fixed θ, and then estimat-
ing θ for a fixed λ, which has proven useful when estimating multiple smoothing parameters in SSANOVA
models (see Gu & Wahba, 1991). In the below algorithm, ω denotes the maximum number of iterations,
which is a user-provided positive integer. I have found that setting ω = 5 works well in typical situations.
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ALGORITHM C: Fast SSANOVA with Rounding Parameters
I. Initializations:
1. Use Algorithm B to obtain {z˜t}ut=1, y˜, and W
2. If no knots are given, randomly sample q = wu2/9 knots from
the {z˜t}ut=1 vectors (for some w ≥ 1)
3. Given {z˘h}
q
h=1, calculate K˜⋆, J˜
⋆
k, and Q
⋆
k for k ∈ {1, . . . , s}
4. Define J˜⋆ ≡ {J˜⋆1, J˜
⋆
2, . . . , J˜
⋆
s}u×sq and Q
⋆ ≡ {Q⋆1,Q
⋆
2, . . . ,Q
⋆
s}q×sq
5. Define yK ≡ K˜′⋆y˜, yJ ≡ (J˜
⋆)′y˜, CK ≡ K˜′⋆WK˜⋆, CKJ ≡ K˜
′
⋆WJ˜
⋆,
and CJ ≡ (J˜⋆)′WJ˜⋆
6. Initialize θ = 1s and set ǫ = 10
−5 (or some other small number)
7. Initialize τ = 0 and GCV(λ0) = ‖y‖
2
II. Iterative Procedure:
1. Update λ for fixed θ
a. Given θˆ, calculate θ˜ = (θˆ ⊗K Iq)
b. Given θ˜, calculate Q⋆
θ
= Q⋆θ˜, yθJ = θ˜
′yJ, C
θ
KJ = CKJθ˜, C
θ
J = θ˜
′CJθ˜
c. Form the Cθ and Q˜
⋆
θ
matrices from equation 5.25
d. Minimize the GCV score w.r.t. λ using equation 5.27 for each
GCV score evaluation
2. Update θ for fixed λ
a. Given current λˆ, calculate λˆn
b. Minimize the GCV score w.r.t. ξ = ln(θ) using equations 5.25–5.27
for each GCV score evaluation
3. Check for Convergence
a. If [GCV(λ0)−GCV(λˆ)]/GCV(λ0) < ǫ, stop (algorithm converged)
b. Else if τ = ω − 1, stop (iteration limit reached)
c. Else set GCV(λ0) = GCV(λˆ) and τ = τ + 1 and return to step 1
III. Estimate Parameters:
1. Using λˆ and θˆ, form Cθ, Q˜
⋆
θ
, and yθ (see equations 5.25 and 5.26)
2. Let ABA′ denote the full-rank EVD of [Cθ + λˆnQ˜
⋆
θ
]
a. (dˆ′⋆, cˆ
′
⋆) = y
′
θ
AB−1A
b. σˆ2 = {‖y‖2 − 2(dˆ′⋆, cˆ
′
⋆)yθ + (dˆ
′
⋆, cˆ
′
⋆)Cθ(dˆ
′
⋆, cˆ
′
⋆)
′}/{n− tr(AB−1A′Cθ)}
c. yˆ⋆ = Kdˆ⋆ + J
•
θ
cˆ⋆ (if needed)
As before, I (a) evaluate the GCV score for λ = 10−k with k ∈ {0, 1, . . . , 9}, and (b) use the quasi-Newton
methods of Dennis and Schnabel (1996) to update the ξ parameters.
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Chapter 6
Simulation Studies
Chapter Summary: In this chapter, I conduct three simulation studies to compare my approximations and
algorithms to current implementations of GAMs and SSANOVAs that are available in R. In Simulation A
(Chapter 6.1), I compare the various approaches when analyzing semiparametric regression models with
one nominal predictor and one continuous predictor. Then, in Simulation B (Chapter 6.2), I compare the
different methods when analyzing semiparametric regression models with two continuous predictors. Finally,
in Simulation C (Chapter 6.3), I focus on very large samples (n ≥ 100000) and compare chunk-processing
algorithms to my proposed rounding approximation.
6.1 Simulation A: Nominal and Continuous Predictors
6.1.1 Simulation A: Design and Analyses
Design
Simulation A compares various combinations of my approximations and algorithms (see Chapter 5) to Gu’s
(2012) ssanova.R function and Wood’s (2012) gam.R function when fitting semiparametric regression models
with one nominal predictor and one continuous predictor. As a part of this simulation, I manipulated four
conditions that were thought to be relevant to the problem at hand: (a) the function complexity (4 levels:
ηA, ηB, ηC, and ηD; see Figure 6.1), (b) the measurement error standard deviation (2 levels: σ ∈ {3, 5}),
(c) the number of observations (5 levels: n = 1000k for k ∈ {1, 5, 10, 25, 50}), and (d) the number of RK
knots (2 levels); this last condition will be explained further in the next subsection.
When using Gu’s (2012) ssanova.R function, it should be noted that the model parameterization differs
depending on the number of levels of the nominal variable; specifically, when l = 2, Gu’s ssanova.R function
does not penalize the nominal effect, resulting in two smoothing parameters (see last paragraph of Chap-
ter 3.2.3), but when l > 2, the ssanova.R function uses the classic parameterization with four smoothing
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Figure 6.1: Simulation A functions: ηA(x1, x2) = µx1 + φ1(x2) for x1 ∈ {1, 2} and x2 ∈ [0, 1], ηB(x1, x2) =
µx1 +φ1(x2) for x1 ∈ {1, 2, 3} and x2 ∈ [0, 1], ηC(x1, x2) = µx1 +φ2(x2)+2.5ψx1(x2) for x1 ∈ {1, 2} and x2 ∈
[0, 1], and ηD(x1, x2) = µx1 + φ2(x2) + 2.5ψx1(x2) for x1 ∈ {1, 2, 3} and x2 ∈ [0, 1]. The intercept terms are
defined as µ1 = −2, µ2 = 1.25, and µ3 = −0.25. The shared functions are φ1(x) = 4(3x−1.25)3−(3x−1.25)5
and φ2(x) = −3 sin(3.5π(x−π))−cos(1.5πx) for x ∈ [0, 1]. The group specific functions are ψ1(x) = cos(5πx)
for x ∈ [0, 1], ψ2(x) = sin(4πx) for x ∈ [0, 1], and ψ3(x) = 2 sin(15(x− 0.5))/[15(x− 0.5)] for x ∈ [0, 1] with
ψ3(0.5) = 2 by definition. In the above plots, the solid lines correspond to x1 = 1, the dashed lines correspond
to x1 = 2, and the dotted lines correspond to x1 = 3.
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parameters (see first paragraphs Chapter 3.2.3). Also, note that Wood’s (2012) gam.R function (essentially)
estimates a different function for each level of the nominal variable, so the number of smoothing parameters
used by the gam.R function is equal to the number of levels of the nominal variable.
Analyses
For each combination of function shape, measurement error standard deviation, and overall number of ob-
servations, I generated yi by (a) independently sampling xi1 with replacement from the set {1, 2} (for ηA
and ηC) or the set {1, 2, 3} (for ηB and ηD), (b) independently sampling xi2 from a uniform distribution
on the domain [0, 1], (c) independently sampling ei from a N(0, σ
2) distribution where σ denotes the given
measurement error standard deviation, and (d) defining the observed response as yi = η(xi1, xi2) + ei for
i ∈ {1, . . . , n}, where η denotes the given function from Figure 6.1. Then, I fit a semiparametric regression
model using eight different methods.
Method 1 is Kim and Gu’s (2004) approximation implemented through Gu’s (2012) ssanova.R function,
Method 2 is a GAM implemented through Wood’s (2012) gam.R function, Method 3 is the reduced parame-
terization (see last paragraph of Chapter 3.2.3) using unrounded predictors and a strategically selected knot
grid (see Chapter 5.3), Method 4 is the reduced SSANOVA parameterization using unrounded predictors
and randomly selected knots, Method 5 is the reduced SSANOVA parameterization using r2 = 0.01 and
a strategically selected knot grid, Method 6 is the reduced SSANOVA parameterization using r2 = 0.01
and randomly selected knots, Method 7 is the reduced SSANOVA parameterization using r2 = 0.02 and a
strategically selected knot grid, and Method 8 is the reduced SSANOVA parameterization using r2 = 0.02
and randomly selected knots.
For each method, I (a) examined the solution using q ∈ {10l, 15l} basis function knots, where l is the
number of levels of the nominal variable, and (b) selected the smoothing parameters that minimized the
GCV score. For Methods 1 and 2, I used the default optimization schemes of the ssanova.R and the gam.R
functions, respectively. For Methods 3 and 4, I used Algorithm A to fit the models, and for Methods 5–8,
I used Algorithm C to fit the models (see Chapter 5.4). For Methods 3–8, I used the smart starting values
for the θk parameters (see Chapter 5.4.1). Given the optimal smoothing parameters, I calculated the fitted
values, and then defined the true mean-squared-error (MSE) of the estimation as
(1/n)
n∑
i=1
(η(xi)− yˆi)
2 (6.1)
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where η denotes the true function from Figure 6.1, xi denotes the predictor variable scores for the i-th
observation, and yˆi is the fitted value for the i-th observation. Finally, I used 100 replications of the above
procedure within each cell of the simulation design.
Suppose that y is the response vector, x1 is the nominal predictor vector, and x2 is the continuous
predictor vector. Then, the R code to fit Method 1 with q = 30 is given by:
ssanova(y~x1*x2,type=list(x1="nominal",x2="cubic"),alpha=1,nbasis=30)
Note that setting alpha=1 corresponds to the standard GCV score in equation 3.20. The R code to fit
Method 2 (using 10 equidistant knots spanning x2 for each level of x1) is
gam(y~x1+s(x2,by=x1,bs="cr",m=2,k=11))
Note that I set k=11 to achieve the desired 10 knots for each level of the nominal variable, because the gam.R
function counts the intercept when defining the k parameter.
6.1.2 Simulation A: Results
True MSE Comparisons
The true MSEs for various sample sizes are plotted in Figure 6.2 (for σ = 3) and Figure 6.3 (for σ = 5). As
expected, the true MSEs (a) decreased as n increased, and (b) increased as σ increased. Also, as expected,
the true MSE depended on the function complexity, such that the true MSEs corresponding to ηA and ηB
were smaller than those corresponding to ηC and ηD. Comparing the true MSEs of ηA and ηC to those of ηB
and ηD (respectively), it is evident that increasing the number of levels of the nominal variable from l = 2
to l = 3 resulted in slightly larger true MSEs (particularly for Method 2), but the effect was not substantial.
Finally, note that increasing the number of knots from q = 10l to q = 15l had a minimal effect when ana-
lyzing ηA and ηB; however, when analyzing ηC and ηD, using q = 10l knots tended to produce larger MSEs
than using q = 15l knots, particularly when the knots were randomly selected (i.e., in Methods 1, 4, 6, and 8).
When analyzing ηB and ηD, the major difference between Methods 1 and 4 is the reduced parameteriza-
tion (and the algorithms used to fit the model). Note that, for all of the examined functions, the true MSEs
corresponding to Methods 1 and 4 were nearly identical; this suggests that the reduced parameterization can
perform just as well as the standard parameterization when analyzing a variety of different function shapes.
Next, comparing the true MSEs of Methods 3–4 to those of Methods 5–8, it is evident that the rounding
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Figure 6.2: Boxplots of Simulation A true MSEs for σ = 3. Within each Method, the left (white) box
corresponds to q = 10l knots, and the right (gray) box corresponds to q = 15l knots.
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Figure 6.3: Boxplots of Simulation A true MSEs for σ = 5. Within each Method, the left (white) box
corresponds to q = 10l knots, and the right (gray) box corresponds to q = 15l knots.
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approximation (proposed in Chapter 5.2) produced slightly larger true MSEs than the unrounded solution,
especially when using q = 10l knots; however, the differences between the unrounded and rounded solutions’
true MSEs were negligible when q was set large enough. Finally, comparing Methods 3, 5, and 7 to Meth-
ods 4, 6, and 8 (respectively), it is evident that the strategically selected knot grid (proposed in Chapter 5.3)
can outperform randomly selected knots, particularly when the function shape is more complicated (such as
ηC and ηD).
Now, comparing Method 2 (i.e., the GAM) to the other methods, it is evident that the performance
of the GAM depended on whether or not the model was correctly specified. More specifically, when the
model was misspecified (i.e., for ηA and ηB) the GAM tended to produce larger true MSEs than the other
methods; in contrast, when the model was correctly specified (i.e., for ηC and ηD), the GAM performed
similarly to the SSANOVA with strategically selected knots (i.e., Method 3). Furthermore, note that when
the model was misspecified, the true MSEs corresponding to the GAM increased as the number of levels
of the nominal variable increased (i.e., the true MSEs for ηB were larger than those of ηA); note that this
phenomenon was not observed when the GAM was correctly specified, and note that the performance of the
strategic SSANOVA did not depend on the number of levels of the nominal variable. Thus, for the functions
in Simulation A, it seems that a strategic SSANOVA can perform as well as or better than a GAM.
Runtime Comparisons
The model fitting times (i.e., runtimes) for various sample sizes are given in Table 6.1 (for q = 10l) and
Table 6.2 (for q = 15l). First, note that the runtimes for Method 1 are the largest for all examined functions
and sample sizes, and note that runtimes for Method 1 increased (approximately) linearly with n. Second,
note that the runtimes for Method 1 increased rather substantially as both l and q increased. In contrast,
the runtimes for the other methods were much smaller than the corresponding runtimes for Method 1, and
did not grow as quickly with n. Comparing Methods 2 and 3, it is evident that the GAM runtimes were
(a) slightly smaller than the strategic SSANOVA runtimes for n = 1K, (b) similar to the strategic SSANOVA
runtimes for n = 10K, and (c) slightly larger than the strategic SSANOVA runtimes for n = 50K. Finally,
comparing Methods 3, 5, and 7, it is evident that the rounding parameters can considerably reduce the
runtimes, particularly at the larger sample sizes.
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Table 6.1: Median Simulation A runtimes (in seconds) for Methods 1–8 (M1–M8) with σ = 3 and q = 10l,
where l denotes the number of levels of the nominal variable.
Function n/1000 M1 M2 M3 M4 M5 M6 M7 M8
ηA 1 0.23 0.03 0.08 0.07 0.07 0.06 0.07 0.06
10 2.34 0.20 0.15 0.11 0.08 0.07 0.07 0.06
50 14.78 0.89 0.32 0.27 0.09 0.07 0.09 0.07
ηB 1 0.61 0.04 0.14 0.12 0.12 0.11 0.12 0.11
10 7.15 0.25 0.25 0.18 0.13 0.11 0.13 0.11
50 43.76 1.08 0.47 0.44 0.15 0.15 0.16 0.14
ηC 1 0.26 0.03 0.07 0.07 0.07 0.06 0.06 0.06
10 2.96 0.20 0.13 0.11 0.07 0.06 0.07 0.06
50 21.54 0.89 0.33 0.24 0.08 0.07 0.07 0.07
ηD 1 0.91 0.04 0.11 0.10 0.10 0.10 0.09 0.09
10 9.85 0.25 0.24 0.16 0.11 0.11 0.10 0.09
50 48.04 1.07 0.46 0.40 0.12 0.12 0.12 0.12
Note. There are l = 2 levels for ηA and ηC, and l = 3 levels for ηB and ηD.
Table 6.2: Median Simulation A runtimes (in seconds) for Methods 1–8 (M1–M8) with σ = 3 and q = 15l,
where l denotes the number of levels of the nominal variable.
Function n/1000 M1 M2 M3 M4 M5 M6 M7 M8
ηA 1 0.36 0.03 0.13 0.13 0.11 0.11 0.12 0.10
10 3.81 0.24 0.29 0.18 0.12 0.12 0.12 0.12
50 21.85 1.17 0.47 0.45 0.15 0.12 0.15 0.12
ηB 1 0.90 0.05 0.25 0.22 0.19 0.20 0.22 0.19
10 10.69 0.31 0.40 0.34 0.22 0.22 0.22 0.20
50 54.32 1.39 0.73 0.70 0.32 0.27 0.28 0.27
ηC 1 0.35 0.03 0.11 0.11 0.09 0.09 0.09 0.09
10 4.42 0.28 0.25 0.19 0.10 0.11 0.10 0.10
50 28.50 1.11 0.44 0.45 0.13 0.13 0.12 0.13
ηD 1 1.27 0.05 0.17 0.18 0.14 0.15 0.14 0.15
10 17.68 0.31 0.39 0.30 0.18 0.17 0.18 0.17
50 79.13 1.46 0.63 0.63 0.22 0.21 0.20 0.21
Note. There are l = 2 levels for ηA and ηC, and l = 3 levels for ηB and ηD.
Algorithm Convergence Comparisons
First, note that each method was fit a total of 8000 times (4 functions × 2 q values × 100 replications).
Second, note that Methods 1 and 2 each converged normally 7998/8000 times,1 suggesting that the default
convergence criteria of these methods worked well for the functions in Simulation A. Using the default con-
vergence criteria (see Chapter 5.4), Methods 3 and 4 converged normally 7933/8000 times and 7984/8000
times, respectively; at the algorithm’s termination, the maximum value of the convergence statistic was
approximately 10−3 for both methods, suggesting that the non-converged solutions were quite close to con-
vergence (and would have soon converged if the maximum iteration limit were increased slightly). Similarly,
Methods 5 and 6 converged normally 7997/8000 times and 7999/8000 times, respectively; at the algorithm’s
1Note that Method 1 failed to converge once when analyzing ηA and once when analyzing ηB, whereas Method 2 failed to
converge twice while analyzing ηA.
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termination, the maximum value of the convergence statistic was slightly larger than 10−5 for both methods.
Method 7 converged normally 7996/8000 times, and (at the algorithm’s termination) the maximum value of
the convergence statistic was approximately 10−3. Finally, Method 8 converged normally 7999/8000 times;
note that Method 8 failed to converge once when analyzing ηB because the optimal θ2 was estimated to be
equal to zero (implying that the interaction subspace should be removed from the model).
6.2 Simulation B: Two Continuous Predictors
6.2.1 Simulation B: Design and Analyses
Design
Simulation B compares various combinations of my approximations and algorithms (see Chapter 5) to Gu’s
(2012) ssanova.R function and Wood’s (2012) gam.R function when fitting semiparametric regression models
with two continuous predictors. As a part of this simulation, I manipulated the same four conditions that
were manipulated in the previous simulation: (a) the function shape (4 levels: ηA, ηB, ηC, and ηD; see
Figure 6.4), (b) the measurement error standard deviation (2 levels: σ ∈ {3, 5}), (c) the overall number
of observations (5 levels: n = 1000k for k ∈ {1, 5, 10, 25, 50}), and (d) the number of RK knots (2 levels:
q ∈ {64, 100}); this last condition will be explained further in the next subsection.
It should be noted that Gu’s (2012) ssanova.R function uses the typical SSANOVA parameterization,
so their are s = 5 smoothing parameters to estimate using this approach (see Chapter 3.2.4). In contrast, a
GAM separately penalizes the partial derivative of the estimated function with respect to each predictor; as
a result, Wood’s (2012) gam.R function only uses two smoothing parameters to fit the model.
Analyses
For each combination of function shape, measurement error standard deviation, and overall number of ob-
servations, I generated yi by (a) independently sampling xi1 and xi2 from a uniform distribution on the
appropriate range for the given η, see Figure 6.4, (b) independently sampling ei from a N(0, σ
2) distribution
where σ denotes the given measurement error standard deviation, and (c) defining the observed response as
yi = η(xi1, xi2) + ei for i ∈ {1, . . . , n}, where η denotes the given function from Figure 6.4. Then, I fit a
semiparametric regression model using eight different methods.
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Figure 6.4: Simulation B functions: ηA(x1, x2) = 5 exp(−(x1 − 2.5)2) + 9(x2/5)4 for x1, x2 ∈ [0, 5],
ηB(x1, x2) = 2x
2
1 + 3x
6
1x2 + 4 cos(2π(x2 − x1)) for x1, x2 ∈ [0, 1], ηC(x1, x2) = 4{cos(2π(x1 − π)) + 30(x2 −
0.6)5+sin(π(x1−x2))} for x1, x2 ∈ [0, 1], and ηD(x1, x2) = 15 sin((x
2
1+x
2
2)
1/2)/(x21+x
2
2)
1/2 for x1, x2 ∈ [−8, 8]
with ηD(0, 0) = 15.
69
Method 1 is Kim and Gu’s (2004) approximation implemented through Gu’s (2012) ssanova.R function,
Method 2 is a GAM implemented through Wood’s (2012) gam.R function, Method 3 is the reparameter-
ized SSANOVA (see Chapter 5.1) using unrounded predictors and a strategically selected knot grid (see
Chapter 5.3), Method 4 is the reparameterized SSANOVA using unrounded predictors and randomly se-
lected knots, Method 5 is the reparameterized SSANOVA using r1 = r2 = 0.01 and a strategically selected
knot grid, Method 6 is the reparameterized SSANOVA using r1 = r2 = 0.01 and randomly selected knots,
Method 7 is the reparameterized SSANOVA using r1 = r2 = 0.02 and a strategically selected knot grid, and
Method 8 is the reparameterized SSANOVA using r1 = r2 = 0.02 and randomly selected knots.
For each method, I (a) examined the solution using q ∈ {64, 100} basis function knots, and (b) selected
the smoothing parameters that minimized the GCV score. As in Simulation A, for Methods 1 and 2, I used
the default optimization schemes of the ssanova.R and the gam.R functions, respectively; for Methods 3
and 4, I used Algorithm A, and for Methods 5–8, I used Algorithm C (see Chapter 5.4). For Methods 3–8,
I used the smart starting values for the γj parameters (see Chapter 5.4.1). Finally, I used the true MSE
(see equation 6.1) to quantify the quality of the solution, and I used 100 replications of the above procedure
within each cell of the simulation design.
Assume that y is the response vector, and x1 and x2 are the (continuous) predictor vectors. Then, the
R code to fit Method 1 with q = 64 is given by:
ssanova(y~x1*x2,alpha=1,nbasis=64)
Note that, in this case, the type does not need to be specified, because the default option is a cubic smoothing
spline. The R code to fit Method 2 (using 8 approximately equidistant knots for each predictor) is
gam(y~te(x1,x2,bs=c("cr","cr"),m=c(2,2),k=c(9,9)))
Note that I set k=9 to achieve the desired 8 knots for each marginal predictor, given that the gam.R function
counts the intercept when defining the k parameter.
6.2.2 Simulation B: Results
True MSE Comparisons
The true MSEs for different sample sizes are plotted in Figure 6.5 (for σ = 3) and Figure 6.6 (for σ = 5).
Similar to Simulation A, the true MSEs in this simulation (a) decreased as n increased, (b) increased as
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σ increased, and (c) depended on both the function complexity and the value of q. Comparing the true
MSEs of the different functions, it is evident that ηA, ηB, and ηC were all recovered with a similar accuracy,
whereas ηD was more difficult to estimate. Furthermore, the results indicate that using q = 64 knots was
generally effective when analyzing data from ηA, ηB, or ηC; however, when analyzing ηD, using q = 64 knots
tended to produce larger MSEs than using q = 100 knots, particularly when n was large and the knots were
randomly selected (i.e., in Methods 1, 4, 6, and 8).
Comparing the different methods, we see similar results as were observed in Simulation A; specifically,
note that (a) the efficient reparameterization proposed in Chapter 5.1 performed as well as the standard
parameterization when analyzing all of the different function shapes, (b) the rounding approximation (pro-
posed in Chapter 5.2) produced slightly larger true MSEs than the unrounded solution when using q = 64
knots; however, the differences between the unrounded and rounded solutions’ true MSEs were negligible
when q = 100, and (c) the strategically selected knot grid (proposed in Chapter 5.3) can outperform ran-
domly selected knots, particularly when the function shape is more complicated (such as ηD). Furthermore,
for all of the functions in Simulation B, it is evident that the strategic SSANOVA tended to produce smaller
true MSEs than the GAM, particularly when q = 100.
Runtime Comparisons
The runtimes for various sample sizes are given in Table 6.3 (for q = 64) and Table 6.4 (for q = 100). Similar
to Simulation A, note that (a) the runtimes for Method 1 were always largest and increased (approximately)
linearly with n, (b) the runtimes for Method 1 increased rather substantially as the function complexity and
q increased, (c) the runtimes for the other methods were much smaller than the corresponding runtimes for
Method 1, and did not grow as quickly with n, and (d) the SSANOVA runtimes were slightly larger than
the GAM runtimes at the smaller sample sizes, but were smaller than the GAM runtimes for larger samples.
Algorithm Convergence Comparisons
As in Simulation A, each method was fit a total of 8000 times (4 functions × 2 q values × 100 replications).
Methods 1 and 2 each converged normally 7999/8000 times and 7997/8000 times, respectively,2 suggesting
that the default convergence criteria of these methods worked well for the functions in Simulation B. Using the
default convergence criteria (see Chapter 5.4), Methods 3, 4, 6, 7, and 8 all converged normally 8000/8000
times, suggesting that my default convergence criteria work well for the functions in Simulation B. In
2Note that Method 1 failed to converge once when analyzing ηA, whereas Method 2 failed to converge three times while
analyzing ηB.
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Figure 6.5: Boxplots of Simulation B true MSEs for σ = 3. Within each Method, the left (white) box
corresponds to q = 64 knots, and the right (gray) box corresponds to q = 100 knots.
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Figure 6.6: Boxplots of Simulation B true MSEs for σ = 5. Within each Method, the left (white) box
corresponds to q = 64 knots, and the right (gray) box corresponds to q = 100 knots.
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Table 6.3: Median Simulation B runtimes (in seconds) for Methods 1–8 (M1–M8) with σ = 3 and q = 64.
Function n/1000 M1 M2 M3 M4 M5 M6 M7 M8
ηA 1 1.74 0.12 0.27 0.24 0.35 0.24 0.33 0.24
10 15.90 0.58 0.56 0.47 0.58 0.38 0.42 0.26
50 82.74 2.35 1.65 1.46 0.68 0.56 0.46 0.33
ηB 1 1.73 0.12 0.30 0.31 0.32 0.31 0.30 0.30
10 14.59 0.58 0.69 0.60 0.58 0.56 0.52 0.40
50 75.88 2.35 1.72 1.55 0.76 0.68 0.60 0.44
ηC 1 1.24 0.12 0.24 0.22 0.32 0.23 0.30 0.20
10 12.28 0.58 0.57 0.51 0.56 0.43 0.41 0.30
50 72.04 2.36 1.61 1.41 0.65 0.50 0.47 0.27
ηD 1 2.20 0.11 0.31 0.28 0.35 0.28 0.34 0.27
10 31.66 0.58 0.66 0.58 0.62 0.47 0.46 0.36
50 170.88 2.37 1.60 1.46 0.68 0.58 0.40 0.34
Table 6.4: Median Simulation B runtimes (in seconds) for Methods 1–8 (M1–M8) with σ = 3 and q = 100.
Function n/1000 M1 M2 M3 M4 M5 M6 M7 M8
ηA 1 3.20 0.33 0.67 0.57 0.85 0.57 0.83 0.55
10 29.29 1.42 1.08 1.03 1.11 0.86 0.82 0.57
50 141.36 4.11 2.97 2.73 1.37 1.20 1.01 0.90
ηB 1 3.16 0.27 0.64 0.63 0.71 0.63 0.65 0.63
10 26.27 1.44 1.40 1.25 1.25 1.08 0.99 0.86
50 123.57 4.09 3.13 2.67 1.44 1.17 1.15 0.91
ηC 1 2.25 0.28 0.56 0.53 0.75 0.54 0.68 0.49
10 22.69 1.42 1.21 1.10 1.23 0.92 0.92 0.68
50 120.22 4.07 2.80 2.66 1.20 1.03 0.91 0.73
ηD 1 3.59 0.25 0.64 0.59 0.73 0.59 0.68 0.57
10 53.88 1.41 1.22 1.04 1.17 0.86 0.88 0.62
50 309.03 4.05 2.88 2.60 1.32 1.05 0.97 0.71
contrast, Methods 5 converged normally 7990/8000; at the algorithm’s termination, the maximum value of
the convergence statistic was slightly larger than 0.002, suggesting that the non-converged solutions were
nearing convergence (and would have soon converged if the iteration limit were increased slightly).
6.3 Simulation C: Very Large Samples
6.3.1 Simulation C: Design and Analyses
Design
Simulation C compares both my rounding approximation and chunk-processing algorithm to Wood’s (2012)
bam.R function, which is designed to fit GAMs to very large datasets. The purpose of this simulation is
to emphasize the efficiency of the rounding approximation for large samples, so I only manipulated two
conditions: (a) the function shape (4 levels: same η’s from Simulation B; see Figure 6.4), and (b) the overall
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number of observations (3 levels: n = 1000k for k ∈ {100, 500, 1000}). The measurement error standard
deviation was set at σ = 3, and the number of basis function knots was set at q = 100. Finally, the chunk-size
was set at ng = 50000 throughout the simulation.
Analyses
The data were generated using the same procedure that was used in Simulation B. Then, I fit a semiparam-
eteric regression model using four different methods: Method 1 is Wood’s (2012) bam.R function, Method 2
is the reparameterized SSANOVA (see Chapter 5.1) using unrounded predictors and a strategically selected
knot grid (see Chapter 5.3), Method 3 is the reparameterized SSANOVA using r1 = r2 = .01 and a strate-
gically selected knot grid, and Method 4 is the reparameterized SSANOVA using r1 = r2 = .02 and a
strategically selected knot grid. For each method, I selected the smoothing parameters that minimized
the GCV score. I used (a) the default optimization scheme of the bam.R function for Method 1, (b) the
chunk-processing version of Algorithm A for Method 2, and (c) Algorithm C for Methods 3 and 4. For
Methods 2–4, I used the smart starting values for the γj parameters (see Chapter 5.4.1). Finally, I used the
true MSE (see equation 6.1) to quantify the quality of the solution, and I used 100 replications of the above
procedure within each cell of the simulation design.
Assume that y is the response vector, and x1 and x2 are the (continuous) predictor vectors. Then, the
R code to fit Method 1 (using 8 knots for each predictor) is
bam(y~te(x1,x2,bs=c("cr","cr"),m=c(2,2),k=c(9,9)),method="GCV.Cp",chunk.size=50000)
Note that the bam.R function does not minimize the GCV score by default (instead it uses a “fast REML”
option to select the smoothing parameters, see Wood, 2012). Thus, when using the bam.R function, it is
necessary to set method="GCV.Cp" to make the bam.R and gam.R results comparable.
6.3.2 Simulation C: Results
The true MSEs and runtimes for Simulation C are plotted in Figure 6.7. First, note that the true MSEs for
all four methods approach zero as n increases. Second, note that difference between the true MSEs of the
different methods is trivial for all of the functions and sample sizes, suggesting that the bias introduced by
the rounding approximation does not produce any meaningful differences in the solutions (for the functions
and rounding parameters examined in this simulation). Now, examining the runtimes, note that Method 2
is always more efficient than Method 1, and note that the difference in the runtimes increases substantially
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Figure 6.7: Boxplots of Simulation C true MSEs (top row) and runtimes (bottom row). Within each sample
size, left (white) box is Method 1, left-middle (light gray) box is Method 2, right-middle (dark gray) box is
Method 3, and right (black) box is Method 4. Note that the runtimes for Methods 2–4 are the amount of
time needed to fit the model and do not include the time necessary to calculate all of the yˆi values.
with n. Furthermore, note that the runtimes of Methods 3 and 4 are approximately 20–50 times smaller
than the corresponding runtimes of Methods 1 and 2, revealing that the rounding approximation can result
in substantial practical savings when smoothing very large data sets.
6.4 Simulation Results Summary
The simulations reveal that the efficient reparameterization (see Chapter 5.1) can perform as well as the
typical SSANOVA parameterization when analyzing a variety of function shapes. In addition, the simulation
results demonstrate that the rounding parameters (see Chapter 5.2) can substantially reduce the computa-
tional cost of fitting an SSANOVA when n is very large, and can do so without introducing a substantial bias
to the solution. Furthermore, the simulation results illustrate that using strategically selected knot grids (see
Chapter 5.3) can help stabilize the SSANOVA solution, particularly when η has a complicated form or some
“influential region” (such as ηD from Figure 6.4). Finally, the simulations reveal that my algorithms (see
Chapter 5.4) make it possible to fit an SSANOVA model in a similar amount of time as the corresponding
GAM, and that SSANOVAs typically outperform GAMs. As a result, SSANOVAs should be preferred over
GAMs when fitting semiparametric regression models, due to the SSANOVA’s (a) more solid theoretical
foundation, (b) ability to better-recover unknown true functions, and (c) efficiency for large samples.
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Chapter 7
Applications to EEG Data Analysis
Chapter Summary: In this chapter, I reveal how SSANOVA models can be useful for analyzing electroen-
cephalography (EEG) data. Specifically, I provide examples of how two-way SSANOVA models can be used
to analyze multi-channel EEG data from one subject group (Chapter 7.2), or to compare single-channel EEG
data between two subject groups (Chapter 7.3). I also present how three-way SSANOVA models can be used
to holistically analyze multi-channel, multi-group EEG data (Chapter 7.4), and discuss possible applications
of four-way SSANOVA models (Chapter 7.5).
7.1 EEG Data Source
The data used in the following examples were obtained from Frank and Asuncion (2010), but are originally
from Henri Begleiter at the Neurodynamics Laboratory at the State University of New York Health Center
at Brooklyn.1 The data set consists of event-related-potentials (ERPs) recorded from both alcoholic and
control patients. The ERP data were recorded using a 64-channel EEG cap (see Figure 7.1), and were
sampled at 256 Hz for one second following the presentation of a stimulus (so each trial consists of 256 data
points). The stimuli were chosen from the Snodgrass and Vanderwart (1980) set, and were presented in
three different conditions: Condition A displayed one image, Condition B displayed two matching images,
and Condition C displayed two different images (see Zhang et al., 1995). The “Full Data Set” for this
study consists of 122 subjects, and each subject completed 120 trials of each experimental condition. For
my examples, I focus on the “Large Data Set”, which contains data from 20 subjects (10 alcoholics and 10
controls) with 10 trials from each subject in each condition, and I only examine data from Condition A.
7.2 Multi-Channel Data from Control Subjects
In this section, I demonstrate how a two-way SSANOVA model on the domain {1, . . . , l} × [0, 1] can be
used to analyze multi-channel EEG data from one subject group. For the purposes of the example, I focus
1These data are a part of a larger study examining EEG correlates of alcoholism.
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Figure 7.1: Depiction of the 64-channel EEG cap used for the ERP study. The scalp electrodes were
referenced to Cz, and subjects were grounded with the nose electrode (i.e., Nz).
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on EEG activity in l = 8 parietal electrodes, so that xi1 ∈ {P7, P3, Pz, P4, P8, PO7, POz, PO8}. As
mentioned in Chapter 7.1, each ERP trial consisted of 256 time points, so that xi2 ∈ [0, 255]; before analysis,
each xi2 score was divided by 255 to transform this variable to the interval [0,1]. Finally, for this example,
I only analyzed data from the 10 control subjects, so that n = 204800 (10 subjects × 256 time points ×
8 electrodes × 10 trials).
I examined the solution using 32 knots spanning the range of xi2 for each level of xi1, resulting in a total
of q = 256 knots.2 Given the results of the simulation studies, I set r2 = 0.01 throughout the example.
3
Also, I examined the results for both the nearly optimized solution (fixing the γj ’s after the smart start)
and the fully optimized solution (using Algorithm C). When optimizing the GCV score with respect to λ,
I evaluated GCV(λ) for λ = 10−k with k ∈ {0, 1, . . . , 9}, and then chose the best result. Finally, for both
solutions, I estimated the posterior variance associated with ηˆ (see Kim & Gu, 2004, for a discussion of the
posterior variance calculation).
A summary of the two models is given in Table 7.1, and the predicted ERPs are plotted in Figure 7.2.
First, note that the difference between the nearly and fully optimized GCV values was about 0.005 (see
Table 7.1), and note that the two solutions produced nearly identical predicted ERPs for each electrode
(see Figure 7.2). This suggests that the smart starting values are doing an excellent job of capturing
the nearly optimal smoothing ratios, and that the extra GCV optimization was not necessary for this
example. Finally, note that the SSANOVA models are capturing the ERP shape excellently: there are very
pronounced P1 and N1 peaks (which are associated with the onset of a visual stimulus), and the P2, N2,
and P3 components are also clearly evident in the estimated ERPs (see Figure 7.2).
Table 7.1: Comparison between the nearly optimized and the fully optimized SSANOVA models when
analyzing multi-channel EEG data from the control subjects.
Model Time GCV σˆ2 R2 λˆ ln(γˆ1) ln(γˆ2)
Nearly 1.047 84.123 84.034 0.097 0.010 15.422 17.710
Fully 5.760 84.118 84.039 0.096 0.010 14.356 18.870
Note. Time is the runtime (in seconds) and R2 is the explained variation.
2I tired several different q values, and found that using 30 (or more) knots for each electrode produced stable results.
3I also examined the unrounded solution, and found it to be nearly identical to the solution with r2 = 0.01.
79
Figure 7.2: Predicted parietal ERPs for the control subjects using the nearly optimized solution (top) and
the fully optimized solution (bottom). Dotted lines give a 99% Bayesian confidence interval.
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7.3 Single-Channel Data from Control and Alcoholic Subjects
In this section, I demonstrate how a two-way SSANOVA model on the domain {1, . . . , l} × [0, 1] can be
used to analyze single-channel EEG data from multiple subject groups. For the purposes of the example, I
focus on EEG activity in the Pz electrode from both control and alcoholic subjects, so that xi1 ∈ {alcoholic,
control}. As mentioned in Chapter 7.1, each ERP trial consisted of 256 time points, so that xi2 ∈ [0, 255];
before analysis, each xi2 score was divided by 255 to transform this variable to the interval [0,1]. For this
example, n = 51200 (20 subjects × 256 time points × 1 electrode × 10 trials).
As in the previous example, I (a) examined the solution using 32 knots spanning the range of xi2 for
each level of xi1, resulting in a total of q = 64 knots, (b) set r2 = 0.01, and (c) examined the results for
both the nearly optimized solution (fixing the γj ’s after the smart start) and the fully optimized solution
(using Algorithm C). When optimizing the GCV score with respect to λ, I evaluated GCV(λ) for λ = 10−k
with k ∈ {0, 1, . . . , 9}, and then chose the best result. Finally, for both solutions, I estimated the posterior
variance associated with ηˆ (see Kim & Gu, 2004).
Various statistics from the two fit models are given in Table 7.2, and the predicted ERPs are plotted in
Figure 7.3. First, note that there are almost no noticeable differences between the nearly optimized solution
and the fully optimized solution (cf. Table 7.2, Figure 7.3), suggesting that the extra GCV optimization
was unnecessary. Also, note that both solutions do an excellent job of capturing the differences between the
ERPs of the control and alcoholic subjects. Specifically, note that the P1 and N1 peaks are slightly reduced
and delayed in the alcoholic subjects, and note that the P2, N2, and P3 components are essentially missing
in the alcoholics’ ERPs (see Figure 7.3). These results are consistent with previous work, which has found
that alcoholics have reduced ERP components (see Porjesz et al., 1980, 1987).
Table 7.2: Comparison between the nearly optimized and the fully optimized SSANOVA models when
analyzing single-channel EEG data from the control and alcoholic subjects.
Model Time GCV σˆ2 R2 λˆ ln(γˆ1) ln(γˆ2)
Nearly 0.083 42.764 42.721 0.054 0.010 13.253 14.632
Fully 0.404 42.764 42.721 0.054 0.010 13.094 14.520
Note. Time is the runtime (in seconds) and R2 is the explained variation.
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Figure 7.3: Predicted Pz ERPs for the control and alcoholic subjects using the nearly optimized solution
(left) and the fully optimized solution (right). Dotted lines give a 99% Bayesian confidence interval.
7.4 Multi-Channel Data from Control and Alcoholic Subjects
In this section, I demonstrate how a three-way SSANOVA model on the domain {1, . . . , l1}×{1, . . . , l2}×[0, 1]
can be used to analyze multi-channel EEG data from multiple subject groups. For the purposes of the ex-
ample, I focus on EEG activity in l2 = 8 parietal electrodes from both control and alcoholic subjects, so that
xi1 ∈ {alcoholic, control} and xi2 ∈ {P7, P3, Pz, P4, P8, PO7, POz, PO8}. As mentioned in Chapter 7.1,
each ERP trial consisted of 256 time points, so that xi3 ∈ [0, 255]; before analysis, each xi3 score was divided
by 255 to transform this variable to the interval [0,1]. For this example, n = 409600 (20 subjects × 256 time
points × 8 electrodes × 10 trials).
Similar to the previous examples, I (a) examined the solution using 32 knots spanning the range of xi3
for each combination of levels of xi1 and xi2, resulting in a total of q = 512 knots, (b) set r3 = 0.01, and
(c) examined the results for both the nearly optimized solution (fixing the γj ’s after the smart start) and the
fully optimized solution (using Algorithm C). When optimizing the GCV score with respect to λ, I evaluated
GCV(λ) for λ = 10−k with k ∈ {0, 1, . . . , 9}, and then chose the best result. Finally, for both solutions, I
estimated the posterior variance associated with ηˆ (see Kim & Gu, 2004).
The two models are summarized in Table 7.3, and the predicted ERPs are plotted in Figure 7.4. First, note
that the difference between the nearly and fully optimized solutions was negligible (see Table 7.3, Figure 7.4),
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suggesting that the extra GCV optimization was not needed. Also, note that it took approximately 10 times
longer to fully optimize the GCV score, so the nearly optimized solution saved a substantial amount of
computation time for this example. Finally, note that the SSANOVA models are capturing the differences
between the ERPs of the control and alcoholic subjects quite well (see Figure 7.4), and these differences are
consistent with previous findings concerning ERPs of alcoholic subjects (see Porjesz et al., 1980, 1987).
Table 7.3: Comparison between the nearly optimized and the fully optimized SSANOVA models when
analyzing multi-channel EEG data from the control and alcoholic subjects.
Model Time GCV σˆ2 R2 λˆ ln(γˆ1) ln(γˆ2) ln(γˆ3)
Nearly 6.673 69.378 69.310 0.077 0.01 −1.161 −1.811 17.938
Fully 65.920 69.371 69.316 0.077 0.01 −2.056 −2.742 17.938
Note. Time is the runtime (in seconds) and R2 is the explained variation.
7.5 Concluding Remarks and Future Directions
As demonstrated in Chapters 7.2–7.4, SSANOVA models have immense potential for holistically analyzing a
variety of types of EEG data. Using two- or three-way SSANOVA models, it is possible to (a) analyze data
from an entire ERP experiment via one model, (b) estimate differences in ERP waveforms between different
electrodes and/or subject groups, and (c) directly examine the differences due to the time, electrode, and/or
group effects. Finally, using the Bayesian interpretation (see Kim & Gu, 2004), the SSANOVA approach
makes it possible to place confidence intervals around the predicted ERPs, which can be useful for reliably
comparing differences between ERP waveforms from different subject groups.
I have not yet fit the models, but I suspect that four-way SSANOVA models on the domain {1, . . . , l1}×
{1, . . . , l2}×{1, . . . , l3}× [0, 1] could be quite useful for EEG data analysis. In particular, such a model would
be useful for the EEG data from this experiment, which collected multi-electrode ERP waveforms from dif-
ferent subject groups under different experimental conditions. Using a four-way SSANOVA model, it would
be possible to directly analyze the differences due to the time, electrode, subject group, and experimental
condition effects simultaneously via one model.4 And, using the ideas developed in this manuscript, it is
computationally feasible to fit a four-way SSANOVA model to an EEG data set with hundreds of thousands
(or millions) of observations.
4Note that I could also analyze the four-way data using a three-way SSANOVA model where the subject groups and
experimental conditions are combined into one “groups” variable with six levels (2 subject groups × 3 experimental conditions).
I have found that this approach works well; however, using this approach it is not possible to directly distinguish the subject
group effect from the experimental condition effect.
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Figure 7.4: Predicted parietal ERPs for the control and alcoholic subjects using the nearly optimized solution
(top) and the fully optimized solution (bottom). Dotted lines give a 99% Bayesian confidence interval.
84
References
Aronszajn, N. (1950). The theory of reproducing kernels.Transactions of the American Mathematical Society,
68, 337–404.
Craven, P., & Wahba, G. (1979). Smoothing noisy data with spline functions: Estimating the correct degree
of smoothing by the method of generalized cross-validation. Numerische Mathematik, 31, 377–403.
de Boor, C. (1978). A practical guide to splines. New York: Springer-Verlag.
Dennis, J. E., & Schnabel, R. B. (1996) Numerical methods for unconstrained optimization and nonlinear
equations. Philadelphia: Society for Industrial and Applied Mathematics.
Frank, A. & Asuncion, A. (2010). UCI Machine Learning Repository [http://archive.ics.uci.edu/ml]. Irvine,
CA: University of California, School of Information and Computer Science.
Gu, C. (2002). Smoothing spline ANOVA models. New York, NY: Springer-Verlag.
Gu, C. (2012). gss (ver. 2.0-11). http://cran.r-project.org/web/packages/gss/
Gu, C., & Kim, Y.-J. (2002). Penalized likelihood regression: General formulation and efficient approxima-
tion. The Canadian Journal of Statistics, 30, 619–628.
Gu, C., & Ma, P. (2005). Optimal smoothing in nonparametric mixed-effects models. The Annals of Statistics,
33, 1357–1379.
Gu, C., & Wahba, G. (1991). Minimizing GCV/GML scores with multiple smoothing parameters via the
Newton method. SIAM Journal on Scientific and Statistical Computing, 12, 383–398.
Hastie T., & Tibshirani, R. (1984). Generalized additive models. STAN-CLS-2, SLAC PUB-3531.
Hastie T., & Tibshirani, R. (1986). Generalized additive models (with discussion). Statistical Science, 1,
297–318.
Hastie T., & Tibshirani, R. (1986). Generalized additive models. London: Chapman & Hall.
Kim, Y.-J., & Gu, C. (2004). Smoothing spline Gaussian regression: More scalable computation via efficient
approximation. Journal of the Royal Statistical Society, Series B, 66, 337–356.
Kimeldorf, G., & Wahba, G. (1971). Some results on Tchebycheffian spline functions. Journal of Mathemat-
ical Analysis and Applications, 33, 82–95.
Li, K.-C. (1986). Asymptotic optimality for Cp, CL, cross-validation and generalized cross-validation: Dis-
crete index set. The Annals of Statistics, 15, 958–975.
McCullagh, P., & Nelder, J. A. (1989). Generalized linear models (second ed.). London: Chapman & Hall.
Nelder, J. A., & Wedderburn, R. W. M. (1972). Generalized linear models. Journal of the Royal Statistical
Society, Series A, 135, 370–384.
85
Porjesz, B., Begleiter, H., Bihari, B., & Kissin, B. (1987). The N2 component of the event-related brain
potential in abstinent alcoholics. Electroencephalography and Clinical Neurophysiology, 66, 121–131.
Porjesz, B., Begleiter, H., & Garozzo, R. (1980). Visual evoked potential correlates of information deficits in
chronic alcoholics. In Regleiter, H., editor. Biological effects of alcohol (pp. 603–623). New York: Plenum
Press.
Ruppert, D., Wand, M. P., & Carroll, R. J. (2003). Semiparametric regression. Cambridge, UK: Cambridge
University Press.
Silverman, B. W. (1985). Some aspects of the spline smoothing approach to non-parametric regression curve
fitting. Journal of the Royal Statistical Society, Series B, 47, 1–52.
Snodgrass, J. G., & Vanderwart, M. (1980). A standardized set of 260 pictures: Norms for the naming
agreement, familiarity, and visual complexity. Journal of Experimental Psychology: Human Learning and
Memory, 6, 174–215.
Wahba, G. (1990). Spline models for observational data. Philadelphia, PA: SIAM.
Wahba, G. (1983). Bayesian “confidence intervals” for the cross-validated smoothing spline. Journal of the
Royal Statistical Society, Series B, 45, 133–150.
Wang, Y. (2011). Smoothing splines: Methods and applications. Boca Raton, FL: CRC Press.
Wood, S. N. (2004). Stable and efficient multiple smoothing parameter estimation for Generalized Additive
Models. Journal of the American Statistical Association, 99, 673–686.
Wood, S. N. (2006). Generalized additive models: An introduction with R. Boca Raton, FL: Chapman &
Hall
Wood, S. N. (2012). mgcv (ver. 1.7-22). http://cran.r-project.org/web/packages/mgcv/
Zhang, X. L., Begleiter, H., Porjesz, B., Wang, W., & Litke, A. (1995). Event related potentials during
object recognition tasks. Brain Research Bulletin, 38, 531–538.
86
