Abstract. Linear curve subdivision schemes may be perturbed in various ways, e.g. by modifying them such as to work in a manifold, surface, or group. The analysis of such perturbed and often nonlinear schemes "T " is based on their proximity to the linear schemes "S" which they are derived from. This paper considers two aspects of this problem: One is to find proximity inequalities which together with C k smoothness of S imply C k smoothness of T . The other is to verify these proximity inequalities for several ways to construct the nonlinear scheme T analogous to the linear scheme S. The first question is treated for general k, whereas the second one is treated only in the case k = 2. The main result of the paper is that convergent geodesic / projection / Lie group analogues of a certain class of factorizable linear schemes have C 2 limit curves.
Introduction
Curve subdivision schemes in general consist of repeated refinement of control polygons. Especially well studied are the linear schemes with rules for defining the control points at the finer level as finite linear combinations of control points in the coarser level -see e.g. [7] , [24] , and [12] . This paper is a sequel to [22] , which defines a wide class of curve subdivision schemes on manifolds, and analyzes convergence and C 1 smoothness. The analysis of such a nonlinear scheme is performed by its proximity to the corresponding linear scheme from which it was derived. In that sense the nonlinear scheme is a certain perturbation of the linear one. We give upper bounds on the magnitude of the perturbation which are sufficient for C k smoothness of the limit curves of a nonlinear scheme, if the original linear scheme has the same property.
As a main example for such a perturbation we consider the schemes "T " defined in surfaces, Lie groups, and Riemannian manifolds, which are analogous to curve schemes "S" defined in a vector space. Convergence and C 1 smoothness of these scheme are treated in [22] . The second part of the present paper deals with a certain class of factorizable linear schemes, where we can show that S and T are close enough for T to produce C 2 limit curves, for all control polygons for which the subdivision process converges.
Perturbations introduced by discretization and imcomplete computation via iterative algorithms are studied in [23] together with Computer graphics applications.
For an overview on previous work on nonlinear subdivision schemes and proximity, we refer the reader to the introduction of [22] . Here we only mention that analysis by proximity to a linear scheme is a technique which was used before in various situations, such as in the papers [11] and [4] . Smoothness analysis of other nonlinear subdivision schemes which occur in the literature (e.g. [25] and [20] ) is mainly along different lines.
The outline of this paper is as follows: After introducing notation and presenting basic facts concerning linear schemes, Section 2 proceeds with the smoothness analysis of nonlinear schemes. We introduce convergence, smoothness, and proximity conditions, which generalize those of [22] . We show that in case that proximity of order k − 1 holds for a linear scheme S and a nonlinear scheme T , we can prove C k smoothness of limit curves generated by T , for a wide class of C k linear schemes S. Section 3 briefly discusses special cases of proximity conditions. A major part of the paper is Section 4, where we show that a certain class of nonlinear curve subdivision schemes and their analogous linear schemes fulfill a first order proximity condition. Section 5 combines results of previous sections and concludes C 2 smoothness for certain projection schemes, and certain geodesic schemes in surfaces, Riemannian manifolds, and Lie groups.
Convergence and Smoothness Analysis
2.1. Notation and basics on linear schemes. We consider sequences p = (p i ) i∈Z of points, which are also referred to as polygons. A subdivision scheme S is a mapping which takes a point sequence p as input, and which has another point sequence Sp as output. We assume that there is an integer dilation factor N such that for all polygons p, q the relation q i = p i+1 for all i implies that (Sq) i = (Sp) i+N .
We focus on subdivision schemes whose definition uses the notion of average or affine combination. We shall presently see that this is not a restriction. We use the notation (2.1) av α (x, y) := (1 − α)x + αy.
For instance, degree n B-spline subdivision "S (n) " according to [14] has N = 2 and is recursively defined by one splitting step and n averaging steps:
For a linear scheme there exists a sequence a = (a i ) i∈Z such that (2.3) Sp j = i a j−N i p i .
a is called the mask of S, and is said to be finite if only finitely many a i 's are nonzero. The subdivision scheme is affinely invariant, if (2.4) i a j−N i = 1, j = 0, . . . , N − 1. Any convergent curve subdivision scheme is affinely invariant (cf. [7] ). It is not difficult to show (cf. [22] ) that the rules of the scheme can be expressed in terms of repeated affine averages: Theorem 1. Any affinely invariant linear subdivision rule S with finite mask is expressible via the "av" operator.
This representation of affinely invariant linear subdivision schemes, which is not unique, will be used to define nonlinear schemes on manifolds analogous to linear schemes (see Section 4) . An explicit example is furnished by (2.2).
2.2.
The limit of a subdivision scheme. For a polygon p, we use the notation ∆p for the sequence of differences: ∆p i = p i+1 − p i . Further we define (2.5) p ∞ = sup
The limit of a sequence of polygons which are getting denser and denser is best dealt with via the limit of a sequence of functions: for a sequence p of points, define F j (p) to be the piecewise linear function which is linear in the intervals
, and which has the property that F j (p)(iN −j ) = p i . If T is a subdivision scheme, we use the notation
is the limit curve, which is also denoted by T ∞ p. It is obvious from construction that
2.3.
Convergence and smoothness conditions. This subsection introduces conditions called 'convergence' and 'smoothness' conditions. It will be seen later that indeed they are the main ingredients in our proofs concerning the convergence of a nonlinear subdivision scheme, and the continuity and smoothness of its limit curves. The 'mixed' condition in Def. 2 below uses polynomials P (x) with the property that P (n) ≥ 0 for all nonnegative integers n. We call such polynomials nonnegative for short. It is obvious that sum, positive multiples, and products of nonnegative polynomials are again nonnegative polynomials, and so is the summation polynomial R of a nonnegative polynomial P , which is defined by R(n) = n i=0 P (i). Definition 1. A subdivision scheme S is said to satisfy a convergence condition with factor µ 0 < 1, if
A linear scheme S with dilation factor N is said to satisfy a smoothness condition of order k with factors µ 0 , . . . , µ k < 1, if in addition to (2.9) for all l, p,
A not necessarily linear scheme S with dilation factor N is said to satisfy a mixed smoothness condition of order k, if (2.9) holds and there are µ 1 , . . . , µ k < 1, such that for all l, p
The smoothness condition of (2.10) is well known in the smoothness analysis of linear subdivision schemes. Mixed conditions of the type (2.11) appear in our smoothness analysis of nonlinear schemes below. In fact, a sequence dominated by µ l P (l) for a polynomial P , is also eventually dominated by a constant times µ l+ , for any > 0. We thus could avoid using the "mixed conditions" altogether and work solely with the well known exponential decay of (2.10).
Most of our statements consider polygons p whose points are contained in some subset M of R n , and fulfill the condition d(p) < ε. Such a class of polygons is denoted by P M,ε . The statements employ a scheme "S", which is linear and whose properties are known, and another scheme "T ", which is to be analyzed (S is to aid the analysis). We will encounter the situation that smoothness conditions are true only for p ∈ P M,δ for some δ > 0.
2.4.
Smoothness of linear schemes. The smoothness conditions (2.9) and (2.10) guarantee the smoothness of a linear scheme [7, 12] . In this subsection we show how to compute the factors µ i for linear schemes. Following [7, 8] , we use the concept of k-th derived scheme S k of a linear subdivision scheme S, which is recursively defined by the equations S 0 = S and S i (∆p) = N ∆S i−1 p, leading to
For the convenience of the reader, we repeat some definitions and results here. In the analysis of linear schemes, it is customary to define the formal Laurent series a(z), p(z), Sp(z), and ∆p(z) with coefficients taken from the sequences a (the mask of the scheme), p (the control polygon), Sp (the subdivided control polygon), and ∆p (the difference polygon), respectively. For example, we have a(z) = a i z i . These are called the generating functions of the respective sequences, and a(z) is called the symbol of S. We have Sp(z) = a(z)p(z N ) and ∆p(z) = (1 − z)p(z)z −1 . It follows immediately that the symbol a [1] (z) of the derived scheme S 1 equals a [1] 
, S is affinely invariant), then this division is possible without remainder (i.e., the derived scheme exists). For any subdivision scheme S, m rounds of subdivision yield yet another scheme, S m . If S has dilation factor N , then the dilation factor of S m equals N m . It follows from the formulas above that the symbol c(z) of S m is given by
. In this paper, the norm S of S is the sup-norm,
In the following we assume that the mask a is of finite support, and we have (2.13) S = max N j=1 i |a j−N i | Knowledge of the norms of the derived schemes yields factors µ j as required by (2.9) and (2.10): We use d(∆ j p) = ∆ j+1 p ∞ and compute
It follows that we may let
The B-spline subdivision rule of degree n according to (2.2) has N = 2 and the symbol
Its first derived scheme is the (n − 1)-st degree B-spline scheme. Equations (2.13) and (2.15) show that convergence and smoothness conditions up to degree n − 1 are fulfilled with factors µ i = 1/2. It is not difficult to see that this is an optimal value. For the convenience of the reader, a proof is included below.
Lemma 1.
For an affinely invariant scheme S, the decay rate µ j of (2.15) obeys
Proof. This is an immediate consequence of S j+1 ≥ 1, which is shown in two steps: First, S ≥ 1, because otherwise S would be contractive and not affinely invariant. Second we show that, in general, S 1 ≥ S , which by iteration implies S j+1 ≥ S ≥ 1. The symbols a(z) of S and a [1] (z) of its derived scheme
. The scheme S with symbol a(z) has norm S = N S . The inequality S ≤ S 1 now follows from
A crucial result in the convergence analysis of linear schemes is Lemma 2. For an affinely invariant linear scheme S of finite mask there is a constant C such that for all p and j > 0 we have
This follows e.g. from Equations (3.8)-(3.10) of [7] . For the convenience of the reader we give a proof here. It uses the following fact: Polynomial division of m j=0 a j z j by z N − 1 yields the remainder
j=0 ( i∈Z a j+iN )z j , where we let a j = 0 in case j < 0 or j > m.
Proof. Let U denote the piecewise linear interpolatory subdivision rule with the same dilation factor N as the given scheme S and symbol u(z)
is the symbol of some subdivision scheme E. As
We see that we can let C = E . 2.5. Proximity conditions. In this subsection we present the inequalities which quantify the differences between linear subdivision schemes "S" of known properties and nonlinear schemes "T " to be analyzed. The conditions consist of several inequalities: one measuring the distance of schemes S, T (the actual proximity), and another one, which relates the coefficients µ i of (2.10) to the exponents used in the proximity condition. We first give a general definition and immediately afterwards specialize it.
In order to explain why the proximity conditions of Def. 3 have the form presented here, a few comments are perhaps in order. In [22] , C 1 smoothness of nonlinear subdivision schemes is shown by means of a proximity inequality of the form
2 , where C e.g. depends on the surface we work in. For While [22] considered only an upper bound of the form
with α 0 = 2, the present paper allows such exponents to vary freely. Indeed the C 1 theory remains true for any exponent α 0 > 1, provided the decay rate µ 0 is not too big (I am indebted to Adi Levin for this remark). As α approaches 1, the maximum possible decay rate µ 0 nears 1/N . It is only to be expected that for higher order smoothness there is an analogous relation between the exponents used in comparing S and T on the one hand, and the decay rates µ i of S on the other. The precise form of that relation (see (2.19) below) ensures that the proofs of Th. 5 and Th. 6 go through. Thus (2.19) might look artificial. There is however a reason that in some sense (2.19) is "right": This is the fact that the inequality in question appears to be just sufficient for both of the proofs. Definition 3. Subdivision schemes S, T satisfy a general proximity condition (GPC) of order k − 1, if for every j with 0 ≤ j < k there exist C > 0 and a finite collection A j of points α = (α 0 , . . . , α j ) ∈ R j+1 with α i ≥ 0 and α 0 + · · · + α j > 1 such that for j = 0, . . . , k, and for all polygons in a certain class P M,δ ,
and such that S satisfies (2.9), (2.10) and there are strict upper bounds µ * i on the decay rates µ i of (2.9) and (2.10) satisfying
Note that if S, T satisfy a GPC of order k, they satisfy a GPC of any lower order. The special cases A 0 = {(2)} and A 1 = {(3, 0), (1, 1)}, which correspond to curves on surfaces (see Section 4) are given below in Def. 4 .
The meaning of the inequality (2.19) is roughly as follows: According to Lemma 1, the decay rates µ i in the smoothness conditions are not smaller than 1/N , which is in some sense an optimal value (it is achieved by the Lane-Riesenfeld schemes). Other schemes may have values close to 1. Equation (2.19) says that the closer the coefficients µ i are to 1, the higher the exponents α i must be.
Definition 4. Subdivision schemes S, T satisfy a proximity condition of order 0 if there is C > 0 such that for all polygons in a certain class P M,δ ,
2 , and (2.20)
Subdivision schemes S, T satisfy a proximity condition of order 1, if (2.20) and (2.21) hold, and if
3 ], and (2.22)
In [22] , the proximity condition (2.20) is established for certain analogues of linear schemes. The second part of the present paper is concerned with showing that (2.22) holds for analogues of a certain class of "factorizable" linear schemes. Depending on its decay rates µ i , such a linear scheme may or may not fulfill (2.23). In case it does not, there is still the possibility that by replacing the linear scheme S by an iterated scheme S m , the general proximity condition is satisfied. The phenomenon that for purposes of smoothness analysis one has to consider iterated schemes S m rather than S itself is common also for linear schemes.
We therefore ask: If S, T fulfill a proximity condition, is the same true for the iterates S m , T m ? In order not to overburden the reader, we give an answer only for a special case: Lemma 3. If S, T fulfill (2.20) for all p with d(p) ≤ δ, then the same is true for the iterates S m , T m , provided the first derived scheme S 1 exists (which is true for all affinely invariant schemes). An analogous result is true for (2.22), provided the derived scheme S 2 exists.
Proof. The existence of S 1 and S 2 means that there are µ 0 , µ 1 with
The result is shown by induction. Assume that it is true for S m−1 and T m−1 . The letter C is used indiscriminantly for any constant. We
. The computation for (2.22) is similar but slightly more complicated.
The condition that α 0 + · · · + α j > 1 used in Def. 3 is sometimes fulfilled automatically:
The assumption 1/N < µ * i ≤ 1 implies that 0 ≤ m i < 1. We look for points α (i) = (0, . . . , 0, α i , 0, . . . , 0) with 0 ≤ i < j on the coordinate axes of R j for which (2.24) is an equality and show that in that special case α i > 1:
We see that the distance of the points α (0) , . . . , α (j−1) from the origin is > 1. It follows that within the sector α 0 , . . . , α j ≥ 0, the halfspace 0≤i<j α i ≥ 1 contains the halfspace given by (2.24) in its interior. Consequently, 0≤i≤j α j ≥ 0≤i<j α j > 1. 2.6. Convergence from proximity. In this section we review and partly extend results of [22] which concern convergence of perturbed schemes. The proofs are omitted, since the extension consists of replacing the exponent 2 by the exponent α, and the proofs are completely analogous to the proofs given in [22] .
and S satisfies a convergence condition with factor µ 0 < 1 for all p ∈ P M,ε . Then there is δ > 0 and µ 0 < 1 such that T satisfies a convergence condition with factor µ 0 for all p ∈ P M,δ . By choosing δ small enough, we can achieve that |µ 0 − µ 0 | is arbitrarily small.
Theorem 3.
Assume that S and T meet the conditions of Th. 2. In the notation of Th. 2, for all p ∈ P M,δ and f = F 0 (p), the sequence T j f converges to a continuous limit in the sup norm.
The following result compares the limits of a linear scheme and its nonlinear analogue. The uniform boundedness of S i mentioned in the statement of the theorem is guaranteed if S is a convergent scheme.
Theorem 4. We assume that S and T fulfill the conditions of Th. 2, and that S i is uniformly bounded by A > 0. Then for p ∈ P M,δ ,
2.7.
Deriving smoothness conditions for nonlinear schemes. In the following we establish that mixed smoothness conditions according to Def. 2 follow from the GPC of Def. 3.
Theorem 5. Suppose that S satisfies the k-th order smoothness condition of Def. 2 and that S, T satisfy an order k − 1 GPC according to Def. 3, for all p ∈ P M,ε . Further assume that in the notation of Def. 3, µ * 0 ≤ 1. Then there is δ > 0 such that T satisfies a mixed k-th order smoothness condition according to Def. 2 with factors µ i < µ * i , for all p in P M,δ . Proof. We use the notation of Def. 2 and Def. 3: The smoothness condition uses the factors µ 0 , . . . , µ k with µ i < µ * i , and the proximity is encoded in exponent collections A 0 , . . . , A k−1 . We want to show that there are factorsμ j < µ * j and nonnegative polynomials P j such that
. . , k, any l > 0, and all p with d(p) < δ. By Th. 2 and the assumption µ 0 < 1, this is true in the case k = 0. We proceed by induction, i.e., we assume that (2.28) holds for j = 0, . . . , k − 1. We let
The proximity condition (2.18) of order k − 1 shows that for any l ≥ 1,
We have used that for all p, q the relations
The induction assumption (2.28) on the quantities d(∆ j T l−1 p) for j = 0, . . . , k− 1 is now used to replace them by their upper bounds. In this process, N kl , as it occurs in h, is spread over several factors. We use the symbols |α| =
Here P is the polynomial P =
, with a nonnegative polynomial P * k−1 . We are going to show by induction that
k . This concludes the proof of (2.33). We define µ k := max{µ k , µ k } < µ * k and consider the polynomial P k defined by
, which is nonegative. With these definitions, (2.33) implies that
, and the proof is complete. It is obvious that for any given µ 0 , . . . , µ k with µ 0 < 1 and exponent collections A 0 , . . . , A k−1 we can choose µ * 0 , µ * 1 , . . . such that general proximity holds true, if we do not have to obey any further inequalities concerning the magnitude of µ * i . It follows that with Th. 5 we can derive a mixed smoothness condition for any nonlinear scheme T which satisfies (2.18).
2.8. Smoothness of limit curves. It is well known that C k smoothness of the limit curve T ∞ f as defined by (2.7) follows from existence of the limits
with respect to the sup norm, provided those limits are continuous Such a limit then equals the j-th derivative of the curve T ∞ f . It is obviously sufficient to prove the result in the case k = 1 (see e.g. [3] ). We state this result in a form which directly applies to our setting.
Lemma 5. Assume that the sequence p l of polygons has the property that lim l→∞ F l (p l ) = f with respect to the sup norm. We let
If g j,l is a Cauchy sequence, and
(with respect to the sup norm). 
Proof. The case k = 0 is Th. 3. The case k = 1 has been shown in [22] . Here we show the general case k > 0 by using the proximity condition of order k − 1:
By Th. 5, a mixed smoothness condition holds for T : there are nonnegative polynomials P j and factors µ j for j = 1, . . . , k such that
For a linear subdivision scheme S and its kth derived scheme S k , a smoothness condition of order k in the sense of Def. 2 which holds for S is nothing but a continuity condition for S k . According to our assumptions, the symbol of S k is divisible by 1 + z + · · · + z N −1 , so S k is affinely invariant. By Lemma 2, there is a constant C such that (2.40)
We consider the sequence
We use (2.38) and (2.39) and compute for any α ∈ A k−1 : (2.38) and (2.19) show that (2.41) implies
In order to estimate ( * * ), we use (2.40) and (2.39)
is a Cauchy sequence for j = 1, . . . , k. Furthermore, the smoothness condition which holds for T says that lim l→∞ d(N jl ∆ j T l p) = 0 for j = 0, . . . , k. Thus Lemma 5 applies, and the proof is complete.
Examples
The next sections treat subdivision in manifolds, which is an important context where nonlinear analogues of linear schemes occur. Before that, we dicuss some facts which easily follow from the results obtained so far. We first have a look at the zero order proximity condition of Def. 4. The requirement µ 1 < 1 is fulfilled by letting µ * 1 = 1, and we arrive at the two equivalent conditions
We
a condition is given, it applies to S only if µ 0 ≤ N −1/α 0 . As to first order proximity conditions, we force µ 2 < 1 by letting µ * 2 = 1. Then (2.19) yields
In the concrete case of the zero order and first order proximity stated in Def. 4, the inequalities (3.1) and (3.2) for α 0 = 2 and α 1 ∈ {(1, 1), (3, 0)} define a certain domain for admissible factors µ * 0 , µ * 1 and µ 0 , µ 1 which are depicted in Figure 1 , left and center.
The other way round, for a given scheme with, e.g., µ 0 = µ 1 = 1/N , the admissible exponents α 0 , α 1 used in the GPC are shown by Fig. 1, right. 3.2. Sharpness of the proximity conditions. The general proximity condition, especially (2.19) is sufficient for C k smoothness of a scheme T , provided the scheme S fulfills the requirements of Th. 6, but it is possible that (2.19) can be improved so as to be less restrictive. In the following we show that for the case of B-spline schemes and a special type of proximity, the inequalities (2.19) are necessary for C k smoothness: It is easy to see that in the case µ 0 = · · · = µ k = 1/N and
any α > 1 implies C k smoothness of T , but α = 1 does not. A counterexample is given by the B-spline schemes of (2.2): Let S = S (k+1) , T = S (k) and consider the symbols a(z) = (1 + z) k+2 /(2z) k+1 and b(z) = (1 + z) k+1 /(2z) k of S and T , respectively, as in (2.16). With U = S − T the j-th derived scheme U j has the symbol u
, where E (j) has the symbol e (j) (z). We compute
It follows that
As S is C k , but T is not, (3.5) cannot be a valid proximity condition implying C k smoothness.
3.3.
Examples of perturbed schemes of C k smoothness. Suppose that S is a linear scheme with C k limits and whose (k + 1)-st derived scheme exists, i.e., whose symbol is divisible by (1 + z + · · · + z N −1 ) k+1 , as required by Th. 6. A perturbed scheme T of the form (3.6)
with α > 1 and arbitrary bounded Q satisfies the inequality
We consider the factors µ i = 1 N S i+1 which appear in the smoothness conditions for S, let µ i = N −m i and look at (2.19) for the special case that the exponent lists have the form A 0 = {(α)}, A 1 = {(α, 0)}, . . . , A k−1 = {(α, 0, . . . , 0)} (i.e., we reformulate (3.7) to fit the formalism of Def. 3). S and T fulfill a general proximity condition of order k − 1, if, according to (2.19) 
This is equivalent to α > (j + m j )/m 0 for j = 0, . . . , k − 1 and α > k/m 0 . With 1/N ≤ µ j < 1 this is further equivalent to
We see that if α fulfills the inequality (3.9), T has C k limit curves.
Curve schemes and their analogous schemes in manifolds
This section continues the discussion of proximity conditions in [22] , which was solely concerned with zero order proximity. The representation of affinely invariant linear subdivision schemes in terms of averages, which exists in general by Th. 1 and is for the B-spline schemes demonstrated by (2.2), is used to define nonlinear schemes on manifolds in two different ways.
One way is to replace affine averages by geodesic averages. The second consists of projecting affine averages onto the manifold. These constructions of nonlinear schemes from linear ones apply to surfaces, to certain Lie groups, in particular to the Euclidean motion group, and to abstract Riemannian manifolds.
A general analysis of certain subdivision schemes on abstract Riemannian manifolds is done in [17] , [16] , and [18] , where the geodesic analogues of the second and third degree B-spline schemes are shown to converge to smooth curves with Lipschitz derivatives, and that the limit curves of the second degree algorithm are not even piecewise C 2 in general.
Geodesic averages in surfaces and geodesic subdivision.
Here we review briefly the construction of analogous geodesic and group schemes in surfaces and matrix groups, which is presented in more detail in [22] . We replace the straight lines of affine space by the geodesic lines in a surface or Riemannian manifold and the average of two points by a corresponding point on the geodesic. We study this concept first for surfaces only. The reason for this is that our method of analyzing smoothness of nonlinear schemes requires comparison with linear schemes, and for our proofs the ambient space where a surface is immersed in is necessary. We consider abstract Riemannian manifolds only in the very end.
The surfaces we deal with and the Euclidean spaces they are contained in have arbitrary dimensions, especially because of the proof of Cor. 1 later. Curvature theory of such surfaces employs the vector-valued second fundamental form "II(v, w)" of two tangent vectors v, w attached to a point p ∈ M (cf. [6] , § 6.2). Its definition is as follows: Suppose that c(t) is a curve in M with c(t 0 ) = 0 anḋ c(t 0 ) = v, and further suppose that w(t) is a tangent vector field along the curve c(t) such that w(t 0 ) = w. Then
where the symbol "⊥" means the component of a vector orthogonal to the surface's tangent plane T p M . It can be shown that II p is well defined, bilinear, and symmetric. The well known defining property "c orthogonal to the surface" of a geodesic line c(t) obviously can be reworded as
(let v =ċ(t 0 ) and w(t) =ċ(t)). Following § 2 of [22] , we define Definition 5. If c is the unique shortest geodesic which joins x and y, then we let
The geodesic analogue T of an affinely invariant linear scheme S, which is expressed in terms of averages, is defined by replacing each occurrence of the av operator by the g-av operator.
Note that both affine and geodesic averages fulfill the relations (4.4) av 1−α (y, x) = av α (x, y), g-av 1−α (y, x) = g-av α (x, y).
Averages in matrix groups.
This subsection extends the concept of geodesic subdivision to matrix groups, such that, e.g. for the group of Euclidean motions, the helical motions appear as geodesic-like curves (cf. [2] or [13] ). This means e.g. that the geodesic midpoint of two positions of a rigid body is found by first determining the shortest helical motion which transforms the first position (at time t = 0) into the other (at time t = τ ), and then evaluating this helical motion half way in between, i.e., at t = τ /2.
In general, we use the left translates of one-parameter subgroups of matrix groups and general Lie groups as geodesics. In terms of the matrix exponential function, these curves can be written as
where gv is tangent to the group in the point c(0) = g. This is discussed in more detail in sections 2.3 and 6.3 of [22] . We are able to treat matrix groups in the same way as surfaces, if we can show that the geodesics in matrix groups fulfill a differential equation similar to the surface case.
Remark: The usage of the word 'geodesic' in the Lie group context does not mean that the Lie group carries a metric such that the geodesics defined by (4.5) are geodesics in the Riemannian sense. ♦ Definition 6. A Lie group of n × n matrices is called of constant velocity, if there is a Euclidean metric in the n 2 -dimensional space of matrices, such that the geodesics defined by (4.5) are traversed with constant velocity.
It is shown in [22] that all subgroups of the orthogonal group, indeed all compact groups, and also the Euclidean motion group, are of constant velocity. As to a differential equation of geodesics, that paper contains the following Lemma 6. Assume that G is a Lie group of n × n matrices. Then the geodesics are precisely the solution curves of the differential equation 
Projection subdivision.
The method of projection is a very general way of introducing nonlinearity.
Definition 7. Consider a submanifold M of R n . A generalized projection P onto M is a smooth mapping onto M defined in a neighbourhood of M , such that P (x) = x for all x ∈ M .
How smooth exactly P must be depends on the application. One example of a projection is the orthogonal projection onto M . Definition 8. The projection analogue T of an affinely invariant linear scheme S, which is expressed in terms of averages, is defined by replacing each occurrence of the av operator by "P av".
Examples of projections which are readily computable are the gradient flow towards general level set surfaces [23] , and orthogonal projection onto selected surfaces like spheres, tori, or the Euclidean motion group (see [1, 23] ). A further application of the projection method is the perturbation of subdivision schemes by obstacles [23] .
4.4.
Taylor's formula. Verification of proximity conditions for subdivision schemes on manifolds is based on Taylor's formula. For the convenience of the reader, we repeat it here, using the notation we employ later: If P : U ⊂ R n → R m is a mapping of sufficient smoothness, then for all x and h such that the line segment connecting x and h lies in the domain of P , we have
with 0 < θ < 1. The k-th derivative d k x P of P in the point x is a k-linear mapping. If the vector u i has coordinates (u i1 , . . . , u in ), then
The operator norm of the k-th derivative is defined as (4.8)
We give some lemmas, which are needed later. The first one is quoted from [22] .
Lemma 7.
Assume that c is a curve with ċ = 1 and c ≤ C. Then 
Proof. With a Taylor expansion of degree three the left hand side in (4.11) expands to α
with factors θ i ∈ (0, 1). This implies (4.11).
Auxiliary inequalities concerning geodesic subdivision.
It has been shown in [22] that a linear affinely invariant subdivision scheme with finite mask and its analogous geodesic scheme fulfill the inequality (2.20), both for a surface and for a matrix group of constant velocity. In this paper we are concerned with first order proximity conditions, i.e., especially with verification of (2.22).
We consider a surface M contained in the Euclidean vector space R n , which is equipped with geodesics -either in the sense of elementary differential geometry, or in the matrix group sense. In both cases, geodesics are the solution curves of a differential equation of the form (4.12)c(t) = B c(t) (ċ(t),ċ(t)), where B x is either the second fundamental form of (4.2) or the expression defined by (4.6) . B x is supposed to depend smoothly on the point x. This is trivial for the group case, and follows from C 3 smoothness of the surface under consideration in the Riemannian case. Recall that B x in both cases is symmetric and bilinear, and that solution curves are traversed with constant velocity. We use the orthogonal projection π x onto the tangent space T x M in order to extend the definition of B x of (4.12) to arguments not necessarily tangent to the surface M :
Thus B x becomes an n×n matrix smoothly dependent on x. Differentiation of B x is understood component-wise. This way of extending the second fundamental form from the tangent space of the surface under consideration to entire ambient space has been used for averaging e.g. in [21] .
We consider such open subsets U of M where there exist constants D, D with the property that
Clearly D, D exist locally in M , and globally if M is compact. In the surface case the existence of global constants D and D means that normal curvatures and change of normal curvatures, respectively, are bounded. In the case of a matrix group of constant velocity, it is shown in [22] that there is a global constant D, which can be chosen as any D with the property that for all v, w ∈ R n×n ,
Lemma 9. If c(t) = exp p (tv) with ċ = 1, then with D from (4.14),
The proof is easy and can be found in [22] . The following result analogously estimates the norm of the third derivative of geodesics:
Lemma 10. If c(t) = exp p (tv) with ċ = 1, then ... c locally has an upper bound D , which in general is given by
Proof. We differentiate (4.12) and get ...
With D, D from (4.14), (4.17) follows immediately.
Remark: For geodesics in matrix groups which have the property that left translations x → gx are isometric with respect to some Euclidean metric in the space R n×n of matrices, we show that there is a global constant D . The Euclidean motion group falls within this category [22] . The geodesic is of the form c(t) = g exp(tv), for some matrix v tangent to the given group. Theṅ c(t) = g exp(tv)v = c(t)v and ...
By left invariance of the metric, we have ċ(t) = v . It was assumed that geodesics are traversed with unit velocity, so v = 1. It follows that ...
Assume that (4.14) holds true with D > 0 and an open set U , and that the points x, y are joined by a unique shortest geodesic of length ≤ 1/D. If the geodesic segment used in g-av α (x, y) is contained in U , then with β = 1 − α, we have
PSfrag replacements The proofs of this and the following result are given in [22] .
Lemma 12. Let U and D be as in (4.14). Consider an affinely invariant subdivision scheme S with finite mask and its analogous geodesic scheme T . Let the class P U,δ consist of all polygons p in U with d(p) < δ and which have the property that all geodesic segments used in subdividing according to T are contained in U . Then S and T fulfill (2.20) for all polygons p ∈ P U,δ . The constant C in (2.20) depends on T , D, and δ. Lemma 14 below is the basis for comparing difference sequences of sequences generated by linear and by geodesic subdivision. Its proof makes use of Lemma 13. Assume that D is chosen such that (4.14) Then locally there are constants C, δ > 0, depending on α, β, on the constants D of (4.14) and D of Lemma 10, such that whenever the geodesic distances of the three points x, y = x + v, z = x + w are smaller than δ, we have the estimate
Proof. The geodesics used in averaging are denoted by c and c: c(0) = c(0) = x, c(τ ) = y, c(σ) = z. We use a Taylor expansion with a remainder term of degree 3:
where 0 ≤ θ 1 , . . . , θ 4 ≤ 1. We denote the second degree and third degree terms on the right hand side of the above equation by "( * * )" and "( * * * )", respectively. Symmetric bilinear mappings B have the property that B(a, a) − B(b, b) = B(a − b, a + b). We compute
We want to apply Lemma 7 to the curves c and c in order to get estimates for τċ(0) − v and σ˙ c(0) − w . As both c and c are geodesics and traversed by unit velocity, the geodesic distance of the point c(0) and c(t) equals t, and the same for c. According to Lemma 7 this means that by choosing δ < 1/D we can achieve that
(from left to right, this is (4.10), (4.10), (4.9), and (4.9)). The expression in (4.20) is now estimated by means of Lemma 13,
By our assumption, α 2 − α = β 2 − β. It follows that there is a constant C , dependent on D, α, β and δ such that
As to ( * * * ), we use (4.21) to conclude that
By combining the estimates for the second and the third degree terms, we get (4.19) and the proof is complete.
4.6. Proximity conditions for geodesic B-spline schemes. We now consider B-spline subdivision S = S (3) according to (2.2) . S (3) is the first B-spline scheme which is C 2 . From the proximity inequality for S (3) we will get proximity inequalities for a wide class of schemes, which is described by Def. 9 below. Let T be the geodesic analogue of S (3) . In the first three rounds of the recursion in (2.2), geodesic averaging takes place within the same geodesic lines which connect the points of the original polygon p. It follows that the geodesic analogue of S (3) defined by the recursion (2.2) has the explicit representation
and of course for S (3) we have
Lemma 15. Consider the subdivision scheme S = S (3) defined by (2.2) (the cubic B-spline scheme), and its analogous geodesic scheme T . Then for all open sets U where there exist constants D and D according to (4.14) and Lemma 10, there is δ > 0 such that that S and T fulfill (2.22) for p ∈ P U,δ .
Proof. We employ the definition of T given by (4.25) . ∆T p i is computed differently depending on whether T p i is on an edge of the original polygon or not. We consider only one of these two cases, because changing the sense of direction in p exchanges these two cases, and T is invariant with respect to this transformation.
We use geodesics c i with c i (0) = p i , c i (τ i ) = p i+1 , and also the geodesicsc which parametrize the same curve segment the other way round, i.e.,c i (0) = p i+1 , c i (τ i ) = p i . Let α = 1/4 and introduce the points x, y, z, x, y, z:
We use the triangle inequality to split ∆Sp 2i − ∆T p 2i into two parts:
Lemma 14 with α = β = 1/2 implies the inequality
By Lemma 12, S and T fulfill (2.20) . This implies that each of the three vectors
is bounded by a constant times d(p) 2 . It follows that there is a constant C such that
which implies that
Consequently (4.32) implies that there is a constant C such that
Lemma 14 with α = β = 1/4 and the points p i+1 , p i and p i+2 yields
In order to estimate (x − y) − ( x − y), we use the geodesic c defined by c(t) = c i (t + τ i /2). We note that ... c is bounded according to (4.17) and appeal to (4.11):
. By Lemma 7, τ i ≤ 2 ∆p i , if the geodesic distance of the points p i and p i+1 is bounded appropriately. Thus we get
The two estimates for ( * ) and ( * * ) together show (2.22) for S and T .
4.7. Proximity inequalities and geodesic averages. After considering the subdivision rule S (3) above, this subsection is a further step towards our aim of showing proximity inequalities of a wider class of subdivision rules. It is concerned with schemes S, T , which arise from schemes S, T by adding one further round of averaging to each.
Lemma 16. Assume that S and T are subdivision schemes which meet (2.22).
Suppose that S has derived schemes S 1 and S 2 . Define S, T by one further step of averaging:
Then for all open sets U where there exist constants D and D according to (4.14) and Lemma 10, resp., there is δ > 0 such that S and T fulfill (2.22) for all p ∈ P U,δ .
Proof. We introduce the points
It follows directly from Lemma 14 with β = 1 − α that there is a constant C such that for all p with d( T p) small enough we have
We want to express the bound in terms of p rather than T p. We are going to use that S and T obey both (2.20) and (2.22) , and that S has derived schemes S 1 and
Inserting this in (4.41) yields an upper bound which is a polynomial in d(p) and
Further,
We use (4.41) and (2.22) to show that
The proof is complete.
4.8. Proximity for projection subdivision. The part of this paper concerning projection subdivision is shorter than the analogous part on geodesic subdivision. The reason for this is that the proofs are analogous, once some basic inequalities are established. We require the existence of upper bounds for the norms of the projection's derivatives. In compact subsets, upper bounds always exist in analogy to the constant D of (4.14).
We consider an open subset U of R n (the space where the surface under consideration is contained in), where there are constants D, D , D ≥ 0 such that
The following is an immediate consequence of (4.44): .44), and that the straight line segment which contains the points x, y, (1 − α)x + αy is contained in U . With
The proofs of this and the following result can be found in [22] . In order to show that (2.22) holds (which is part of the first order proximity condition), we proceed in a way analogous to the geodesic case. The next lemma is the projection variant of Lemma 14. 
is true, provided v , w < δ.
Proof. The proof is similar to the proof of Lemma 14, but easier. We denote the combination of averages used in (4.46) by the symbol h and apply Taylor's formula to the curves defined by c(t) = P (x + tv 0 ), c(t) = P (x − tw 0 ), where v 0 and w 0 are unit vectors parallel to v and w, resp. We assume that c(τ ) = y and c(σ) = z and get h = c(ατ
. . ),where 0 < θ i < 1. The second degree term may be estimated as follows:
. The third degree remainder term above is obviously bounded by (4.48) max(
which concludes the proof.
Next we consider a projection analogue "T " of S (3) based on the representation (4.26). It is given by T p 2i = P av 1/2 (p i , p i+1 ), (4.49)
T p 2i+1 = P av 1/2 (P av 1/4 (p i+1 , p i ), P av 1/4 (p i+1 , p i+2 )).
Note that (4.49) is not the direct projection analogue of the recursive definition (2.2). The difference is that the projection is applied after every averaging step, instead just once, after all averagings. We use (4.49) instead of the direct projection analogue because we want to treat projection subdivision in a way as analogous as possible to geodesic subdivision.
Lemma 21. Assume that S is the cubic B-spline scheme S = S (3) defined by (4.26) and T is its projection analogue (4.49).
Assume that the open set U is chosen as in Lemma 20. Then there is δ > 0 such that S and T fulfill (2.22) for all p ∈ P U,δ .
Proof. We turn the proof of Lemma 15 into a proof of this result, if we make the following replacements: (i) g-av P av; (ii) references to Lemma 14 references to Lemma 20; (iii) with τ i = ∆p i , we let c i (t) = P (p i + t∆p i /τ i ),c i (t) = c i (τ i − t), and c(t) = c(t + τ i /2); (iv) an upper bound for ... c is furnished not by (4.17), but by Lemma 17; (v) we may use τ i = ∆p i instead of appealing to Lemma 7 in order to get an upper bound for τ i in terms of ∆p i .
Lemma 22.
Assume that S and T are subdivision schemes which meet the inequality (2.22) . Suppose that S has derived schemes S 1 , S 2 . Define S, T by one further step of averaging:
If U is chosen as in Lemma 20, there is δ > 0 such that that S and T fulfill (2.22) for all p ∈ P U,δ .
Proof. We turn the proof of Lemma 16 into a proof of Lemma 22 by making the same substitutions as in the proof of Lemma 21.
Before the start of the next section, let us summarize what was achieved in Section 4: We have defined geodesic schemes, geodesic-like schemes in matrix groups of constant velocity, and projection schemes. We repeated some known properties concerning zero order proximity. The major part of this section was to establish the inequality (2.22) for certain nonlinear analogues of certain linear schemes, thus verifying in part the necessary conditions of Th. 5. The next subsection collects the results obtained so far, and summarizes them in a few theorems.
C
2 Smoothness of factorizable subdivision rules 5.1. Factorizable subdivision rules. The lemmas above do not so easily allow results concerning C 2 smoothness of limit curves which are as general as the results in [22] . Until now, we have shown that cubic B-spline subdivision and its nonlinear analogues meet the inequality (2.22), and we have also shown that once such a property is established, further rounds of averaging do not destroy it. It follows that we can prove smoothness results for the following class of subdivision schemes:
Definition 9. The class "F " of subdivision rules is generated as follows:
1. The cubic B-spline scheme S (3) p is in F . 2. If S ∈ F , then S m ∈ F for all integers m > 0. 3. If S ∈ F and A α is the averaging operator (A α p) j := av α (p j , p j+1 ), then A α S ∈ F .
4. If S ∈ F and σ j is the shift operator (σ j p) i := p i−j , then σ j S ∈ F .
Applying one round of averaging with factor α to the polygon p is a "subdivision" process A α with dilation factor N = 1. It has the symbol (5.1) a α (z) = ((1 − α) + αz −1 ) = 1 − α z z − α α − 1 .
It immediately follows that any affinely invariant subdivision rule with symbol (5.2) a(z) = Cz m (1 + z) 4 (z − β 1 ) · · · (z − β n ), m ∈ Z, C ∈ R, β i = 1 is contained in the class F . Especially all the B-spline schemes S (n) with n ≥ 3 are. Any subdivision rule S in the class "F " is defined by taking the cubic B-spline scheme and applying a finite number of the operations described in Def. 9 to it. This leads to Definition 10. The canonical representation of the linear scheme S ∈ F in terms of averages is defined recursively in terms of the steps in Def. 9:
1. If S = S (3) p, use (4.26) to represent S in terms of averages.
Definition 11. A scheme S with dilation factor N is called 2-admissible, if it is in the class "F ", if there is an iterate S m , such that the coefficients µ i = Corollary 1. Theorem 7 applies to geodesic subdivision in Riemannian manifolds.
In order to extend Th. 7 to abstract Lie groups, we repeat the following definition of [22] : Definition 12. A Lie group is called of constant velocity, if it is locally isomorphic to a matrix Lie group of constant velocity.
See [19] for an introduction into Lie groups and the concept of local isomorphism of groups, which is the same as isomorphism of the corresponding Lie algebras.
Corollary 2. Theorem 7 holds in Lie groups of constant velocity.
As to projection subdivision, the following is an analogue of Th. 7. The proof is exactly the same.
Theorem 8. Assume that S is a 2-admissible scheme represented in terms of averages in the canonical way, and T its analogous projection scheme. If T l p (l → ∞) converges to a limit curve T ∞ f , then this limit curve is C 2 .
