Abstract. In this paper we consider the k-fixed-endpoint path cover problem on proper interval graphs, which is a generalization of the path cover problem. Given a graph G and a set T of k vertices, a k-fixed-endpoint path cover of G with respect to T is a set of vertex-disjoint simple paths that covers the vertices of G, such that the vertices of T are all endpoints of these paths. The goal is to compute a k-fixed-endpoint path cover of G with minimum cardinality. We propose an optimal algorithm for this problem with runtime O(n), where n is the number of intervals in G. This algorithm is based on the Stair Normal Interval Representation (SNIR) matrix that characterizes proper interval graphs. In this characterization, every maximal clique of the graph is represented by one matrix element; the proposed algorithm uses this structural property, in order to determine directly the paths in an optimal solution.
Introduction
A graph G is called an interval graph, if its vertices can be assigned to intervals on the real line, such that two vertices of G are adjacent if and only if the corresponding intervals intersect. The set of intervals assigned to the vertices of G is called a realization of G. If G has a realization, in which no interval contains another one properly, then G is called a proper interval graph. Proper interval graphs arise naturally in biological applications such as the physical mapping of DNA [1] . Several linear-time recognition algorithms have been presented for both graph classes in the literature [2] [3] [4] [5] . These classes of graphs have numerous applications to scheduling problems, biology, VLSI circuit design, as well as to psychology and social sciences [6, 7] .
Several difficult optimization problems, which are NP-hard for general graphs [8] , are solvable in polynomial time on interval and proper interval graphs. Some of them are the maximum clique, the maximum independent set [9, 10] , the Hamiltonian cycle (HC) and the Hamiltonian path (HP) problem [11] . A generalization of the HP problem is the path cover (PC) problem. That is, given a graph G, the goal is to find the minimum number of vertex-disjoint simple paths that cover all vertices of G. Except graph theory, the PC problem finds many applications in the area of database design, networks, code optimization and mapping parallel programs to parallel arcitectures [12] [13] [14] [15] .
The PC problem is known to be NP-complete even on the classes of planar graphs [16] , bipartite graphs, chordal graphs [17] , chordal bipartite graphs, strongly chordal graphs [18] , as well as in several classes of intersection graphs [19] . On the other hand, it is solvable in linear O(n + m) time on interval graphs with n vertices and m edges [12] . For the greater class of circular-arc graphs there is an optimal O(n)-time approximation algorithm, given a set of n arcs with endpoints sorted [20] . The cardinality of the path cover found by this approximation algorithm is at most one more than the optimal one. Several variants of the HP and the PC problems are of great interest. The simplest of them are the 1HP and 2HP problems, where the goal is to decide whether G has a Hamiltonian path with one, or two fixed endpoints, respectively. Both problems are NP-hard for general graphs, as a generalization of the HP problem, while their complexity status remains open for interval graphs [21] [22] [23] .
i.e. H G (i, i) = 0 for every i ∈ {1, . . . , n}. Every diagonal element has a (possibly empty) chain of consecutive ones immediately below it, while the remaining entries of this column are zero. These chains are ordered in such a way that H G has a stair-shape, as it is illustrated in Figure  2 (a). We recall now the definitions of a stair and a pick of the SNIR matrix H G [24] .
Definition 1. Consider the SNIR matrix H G of the proper interval graph
. . , j − 1}, and 4. H G (l, j) = 0, for every l ∈ {i + 1, i + 2, . . . , n}.
Definition 2. Given the pick H
of matrix entries is called the stair of H G , which corresponds to this pick.
Lemma 1 ( [24]). Any stair of H G corresponds bijectively to a maximal clique of G.
A stair of H G can be recognized in Figure 2 (a), where the corresponding pick is marked with a circle. Given an interval realization of G with sorted endpoints, the ordering of vertices in H G can be computed in O(n) time [24] . Furthermore, the picks of H G can be also computed in O(n) time during the construction of the ordering of the vertices, since every pick corresponds to the right endpoint of an interval in G [24] . Due to its stair-shape, the matrix H G is uniquely determined by its O(n) picks.
For an arbitrary vertex w of G, denote by s(w) and e(w) the adjacent vertices of w with the smallest and greatest index in this ordering, respectively. Due to the stair-shape of H G , the vertices s(w) and e(w) are the uppermost and lowermost diagonal elements of H G , which belong to a common stair with w. Denote now the maximal cliques of G by Q 1 , Q 2 , . . . , Q m , m ≤ n and suppose that the corresponding pick to Q i is the matrix element H G (a i , b i ), where i ∈ {1, . . . , m}. Since the maximal cliques of G, i.e. the stairs of H G , are linearly ordered, it holds that 1 ≤ a 1 ≤ . . . ≤ a m ≤ n and 1 ≤ b 1 ≤ . . . ≤ b m ≤ n. Denote for simplicity a 0 = b 0 = 0 and a m+1 = b m+1 = n + 1. Then, Algorithm 1 computes the values s(w) and e(w) for all vertices w ∈ {1, . . . , n}, as it is illustrated in Figure 1 . Since m ≤ n, the runtime of Algorithm 1 is O(n). The vertices {i, . . . , j} of G, where i ≤ j, constitute a submatrix H i,j of H G , which is equivalent to the induced subgraph G i,j of these vertices. Since the proper interval graphs are hereditary, this subgraph remains a proper interval graph as well. In particular, H 1,n = H G is equivalent to G 1,n = G. for w = ai + 1 to ai+1 do 3: 
Otherwise, w is called regular point of G i,j . The set of all singular points of G i,j is denoted by S(G i,j ).
Proof. Since w is a singular point of G i,j , there exist two consecutive maximal cliques Q, Q ′ of G i,j with Q ∩ Q ′ = {w}. Then, as it is illustrated in Figure 2 (b), both Q and Q ′ contain at least another vertex than w, since otherwise one of them would be included in the other, which is a contradiction. It follows that i + 1 ≤ w ≤ j − 1. The intuition resulting from Definition 4 is the following. If H i,j is an one-way matrix, then G i,j has at least one singular point w. In this case, no vertex among {i, . . . , w − 1} is connected to any vertex among {w + 1, . . . , j}, as it is illustrated in Figure 2(b) . Thus, every Hamiltonian path of G i,j passes only once from the vertices {i, . . . , w − 1} to the vertices {w + 1, . . . , j}, through vertex w. Otherwise, if H i,j is a two-way matrix, a Hamiltonian path may pass more than once from {i, . . . , w − 1} to {w + 1, . . . , j} and backwards, where w is an arbitrary vertex of G i,j . The next corollary follows directly from Proposition 1.
Corollary 1.
An arbitrary vertex w of G is a regular point of the subgraphs G i,w and G w,j , for every i ≤ w and j ≥ w.
3 The 2HP problem on proper interval graphs
Necessary and sufficient conditions
In this section we solve the 2HP problem on proper interval graphs. In particular, given two fixed vertices u, v of a proper interval graph G, we provide necessary and sufficient conditions for the existence of a Hamiltonian path in G with endpoints u and v. An algorithm with runtime O(n) follows directly from these conditions, where n is the number of vertices of G.
Denote by 2HP(G, u, v) this particular instance of 2HP on G. Since G is equivalent to the SNIR matrix H G and since this matrix specifies a particular ordering of its vertices, we identify w.l.o.g. the vertices of G with their indices in this ordering. Observe at first that if G is not connected, then there is no Hamiltonian path at all in G. Also, if G is connected with only two vertices u, v, then there exists trivially a Hamiltonian path with u and v as endpoints. Thus, we assume in the following that G is connected and n ≥ 3. The next Theorems 1 and 2 provide necessary and sufficient conditions for the existence of a Hamiltonian path with endpoints u, v in a connected proper interval graph G. Proof. Suppose that H 1,u+1 is an one-way matrix. Then, due to Definition 4, G 1,u+1 has at least one singular point w. Since G 1,u+1 is connected as an induced subgraph of G, Proposition 1 implies that 2 ≤ w ≤ u.
In order to obtain a contradiction, let P be a Hamiltonian path in G with u and v as its endpoints. Suppose first that for the singular point w it holds w < u. Then, due to the stairshape of H G , the path P has to visit w in order to reach the vertices {1, . . . , w − 1}. On the other hand, P has to visit w again in order to reach v, since w < v. This is a contradiction, since P visits w exactly once. Suppose now that w = u. The stair-shape of H G implies that u has to be connected in P with at least one vertex of {1, . . . , u − 1} and with at least one vertex of {u + 1, . . . , n}. This is also a contradiction, since u is an endpoint of P . Therefore, there exists no such path P in G, if H i,u+1 is an one-way matrix. Similarly, we obtain that there exists again no such path P in G, if H v−1,n is an one-way matrix. This completes the necessity part of the proof.
For the sufficiency part, suppose that both H 1,u+1 and H v−1,n are two-way matrices. Then, Algorithm 2 constructs a Hamiltonian path P in G having u and v as endpoints, as follows. In the while-loop of the lines 2-4 of Algorithm 2, P starts from vertex u and reaches vertex 1 using sequentially the uppermost diagonal elements, i.e. vertices, of the visited stairs of H G . Since H 1,u+1 is a two-way matrix, P does not visit any two consecutive diagonal elements until it reaches vertex 1. In the while-loop of the lines 5-10, P continues visiting all unvisited vertices until vertex v − 1. Let t be the actual visited vertex of P during these lines. Since P did not visit any two consecutive diagonal elements until it reached vertex 1 in lines 2-4, at least one of the vertices t + 1, t + 2 has not been visited yet. Thus, always one of the lines 7 and 10 is executed.
Next, in the while-loop of the lines 11-13, P starts from vertex v − 1 and reaches vertex n using sequentially the lowermost diagonal elements of the visited stairs of H G . During the execution of lines 11-13, since H v−1,n is a two-way matrix, P does not visit any two consecutive diagonal elements until it reaches vertex n. Finally, in the while-loop of the lines 14-18, P continues visiting all unvisited vertices until v. Similarly to the lines 5-10, let t be the actual visited vertex of P . Since P did not visit any two consecutive diagonal elements until it reached vertex n in lines 11-13, at least one of the vertices t − 1, t − 2 has not been visited yet. Thus, always one of the lines 16 and 18 is executed. Figure 3 Proof. Suppose that H G is an one-way matrix. Then, at least one of the matrices H 1,u+1 and H u,n is one-way matrix. Similarly to the proof of Theorem 1, there is no Hamiltonian path in G having as endpoints the vertices u and v = u + 1.
Suppose now that H G is a two-way matrix and let u ∈ {2, . . . , n − 2}. Then, both vertices u − 1 and u + 2 exist in G. Since the desired path P starts at u and ends at u + 1, at least one vertex in {1, . . . , u − 1} has to be connected to at least one vertex in {u + 2, . . . , n}. Thus, due to the stair-shape of H G , it follows that the vertices u − 1 and u + 2 are connected. This completes the necessity part of the proof.
For the sufficiency part, suppose that the conditions of Theorem 2 hold. Then
p ← s(t) {the adjacent vertex of t with the smallest index} 4:
if (t + 1) / ∈ P then 7:
P ← P • (t + 1); t ← t + 1 8:
if (t + 2) / ∈ P ∪ {v} then 10:
P ← P • (t + 2); t ← t + 2 11: while t < n do 12:
p ← e(t) {the adjacent vertex of t with the greatest index} 13: P ← P • p; t ← p 14: while t > v do 15:
If the conditions of Theorems 1 and 2 are satisfied, Algorithm 2 constructs a Hamiltonian path with endpoints u, v, as it is described in the proofs of these theorems. Algorithm 2 operates on every vertex of G at most twice. Thus, since all values s(t) and e(t) can be computed in O(n) time, its runtime is O(n) as well. Figure 3 illustrates the construction of such a Hamiltonian path by Algorithm 2 in a small example, for both cases v ≥ u + 2 and v = u + 1.
The decision of 2HP in O(n) time
We can use now the results of Section 3.1 in order to decide in O(n) time whether a given proper interval graph G has a Hamiltonian path P with two specific endpoints u, v and to construct P , if it exists. The values s(w) and e(w) for all vertices w ∈ {1, . . . , n} can be computed in O(n) time. Due to the stair-shape of H G , the graph G is not connected if and only if there is a vertex w ∈ {1, . . . , n − 1}, for which it holds e(w) = w and thus, we can check the connectivity of G in O(n) time. If G is not connected, then it has no Hamiltonian path at all. Finally, a vertex w is singular if and only if e(w − 1) = s(w + 1) = w and thus, the singular points of G can be computed in O(n).
Since the proper interval graphs are hereditary, the subgraphs G 1,u+1 and G v−1,n of G remain proper interval graphs as well. Thus, if G is connected, we can check in O(n) time whether these graphs have singular points, or equivalently, whether H 1,u+1 and H v−1,n are two-way matrices. On the other hand, we can check in constant time whether the vertices u − 1 and u + 2 are adjacent. Thus, we can decide in O(n) time whether there exists a Hamiltonian path in G with endpoints u, v, due to Theorems 1 and 2. In the case of non-existence, we output "NO", while otherwise Algorithm 2 constructs in O(n) time the desired Hamiltonian path.
The kPC problem on proper interval graphs

The algorithm
In this section we present Algorithm 3, which solves in O(n) the k-fixed-endpoint path cover (kPC) problem on a proper interval graph G with n vertices, for any k ≤ n. This algorithm uses the characterization of the 2HP problem of the previous section. We assume that for the given set T = {t 1 , t 2 , . . . , t k } it holds t 1 < t 2 < . . . < t k . Denote also for simplicity t k+1 = n + 1.
Algorithm 3 Compute C(G, T ) for a proper interval graph G
return ∅ 3: Compute the values s(w) and e(w) for every vertex w 4: w ← 1 5: while w < n do 6:
if e(w) = w then {G is not connected} 7:
T1 ← T ∩ {1, 2, . . . , w}; T2 ← T \ T1 8:
return C(G1,w, T1) ∪ C(Gw+1,n, T2) 9:
w ← w + 1 10: if k ≤ 1 then 11:
call Algorithm 4 12: if t1 ∈ S(G) then 13:
return {P1} ∪ C(Gt 1 +1,n, T \ {t1}) 15: call Algorithm 5 Algorithm 3 computes an optimal path cover C(G, T ) of G. In lines 4-9, it checks the connectivity of G. If it is not connected, the algorithm computes in lines 7-8 recursively the optimal solutions of the first connected component and of the remaining graph. It reaches line 10 only if G is connected. In the case |T | = k ≤ 1, Algorithm 3 calls Algorithm 4 as subroutine.
In lines 12-14, Algorithm 3 considers the case, where G is connected, |T | ≥ 2 and t 1 is a singular point of G. Then, Proposition 1 implies that 2 ≤ t 1 ≤ n − 1. Since no vertex among {1, . . . , t 1 − 1} is connected to any vertex among {t 1 + 1, . . . , n} and since t 1 ∈ T , an optimal solution must contain at least two paths. Thus, it is always optimal to choose in line 13 a path that visits sequentially the first t 1 vertices and then to compute recursively in line 14 an optimal solution in the remaining graph G t 1 +1,n . Algorithm 3 reaches line 15 if G is connected, |T | ≥ 2 and t 1 is a regular point of G. In this case, it calls Algorithm 5 as subroutine. C(G, T ) , if G is connected and |T | ≤ 1
Algorithm 4 Compute
if t1 ∈ {1, n} then 5:
if P1="NO" then 10:
if P2="NO" then 11: Algorithm 4 computes an optimal path cover C(G, T ) of G in the case, where G is connected and |T | = k ≤ 1. If k = 0, then the optimal solution includes clearly only one path, which visits sequentially the vertices 1, 2, . . . , n, since G is connected. Let now k = 1. If t 1 ∈ {1, n}, then the optimal solution is again the single path {1, 2, . . . , n}. Otherwise, suppose that t 1 ∈ {2, . . . , n − 1}. In this case, a trivial path cover is that with the paths {1 • . . . • t 1 } and {(t 1 + 1) • . . . • n}. This path cover is not optimal if and only if G has a Hamiltonian path P with u = t 1 as one endpoint. The other endpoint v of P lies either in {1, . . . , t 1 − 1} or in {t 1 + 1, . . . , n}. If v ∈ {t 1 + 1, . . . , n}, then H 1,t 1 +1 and H v−1,n have to be two-way matrices, due to Theorems 1 and 2. However, due to Definition 4, if H v−1,n is a two-way matrix, then H n−1,n is also a two-way matrix, since H n−1,n is a trivial submatrix of H v−1,n .
Thus, if such a Hamiltonian path with endpoints t 1 and v exists, then there exists also one with endpoints t 1 and n. Similarly, if there exists a Hamiltonian path with endpoints v ∈ {1, . . . , t 1 − 1} and t 1 , then there exists also one with endpoints 1 and t 1 . Thus, we call P 1 = 2HP(G, 1, t 1 ) and P 2 = 2HP(G, t 1 , n) in lines 7 and 8, respectively. If both outputs are "NO", then {1 • . . . • t 1 } and { (t 1 + 1) • . . . • n} constitute an optimal solution. Otherwise, we return one of the obtained paths P 1 or P 2 in lines 15 or 13, respectively. Since the runtime of Algorithm 2 for the 2HP problem is O(n), the runtime of Algorithm 4 is O(n) as well.
In lines 5-9 and 12-14, Algorithm 3 separates G in two subgraphs and computes their optimal solutions recursively. Thus, since the computation of all values s(w) and e(w) can be done in O(n) and since the runtime of Algorithms 4 and 5 is O(n), Algorithm 3 runs in O(n) time as well. C(G, T ) , where G is connected, |T | ≥ 2, t 1 / ∈ S(G).
Algorithm 5 Compute
a ← t2 4:
else 8:
P1 ← 2HP(G1,a, t1, t2) 10:
C2 ← C(Ga+1,n, T \ {t1, t2}) 11: else {e1 = 1} 12:
if 2HP(G1,t 1 +1, 1, t1) ="NO" then 13:
a ← t1 14:
Correctness of Algorithm 5
The correctness of Algorithm 5 follows from the technical Lemmas 3 and 4. To this end, we prove first the auxiliary Lemma 2. For the purposes of these proofs, we assume an optimal solution C of G. Denote by P i the path in C, which has t i as endpoint and let e i be its second endpoint. Observe that, if e i = t j , then P i = P j . Let further ℓ i be the vertex of P i with the greatest index in the ordering of H G . It holds clearly ℓ i ≥ t i , for every i ∈ {1, . . . , k}. Proof. At first, suppose that e 1 = t 1 , i.e. P 1 is a trivial path of one vertex. If t 1 = 1, the lemma holds obviously. Otherwise, we can extend P 1 by visiting sequentially the vertices t 1 − 1, . . . , 1. Since there is no vertex of T among the vertices {1, . . . , t 1 − 1}, the resulting path cover has not greater cardinality than C and e 1 = 1.
Let now e 1 < t 1 . Suppose that ℓ 1 ≥ t 2 . Thus, since ℓ 1 is not an endpoint of P 1 , it holds that t i < ℓ 1 for some i ∈ {2, . . . , k}. Suppose first that t i < ℓ 1 < ℓ i , as it is illustrated in Figure  4 (a). Then, we can clearly transfer to P i all vertices of P 1 with index between t i + 1 and ℓ 1 . The obtained path cover has the same cardinality as C, while the greatest index of the vertices of P 1 is less than t i .
Suppose now that t i < ℓ i < ℓ 1 , as it is illustrated in Figure 4 (b). Since e 1 < t 1 , the path P 1 is a Hamiltonian path of some subgraph of G 1,ℓ 1 with endpoints e 1 and t 1 . Now, we obtain similarly to the proofs of Theorems 1 and 2 that H t 1 −1,ℓ 1 is a two-way matrix, since otherwise the path P 1 would visit two times the same vertex, which is a contradiction. It follows that H ℓ i −1,ℓ 1 is also a two-way matrix, as a submatrix of H t 1 −1,ℓ 1 . Thus, we can extend P i by the vertices of P 1 with index between ℓ i + 1 and ℓ 1 . In the obtained path cover, the greatest index ℓ ′ 1 of the vertices of P 1 is less than ℓ i . Finally, if t i < ℓ ′ 1 , we can obtain, similarly to the above, a new path cover with the same cardinality as C, in which the greatest index of the vertices of P 1 is less than t i .
It follows now by induction that there is an optimal solution, in which the greatest index ℓ 1 of the vertices of P 1 is less than t 2 , as it is illustrated in Figure 4 (c). Then, similarly to above, Fig. 4 . The case e1 ≤ t1.
H t 1 −1,ℓ 1 is a two-way matrix. Now, Theorems 1 and 2 imply that G 1,ℓ 1 has a Hamiltonian path with 1 and t 1 as endpoints. Thus, it is always optimal to choose P 1 = 2HP(G 1,ℓ 1 , 1, t 1 ), for some ℓ 1 ∈ {t 1 , . . . , t 2 − 1}.
Proof. Suppose at first that e 1 ≤ t 1 . Then, Lemma 2 implies that e 1 = 1 and ℓ 1 < t 2 . In particular, the proof of Lemma 2 implies that P 1 = 2HP(G 1,ℓ 1 , 1, t 1 ), as it is illustrated in Figure 5 (a). Thus, since P 1 visits all vertices {1, 2, . . . , ℓ 1 }, it holds that
Suppose now that e 1 > t 1 . Since there are no singular points of G among {1, . . . , t 1 }, the submatrix H 1,t 1 +1 is a two-way matrix. Then, Theorems 1 and 2 imply that G 1,t 2 has a Hamiltonian path with endpoints t 1 and t 2 . Thus, we may suppose w.l.o.g. that P 1 = 2HP(G 1,a , t 1 , t 2 ), for an appropriate a ≥ t 2 , as it is illustrated in Figure 5 (b). Since P 1 = P 2 and thus e 2 = t 1 < t 2 , we obtain similarly to Lemma 2 that a = ℓ 2 < t 3 . Since P 1 visits all vertices {1, 2, . . . , a}, it follows in this case for the cardinality of C that
Proof. Let w ∈ {1, . . . , t 1 − 1} be the singular point of G with the smallest index. Due to Proposition 1, it holds w ≥ 2. Then, there is a path P 0 in the optimal solution C, which has an endpoint t 0 ∈ {1, . . . , w − 1}. Indeed, otherwise there would be a path visiting vertex w at least twice, which is a contradiction. Thus, since {1, . . . , t 0 } ∩ S(G) = ∅ and since t 0 is an endpoint, Lemma 3 implies for the other endpoint e 0 of P 0 that e 0 = t 1 and therefore P 0 = P 1 . Thus, since the second endpoint of P 1 is e 1 = t 0 < t 1 , Lemma 2 implies that w.l.o.g. it holds e 1 = t 0 = 1 and, in particular that P 1 = 2HP (G 1,a , 1, t 1 ) for some a ∈ {t 1 , . . . , t 2 − 1}, as it is illustrated in Figure 6 . Fig. 6 . The case, where there are singular points of G among {1, . . . , t1 − 1} and t1 is a regular point of G.
Algorithm 5 considers in lines 1-10 the case where there are no singular points of G among {1, . . . , t 1 − 1}. The proof of Lemma 3 implies for this case that e 1 = t 2 and, in particular that P 1 = 2HP(G 1,a , t 1 , t 2 ) for some a ∈ {t 2 , . . . t 3 − 1}. In order to maximize P 1 as much as possible, we choose the greatest possible value of a, for which G 1,a has a Hamiltonian path with endpoints t 1 , t 2 . Namely, if G 1,t 2 +1 does not have such a Hamiltonian path, we set a = t 2 in line 3. Suppose now that G 1,t 2 +1 has such a path. In the case, where there is at least one singular point of G among {t 2 + 1, . . . , t 3 − 1}, we set a to be this one with the smallest index among them in line 6. Otherwise, we set a = t 3 − 1 in line 8. Denote for simplicity G 1,n+1 = G. Then, in the extreme cases t 3 = t 2 + 1 or t 2 = n, the algorithm sets a = t 2 = t 3 − 1.
Next, in lines 11-20, Algorithm 5 considers the case, where there are some singular points of G among {1, . . . , t 1 − 1}. Then, the proof of Lemma 4 implies that e 1 = 1 and, in particular that P 1 = 2HP (G 1,a , 1, t 1 ), for some a ∈ {t 1 , . . . , t 2 − 1}. In order to maximize P 1 as much as possible, we choose the greatest possible value of a, for which G 1,a has a Hamiltonian path with endpoints 1 and t 1 . Namely, if G 1,t 1 +1 does not have such a Hamiltonian path, we set a = t 1 in line 13 . Suppose now that G 1,t 1 +1 has such a path. In the case, where there is at least one singular point of G among {t 1 + 1, . . . , t 2 − 1}, we set a to be this one with the smallest index among them in line 16. Otherwise, we set a = t 2 − 1 in line 18. Note that in the extreme case t 2 = t 1 + 1, the algorithm sets a = t 1 = t 2 − 1.
The algorithm computes P 1 in lines 9 and 19, respectively. Then, it computes recursively the optimum path cover C 2 of the remaining graph in lines 10 and 20, respectively, and it outputs {P 1 } ∪ C 2 . Since the computation of a 2HP by Algorithm 2 can be done in O(n) time, the runtime of Algorithm 5 is O(n) as well.
Concluding remarks
In this article we presented a simple algorithm for the k-fixed-endpoint path cover problem on proper interval graphs with runtime O(n). Since any algorithm for this problem has to visit at least all n vertices of G, this runtime is optimal. The presented algorithm is based on the characterization of proper interval graphs by the SNIR matrix. The complexity status of the k-fixed-endpoint path cover problem, as well as of 1HP and 2HP, on the general class of interval graphs remain interesting open questions for further research.
