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Il lavoro ha come obiettivo l’analisi dei modelli decisionali
degli investimenti sul territorio, con particolare riferimento alla
valutazione delle loro ripercussioni ambientali. L’analisi, che
adotta il punto di vista del decisore pubblico, è di tipo teorico e
privilegia i modelli di tipo normativo. Adottando la consueta di-
stinzione tra modelli decisionali che si rifanno all’analisi costi-
benefici ed all’analisi multi-criteriale, si dimostra che in termini
di articolazione del processo valutativo non esistono differenze
sostanziali tra i due approcci. Tuttavia, i secondi sembrano go-
dere di un vantaggio comparato rispetto ai primi perché: a) ri-
chiedono una minore quantità di assunzioni a priori circa il crite-
rio normativo adottato, e b) risultano più trasparenti in termini di
informazioni trasmesse a tutti i soggetti coinvolti/interessati nel
processo valutativo.
Parole chiave
Analisi costi-benefici, analisi multi-criteriale, risorse natu-
rali, ambiente, territorio.
JEL: Q20, D61, D74, H43
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1. Introduzione
Affrontare in maniera compiuta il tema delle problematiche
valutative delle risorse ambientali è impresa ardua, a causa sia
della complessità delle relazioni che intercorrono tra le attività
socio-economiche e l’ambiente, sia per la notevole mole di me-
todi e tecniche valutative finora apparse in letteratura1, sia, anco-
ra, per la molteplicità delle possibili chiavi di analisi (teo-
ria/applicazioni, tecniche/filosofie valutative, ecc.). È necessario
quindi definire preliminarmente quali siano gli obiettivi ed il
“taglio” dell’analisi che si intende proporre.
Per quanto riguarda il punto di vista analitico, il tema
dell’Incontro indica chiaramente che l’interesse va focalizzato
sugli aspetti valutativi dell’ambiente nel caso di investimenti che
abbiano valenza territoriale. Ne consegue che l’obiettivo gene-
rale della presente relazione è l’analisi degli strumenti che aiuta-
no a prendere decisioni in un ambito di pianificazione territo-
riale, con particolare riferimento alla fase di valutazione delle
ripercussioni ambientali di tali investimenti.
Tale obiettivo risulta però ancora eccessivamente generale,
per cui è necessario specificarlo ulteriormente, chiarendo quali
sono le discriminanti preliminari adottate nel presente lavoro:
a) anzitutto, il punto di vista che viene privilegiato è quello
pubblico piuttosto che quello privato, data la valenza preva-
lentemente pubblica delle risorse ambientali e le importanti
conseguenze dal punto di vista valutativo e gestionale che
ciò comporta (fallimenti del mercato, interventi regolamen-
tativi da parte dell’Ente Pubblico, ecc.). D’altra parte, ciò
non sminuisce la validità generale della discussione, visto
                                                
1 La letteratura su tali temi è estremamente ampia, sia a livello italiano, che
internazionale. Per fermarsi ai soli contributi apparsi in ambito CESET
nell’ultimo decennio, ad esempio, possono essere ricordati i convegni CESET
sulla valutazione del danno ambientale (CESET, 1990), sullo sviluppo
sostenibile del territorio (CESET, 1991), sulla gestione delle risorse naturali
nei territori rurali e nelle aree protette (Bove e Gajo, 2002), i due simposi
italo-spagnoli (CESET, 1992 e 1994), oltre ai numerosi articoli apparsi su
Aestimum.
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che gli strumenti di valutazione sono, appunto, degli stru-
menti e la loro “logica” operativa risponde ad una razionalità
economica che è propria tanto dei decisori privati, quanto di
quelli pubblici e possono, pertanto, essere applicati tanto dai
primi, quanto dai secondi2;
b) in secondo luogo, dato lo stato dell’arte della letteratura ita-
liana sull’argomento (Romano, 2002), ormai ricca di appli-
cazioni empiriche che hanno mostrato potenzialità e limiti
delle diverse tecniche di valutazione delle risorse ambientali,
è opportuno concentrarsi su alcuni aspetti teorici delle meto-
dologie valutative. In particolare, si vuole qui affrontare il
tema delle diverse “filosofie valutative”, sottolineando le
implicazioni teoriche della scelta di un modello piuttosto che
un altro, che normalmente restano in secondo piano nelle
applicazioni empiriche e che invece rivestono un ruolo fon-
damentale nel definire la correttezza della valutazione stessa;
c) infine, data la tradizionale distinzione tra modelli decisionali
di tipo “elicitativo”, cioè caratterizzati da procedure «con cui
i giudizi vengono ‘estratti’ dagli individui» (Nuti, 2001: 34),
e modelli decisionali basati su procedure di tipo politico, che
puntano a coinvolgere i diversi stakeholders nel processo
stesso di individuazione delle alternative a confronto e che
sono sempre più utilizzate nei processi di pianificazione ter-
ritoriale, si è deciso di privilegiare i primi, dato che questi
approcci sono quelli che maggiormente presentano un con-
tenuto di carattere economico, anche se ciò ha delle implica-
zioni circa il campo d’applicazione delle metodologie propo-
ste3;
d) conseguenza importante di questa scelta è anche quella di
analizzare modelli di scelta che abbiano carattere normativo.
Non saranno pertanto analizzati strumenti di analisi di tipo
positivo, che pure si vanno diffondendo nella pianificazione ter-
                                                
2 In altri termini, ciò che differenzia la valutazione degli investimenti in
ambito pubblico, rispetto a quello privato, non sono tanto i metodi, ma i
contenuti che danno sostanza all’applicazione empirica di tali metodi.
3 I metodi che si analizzano in questo contributo sono, infatti, maggiormente
adatti all’analisi di investimenti puntuali o lineari, piuttosto che di
investimenti diffusi sul territorio.
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ritoriale e servono esclusivamente come supporto informativo in
modo che gli stakeholders abbiano chiare le implicazioni di una
decisione piuttosto che un’altra4. Di nuovo, adottare un punto di
vista normativo significa che le implicazioni teoriche del mo-
dello decisionale (tipo di funzione di utilità, obiettivi, regole di
aggregazione dei criteri, regola decisionale, ecc.) siano molto
più stringenti che nel caso di strumenti di analisi positiva.
Pertanto, in questo lavoro, si manterrà la distinzione, ormai
tradizionale, tra modelli di scelta che fanno genericamente rife-
rimento alla famiglia dell’analisi costi benefici (Acb) e modelli
riconducibili a quella dell’analisi multi-criteriale (Amc). Queste
due linee metodologiche, pur essendo entrambe teoricamente
giustificate e ampiamente applicate, presentano molte somi-
glianze, ma anche alcune sostanziali differenze, che è utile ana-
lizzare se si vuole dare una risposta ai due quesiti fondamentali
su cui è imperniato il presente lavoro:
a) esiste una superiorità di un approccio rispetto ad un altro?
b) quali sono i contesti operativi in cui è preferibile un approc-
cio piuttosto che l’altro?
Tenendo a mente questi obiettivi specifici, la relazione è
stata quindi strutturata in maniera “classica”, partendo da una
sintetica presentazione dello stato dell’arte per quanto riguarda il
contesto di valutazione (par. 2), gli approcci riconducibili
all’Acb (par. 3) e quelli riferibili all’Amc (par. 4). Nel par. 5 si è
cercato di tirare le somme dell’analisi precedente, effettuando
un’analisi critica dei diversi approcci, con particolare riferi-
mento alle relazioni esistenti tra ipotesi teoriche dei modelli e
ambiti applicativi dei modelli stessi. Infine, nel par. 6 vengono
presentate alcune considerazioni di sintesi, che tengono conto
anche dei recenti sviluppi “non elicitativi” della pianificazione
territoriale.
                                                
4 Secondo questi nuovi approcci (cfr., ad esempio, Conti, 1996; Oneto, 1997),
addirittura, il concetto stesso di alternativa di progetto, quale opzione tecnica
di investimento esogenamente data, viene messo in discussione e le
alternative vengono evidenziate nel processo di partecipazione degli
stakeholders.
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2. Il valore economico dell’ambiente
Dal punto di vista economico e pianificatorio, l’ambiente
può essere definito come un «sistema di interscambio fra attività
umane e risorse in un ambito territoriale dato, definito
dall’esistenza di soggetti economici e sociali, pubblici o privati,
percorso da strategie riguardanti l’uso delle risorse, da conflitti
originantisi dalla finitezza delle risorse stesse, strutturato da
norme che regolano i rapporti intersoggettivi e caratterizzato da
un certo livello di tecnologia» (Bresso et al., 1985: 14-15).
Ciò che in questa definizione risulta rilevante ai nostri fini
è:
a) la complessità delle relazioni tra sistema socio-economico e
sistema ecologico,
b) l’esistenza di una molteplicità di obiettivi, derivante dai di-
versi soggetti coinvolti e dalla varietà di risorse naturali inte-
ressate, e
c) la presenza di conflitti circa le strategie di utilizzazione delle
risorse naturali, risultanti dalle caratteristiche evidenziate ai
punti precedenti.
Da quanto detto, è evidente che il valore economico che
viene assegnato all’ambiente è un’entità piuttosto complessa,
che trova la sua origine nelle preferenze che gli agenti economi-
ci hanno nei confronti dell’ambiente e nelle conseguenti azioni
che, sulla base di tale struttura di preferenze, vengono messe in
atto e danno vita alle complesse interazioni tra sistema socio-
economico e sistema ambientale.
Per poter chiarire l’origine del valore economico
dell’ambiente, è opportuno fare riferimento al modello della
funzione di produzione familiare (Becker, 1965; Lancaster,
1965), dove si immagina che il generico agente economico i-
esimo punti alla massimizzazione della propria utilità, Ui, che ha
per argomento un bene composito, zi, soggetta ad un vincolo di
bilancio e ad un vincolo tecnologico5. In tal caso il problema
primale può essere scritto come
                                                
5 Il vincolo tecnologico indica che l’individuo riesce ad ottenere utilità
“producendo” un bene composito, zi, ottenuto secondo una funzione di
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dove x è il vettore beni e servizi di mercato (privati) (j = 1, 2, ...,
J), p il vettore dei prezzi ditali beni, q il vettore di beni e servizi
non di mercato (ambientali6) (k = 1, 2, ..., K), Yi il reddito indi-
viduale e Ti la tecnologia produttiva individuale.
Il problema [1] può anche essere espresso nella sua versione
duale, da cui è poi possibile derivate misure teoricamente esatte
della variazione di benessere (cfr. Boadway e Bruce, 1989), nel
modo seguente:
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Data, infatti, la funzione di spesa individuale( )000 ,, iUEE qp= , è possibile ottenere per il generico bene pri-








∂ 0 , [3]
                                                                                                 
produzione caratterizzata da una specifica tecnologia individuale, Ti, che
combina sia beni privati, x, che beni non di mercato (ambientali), q.
6 Benché normalmente la letteratura economica distingua tra “risorse
ambientali” (beni di consumo, come l’aria pulita, il paesaggio, ecc.) e
“risorse naturali” (beni utilizzati come input nei processi di produzione, come
il suolo, i combustibili fossili, ecc.) in questo lavoro si useranno tali termini -
ed altri simili come “bene ambientale” e “ambiente” tout court - come
sinonimi.
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∂ 0 . [4]
Lo stesso vale per il generico bene ambientale7, qk, e, per
quello che qui interessa, si può derivare la funzione inversa di










Ora, tale misura rappresenta una valutazione espressa in
termini marginali, per cui se volessimo conoscere il valore del
bene ambientale in un generico momento t, bisogna calcolare
l’integrale della [5], definito tra 0 ed il livello kq  di riferimento:




0 d . [6]
Infine, ricordando che il bene ambientale ha un valore eco-
nomico non solo nell’istante t, ma nel corso del tempo, si può
ottenere una misura del valore economico totale del bene am-
bientale calcolando il valore attualizzato della [6] per ciascun
individuo e integrandolo su tutti gli individui che compongono
la popolazione di riferimento:






                                                
7 In questo contesto, qk rappresenta un certo livello quali-quantitativo del
bene ambientale k-esimo.
46
Per come è stato derivato, è evidente che il valore economi-
co totale è un’entità composita in cui (Romano, 1989; Albani e
Romano, 1998):
a) il valore derivante dall’uso attuale del bene ambientale è solo
una parte del TEV, essendo presenti altre componenti di va-
lore come ad esempio il valore di opzione (Weisbrod, 1964;
Schmalensee, 1972), il valore di quasi-opzione (Arrow e
Fisher, 1974; Henry, 1974), ecc.;
b) nessuna limitazione viene posta al tipo di “attività” che pos-
sono generare utilità e, quindi, esistono sia componenti di
valore d’uso, generate cioè attraverso un processo del tipo( ) ( ) ( )[ ]tTttzz iii ,,, Kqx= , sia valori di non uso, che possono
essere generate da un processo del tipo
( ) ( )[ ]tTtzz iii ,,, Kq0= 8.
Tutte queste motivazioni che generano le diverse compo-
nenti del valore economico totale sono ugualmente legittime dal
punto di vista della teoria economica e quindi devono essere te-
nute presenti nella valutazione degli investimenti territoriali che
hanno impatti sul sistema ambientale. Naturalmente, non tutte
sono avvertite allo stesso modo dai diversi agenti, per cui è ne-
cessario tenere presente la (diversa) struttura di preferenze degli
agenti economici coinvolti nel processo di valutazione e gli
eventuali conflitti che ne possono derivare.
3. L’analisi costi-benefici e la policy analysis matrix
3.1. Analisi costi-benefici
L’analisi costi-benefici (Acb) è un complesso di regole ope-
rative, destinate a guidare le scelte pubbliche tra ipotesi alterna-
tive di intervento (cfr., ad esempio, Dasgupta e Pearce, 1972). Si
tratta, quindi, di un metodo per valutare e decidere tra una plu-
                                                
8 In altre parole, i valori d’uso possono essere generati perseguendo la
tradizionale logica economica di tipo utilitarista, mentre i valori di non uso
emergono sulla base di considerazioni di tipo altruistico (Romano, 1989).
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ralità di alternative progettuali (inclusa l’alternativa “senza”
progetto), valutando vantaggi e svantaggi delle diverse alternati-
ve, in funzione di determinati obiettivi che riflettono le prefe-
renze della società9.
L’Acb rappresenta la traduzione operativa dei principi
dell’economia del benessere nella valutazione degli investimenti
sul territorio: individuazione degli impatti rilevanti dal punto di
vista sociale e loro valutazione a prezzi efficienti (prezzi ombra)
ne sono i presupposti operativi. Una volta internalizzate tutte le
esternalità positive e negative e corrette le eventuali distorsioni
del mercato, l’allocazione delle risorse viene effettuata secondo
la logica del mercato perfettamente concorrenziale, che continua
a svolgere quindi un ruolo cruciale.
In pratica, l’Acb è un procedimento che può essere scom-
posto in più fasi: dapprima vengono individuati, nella propria
unità di misura, tutti gli impatti rilevanti di ciascuna alternativa
progettuale; quindi, gli effetti vengono trasformati in un’unica
unità di misura utilizzando il reddito quale numerario, in modo
che le diverse alternative siano comparabili; infine, si costruisce
un ranking delle diverse alternative utilizzando degli appropriati
indici di convenienza economica.
Formalmente, ciascuna alternativa k-esima (k=1, ..., m) è
completamente descritta dall’insieme degli n impatti (i=1, ..., n)
che essa provoca in ogni anno del periodo di vita
dell’investimento. Se indichiamo con kiy  l’impatto i-esimo della
k-esima alternativa progettuale10, allora l’insieme di tutte le al-
ternative progettuali da confrontare può essere rappresentata in
forma matriciale nel modo seguente (Bernetti e Romano, 1992):
{ }kiy=Y . [8]
Secondo i principi dell’Acb la molteplicità dimensionale
della matrice Y può essere ridotta ad uno impiegando il reddito
                                                
9 Quanto detto si riferisce, come è noto, alle cosiddette analisi economica e
sociale, mentre nel caso dell’analisi finanziaria, la logica è quella del decisore
privato.
10 Non considerando, per ora, la dimensione temporale.
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monetario come numerario. Questo significa che gli impatti kiy
sono moltiplicati per il relativo prezzo ombra pi, positivo o ne-
gativo a seconda del tipo di effetto. In tal modo può essere deri-
vata una matrice di valori monetari, V, tale che
V=YP [9]
dove V è una matrice (m×n) nella quale ciascun elemento kiv
rappresenta il valore (positivo o negativo) del k-esimo impatto
dell’i-esimo progetto e dove P è una matrice diagonale (n×n) i
cui elementi sono rappresentati dal generico prezzo ombra i-












L’ordinamento delle alternative progettuali11 viene effet-
tuato in base ai valori del vettore v = [v1, v2, …, vm].
Considerando esplicitamente il vettore t (t=1, ..., T) dei pe-
riodi di tempo in cui si realizzano gli effetti dei progetti ed un
opportuno saggio di sconto sociale, r, il modello decisionale di-















soggetto ai seguenti vincoli:
                                                
11 Naturalmente, se si utilizza il valore attuale netto come indicatore di
convenienza. Nel caso invece si utilizzino altri indicatori di convenienza sarà
necessario procedere a differenti trasformazioni della matrice V.
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Divisibilità dei progetti






































































































con ω criterio del processo decisionale (benessere sociale netto),
δ k frazione del progetto k-esimo attivata, kis  fabbisogno della
risorsa j-esima da parte del progetto k-esimo, Sj disponibilità
totale della risorsa j-esima12.
Dal punto di vista operativo, qualunque applicazione Acb
presenta delle difficoltà applicative, che vengono però esaltate
nel caso siano coinvolte risorse ambientali dalla particolare na-
tura di tali risorse.
Ad esempio, l’individuazione del benessere sociale netto
quale unico parametro obiettivo da massimizzare nella [11] im-
plica che la funzione di utilità sottostante è di tipo lineare additi-
vo: questa forma funzionale non risulta adatta per problemi de-
cisionali caratterizzati da obiettivi fortemente conflittuali e, in
particolare, quando l’impatto delle alternative ha effetti notevoli
                                                
12 Con ηk variabile binaria (0/1) riferita al progetto k-esimo, necessaria per la
costruzione del modello.
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e/o irreversibili su risorse naturali che presentano caratteri di ra-
rità o, addirittura, di unicità. Infatti, la perfetta compensatorietà
implicita nella metrica unitaria di tale funzione di utilità (cfr.
Ballestero e Romero 1991; Bernetti, 1992) implica che la dimi-
nuzione nel valore di un obiettivo può essere perfettamente
compensato da un incremento nel valore di un’altro obiettivo. È
perciò consentito un trade-off completo fra obiettivi13 che mal si
adatta al caso in cui l’investimento determina la distruzione di
risorse naturali rare, anche se esso consente un incremento di
benefici di altro tipo.
D’altra parte, la necessità di stimare gli effetti in termini
monetari complica notevolmente l’esercizio di valutazione nel
caso delle risorse ambientali, nonostante l’affinamento delle
tecniche valutative degli ultimi anni (Romano, 2002). Infatti, la
stima del prezzo ombra di una risorsa può essere alquanto in-
certo a causa della scarsa familiarità da parte del consumatore
con tali risorse (cfr. Cummings et al., 1986), soprattutto se si
tratta di risorse caratterizzate da rarità o unicità, per le quali è
presumibile che le componenti di non uso rappresentino una
parte importante del valore economico totale della risorsa stessa
(Albani e Romano, 1998).
Infine, l’impiego di un saggio sociale di sconto positivo14, e
la conseguente diminuzione del valore attualizzato degli impatti
più lontani nel tempo, può avere implicazioni non trascurabili
nella valutazione degli investimenti sul territorio, con particolare
riferimento alle risorse naturali e ambientali. Spesso, infatti, le
relazioni tra le varie componenti ecosistemiche sono particolar-
mente complesse, caratterizzate da notevoli non-linearità, sotto
                                                
13 Lo stesso dicasi per quel che riguarda i diversi soggetti su cui gli effetti
dell’investimento si manifestano, per i quali benefici e costi si compensano
sulla base del principio di compensazione di Kaldor e Hicks.
14 In realtà, l’adozione di un saggio di sconto maggiore o uguale a zero è
perfettamente giustificata dalla logica economica (cfr., ad esempio, Dasgupta
e Pearce, 1972). Quello che qui si vuole mettere in evidenza è, piuttosto,
l’impatto di eventuali errori per eccesso nella stima del saggio di sconto sulla
valutazione che, dati i lunghi orizzonti temporali coinvolti nel caso degli
investimenti territoriali, possono avere ripercussioni non trascurabili sul
risultato complessivo.
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forma di effetti sinergici e/o di accumulo, per cui gli impatti ne-
gativi generalmente si manifestano in un futuro più o meno lon-
tano15. Il rischio, quindi, è quello di una sottostima degli effetti
progettuali futuri, che risulta poco appropriata nella valutazione
e gestione pubblica delle risorse naturali ed ambientali, che do-
vrebbe invece essere caratterizzata da un orizzonte economico
piuttosto ampio, teoricamente infinito se si adotta la logica dello
sviluppo sostenibile.
3.2. Policy Analysis Matrix
Con l’Acb il decisore pubblico cerca di correggere i falli-
menti del mercato. Teoricamente, nell’applicazione dell’Acb il
decisore pubblico effettua questa correzione senza provocare
ulteriori distorsioni, assicurando, quindi, il raggiungimento
dell’efficienza economica. Tuttavia, è noto che il perseguimento
di obiettivi diversi da quello dell’efficienza (ad esempio, di
equità distributiva) e/o una impropria implementazione dei pro-
cessi decisionali da parte del decisore pubblico possono essere
essi stessi fonte di distorsioni (fallimenti dell’intervento pubbli-
co). È quindi opportuno analizzare anche questo secondo tipo di
fallimenti.
Lo strumento operativo che può essere utilizzato per analiz-
zare contemporaneamente il problema dei fallimenti del mercato
e dell’intervento pubblico è rappresentato dall’integrazione della
tradizionale Acb con la cosiddetta «policy analysis matrix»
(Pam) (Monke e Pearson, 1989), cioè di uno strumento che, at-
traverso l’uso di alcuni principi di teoria del commercio, per-
mette di mettere in evidenza le distorsioni dovute ai fallimenti
dell’intervento pubblico.
Nella sua versione originaria, la Pam è schema analitico che
consente di confrontare la convenienza di una data attività eco-
nomica valutandola a partire da due insiemi di prezzi: quelli
                                                
15 A ciò si aggiunga la nostra relativa ignoranza circa tali relazioni
ecosistemiche e le loro interazioni con il nostro benessere, per cui è probabile
che si abbia una sottovalutazione degli effetti negativi di un dato
investimento sul territorio.
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reali (che sono generalmente distorti a causa dei fallimenti
dell’intervento pubblico) e quelli socialmente efficienti (prezzi
ombra), dal cui confronto emergono le possibili distorsioni do-
vute alle politiche di intervento. È, quindi, evidente la differenza
tra Acb e Pam: la prima confronta due attività16 adottando lo
stesso sistema di prezzi (quelli efficienti), mentre la Pam con-
fronta i risultati economici di una stessa attività, adottando due
diversi sistemi di prezzi (quelli reali e quelli efficienti).
Formalmente, dato il vettore degli impatti dell’attività che
si sta prendendo in considerazione:
[ ]iy=y [12]
ed i due vettori dei prezzi di riferimento, prezzi privati
(reali), pp, e prezzi sociali (efficienti), ps:
[ ]pip p=p [13a]
[ ]sis p=p [13b]
si possono ricavare i valori corrispondenti alla valutazione
in termini finanziari e in termini economici della stessa attività:
pp pyv ′= [14a]
ss pyv ′= [14b]
dal cui confronto è possibile ricavare le divergenze esistenti fra
benefici netti privati ed economici.
Operativamente, la Pam si presenta come una tabella (Figu-
ra 1) in cui l’ultima colonna indica i valori della convenienza
dell’attività in termini finanziari (cella D, corrispondente al va-
                                                
16 In questo contesto per attività si intende qualsiasi alternativa di progetto o
un dato intervento pubblico (politica di intervento).
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lore della relazione [14a]) ed economici (cella H, corrispondente
al valore della relazione [14b]), mentre l’ultima riga della Pam
indica le divergenze tra le due valutazioni, disaggregate in rica-
vi, costi (per beni tradables e non tradables) profitti.
Figura 1 – Struttura della Policy Analysis Matrix
3.3. Integrazione di Acb e Pam
Pagiola (1991) ha dimostrato che la Pam e la tradizionale
Acb possono essere integrate in un unico schema analitico, sic-
ché è possibile trattare contemporaneamente sia i fallimenti del
mercato che quelli dell’intervento pubblico. La struttura finale di
una Pam allargata può essere rappresentata come in Figura 2,
dove per semplicità sono considerate due sole attività alternati-
ve, la A1 che presenta impatti negativi sull’ambiente e la A2 che
ha impatti positivi (o meno negativi). Si tratta, in pratica, di uno
schema analitico in cui sono affiancate due Pam tradizionali,
una per l’attività A1, l’altra per l’attività A2: in questo schema,
l’ Acb si può leggere orizzontalmente, mentre l’analisi Pam ver-
ticalmente.
A B C D
E F G H







Trasferimenti sugli output: I=A-E
Trasferimenti sugli input (trad.): J=B-F








Figura 2 – Integrazione di Acb e Pam
All’interno di ciascuna Acb e di ogni singola Pam
l’interpretazione dei relativi risultati resta valida. Tuttavia, con
l’integrazione delle due strutture analitiche, nuove e più appro-
fondite informazioni si rendono disponibili al decisore. Si consi-
deri ad esempio l’attività A2, che consente di ridurre le esterna-
lità negative associate all’attività A1, ad esempio attraverso
l’imposizione di uno standard ambientale. Dal punto di vista
privato accettare l’imposizione dello standard significa accettare
un costo, sicché passare all’attività A2 implica un beneficio
netto privato (Bnp) negativo. Tale costo deve essere confrontato
con il valore monetario dell’esternalità negativa dell’attività A1,
per decidere se dal punto di vista sociale è conveniente ridurre il
livello dell’esternalità negativa o meno. Però, dato che i prezzi
sono distorti dalle politiche di intervento, il beneficio privato
netto non rappresenta il costo sociale reale della riduzione
dell’esternalità negativa17 (beneficio netto sociale, Bns). Il con-
fronto fra la convenienza privata e quella sociale delle due atti-
                                                
17 In questo contesto il beneficio privato netto può essere interpretato come
l’effetto sul reddito del privato derivante dal passaggio dall’attività A1 a
quella A2 e/o il sussidio minimo richiesto per indurre il passaggio volontario












Trasferimenti sugli output: Ii=Ai-Ei
Trasferimenti sugli input (trad.): Ji=Bi-Fi
Trasferimenti sugli input (non-trad.): Ki=Ci-Gi






ambientali negative, A1 
Attività senza esternalità
ambientali negative, A2 
B C DA1 1 1 1
E F G H1 1 1 1
I J K L1 1 1 1
A B C D2 2 2 2
E F G H2 2 2 2










Benefici netti privati: BNP=D1-D2
Trasferimenti netti della conser-
vazione: BNP-BNS=L1-L2





vità dà un’indicazione di quanto le distorsioni dovute alle politi-
che di intervento sono responsabili dell’attività A1, e quindi
delle esternalità negative: se il valore nell’ultima cella in basso a
destra è positivo, significa che in termini relativi l’effetto netto
delle politiche di intervento favorisce l’attività A2 rispetto alla
A1; viceversa in caso contrario.
Le distorsioni sono particolarmente dannose quando esse
determinano la convenienza privata di attività socialmente dan-
nose o, viceversa, la non convenienza privata di attività social-
mente utili. Questi casi sono definiti in letteratura come “win-
win” e sono caratterizzati dalla possibilità di ottenere migliora-
menti ambientali anche se si agisce soltanto con l’eliminazione
delle distorsioni dovute alle politiche di intervento.
Infine, è utile sottolineare un’ultima importante questione.
Quanto riportato in Figura 2 si riferisce ad un caso estrema-
mente semplificato, in cui non esistono, ad esempio, implicazio-
ni di lungo periodo, come è invece tipico di molti investimenti
territoriali che hanno impatti sulle risorse naturali e ambientali.
Anche in questo caso, è però possibile usare tale struttura anali-
tica, o riportando nelle celle della Pam allargata i valori attualiz-
zati delle due alternative a confronto o, più realisticamente, co-
struendo una serie di Pam allargate, che si riferiscono ciascuna
ad un dato momento: in tal modo il tempo diventa una terza di-
mensione della struttura analitica della Pam.
4. L’analisi multi-criteriale
L’analisi multi-criteriale (Amc) raggruppa un insieme com-
posito di metodologie di pianificazione e di mediazione dei con-
flitti18 che negli ultimi anni ha trovato sempre maggiore applica-
                                                
18 Queste tecniche prendono le mosse dai pionieristici lavori di Koopmans
(1951) e di Kuhn e Tucker (1951), che svilupparono i concetti di vettore
efficiente ed il problema della massimizzazione multi-obiettivo,
rispettivamente. Contributi importanti furono quelli di Charnes e Cooper
(1955), che proposero il primo modello di goal programming, e di Zadeh
(1963), che presentò per la prima volta il metodo dei pesi per la soluzione di
un problema di programmazione multi-obiettivo. Ma è solo nel 1972 che
l’Amc ricevette un pieno riconoscimento da parte della comunità scientifica,
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zione in campo ambientale, grazie alla sua capacità di modelliz-
zare situazioni di scelta caratterizzate da una molteplicità di
obiettivi, anche conflittuali, come spesso accade nel caso degli
investimenti sul territorio che presentano impatti sulle risorse
naturali ed ambientali.
Il rapido sviluppo dell’Amc ha portato ad un’enorme diver-
sità di modelli e metodi che normalmente vengono presentati in
maniera separata dando l’impressione che ciascun approccio sia
autonomo e completamente indipendente dagli altri. Tuttavia,
come recentemente messo in evidenza da alcuni autori (Ignizio,
1976; Romero, 1991; Romero et al., 1998; Romero, 2001), molti
metodi possono essere ricondotti ad un’unica struttura formale.
L’obiettivo che qui ci si propone è, quindi, quello di tentare di
sintetizzare i caratteri comuni a molti approcci19, evidenziando-
ne il significato economico tramite l’analisi delle relazioni esi-
stenti tra questa classe di modelli e la tradizionale teoria
dell’utilità.
Ovviamente, un primo carattere comune ai diversi metodi
di Amc è la considerazione di una molteplicità di criteri e di
obiettivi20 nella valutazione delle diverse alternative progettuali.
                                                                                                 
quando si tenne la prima conferenza internazionale sui metodi multicriteriali
presso la University of South Carolina (Cochrane e Zeleny, 1973) e bisognò
aspettare un altro decennio per la pubblicazione dei primi testi che
affrontavano in maniera organica e sistematica le varie tecniche di Amc e le
loro basi teoriche (Zeleny, 1982; Yu, 1985). Da allora sono apparsi numerosi
contributi e per quanto riguarda le applicazioni alle risorse agricole (e, più in
generale, le risorse naturali) il testo di riferimento continua ad essere il
volume di Romero e Rehman (1989).
19 Segnatamente, quelli che si rifanno ad una filosofia di minimizzazione
degli scarti da un livello target degli obiettivi. Come recentemente dimostrato
da Romero (2001), si tratta di un’ampia classe di modelli che possono essere
considerati come derivati da un unico modello primario (il cosiddetto
extended lexicographic goal programming), fra i quali si ricordano la
tradizionale programmazione matematica mono-obiettievo, la
programmazione multi-obiettivo (lineare e non lineare), la programmazione
lineare multi-obiettivo lessicografica, la minimax (Tchebicheff) goal
programming, il reference point method, la compromise programming e la
interactive weighted Tchebicheff procedure.
20 Nella teoria delle decisioni (cfr. Zeleny, 1982) per criteri si intendono le
dimensioni rilevanti ai fini della valutazione, cioè gli effetti delle alternative
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Tale impostazione differisce perciò dall’Acb nel senso che
all’unico metro monetario viene sostituito una molteplicità di
misure quantitative di tipo fisico, di indicatori monetari e di in-
dici qualitativi, rendendo così evidenti tutte le implicazioni delle
diverse alternative progettuali, ciascuna nella propria unità di
misura. Ciò ha due importanti conseguenze dal punto di vista
teorico:
a) viene abbandonato l’approccio meramente utilitaristico, tipi-
co dell’Acb;
b) la funzione di utilità del decisore può essere definita in modo
più generico.
L’esplicitazione di tutte le componenti del sistema decisio-
nale (pesi e obiettivi) permette anche di risolvere in maniera
meno arbitraria gli eventuali problemi di equità sociale. Infatti
nell’Amc il procedimento di attribuzione dei pesi è reso palese
attraverso un processo dialettico tra volontà del decisore politi-
co, obiettivi di piano formalizzati, valutazioni di esperti, opinio-
ni dei diretti interessati, movimenti di opinione e gruppi di pres-
sione.
Dal punto di vista operativo, nell’Amc gli impatti rilevanti21
di ciascuna alternativa progettuale vengono trasformati in pun-
teggi ponderati secondo l’importanza relativa che il decisore as-
segna a ciascun criterio e quindi aggregati secondo determinate
regole operative. Quindi, i pesi svolgono nell’Amc una funzione
analoga a quella svolta dai prezzi ombra nell’Acb e la loro stima
rappresenta, perciò, una fase molto delicata dell’analisi22. Resta
                                                                                                 
progettuali da prendere in considerazione. Gli obiettivi rappresentano la
“direzione” (massimizzare o minimizzare) desiderabile per ogni criterio (ad
esempio, massimizzare gli effetti positivi e minimizzare quelli negativi).
Infine, per attributo si intende il livello, quantitativo o qualitativo, raggiunto
da una data alternativa per un dato criterio: nel presente lavoro, gli attributi
sono rappresentati dal valore degli impatti kiy delle alternative progettuali.
21 Individuati, cioè, secondo le diverse dimensioni (criteri) rilevanti per il
problema che di volta in volta si sta analizzando.
22 Da qui la notevole quantità di proposte operative per procedere a tale
stima, che comunque possono essere ricondotte essenzialmente a metodi
basati sui giudizi di esperti o su giudizi di carattere politico (cfr. Bernetti,
1992). Dal punto di vista della formalizzazione del procedimento di stima dei
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comunque il fatto che, a differenza della stima dei prezzi ombra
nell’Acb, nel caso dell’Amc la procedura di stima viene resa più
trasparente e meno soggetta a distorsioni di tipo soggettivo.
Se volessimo esprimere formalmente il modello di scelta di
un qualsiasi metodo multi-criteriale con una formulazione ana-
loga a quella riportata per l’Acb nella relazione [11], il problema





































soggetto ai seguenti vincoli:
                                                                                                 
pesi (preferenze del decisore), gli approcci che sembrano aver riscosso il
maggior successo sono quello di Saaty (1980) nell’ambito dell’analytic












































































































con ω1, …, ωn criteri del processo decisionale, λi peso attribuito
all’impatto progettuale i-esimo, δ k frazione del progetto k-esimo
attivata, kis  fabbisogno della risorsa j-esima da parte del pro-
getto k-esimo, Sj disponibilità totale della risorsa j-esima.
Qualunque sia il metodo adottato, è necessario avere a di-
sposizione una procedura operativa che consenta di valutare ed
ordinare le alternative progettuali. L’approccio più flessibile,
dato che riesce a considerare unitariamente in un unico ambito
formale molti dei metodi finora proposti (cfr. Romero, 2001), è
quello che si basa sulla «teoria decisionale dell’ideale» (Yu,
1973; Zeleny, 1974). Tale teoria si basa sul concetto di «punto
ideale23», definito come l’alternativa, in realtà non raggiungibile
                                                
23 Il concetto di punto ideale è apparso per la prima volta negli anni sessanta
nell’ambito della teoria delle decisioni, contemporaneamente al procedere
delle ricerche sulla risoluzione dei conflitti multi-obiettivo, ed ha assunto
60
date le risorse disponibili e gli obiettivi del decisore, rappresen-
tabile con un vettore i cui elementi sono i valori massimi che
ciascun attributo può raggiungere fra le varie alternative. Si
tratta in pratica di un «artefatto tecnico, un punto di riferimento
fisso» (Zeleny, 1982: 154) che facilita la scelta fra le alternative
non dominate a confronto.
Questo concetto rappresenta il punto di riferimento centrale
nel cosiddetto «assioma di scelta» (Zeleny, 1982), secondo cui le
alternative più prossime al punto ideale sono preferite a quelle
che ne sono più lontane: la maggiore vicinanza a ciò che viene
percepito come ideale rappresenta cioè il criterio in base al quale
gli individui effettuano le proprie scelte24. Definita la base ra-
zionale su cui si basa la scelta, diventa quindi necessario costrui-
re un opportuno strumento analitico per valutare la “vicinanza”
delle varie alternative al punto ideale, in base alla formalizza-
zione del comportamento tenuto implicitamente dal decisore nel
processo decisionale.
Date m alternative (k = 1, ..., m) e n criteri (i = 1, ..., n), lo
spazio delle alternative può essere espresso in forma matriciale
come
{ }kiy=Y , [8 rip.]
                                                                                                 
diverse denominazioni a seconda dei vari autori: «perfect solution» per
Geoffrion (1965), «movable target» per Benayoun et al. (1971), e infine
«displaced ideal» per Zeleny (1973 e 1974). L’analogo del punto ideale nella
tradizionale teoria dell’utilità può essere considerato il «bliss point» di Arrow
(1967).
24 Le proposizioni contenute in questo assioma risultano, oltre che facilmente
condivisibili, anche immediatamente comprensibili, e tale immediatezza
costituisce la loro principale forza. Un approccio decisionale che operi con
concetti sostanzialmente approssimati, come “il più vicino possibile a”,
consente infatti di essere molto più fedeli al reale comportamento del
decisore, piuttosto che approcci che richiedono l’esatta quantificazione delle
utilità fornite da ciascuna alternativa (Zeleny, 1976; Romero e Rehman,
1989). Nella realtà, infatti, l’ambiente decisionale in cui si opera è
rappresentato da un insieme di alternative, per cui il decisore non è in grado
di effettuare una definizione assoluta e aprioristica di utilità, ma può
semplicemente valutare il grado di prossimità di ciascuna alternativa ad un
dato punto percepito come “ideale”.
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dove kiy  è il valore raggiunto dal criterio i-esimo per
l’alternativa k-esima. Il punto ideale è allora definito dal se-
guente vettore:
{ } { }** max ikik yy ==y . [16]
Utilizzando questi elementi, può essere costruita la se-













da cui deriva, per definizione, che 1=kid  se *iki yy = , al-
trimenti 10 <≤ kid . In tal modo l’insieme di tutte le alternative
ammissibili può essere mappato, attraverso gli operatori kid ,
nello spazio delle distanze. L’alternativa ideale viene così ad es-




i yy =  ⇒ 1* == iki dd .
Per determinare il grado di vicinanza di una qualsiasi alter-
nativa yk a quella ideale, y*, in termini di dk e d*, può essere de-














dove λ = {λ1,  ...,  λn} (con Σλi = 1) è un vettore di pesi as-
segnati ai vari criteri25 e p (1 ≤ p ≤ ∞) rappresenta la “metrica”,
                                                
25 Normalmente i pesi nell’Amc servono a due scopi: a) normalizzare e
rendere confrontabili attributi espressi in unità di misura differenti, b)
indicare le preferenze del decisore. È evidente che, per come è stata costruita
la [18], il vettore dei pesi, λ, serve solo al secondo di questi obiettivi, dato
che la normalizzazione è stata già effettuata attraverso la funzione di distanza
normalizzata [17]. Per una discussione sul significato economico dei pesi in
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cioè il parametro caratteristico della famiglia di funzioni di di-
stanza. Così Lp(λ, k) consente una stima della distanza tra
l’alternativa ideale, d*, ed il vettore dei gradi di vicinanza, dk,
che caratterizza la k-esima alternativa.











































Ciascun valore di p individua un particolare modo di cal-
colare la distanza fra l’alternativa in esame ed il punto ideale26:
con p = 1 essa è data dalla somma pesata delle distanze dei sin-
goli attributi; con p = 2 otteniamo la classica distanza euclidea in
ambito multi-dimensionale, mentre con p = ∞ essa è la massima
distanza riscontrata fra gli attributi.
Questi passaggi sono comuni a tutti gli approcci di Amc.
Da questo punto in poi le procedure operative si differenziano a
seconda che i metodi ipotizzino l’esistenza di un unico decisore
o di più decisori.
4.1. Modelli a decisore unico
Avendo definito la famiglia di funzioni di distanza [18], è
possibile ordinare le alternative di pianificazione in base alla lo-
                                                                                                 
un contesto analogo a quello presentato in questo lavoro, si veda Ballestero e
Romero (1993).
26 Numericamente l’impiego di una data metrica implica che le distanze Lp (λ,
k) tra kiy  e 
*
iy  siano progressivamente decrescenti passando da p=1 a p=∞.
Inoltre l’effetto delle diverse metriche sulle distanze tra kiy  (∀ k = 1, ..., m) e
*
iy  è tale da “appiattire” progressivamente le differenze fra le varie Lp (λ, k)
passando da p = 1 a p = ∞.
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ro distanza dall’alternativa ideale (irrealizzabile): l’alternativa
con la minima distanza dal punto ideale rappresenta così “il
compromesso più soddisfacente” Cp per il decisore. Per poter
comprendere meglio il senso di questa affermazione, è opportu-
no ricordare che, nel caso la funzione di utilità del decisore sia
caratterizzata da più obiettivi, questi non possono essere tutti
soddisfatti contemporaneamente, a meno che la soluzione ideale
non appartenga all’insieme delle soluzioni possibili. Da qui la
necessità di individuare una “soluzione di compromesso” fra i
vari obiettivi, definita da quell’alternativa che minimizza una
generica funzione di distanza27:
( )kLpk ,min λ . [20]
L’insieme delle soluzioni ottenute per p compreso fra 1 e ∞
definisce il cosiddetto insieme di compromesso. Può essere di-
mostrato che le soluzioni appartenenti all’insieme di compro-
messo presentano alcune utili proprietà, quali fattibilità, effi-
cienza paretiana, indipendenza delle alternative irrilevanti, ecc.
(Yu, 1985). Inoltre, si può dimostrare che, data una funzione di
utilità well-behaved, condizione necessaria e sufficiente affinché
il paniere che massimizza l’utilità appartenga all’insieme di
compromesso è che il saggio marginale di sostituzione tra i due
beni sia pari al rapporto tra i pesi che rappresentano le preferen-
ze del decisore rispetto agli stessi beni (Ballestero e Romero,
1991).
In base alle formulazioni precedenti, le soluzioni di com-
promesso per alcuni valori notevoli di p sono:
                                                
27 Come è noto (cfr. Cox, 1994), l’uso dell’operatore “min” in un problema di
ottimizzazione multi-obiettivo corrisponde all’adozione dell’operatore logico
“and”: di conseguenza, tutti gli obiettivi sono importanti e ciascuno di essi
“compete” con gli altri nell’individuazione del miglior compromesso.
Viceversa, nel caso in cui si adotti un operatore “max”, l’operatore logico di
riferimento è “or”: questo significa che il problema trova una soluzione
basata sul criterio che raggiunge il valore più soddisfacente,
indipendentemente dal valore raggiunto dagli altri e, pertanto, tale situazione






















































La scelta di una data metrica, p, risulta cruciale ai fini
dell’individuazione della decisione finale28. È quindi fonda-
mentale capire qual’è il significato della scelta di una data me-
trica in termini di preferenze del decisore e quali sono le sue im-
plicazioni sul processo di scelta. Seguendo Yager (1978) si può
osservare che per p = 1 la minimizzazione di Lp(λ, k) riflette le
preferenze da parte del decisore riguardo all’ammontare com-
plessivo delle deviazioni di ciascun attributo rispetto al punto
ideale. Tale caso notevole è detto di “perfetta compensatorietà”,
in quanto con questa formulazione della funzione (di distanza o
di utilità29) un decremento nel valore di un obiettivo può essere
perfettamente compensato da un incremento nel valore di
un’altro obiettivo: è perciò consentito un trade-off completo fra
obiettivi30 (Zeleny, 1982). Al crescere di p si ha un progressivo
decremento del grado di compensatorietà ammesso fra gli obiet-
tivi, dovuto al fatto che la funzione di utilità non è più comple-
tamente separabile nelle sue componenti. Nel caso notevole di
                                                
28 Bisogna infatti ricordare che il concetto di distanza non è solo un
escamotage tecnico per trovare una soluzione al problema di scelta, ma
rappresenta un’approssimazione del reale comportamento del decisore e,
quindi, ne riflette le preferenze.
29 Sull’analogia tra funzioni di utilità nell’economia del benessere e funzione
di distanza in ambito multicriteriale, cfr. Keeney e Raiffa, 1976.
30 Su tali ipotesi si basano i metodi di goal programming pesata o interattiva
(Dyer, 1977). A questa particolare metrica è riconducibile anche il metodo
dell’ACB che, benché si muova in un contesto di “non competitività” tra gli
obiettivi (operatore “max”), opera su distanze dal punto anti-ideale (il
concetto opposto a quello di ideale) pesate tramite i prezzi ombra (Ballestero
e Romero 1991).
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p = ∞ si cerca di minimizzare la massima fra le deviazioni indi-
viduali: tutti gli attributi sono perciò considerati importanti, il
che corrisponde al caso di completa assenza di compensatorietà
tra gli obiettivi31 fra i quali non si ha alcun trade-off.
4.2. Modelli a più decisori
Data la molteplicità di interessi che stanno dietro a qualun-
que processo di valutazione di investimenti sul territorio, sono
stati proposti anche modelli a più decisori, che esplicitamente
tengono conto delle preferenze dei diversi gruppi coinvolti. In
quest’ultimo caso, le fasi attraverso cui si articola la valutazione
da parte di ciascun decisore sono le stesse che vengono adottate
nei modelli a decisore unico; la novità è rappresentata
dall’aggregazione dei risultati della valutazione di ciascun deci-
sore attraverso la ricerca di un accordo soddisfacente. Operati-
vamente, questo viene fatto in due fasi: quella di aggregazione
delle preferenze e quella di verifica del consenso raggiunto.
I metodi di aggregazione delle preferenze più frequente-
mente utilizzati sono tre (Haimes e Chankong, 1985; Fedrizzi et
al., 1987): valutazione additiva, valutazione moltiplicativa e lo-
gica sfocata, dei quali i primi due sono direttamente riconduci-
bili alla teoria neoclassica.
Dati G decisori (dove G = {gs}, con s = 1, ..., q decisori),
ciascuno dei quali con un peso σs, e un insieme Y di alternative
(dove Y = {yk}, con k = 1, ..., m alternative), una misura di va-




















                                                
31 Su questo presupposto si basano i metodi di minmax programming e molti
metodi interattivi come lo step method (Benayoun et al., 1971) e il metodo di
Zionst e Wallenius (Wallenius, 1975).
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dove rs
k  è la valutazione individuale fornita dal decisore s-esimo
circa la k-esima alternativa.
Un metodo alternativo, tale da enfatizzare l’impatto della
valutazione di ciascun decisore sul risultato dell’aggregazione, è
















da cui risulta evidente che l’effetto moltiplicativo consente ad un
qualsiasi decisore di porre un veto su una data alternativa valu-
tandola zero32.
L’approccio basato sulla logica sfocata si fonda su una fun-
zione di ordinamento aggregato, Q, che è calcolata utilizzando la































dove rak è l’indice di valutazione additiva, lmin è la soglia al di
sotto della quale l’alternativa viene rigettata dall’intero gruppo
di decisori, lmax è la soglia al di sopra della quale l’alternativa è
strettamente preferita dall’intero gruppo (Figura 3).
                                                
32 Più precisamente, la valutazione additiva sottintende una funzione di
benessere sociale benthamiana: è facile notare come tale funzione sia
caratterizzata da perfetta compensatorietà relativamente alle preferenze e
quindi al benessere dei decisori. Al contrario la valutazione moltiplicativa
non è compensatoria, e non è quindi concesso un perfetto trade-off fra le
preferenze dei decisori, fino al caso limite della situazione di veto.
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Figura 3 – Funzione di valutazione sfocata da parte di più
decisori
La fase successiva è quella di valutazione del consenso, il
cui scopo è verificare se l’ordinamento prescelto è realmente la
conseguenza di un compromesso tra le parti (ed è quindi rappre-
sentativo della struttura di preferenze di tutti i gruppi sociali
coinvolti), o è distorto dagli interessi conflittuali dei diversi
gruppi. La maggior parte dei metodi di valutazione del consenso
sono caratterizzati da una eccessiva rigidità degli indicatori, nel
senso che la valutazione del consenso fra due decisori prevede
solo i casi di completo accordo o completo disaccordo, per cui
sono stati proposti metodi basati sulla logica sfocata (Kacprzyk,
1986; Fedrizzi et al., 1987). In tale metodologia, la valutazione
del grado di consenso raggiunto dai partecipanti
nell’ordinamento delle alternative viene effettuato valutando la
verità della proposizione “la maggior parte dei partecipanti si












da parte del gruppo
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Tale valutazione si articola nelle seguenti fasi (cfr. Bernetti,
1993; Romano, 1999):
a) per ogni coppia di alternative si determina il grado con cui la
maggior parte dei decisori si esprime favorevolmente nei
confronti della maggior parte delle alternative, ad esempio
utilizzando il metodo di ordinamento debole proposto da
Roy (1976);
b) tutti i gradi così calcolati vengono aggregati al fine di ottene-
re il grado di accordo di ogni coppia di decisori
nell’esprimere le preferenze nei confronti della maggior
parte delle coppie di alternative, ad esempio attraverso ma-
trici di concordanza;
c) infine questi ultimi indici vengono aggregati per ottenere il
grado di accordo di quasi tutte le coppie di decisori nei con-
fronti della maggior parte delle coppie rilevanti di alternati-
ve.
5. Analisi critica
Da quanto detto nei precedenti paragrafi emerge con chia-
rezza che tra Acb e Amc esistono numerose somiglianze ed al-
cune fondamentali differenze. Riguardo alle somiglianze, queste
riguardano anzitutto l’articolazione del processo valutativo, che
è strutturato secondo una sequenza di fasi che svolgono lo stesso
ruolo, tanto nell’Acb, quanto nell’Amc.
La Fig. 4 mostra chiaramente che ambedue gli approcci
partono da una serie di fasi preliminari che sono esattamene le
stesse nei due casi:
1. la fissazione degli obiettivi, da cui discendono i criteri, cioè
le dimensioni rilevanti, secondo cui le diverse alternative
progettuali saranno valutate;
2. l’identificazione delle alternative progettuali da valutare che,
almeno nei modelli presentati nel presente lavoro, è esogena
rispetto al processo di valutazione vero e proprio, ma che nei
più recenti approcci pianificatori, tende a divenire essa stessa
una parte del processo di “intervento sul territorio” (cfr.
Oneto, 1997);
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3. la valutazione degli impatti di ciascuna alternativa secondo i
criteri adottati, il che presuppone l’individuazione di indi-
catori che siano efficaci nella misurazione degli impatti rile-
vanti.
Figura 4 – Struttura del processo di valutazione nell’Acb e
nell’Amc
Le successive fasi, anche se basate sull’uso di concetti di-
versi nei due approcci, sono di nuovo “funzionalmente” analo-
ghe:
4. la stima dei prezzi ombra nell’Acb e la stima dei pesi
nell’Amc servono a (i) consentire l’aggregazione dei diversi
impatti (individuati nella fase 3 secondo unità di misura dif-
ferenti) e (ii) rappresentare le preferenze del decisore ri-
spetto ai diversi criteri;
5. la valutazione delle diverse alternative e la scelta di quella
maggiormente preferita secondo determinati criteri di scelta,
la massimizzazione del benessere sociale nell’Acb e la mi-
nimizzazione della distanza dall’ideale nel caso dell’Amc.
Come si vede, la “logica” dei due approcci è sostanzial-
mente la stessa, e non avrebbe potuto essere altrimenti, visto che
ambedue rispondono a criteri di razionalità economica nel pro-
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cesso di scelta da parte del decisore. La differenza più evidente
tra i due approcci sta nella maggiore trasparenza che caratterizza
l’Amc rispetto all’Acb tanto nell’esplicitazione di tutte le com-
ponenti del sistema decisionale (decisori, obiettivi, preferenze,
ecc.), quanto nella controllabilità delle stime che caratterizzano
le fasi più critiche (stima dei pesi vs. stima dei prezzi ombra)
che permette di “seguire” il processo decisionale nel suo diveni-
re e, quindi, almeno in linea di principio, di evitare eventuali di-
storsioni o errori da parte del valutatore o di altri attori istituzio-
nali che intervengano a qualsiasi livello nel processo valutativo.
Allo stesso modo, i due approcci sembrano condividere gli
stessi problemi dal punto di vista applicativo, che possono esse-
re ricondotti ad una non chiara comprensione delle implicazioni
delle ipotesi teoriche sottostanti a ciascun modello. In altri ter-
mini, la scelta di uno specifico modello decisionale è un passag-
gio cruciale se si vuole che esso riesca a catturare le caratteristi-
che essenziali della realtà che si cerca di modellizzare: la struttu-
ra di preferenze del decisore è, infatti, differente a seconda del
decisore e del problema che si sta cercando di analizzare, per cui
prima di scegliere un dato modello di valutazione degli investi-
menti è necessario interrogarsi sulla sua coerenza con la struttu-
ra di preferenze che si sta cercando di modellizzare.
Ad esempio, non sempre l’Acb tradizionale (basata sulla
massimizzazione di funzioni di utilità separabili ed additive) ri-
sulta adatta per l’analisi di qualunque investimento territoriale a
valenza ambientale. In molti casi, laddove esiste incertezza circa
la conservazione di una risorsa naturale, sembra invece più
adatto un approccio, sempre riconducibile all’Acb latu sensu,
ma che è più vicino all’analisi costi-efficacia e che va sotto il
nome di «approccio degli standards ambientali33» (Bernetti e
                                                
33 Questo approccio, particolarmente adatto a situazioni in cui esista
incertezza forte circa gli stati di natura futuri, prevede l’inserimento di un
vincolo di safe minimum standard (Ciriacy-Wantrup, 1952; Bishop, 1978)
per la conservazione della risorsa naturale nel problema [11]. «L’aggiunta di
uno o più vincoli [di questo tipo] riduce la regione di ammissibilità paretiana
allo spazio delle possibilità produttive che soddisfano tale vincolo. In termini
operativi ciò equivale a stabilire un ordinamento lessicografico fra l’obiettivo
cui il vincolo si riferisce e gli altri obiettivi previsti dalla funzione di
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Romano, 1992: 259-60). Lo stesso dicasi per l’Amc, dove la
programmazione multi-obiettivo pesata «implica la massimizza-
zione di una funzione di utilità separabile e additiva negli attri-
buti considerati», mentre, ad esempio, la minimax goal pro-
gramming «implica la minimizzazione della massima disutilità,
che conduce all’ottimizzazione di una funzione di utilità mini-
max dove la massima deviazione viene minimizzata» (Romero,
2001: 65-6) ed è pertanto maggiormente adatta alla modellizza-
zione di investimenti territoriali che rischiano di mettere a re-
pentaglio la conservazione dell’ambiente. È, quindi, opportuno
testare l’ipotesi di separabilità prima di scegliere quale modello
adottare34.
A ben vedere, la differenza dei modelli cui si è appena ac-
cennato è riconducibile, sia in ambito di Acb che di Amc, alla
metrica delle funzioni obiettivo (da massimizzare nell’Acb, da
minimizzare nell’Amc): per p ∈ [1,∞), la funzione di utilità
sottostante è di tipo additivo e separabile (per p = 1 sarà lineare,
per p = 2, quadratica, ecc.) e implica sempre un certo livello di
compensatorietà tra gli obiettivi (anche se decrescente al cresce-
re del parametro p), mentre per p = ∞ la funzione di utilità è di
tipo minimax e non esiste alcuna compensatorietà tra gli obietti-
vi35. Tali funzioni sono passibili di alcune immediate interpreta-
zioni economiche, che danno delle utili indicazioni circa
l’utilizzazione di un modello piuttosto che un altro.
Adottare un modello caratterizzato da una metrica p = 1 -
come l’Acb tradizionale, la programmazione multi-obiettivo
ponderata o la compromise programming L1 - significa che il
decisore è interessato solo al massimo livello aggregato della
                                                                                                 
benessere sociale: solo dopo che il primo sarà stato soddisfatto, potrà essere
condotta a termine la massimizzazione (minimizzazione) della funzione
obiettivo complessiva» (Bernetti e Romano, 1992: 260). Per una recente
applicazione italiana di questo approccio, cfr. Romano, S., (2002).
34 Ad esempio, nel caso dei modelli di Amc ciò può essere fatto con un test
relativamente semplice dove il decisore si trova a confrontarsi con trade-offs
piuttosto che con probabilità (Delquié e Luo, 1997).
35 Più precisamente, per p = 1 si ha un saggio marginale di sostituzione
costante tra gli obiettivi, mentre p tendente ad infinito il saggio marginale di
sostituzione tra obiettivi tende a zero (curve di indifferenza á la Leontief).
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funzione obiettivo e, quindi, alla «massima efficienza» comples-
siva (Romero, 2001: 66): il risultato derivante da tali modelli
decisionali potrebbe quindi essere estremamente sbilanciato ver-
so alcuni obiettivi. Viceversa, modelli caratterizzati da una me-
trica p = ∞ - come il metodo degli standard ambientali, la pro-
grammazione interattiva ponderata (Tchebycheff), il reference
point method o la compromise programming L∞ - conducono a
scelte più bilanciate in termini di raggiungimento dei vari obiet-
tivi o, come dice Romero (2001: 66) garantiscono la «massima
equità» tra obiettivi. È questo un primo punto da considerare
nella scelta del modello: orientamento del decisore verso
l’efficienza aggregata o verso l’equità tra obiettivi.
Queste stesse considerazioni portano a concludere che, a
seconda delle informazioni circa la natura degli impatti delle al-
ternative progettuali a confronto, alcuni modelli risultano più in-
dicati di altri. Ad esempio, nel caso in cui esista incertezza forte
circa gli impatti futuri dell’investimento, ed in particolare se c’è
il rischio che tali impatti siano irreversibili ed abbiano effetto su
risorse naturali rare o addirittura uniche, allora è opportuno ave-
re un atteggiamento prudenziale: ciò è quanto viene assicurato
da modelli caratterizzati da una metrica p = ∞ che, impiegando
il principio minimax, consentono di seguire una strategia con-
servativa nel gioco con la natura (Bernetti e Romano, 1992). Per
gli stessi motivi, ove il livello di incertezza e/o rischiosità degli
impatti non è così dirompente, possono essere utilizzati modelli
caratterizzati da compensatorietà tra gli obiettivi.
6. Conclusioni
È ora, quindi, possibile fornire una risposta alle “domande
rilevanti” proposte all’inizio. Da quanto detto, è evidente come
non esista una superiorità ex ante di un approccio rispetto
all’altro. Semmai, il principale vantaggio dell’Amc rispetto
all’Acb risulta essere la minore quantità di assunzioni a priori e
di proposizioni assiomatiche e la maggiore trasparenza delle in-
formazioni trasmesse a tutti i soggetti coinvolti/interessati nel
processo valutativo, che rende tale approccio maggiormente
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flessibile e adatto ad una più vasta gamma di situazioni operati-
ve.
In sostanza, le ipotesi teoriche che sono alla base dell’Acb,
ne consentono l’impiego in situazioni caratterizzate dal perse-
guimento di un ben definito obiettivo e da un’assenza di forti
conflitti. Le difficoltà tecniche della valutazione dei prezzi om-
bra di beni intangibles, la costosità degli studi necessari per la
valutazione monetaria degli impatti e la non linearità (e la pre-
senza di soluzioni d’angolo) delle relazioni tra i diversi effetti di
un investimento ambientale sono tutti elementi che rendono
particolarmente difficoltosa l’applicazione dell’Acb in campo
ambientale ad una scala territoriale. Sono questi i motivi per cui
le Acb, nonostante la smisurata letteratura al riguardo, sono poi
state relativamente poco utilizzate nella realtà36.
Viceversa l’Amc si presta alla modellizzazione di situazioni
di scelta caratterizzate da investimenti che presentano obiettivi
fortemente conflittuali, come nel caso di investimenti che preve-
dono l’uso multiplo delle risorse naturali. Il vantaggio dell’Amc
sta nel non dover ricorrere al mercato quale meccanismo allo-
catore delle risorse e nel non fare ricorso ad un criterio normati-
vo – il benessere sociale netto – troppo radicato nella logica
economica di tipo utilitaristico, che spesso non rappresenta in
maniera adeguata la molteplicità delle motivazioni che sono alla
base del comportamento reale dei vari agenti, individui o sog-
getti collettivi, coinvolti a diverso titolo nel processo di investi-
mento sul territorio.
Più in generale, l’analisi condotta in questo lavoro dimostra
che è necessario testare l’ipotesi di separabilità della funzione di
utilità del decisore prima di scegliere quale metrica adottare, sia
nel caso di metodi che si rifanno all’Acb, che in quello di metodi
di Amc.
                                                
36 Tale situazione si è manifestata con particolare evidenza negli ultimi anni
in cui, a fronte dei notevolissimi progressi nella valutazione monetaria di beni
e servizi ambientali (testimoniata dalla numerosità di articoli pubblicato su
tali temi nelle maggiori riviste specializzate), la quantità di esercizi di Acb
effettivamente condotti nelle decisioni di investimento a livello territoriale
risulta relativamente modesta.
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Ambedue gli approcci, però, rappresentano dei modelli ec-
cessivamente rigidi per tener conto della “ricchezza” delle di-
verse situazioni operative. In sostanza, l’articolazione di una so-
cietà complessa quale quella attuale e la rappresentazione di in-
teressi fortemente conflittuali circa l’uso delle risorse naturali,
specie quando gli investimenti sono diffusi sul territorio, dimo-
strano che l’adozione di modelli di tipo normativo, che necessa-
riamente portano ad una semplificazione della realtà e fanno ri-
ferimento ad una razionalità a volte lontana dal sentire dei citta-
dini, risulti in processi decisionali le cui soluzioni sono percepite
come sostanzialmente estranee dagli stakeholders. In altri termi-
ni, in una società complessa come la nostra, non sembra esserci
possibilità di programmazione, senza che il consenso degli inte-
ressi coinvolti venga assunto a parametro influente delle deci-
sioni (Zandri, 1995).
Da qui il profondo cambiamento istituzionale e normativo
manifestatosi nel panorama nazionale negli ultimi 10-15 anni,
caratterizzato dal fiorire di procedure ed ipotesi gestionali inno-
vative che puntano a coinvolgere gli stakeholders nella fase
istruttoria ed eventualmente nella fase decisionale del processo
di pianificazione37. In questo caso, piuttosto che fare riferimento
a criteri decisionali esogenamente dati, un ruolo centrale viene
assunto dalla partecipazione e la composizione dei conflitti si
attua attraverso la contrattazione politica fra le parti38. Inoltre, ad
una razionalità “sostanziale”, più o meno connessa ad ipotesi as-
siomatiche circa il comportamento dei decisori ed a generiche
funzioni obiettivo da perseguire, si sostituisce una razionalità di
                                                
37 Il principio del public involvement è variamente recepito dalla legislazione
ambientale nazionale e internazionale. Un primo esempio nel campo della
gestione delle risorse naturali è dato dalla normativa relativa alla valutazione
di impatto ambientale (L.n. 346/86) che prevede il coinvolgimento del
pubblico nella fase istruttoria del processo di valutazione. Altro esempio è
quello relativo alla legge quadro sui parchi (L.n. 394/91) che prevede nei
diversi organi direttivi dei parchi rappresentanti delle associazioni locali e
delle associazioni naturalistiche.
38 Resta  naturalmente da vedere se il mercato politico sia un allocatore di
risorse migliore o peggiore dei meccanismi previsti dai modelli di scelta
basati sull’Acb e sull’Amc.
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tipo “procedurale” (cfr. Simon, 1976), che in linea di principio
dovrebbe consentire anche processi di apprendimento nel corso
dell’individuazione e della realizzazione degli investimenti39.
In un contesto siffatto, in cui addirittura viene messa in di-
scussione la possibilità che le alternative siano esogenamente
date ai decisori ma debbano essere viceversa ricercate attraverso
la partecipazione degli stakeholders (cfr. Oneto, 1997), è evi-
dente che modelli decisionali quali quelli che abbiamo analiz-
zato nei paragrafi precedenti non siano adatti. Tuttavia, anche in
tali contesti l’Amc mostra un vantaggio comparato rispetto
all’Acb. Infatti, pur depurati della loro componente decisionale,
i modelli che si rifanno all’Amc continuano a mantenere una lo-
ro valenza come strumenti di aiuto alle decisioni che consentono
di “leggere” il territorio secondo diverse dimensioni (i criteri) e,
quindi, fornire agli stakeholders la necessaria base informativa
per poter confrontarsi e, eventualmente, comporre i conflitti se-
condo una negoziazione politica trasparente40.
Anche in questo caso, tuttavia, non mancano problemi, che
verosimilmente rappresentano la frontiera dal punto di vista
della ricerca nel campo dei metodi di supporto alle decisioni
nella pianificazione territoriale per i prossimi anni. Al riguardo,
alcune “domande rilevanti” possono essere le seguenti:
a) accertato che non esiste un insieme di indicatori che con-
senta una lettura del territorio universalmente valida, è pos-
sibile definire degli insiemi di indicatori specifici per grandi
categorie di investimenti?
b) quali sono le implicazioni delle diverse modalità di aggrega-
zione dei diversi indicatori? In altri termini, coerentemente
con quanto visto precedentemente nel caso dei modelli di
Amc, perché normalmente si effettua un’aggregazione di ti-
                                                
39 L’ipotesi di riferimento è quella di sistemi sociali ed ecologici che
“coevolvono” nel corso del tempo, verso nuove forme e nuovi equilibri (o
disequilibri) in maniera interdipendente (cfr. Norgaard, 1984).
40 Ad esempio, una recente applicazione di Bernetti e Fagarazzi (2002)
all’Empolese-val d’Elsa mostra come l’impiego di modelli multicriteriali
geografici possa mostrarsi utile nell’analisi delle potenzialità del territorio e
nella successiva composizione dei conflitti che emergono rispetto alle
opzioni conservazione/sviluppo.
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po additivo? Si tratta di una procedura corretta in tutte le si-
tuazioni operative?
c) è possibile individuare le principali categorie di conflitti a
seconda delle diverse tipologie di investimenti e di ambienti
operativi? È possibile modellizzare tali categorie e classifi-
care delle procedure operative che ne possano assicurare una
risoluzione/composizione?
d) quali strumenti di aiuto possono essere individuati per faci-
litare la partecipazione degli stakeholders e degli esperti? In
altre parole, quale è il giusto equilibrio tra democrazia e
competenze tecniche? E in che modo può essere assicurata
l’efficacia di tale partecipazione?
e) in che modo è possibile assicurare la sostenibilità in un con-
testo di pianificazione territoriale “partecipata”?
Ma questi sono quesiti per un prossimo Incontro del Ceset.
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