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Z U S A M M E N FA S S U N G
Astrophysikalische und kosmologische Beobachtungen geben starke Hinweise darauf,
dass nur 5 % des Universums aus normaler Materie und Strahlung bestehen, wa¨hrend
etwa 27 % aus kalter, nicht leuchtender Materiebestehen, deren Wesen noch unbekannt
ist. Die anderen 68 % liegen in Form von Dunkler Energie vor, die fu¨r die beschleunigte
Expansion des Universums verantwortlich ist.
Da die Dunkle Materie laut Vorhersagen nur sehr schwach mit der gewo¨hnlichen Ma-
terie wechselwirken soll, wird ihre Anwesenheit durch Gravitationswechselwirkungen
mit grossen Objekten wie Galaxien, Galaxienhaufen und Superhaufen von Galaxien
abgeleitet. Auch ist bekannt, dass sie eine entscheidende Rolle bei der Entstehung
dieser Strukturen gespielt hat. Theorien jenseits des Standardmodells der Teilchen-
physik sagen voraus, dass Dunkle Materie in Form eines neuen, stabilen oder langlebi-
gen Teilchens vorliegt, das beim Urknall erzeugt wurde. Seine unbekannte Natur ist
der Grund fu¨r die bestehenden intensiven experimentellen Bemu¨hungen, diese neue Art
von Teilchen zu identifizieren und schliesslich ihre Eigenschaften zu untersuchen.
Mehrere Detektoren zur direkten Beobachtung der Streuung solcher Teilchen an
Atomkernen wurden in den letzten Jahrzehnten gebaut und in Betrieb genommen, und
es wurden keine schlu¨ssigen Nachweise fu¨r die Detektion Dunkler Materie erbracht.
XENON1T, ein Detektor der neuen Generation, wurde Ende 2015 bei den Labora-
tori Nazionali del Gran Sasso (LNGS) in Italien installiert und ist seit Anfang 2016
in Betrieb. Nach einer anfa¨nglichen Anlaufphase wurde im November 2016 der er-
ste wissenschaftliche Durchlauf gestartet und setzte mit ∼ 34 Tagen Lebensdauer die
ho¨chste Ausschlussobergrenze fu¨r die Wechselwirkung von schwach wechselwirkenden
massereichen Teilchen (WIMPs) mit normaler Materie. Fu¨r die na¨chsten zwei Jahre
der Datenerfassung wird eine Verbesserung der Empfindlichkeit gegenu¨ber dem WIMP-
Nukleonquerschnitt auf 1.6× 10−47 cm2 erwartet, etwa 2 Gro¨ssenordnungen weniger als
bei seinem Vorga¨nger XENON100. Die Arbeiten, die zu dieser Abhandlung beigetragen
haben, umfassen drei wesentliche Forschungsschwerpunkte: die Radioassay-Kampagne
von XENON1T, die Untersuchung der kosmogenen Produktion von Radionukliden in
natu¨rlich vorkommenden Xenon-Gas durch atmospha¨rische kosmische Strahlung und
die Entwicklung einer kleinen flu¨ssigen Xenon-Spurendriftkammer zur Untersuchung
der Xenon-Reaktion fu¨r neutroneninduzierte nukleare Ru¨cksto¨sse mit Energien unter
10 keV.
Die radioaktive Kontamination der Konstruktionsmaterialien des Detektors ist eine
der gefa¨hrlichsten Hintergrundquellen, die die experimentelle Endempfindlichkeit beeintra¨chtigen
ko¨nnte. Aus diesem Grund wurde eine Radioassay-Kampagne zur Auswahl der Detek-
torkomponenten mit Strahlungsspektrometertechnik aus hochreinem Germanium mit
geringer Hintergrundstrahlung (HP-Ge) durchgefu¨hrt, mit der radioaktive Kontamina-
tionen in Materialien bis auf 10−17 g/g bei 238U und 10−10 g/g bei 232Th nachgewiesen
werden konnten. Im Rahmen der Radioassay-Kampagne wurden die neuen hochreinen
Hamamatsu R11410-11 Photomultiplikatoren, die als Photosensoren in XENON1T einge-
setzt werden, entwickelt, so dass der Lichtsensor die bisher ho¨chste Strahlungsrein-
heit pro sensitivem Bereich aufweist. Die Vorhersage der auf Radioessay-Messungen
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basierenden Hintergrundstrahlung zeigt, dass der Strahlenhintergrund bei den gewa¨hlten
Materialien voraussichtlich weniger als 5 % der gesamten Hintergrundstrahlung aus-
macht und die aus radiogenen Neutronen bestehende Hintergrundstrahlung auf ∼ 1.2
Ereignisse/a gescha¨tzt wird. Daraus kann die Schlussfolgerung gezogen werden, dass
das Experiment in der Lage sein wird, WIMP-Wechselwirkungen mit Nukleonen bis zu
einem Querschnitt von fu¨r eine WIMP-Masse von 50 GeV/c2 bei einer Exposition von
∼ 2 t a zu untersuchen.
Es wird hier die erste spezifische experimentelle Untersuchung der von der kosmis-
chen Strahlung induzierten Aktivierung einer natu¨rlichen Xenonprobe, gemeinsam mit
der Aktivierung einer sauerstofffreien Kupferprobe mit hoher Leitfa¨higkeit zur Ver-
gleichskontrolle vorgestellt. Die fu¨r beide Proben erzielten Ergebnisse werden mit
den Vorhersagen verglichen, die mit Hilfe der verfu¨gbaren Programme Activia und
Cosmo erhalten wurden, und im Falle von Kupfer auch mit der einzigen in der Lit-
eratur vorhandenen experimentellen Untersuchung zu seiner kosmogenen Aktivierung.
Es wurde festgestellt, dass, wa¨hrend die Berechnungen fu¨r das Kupfer Werte in erhe-
blicher U¨bereinstimmung mit der Messung vorhersagen, im Falle von Xenon die Aus-
beuten vieler beobachteter kosmogener Radionuklide stark unterscha¨tzt wurden. Dies
ist wahrscheinlich auf die schlechte Kenntnis der Querschnitte der Kernprozesse fu¨r die
Xenon-Isotope zuru¨ckzufu¨hren. Unter den fu¨nf untersuchten kosmogenen Radionukli-
den stimmt die Produktionsrate von 127Xe mit dem gemessenen niederenergetischen
Hintergrund des LUX-Experiments fu¨r die Dunkle Materie u¨berein. Aufgrund der rel-
ativ kurzen Halbwertszeit wird es jedoch kein Problem fu¨r die Versuche zum Nachweis
von Dunkler Materie mit flu¨ssigem Xenon darstellen. Zwei weitere kosmogene Pro-
dukte, die Isotope 101Rh und 125Sb, haben eine ausreichend lange Halbwertszeit, um
fu¨r die na¨chste Generation flu¨ssiger Xenon-Detektoren fu¨r Dunkle Materie auf der Mul-
titonnenskala wie XENONnT, LZ und DARWIN in Frage zu kommen. Ersteres wu¨rde
jedoch den gesamten Hintergrund in einem Energiebereich erzeugen, der fu¨r die Suche
unter Einsatz von Xenon nicht relevant ist, wa¨hrend Letzteres eine zu grosse Produk-
tionsrate aufweist, um mit dem LUX-Hintergrund konsistent zu sein. Es wird daher
der Schluss gezogen, dass entweder die reale Produktionsrate nahe am unteren Rand
des angegebenen Messunsicherheits-Intervalls liegt, oder dass sie aufgrund ihrer Elek-
tronegativita¨t von den Xenon-Filtersystemen effizient entfernt wird, oder dass sie von
den Oberfla¨chen der internen Komponenten des Detektors abgeschirmt wird.
Es wurde eine kleine Zeitprojektionskammer Xurich II fu¨r die Untersuchung von
niederenergetischen Kernru¨cksto¨ssen entwickelt, die durch Neutronenwechselwirkungen
mit den Xenon-Kernen ausgelo¨st werden, und zur Beurteilung und Analyse der Kom-
mission vorgestellt. Da bei einer WIMP-Wechselwirkung in flu¨ssigem Xenon von einem
niederenergetischen Kernru¨ckstoss ausgegangen wird, sind diese Messungen von beson-
derer Bedeutung fu¨r die korrekte Interpretation der Dunkle Materie-Messungen. Das
Design des Detektors wurde optimiert, um die wenigen Photonen des Szintillationslichts
beim flu¨ssigen Xenon und die wenigen aus der Ionisation entstehenden Elektronen zu de-
tektieren, die durch nukleare Ru¨cksto¨sse mit Energien von wenigen keV entstehen. Die
Detektorleistungen wurden mittels Kalibrierungen mit dem metastabilen Edelgasisomer
bestimmt. Eine detaillierte Untersuchung des absoluten Licht- und Ladungsverhaltens
des Detektors sowie Messungen der Elektronendriftgeschwindigkeit als Funktion des
elektrischen Feldes werden hier vorgestellt. Es wurde nachgewiesen, dass der Detektor
eine Lichtausbeute von ∼ 9 Photoelektronen/keV fu¨r Elektronenru¨cksto¨sse mit einer
vEnergie von 32.15 keV und einem elektrischen Feld von 1 kV/cm aufweist. Die Auswer-
tung zeigt, dass es keine systematischen Effekte gibt, die die Genauigkeit der geplanten
Untersuchungen beeintra¨chtigen ko¨nnen, und es wird der Schluss gezogen, dass die ak-
tuelle Leistung des Detektors die Messung der Reaktion am flu¨ssigen Xenon fu¨r nukleare
Ru¨cksto¨sse bis zu einer Energie von 2.5 keV mo¨glich macht.
A B S T R AC T
There is strong evidence from astrophysical and cosmological observations, that only
5 % of the Universe is made out of ordinary matter and radiation, while about 27 % is
in a form of cold, non-luminous matter, whose intrinsic nature is still unknown. The
other 68 % in form of dark energy, that is responsible for the accelerated expansion of
the Universe.
Since dark matter is predicted to interact only very weakly with ordinary matter, its
presence is inferred by the gravitational effects on large scale objects such as galaxies,
clusters and super-clusters of galaxies, and it played a fundamental role in the formation
of these structures. Theories beyond the Standard Model of particle physics predict that
dark matter is in form of a new, stable or long-lived particle, produced in the hot Big
Bang. Their unknown nature motivates the strong existing experimental efforts to
detect these new kind of particles and eventually to study their properties.
Several detectors, to directly observe the scattering of such particles with atomic
nuclei, have been built and operated during the last decades, and no conclusive evidence
of dark matter detection has been reported. The new generation XENON1T detector
has been installed at the Laboratori Nazionali del Gran Sasso (LNGS) in Italy at the
end of 2015, and is operating since the start of 2016. After an initial commissioning
phase it started the first scientific run in November 2016, and with ∼ 34 days of life-
time, it placed the strongest exclusion upper limit on the interaction of weakly massive
particles (WIMPs) with ordinary matter. In the next two years of data acquisition it is
expected to improve the sensitivity to WIMP-nucleon cross section to 1.6× 10−47 cm2,
about 2 orders of magnitude lower compared to its predecessor XENON100.
The work that lead to this thesis comprises three main studies: the radioassay cam-
paign of XENON1T, the study of the cosmogenic production of radionuclides in natural
xenon by atmospheric cosmic rays, and the development of a small liquid xenon time-
projection chamber for study of the liquid xenon response to neutron-induced nuclear
recoils with energies below 10 keV.
The radioactive contamination of the detector construction materials is one of the
most dangerous background sources that might compromise the final detection sensi-
tivity of the experiment. For this reason, a radioassay campaign for the selection of
detector components was performed with the low-background, high-purity germanium
(HP-Ge) γ-ray spectrometry technique, which allowed to detect radioactive contami-
nations in materials down to 10−17 g/g of 238U and 10−10 g/g of 232Th. Within the
radioassay campaign the new highly radio-pure Hamamatsu R11410-11 photomultipli-
ers, employed as the photosensors in XENON1T, have been developed, resulting in the
light sensor with highest radio-purity per sensitive area available to date. The predic-
tion of the background based on the radioassay measurements are discussed, showing
that γ-ray background from the selected materials is expected to contribute less than
5 % of the total background, and the background from radiogenic neutrons is estimated
to be ∼ 1.2 events/y. It is concluded that the experiment will be able to probe WIMP
interactions with nucleons down to a cross section of ∼ 1.6× 10−47 cm2 for a WIMP
mass of ∼ 50 GeV/c2 with an exposure of ∼ 2 t y.
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The first dedicated experimental study of the cosmic ray induced activation of a
natural xenon sample, together with the activation of an oxygen-free high conductiv-
ity copper sample for benchmark control, is presented. The results achieved for both
samples are compared with the predictions performed with the available codes, Activia
and Cosmo, and in the case of copper also with the only existing experimental study
of cosmogenic activation found in the literature. It was found that while for the copper
the calculations predict values in substantial agreement with the measurement, in the
case of xenon the predictions strongly underestimate the production yields of many
observed cosmogenic radionuclei. This is most likely due to the poor knowledge of the
cross sections of the nuclear processes for the xenon isotopes. Among the five observed
cosmogenic radionuclei, the 127Xe production rate is found to be consistent with the
measured low-energy background published by the LUX dark matter experiment. Be-
cause of the relatively short half-life it will however not be a concern for liquid xenon
dark matter search experiments. Other two cosmogenic products, the 101Rh and the
125Sb isotopes, have half-lives long enough to be of concern for next generation multi-
tonne scale liquid xenon dark matter detectors such as XENONnT, LZ and DARWIN.
However, the former will produce all the background in an energy region not relevant
for liquid xenon based searches, while for the latter is observed with a production rate
too high to be consistent with the LUX background. It is concluded therefore, that
either the real production rate is close to the lower edge of the quoted uncertainty inter-
val, or because of its electronegativity it is efficiently removed by the xenon purification
systems, or it plates out the surfaces of the internal components of the detector.
A small-scale time-projection chamber Xurich II for the study of low-energy nuclear
recoils induced by neutron interactions with the xenon nuclei has been developed and
the analysis of its commission are presentented. As a WIMP interaction in liquid xenon
is expected to produce a low-energy nuclear recoil, these measurements are of particular
importance for the correct interpretation of the dark matter data. The design of the
detector has been optimised to detect few photons of liquid xenon scintillation light
and few electrons of ionisation arising from nuclear recoils with energies of few keV.
The detector performances have been characterised by means of calibrations performed
with the metastable noble gas isomer 83mKr . A detailed study of the absolute light
and charge response of the detector is presented here, as well as measurements of the
electron drift velocity as a function of the electric field. It is found that the detector
features a light yield of∼ 9 photoelectrons/keV for electron recoils of energy of 32.15 keV
and with an electric field of 1 kV/cm. The analysis shows that there are no systematic
effects that can compromise the precision and the accuracy the planned studies, and
it is concluded that the current performance of the detector will allow measurement of
the liquid xenon response to nuclear recoils down to an energy of ∼ 2.5 keV.
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I N T RO D U C T I O N
The first hints of a non-luminous component in the Universe is dated back to the 1933,
when the Swiss astronomer Zwicky observed that the velocity dispersion of several
galaxies and nebulae at the edges of the Coma cluster was too high to be explained
by the mass of the luminous objects contained in the cluster alone. In later decades,
the astronomical and cosmological observations confirmed with increasing accuracy and
precision that most of the matter of the Universe is dominated by an unknown form of
non-luminous matter, called dark matter, that played a central role in the formation of
large scale structures such as galaxies, galaxy clusters and superclusters. Despite the
fact that the content of the dark matter and its distribution in the Universe are known
with a relatively high accuracy through its gravitational effects, no other interactions -
provided they exist - with ordinary matter have been ever directly or indirectly observed,
and thus the nature of this form of matter remains unknown. If the dark matter
consists of elementary stable particles, strong arguments show that the standard model
of particles does not predict them. Hence, understanding their nature and the properties
of their interactions with ordinary matter is currently one of the most important and
long-standing open problems in physics, whose solution would open a window on new
physics beyond the Standard Model of particle physics. Such a challenge motivated
over the last 3 decades an increasing number of theoretical and experimental efforts to
explain and detect these elusive particles. Despite all the efforts no convincing signals
compatible with dark matter detection has yet been found and worldwide the scientific
community is increasing the experimental efforts to detect the faint signals from the
interaction of dark matter particles with the ordinary matter.
Among several experimental efforts, the XENON dark matter project is one of the
leading experimental programs that provided so far the most stringent limits on the
interaction cross section between the ordinary matter class of dark matter candidates,
the weakly interacting massive particles (WIMP). The program is now in its third
phase, where a tonne scale liquid xenon detector, XENON1T, has been built at the
underground laboratory of Laboratory Nazionali del Gran Sasso (LNGS), where it is
being operated since early 2016. The XENON1T detector will run for about 2 years and
is designed and expected to probe the WIMP-nucleon cross section with unprecedented
sensitivity with strong discovery potentiality.
The aim of this thesis is to provide a summary of three main topics of the ∼ 4.5 years
long PhD program. The first of the topics is about the contribution to the radioassay
campaign for the material screening and selection of the XENON1T detector material
components.
A second theme still linked to dark matter searches based on LXe detectors consists
in the first dedicated experimental study of the activation of natural xenon due to the
atmospheric cosmic rays. This is mainly a study concerning the next generations dark
matter detectors that will search for dark matter interactions using LXe target masses
of several tonnes.
The final main topic is the development of a small liquid xenon detector for studies of
the low-energy neutron-induced nuclear recoils. The aim of this R&D project, entirely
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developed at the University of Zurich, is to measure the LXe response to the low-energy
nuclear recoils, as are expected from WIMP interactions in LXe.
The thesis is structured as follows. In chapter 1 some main aspects of the standard
cosmological framework, are briefly reviewed. It is followed by a bibliographic research
with the aim to outline some of the most important evidences for the presence of dark
matter that have been accumulated in the last ∼ 80 years. The chapter ends with an
enumeration of some of the current most compelling dark matter particle candidates,
the QCD axions, the axion like particles (ALP), and the WIMPs, where their main
theoretical motivations behind these candidates are briefly reviewed.
The experimental methods for dark matter searches are introduced in chapter 2,
where a strong emphasis is put on the direct searches, which are the central theme of
this work. The main experimental challenges and a very brief review of some of the most
recent direct search experiments are given, following the traditional literature. The last
part of the chapter deals with liquid xenon based detectors and the related physics
on particle interactions. Here the main advantages in using this detection medium for
WIMP searches are highlighted. Finally the detection technique based on the dual
phase (liquid-gas) time projection chamber is introduced, highlighting the benefits that
this technique offers for the development of ultra-low background experiments for rare
event searches.
The XENON1T experiment, its scientific goal and the main fatures for its detection
sensitivity are introduced in the first two sections of chapter 3. The rest of the chapter
is dedicated to the description of the technique based on high-purity germanium (HP-
Ge) γ-ray spectrometry, for the materials radioassay and selection of the XENON1T
detector components. In this part the radioassay results of the most critical components
are reported and discussed together with the work performed to develop the radio pure
photomultipliers for the XENON1T detector. The chapter ends presenting the expected
sensitivity of the experiment, based on the results of the material radioassay.
Chapter 4 deals with an experimental study - the first - dedicated to the study of the
cosmogenic activation of natural xenon. This study is motivated by the poor predictive
power of the existing codes, and by the fact that eventual long-lived activation products
in xenon might represent significant background in future, multi-tonne experiments. In
addition the second experimental study of cosmogenic activation of a high-purity copper
sample, used as benchmark, is presented and the results are compared with the existing
literature.
Chapter 5, is dedicated to the development of a small liquid xenon detector for the
study of low-energy (< 10 keV) nuclear recoils. In the first part of the chapter the
principle of the measurement and the detector layout are presented, emphasising the
efforts made to reach a low-energy threshold and an experimental setup aimed at the
minimisation of systematic uncertainties. Afterwards the hardware description the raw
data processor developed and upgraded over ∼ 3 years is presented, where only the
most important features of last version are shown omitting on the issues found during
several versions and the solutions adopted at each step. The final part of the chapter is
dedicated to the characterisation of the detector with the 83mKr radioactive source. The
detector response in terms of the scintillation and ionisation yield are presented together
with the development of the analysis strategies to build the energy scale based on the
combination of the absolute number of emitted photons and of extracted ionisation
electrons. The identified systematics and their sources are discussed. As the event-
Contents 3
by-event fluctuations of the light and charge signals produced by the interaction of a
particle with LXe are strictly connected to some intrinsic properties of this detection
material, a probabilistic model tailored to the description of these fluctuations and their
relation to those coming from the detector has been developed. Its main features and
its comparison with the data are closing the discussion of the chapter.

1
DA R K M AT T E R I N T H E U N I V E R S E
1.1 the standard cosmological model of the universe
1.1.1 The expansion of the Universe
The visible Universe, observed on scales larger than ∼ 50 Mpc, appears isotropic as
thoroughly reviewed in [1]. Later observations, such as the Sloan Digital Sky Survey [2],
also provide evidence about a homogeneous distribution of galaxies over such scales
which implies an isotropic Universe, as seen from any galaxy. The photons of the
cosmic microwave background, which travelled across the Universe for about 15 billion
years, are observed with an isotropy level of ∼ 105, that further supports the hypothesis
of a homogeneous Universe [3]. The cosmological principle, that follows from all these
observations, states that over large enough scales at any epoch the Universe assumes
the same aspect, namely it looks isotropic and homogeneous from any free-fall reference
frame. This principle is implemented in the metric of the space-time, by requiring that
the geodesic of each ”cosmological particle” (e.g. a galaxy or a cluster of galaxies),
whose peculiar velocity is negligible compared to the speed of light, is at any time
perpendicular to a class of space-like hypersurfaces. This is equivalent saying that the
comoving coordinates of each matter ”cosmological particle” are constant over the time.
Hence in such a Universe the proper space-time interval d s between two infinitesimally
close events has the form d s2 = (cd t)2 + gik dxi dxk, the indexes i and k run over the
spatial coordinates. Finally, the only class of metrics that can satisfy the requirement of
isotropy and homogeneity of the space like hypersurfaces are the Friedmann-Lemaitre-
Robertson-Walker metrics (FLRW):







where r is the comoving radial distance from the observer, and d Ω2 = d θ2+(sin(θ) dφ)2.
The scale factor a(t) represents the isotropic expansion of the Universe and is related
to the cosmological redshift z by:
1+ z = a0/a(t) , (1.2)
where a0 is the scale factor at present epoch.
The parameter K represents the square of the scalar curvature of the space, and
distinguish three main classes of the FLRW Universes. The class of Universes with
K > 0 are closed and finite (3-sphere metric); Universes with K = 0 are flat and
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infinite (euclidean metric); and Universes with K < 0 are open and infinite (hyperbolic
metric). In central coordinates the metric tensor gµν assumes the diagonal form:
g00 = 1, grr =
−a(t)2
1−Kr2 , gθθ = −a(t)
2r2, gφφ = −a(t)2r2 sin2(θ) . (1.3)
The dynamic of the space-time evolution is determined by the Einstein’s field equation,
that relates the geometry to the matter-energy content of the Universe, represented by







where Rµν is the Ricci tensor, T = Tµµ, and Λ is the cosmological constant which rep-
resents a possible generalisation of the field equations. This constant was historically
introduced by Einstein to make a static Universe (non-expanding), that however was
in tension with the observations of the redshift of light from the galaxies strictly corre-
lated with their distance. Recently, several cosmological and astrophysical observations
support the presence of this constant and thus it is part of the current cosmologi-
cal model. According to the cosmological principle the matter-energy content of the
Universe behaves as an isotropic and homogeneous perfect fluid at rest, and thus the
energy-momentum tensor Tµν = diag(ρ,−p,−p,−p), where ρ is the energy density of
the matter and p its pressure: The only independent field equations that determine
the dynamics of the universe are for the R00 and R11 components (here the index 1












= −8piG3 (ρ+ 3p − 2ρΛ) , (1.6)
where H(t) = a˙/a is the Hubble expansion parameter and ρΛ = Λ/8piG.
There are two interesting cases for the energy density ρ:
– Non-relativistic matter: This kind of matter is featured by zero pressure, and
thus its density ρM represents actually the mass density. This is also called dust ap-
proximation, which provides a sufficient first description of the energy-momentum
tensor for the galaxies (seen over large scale as a gas of very massive particles),
for the diffused gas in plasma state between the galaxies and for the cold dark
matter which will be introduced in the next section. From the conservation law,
it follows that the density of non-relativistic matter scales as ρM ∝ a−3.
– Radiation: The radiation represent all those species which are relativistic and
their equation of state can be well approximated by ρR = 3pR. In the present
Universe the radiation is almost entirely given by the CMB, that contribute not
significantly to the total energy density of the Universe. However, since ρR ∝ a−4
the radiation dominated the dynamics of the Universe evolution in the primordial
Universe.
It is worth noting that the Λ term enters in the field equations like a fluid with
constant energy ρΛ = Λ/8piG and a negative pressure pΛ = −ρΛ. This term dominates
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the evolution of the Universe at large scales, when all the other energy contributions
become negligible. Interpreted as a form of vacuum energy (dark energy), its origin is
perhaps more mysterious than the nature of the dark matter, and the only knowledge
about is the inferred value of Λ from cosmological observations.
The equation 1.5 allows linking the topology of the Universe with the total mean
energy density at the present epoch (indicated by the 0 index):
ΩK0 +ΩR0 +ΩM0 +ΩΛ0 = 1 , (1.7)
where ΩR0 = ρR0/ρcr0 , ΩM0 = ρM0/ρcr0 , ΩΛ0 = ρΛ0/ρcr0 , ΩK0 = −K/(H0a0)2,
and ρcr = 3H2(t)/8piG is the critical density of the Universe.
The expansion of the Universe as a function of the redshift and of the matter-energy
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If H0 indicates the current status of the expansion velocity of the Universe, it does not
provide informations about the status of the acceleration. This information is however
encoded into the deceleration parameter q0 = −a(t0)a¨(t0)/a˙2(t0), that by using the 1.6
can be expressed in terms of the energy and pressure content of the Universe:
q0 = ΩR0 +ΩM0/2−ΩΛ0 +
∑
x
(1+ 3wx)Ωx0 , (1.9)
where x denotes all the other species (for instance neutrinos) which have an equation
of state px = wxρx.
The parameters introduced in this section are fundamental to understand the future
evolution of the Universe, and at the same time they can be determined by observing
the Universe in the past. Those measurements are done by studying the brightness of
distant standard candles of known absolute luminosity and more recently by the study
of the CMB radiation. The most recent measurements of the cosmological parameters
have been performed by the Plank space experiment [4], which is designed to probe
and analyse the CMB radiation with unprecedented accuracy. As already inferred by
previous missions such as COBE [5] and WMAP [6], the best model that fits the current
Universe is the ΛCDM model, which is the most simple model, based on 6 fundamental
parameters, with the presence of the cosmological constant and the presence of cold dark
matter. In particular from the energy contents at present time inferred by the data is
an almost flat expanding Universe, that is passing from a matter dominated phase to
a dark energy domination, and thus to an indefinite acceleration of its expansion.
1.1.2 Thermal relics of the early Universe
In the previous section some features of the present Universe have been given, with
more emphasis on the role played by the mass-energy content in the evolution of the
Universe. When the Universe was in its early stages, it was much smaller and its
constituents were approximately in thermal equilibrium. With the expansion different
species departed from the equilibrium giving rise to thermal relics, thermodynamically
decoupled from other species. This is called freeze-out mechanism, and is able to
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explain many properties of the Universe, such as the origin of the CMB radiation and
the primordial abundances of the lightest nuclei (BBN), with a remarkable accuracy.
Beside these very well known processes it is widely believed that the same mechanism
can explain other phenomena such as cosmic neutrino background, experimentally not
yet observed, baryogenesis and, most important for the topics of the present thesis, the
expected abundance of the weakly interacting massive particle (WIMPs), a compelling
dark matter particle candidate class.
In what follows this mechanism is very briefly reviewed first for the case of the CMB
in an approximate but accurate fashion, and later for more general cases were the kinetic
theory is involved.
The CMB relic
The radiation, that is almost irrelevant for the dynamic of the Universe at present era,
was the most relevant component determining the expansion of the very early Universe,
when it was much smaller and hotter than now. The transition from a radiation-
to matter- dominated universe, called matter-radiation equality era, corresponds to
the time when the matter and radiation terms in equation 1.8 were giving the same
contribution. This is usually expressed in terms of redshift, that relates the age to the
relative size of the Universe:
zeq = (ΩM0/ΩR0)− 1 ' 3.4 · 103 , (1.10)
where ΩR0 = 4.14 · 10−5h−2 and ΩM0 = 0.142 are assumed [4,7].
At present time it is evident that the CMB photons are not in equilibrium with the
rest of the matter in the Universe, but they stream across unimpeded, featured by
an energy distribution corresponding to a black-body radiation temperature TCMB '
2.7 K. Since the momentum of free massless particles scales with the inverse of the
Universe scale (p ∝ a(t)−1), it can be shown that for a gas of non interacting particles
with a thermal distribution, as in the case of the CMB, the effective temperature T
also scales as the inverse of the Universe radius. Using the more convenient redshift
parametrisation the temperature of the distribution evolves as:
T (z) = z TCMB . (1.11)
Hence, at the matter-radiation equality era the temperature of the CMB photons was
Teq ' 9.2× 103 K, enough to keep hydrogen and helium completely ionised.
Since photons do not interact with each other (at tree level), there was an era when
they were in thermal equilibrium with other species, after which they decoupled and
their energy distribution froze. As will be briefly shown, this occurred when the rate
of energy exchange between the photons and the matter (mainly ionised electrons)
dropped, because of the expansion of the Universe. Considering the ordinary primordial
abundances of hydrogen (∼ 76 %) and helium (∼ 24 %), the ratio of the electron to the
baryon (nucleons) density was ne/nB ' 0.88. At the age of radiation-matter equality
the photons interaction rate, Λγ , with free (ionised) non-relativistic electrons can be
estimated assuming that the radiation-matter interaction was governed by the Thomson













where σT ' 6.7× 10−24cm2 is the Thomson cross section and ΩB0 is the density of the
barionic matter normalised to the critical density at present era. The typical amount of
energy that a photon transfers to a non relativistic electron in an interaction is of order
(KBT )2/mec2, and the ratio fex = (KBT )/mec2 can be interpreted as the fraction of
the photon energy that is exchanged. Hence the freeze-out time can be estimated as the
time when the exchange rate of photon energy fraction, Γγ = Λγfex, becomes smaller















where the neutrinos and anti-neutrinos of the three families are included also inside the
radiation term. Hence, the CMB freeze-out temperature can be estimated as:






It should be noted that at that time the interaction rate with electrons was still
relatively high Λγ ∼ 105H, and the Universe was still opaque to the radiation. However,
the energy exchanged in each interaction was not enough to significantly modify the
photon spectrum and sustain the equilibrium with the electrons. Since then the photons
have been thermodynamically decoupled from matter, and thus their energy distribution
evolved with the same thermal shape as at the freeze-out, with an effective temperature
scaling with the inverse of the Universe scale.
The Boltzmann equation
A more general description of the early Universe energy exchanges between the species
is based on the general-relativistic version of the Boltzmann equation, which describes
the evolution of the time-dependent single particle distribution function for the species
s, fs(xµ, pµ), in the 6-dimensional phase-space and space-time described by the metric








fs = C[fs] , (1.15)
where Γαβ γ are the Christoffel symbols and C[fs] is the collisional functional (Lorentz-
invariant), replacing the non-relativistic Boltzmann equation collisional term, (∂fs/∂t)c.
In this form the only present and unavoidable external force field is the gravitational
field, represented in the equation by the metric connections Γ that constrain the motion
of the matter content on the geodesics. Other fields can be introduced as well with terms
1 To avoid confusion with the previous section, in this section for the momentum of the particles the small
letter p is used, while for the pressure term will be used the capital letter P . In addition, throughout
this section the natural units } = c = KB = 1 are assumed as they make the notation lighter.
10 dark matter in the universe
Fαβpβ (∂fs/∂pα) if needed in the description of the system. A great simplification of
the equation, with an immediate physical interpretation, comes from the requirements
of homogeneity and isotropy of the early Universe. This requires that single particle
distribution function will actually depend only on the time t and on the 3-momentum
module |p| or equivalently on the energy, and the use FRWL metric, which together
lead to the form:
p0∂tfs = −H(t)|p|fs + C[fs] , (1.16)
where H(t) is the Hubble expansion rate as defined in the previous section.





Hence, its time evolution is given by:
d





where the first term on the right side represents the density dilution effect due to the
Universe expansion, and gs is the internal multiplicity of the species s. The collisional
term provides the variation rate of fs caused by the interaction with all the other species
and eventually by self-interactions. Since it contains the cross sections of all the involved
processes and the single particle distribution functions of all the species participating
to the interaction with the species s, it is the term that couples the distributions of the
species and describes the energy and momentum transfers among them. An exhaustive
and detailed overview of the most general case, where an arbitrary number of species
are involved in the collision term, can be found in [8, 9].
Here, it will be examined only for a simple process between two stable species of the
type:
χχ ψ ψ , (1.19)
where only annihilation and inverse annihilation can change the particle number.





















Considering only interactions where CP violation is absent or can be neglected, it
results in |M|2
χχ→ψψ = |M|2ψψ→χχ = |M|2. Assuming a local thermodynamic equi-
librium (LTE) of the species ψ and ψ, their distribution on the momentum space can
be approximated with a Maxwell-Boltzmann distribution with zero chemical potential.
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Hence taking into account the energy conservation it results that










= f (eq)χ f
(eq)
χ , (1.21)
where f (eq)χ and f (eq)χ are the local equilibrium distributions of the χ and χ species. As-
suming further that there is no asymmetry between the species ψ and ψ, the Boltzmann
equation for the χ species can be written as:
dnχ







where 〈σχχ→ψψv〉 is the thermally averaged product of the annihilation cross section by








exp [(E − µ)/T ]± 1E
2 dE, (1.23)
where µ is the chemical potential (here assumed zero) and the + (−) sign is for Fermi-
Dirac (Bose-Einstein) species χ.
As for interacting species the entropy of the particles at equilibrium in a comoving
volume is conserved, it is convenient replacing the density number nχ with the quantity








where only the relativistic species in thermal equilibrium contribute to the entropy
density2. The function g∗s(T ) represents the effective degree of freedom of the species




















In the radiation-dominated Universe the expansion rate can be also defined in terms








g∗T 4 , (1.26)
where g∗ represents the effective multiplicity of all the relativistic species contributing




















2 Technically all the species contribute, however for the non relativistic particles the contribution is
negligible as it is suppressed by a term e−m/T .
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Another convenient variable change consists in replacing the time t with the ratio












where ΓA = n(eq)χ 〈σAv〉 is the annihilation rate and σA the annihilation cross section.
In this form of the equation it is evident that the evolution is mainly determined by
the ratio of the annihilation rate and the expansion rate, and hence by a measure of
the deviation from the equilibrium. For general conditions this equation does not have
a closed form and the solutions have to be obtained numerically. However, it is possible
to study at lest qualitatively the two limits: the decoupling of a relativistic species
(Tfo  mχ) and the opposite limit of a completely non relativistic species(Tfo  mχ).
In both cases the annihilation rate decreases with T , and the freeze-out is likely to
occur for a “time” xf when ΓA roughly falls below H. Hence, below this critical value
Y (x) from its equilibrium value and the rate of interactions is not enough to efficiently
dump the disequilibrium.
In the case that xf . 1 the species χ decouples from the when it is still relativistic,
and it is called hot relic. It can be seen that Yeq does not change significantly with time:
Y releq ' 0.278geff/g∗s(T ) , (1.29)
where geff = g if the species χ is a boson and geff = 3g/4. Hence, in this case the
asymptotic value Y∞ = Y (x → ∞) ' Y (xf) and the relic density at present time can
be estimated:
nχ0 ' s0Y∞ ' 825 [geff/g∗s(xf)] , (1.30)
where s0 is the entropy density at present era. This approximation can be applied to
both the CMB and to the neutrinos which are expected to have decoupled from thermal
equilibrium at a T of a few MeV.
In the case of cold relics, the freeze-out happened at a “time” xf > 1, and the
description is more complex as now it depends more critically on the details of the
freeze-out. An approximate method, able to predict the asymptotic relic abundances
with a discrepancy lower than ∼ 10 % with respect to the numerical solution can be
obtained by using the parametrisation 〈σAv〉 ' σ0x−n. For non-relativistic species at
the freeze-out time the equilibrium abundance decreases exponentially with x:





After some algebra, it can be shown that within this approximation the asymptotic
abundance is given by
Y∞ ' n+ 1
λ
xn+1fo , (1.32)














The freeze-out “time” xfo considering the condition where the deviation from the
equilibrium is of order Yeq:
Y (xfo)− Y nreleq = αY nreleq , (1.34)
where α is a multiplicative constant of order unity and is chosen according to the specific
process of annihilation (usually α(α+ 2) = n+ 1).
Finally, it is interesting to note that with this approximate method the predicted
asymptotic abundance of the thermal relic results inversely proportional to the quantity
〈σAv〉:




This result will be used in section 1.3 to get an estimation of the relic abundance for
a specific class of cold thermal relic, that represents a compelling candidate for dark
matter particles.
1.2 evidences for dark matter
On the scale of single galaxies the most direct evidence of dark matter presence comes
from the measurements of the galactic disk rotational velocity as a function of the radius
(rotation curves) from the centre of the galaxy. The determination of the rotation curves
of spiral galaxies is one of the most important tools for the measurements of the mass
distribution of a galaxy. The velocity of a mass in circular orbital motion at radius r is






where G is the gravitational constant and M(r) is the mass enclosed inside the radius
r.
Approximately flat rotation curves were initially observed in the M31 (Andromeda
nebula) and M33 spiral galaxies [10, 11]. However, given the limited precision offered
by the photographic means at the time, it was pointed out that there was no evident
discrepancy between the luminosity and mass distribution over the disk [12]. From the
1950s the rotation curves of many spiral galaxies were reconstructed by the study of
the Doppler shift of the Hα and HI spectral lines at 656 nm and 21 cm, respectively,
arising from the H clouds within the galaxies [13–19]. Thanks to improvements of the
instrumentation for radio astronomy from the late 1970s, several observation surveys
of spiral galaxies in the 21 cm line provided the strong evidence for flat rotation curves
well beyond the photometric galactic disk [20–24]. Under the natural assumption that
the Newtonian gravitational theory still holds over length scales as large as ∼ 50 kpc,
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these observations implied that galactic systems are embedded in a dark (non-luminous)
matter halo with a density profile ρ(r) ∝ r−2. Particularly interesting cases are the
low surface brightness (LSB) galaxies, which are small dark matter dominated galactic
systems where the stellar and gas components are negligible for the dynamic determi-
nation at small radii (∼ 1 kpc). The mass density profiles of these galaxies, derived
from high resolution observations of the 21 cm emitting zones, revealed the presence of
large spherical dark matter halos, extending up to 10 times the maximum radius of the
optical disk [25].
Self-gravitating systems such as galaxy clusters are a further source of evidence of
the presence of large amount of dark matter over scales much larger than the galactic
ones. The relatively rich phenomenology featuring these systems allowed over the past
decades to independently compare the luminous mass and the total mass with different
methods. Among them, the studies of the velocity dispersion of the galaxies, of the
X-ray spectra of the hot intergalactic gases, and of the gravitational lensing are those
that provided the strongest evidence for the presence of a large amount of non-luminous
matter over intergalactic scales. Differently from a spiral galaxy, where the stars and the
gas clouds forming the disk have circular Keplerian orbits, the trajectories of the galaxies
constituting a cluster are in general not known and impossible to determine. However,
the mean kinetic energy EK and the mean potential energy U of a gravitationally bound
system are governed by the virial theorem:
< EK >= −12 < U > . (1.37)
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where the velocities are calculated with respect to the cluster reference system. It is
assumed that the velocities of the galaxies vri are isotropically distributed and uncor-
related with the positions, and thus < v2i >= 3 < vri >, where vri is the measured
radial velocities. In 1933 Zwicky applied for the first time this method to the Coma
cluster of galaxies, measuring gravitational mass being about 300 times larger than the
expected mass from the luminosity of the galaxies [26], confirmed later by the studies
of Smith [27] on the same system. For nearly all the groups and clusters of galaxies,
observed and catalogued in the following decades [28,29], the ratio M/L derived from
the velocity dispersion is ∼ 300 (M/L) [30]. Considering the mass-luminosity ratio
for the galaxies, these studies imply that only ∼ 10 % of the total mass produces optical
radiation.
The strongest extragalactic X-ray emission was initially detected from the direc-
tions of the Virgo [31], the Coma [32], and the Perseus [33] clusters by means of
rocket-, balloon-, and air-borne experiments. The next X-ray surveys, performed by
many satellite-based experiments with improved energy and angular resolution [34–41],
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demonstrated that these sources are extended, with typical sizes from ∼ 0.5 Mpc to
∼ 3 Mpc, and usually associated with groups or cluster of galaxies. The observations of
X-ray spectra from the clusters indicate that the intra-cluster medium (ICM) is filled
by hot (T ∼ 108 K) low-density gas (ρ ∼ 10−3 cm−3), in approximate equilibrium with
the radiation, and thus in first approximation the temperature of the ICM gas can be
directly inferred from the radiation spectra.
Although the angular resolution of these early X-ray surveys provided only infor-
mation about the bulk temperature of the cluster, without being able to have highly
space-resolved spectra, it was already possible to have first estimations of the ICM
gas mass Mg of and the total mass MT. The former was inferred from the spatial-
distribution of the X-emission intensity, while the total mass was inferred from the
ICM temperature of the clusters core, under the assumption that all the gravitational
energy has been converted into heat during the gas collapse [41].
Important advances in X-ray surveys of galaxy clusters came primarily from the Chan-
dra [42] and XMM-Newton [43] space missions, equipped with X-ray telescopes much
improved in angular resolution and sensitivity, allowing for a temperature mapping of
the ICM. The total mass and the gas mass distributions can be determined by the pro-
files of the temperature T (r) and of the gas density ρg(r), assuming the hydrodynamic
equilibrium and a spherical distribution of the total cluster mass within the radius r :








This technique applied to rich galaxy clusters, for which the assumption of a central
distribution of the mass was possible, provided a much more accurate estimation of
the ICM gas mass fraction: fgas ∼ 5− 15 %, depending on the specific galaxy cluster
analysed and on its redshift index [44–47]. Further, the observed luminous matter is
constrained to nearly negligible fraction of the entire clusters mass (∼ 1− 2 % [48]),
namely a factor of ∼ 6 less than the hot plasma mass filling the intra-cluster space [49,
50].
The gravitational field generated by the mass of a cluster can deflect the optical path
of the light passing through it, acting thus as a gravitational optical lens. The study of
the image distortion of the galaxies in the background of a cluster can provide a powerful
tool to glean the total mass of the cluster and to map its distribution [51]. In particular,
weak gravitational lensing allows determination of the projected mass density of a cluster
without the need to make assumptions of spherical symmetry or hydrostatic equilibrium,
which are valid only for well relaxed rich clusters. The cluster masses determined with
gravitational lenses agree within a factor of 2 with those determined by the study of the
X-ray temperature profiles, confirming thus the same amount of dark matter already
estimated with the other methods.
In addition cluster mergers are an additional testing system where the presence of
dark matter is commonly detected by the combined use of the gravitational lensing
technique and the X-ray imaging of the cluster. One of the most studied cluster merg-
ers is the so-called “bullet cluster” (object 1E0657-56) [52], shown in figure 1.1. The
mass of this colliding system, determined by the weak gravitational lensing effects, is
concentrated on two separated galaxy clusters with a relative velocity of ∼ 4500 km/s.
The galaxies are observed in correspondence of the two potential wells, exhibiting the
behaviour of collisionless particles. On contrast from the X-ray emission of the intra-
cluster plasma clouds it is possible to deduce that the gas clouds are experiencing ram
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Figure 1.1.: (Left) Colour picture of the “bullet cluster”. (Right) Image in false colours of the
intra-cluster X-ray emission, as observed by the Chandra satellite. In both the figures the green
contour lines represent the mass distributions as determined by weak gravitational lensing. The
white internal contours represent the uncertainty region of the centre of the mass distribution
at 68.3 %, at 95.5 % and at 99.7 % confidence levels. The white bar corresponds to 200 kpc
transversal length at the distance of the cluster. Figure taken from [52].
pressure, induced by the electromagnetic interaction of the charged particles. As result
of this fluid-like interaction the plasma clouds are delayed in their motion toward their
parent clusters. In addition, studies of the gas lagging behind in clusters mergers con-
strain the dark matter self interaction to cross sections σ/m . 1 cm2/g, corresponding
to σ/m . 2 · 10−24cm2/(GeV/c2) [53, 54].
On cosmological scales the presence of non-baryonic dark matter is suggested by the
studies of primordial nucleosynthesis of light elements and of the angular spectrum of
the CMB anisotropies. These have been performed with increasing accuracy and spatial
resolution by the COBE [5], WMAP [6] and Plank [55] satellite-based observatories.
Among the light nuclei synthesised during the BBN, the abundance of deuterium
is perhaps the most sensitive one to the photon to baryon (nucleons) number density
ratio η and thus to the baryon density ΩB0 . Starting from the 1990s a large num-
ber of astrophysical observations tried to infer the primordial deuterium to hydrogen
mass ratio yDP, analysing spectroscopic properties of different interstellar gas samples.
Among these, the most relevant studies were based on the observation of the interstellar
medium [59,60] and of the solar wind [61]. These early studies were followed by obser-
vations of the deuterium and hydrogen absorption lines in the emission spectra of dis-
tant quasars, due to absorption in primordial intergalactic gas clouds of large redshifts.
Many of these observations are thoroughly discussed by Kirkman et al. [62], where the
results from different observations are combined finding ΩB0h2 = (0.0021± 0.002), in
agreement with other results from the CMB studies.
Studies of the CMB anisotropy can directly measure the barionic density without
inferring it from the light nuclei hashes. At the time of writing, the most recent mea-
surement has been published by the Plank collaboration [4], resulting in ΩB0h2 =
(0.02225± 0.00023), represented by the vertical red band in figure 1.2. This is highly
consistent with the BBN predictions (green band) from the astrophysical precision mea-
surements of the primordial deuterium abundance yDP [57,58] (grey bands). Hence, the
resulting picture from all these independent investigations is that barionic matter rep-
resents just a small fraction of the total energy content of the present Universe. The
temperature power spectrum at high-l multipoles (30) is featured by a strong peak
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Figure 1.2.: Comparison of the 4He (top panel) and D (bottom panel) primordial abundances
as a function of the barionic energy content of the present Universe ωb = ΩB0h2. The red
vertical band is the 68 % C.I. measurement of ωb by Plank combining the temperature angular
power spectrum (PlankTT ) with the low-l multipole polarisation data (lowP) and with the
astrophysical data on baryon acoustic oscillations (BAO). The horizontal bands are 68 % C.I.
from astrophysical measurements of 4He [56] and D [57, 58] primordial abundances. The green
bands are the predictions of the two isotope abundances as computed from the standard BBN
model. Their widths represent the 68 % C.I. coming mostly from the uncertainty on the neutron
life time. The horizontal intervals between the grey bands and the green bands determine the
best intervals of ωb as obtained from the astrophysical observations. It is possible to observe
the high degree of agreement between the ωb inferred from abundance measurements and the
interval measured by the Plank experiment. Figure taken from [4].
followed by higher harmonics as shown in figure 1.3. In the ΛCDM model this is un-
derstood as the oscillating sound waves of the baryon-photon plasma, driven by the
dark matter gravitational perturbations. The main peak found at lmax = 220.0± 0.5
is consistent with the presence of cold dark matter with an energy density ΩDM0h2 =
(0.1197± 0.0022) [4], which constitutes about 84 % of the total non-relativistic content
of the Universe.
1.3 dark matter particle candidates
In the previous sections many convincing evidences for the presence of non-barionic dark
matter from galactic to cosmological scales have been reviewed. However, beyond its
presence, distribution, and abundance, there is no knowledge about its intrinsic nature,
and not even whether it can be explained by particles.
At the moment the largest consensus is that dark matter should be explained by some
class of particles, which, according to the astrophysical and cosmological observations,
should be electrically neutral, collisionless, non-relativistic and with a lifetime of the
same order as the age of the Universe or higher. It should be mentioned that non-particle
explanations have been pursuit as well, such as modifications to the gravitational laws
and massive compact halo objects (MACHOs).
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Figure 1.3.: Angular power spectrum of the CMB temperature map measured by the Plank
experiment. The red line is the best fit of the ΛCDM model. For the description of the data
the Plank experiment employs two different likelihood functions for the low multipole (l ≤ 29)
and for high multipole index (l > 29). The residuals of the fit are shown in the bottom panel.
Figure taken from [4].
Modification to the Newton and Einstein laws of gravitation, aimed to explain the
gravitational phenomena attributed to the dark matter, have been proposed since the
first observations of inconsistencies at the galactic scales, and more recently introduced
also to explain the cosmological observations [63, 64]. However, because of the strong
success of the general relativity in describing with high accuracy the law of gravitation
as well as the evolution of the Universe and some phenomena happened during its early
times, there is not yet a shared consensus among the scientific community about these
theories, for which there is still an open debate on their validity and the prediction
power.
MACHOs, on the other hand are one hypothesis that tries to explain dark matter (or
at least a significant part of it) in terms of baryonic matter, primarily for galactic sys-
tems.They consist of cold gas clouds of molecular hydrogen, planets, and non-luminous
compact objects dispersed in the galactic haloes, such as brown and white dwarfs, and
neutron stars, and also of black holes [65]. However, although these objects can explain
up to 50 % of the baryonic matter content of such galaxy as the Milky Way, it was
argued they hardly can explain the large mass of the galaxy dark halo [66,67].
Beside the strong astrophysical motivations, there are also important arguments stem-
ming from particle physics that ask for an answer, among which is the hierarchy problem
and the strong CP problem. Unless accepting an highly un-natural fine-tuning of phys-
ical quantities, these problems lead to new physics beyond the Standard Model, and
can as well provide good candidates for dark matter particles.
1.3.1 Axions
Axion has been originally proposed by Peccei and Quinn [68], to solve the problem
originated from the so-called θ parameter in the QCD Lagrangian. As all the quarks
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are massive, the θ parameter is expected to be non-zero, and it depends on the masses
through the combination of another parameter θ = θ − arg(detMq), where Mq is the
quarks mass matrix. If θ 6= 0 the strong interaction would violate both CP and P,
that has never been observed. Experiments on neutron electric dipole moment are
compatible with zero constrains (θ < 10−9), which seems to be a fine-tuning of the
parameter θ with no explanations by the Standard Model. A solution consisted in
introducing a global U(1) symmetry in the QCD Lagrangian, that its spontaneously
broken below an energy scale fa and thus would naturally (dynamically) bring the θ
parameter toward zero without requiring any unnatural fine tunings. The axion field,
a(x), is the resultant Nambu-Goldston boson associated to the spontaneous breaking of
this approximate symmetry. Because of non-perturbative terms in the QCD Lagrangian
the axion acquires a mass [69]:




As any energy scale fa is allowed for the solution of the strong CP problem, the axion
mass is allowed to be in a wide interval that ranges from 10−12 eV to 1 MeV. Although
the high energy details that can give origin to axions are not known, a low-energy
effective model has been proposed by Georgi, Kaplan and Randall [70], which is valid
between ΛQCD ∼ 1 GeV and EEW 250 GeV:











where G, F , G˜, F˜ are, respectively, the QCD and QED gauge fields and their duals.
The index f runs over all the fermions of the Standard Model, and the gγ , Cf coupling
constants depend on the specific model [71, 72]. The axion lifetime can be estimated







Assuming the coupling gγ ∼ (0.1− 1) they are expected to decay with lifetimes that
can be many orders of magnitude higher than the age of the Universe.
As these particles couple to the electromagnetic field, strong experimental efforts have
been undertaken to build detectors able to observe the conversion of cosmic axions into
photons (or photon to axion conversion) in cavities with strong magnetic fields [73,74].
Current searches constrain the axion mass between ∼ 1µeV and 3 meV, that at first
glance seems to be tiny for a cold dark matter candidate. However, since axions are
expected to be produced in the very early Universe by a spontaneous symmetry breaking,
and since their interaction with the Standard Model particles is extremely weak, axions
did not undergo significant energy exchange with other species (thermalisation) and are
expected to be non-thermal relics, most likely in a form of coherent motion particles.
Experiments that search for the axio-electric effect might eventually find any kind of
pseuduscalar field that couples to the photons with a Lagrangian of the type:
L = 14gφφF
µνF˜µν , (1.43)
that clearly mimics the axion-photon interaction (see equation 1.41). Those hypothet-
ical particles, called axion-like particles (ALP), arise in the low-energy spectrum of
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several extensions to the Standard Model. They can be the pseudo Nambu-Goldston
bosons of approximate continuous global symmetries, related to particle flavour [75],
lepton number [76, 77] or to R-symmetry breaking in Supersymmetry [78–80]. Differ-
ently to the QCD axions, the ALP mass is not constrained by the energy scale of the
symmetry breaking, and these particles might have masses several orders of magnitude
higher than the QCD axions.
1.3.2 Weakly Interacting Massive Particles
Weakly interacting massive particles (WIMPs) is a compelling class of particles expected
as thermal relic of the early Universe. According to the standard cosmological model,
at times before the BBN and most likely also before the baryo- and lepto-genesis the
Universe was in a state of dense hot plasma where the several species were in chemical
equilibrium at KBT > 1 GeV. In such conditions, the process of creation-annihilation
of dark matter particle pairs χ,χ from and to one or more species of the SM,
χ+ χ ψSM + ψSM,W+ +W−,Z, 2γ,H,
might have been efficient enough to sustain the thermal equilibrium for a while during
the expansion. As the creation of the DM pairs from the SM species is a threshold
process, only the fraction of the high-energy tail of the energy distribution, above mχc2,
participate in this process while the Universe expands. Hence, with the temperature
drop, the production rate of the WIMP pairs decreased exponentially according to
the Boltzmann distribution e−mχc2/KBT . In addition, the expansion of the Universe
further reduced both the annihilation and expansion rates as a result of the particle
density drop (see section 1.1.2) and accordingly also the production and annihilation
rates which are proportional to the particle densities.
This process is halted when the expansion rate of the Universe overcame the rate of
annihilation and the dark matter particles decoupled from the plasma. After the de-
coupling the WIMP number did not significantly change, and their distribution froze at
the last equilibrium distribution with an effective temperature that during the following
Universe expansion scaled as Teff(t) = Tdec(adec/a(t)).











〈σannv〉 (Y − Yeq) , (1.44)
where Mp =
√
}c/GN is the Plank mass (and GN the gravitational constant), 〈σannv〉 is
the product of the annihilation cross section times the relative velocity of the WIMPs av-
eraged over their thermal distribution. The function g∗(T ) represents the temperature-
dependent effective degree of freedom considering all the species participating in the
energy exchanges. An accurate computation of this function can be found in [81], where
also the QCD degrees of freedom are taken into account. In figure 1.4 the function Y (x),
obtained by numerical integration, is shown together with the equilibrium abundance
Yeq(T ) for different values of 〈σannv〉 [82]. In the standard cosmological frame this
scenario means that the WIMP density remains close to its equilibrium value, that is
strongly suppressed with the drop of the temperature. As mentioned before, when the
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Figure 1.4.: Numerical solution to the equation 1.44 of the aboundance of a WIMP species
initially in thermal and chemical equilibrium through the annihilation process with a SM species.
The solution is shown for three different values of the mean annihilation rate 〈σannv〉, starting
from a temperature T0 = mχc2/KB. Figure from [82].
expansion rate of the Universe overcomes the annihilation rate, which corresponds to a
WIMP mean free path close to the Universe scale, the WIMPs abundance departs from
the equilibrium toward an almost constant relic density.
A rough estimation of the WIMPs relic abundance can be performed considering that
Tf.o. ∼ mχc2/KB and thus:
ΩDMh2 ∼ 3× 10
−27 cm3s−1
〈σannv〉 . (1.45)
It is worth noting that for WIMPs with masses of the electroweak mass scale this
approximate estimation would predict annihilation cross sections typical of the same
energy scale. This is one of the strongest arguments that initially motivated the exper-
imental efforts for WIMP searches.
Beyond the cosmological arguments, there are several proposals for the extensions of
the SM that as byproduct predict new particles that can be good WIMP candidates.
Among them the most compelling are the theory of supersymmetry, the Kaluza-Klein
theories.
Supersymmetric theories represent a class of theories that extend the SM by asso-
ciating to each bosonic and fermionic field of the Standard Model a fermionic and a
bosonic supersymmetric partner (hereafter sparticles), respectively. As widely discussed
this unification between force carriers (bosons) and matter fields (fermions) in super-
symmetric multiplets has the advantage to be a very natural theory able to solve some
specific open problems of the SM [83]. First, supersymmetry is able to stabilise the
electroweak symmetry breaking of the SM (that is also known as the little hierarchy
problem), curing the fine-tuning in the mass of the Higgs boson. Second, many of
the R-parity conserving models predict a least stable particle (LSP) that is electrically
neutral, massive and thus is an excellent cold dark matter candidate. Third, the intro-
duction of the sparticles allows the unification of all the tree SM interactions above a
specific energy scale, while in the SM the coupling constants of the three gauge fields
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do not converge for a common energy. Although this theoretical framework can poten-
tially provide solutions to important problems of the SM, the theory does not provide
by itself the energy scale where the supersymmetry might show up, as well as for the
sparticles masses. However, the little hierarchy problem arguments suggest that some
of the predicted new particles might have masses down to 1 TeV, that is within the
physics reach of the current colliders.
Kaluza-Klein theories is one of the extensions of the SM at the TeV energy scale,
that would be able to provide a solution to the little hierarchy problem making use of
hidden extra dimensions rather that supersymmetry. Early studies of extra dimensions
were initially started by Kaluza [84] and later by Klein [85] in the 1920s in an attempt
to unify the GR theory with the electromagnetism. In the 1980s the renaissance of
the extra dimension physics came from the proposal of Arkani-Hamed, Dimopoulos,
and Dvali (ADD) [86], which consists in lowering the energy scale of the quantum
gravity, down to the TeV energies, by postulating the existence of n new warped extra
dimensions, compactified into a volume of size Rn. Such a volume would therefore dilute
the gravity strength from the natural scale ΛG (for instance the TeV scale) to a much
larger scale in the 3+ 1 manifold of the SM, where the Plank mass would now be given
by MPlanckc2 = Λ2+nG Rn. As in the case of supersymmetry, there are a vast amount
of extra-dimension models, and many of them are able to provide one or more stable
or very long-lived electrically neutral particles at TeV scales, that on one hand provide
a natural solution to some of the SM problems, and on the other hand provide good
candidates for WIMP dark matter. More details about this kind of SM extensions and
the most interesting extra-dimensions models for the WIMP searches are thoroughly
reviewed in [87].
2
DA R K M AT T E R S E A RC H E S
Investigation of dark matter interaction with SM particles is approached in three main
classes of searches, which are sketched in figure 2.1: indirect DM detection, collider
DM particle production and direct DM detection. Indirect DM detection consists in the
searches for the signals of DM annihilation into SM particles from astrophysical objects,
usually galactic centres. The signature of the production of a DM particle at the LHC,
from high-energy proton-proton collisions, results in a lack of the measured energy in
the final states, not compatible with the SM (for instance carried out by neutrinos).
Direct DM detection consists in searches of signals from the scattering of cosmic relic
DM particles off target nuclei. Since the three approaches are sensitive to different
aspects of DM interactions with the SM particles, they provide the complementary
information necessary to constrain the nature and properties of the DM particles.
2.1 indirect searches
The annihilation of cosmic DM particles can produce stable SM particles such as γ-
rays, electrons, neutrons, protons, neutrinos, or their antiparticles. However, most of
these final states, especially those consisting of electrically charged particles, are also
produced from several astrophysical processes in broad range of energies, which can
constitute a strong and diffuse background for indirect DM searches. Among several
channels, neutral particles and antiparticles are the most promising to look for DM
annihilation signals.
Neutral particles such as γ-rays, neutrinos, and to some extent neutrons and antineu-
trons, are insensitive to the galactic and intergalactic magnetic fields, that in some
specific regions can be very strong, and thus it is possible to trace back the direction
and the location they originated from. As the dark matter is expected to reach the
highest densities in the bulks of the galaxies, especially the spiral ones, this kind of
final products are searched toward the Milky Way galactic centre. Hence, the signature
of DM annihilation are localised signals featured by an energy spectrum that shows a
peak corresponding to the mass of the DM particles. It should be mentioned that if
on one hand this last requirement would provide a strong evidence in favour of DM
detection, on the other side it would rule out all the annihilation channels where in-
termediate unstable SM particles mediate the process (for instance pions). An excess
of ∼ 1− 3 GeV γ-rays from the Galactic centre, observed by the Fermi-LAT telescope,
has been interpreted by many authors as DM annihilation signature [88–91]. However,
these claims have been weakened by the lack of detailed understanding of the astro-
physical background and thus they are strongly debated. An unidentified spectral line
at 3.5 keV has been very recently observed in the stacked XMM-Newton spectrum of
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Figure 2.1.: The three different possible approaches for DM searches: indirect and direct
detection, and production at particle collider.
73 galaxy clusters [92], and in the x-ray spectra of the Andromeda and Perseus galaxy
cluster [93]. Although this signal would be consistent with ALP annihilation, no claims
of DM detection have been yet put forward and analysis is still ongoing.
Searches for DM annihilation to antiprotons, positrons and antineutrons have the
advantage of much lower background, as these particles are produced in astrophysical
processes in much fewer abundances than the previously discussed classes of particles.
However, they are expected (and observed) with a broad non-peaked spectrum, and
thus a strong excess in some energy region of these particles would result in a very dif-
ficult interpretation as on evidence for DM annihilation, and the mass reconstruction
would result strongly dependent on the model employed for the annihilation process.
In addition, antiprotons and positrons are expected to be diffused by the random galac-
tic magnetic fields, which makes it almost impossible to determine their production
region. Further, their random walk trough the galaxy from the production location
to the detector is expected to strongly modify their measured spectrum that would
be hardly unfolded to determine their true spectrum. Claims of excesses of positrons
consistent with DM annihilation results have recently been reported by the AMS collab-
oration, that confirmed previous PAMELA 2008 results [94], and provided a DM mass
energy range between ∼ 700 GeV/c2 and ∼ 1 TeV/c2 [95]. However, there are alterna-
tive explanations of these excesses, as positrons can be produced from ordinary pulsar
processes [96–98], and thus this claim is still debated among the scientific community.
2.2 dark matter searches at colliders
Dark matter can be produced at colliders from high-energy proton-proton collisions if
the coupling to the SM matter is sufficiently large. A DM particle eventually produced
in a collision of HE protonts would leave the detector without being detected, as it
occurs for neutrinos. If final state of the DM particle was produced together with other
detectable particles, such as γ-rays and/or charged light particles, it would be possible
to infer their presence by observing a missing momentum in the visible particles.
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There are two classes of events associated with DM production at colliders. The first
consists of events where heavy short-lived particles are strongly coupled to DM particles,
where the latter are produced together with the lighter visible products in the decay
process of the massive state. The final states of this class of events are featured by
multi-jets and by missing momentum in the visible states. The DM production rate in
these states is weakly dependent on the mass of the DM particles, as it mostly depends
on the production rate of the primary massive state.
The second class of candidate events for the collider-based DM searches are those
where the DM particle is produced directly from the interaction with the partons par-
ticipating to the collision. This class of events are featured by “mono-jets” and by
missing momentum of the recoiled DM product. Since in this case the production of
the DM particle does not rely on specific QCD properties of any additional heavy state,
the results are less model dependent and they directly probe the interaction strength
and the particle mass.
As dark matter particles are predicted in a very wide region of the parameter space,
and no properties are known about their nature, with the exception of their electrical
neutrality and substantial stability, it would be highly desirable to develop a detection
approach as much as possible independent of the specific model of their interaction.
This requirement is partially fulfilled by the Effective Field Theories (EFT) approach,
which consists in the description of the DM-SM interaction with a minimal number of










where ψχ and ψq are the DM and quark (fermionic) fields, respectively. The operators
Γχ,q are appropriate combinations of the sixteen 4× 4 matrices {1, γ5, γµ, γ5γµ,σµν},
that all together represent a complete basis of spinor operators. Although this approach
is explicitly independent on the heavier degrees of freedom of the specific UV micro-
scopic theory that mediates the interaction, its range of validity depends on the mass
mχ and on the specific energy scale cutoff Λ, above which the model is not anymore
unitary.
Recent analysis of the LHC data at 8 TeV and 13 TeV in the pp centre-of-mass, search-
ing for the signatures of DM production in association with a top quark pair, reported
no significant excess of events above SM predictions [99, 100]. The results of the 8 TeV
and 13 TeV runs have been interpreted with a scalar EFT model and a scalar massive
mediator, respectively. In figure 2.2 the limits on the coupling as a function of the
dark matter particle mass are shown, together with the results from direct DM search
experiments. From the 8 TeV data, cross sections larger than 20 to 55 fb are excluded
at 90 % CL for DM masses from 1 GeV/c2 to 1 TeV/c2. The direct searches show much
more stringent limits for masses below ∼ 6 GeV/c2.
2.3 direct searches
As discussed in the previous sections, most of the masses of galaxies are constituted by
dark matter, hence the Solar System and the Earth itself are likely to be immersed in a
cloud of WIMPs. Assuming that in the early Universe these particles annihilated into
SM particles, the cold cosmic WIMPs might have some very faint residual interaction
rate with ordinary matter. As the most favoured WIMP candidates are expected to in-
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Figure 2.2.: (a) Observed (black solid line) and expected (coloured bands) exclusion limits
in the plane of the DM particle mass mχ and the energy cutoff M∗, performed with the CMS
experiment on the 8 TeV data. The region below the solid line is excluded at 90 % CL. The
dashed red line is the median expectation from background only and the green and yellow zones
the corresponding ±1σ and ±2σ CL bands, respectively. The shaded area represents the region
where the minimal requirements for the EFT interpretation of the data are not satisfied.
(b) Corresponding upper limit, at 90 % CL, for the DM-nucleon spin-independent cross section
as a function of the DM particle mass mχ, compared with other direct DM searches. Figures
from [99].
teract primarily with atomic nuclei, and since WIMPs are expected to be non-relativistic
particles, these interactions are expected as elastic scattering nuclear recoils.
2.3.1 Interaction differential rate
As the Solar System in its journey around the Galaxy centre is believed to move through
an almost uniform stationary DM halo, it is possible to estimate the interaction rate at
the Earth if the local WIMP density, ρχ, and its velocity distribution (in the laboratory
frame) fχ(v) are known. With those ingredients it is possible to express the WIMP












ERmχ/2µ2χN is the minimal WIMP velocity able to produce a recoil
of energy ER, µχN is the reduced mass of the WIPM-nucleon system, and vesc is the
escape velocity from the galactic gravitational well. As typical WIMP velocities are of













where x = mχ/mN. The unit for this quantity is the differential rate unit (hereafter
dru) defined as 1 dru = 1 events kg−1d−1keV−1. Hence, typical nuclear recoil energy
scale is in a range between few to tens of keV for WIMP masses between 1 GeV and
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1 TeV. As will be shown in what follows, this might pose a strong challenge for some
classes of detectors, which is related to their threshold-induced detection sensitivity.
Given the low recoil energies expected from a WIMP-nucleus elastic scattering, an
additional challenge is represented by the natural radioactivity and by the cosmic rays
(CR) induced background, that can be higher than the expected signal rate by several
orders of magnitude. Hence, special efforts are required in the design and construction
phases of these detectors, aimed to control and limit the background to tolerable levels,
based on the planned exposure and the aimed detection sensitivity. This topic will be
detailed in chapter 3 for the case of the XENON1T detector.
The distribution of the velocities of the WIMPs in the dark halo rest frame, v′, can
be obtained from the stationary state of the Vlasov equation for a self-gravitating gas.
This results in an isothermal sphere of density profile ρχ(r) ∝ r−2, with Maxwellian
velocity distribution. Considering the Earth relative velocity, vE, with respect to the
halo the WIMP velocity distribution function in the laboratory frame is given by:







where k is a normalisation factor that takes into account the truncation of the velocity
distribution for v′ > vesc, and σv is the dispersion velocity of the halo particles.
From astrophysical observations and detailed simulation for galactic haloes, a local
WIMP density energy ρ = 0.3 GeV/cm3 is widely accepted [101]. This local DM density
value assumes a spherical dark halo, while it might be higher in case the Milky Way
dark matter has also a dark disk. Although there are several observations converging
toward the commonly used local DM density, the accuracy is not yet satisfactory and
future satellite experiments are expected to strongly improve the accuracy as well as
the precision. The accepted distance from the Solar system to the galactic centre is
r☼ ' 8 kpc, and recent studies find the Sun circular velocity vc = (220± 18) km/s [102].
Considering the annual motion around the Sun the value is taken as the mean relative
velocity of the Earth with respect to the galactic halo. The local escape velocity vesc =√
2|Φ(r)| has been recently assayed at vesc = 553+54−41 km/s by [103].
2.3.2 Interaction types
Another important ingredient that enters in the expected differential interaction rate cal-
culation is the WIMP-nucleus cross section σ(ER, v), where the nature of the searched
particles and of their interactions with the SM matter are encoded (although not
known yet). The differential cross section is generally represented as the sum of a
















where the σSI,SD0 are the spin-independent and spin-dependent WIMP-nucleus cross
sections at zero momentum transfer, and contain all the information on the specific
interaction. The form factors F 2SI,SD(ER) depend on the nucleons distribution and
thus on the nuclear energy spectrum of the specific target nuclei. In plane wave Born
approximation the form factors correspond to the Fourier transform of the density
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distribution of the nucleons (the “scattering centres”). As detailed in [104], in the
assumption that the WIMP-SM effective interaction occurs with the quarks in the
nucleons, the SI contribution arises from the scalar-scalar and vector-vector couplings
for a Dirac WIMP candidate and from the scalar-scalar for a Majorana candidate.
Scalar, self-conjugate (real) WIMP candidate fields can yield only SI interaction, while
in the case of vector candidates the SI part comes from the scalar coupling to the quarks.
All the other possible WIMP-quark couplings lead to SD cross sections.





Zf (p) + (A−Z)f (n)
]2
, (2.6)
where µχN is the WIMP-nucleus reduced mass, A and Z are the mass and the atomic
number of the target nucleus, respectively. The factors f (p,n) = 〈p,n|mqqq|p,n〉/mp,n
represent the contributions of the quarks to the proton (p) and neutron (n) masses,
respectively, where in most cases the WIMP-nucleon couplings are very similar and thus
f (p) ≈ f (n) is an acceptable approximation. Hence, for target nuclei where Z ≈ A/2












hence, in general it is true that heavier target nuclei provide better detection sensitivity
to SI WIMP interaction searches.
The SD interactions lead in general to nucleus matrix elements of the type:
〈N |ψqγµγ5ψq|N〉 = 2λNq 〈N |JN|N〉, (2.8)
were JN is the nuclear angular momentum, and λNq are coefficients that express the
contribution of the quarks to the angular momentum of the nucleons with terms as
〈n, p|ψqγµγ5ψq|n, p〉. Therefore the SD cross section in the case of fermionic WIMP









[ap〈Sp〉+ an〈Sn〉]2 F 2SD(ER), (2.9)
where ap,n are effective WIMP-proton/neutron couplings, respectively, 〈Sp,n〉 = 〈N |Sp,n|N〉
are the expected spin values of the proton and neutron groups in the nucleus, which
can be estimated from nuclear magnetic moment measurements taking into account the
model for a specific nucleus [106]. Since 〈Sp,n〉 are zero for an even number of a nucleon
groups, only odd-even and odd-odd target nuclei are sensitive to SD interactions, while
no advantages are gained in using high A nuclei. Because of this considerations, it
should be noted that the term [ap〈Sp〉+ an〈Sn〉]2 ∼ J2, hence the actual enhanchment
term in SD WIMP-nucleus cross section is ∝ J(J + 1).
Since the nuclei are not point-like, the effects of nucleons distribution and their inter-
nal currents must be taken into account by means of the nuclear form factors, expressed
as a function of the exchanged momentum in the interaction. In general, the form factors
are significant as they are responsible for the differential interaction rate suppression
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at higher energy recoils. Their calculations are based on the detailed knowledge of the
excited nuclear energy properties and on the specific interaction type at quark level.
Recent calculations based on chiral EFT have been published in [107,108]
2.3.3 Detector-induced effects
The rate in equation 2.2 is the predicted WIMP interaction rate in the detector, however
its response in general modifies both the rate and shape of the original differential
spectrum. Among several effects that modify the rate, three are common to any class of
detectors for direct DM searches: the energy-dependent detection efficiency, the energy
resolution and the threshold cutoff. Other effects, less general and peculiar to each
experiment, that also modify the observed spectrum, are those related to the specific
hardware properties, performance and operational conditions, and those coming from
the data manipulation in the analysis phase.
The detection efficiency is more common to detectors that are sensitive to the scintilla-
tion and to the ionisation produced by an energy deposit, while phonon based detectors
suffer less from this effect. In this kind of detectors an energy deposit can produce
a different amount of photons or electrons generated in the interaction, depending on
whether the energy is deposited as an electronic or a nuclear recoil (hereafter ER and
NR). This results in different reconstruction of the two energy scans based on the in-
teraction type, that is mostly related to the intrinsic response properties to ionising
radiation of the detection medium. Since the detector response can fluctuate during
the operation, calibrations at regular intervals are performed. Usually it is more conve-
nient to calibrate the ER energy response with γ emitters whose spectral lines will be
recognised as prominent peaks in the differential rate spectrum.The calibration of the
NR response is then performed by means of neutrons which however will be seen as a
continuum, featureless spectrum. Because of this, dedicated studies are performed with
R&D detectors in order to calibrate the ER and NR response of the detection medium,
usually using an effective parameter defined as:
fn(ER) = Eo/ER, (2.10)
where Eo is the energy inferred from the measured scintillation and/or ionisation, based
on the ER energy scale. In literature this energy-dependent factor is referred as NR
quenching factor, and corresponds to the energy fraction of NR that does not contribute












Such a study is the central topic of chapter 5, where the development of a liquid xenon
(LXe) detector for precision studies of low-energy NRs is detailed.
The finite energy resolution of the detector induces event by event random fluctua-
tion of the observed energy E′o around its true value Eo. This can be due to intrinsic
random fluctuations of the amount of excitation in the interactions (photons, ionization,
phonons), to efficiency-based processes (binomial process) and to the instrumental fluc-
tuations (e.g. electronic noise). This process can be modelled by the convolution of the
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where the ∗ symbol represents the convolution operation.
The energy cut-off in a detector is due to threshold-based effects that suppress the
relative response of a detector below a certain energy. This effect is usually modelled
by a threshold efficiency function T (E), which has the only requirements T (0) = 0
and T (Ethr) ' 1, that is usually modelled by a sigmoid function such as a smooth step
function or a Fermi-Dirac function, depending on the specific case. Threshold effects
can be present at different levels in the conversion process from the true recoil energy
ER to the observed energy Eo, hence each of the differential rates above should be
multiplied by its own T (E). The threshold effect in the (dσ/dER) rate should usually
be negligible provided the detection mean is suitable for the energy range of interest. For
the observed rate (dR/dEo) threshold effects can be recognised in the detection process
of the measured quantity (for instance photons in a scintillation detector), that should
be taken into account before the resolution is applied with a function T2(Eo), and the
effects due to the active components (for instance a constant threshold discriminator
for event triggering) should be applied to the observed spectrum after the resolution
has been applied, using threshold function T3(Eo). It should be mentioned that these
threshold cut-off efficiencies might play an important role not only in the observed
differential rate interpretation for the dark matter search, but also when the NR energy
detection efficiency of the target material is calibrated. In this case, if threshold effects
are not properly considered, they might lead to a bias in the determination of the target
material low-energy response, namely in an overestimation of the quenching factor fn for
the low-energy part. This can lead to an overestimation of the experimental sensitivity
to WIMP-nucleus interaction, because of an inaccurate interpretation of the low-energy
part of the observed differential rate in the scientific run for dark matter searches.
Considering only the listed detector-related effects, common to almost all low-energy



















where, as mentioned, for a properly chosen detection material T1 ' 1 in the energy
range of interest.
2.3.4 Detection techniques
There are a large variety of techniques that search for WIMP-nucleus interactions, and
a thorough review of them can be found in [109], while here only a brief overview
of the current generation detectors is given. The WIMP signal is searched in three
main channels: as scintillation photons (light channel), as ionised electrons (charge
channel), and as lattice vibrations (phonon/heat channel). There are several running
dark matter experiments for each of these excitation channels. In addition, there are
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several experiments that combine signals from the two excitation channels, that have
the advantage of being able to discriminate ERs from NRs with high efficiency (> 99 %).
This is possible because slow NRs produce ionisation less efficiently than ERs, while
it is the opposite for the efficiency of phonon production. The ER discrimination
allows therefore a strong suppression of the background from γ and β radiation, and
at the moment dual-channel based experiments are those that set the most stringent
limits on the WIMP-nucleon SI cross section, such as XENON100 [110], LUX [111],
CREST II [112], PandaX [113] and the XENON1T experiment [114].
Cryogenic detectors that operate at the sub-Kelvin temperature are featured by a very
low-energy threshold (< 10 keV) and a typical resolution better than 1 % at 10 keV [112,
115]. This good energy resolution is due to their use as bolometers, exploiting the T 3
thermal capacity dependence of ultracold detectors.
A relatively recent class of dark matter search detectors are superheated detec-
tors [116–118], mainly based on the fluorine target, where the SD WIMP-nucleon cross-
section sensitivity is enhanced up to a factor ∼ 10 due to 19F that is the only isotope
present in natural fluorine. They are based on the well established principle used for
the bubble chambers, where in this case the metastable thermodynamic state of the
liquid medium is broken when energy above a certain threshold is deposited as ER or
NR. When the metastable state is broken, the bubble formation can be detected both
optically and acoustically. As the pressure and temperature can be adjusted in order to
allow the bubble formation only for NRs, these detectors are almost insensitive to ER
from γ radiation. The remaining background is mostly due to the α decays of radon
and its daughters, that however can be discriminated by means of the acoustic signals.
Sensitivity studies have shown that the current generation superheated detectors are
capable of probing SD WIMP-nucleus cross section down to ∼ 6× 10−39 cm2.
Noble-gas detectors operated in dual phase (liquid-gas), read both the light and
the charge signals produced by an interaction in liquid. This allows a very efficient
(> 99.5 %) ER discrimination, with a good acceptance to NRs (∼ 50 %) and with-
out a significant reduction of the detection sensitivity. At the moment of writing, the
XENON1T experiment [114] is the one that set the most stringent limits to SI WIMP-
nucleon cross section σSI < 7.7× 10−47 cm2 (90 % CL) for mχ = 35 GeV/c2. Projection
studies show that for WIMP masses from 5 GeV/c2 up to few 10 TeV/c2 the dual-phase
xenon TPCs seem to be the most promising detectors to probe the WIMP-nucleon in-
teractions down to SI cross sections of σSI ∼ 10−49 cm2 [119] (at mχ ∼ 50 GeV/m2),
using LXe target masses ∼ 50 tonne and exposure time of ∼ 2 y. For WIMP masses
. 5 GeV/c2, the pp-chain, 7Be and 8B solar neutrinos will be an irreducible background
in the low-energy recoil spectrum that will limit the sensitivity of these detectors to
∼ 10−8 cm2. For higher masses, NRs induced from atmospheric and diffuse supernovae
neutrinos will limit the sensitivity to the ultimate value of 10−49 cm2 [120–123]. In
figure 2.3 the limits of recent experiments and projected sensitivities of planned ex-
periments are shown, together with the ultimate sensitivity imposed by the neutrino
backgrounds.
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Among several target materials for particle detection, liquid xenon has some peculiar
properties, that, since the start of its employ as detection medium it, it represented an
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Figure 2.3.: Exclusion upper limits (90 % CL) for SI WIMP-nucleon cross section from several
recent direct dark matter searches, and projected sensitivities for some dark matter experiments
in design or commissioning phase. The dotted brown curve represents the ultimate sensitivity
imposed by the irreducible neutrino backgrounds in the ER and NR spectrum.
attractive option for direct dark matter searches. Xenon is present in the atmosphere
at concentrations of ∼ 10−7 g/g and is obtained as the byproduct of the air liquefaction
when oxygen is separated from nitrogen. Because of this, it can be produced in relatively
large quantities with reasonable costs, on the order of 1000 US dollars, and thus
detectors with masses up to several ton can be achieved with joined efforts of multiple
research institutions. In addition, as xenon liquefies at 165 K for standard conditions
(P = 1 atm), large masses of xenon can be easily kept in liquid state with cryogenic
systems with standard designs and standard instrumentation.
Natural xenon consists of eight stable isotopes (see table 4.2), and only one unsta-
ble isotope, the 136Xe, that decays by double β emission to 136Ba with a half-life of
2.165 × 1021 y [124], and thus can be also considered stable. In addition, the only
relevant cosmogenically produced radioisotope is the metastable 127Xe that decays by
electron capture to 127I ground state with a half-life of 36.3 d. As will be shown in
chapter 4, this and other cosmogenic radioactive products of xenon do not pose any
relevant background problems for the rare event searches.
As particle detection medium LXe features a relatively high scintillation yield, on the
order of ∼ 107 photons/keV for relativistic electrons [125], thus is suitable for the energy
deposits expected from WIMP-nuclei interactions. Because of the mechanism of conver-
sion of the atomic excitation to vacuum-ultra-violet (VUV) photons with λ = 175 nm,
the LXe is transparent to its own scintillation light and can be efficiently instrumented
with VUV-sensitive photon detectors. In addition, when a particle interacts with LXe,
ionisation electrons are produced with a relatively high yeld, of the same order as pho-
tons. Because of the relatively high mobility of electrons in LXe they can be drifted
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Figure 2.4.: Comparison of the expected WIMP rates for different detection media, assuming
the WIMP mass of 100 GeV/c2, galactic dark matter energy density ρDM = 0.3 GeV/cm3, and
SI WIMP-nucleus cross section σSI = 10−45 cm2. Figure from [126].
by an electric field, that allows for the simultaneous light and charge measurements of
the interaction events. This allows discriminating electron recoils (ER), produced by
the interaction of the γ- and β-radiation with the xenon atoms, from nuclear recoils
(NR), that are expected to be produced by WIMP-nucleus interactions and by neutral
radiation as in case of neutrons.
The high mass number A of xenon and the presence of the two naturally occurring
isotopes 129Xe and 131Xe , featured by an unpaired neutron, makes this element one
of the most favoured targets for direct WIMP searches. As seen in section 2.3, the for-
mer property allows for probing SI WIMP-nucleus cross sections with higher sensitivity
compared to other targets employed for direct WIMP detection, while the latter allows
to search for SD WIMP-nucleon interactions with sensitivity comparable to other tar-
gets. In figure 2.4 the expected WIMP interaction rates are shown as a function of the
recoil energy, for a WIMP mass of 100 GeV/c2 and a SI WIMP-nucleon cross section
of σSI = 10−45 cm2, now strongly excluded by several experiments. Including the weak
nuclear form factors, it is evident that xenon offers an advantage in terms of sensitivity
to low-energy NRs with respect to other noble gases and to germanium, that is among
the most competitive cryogenic bolometer materials. A very rough estimate of the total
WIMP-nucleus interaction rate for σSI ∼ 10−47 cm2 is of order ∼ 10−3events/kg yr, and
about an order of magnitude lower for argon. The much steeper suppression of the
expected rate with energy increase for xenon is due to its nuclear form factor, which be-
comes almost zero at energies of ∼ 100 keV. However, because of this quasi-exponential
recoil spectrum, the energy threshold is fundamental for the achievement of the aimed
detection sensitivity.
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2.4.1 Energy absorption in LXe
The energy loss of a particle in LXe occurs with three main mechanisms: elastic scat-
tering with the xenon nuclei or with the atoms (heat), creation of excited xenon atoms
(direct excitation), Xe∗ (excitons), and through the production of electron-ion pairs
(ionisation) [127]. Electrons (or β-rays), α-particles, X- and γ-rays interact primarily
by inelastic collisions with the atomic electrons, producing mainly direct excitation and
ionisation, while the energy losses through elastic scattering with xenon atoms are neg-
ligible. In addition, for electrons above 1 MeV the energy losses occur also by radiative
emissions (bremsstrahlung), however their contribution becomes significant at energies
much higher than those of interest for dark matter searches. Nonrelativistic heavy
charged particles and neutrons lose a large fraction of their energy through elastic scat-
tering with the Xe atoms (heat). Since only the energy that is released through the two
types of electronic excitations can be measured in a LXe-based detector, this fraction
will result in a quenching of the output signal, and for a correct energy reconstruction
it must be characterised for the interactions of interest (e.g. for nuclear recoils).
Self-shielding of liquid xenon
For electrons with energies below ∼ 1 MeV the LXe stopping power increases with the
decrease of the energy, hence the electronic excitation along their tracks is expected to
be stronger at the end than at the start. The opposite is true in the case of α particles
and of nonrelativistic heavy ions. The relatively high stopping power featured by LXe
for most of the charged particles is mainly due to the relatively high atomic number
(Z = 54) and density (ρ = 2.96 g/cm3), which this detection material provides. This is
shown in figures 2.5 and 2.6, for fast electrons and α particles, respectively, where for
both particles the contributions from different energy loss processes are also shown.
Similar properties are also valid for X- and γ-rays that are expected to be absorbed by
LXe with a relatively high-efficiency. The interaction cross section for this kind of radia-
tion is shown as a function of energy in figure 2.7, where the contribution of the different
processes is separated. This radiation interacts with matter through photo-absorption,
Compton and Rayleigh scattering, and by pair production. In liquid xenon the first
process is the dominant one below ∼ 200 keV, and the relative cross section decreases
with the γ energy. The photo-absorption cross section is featured by some discontinu-
ities at ∼ 5 keV and ∼ 32 keV, that correspond to the L- and K-shell edges, respectively.
Namely, they are the threshold energies above which the atomic electrons of the two
shells participate in the photo-absorption process, thus inducing an abrupt increase of
the cross section. Gamma-rays in this low-energy region are strongly absorbed by liquid
xenon with mean free-paths of a few mm. Above this energy Compton scattering starts
to play a role becoming the dominant interaction process from ∼ 300 keV to ∼ 6 MeV,
with typical mean free paths ranging from few cm up to ∼ 10 cm. Pair production is a
threshold process (Eγ > 2mec2 = 1.02 MeV) and it becomes a dominant process in LXe
only at energies above 5 MeV, that are however energies already much higher than the
energies emitted from radioactive sources. All this phenomenology is deeply linked to
the background expected in a liquid xenon detector for rare event searches, and it will
be better detailed for the case of the XENON1T detector in the next chapter.
The listed absorption properties of liquid xenon for the ionising radiation provide
to this detection medium a relatively strong self-shielding power against this kind of
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Figure 2.5.: Collisional and radiative linear stopping power of LXe for electrons with kinetic
energies in the 10 keV−10 MeV range. This plot was produced with the data provided by the
NIST-ESTAR program [128].
radiation. This is a very attractive feature for a low-background detector, as most
of the background that would compromise the detection sensitivity to WIMP-nucleus
interactions is confined in the outermost region of the active volume, leaving the most
central region with a strongly suppressed background from ERs.
Neutron interactions
Neutrons interact in LXe primarily by elastic and inelastic collisions with the xenon nu-
clei depending on their energy. The neutron-nucleus cross section in the 1 keV-10 MeV
energy range is shown in figure 2.8. At energies of the order of 100 keV neutrons scatter
elastically off Xe nuclei with typical mean free-paths of ∼ 13 cm, where the produced NR
is hardly measurable because of its low energy. Below ∼ 100 keV (intermediate neutrons)
the elastic scattering is the dominant interaction, featured by strong resonances at neu-
tron energies below 10 keV. For intermediate neutron in addition to elastic scattering,
which is the dominant process, also the neutron capture process AXe (n, γ)A+1Xe fol-
lowed by prompt γ emission (radiative capture) can occur. For fast neutrons (> 1MeV)
the inelastic interactions of type AXe (n,n′)A∗Xe can also occur, becoming as probable
as elastic scattering for neutron energies of ∼ 3 MeV. At ∼ 10 MeV the neutrons mean
free path increases up to ∼ 20 cm. Because of this penetrating power, fast neutrons can
be efficiently used to calibrate NRs in large xenon chambers with almost uniform dis-
tribution. In addition, inelastic scattering off 129Xe and 131Xe nuclei can excite them
to long-lived metastable energy levels, that decay by internal transition (γ emission)
with half-lives of 8.9 d and 11.8 d, respectively. Because of their half-lives, after a NR
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Figure 2.6.: Electronic and nuclear stopping power of xenon for α particles with kinetic energies
in the 10 keV−10 MeV range. This plot was produced with the data provided by the NIST-
ASTAR program [129].
calibration of the detector with neutrons, the de-excitations of these two isomers can
be efficiently used as internal and uniformly distributed sources for the calibration of
LXe response to ERs. However, as will be detailed in the next chapter, fast neutrons
represent the most dangerous background source for direct WIMP searches.
2.4.2 Scintillation and ionisation in LXe
The energy that goes into initial excitation and ionisation is transformed into prompt
scintillation signal, mediated by Xe∗2 excited molecules (excimers). These excimers are
formed in the collision of the excitons with surrounding xenon atoms and decay with
very short half-lives (. 20 ns) into two xenon atoms accompanied by the emission of a
VUV photon. This is summarised in the following reactions:
Xe∗ +Xe→ Xe∗2
Xe∗2 → 2Xe+ hν
(2.14)
The emitted scintillation photons are featured by an energy spectrum peaked at
175 nm, corresponding to a mean energy of ∼ 7 eV, and with a FWHM width of
10 nm [132]. The electronic excitation produces dimers in two states, the 1Σ+u (sin-
glet) and the 3Σ+u (triplet). Both the states decay to the molecular ground level 1Σ+g
with short separation, where the potential is repulsive, and the almost immediate dis-
sociation of the molecule occurs. The decay from the singlet state to the ground state
occurs with an allowed radiative transition with a mean lifetime of ∼ 2.2 ns. The triplet
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Figure 2.7.: Cross sections of the γ radiation in liquid xenon for the photo-absorption, Comp-
ton, Rayleigh scattering, and pair production processes in the 1 keV−10 MeV energy range. This
plot was produced with the data provided by the NIST XCOM program [130].
state de-excites with a lifetime of 27 ns, much longer compared to the singlet lifetime.
This is because the direct radiative transition to the ground state is forbidden by se-
lection rules and the de-excitation is mediated by the mixing of the 3Σ+u with the 1Πu
state through spin-orbital coupling [133,134].
Since the VUV photon is emitted from an excimer and not directly from an exciton,
the LXe medium is transparent to the propagation of the scintillation light. This allows
for the construction of LXe chambers with large volumes surrounded by the active light
sensors, where eventual loss of light by absorption effects is negligible.
A reduction of the light output was observed, initially by Kubota et al. [135], when
an electric field was applied to the detection medium. This was interpreted as a strong
experimental evidence that part of the scintillation light comes from the recombination
of the electrons with the xenon ions. It is now a well-established fact that the xenon ions
form ionised dimers, Xe+2 , in one of the numerous collisions with the surrounding xenon
atoms, and the recombination occurs by forming an excimer which then produces a
VUV photon. The recombination-induced excimer formation occurs with the following
steps:
Xe+ +Xe→ Xe+2
Xe+2 + e− → Xe∗∗ +Xe
Xe∗∗ → Xe∗ + heat
Xe∗ +Xe→ Xe∗2
Xe∗2 → 2Xe+ hν .
(2.15)
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Figure 2.8.: Elastic and inelastic cross sections of neutron-LXe in the 10 keV - 10 MeV energy
range. This plot was produced with the data provided by the ENsDF archive [131].
It should be mentioned that even without the application of an external field there
is a fraction of ionisation electrons that thermalize with the medium relatively far from
the ionisation track, and thus do not contribute to scintillation within the time scales
of the prompt scintillation signal, produced by the direct excitation and the prompt
recombination [136]. In addition, when the ionisation density is very high as in the
case of nonrelativistic α particles or heavy ions, a reduction of scintillation light is ob-
served [137]. It is believed that for those particles the energy loss in elastic collisions
with xenon atoms (heat) is negligible, and thus the reduction (quenching) of the scin-
tillation yield occurs most likely in an additional process in the electronic de-excitation
chain. Since it was observed that the lifetime of the VUV emission did not depend on
the ionisation density (or better on the stopping power |dE/dx|), it was suggested that
the electronic quenching occurs prior to the formation of the excimers. The proposed
mechanism to explain this reduction of scintillation, the biexcitonic quenching, consists
of the non-radiative energy loss caused when two excitons interact [137]:
Xe∗ +Xe∗ → Xe+Xe+ + e− + heat . (2.16)
Hence, this mechanism predicts only one VUV photon from two initial excitons. As
the intensity of this process depends on the encountering probability of two excitons, it
is relevant only when the electronic excitation density is high enough. This is not the
case neither for neutron-induced (or WIMP) NRs nor for the γ- and β-induced ERs
in LXe, which are responsible for most of the background in LXe based dark matter
detectors. Therefore, within the rest of this chapter and in chapter 5, where low-energy
ERs calibrations of an R&D LXe chamber are studied, this mechanism will be neglected.
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Liquid xenon is not only an efficient low-threshold scintillator, but it is also featured
by an efficient e−-Xe+ production in response to the energy deposits. This is due to its
electronic energy structure, that similarly to that of semiconductor materials, is featured
by a valence and a conduction band separated by a large energy gap of 9.28 eV, that
makes LXe a strong insulator [138]. The average energy to produce an electron-ion pair
is 14.5 eV, about 50 % higher than the energy gap, which makes the LXe the liquefied
noble gas with the highest ionisation yield. Additionally, LXe features an electron
mobility µe > 100 cm2V−1s−1 that allows an efficient drift of charge. At relatively
large electric fields (Ed & 100 V/cm) the increase of the electron drift velocity is not
anymore proportional to the increase of the drift field, as also shown in section 5.5.3,
where the electron drift velocity as function of the electric field have been measured
with the Xurich II detector. For fields higher than ∼ 5 kV/cm several measurements
observed that the velocity flattens to a saturation value. Both the high electron mobility
and the behaviour of the drift velocity at high fields have been explained, earlier by
Shokley [139] and later extended by Cohen and Lekner [140], as being due to the
relatively long energy-dependent scattering length (mean free path), λ, of the electrons
in the conduction band with the LXe density fluctuations. The sub-linear increase of
the electron velocity at higher fields is understood as a decrease of the λ parameter
with the energy of electrons accelerated by the drift field (hot electrons) [141].
2.4.3 Electron recoil energy scale
As mentioned earlier, almost the entire energy deposited as ERs produces either direct
excitation or ionisation. The following recombination process encoded into the electron-
ion recombination probability, r, depends on the presence of an electric field and on its
magnitude. Since the scintillation photons are emitted by both the relaxation of the
initial xenon excitons and the recombined electrons, their number nph is given by:
nph = αex ·Nex + αi ·Ni , (2.17)
where Nex is the number of initial excitons, Ni the number of initial ions, and αex,i are,
respectively, the probabilities that an exciton or a recombined electron yield a scintilla-
tion photon. As already motivated, those two parameters can be assumed unitary for
the kind of interactions relevant to LXe-based detectors searching for WIMP signals.
Therefore the extracted charge is given by:
ne = (1− r)Ni . (2.18)
Since no electron quenching is assumed, it follows that nph + ne = Nex +Ni and thus









where in the last step the relation Wi = Ni/Er, which represents the mean energy per
ionised electron, has been used. Within this work the value W = (13.7± 0.2) eV, mea-
sured in [142] and consistent with previous and later measurements, is adopted. Since
the recombination probability r decreases with the increase of the electric field, the
complementarity of the light and charge outputs, produced by an ER with a specific
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energy, can be efficiently used to calibrate the light and charge signals in absolute units.
This will be shown in chapter 5, where an absolute calibration of the Xurich II LXe
chamber is performed by using the 83mKr de-excitation signals at 32 keV and at 41 keV.
Another important parameter that influences the recombination process, and thus the
calibration of the energy scales, is the exciton-to-ion ratio Nex/Ni. From theoretical
calculations based on absorption measurements and oscillator strengths in solid phase,
this ratio is predicted to be 0.06 and is energy-independent [143]. Direct measurements
aimed to determine this quantity are quite complicated, and there is not yet a general
agreement on its actual value and whether it is indeed energy independent [144]. How-
ever, although the knowledge of the initial partition between excitons is important for a
further understanding of the microphysics behind the recombination, it does not affect
the ER energy reconstruction. This is because the equation 2.19 can be rewritten in an
equivalent form with is independent from the Nex/Ni value:
E = W (nph + ne) , (2.20)
where the single nph,e quantities are recombination- and field-dependent, but not their
sum.
2.4.4 Nuclear recoils
Since recoiling nuclei interact with other atoms both elastically and inelastically, only
part of their initial energy is transferred directly into electronic excitations, while the
remainder is transferred into atomic motion. Although some of the secondary recoiling
nuclei might have enough energy to produce further electronic excitation, most of their
collisions occur with an energy transfer not sufficient to produce ionisation or direct
excitation. The amount of energy that is lost as atomic motion was calculated by
Lindhard for low-velocity ions (v < c/137) [145,146] in semiconductor detection media.
The Lindhard factor (or nuclear quenching) is defined as the fraction, L, of the total
energy of the recoiling nucleus that does not yield electronic excitation:
Enr =
W (nph + ne)
L . (2.21)
This is one of the motivations behind the development of a dedicated LXe time
projection chamber that will be detailed in chapter 5. The Lindhard model developed
to describe the energy loss leads to a complicated integral equation, which does not
have closed solutions. Therefore some approximations are necessary, and the nuclear
quenching parameter was parametrised as:
L ' kg()1+ kg() , (2.22)
where:
 = 11.5Z−7/3 EnrkeV ,
k = 0.133Z2/3A1/2,
g() = 30.15 + 0.70.6 + ,
(2.23)
and where Z and A are, respectively the atomic number and the mass number, of both
the recoiling nucleus and of atomic nuclei of the target medium. It was found that
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this choice of parameters provides an accurate description of the nuclear quenching
in semiconductors, specifically in germanium [147–149]. Recent measurements of low-
energy nuclear recoils find a good agreement with a Lindhard model where the constant
k = (0.1735± 0.0060) is determined by a fit to the data [150].
Since in general the nuclear quenching parameter is an energy-dependent parameter,
as also observed experimentally, the nuclear recoil energy is not a linear function of
the total quanta nph + ne, as in the case of the electronic recoils. Since this parameter
is fundamental to reconstruct the nuclear recoil energy scale, numerous experimental
efforts have been dedicated to the characterisation of the LXe response to low-energy
nuclear recoils.
Relative scintillation
For historical reasons and in order to compare experimental results obtained by single
channel channel LXe detectors with those obtained with dual channel LXe detectors,
the scintillation signal is commonly used to measure the energy of ERs and NRs. In
addition, precision measurements of the absolute scintillation yield are in general quite
complicated especially when the detector is sensitive only to light. Hence, for the nuclear
quenching the relative scintillation efficiency, Leff , has been defined as the ratio of the
zero-field scintillation yield of NRs to the zero-field scintillation yield of a standard

















where the subscripts “er” and “nr” indicate NR and ER related quantities, respectively;
the superscript (0) indicates zero field quantities, and the field-dependent factor Snr
is the analogue of Ser for nuclear recoils. It should be emphasised that the two field
quenching functions differ in that for nuclear recoil the ratio Nex/Ni ' 1, and for a
given initial number Ni the ionisation density is expected to be much higher compared
to electron recoils.
2.4.5 Discrimination
Different low-energy recoiling particles produce in liquid xenon different ionisation den-
sities along their tracks. In liquid xenon detectors, where both light and charge are
measured, this feature can be used to discriminate interaction events of different parti-
cles. In higher density tracks, as in the case of nuclear recoils or α particles, the drift
field is less efficient in drifting away the electrons from the most internal regions of the
track. This is because of charge shielding effects that also occur in dense plasmas. As
observed for the first time in [151], NRs showed a lower charge-to-light ratio compared
to γ-induced ERs as a consequence of a higher recombination probability or equivalently
a lower field quenching of the scintillation signal.
This is shown in figure 2.9 for the XENON100 detector (unpublished plot), where the
y axis represents a monotonic function of the charge-to-light ratio and the x axis the
light signal used in this case to reconstruct the ER energy scale. Two bands of events
can be distinguished in the data. The upper band (blue points) with higher charge to
light ratio is relative to ERs produced by the interactions of γ-rays with LXe, mainly
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Figure 2.9.: Flattened electron (blue) and nuclear (red) recoil bands as measured with the
XENON100 experiment. The ordinate is the logarithm of the charge-to light ratio as function
by the mean of the scintillation light signal, used in this case to reconstruct the equivalent nuclear
recoil energy. The flattening of the ER band is done by subtracting the energy-dependent mean
value of the log(S2/S1) quantity, where as explained in section 2.4.6 S2 is the signal that
measures the charge and S1 is the signal of the primary scintillation of LXe. The ERs events
are induced by the penetrating γ-rays of the 60Co and 228Th calibration sources, while the NR
are produced by neutrons from an AmBe calibration source. For completeness of information
the blue dashed and green dashed vertical lines are, respectively, the lower and the upper limits
of the benchmark WIMP search region. The region above the horizontal dotted green line is
the 99.75 % ER rejection region (used only for benchmarking), while the bottom green dotted
line represents the 97 % quantile of the NRs distribution. The dashed line at the bottom left of
the plot defines the hardware trigger threshold of the experiment. More details can be found
in [152]. Figure (not published) from the XENON collaboration.
by Compton scattering, which were emitted by 60Co and 228Th radioactive calibration
sources. The bottom band (red points) is relative to NRs induced by the interaction
of neutrons, from AmBe source, with LXe. As widely demonstrated [111, 152], in
liquid xenon TPCs operated in dual phase, the ERs discrimination efficiency can be
as high as 99.5%, while keeping a relatively high acceptance to NRs (' 50 %). Such a
discrimination efficiency allows therefore for a strong suppression of the ER background,
especially at low energies, which is fundamental for the detection sensitivities of WIMP
searching experiments.
2.4.6 Dual phase xenon time projection chambers
The technique that takes better advantage of the high scintillation and ionisation yields
featured by the liquid xenon is represented by dual-phase (liquid-gas) time-projection
chambers. This technique allows for the simultaneous detection of the light and charge
signals produced by a particle interaction in LXe, and offers several advantages com-
pared to other LXe techniques, that will be briefly reviewed along this section.
The working principle, sketched in figure 2.10, consists in reading the prompt scintil-
lation signal and the extracted charge with arrays of light detectors, usually photomul-
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(a) (b)
Figure 2.10.: (a) Working principle of a liquid xenon time projection chamber operated in
dual-phase (liquid-gas). The light sensors are arranged in two arrays, above the anode and
below the cathode. In small detectors for R&D studies it is possible that the only one light
sensor in the gas phase (top) and one in the liquid phase (bottom) are used. Figure from the
XENON collaboration.
(b) Light pattern on the top and bottom PMT arrays of an S2 signal measured in the XENON100
experiment. The localised pattern on the top array allows for the x-y position reconstruction of
the interaction vertex, that is indicated with a black spot. The same is not possible using the
light pattern in the bottom array PMTs as their illumination is more uniform and featureless.
Figure from [153].
tipliers sensitive to the xenon VUV light. The dual-phase TPC consists of a chamber
containing the liquid xenon target, usually surrounded at the sides by cylindrical VUV
reflecting wall. A metallic cathode mesh, biased at negative voltages, and gate mesh,
usually kept at ground potential, define the lower and the upper borders of the LXe
chamber. The electric field between these two electrodes will then extract and drift to-
ward the gate the charge produced by a particle interaction with LXe. Few mm above
the gate, in the gas phase, another electrode mesh, the anode, is biased at high positive
potential generating an electric field much higher (about an order of magnitude) than
the drift field between the gate and the cathode.
The gas-liquid separation surface falls between the anode and the gate, and because
of the discontinuity of the electric permeabilities across the separation surface, a discon-
tinuity in the electric field is produced. The charge drifted to the gate will be drifted
by the higher field above the gate up to the surface level, where it will be extracted
from the liquid phase and accelerated in the gas phase towards the anode electrode. For
sufficiently large electric fields a secondary proportional scintillation is produced by the
electrons drifting in the gas between the liquid surface and the anode (electrolumines-
cence light).
In the most common configurations, the light sensors view the chamber from above
the anode and from below the cathode, although other configurations have also been
employed. Hence, each interaction event is featured by a first prompt luminescence
signal, called S1 signal, followed in time by a second electroluminescence signal, called
S2 or charge signal. The drift time between the two signals allows for the reconstruction
of the z coordinate (the depth) of the interaction vertex (z coordinate). When the TPC
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is instrumented with an array of several PMTs in the gas phase, from the S2 signal
distribution pattern on the top array, the reconstruction of the x and y coordinates is
possible. This is because the S2 scintillation occurs few mm below optical window of the
PMTs, that makes the intensity pattern among the sensor array very localised. Among
several techniques for the reconstruction of the horizontal position the most promising
are based on the neural network algorithms [154] and support vector machines [153].
Both the techniques require prior training of the algorithms, which is usually performed
with Monte Carlo simulations of the electroluminescence light propagation from known
initial positions.
The ability of the 3D position reconstruction in a LXe time-projection chamber is
the feature that takes better advantage of the strong self-shielding properties of the
detection medium for background suppression purposes. As mentioned earlier, the β-
radiation and most of the γ-rays, with not too large energies, are expected to produce
ERs in the outer region of the LXe sensitive volume. Hence, the 3D position reconstruc-
tion allows to reject in the dark matter analysis phase all the events outside a virtual
central volume (fiducal volume - FV), where the background rate is strongly suppressed.
Electron extraction
Since the dielectric constant is higher in the xenon liquid phase than in the gas phase,
the electrons in the vicinity of the liquid surface experience a repulsive virtual poten-
tial that does not allow their free passage to the gas phase. The repulsive potential,
shown in figure 2.11, is a sum of the three components: the energy of the electron in
the conduction band (−V0), the repulsive potential of a virtual charge placed in the
gas phase and the potential of a homogeneous electric field [155]. Electrons with a
momentum component normal to the surface which is high enough can overcome the
potential barrier and get captured by the field in the gas phase. This usually does
not happen for electrons in thermal equilibrium with the liquid phase, because of the
too low probability of having a momentum value sufficient to overcome the potential
barrier at the liquid-gas separation boundary. However, when the field in the liquid
phase increases the thermal equilibrium of the drifted electrons and the liquid phase
is broken, and the momentum distribution becomes strongly anisotropic toward the
liquid surface. This mechanism is commonly called “hot” electron emission as when the
electric field in the liquid phase is large enough (Ed & 1 kV/cm) the mean energy of
the electrons is much higher than the thermal energy of the equilibrium. It should be
noted that also at moderate fields (∼ 10 V/cm) is possible that some electrons in upper
energy tail of the thermal distribution can be emitted. This is usually referred as “cold”
emission. Measurements show that for electric fields in liquid phase above ∼ 5 kV/cm
(above ∼ 10 kV/cm) the emission electron extraction efficiency is almost 100 % and no
increase of S2 signal size is observed at higher fields [155,156].
S2 signal formation
The electron extracted from the liquid phase and accelerated in the gas phase produce
light by the electroluminescence mechanism. Compared to direct charge measurements
by means of capacitor coupled preamplifiers, the secondary has the strong advantage
that an order of 102 VUV photons can be produced for a single extracted electron. As
shown in [157] this strong amplification allows to observe signals from single extracted
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(a) (b)
Figure 2.11.: (a) Emission process of electrons from the xenon liquid phase to the gas phase.
The Potential energy experienced by the electrons in the liquid phase is shown for different
electric fields. Figure taken from [126].
(b) Extraction efficiency as function of field. The efficiency is inferred by the size of the S2
signals from the photo-absorption peak relative to the 570 keV spectral line of the 207Bi. Figure
from [156].
electrons, hence absolute calibrations of the detector response to charge can be done
with high accuracy. An additional advantage of the secondary scintillation charge mea-
surement, compared to electronic means, consists in a very large signal to noise ratio
(SNR) already for single electrons signals. This mechanism of secondary scintillation
in the xenon gas is a well established and explained process [158]. The impact of fast
electron with the gas atoms excite with highest probability one of the 3P2, 3P1, 3P0 and
1P0 excited states of xenon. When the gas pressure is high enough as in double phase
detectors, the atomic collisions are frequent enough to form the Xe∗2 dimers before ra-
diative transitions, such as 3P1 →1 S0 and 1P1 →1 S0, occur. The emission spectrum
from the excimers in gas phase, was measured by Takahashi et al. [159], who observed
the emission peak at 171 nm with a FWHM of 12 nm. The slightly higher energy with
respect to the same emissions in liquid phase was explained by a downward energy shift
of the excimers level in the liquid phase.
The number of emitted photons in the electroluminescence mechanism is dependent
on the the reduced field Eg/ng, where Eg and ng are the electric field and the xenon
gas density, and it is proportional to the electrons drift length in gas. Empirically it is









where α and β parameters are parameters which depend on the gas and are empirically
found from model matching [160,161].

3
R A D I OA S S AY O F T H E X E N O N 1 T D E T E C T O R M AT E R I A L S
In this chapter I will present the radioassay campaign of the XENON1T detector con-
struction components, with particular emphasis on the results obtained by the γ-ray
spectrometry technique. In section 3.2 I will briefly review the main background sources
from materials (radiogenic), that are one of the primary concerns for the realization of
any low-background experiment and in particular those for direct DM searches. In
section 3.3 I will show and discuss the performance and the data analysis for the Gator
γ-ray spectrometer, with is a screening facility entirely dedicated to the radioassay
campaigns of the XENONDM searching program. The results of the most important
components of the XENON1T experiment are presented and discussed in section 3.4
and subsections. In section 3.5 I will review the development of the new PMTs for the
XENON1T detector, with improved radio-purity with respect to the photosensors used
in the detectors of the previous generation. Finally the predictions of the ER and NR
radiogenic background for the XENON1T detector are briefly reviewed in section 3.6.
3.1 the xenon1t experiment
The XENON dark matter project searches for signals from the scattering of WIMPs off
xenon nuclei using LXe based on dual phase (liquid-gas) time projection chambers. The
XENON1T experiment, the third phase of the XENON dark matter search program, is
being operated at the Gran Sasso National Laboratories (LNGS) under at average rock
depth of ∼ 1400 m that provides the shielding from the cosmic radiation (equivalent to
∼ 3600 m of water depth). With ∼ 3200 kg of ultra pure LXe the XENON1T detector,
is the first tonne scale dual phase (liquid-gas) xenon TPC realised to date. The TPC is
filled with 2200 kg of LXe, for a target mass of 1 t, enclosed in a 1 m long, and 1 m wide
cylinder. The LXe chamber is instrumented with 248 total 3 inch Hamamatsu R11410-
21 PMTs with high quantum efficiency to VUV light (∼ 36% on average) [162], placed
in two arrays, as shown in figure 3.1. The bottom PMT array is directly immersed in
LXe and consists of 121 in a compact hexagonal structure, in order to maximise the
light collection efficiency.
The top PMT array consists of 127 units, arranged in concentric rings in order to
improve the accuracy of the position reconstruction. In order to improve the light
collection efficiency to the primary scintillation signal (S1) the enclosure of the LXe
chamber is made out of 24 interlocking PFTE panels, featured a reflectivity to VUV
light higher than 90 %. The interlocking structure of PTFE panels is sustained from
the outside region by PTFE pillars. Additional PTFE and copper disks provide the
support for the two PMT arrays. The electrodes generating the electric field consist of
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Figure 3.1.: (Left) Technical rendered drawing of the XENON1T TPC inside the double wall
cryostat. (Right) Exploded view of the XENON1T internal components subgroups. Figures
from [163].
stainless steel meshes or in the case of the cathode wires stretched onto stainless steel
rings.
The grounded gate mesh, slightly below the LXe level, and the anode mesh is 5 mm
above the gate, in the gas phase, define the proportional scintillation region. Both
the meshes consist of 0.2 mm thick stainless steel hexagonal etched meshes. Above the
anode and below the cathode other two grounded 0.2 mm thick stainless steel hexagonal
etched meshes, screen the PMTs optical windows from the strong electric field generated
by high voltage biased electrodes. All the 5 electrodes have been realized with an high
geometrical transparency: 96 % for the cathode, 93 % for the anode and gate meshes
and 94.5 % for the two screening meshes.
The cylindrical structure is surrounded by 74 copper field shaping rings that provide
the necessary uniformity to the drift field inside the LXe chamber. Two chains of 75
resistors provide the electrical connection from the cathode and the anode to the field
shaping rings, where the resistance values are chosen based on the optimal voltage value
of each ring, determined on the base of electric field simulations.
A stainless steel bell partially immersed in the LXe provides the support to the
top PMT array and to rest of the field cage, and allows the adjustment of the liquid
level between the gate and the anode meshes. The liquid level adjustment is done
by regulating the overpressure of the xenon gas inside the bell, where the xenon is
reinjected after its chemical purification cycle.
The entire TPC is enclose in an internal stainless steel vessel, which is enclosed inside
a second stainless steel vessel. The two vessels define the cryostat and are separated by
a vacuum jacket, which provides the proper thermal insulation from the outer environ-
ment. also thermally insulated by the same vacuum beween The top of the inner vessel
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consists in a dome that provides the connection to the pipes, used to transport all the
necessary cabling to the instrumentation of the TPC, and to
The cryostat is immersed in a ∼ 10 m high ∼ 10 m wide water tank which provides
the necessary shielding of the experiment to the external γ radiation and neutron ra-
diation. In addition the water tank is instrumented as Cherenkov muon veto with
84 8 inch Hamamatsu R5912 phototube, and provides an efficient suppression of the
muon-induced neutron background [164].
All the cabling for the internal instrumentation is transported from the facility build-
ing, next to the water tank, to the TPC through a stainless steel pipe connected to
internal cryostat dome. Other pipes also connected to the same dome are used for the
xenon recirculation through the hot metal (zirconium) getters, located in the facility
building, and allow for the transportation of the liquid xenon, which is condensed by
a cryocooler system, also located in the facility building. All the service pipes are
enclosed in a larger pipe connected to the dome of the external cryostat. The same
vacuum between the cryostat vessels provides also the thermal insulation between the
service pipes an the eternal pipe.
The XENON1T experiment has been designed in order to probe the SI WIMP-
nucleon cross section at the unprecedented level of ∼ 2× 10−47 cm2 at WIMP mass
of ∼ 50 GeV/c2 with an exposure of ∼ 2 ton y. In order to reach this detection sen-
sitivity, the background rate < 0.5 events/y in the 1 ton FV and in the recoil energy
range relevant for WIMP searches. Such low background levels require radioactive
contaminations of materials at the sub mBq/kg level, which motivates the intensive
radioassay campaign for the screening and selection of the materials for the XENON1T
components.
3.2 types of background in xenon1t experiment
The relevant background, that might be a concerning for the detection sensitivity of a
LXe particle detector for rare event searches, such as XENON1T, comes in two well-
distinguished NR and ER interaction produced by neutron and γ radiation.
The ER single scatters are produced mainly by the γ-rays and β-rays , that are
emitted in the decays of unstable nuclides which contaminate the materials (radiogenic
sources) and from the unstable isotopes dissolved in the LXe (intrinsic sources). The
energies of the γ-rays emitted by the radionuclides span over three orders of magnitude,
from some keV to a few MeV. Within such a wide energy spectrum there are several
interaction mechanisms between the γ radiation and the LXe that can lead to ER back-
ground. For a LXe detector like XENON1T, where the most concerning background
events are those that produce a single interaction inside the internal FV,γ-rays with
energies of Eγ & 1 MeV might pose a serious problem to the detection sensitivity. This
is due to their relatively long mean free path in LXe of & 6 cm, as shown in figure 2.7,
allowing them into the most internal volume with a significant probability. In addition
the cross section at those energies is dominated by the Compton mechanism, which pro-
duces a continuous ER background spectrum that extends down to the WIMP search
energy region. In contrast γ-rays with energy Eγ . 200 keV are mostly absorbed by the
LXe within a few mm, which provides a strong self-shielding against radiogenic γ-rays.
The typical spectra of the β radiation extend up to the Qv of the nuclear decay,
that for the most common β-emitters present in nature does not exceed 10 MeV. The
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electron stopping power for β particles in LXe in the 10 keV−10 MeV energy range
is shown in figure 2.5. The corresponding electron ranges are of 10µm and of at
most ∼ 1 mm for electrons with initial energies of 100 keV and 1 MeV, respectively.
Furthermore, the fraction of electron energy losses expected from the radiative processes
(bremsstrahlung) is largely subdominant compared to the energy losses due to Coulomb
collisions. Hence the β emissions in the detector materials do not constitute a concerning
for the XENON1T background. However, when a β-emitter contaminates the LXe, the
low-energy tail of the induced ER background spectrum might pose a serious limit to
the detection sensitivity of the experiment.
The ER background is also produced by the interactions of residual HE muons (mini-
mum ionization particles - MIP), which survived the rock shielding of the UG laboratory,
with the Xe atomic electron. However, this kind of radiation is expected to release in
the matter ∼ 2 MeV cm2 g−1, corresponding to ∼ 450 keV mm−1 in LXe, which is several
orders of magnitude higher than the typical WIMP search energy region. Hence also
the direct muon-LXe interaction can be neglected in the account of the XENON1T ER
background.
In XENON1T experiment the background from NRs is the major threat, as the signal
produced from these kind of interactions can mimic the signal of a WIMP-nucleus
scattering. This background is mainly produced by neutrons, which come from the self-
fission of heavy nuclei, the (α,n) reactions in the detector materials (radiogenic neutrons)
and from the nuclear interactions of the residual HE muons, from cosmic rays (CR),
with the nuclei of either the detector or the rock surrounding the experimental area.
Additionally, although in a dual-phase Xe TPC ERs can be discriminated with high
efficiency (> 99.5 %) with relatively high NR acceptance (& 50 %) [152, 165, 166], the
small fraction of ERs that statistically leak into the NR signal region must be accounted
in the background budget.
Hence in the XENON1T radioassay campaign, besides the identification of all the
radioactive contamination and the selection of the most radio-pure materials, a special
effort was put into the selection of the materials with the lowest neutron yields. The
construction materials were selected based on the background predictions from detailed
Monte Carlo simulations.
3.2.1 Background sources
The radioactive nuclides that can contaminate the materials can be divided in three
main categories according to their origin: primordial, cosmogenic and those produced
by human activities (anthropogenic).
The primordial radionuclides with life times > 109 y, such as the isotopes belonging
to the 238U, 235U and 232Th decay chains, and 40K, are present in nature in the
soil, in the rock, in the water and in the air with variable concentrations, hence most
materials are expected to be contaminated by them. However, for a given material
the concentration of primordials can be very different, as it depends on the original
contamination of the raw minerals and ores, and on the chemical processes occurring
during the manufacturing process.
Cosmogenic radioactive isotopes are the result of nuclear interactions of the HE pro-
tons and neutrons of the atmospheric CR with the atomic nuclei in the materials. The
most common long-lived radionuclides, relevant for the XENON1T experiment, are
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56− 60Co, 54Mn, 46Sc and 8Be. However, since these radio-nuclides are produced mainly
by spallation and fragmentation of the target stable nuclei, their presence and their
abundance strongly depends on the chemical composition of materials and on their
time exposure to the CR.
Long-lived anthropogenic radioisotopes are mainly produced in nuclear power plants
as wastes, in the nuclear-fuel reprocessing, in several accidents occurred in the last
40 y, and in the thousands of military tests performed in the last ∼ 50 y. Among many
radionuclides of interest for the XENON1T background, that are commonly found to
contaminate the materials are 137Cs, 108m, 110mAg. Their concentration is variable and
depends on the place of origin of the raw materials. The 85Kr is another very important
radionuclide, continuously released from nuclear power plants, which is found in the air.
Primordial decay chains
The radionuclides of the 238U , 235U and 232Th series, shown in figures 3.2 and 3.3, decay
by α and β emissions, frequently associated to one or more prompt γ emissions. All
the radiogenic neutrons are produced by the radionuclides belonging to these chains,
either by their self-fission or by the (α,n) reactions in materials. In particular the
latter mechanism is the dominant process for neutron emission in materials which are
composed of elements with low atomic numbers, while for the target nuclei with higher
atomic numbers the electrostatic potential barrier reduces the efficiency of the (α,n)
reaction, that becomes negligible for target nuclei with Z& 29 (copper) [167]. Both the
mechanisms produce neutrons with a continuous and featureless energy spectrum that
extends up to∼ 10 MeV. In figure 2.8 is shown that the typical cross-section as a function
of neutron energy in this range, for elastic and inelastic scattering with natural Xe is
∼ 5 barns, which in LXe correspond to mean free path of ∼ 15 cm. Therefore radiogenic
neutrons can easily penetrate and induce NR interactions in the most internal region of
the LXe target, hence this background source is one of the most serious threats for dark
matter detection. In addition, since the final states of the α and β decays of these series
are frequently excited nuclear states, the subsequent de-excitation is usually associated
with the emission of one or more γ-rays in cascade.
When the radionuclides of the same chain are in secular equilibrium, these all share
the same activity of the progenitor of the chain. However, because of the different
chemical properties of the elements belonging to the chain, the equilibrium is often
broken in raw samples mined on the earth surface, while this is not the case for samples
coming from the depths of the Earth crust. In addition, the chemical processes that
occur during the manufacture of a specific material can induce an accumulation or a
depletion of some specific radionuclides of a chain, and hence induce a disequilibrium.
However, when a disequilibrium between two radionuclides happens, it is exponentially
suppressed with the time t and depends only on the lifetime of the daughter isotope τd:
∆A(t) = ∆A0 · e−(t−t0)/τd , (3.1)
where A0 is the activity difference at the time t0. Therefore disequilibrium in a decay
chain is usually observed in correspondence of long-lived radionuclides.
Different parts of the same decay chain might produce neutrons with different yields
and with different energy spectra, that in turn might lead to different background
estimations than if the equilibrium was assumed. As for neutrons, also the spectrum and












β BR=100%    Q=3.7MeV
β BR=100%    Q=4.1MeV
α BR=100%    Q=4.8MeV
α BR=100%    Q=4.9MeV
α BR=100%    Q=5.6MeV
214Pb
T1/2=26.8 m
α BR=100%    Q=6.1MeV
β BR=100%    Q=2.8MeV
β BR=100%    Q=5.6MeV
α BR=100%    Q=7.8MeV
β BR=100%    Q=3.8MeV
β BR=100%    Q=5.0MeV


























γ BR=5%   E=2204keV
Figure 3.2.: Decay chain scheme of the 238U.
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Figure 3.3.: Decay chain scheme of the 232Th.
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the total intensity of the γ background can be very different when a disequilibrium in the
decay chain is considered. For these reasons the XENON1T radioassay campaign was
carried on utilising different screening techniques, in order to understand whether the
primordial chains that contaminate a specific sample are in equilibrium or not. Hence,
all the screening results reported in section 3.4 and in the tables of the appendix A are
given for the sub-chains.
The 238U isotope decays by α emission to 234Th with a half-life of ∼ 4.5× 109 y,
and with a branching ratio (BR) of ∼ 6 · 10−7 the decay happens by spontaneous
fission, associated with the emission of one or more neutrons. The uranium abundance
in the earth crust is ∼ 2.5× 10−6 g/g, although in some specific places uranium ores
can contain concentrations higher that 1 % in mass [168, 169]. Almost all the natural
uranium is 238U , while only a fracton of ∼ 0.72 % is constituted by 235U [170, 171].
The 235U isotope also decays by α emission with a half-life of 7× 108 y, and with a
branching ratio of ∼ 7 · 10−11 by spontaneous fission.
The disequilibrium of the 238U chain is usually observed in correspondence of the
long-lived 226Ra (T1/2 = 1.6× 103 y) and of the 210Pb (T1/2 = 22.2 y) radionuclides.
Technically the breaking of the secular equilibrium might also occur in correspondence
of 230Th (T1/2 = 7.5× 105 y), however the chemical properties of all the heavy metals
in actinides group are very similar and thus the first radionuclide that might be signif-
icantly out of equilibrium is 226Ra . The upper 238U chain is featured by the largest
neutron yield from spontaneous fission, mostly due to 238U . The only relevant γ emis-
sions are the spectral lines from 234Th at 96.4 keV and 92.8 keV, both with a branching
ratio of 2.1 %, and a very weak spectral line at 1.0 MeV from the decay of 234mPa with
a branching ratio of 0.8 %. Hence, the γ background from the 238U −230Th sub-chain
can be usually neglected for LXe detectors.
Radium is featured by a strong chemical reactivity (standard redox potential '
−2.92 V), and despite it is the heaviest element in the alkaline-earth group it is the
most volatile. As all the elements of the second group, radium has a relatively high re-
activity to oxidation and is efficiently dissolved as Ra2+ in water. Due to this property
it can be efficiently transported away from the ores, which might be the most natural
process that can produce the breaking of the secular equilibrium by 226Ra depletion.
Among the 33 known radium isotopes 226Ra is the longest lived one, and therefore
almost all the natural radium consists of it. In the rock it is found with the same
concentration of 238U, however, because of the higher water solubility it can also be
found in water at concentrations of ∼ 10−13 g/g [168,169].
The neutron emission by the 226Ra −214Po sub-chain is generated from (α,n) reac-
tions, while spontaneous fission happens only in 226Ra with a branching ratio too small
for any significant contribution to the neutron flux [168]. As studied in [154, 167], for
materials consisting of light and medium elements (Z . 30), the contamination from
226Ra might be among the most important neutron sources. In addition, as shown in
the diagram of figure 3.2, the 226Ra sub-chain contains two strong short-lived γ emitters,
214Pb (T1/2 = 26.8 m) and 214Bi (T1/2 = 26.8 m), which can give a significant con-
tribution to the low-energy ER background. The 214Pb isotope decays by β emission
to 214Bi, usually followed by prominent γ emissions at 242 keV (BR = 7 %), 295 keV
(BR = 18 %) and 352 keV (BR = 36 %). The 214Bi radionuclide decays primarily by β-
emission to 214Po, followed by prominent γ emissions at 609 keV (BR = 45 %), 1120 keV
(BR = 15 %), 1764 keV (BR = 15 %), and 2204 keV (BR = 5 %). This γ radiation
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can significantly penetrate into the most internal regions of the active volume, where
low-energy ERs, produced by Compton scattering interactions with LXe, can constitute
background contribution for the XENON1T experiment.
The 210Pb nuclide usually accumulates on lead and plates out the surfaces of materials
exposed to the environment radioactivity. In particular, since lead is the most efficient
shielding material to γ radiation, it is widely used in low-background experiments and
facilities. This radionuclide decays to 210Bi by the emission of an electron with a
maximum energy of 63.5 keV, and in only 4% of the cases a 46.5 keV γ-ray follows the
β emission. This radiation hardly escapes from the materials’ bulk, and in LXe both
the radiations are entirely absorbed within a fraction of mm. However, the α decays
of the 210Po can be an additional source of radiogenic neutrons, especially when the
contaminated material is composed of light elements. Hence, all the materials closer to
the active volume were also screened for their content in 210Pb.
The 232Th isotope decays by α emission to 228Ra with a half-life of 1.4 × 1010y,
without any γ emission relevant for the background of a LXe detector. This radionuclide
decays by spontaneous fission with a branching ratio of ∼ 10−11, several orders of
magnitude lower in comparison to 235,238U. In the 232Th chain the equilibrium breaking
happens usually in correspondence of the 228Ra (T1/2 = 5.8 y) and of the 228Th
(T1/2 = 1.9 y). Thorium is found in the environment, mainly in the rocks and silicates,
at an average concentration of ∼ 8 · 10−6 g/g, about 3 times higher than that of 238U,
which reflects the longer lifetime of 232Th. Both the 228Ra and the 228Th sub-chains
are featured by strong γ emitters. In the 228Ra sub-chain 228Ac (T1/2 = 6.2 h) is
the most relevant γ emitter with prominent spectral lines at 338 keV (BR = 11 %),
911 keV (BR = 26 %), and 969 keV (BR = 16 %). The strongest γ emitters in the 228Th
sub-chains are 212Pb (T1/2 = 10.6 h) and 208Tl (T1/2 = 3 m). The first radionuclide
decays to 212Bi (T1/2 = 61 m) by β emission, that with a BR = 44 % is associated to a
γ emission at 238 keV. The 208Tl β decay to the stable 208Pb is followed by prominent
γ emissions at 511 keV (BR = 23 %), 583 keV (BR = 85 %), 861 keV (BR = 13 %),
and at 2615 keV (BR = 99.8 %). As can be understod from the plot of figure 2.7, the
predominant interaction of the γ-emissions from the upper and lower 232Th sub-chains
with the xenon atoms is by Compton scattering. Hence, although the energies of all
these γ lines are well above the typical energies expected from a WIMP signal, the lower
tail of the energy continuum produced by the Compton mechanism overlaps with the
WIMP search region.
Radon
Within the 226Ra and 228Th series an important role is played by 222Rn (T1/2 = 3.82 d)
and 220Rn (T1/2 = 56 s), which are produced by the α decays of 226Ra and 224Ra
(T1/2 = 3.63 d), respectively. Since radon is a chemically inert gas with no stable iso-
topes, its ability to diffuse in the environment, through the soil, the rock cracks, and
water makes it the main cause of the natural radioactivity. The 222Rn natural concen-
tration in air ranges from some tens of Bq/m3 on the earth surface to some hundred
of Bq/m3 in closed underground environments such as in caves, mines or also in the
buildings basements when the concrete and the other building materials have large con-
centrations of radium. The contribution of 220Rn to the natural radioactivity is usually
negligible because of the relatively short half-life of this isotope, although it strongly de-
pends on the level of 228Th contamination of a specific place. The 222Rn environmental
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level at the LNGS underground laboratory is Bq/m3 in the hall B (the XENON1T loca-
tion), where an efficient ventilation system provides external fresh air with lower 222Rn
contamination, and ∼ 370 Bq/m3 in correspondence of the XENON100 experiment lo-
cation, where the ventilation system is less efficient. In XENON1T the background
from environmental radon is efficiently shielded to negligible levels by the water tank.
However, radon can still diffuse through any leak of the gas system that would lead
to intrinsic contamination of the xenon and thus might be a potentially strong source
of intrinsic ER background. Hence, the sealing of the cryostats and of the gas system
components was carefully tested using the Ne gas to < 5× 10−9 mbar l/s. Despite all
the efforts taken to prevent the radon induced background, both the isotopes are con-
tinuously emanated into the xenon by the internal components of the detector, of the
gas recirculation and purification systems. This is due to the 224,226Ra disintegrations
that take place either on the surface of a detector component in contact with the xenon
or a few µm deep in the bulk. Because of the relatively high initial kinetic energy of
the 220,222Rn nuclei, soon after the α decay of the radium nuclides, at ∼ 5.7 MeV and
∼ 4.8 MeV, respectively, the two radon nuclei have a significant chances to diffuse out
of the material surface into the xenon. Besides the intrinsic 224,226Ra contamination of
the material, the rate of 222Rn emanation depends critically on the surface properties
such as the roughness, the microscopic structure of its porosity and on the applied chem-
ical and physical treatments of the surfaces prior to the installation, as was thoroughly
studied in [172]. Because of the 3.82 d half-life, even if emanated in remote places
of the detector gas system, 222Rn would be able to diffuse almost uniformly into the
XENON1T sensitive volume, being thus a threat for the background. The same is not
true for the 220Rn that is expected to contribute to the background only if emanated
by the components in the proximity of the sensitive volume. Considering all the 222Rn
daughters down to 210Pb, the most concerning mechanism which can produce ERs in
the WIMP searching region is 214Pb β decay to the ground level of 214Bi , that happens
with a probability of ' 11 %. All the other β emissions to the excited states of 214Bi
are followed by prompt γ-rays (T1/2 < 1 ns) shifting the reconstructed energy of those
events by pile-up well above the WIMP search region. The main contribution to the
background of the 214Bi comes from the β emission to the ground level of 214Po, which
happens with a branching ratio of ' 19 %. However, as proved for the XENON100
experiment, the background from these events can be mitigated by the detection of
the α decays of 214Po, which has a relatively short half-life of 164µs (delayed coinci-
dence tagging) [173]. For the background from intrinsic 220Rn contamination, only the
low-energy tail of the 212Pb β emission to the 212Bi ground state (BR = 11 %) can
significantly contribute to the single site ER background in the WIMP search region.
As observed in the XENON100 experiment, the intrinsic 222Rn contamination of xenon
contributed 50 % of the total single ER background in the 225 live days scientific run
(2011 - 2012) [152]. Hence, the XENON1T radioassay campaign was performed with
an additional screening of materials for their radon emanation rate, for all the detector
components that are in contact with the xenon.
40K
Potassium is a light and very common element present in nature, in particular in organic
compounds. The 40K half-life is ∼ 1.2× 109 y and its natural aboundance is ∼ 1.2×
10−4. As shown in figure 3.4, it decays by β emission with a probability of∼ 89% directly

















Figure 3.4.: Details of the 40K radioactive decay and of the most important γ-emission. The
scheme has been made based on the values available at the NuDat 2.6 online database [174].
to the ground state of 40Ca (Qv = 1.31 MeV), and by orbital electron capture (ε decay
mode) to 40Ar (Qv = 1.50 MeV) with the remaining fraction. With a probability of
98 % the ε decay mode is followed by the prompt emission of a 1.46 MeV γ-ray, which
can produce low-energy ER background in the sensitive volume by Compton scattering.
Since potassium frequently is found in organic compounds and in human tissues, a
simple contact of the detector components with the human skin is sufficient to leave a
significant contamination 40K contamination on the surface. Also the oils and greases
used for machining of the components usually contain large 40K concentrations, and
thus can contaminate their surface. However, as the potassium is soluble in water it is
possible to remove it from the surfaces by an accurate rinsing with high-purity deionized
water, after a proper degreasing treatment is applied.
85Kr
Krypton is a noble gas that is found in air at concentrations of ∼ 10−6 mol/mol, about
an order of magnitude more abundant than xenon [169]. Its unstable isotopes 85Kr , a
product of the human activities linked to nuclear-fuel reprocessing and military nuclear
tests, decays with a half-life of 10.8 y by β emission. In the air this radionuclide is
found at specific activities of ∼ 1.14 Bq/m3, increasing with time, corresponding to a
fraction of ∼ 2× 10−11 of the natural krypton [175–177]. Since krypton is chemically
inert it can be uniformly diffused inside the detector, and thus dissolved in the target
volume, and cannot be removed or reduced by the commonly utilised purification sys-
tems based on the chemical adsorption of electronegative elements on the surface of
hot Zr getters. The natural krypton concentration in the purest xenon available on
the market (scientific grade xenon) ranges from ∼ 10−8 g/g to ∼ 10−6 g/g [g/g], corre-
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sponding to a 85Kr concentration in xenon several orders of magnitude higher than the
values required by the current generation of xenon-based dark matter detectors. With
a probability of ' 99.6 %, 85Kr decays to the 85Rb ground state, that constitutes a low-
energy background that cannot be effectively mitigated by event tagging techniques as
for the 222Rn background. So far the only efficient technique that allows a strong sup-
pression of the 85Kr is by cryogenic distillation of the xenon using the McCabe-Thiele
technique [178, 179], prior to the detector filling or in online recirculation mode. This
krypton distillation technique was already successfully applied in XENON100 prior
the 2009 commissioning run [165] where the level of Kr was suppressed ∼ 50 times,
from ' 7 ppb to ' 0.14 ppb [g/g] [180], thus reducing the 85Kr -induced background
to 2.35 mDRU (55% of the total) in the energy region below 100 keV. For the back-
ground requirements of XENON1T the concentration of natKr in xenon must be kept
below 5× 10−13 g/g in order to limit the background rate to 5.8µDRU in the 1 ton FV
and in the WIMP search energy region [181]. Hence, a custom-made xenon distillation
column was designed and tested to fulfill this separation requirements. Recents measure-
ments with the final setup, integrated as XENON1T sub-system, concentrations below
2.6× 10−14g/g of 85Kr in xenon have been achieved [182–184], which correspond to an
order of magnitude better than the original requirements.
3.3 materials screening with hp-ge γ -ray spectrometry
The γ-ray spectrometry with high-purity germanium (HP-Ge) counters has become a
standard and an essential technique for the radio-assay and selection of highly radio-
pure materials for low-background experiments. Due to the higher radiopurity and
superior energy resolution with respect to NaI and organic-based γ-counters, the HP-Ge
spectrometers are the most powerful detectors for the detection of the radio impurities
at very low concentrations.
The largest advantage in using HP-Ge detectors for the radioassay of materials con-
sists in being the only non-destructive technique able to detect a few ppb [g/g] of almost
all the common γ-emitters in the materials, thanks to the relatively high detection effi-
ciency for γ-rays over a spectrum that spans from few tens of keV to several MeV. These
features make the HP-Ge based γ-spectrometers sensitive to eventual disequilibrium in
the 238U and 232Th decay chains, which is fundamental for a proper prediction of the
experimental backgrounds. Since the neutron yield of the 238U and 232Th isotopes can
be orders of magnitude different with respect to the neutron yield due to their late
sub-chains (226Ra -214Po, 210Pb -206Pb, and 228Th -208Pb ), the sensitivity to secu-
lar equilibrium breakout provided by HP-Ge detectors is fundamental for an accurate
prediction of the XENON1T neutron background and for the choice of the components.
In γ-ray spectrometry the detection sensitivity to radio-impurities depends on the
background rate, the counting time, the sample mass, and on the material self-absorption
properties, that can significantly reduce the detection efficiency for γ-rays with energies
. 100 keV. Therefore, the drawback in using this technique for the radioassay at the
ppb level or below, is in the relatively long counting times (& 15 d), thus relatively large
sample masses (&kg) are usually required.
The XENON1T radioassay campaign was performed using the HP-Ge spectrometers
located at the LNGS underground laboratory, such as the 3 GeMPIs [185] and the
Gator [186] spectrometer, which are among the γ-counters with the lowest background
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levels in the world. These spectrometers where used in particular for the radioassay
of the most critical components of XENON1T, such as the materials for the cryostat
vessels and all the internal components including all the cabling, the PMTs, and the
electronic components. In particular, the possibility of using the 4 HP-Ge spectrometers
all located in the same underground laboratory, allowed us to measure some critical
samples with different counters. It was therefore possible to cross-check for eventual
systematics in the radioassay of the same materials, which might be related to a specific
detector or analysis method, without exposing the sample to CR and thus avoiding any
further cosmogenic activation.
In conjunction with HP-Ge spectrometry, the XENON1T radioassay campaign of
for materials selection included mas spectrometry (MS) techniques: the Inductively
Coupled Plasma MS (ICP-MS), performed at the LNGS chemistry facility [187], and
the Glow Discharge Mass Spectrometry (GD-MS), performed by the Evans Analytical
Group (EAG) [188]. These techniques have the advantage of being able to detect specific
radio-impurities using samples with a few grams of mass, and the entire measurement
process can be performed in a few hours. Hence, MS was employed when the samples
to be assayed had the mass too small to yield any reasonable sensitivity with the HP-
Ge spectrometers. In addition the MS techniques, ICP-MS in particular, frequently
resulted in higher detection sensitivity to the contamination from 238U and 232Th with
respect to the γ-counters, and thus several materials were additionally screened with
one of the two MS techniques. However, in order to measure the abundances of the
elements in the materials, the samples must be destroyed and thus MS was not usable
for all the components of XENON1T.
3.3.1 The Gator HP-Ge spectrometer
Gator is the UZH low-background HP-Ge detector operated at LNGS underground
laboratory since 2007 and is primarly dedicated to the screening campaigns of the
XENON experiments [186]. The detector consists of a 2.2 kg coaxial p-type HP-Ge
crystal in a vacuum cryostat. The crystal is operated at a temperature T∼ 80 K with
a cold finger immersed into a LN2 bath. The cryostat, the cold finger as well as the
crystal holder are made out of Oxygen Free High Conductivity (OFHC) copper, one
of the most radio-pure metals commonly employed in the innermost structural parts of
low-background detectors [185, 189]. The measurement cavity has internal dimensions
of 25× 25× 33 cm3, with a total volume of ∼ 19 liters, allowing the measurement of
large samples in order to improve the detection efficiency. The innermost layer of the
cavity shielding is made out of 5 cm of OFHC-Cu, which is surrounded by 20 cm of lead:
low activity lead in the innermost 5 cm layer (3 Bq/kg of 210Pb) and higher activity lead
for the most external layers (75 Bq/kg of 210Pb). The shield is enclosed by a lateral
metal structure and on the top by a glove-box used for the insertion and removal of the
samples. Both the metallic enclosure and the glove box are airtight in order to provide
a first protection from the Rn in the environment. In order to further suppress the
background from Rn, the measurement cavity, the glove box, and the lateral encasing
are kept at over pressure with respect to the external environment by a constant purging
with clean nitrogen gas from evaporation.
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Figure 3.5.: Spectra of the 228Th (blue) and of the 60Co (dark red) sources used for the
calibration of the Gator detector. For visualisation purposes in this panel the two spectra are
rebinned and normalised by their respective total counts (their area).
Energy calibrations
The energy scale calibration of the Gator HP-Ge was performed by the acquisition
of dedicated γ spectra with 228Th and 60Co radioactive sources, shown together in
figure 3.5. The first source was chosen as the several emitted spectral lines allow the
calibration over an energy region wide enough to detect the γ emissions of the most
common radio-impurities in materials. The selection of 60Co as auxiliary calibration
source was made since the continuum under its two γ-lines at 1173 keV and 1332 keV
is negligible. In the same energy region the ratio between the 228Th spectral lines
amplitude and the continuum is not high enough for an accurate extraction of the line
position and resolution from the fit.
For an accurate determination of the position and the width of a spectral line on the
uncalibrated energy scale, the shape of the peaks must be properly modelled, as well as
the continuous background underneath them. Many of the spectral lines used for the
calibration are shown in figure 3.6, where it is possible to observe some general features
that characterise their spectral shape:
– A dominant Gaussian component with the mean value µ, corresponding to the full
absorption peak position, and with the natural broadening σ. This broadening is
due to the statistical fluctuations of the electron-hole pair number, σN ∝
√
FEγ ,
generated by the absorption of a γ−ray with energy Eγ in a material with the Fano
factor F . As this is an intrinsic property of the detection medium, the resulting
broadening is irreducible. In addition, the noise introduced by the acquisition
electronics in the pre-amplification, in the shaping and digitisation of the original
charge signal contributes to the broadening of the observed line.
– A low-energy tail is present on almost every peak. Events which survived to
the spectroscopy amplifier (Ortec 672) capability of pile-up rejection and events
where the charge was not completely collected can be responsible for this effect.
Furthermore, if in the signal amplification and shaping stages an event is detected
before the output baseline of the shaper is restored to its zero level, the signal
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would result in a smaller amplitude signal, thus contributing to the tail. This
problem is the so called pole-zero cancellation [190].
– the background is discontinuous across the low and high energy sides of the peak.
This is an effect mainly due to the Compton scattering of the γ-rays with non-
sensitive materials before getting absorbed in the Ge crystal, resulting in a con-
tinuous spectrum on the low-energy side of the peak centre. Additionally, γ-rays
with energies Eγ ≥ 2mec2 can produce e−e+ pairs in the sensitive volume, which
might contribute to the background discontinuity below the peak. This happens
when only one of the 511 keV γ-rays produced by pair annihilation is entirely
absorbed in the active volume, while the second escapes without depositing its
entire energy.
Many analytical functions, tailored to model the features of the full absorption peaks
in a semiconductor detector, have been proposed in literature ( [191] and references
therein). From a comparison of the most popular fitting models, the function employed
in the HYPERMET [192] program was the model with the best reduced χ2 value [191].
Therefore this model was chosen, with a few minor modifications, for the fit of spectral
lines used to calibrate the Gator energy scale.
For the modelling of the low-energy tail, the argument of Phillips and Marlow has
been followed [192]: in an ideal detector (with σ = 0) the low-energy tail consists of
events subtracted from the main peak that can be modelled as an exponential function
with positive slope β at the left of the peak mean, µ, and an identical null function a
the right. The fitting model of the low energy tail T (x) is then finalised by applying




































where the variable x represent the energy in non-calibrated units (MCA channel), Θ is
the step function and erfc the complementary error function. As suggested in [193], in
this definition of T (x) the exponential term is not absorbed in the amplitude constant
in order to avoid poor fits when the parameter β . 2σ.
The background discontinuity across the peak centre is simply modelled by an ideal
step function, that is convolved with normalised Gaussian results in the function erfc(·)







The background under the peaks is usually modelled with a polynomial function. As
shown in figure 3.6, in the case of Gator a constant value B provides a satisfactory
background description.










+AS · S (x) +B , (3.4)
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where A is the Gaussian amplitude, aT and aS are the amplitudes of the low-energy tail
and of the step function, respectively, normalised to the Gaussian amplitude. Moreover
the amplitudes in this definition absorb all the eventual numerical multiplicative factors
of the three functions in the sum.
Some of the spectral lines used for the calibration of the Gator energy scale are
shown in top panel of figure 3.6, with their relative best fit curves using the maximum
likelihood estimator (MLE) of the 7 free parameters. The log-likelihood function is





[ni log(λi)− λi] , (3.5)
where the expected counts λi are computed by the integration of the fit function between
the channel edges, and thus are function of the free parameters. Since this minimisation
is highly non-linear, the fit is computed in two steps. The first step consists of a
preliminary search for the likelihood maximum by a custom-made algorithm based on
the Metropolis procedure for the generation of Monte Carlo Markov Chain (MCMC)
steps [194,195]. The maxima parameters values found with the MCMC routine are used
as initialisation parameters of the Minuit2 software [196], which provides the parameters
MLE and the covariance matrix. The residuals are computed for each MCA channel as
the difference between the data and the expected counts at the MLE λ∗i , and normalised
by the standard deviation of the expected counts,
√
λ∗i . The residuals are employed for
the determination of the goodness-of-fit (GOF), calculated by the use of the likelihood
ratio as described in [197]. The distributions of the residuals for the lines plotted in
figure 3.6 are featureless and usually contained within 3σ of the expected counts. The
only exception is represented by the 208Tl line at 2615 keV, that is featured by a residuals
distribution with an oscillating pattern instead of a featureless random distribution.
The observed features of the residual distributions are quantitatively reflected in the
degree of freedom (dof) corrected GOF test, that for the first 8 spectral lines results
in a χ2/dof < 100, while in the case of the 2.6 MeV line the agreement is much worse,
resulting in χ2/dof ' 210. Although the GOF test suggests a bad fit for the 2.6 MeV
spectral line of 208Tl in comparison to the other lines, the size of the relative errors for
the Gaussian mean and width, the only two parameters of interest of the line fit, are
10−6 and 10−3, respectively. The same relative errors are found also for the other lines
with a better GOF, which suggest a satisfactory estimation of the only two parameters
interesting for the calibration of the energy scale also for this line. In addition this
line is located at the far end of the energy range used for the detection of the most
common γ emitters, without any other prominent spectral line in the vicinity, and it
might provide a reliable calibration of the high-energy region. Hence, for an accurate
calibration of the entire energy region, this is the only line always employed even when
the GOF test is very unfavourable, as long as the relative errors on the Gaussian mean
and width are of the same order as for the other lines.
The interaction of a γ-ray with the target medium produces a number of electron-hole
pairs that is ideally proportional to the amount of deposited energy, and thus also the
position of the Gaussian mean in the MCA channel scale is ideally proportional to the
deposited energy. However, amplification, shaping, and digitisation of the charge signal
can introduce an offset of the baseline and some little non-linearity near the end of
the energy scale, that must be taken into account. Hence, the energy scale of Gator is
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(a) 208Tl - 277 keV
Channel





























(b) 212Pb - 300 keV
Channel




























(c) 208Tl - 583 keV
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(d) 212Bi - 727 keV
Channel































(e) 208Tl - 861 keV
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(f) 60Co - 1173 keV
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(g) 212Bi - 1621 keV
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(h) 212Bi - 1621 keV
Channel
































(i) 208Tl - 2615 keV
Figure 3.6.: Fits of the spectral lines employed for the calibration of the Gator energy scale.
At the bottom of each line the residuals normalized by the square root of the expected counts
in each channel are shown.
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Table 3.1.: Goodness of fit for the lines usually employed for the calibration of the energy scale
of the Gator spectrometer. The p-values are calculated according to [197] and corrected for the





239 212Pb 0.52 23
277 208Tl 0.14 31
300 212Pb 0.28 27
583 208Tl 0.88 55
727 212Bi 0.94 20
861 208Tl 0.55 57
1173 60Co 0.71 77
1332 60Co 0.50 88
1621 212Bi 0.29 70
2615 208Tl 0.0066 207
modelled with a second order polynomial, shown in figure 3.7, which provides a sufficient
correction for these non-ideal effects. The absolute energy residuals, plotted in the
bottom panel of figure 3.7, indicate that the expected error in the energy reconstruction
is < 5× 10−2 keV, with the exception of the two data points relative to the 60Co lines
that show a slightly worse agreement with the fit. The correction provided by the
second order term of the energy calibration contributes < 0.3 keV at the end of the
MCA scale, that corresponds to a part over ∼ 104 of the contribution of the linear term
over the entire dynamic range. The energy resolution as a function of energy is shown
in figure 3.8 with the absolute residuals shown in the bottom panel. The employed fit
function is an empirical correction to the ideal behaviour σE(E) ∝
√
E. A constant a0
is introduced to correct for eventual offsets that can be introduced by electronic and
quantisation (from the ADC) noises, and an empirical correction to the expected line
broadening:
σ(E) = a0 +
√
a1E + a2E2 . (3.6)
Gator background
The Gator’s gamma background, shown in Figure 3.9 together with the best back-
ground of a GeMPI spectrometer, has a count rate of ∼ 250 counts/day over the
50 keV - 2700 keV energy region. The low background level combined with the high
energy resolution (3.5× 10−3 at 100 keV and 10−3 at 1 MeV [186]) make possible to
reach the sub-mBq/kg sensitivity for samples with masses of some kg in a reasonable
counting time (∼ 10 - 20 days).
The presence of Rn in the cavity is inferred from the detection of the 352 keV line from
214Pb and of the 609 keV line from 214Bi in the background spectrum, with respective
counting rates of (3.4± 0.8) × 10−1 counts/d and (3.1± 0.6) × 10−1 counts/d. The
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MCA channel
























Figure 3.7.: Top panel: energy calibration of the Gator detector. The uncertainties of the lines
positions in the MCA scale are taken from the statistical errors of the fits of the center of the
Gaussian, while the uncertainties on the true energy of the lines are taken from the literature.
The fit of the points is performed with a second order polinomial. Bottom panel: absolute fit
residuals for the energy lines used for this calibration.
222Rn in the cavity is most likely transported by the purging nitrogen, which might
be contaminated already at the reservoir tank from it is taken. As the liquid nitrogen
(LN) tanks at the LNGS underground laboratory are refilled almost weekly, a part of
the transported 222Rn might come from original contamination of the LN, while another
might be originated by emanation (see section 3.2) from the walls of the resevoir and/or
from the internal surface of the long pipeline (> 100 m) that connets the reservoir to
the Gator facility. Additionally, 222Rn could also be emanated by the surfaces of the
components internal to the encasing and to the glove box, and can come from the outside
environment from some imperfection in the sealing of the facility. However, figure 3.10
shows a significative reduction of the integrated background when the purging flow
is reduced from 10 slpm to 5 slpm. Hence, it was concluded that most of the 222Rn
background should come from the nitrogen line, while the 222Rn produced from internal
emanation and from eventual leaks of the sealing system should be negligible in the
present setup. This motivated to plan an upgrade of the Gator facicility in order to
reduce the 222Rn contamination in nitrogen. At the moment of writing two solutions
have been identified two ways to achieve this improvement, both still under study of
feasibility. The first consists in replacing the evaporation nitrogen with a proper boil-off
nitrogen as for the case of the GeMPI detectors, that however might result in problems
due to the much longer distance to the boil-off tank of the Gator facility with respect to
the GeMPIs. The second option is based on the same principle used in chromatography
and consists in developing a cryogenic trap based on activated charcoals, where the
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Figure 3.8.: Top panel: calibration of the energy resolution of the Gator detector as function
of energy. The values are taken from the σ parameter of the peak fitting function 3.4. The fit
is performed with the function 3.6. Bottom panel: absolute residuals for the energy resolution
in correspondence to every spectral line employed in the calibration.
radon drift velocity is much lower than the nitrogen because of its higher probability
of adsorption on the charcoals internal sufaces. Because of the longer mean time of
222Rn inside the cold trap, the nitrogen exiting the will result cleaned as demonstrated
in [198–200].
The presence of 40K is inferred from the spectral line at 1461 keV with a detected
rate of (1.6± 0.4) counts/d in the background spectrum. As this contamination has
not been observed in the original work of Baudis et al. [186], the 40K was most likely
introduced into the cavity by a non recognised measured sample. As mentioned, the
potassium is highly soluble in water and its removal from the internal cavity walls would
be easy. However, this requires the opening of the facility in order to operate inside,
and will most likely be done during the next upgrade of the Gator detector.
As will be shown from the radioassay results of the materials screening, for the
materials radiopurity requirements of the XENON1T experiment both the backgrounds
do not compromise at any significant level the detection sensitivity to the radioactive
contamination. However, as both the background contribute by Compton scattering to
the background of the low-energy part of the Gator energy spectrum, a reduction of
this two sources might induce a significant improvement of the detection sensitivity to
isotopes that emitting only low energy γ-rays, such as 234Th and 235U .
3.3 materials screening with hp-ge γ -ray spectrometry 67
Figure 3.9.: The background spectra of the Gator detector acquired in early 2012 (blue) and
between 2013 and 2014 (red). The green histogram is the background spectrum of the GeMPI
detector [185], which is currently an HP-Ge detector with the lowest background in the world.
3.3.2 Analysis of the samples spectra
The intrinsic radioactivity of the samples is determined by the strength of the full ab-
sorption peak, corresponding to the most prominent spectral lines of the radio-isotopes
under investigation. For the analysis of the γ-spectrum of the screened samples a
C++ based software has been developed, able to operate in manual and automatic
modes. In the automatic mode the program computes the specific activities of the ra-
dioisotopes based on a database of their spectral lines. Usually this mode is used to
determine the contamination of the sample from the most common radioisotopes (e.g.
the primordials). After the automatic analysis is performed, the acquired spectrum
must be visually scanned in order to search for the presence of additional lines, which
may reveal the presence of radioactive isotopes not considered among those searched
in the automatic analysis mode. The identification of the new spectral lines is done by
using the available catalogs of gamma ray radiation. This process can be performed
only manually and depending on the case might be rather long. Once a new radioiso-
tope is identified, the analysis program can be run in manual mode, where the user
can implement the necessary information for the new spectral lines. The database is
saved in a binary ROOT file as a TTree object [201], where each row represents a line
and each column some of its properties such as the energy (from the literature), the
relative intensity (from the literature), the detection efficiency (from the simulations),
the resolution (from the calibrations), and the definition of the signal and the control
regions.
Counting method and model for the analysis
For each spectral line the signal region is defined as the energy interval ±3σ above and
below the centre x0 of a particular γ line, where σ is the resolution calculated from the
calibrations. Under the assumption that the counts relative to a γ line are normally
distributed around the central position, with a spread given by the resolution σ, the
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Figure 3.10.: Variation of the integrated rate after the change of the nitrogen purging flow in
the Gator measurement chamber. The rate has been calculated integrating the energy spectrum
from 25 keV to 2750 keV. The decrease of the background rate with the decrease of the purging
flow has been interpreted as the result of less 222Rn injected in the cavity by the nitrogen.
expected fraction of signal counts falling outside the signal region is ' 2.7× 10−3 and
thus it is neglected for the analysis of the radioactive contamination of the samples.
The expected number of counts λS which determine the strength of a spectral line of
a radioisotope with specific activity A in a sample of mass m is given by:
λS = (εI) ·A ·m · t , (3.7)
where ε and I are, respectively, the detection efficiency and the relative intensity of
a specific γ line, and t is the measurement time. The product εI is computed by
simulating the decay of the radioisotope using a C++ Monte Carlo code based on the
Geant4 [202] toolkit (revision 10.02.p02), where a detailed model of the detector and
the sample are implemented, and by counting the number of photo absorption of the
specific spectral line. The decays of the radioisotopes of interest are simulated using
the G4RadioactiveDecay class [203], where the relative intensities and directional cor-
relations of the γ-rays emitted in the decay are taken into account.
The background expected in the signal region consists of two contributions. The
first component, the continuum background, is always present and produced by the
γ-rays that loose only part of their energy in the sensitive volume and by those that
Compton scattered off the components of the detector before being absorbed by the
Ge crystal. The second component of background is given from the presence of the
same spectral line in the background of Gator (for example the 40K line), that would
contribute directly to the total counting rate in the signal region. This component will
be called with the jargon expression peaked background.
The contribution of the continuum background inside the signal region is modeled
with a first order polynomial and is estimated from the lower and upper control regions,
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defined as the 3σ energy intervals below and above the signal region, respectively. Hence,
the expected background counts in the signal region λB are inferred from the expected
background counts in the lower and upper control regions βL and βU, respectively:
λB = βL + βU . (3.8)
Depending on the radioisotopes that contaminate a sample it might happen that
one or both control regions of a spectral line overlap with the signal region of another
spectral line. In this case the overlapping control region cannot be employed as it would
lead to an overestimation of the background in the signal region. For such a situation
the lower (upper) control region of the line with the overlapping signal region is used
in place of the lower (upper) control region of the spectral line of interest. When the
original control region of a line is replaced by the respective control region of another line,
the estimation of the expected background counts must be corrected for the different













where xL,U are the centres of the lower and upper control regions, respectively. The
parameters wS,L,U are the widths of the signal region, the lower and the upper control
regions, respectively. Given the excellent energy resolution of the Gator spectrometer,
it must be noted that in the case when one or both the control regions of a line are
replaced with others, not overlapping with the signal region, the difference of their
widths is usually negligible (wL ' wU ' wS/2), although calculated starting from the
resolution σ relative to different but very close spectral lines.
When the analysis software is run in manual mode, because additional absorption
peaks are visually observed by the user, the algorithm controls whether there is any
overlap of the control regions of the new spectral lines with the signal regions of the
lines in the standard database used in the automatic analysis mode. If an overlapping
situation between one of the new visually observed lines and one of the spectral lines of
the standard database is determined, it is necessary to replace one control region of a
given line in the database with one of the control regions of the new line. In such case
analysis for the common isotopes must be run again using the updated control regions
for the lines that were overlapping, hence a new database file with updated control
regions is generated to perform again the automatic analysis of sample spectrum.
For the determination of the contribution of peaked background in a specific spectral
line, the contribution of the continuum to the peak in the background spectrum must be
subtracted from the signal region. The contribution of the continuum to the total counts
in the signal region of the background peak is inferred from the control regions by using
the same method as for the signal, described above (equations 3.8 and 3.9 depending on
the case). In order to determine whether a background line has an overlapping another
spectral line, only the detected lines during the background analysis are used.
When a peak in the signal region is detected on the background spectrum, its rate
rpb is added to the contribution of the background in the signal region of the specific
spectral line. In such case the total expected background in the signal region is modified
to:
λ′B = λB + b(rpb · t) , (3.10)
70 radioassay of the xenon1t detector materials
 MCA channel











Figure 3.11.: Example showing the method used to divide the spectrum around a spectral
line for the analysis of the Gator data. The blu dashed line corresponds to the ideal position
of the line. The two red lines around it define the signal region ±3σ wide, where σ is the
gasussian width of the line determined with the calibrations. The two green lines above and
below the signal region define the upper and lower signal region, respectively, that are σ wide
each. The counts observed in these two control regions are used to infer the count rate, due
to the continuos background (Compton scattering), inside the signal region. The widths of the
signal and of the control regions can be costomised by the user using external configuration files.
where t is the measurement time of the sample and b represents the attenuation of the
background rate of the specific spectral line, which depends on the shielding power of the
sample introduced in the cavity, and on the background source position. When required
by precision measurements, the attenuation coefficient can be estimated comparing the
detection efficiency computed with Monte Carlo simulations of the radioisotope decays,
performed with and without the sample inside the measurement cavity. However this
procedure is applicable only when the position of the background source is known with
enough accuracy, condition that is rarely met.
Depending on the required precision for a given measurement three different infer-
ence methods are used, and are detailed in the following. The first method, already
used for the characterisation of Gator [186], is the method with the lowest computa-
tional requirements. In this method every spectral line belonging to the same isotope is
analyzed independently from the other lines. The total counts in the signal region CT
of a line are compared with the detection limit Ld at 95 % confidence, defined in [204] as:
Ld = 2.86+ 4.78
√
1.86+CB , (3.11)
where CB are the total estimated counts in the signal region calculated by the 3.9 or
3.10, by replacing βL,U with the actual counts BL,U in the lower and upper control re-
gions, respectively. A detection is determined when the difference Cn = CT−CB > Ld,
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and the specific activity is calculated as:
A =
Cn
(εI) ·m · t . (3.12)
When the specific line is not the detected, an upper limit is reported by replacing Cn
with Ld in the 3.12.
Finally, the total activity of an isotope is determined as the weighted mean of the spe-
cific activity of the detected spectral lines. In the case that no one of the spectral lines
of a radioisotope are detected, the reported upper limit is given by the lowest of the
upper limits from each analysed line. Furthermore, equation 3.11 can be used to study
the detection sensitivity corresponding to a specific spectral line as a function of time
by replacing the counts CB, taken from the background spectrum, with the expected





(εI) ·m · t , (3.13)
where tb is the acquisition time of the background spectrum. This method provides an
efficient way for the analysis of the radioactive contamination of the samples, however
it does not take advantage of using all the spectral lines in the spectrum and thus
does not provide all the possible detection sensitivity that an ultra-low background
spectrometer can provide. This is primarily due to the fact that for each radioisotope
of interest the analysis is independently performed on each spectral line, combining
the results only at the end. In addition this method replaces the expected counts,
represented by the unknown parameters λ, with the observed counts, which are Pois-
son distributed random variables. When the Poisson intensities relative to signal and
control regions are very small (i.e. ≤ 10), the observed counts are subject to strong
relative fluctuations, and thus a direct substitution might lead to large deviations from
the correct inferences. This sometimes happens in the analysis of the spectral lines
above 500 keV, e.g. when the cumulated observed counts in the two control regions
are 0-1 while 4-5 counts fall in the signal region. In cases similar to this one there is a
significant probability that an under-fluctuation occurred in the background, and thus
the direct substitution might lead either to a false positive or, if the signal is present,
to a significant overestimation of its intensity. On the other hand, in a situation when
a strong under-fluctuation of the signal region counts occurs and the counts observed
in the control regions are significantly higher, this procedure leads to set upper lim-
its without employing the information contained in the signal region. For a material
screening campaign these occurrences would not represent a big issue as in both cases
the radioassay provides a conservative result. However, it should be pointed out that
a large part of the information present in the spectrum is not efficiently exploited, and
thus not the entire detection potentialities of a very low background spectrometer are
used. For this reasons a likelihood and a Bayesian approaches, based on proper statis-
tical models and able to take into account correlations between different spectral lines,
have been developed. For both methods the data is modelled with the same likelihood,
which represents the central object to perform the inference on the specific activity A
of a radioisotope of interest. The model likelihood is decomposed in the product of the
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where the index k runs over all considered spectral lines. The data relative to each
line k is modelled by the product of Poisson distributions for the signal and the control
regions represented by the functions P (C|µ) = (µ)C e−µ/C !:
Lk = P (CTk |λSk + λBk) · P (BLk |βLk) · P (BUk |βUk) . (3.15)
For the expected background rate in the signal region of the line k either of the
equations 3.8 or 3.9 is considered depending on the specific case. In case the isotope
of interest is also detected in the background, the λBk in the 3.15 is replaced with the
definition in equation 3.10, and the Poisson terms for the control regions of the spectral
line in the background spectrum are introduced:











where the β′U,Lk and B
′
U,Lk are the expected and actual counts in the two control regions
of the line k in the background spectrum, respectively.
3.4 material screening results
3.4.1 Cryostat materials and radioassay of the metal samples
Among the components of the XENON1T detector the cryostat was one of the most
critical. Its geometrical dimensions, in particular the dimensions of the internal vessel,
were determined primarily by the amount of LXe target to be used and thus by the
dimension of the TPC. Given the total LXe mass of ∼ 3 tonnes the internal and external
shells composing the cryostat had to be designed in order to be able to bear the total
weight. In particular for the internal shell an additional requirement was being able to
withstand the absolute pressure of the xenon during the operations (∼ 2.3 Pa).
Since the water bath where the cryostat is immersed constitutes, from a thermody-
namic point of view, a relatively large heat source to be compensated by the refrigeration
and xenon liquefaction system (few 100 W at LXe temperature), the choice of materials
was additionally constrained by the thermal insulation requirements. This is particu-
larly critical for the situations when either the cooling system or the insulation vacuum
fail, and the thermal insulation of the system should allow for the emergency operations
in a condition where the pressure inside the inner vessel does not rise too fast, in order
to prevent any damage to the PMTs.
Along with the constraints imposed by the mechanical and thermal requirements, the
background impact of the radioactive contamination of the materials based on their total
mass had to be evaluated. The materials that have been identified for the construction
of the cryostat were the oxygen free (OF) copper, stainless steel and the titanium. Their
physical properties, the amount required to fulfill the mechanical constraints, and the
estimated neutron flux on the basis of the known contamination values for each material
are reported in Table 3.2. For the estimation of the neutron emission rates the neutron
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yields used for the three materials were obtained with the SOURCES-4A code [205], al-
ready used for the XENON100 experiment [154,167]. The contamination of the copper,
the stainless steel and the three titanium grades are reported in table A.1, A.3 and A.5,
respectively. For conservative background predictions, the preliminary estimations of
the neutron emission rate from the cryostat was perfomed considering the upper limits
of the radio-assayed materials as actual measurements.
Oxygen-free electrolytic copper (OFE-Cu) and oxygen-free high conductivity copper
(OFHC-Cu) were considered as possible materials for the cryostat, because of the high
level of radio-purity that these materials feature. In table A.1 most of the reported
radioactive contamination is not detectable neither with γ-ray spectrometry nor with
ICP-MS techniques. This is true in particular for the contamination from the U or Th
decay chains, which are . 10−12 g/g. Given the relatively low value of the ultimate sus-
tainable strain and the high thermal conductivity, the mechanical constrains could be
fulfilled only using rather thick and massive cryostat vessels, while the thermal require-
ments would have been hardly matched. In spite of the radio-purity of the OF-Cu, the
large mass estimated for a copper cryostat would potentially lead to a neutron emission
rate about an order of magnitude higher than from a stainless steel or a titanium vessel.
Stainless steel and titanium have very similar mechanical and thermal properties lead-
ing to similar cryostat masses, and thus both were eligible as construction materials of
the XENON1T cryostat. Based on the conservative preliminary estimation of the neu-
tron rate, the stainless steel was selected for the cryostat, although the contamination
from γ emitters in stainless steel is much higher than in titanium.
Although, the copper was not suitable for the cryostat construction, most of the
screened samples have been employed for the construction of many TPC components,
such as the field shaping rings, the support structures of the top and bottom PMT
arrays, and some other minor components. The exposure of copper to CRs might yield
a relatively high production of medium and long lived radionuclides, such as 46Sc, 48V,
51Cr, 52,54Mn, 56−58,60Co and 59Fe, which can be efficiently used as indicators of the
exposure history of a particular copper sample. The half-lives of most of these isotopes
range from a few days to a few months and thus are expected to be decayed out within
a year after the detector construction. However, such isotopes as 54Mn, 57Co, and in
particular 60Co, can be a challenge for the background requirements because of their
long half life and because of their relatively high-energy and penetrating γ emissions.
Therefore particular care was taken in the radioassay of the copper samples used for
the internal components, in order to establish the level of the cosmogenic activation,
reported in table A.2. This allowed to select only copper batches that have not been
stored at ground level for too long time after their production.
A sample of OFHC-Cu rods plated with 1µm of of gold considered for the construc-
tion of the field shaping rings were measured. The gold plating was proposed in order
to smooth the surface of the rings, that will be biased at several thousand volts in a
very tight environment, when the detector will acquire data with the drift field at the
nominal value of 1 kV/cm. Besides the observed cosmogenic radioisotopes, a relatively
high 40K contamination was measured and thus no plating has been employed for the
rings. As the plating was applied on the copper rods by electrolytic methods and since
K is highly soluble in water this is most likely the origin of this contamination.
The 20 stainless steel samples assayed, listed in table A.3, are characterised by a rather
variable 238U concentration, spanning from ∼ 1 mBq/kg to ∼ 100 mBq/kg. The 226Ra
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Figure 3.12.: Spectrum of the gold plated OFHC copper, investigated as a candidate material
for the field shaping rings. The 40K and other most prominent photo-absorption peaks of some
common cosmogenic products of copper, are highlighted.
Figure 3.13.: Selected gamma spectra of some of the screened steel samples. The highlighted
lines are relative to the most common radioactive impurities found in this material, although
they are not present in all the samples.
concentration in stainless steel is observed at levels below few mBq/kg (∼ 10−5 ppt
in mass), indicating a strong deviation from the secular equilibrium in the 238U chain.
The 226Ra depletion in the stainless steel was already observed in a previous survey
of steel samples measured with some of the Ge spectrometers used for the XENON1T
radioassay campaign [206]. Such a depletion might be produced at any of the pro-
duction phases: from the chemical separation of the raw ores to the melting in the
high-temperature furnaces. However, as pointed out in [207, 208], the relative Ra/U
concentration should not change significantly inside the furnaces, but most likely when
chemical additives are introduced in the iron-steel conversion. The only exceptions to
this behaviour are represented by sample 17 and potentially by sample 1, where no dis-
equilibrium in the 238U chain was observed. Considering the first 6 samples of stainless
steel, which are employed as construction materials, the 232Th level is assayed at a few
mBq/kg corresponding to the concentration of ∼ 2× 10−10 g/g. The measured 228Th
contamination values are frequently found either in secular equilibrium with the early
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232Th chain, or in a potential equilibrium state when only upper limits are reported
either for the 232Th or the 226Ra (or both) activity. Only in the case of the stainless
steel samples 6 and 12 the concentration of the 228Th was found 9 and 7.5 times
higher with respect to the 232Th, respectively. However, these samples were assayed
only with γ-ray spectrometry, that is sensitive to 228Ra and not directly to 232Th.
Hence, the observed disequilibrium in the 232Th decay chain might be again given by
the chemistry-induced Ra depletion, that in the case of sample 12 is also observed in the
238U chain. The only cases, where the contamination from 232Th is directly detected
by the ICP-MS measurement, and at same time the 228Ra and 228Th sub-chains are
detected by γ-ray spectrometry, are samples 3 and 17. In the case of sample 3 there
is a very good agreement between the γ-ray measurements of the 228Ra and 228Th
sub-chains indicating an equilibrium over the chain, while the measurement performed
with the ICP-MS determines a 232Th concentration about 2 times lower. Although the
uncertainty intervals of the two measurements slightly overlap with each other, this
measurement might indicate an excess of 228Ra with respect to 232Th. However, an
opposite behaviour is observed looking at 238U chain where there is a depletion of the
226Ra sub-chain with respect to 238U by a factor of 10. For the sample 17 the situa-
tion is more complex as the γ spectrometry measured the 228Ra specific activity about
2 times lower than the specific activity of the late 228Th chain, that indicates a Ra
depletion during one or more production phases. However, the same sample is one of
the two where the 226Ra is found in secular equilibrium with 238U, which is in tension
with a hypothesis of Ra depletion. In addition the 232Th specific activity, resulting
from the ICP-MS measurement, lies in the middle of the 228Ra and the 228Th values,
within ∼ 1 sigma from both, and thus this does not help to clarify the situation.
As suggested in [206], the ratio of the concentrations 228Ra /228Th and the initial
226Ra depletion with respect to 238U can be used for the dating of steel from its pro-
duction, for an ageing time range not higher than a few decades (depending on the
initial Ra depletion). Such an interesting dating method can in principle be applied
for any material when one of the two conditions are verified for the 226Ra /238U and
228Ra /228Th ratios. The first consists in a direct measurement of these ratios at the
production time, which is unlikely as the manufacturers are hardly interested in such
knowledge. A more practical way consists in performing systematic study on samples
with a known production date. The measure of the 226Ra /238U, constant over time,
and the relative concentration of 228Ra /228Th at time t after the production can con-
strain the aging of the specific steel sample:
R1,2(t) =
R0,2 (0) + [R1,2 (0)−R0,2 (0)] e−t/τ1
[1−R1,2 (0)] e−t/τ2 + [R1,2 (0)−R0,2 (0)] e−t/τ1 , (3.17)
where τ1 ' 8.3 yr and τ2 ' 2.76 yr are the mean lifetimes of 228Ra and 228Th, respec-
tively. Therefore the specific activity ratio R1,2 depends on the ratio of specific activi-
ties R1,2(t = 0) = [A228Ra/A228Th] (t = 0) and R0,2(t = 0) = [A232Th/A228Th] (t = 0).
Since the 232Th activity is constant over time, the ratio R0,2 depends only on the 228Th
decay time and can be immediately obtained by the activity ratio measured at time t:
R0,2(0) = R0,2(t)e−t/τ2 . (3.18)
76 radioassay of the xenon1t detector materials
Hence for a systematic study the 232Th concentration must also be known, and thus
mass spectrometry measurements in addition to γ-ray spectrometry are required.
If on one hand most of the analysed steel samples for XENON1T are in general
agreement with this hypothesis, on the other hand the only two samples where the
mass spectrometry measurement directly observed the 232Th contamination seem to
be in tension with the possibility of using the 228Ra /228Th concentration ratio to
infer the steel ageing. This tension might be explained by the fact that the chemical
concentration of Th itself might be altered during the same processes that cause the Ra
depletion. Since at the end time of production the 232Th and 228Ra relative abundances
in steel might depend on both the initial contamination of the raw materials and ores
as well as on the type of produced steel, a systematic measurement of this ratio as well
as of the 232Th concentration at the time of production might clarify whether such an
interesting dating technique can be used.
The 60Co isotope is a cosmogenic product, usually produced by spallation or frag-
mentation of the transition metals nuclei caused by HE nucleons, and thus is expected
on steel samples exposed to the CR. However the relatively large and variable 60Co con-
centration observed in the steel samples listed in table A.4 has mainly anthropogenic
origin. As detailed in [208] the 60Co is usually introduced in the steel production cycle
by the inadvertent recycling of already contaminated steel scraps (e.g. steel capsules
containing a sealed 60Co source), and by the addition of 60Co in the furnaces for the
control of the melt quality by measurements of the emitted γ-rays . The intense Comp-
ton background produced by the 60Co spectral lines at 1.17 MeV and 1.32 MeV is the
main cause of the worsening detection sensitivity to the activities of 238U and 235U ,
which are detected with the γ emissions at 92.6 keV and 185.7 keV, respectively. From
the exposure of the steel samples to the CRs, the production of cosmogenic isotopes
such as 7Be, 56,57Co, 46Sc, and 48V [206] were also expected, and their missed obser-
vation is most likely due to the high background produced by the 60Co spectral lines.
The only detected cosmogenic radioisotopes are 54Mn and 58Co, as they have relatively
higher production rates with respect to the cosmogenic radionuclei obscured by the
60Co-induced background and emit γ-rays in the energy region where the Compton
background is less intense.
Titanium samples of grade 1, grade 2 and grade 4 chemical purity (impurities <
0.505 %, < 0.675 % and < 1.025 %, respectively, according to [209]) were investigated
for their radioactive contamination, which is reported in table A.5. With the excep-
tion of sample 1, the 238U content in all the Ti grades ranges from 25 to 40 mBq/kg
(2.0− 3.2 ppb in mass), confirmed in one of the cases (sample 5) by ICP-MS measure-
ment. For the titanium samples the 235U spectral line at 186 keV was usually detected
in addition to the 238U lines. This allowed for the comparison of the independently de-
tected concentrations of these isotopes, which are in agreement within the uncertainties
if their natural abundance ratio is taken into account. The specific activity of the lower
part of the 238U chain (226Ra -206Pb ) resulted in all the cases more than one order of
magnitude lower than the upper part of the chain, with the exception of sample 3 for
which neither the 238U nor 235U were detected. This observation might be an indication
of a systematic and relatively large depletion of the 226Ra concentration in chemically
pure Ti with respect to the secular equilibrium concentration. Therefore, under the
assumption that the production processes of chemical pure titanium are the cause of
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Figure 3.14.: Spectra of some of the titanium samples screened with the Gator detector. The
photo-absorption peaks of the most relevant radioisotopes are labeled.
such a depletion, inferring the 238U contamination by the 226Ra activity could lead to
a strong underestimation of one of the main neutron emitters.
3.4.2 Plastic materials for the TPC
The polymeric materials used for the construction of some parts of the TPC are PTFE,
Torlon and ultra high molecular polyethylene (UHMPE). The PTFE is used in relatively
large quantity (∼ 90 kg) for the internal reflector panels, the reflector supports, the TPC
pillars, the reflector of the PMT arrays and some small electric insulation components.
This material is widely used in liquid xenon chambers because of the high reflectivity to
the VUV light (95 %), the relative dielectric constant similar to similar to that of LXe,
and because it can provide electrical insulation up to ∼ 30 kV/mm (depending on the
microporosity properties of the material). In addition, PTFE is one of the materials
with the highest radiopurity and thus it is largely used for the construction of several
components of low-background detectors.
As thoroughly studied in [154], this material can result in a relatively strong neu-
tron emission even with very small concentration of radioisotopes of the decay chains.
This behaviour is due to the fluorine, one of the main constituents of PTFE, which
has relatively large cross section to (α,n) reactions. Hence, mass- and γ-spectrometry
measurements were performed on the first 3 samples listed in table A.6, in order to
determine with the highest accuracy the level of contamination in the PTFE samples
that were going to be used for the core of the detector. The HP-Ge measurement of
the most abundant PTFE batch in the TPC (sample 1), was performed by entirely
filling the measurement cavity of the Gator spectrometer with ∼ 40 kg of PTFE slabs
of different thickness, as represented in figure 3.15, in order to maximise the detection
sensitivity to the γ emitters. For this reason a preliminary study of the time dependence
of the sensitivity Ad (t), as defined in equation 3.13, was performed for the 235U, 238U,
226Ra, 228Ra and 228Th decay chains. The calculation of the sensitivity curves, shown
in figure 3.16, is performed by taking into account the spectral line of the correspon-
dent chain with the smallest Ad at the time t∗ = 1.86 · tB/CB, which is the expected
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Table 3.2.: Mechanical and thermal properties of the candidate cryostat materials used as input
in the preliminary studies, performed to estimate the thickness and thus the mass of the inner
and outer vessels. The contamination values, used for the estimation of the neutron emission
rate from the cryostat, are those of the sample 3 in table A.1 for the copper, sample 1 in table A.3
for the stainless steel, and samples 3, 4 and 5 in table A.5 for the titanium grades 1, 2 and 4,
respectively. The neutron yields employed for this estimation have been calculated with the
software SOURCES-4A [205]. The values reported in this table are only preliminary estimations,
performed for the selection of the cryostat material based on a simplified detector model, and







Grade 1 Grade 2 Grade 4
Density [gcm-1]: 8.94 8 4.51
Thermal conductivity [Wm-1K-1]: 401 16.2 16.0
Cryostat thickness [mm]: 55 3 6
Internal vessel mass [kg]: 3800 780 440
External vessel mass [kg]: 7000 870 490
Total cryostat mass [kg]: 10800 1650 930
Estimated neutron rate [s-1]: 3.4× 10-4 2.1× 10-6 4.1× 10-5 6.4× 10-5 7.1× 10-5
Figure 3.15.: Technical drawing of the disposition of the screened PTFE slabs inside the Gator
detector. The purple slabs are 5 mm thick and used for the internal reflectors of the field cage;
the red slabs are 8 mm thick and used for the holders of the reflector panels; the green slabs
are 15 mm thick and used for the field cage pillars, as support for the copper field shaping
rings. The mass distribution of the three PTFE slabs inside the Gator cavity matches their
mass distribution of the XENON1T TPC.
counting time when the two terms inside the square root in the equation 3.13 give the
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Figure 3.16.: Sensitivity curves for the radioisotopes of the primordial decay chains as a
function of the counting time for the PTFE measured with the Gator spectrometer. For each
chain the most sensitive spectral line was used as defined in equation 3.19: the 214Bi line at
1764.5 keV for the 226Ra sub-chain; the 228Ac line at 911.2 keV for the 228Ra sub-chain; the
208Tl line at 2614.5 keV for the 228Th sub-chain; the 235U line at 185.7 keV for the entire 235U
chain; the 234mPa line at 1001.0 keV for the 238U sub-chain. The dashed blue line represents the
sensitivity to the 238U sub-chain as derived from the 235U activity assuming a natural mass






where CB are the counts in the signal region of the specific line taken from the back-
ground spectrum, and tb is the background counting time. The study of the sensitivity
as a function of time shows that for almost all radioactive chains, with the exception of
the 238U early chain, it is possible to get a sensitivity of a few 10−1 mBq/kg in about 20
days of counting time. Such sensitivity would correspond to . 7 · 011 g/g of 232Th, if it is
in equilibrium with its daughters 228Ra, . 10−12 g/g of 235U, . 10−17 g/g of 226Ra, and
. 10−20 g/g of 228Th, which are satisfactory values for the XENON1T requirements.
As the sensitivity to the 238U early chain was not sufficient, ICP-MS measurements
were necessary to assay directly this isotope as well as 232Th.
Although the original plan was to measure the PTFE sample for ∼ 30 days, the
sample was measured for a total of 58 days because of the high degassing rate of Rn,
absorbed prior to its insertion in the purged chamber environment. This behaviour
is shown in figure 3.17, where the total counting rate in the (50− 2700) keV energy
range in a function of time is well described by an exponential decay toward a constant
level. The decay mean time is constrained by the fit to τ = (4.6± 0.7) d, about 17 %
lower than the 222Rn lifetime. This might be explained by taking into account the N2
purging of the measurement cavity that flushes the degassed Rn out from the Gator
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shielding part. The spectra of the PTFE measurements are shown in figure 3.18, with
and without the first 15 days, the sufficient time to let the total rate to decrease below
3σ from the constant rate level C0 = (143± 2) cnts/d. Although the counting rate
has a clear cool-down behaviour, the spectrum with shorter acquisition time shows an
intensity reduction of the 214Pb and 214Bi spectral lines, which are the lines that reveal
the presence of 222Rn. Hence, the entire run was used to analyse the contaminations
reported in table A.6, with the exception of 226Ra that was assayed using the reduced
spectrum. This improved the final sensitivity to the primordial radioisotopes by about
7 % for 235,238U, and up to 20 % for 228Th.
The background of the Gator detector results in a general higher counting rate than
the spectra of the PTFE measurement, especially in the lower energy region where there
are the spectral lines used to infer the specific activity of the 235,238U. This effect is due
to the reduced amount of 222Rn in the measurement cavity, almost entirely occupied
by the PTFE slabs, that resulted in a general background reduction. Such a reduction
allowed for the improvement of the detection sensitivity: by ∼ 20 % for 238,235U and
by ∼ 50 % for 228Th. However, the ICP-MS measurement constrained the 238U and
232Th concentrations to values about 10 times lower than the sensitivity reached with
the γ-ray spectrometry.
Sample 1 was additionally contaminated by (0.17± 0.03)mBq/kg of 137Cs and by
(0.17± 0.05)mBq/kg of 8Be at the start of the measurement. The presence of the first
radioisotope is most likely due to an the initial contamination of the pellets used to
produce the PTFE slabs by extrusion. The second is the result of fast nucleon reactions
of the CR with the fluorine nuclei, happened during the production and storage of the
material before the transport to the underground laboratory. However, this cosmogenic
product has an half-life of 53.2 d, and thus the contribution to the background by its
only spectral line at 477.6 keV is expected to become negligible after a cool-down time
of a few months in the underground laboratory.
The PTFE sample 2, used to make the reflectors for the two PMT arrays, was
measured with both γ-spectroscopy and mass-spectrometry techniques. In this sample
the directly detected 238U and 232Th concentrations with ICP-MS are in agreement
within the uncertainty with 226Ra and 228Th concentrations measured by the HP-Ge
measurement, respectively. This provides an indication that the production of the
PTFE does not involve chemical processes that can cause a significant disequilibrium
in the decay chains, and therefore for this material it would be possible to infer the 238U
and 232Th concentrations from the concentrations of the their respective late sub-chains
and vice versa. However, measurements oriented to a systematic study of the secular
equilibrium in the primordial chains in PTFE is still missing, and this hypothesis is not
so far supported by similar measurements for other samples.
Another assayed PTFE sample, used for minor TPC parts, showed the same purity
level in 238U and 232Th as samples 1 and 2. Finally it is worth to point out that all
the measured PTFE samples, listed in table A.6, have a level of contamination from
primordial radionuclei, including 40K , at least as low as that of the PTFE employed
in the XENON100 experiment [180,210].
Two grade 4203L Torlon samples (6 and 7 in table A.6) were investigated as candidate
materials for the field cage pillars and the reflector panel holders. As the dielectric
strength of this polymer is similar to PTFE (∼ 20 kV/mm), from the electrical point
of view this material would provide the same insulation between the field shaping rings
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Figure 3.17.: Integrated counting rate in the (50− 2700) keV energy interval as function of
the measurement time of the 61 PTFE slabs (sample 1 of table A.6). The evolution of the rate
is attributed to the degassing of the 222Rn from the surfaces of the material. Each data point
represent an acquisition 12 h long.
and the other voltage biased components. This material has, additionally, a much larger
tensile modulus (∼ 50 kPa), and a much smaller coefficient of linear thermal expansion
(∼ 10−5 K−1) with respect to PTFE. Hence, the mechanical and thermal properties
of Torlon would allow the construction of a field cage external structure with a larger
mechanical strength than PTFE, and with a linear contraction at −100℃, about an
order of magnitude lower than PTFE. However the radioactive contamination of the
assayed Torlon was too large, especially for the radionuclei that would yield direct or
indirect neutron emitters, and thus this material was used only for small insulating
components near the supporting rings of the electrode meshes.
3.4.3 Cabling of the TPC
The HV is distributed to the PMTs by Kapton-insulated copper wires ∼ 0.1 mm thick
from Accuglass [211], rated to operate in ultra-high vacuum environment, with pressures
down to 10−10 mbar, ensuring, thus, a negligible degassing of electronegative chemical
impurities as required by XENON1T. A total number of 259 wires deliver the power
to the 248 PMTs. Additional 11 cables are used as common return channel shared
by the PMTs powered by the same power supply module. Their estimated total mass
inside the vessel is ∼ 0.5 kg for a combined total length of 683 m. A sample of 78 g
for a total length of ∼ 100 m was measured in the Gator spectrometer for 14.2 d. The
only radioactive contamination that was detected is from 40K with a specific activity of
(464±77)mBq/kg. Given the relatively small mass of the sample only upper limits were
inferred for the radionuclides belonging to the two primordial decay series. The auxiliary
measurement performed with ICP-MS measured 238U and 232Th concentrations of
(4.2± 1.3)mBq/kg and (0.71± 0.21)mBq/kg, respectively.
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Figure 3.18.: Spectra of the entire (58 d) and of the reduced (43 d) acquisition run of the 61
PTFE slabs (sample 1 of table A.6) measured with the Gator spectrometer. As explained in
the text, the reduced run is a subset of the entire run, where the first 15 days of data have
been removed. It is possible to observe that, with the exception of the 222Rn progenies, the
two spectra do not show noticeable differences. An interesting feature that can be observed is
the lower counting rate of the PTFE sample with respect to the Gator background. This is an
effect due to the small amount of the Gator cavity left to 222Rn contaminated nitrogen as the
PTFE sample fills almost entirely the measurement chamber.
The PMTs signals are transmitted by 248 coaxial cables, with silver coated copper
central wires and shielding mesh. Both the signal wires and the shielding mesh are
electrically insulated by ∼ 0.5 mm thick PTFE layers. In addition to the signal cables
for the TPC PMTs, other 64 coaxial cables are employed for six diagnostic Hamamatsu
R8520 PMTs, for the temperature monitors (Pt100) and for the level meter readout.
The estimated total mass of the installed coaxial cables is ∼ 6 kg, distributed all around
the field cage, for a total length of ∼ 670 m. The HP-Ge measurement of a ∼ 1.8 kg
(00 m) sample of this cable revealed (0.6± 0.2)mBq/kg of 228Th and (33± 4)mBq/kg
of 40K . Other cosmogenic radionuclides were observed at the sub-mBq/kg level, but
given their relatively short half-life and weak activity they could be neglected.
Predictions of the ER and NR backgrounds have been performed for both cable
types, by Monte Carlo simulations of the radioactive decays inside the cable materials,
employing a GEANT4 code where accurate geometry model of the detector had been
implemented. The calculations were performed assuming secular equilibrium in the
primordial chains, and a rejection efficiency for ERs of 99.5 %. With these assumptions
the predicted total background (ERs and NRs) from the HV wires in the 8− 50 keVNR
energy region and in the 1 ton fiducial volume is < 5.8× 10−2 ev/yr, a negligible rate
for the life-time scale of the XENON1T experiment. An upper limit of 5× 10−2 ev/yr
results also for the combined ER and NR background from the coaxial cables, where
upper limits on the measured contaminations have been used for the calculation of the
event rates.
3.5 development of improved radio pure pmts
Among the many radio-assayed components in the vicinity of the xenon target, the
PMTs are the most complex multi-material components, and special efforts were un-
dertaken for their screening campaign. Photomultiplier tubes were already shown to
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give one of the major contributions to the ER and NR radiogenic background in the
XENON100 [167, 180] and LUX experiments [212]. In particular, most of the PMT-
related ER background was due to 226Ra , 228Th , 60Co , and 40K contamination.
Hence, within the material screening program, the XENONcollaboration developed to-
gether with the Hamamatsu Photonic company the R11410-21 3-inch, high quantum
efficiency (' 35 % at a wavelength of ∼ 175 nm) PMTs, with special efforts put on their
radiopurity improvement [213].
The R11410-21, employed in XENON1T, is a PMT based on 12 dynodes for electron
multiplication, insulated by L-shaped quartz plates, able to provide an average amplifi-
cation factor of 3.5× 106 at a bias voltage of 1500 V [214]. The optical window consists
of VUV-transparent quartz with a bialkali, low-temperature deposited, photocathode.
The PMT body is about 115 mm long, made out of Co-free Kovar metal, which is a
FeNi alloy with the same thermal expansion coefficient of the window material, for a
large reduction of the 60Co contamination. A radiopure alluminum ring is employed for
the sealing of the optical window to the Kovar front flange. A back stem made out of
ceramic provides electrical insulation between the leads, which provide the connection
to the base where the voltage divider network and the signal readout are.
The R11410 radiopurity was improved by a careful radioassay of the raw materials,
accomplished with both γ and glow-discharge mass spectrometry techniques, identi-
fying, from one version to the next, the most critical components to replace. These
components are the back stem (Al2O3), the lateral body, the internal insulator, and
the Al seal of the optical window, which are listed in table 3.3 for an overview of the
steps undertaken for the improvement of the PMTs radio-purity, from the first version
of the R11410 to the last version, the R11410-30. This last version was not employed
as the XENON1T photosensor as the impact on the background was negligible while
the production efforts and costs where much higher..
Table 3.3.: Evolution steps of the Hamamatsu R11410 PMTs components based on their radio
purity. The PMT revisions at the right are the most recent and those with lower radioactive
contamination. The R11410-10 revision was also available on the market with the commecial
name R11410-MOD. The R11410-30 employes a sapphire stem instead of a ceramic stem. This
revision was developed by Hamamatsu in order to reduce the contamination from uranium.
However, the radioimpurity improvement was too small compared to the difficulties found in
manufacturing this model and to the large increase of their costs.
Component PMT revision
R11410 R11410-10 R11410-20 R11410-21 R11410-30
Stem Glass Ceramic Ceramic Ceramic Sapphire
Body Kovar(std. purity)
Kovar
(std. purity) Co-free Kovar Co-free Kovar Co-free Kovar
Insulator Ceramic Quartz Quartz Quartz Quartz
Al seal Std. purity Std. purity High purity High purity High purity
The mass model of the R11410 PMT, detailed in table 3.4, was necessary to obtain
an accurate radioactivity model with the contamination of the raw materials listed in
tables A.7 and A.8. For each radioisotope a conservative and an optimistic radioactivity
models are represented as bar charts in figure 3.20. The first of the two models is built
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Table 3.4.: Mass model of the R11410 PMT and quantity of each component material for the
radioassay HP-Ge measurements.






1 Quartz Optical window 30 1179
2 Aluminium Sealing ring 0.6 515
3 Co-free Kovar PMT body 78 500
4 Stainless steel Electrode disk 8.2 555
5 Stainless steel Dynodes 7.2 510
6 Stainless steel Shield 4 519
7 Quartz L-shapedinsulator 14.4
838
8 Std. Kovar Optical windowflange 18
525
9a Ceramic Stem 16 597
9b Ceramic Stem 16 498
10 Std. Kovar Stem back flange 14 511
11 Zr alloy Internal getter 5.8× 10−2 0.58
considering the upper limits of the radionuclei activity, when neither HP-Ge nor GD-
MS (only in the case of 238U and 232Th ) detect the specific radio impurity. For the
optimistic model only with the actual detected radionuclides in each component are
considered for the total radioactivity.
3.5.1 Radioassay of the R11410-21 materials
The materials screened and listed in tables A.7 and A.8 have been specifically employed
in the production of the XENON1T photosensors. The ceramic stem, as shown in the
bar chart in figure 3.20, provides the largest fraction to the total PMT contamination
for the radioclei belonging to the U and Th primordial chains as well as for 40K . As the
GD-MS measurement of 238U and 232Th was not reproducible over different attemps,
the specific activity of these two isotopes in the ceramic was determined by HP-Ge
measurements, assuming for 232Th the secular equilibrium with its direct daughter
228Ra. In order to have a better control on the systematics for this material the HP-Ge
measurement was accomplished with two different spectrometers, which are in good
agreement for the 238U , 232Th as well as for the other radioimpurities.
Although the getter is the PMT component with the smallest mass its expected
contribution to the total 235,238U and 226Ra contamination is about 10− 15 %, and
about ∼ 5 % to the total 40K contribution. The ∼ 30 % of the 226Ra contamination is
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Figure 3.19.: Spectrum of the ceramic stems measured in the Gator detector. The 110mAg
lines at 658 keV, at 885 keV and at at 937 keV are clearly visibile. A strong contamination from
40K and 208Tl can also be observed.
almost evenly shared between the optical window, the internal steel components, the
internal L-shaped insulator, and the Kovar for the optical window flange. About 75 %
of the total 60Co radioactivity is expected, with almost an equal contribution, from the
front and back flanges, which are made out of standard purity Kovar. The remaining
∼ 25 % of 60Co is expected from the internal stainless steel components, and from the
PMT body made out of Co-free Kovar. In particular remarkable is the fact that this
last component, the largest component in mass, containing about 3 times lower 60Co
contamination with respect to the standard purity Kovar, provides one of the most
significant reduction of the γ background from the PMTs. The content of 137Cs is
found to be very modest and is expected only from the two Kovar flanges.
Table 3.5.: Radioactivity models of the R11410-21 PMT built based on the radioassay of the
components of table 3.4 and condidering their masses in the final product. The optimistic model
has been built assuming zero all the concentrations of non detected radioimpurities, while the
in the conservative model the upper limits are summed to the values of positive detections.
Isotope Specific activity [mBq/PMT]
Optimistic Conservative
235U 1.3(2)× 10−1 < 4.3× 10−1
238U 2.5(4) < 4.0
226Ra 4.4(2)× 10−1 < 7.3× 10−1
232Th 2.6(3)× 10−1 < 3.2× 10−1
228Th 1.2(2)× 10−1 < 5.7× 10−1
40K 1.5(2) < 2.6
60Co 6.3(4)× 10−1 < 6.6× 10−1
137Cs 2.2× 10−2 < 1.7× 10−1
Considering the conservative model a potential large contribution to the contamina-
tion from the 232Th decay chain, 40K , and 137Cs could come from the PMT body. For
235U the potential large contribution of this component (0.17 mBq/PMT) would be
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Figure 3.20.: Conservative (top) and optimistic (bottom) radioactivity models of the 3-inch
Hamamatsu R11410-21 PMT represented as a bar-chart. Each color represents the relative
contribution of a particular PMT component to the specific radioisotope contamination. For
each radiosotope the sum of expected contaminations from the materials is superimposed to
each bar. In the optimistic model only detected values for each component are considered for
the total contribution of a specific radioisotope. In the conservative model the upper limits are
considered as detected values for the total contribution of a specific isotope.
more than 2 orders of magnitude lower, and negligible, if this upper limit was derived
from the 238U upper limit assuming the isotopic natural abundances [171]. From the
conservative radioactivity picture also the optical window and the L-shaped insulator
can potentially increase the total 238U concentration by 0.53 mBq/PMT. For those sam-
ples the reduced sensitivity to 238U of the GD-MS is due to the non-conductive nature of
quartz which implies a reduced efficiency of the argon plasma used for the atomization
and ionization of the sample. The upper limits on the 235U specific activity, determined
by the HP-Ge direct measurement of these two quartz components, constrain the 238U
contamination to ' 0.37 mBq/PMT, that is only ' 30 % lower than the 238U direct
measurement.
3.5.2 Radioassay of various PMT production batches
After the selection of the materials for the PMTs production, all the photosensors to be
installed in XENON1T have been screened in order to verify the actual contamination
and build an accurate background model. The post-production screening was accom-
plished mainly with the Gator spectrometer, that could host up to 16 PMTs inside the
measurement cavity.
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Figure 3.21.: (Left) A rendered CAD model of 15 PMTs in the PTFE holders inside the Gator
measurement cavity. (Right) Geant4 model of 15 PMTs in the cavity employed for the MC
simulations of the radioactive decays inside the PMTs. For the measurements with less PMTs
this model was accordingly modified taking into account the missing PMTs. This configuration
have been used for the simulations to compute the sensitivity curves shown in figure 3.22. The
orientation of the PMTs encoded for the simulation, opposite to the CAD drawing, represents
the actual placecement of the PMTs in the cavity, while the CAD drawing was employed only
for the deterination of the holders dimensions prior to their construction.
In order to maximise the detection sensitivity with a reasonable counting time (∼
15− 20 d), especially to the 238U early chain, it was a critical point to introduce in
a safe way as many photosensors as possible at the same time. For this purpose, 4
custom-made high-purity PTFE holders, able to host up to 15 PMTs, were designed
and realized at the University of Zurich. In figure 3.21 a picture of 8 PMTs inside two
of the three holders able to carry 4 PMTs is shown. As the detector’s cold finger did
not allow for a fourth column of 4 PMTs one of these holders was designed to carry only
3 PMTs. An additional PMT, not shown in figure 3.21, can be placed in the middle of
the cavity, sitting on top of the cryostat.
The detection efficiency for 15 PMTs as a function of the counting time is shown in
figure 3.22. Although each PMT component is expected to give a different contamina-
tion for a specific isotope, the arrangement of the PMTs in the cavity does not allow
the disentanglement of these contributions as all the PMT parts have almost the same
exposure to the Ge crystal. Hence, the detection efficiency for the spectral lines of the
radioisotopes of interest were performed by simulating the decays of the radionuclides
with a uniform distribution over the PMTs parts.
Despite OFHC copper could fulfil the radiopurity requirements of the PMTs holders,
PTFE was preferred because of the lower self-shielding to low-energy γ-rays, increasing
thus the detection efficiency. In additional PTFE is much to easier machining with
respect to OFHC-Cu, and also the risk to damage the fragile PMTs during the instal-
lation and removal operations of the units in the measurement cavity in much reduced
using PTFE holders. In addition the only known and observed cosmogenic radioiso-
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Figure 3.22.: Detection sensitivity to the contaminations of radioisotopes of the uranium and
thorium chains as function of the measurement time.
tope in PTFE is 8Be, which has a relatively short life time with respect to many of the
cosmogenic radionuclides that are activated in copper, such as 56Co , 60Co , and 54Mn
.
Before their use the holders were measured in Gator for 21.5 d in order to verify
their radio-purity and recalculate the sensitivity. After about an year of their first use,
and following the screening of several other samples for the XENON1T components,
the holders were measured a second time for 33.5 d soon after the acquisition of the
background run at the beginning of 2014. The two spectra of the holders and the 2014
background spectrum are shown in figure 3.24a. The holders contamination relative to
the two runs is reported in table 3.6, where only contamination from the primordial
and 137Cs radionuclei have been investigated. In both the runs no radioisotope was
detected, and the detection limits are in agreement with the sensitivity studies shown
in figure 3.22 for a 15 days acquisition. Hence, any eventual contamination in the
holders is expected to have a negligible effect on the detection sensitivity of the PMTs
radio-impurities.
The measured contaminations of the PMTs batches from the primordial chains and
from the γ-emitters are detailed in tables A.9 and A.10, respectively. One batch of
R11410-20 (the number 0) and 22 batches of R11410-21 PMTs were measured in Gator.
Additional and independent measurements of the 3 out of 22 batches of R11410-21
(batches number 2, 6 and 8), were accomplished with GeMPI spectrometer, that however
allowed a maximum of 4 PMTs inside the measurement cavity. Some example of the
PMT batches γ-spectra are shown in figure 3.24b, where they are also compared to the
PTFE spectrum and background spectrum from 2014.
For each investigated isotope the contamination of the PMTs is given in table 3.7,
that represents an estimation of the specific activity average A and dispersion σ(A)
of the PMTs installed in XENON1T. Both the quantities are computed taking into
account only the PMTs that gave a positive measurement for the specific isotope in
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Figure 3.23.: PMTs mounted in their PTFE holders inside the glove box of the Gator γ-
spectrometer before the measurement.
the Gator measurement. Average sample mean is computed taking into account the
number of units ni relative to the batch i as the statistical weight associated to the








√√√√∑i ni · (Ai −A)2
Ntot − 1 , (3.20b)
where Ntot =
∑
i ni is the total number of PMTs found contaminated by a specific
isotope.
The 238U radioisotope was not detected in any of the batches, and the reported upper
limits are slightly higher than the sensitivity expected from the preliminary studies for
the same counting time. This is the effect of a higher Compton background in the
low-energy region with respect to that used for the sensitivity estimation (figure 3.24a),
which is mainly induced by the 40K and 60Co contamination of the PMTs. Hence the
238U value reported in table 3.7 is inferred from that of 235U , detected in 5 out of 22
batches. Batch 2 is the only batch where it is possible to observe an agreement of the
235U concentration detected with Gator, with the upper limit reported by the GeMPI
measurement. The observed 238U contamination is ∼ 3 times higher than the optimistic
radioactivity model and ∼ 2.6 times higher than the conservative model, while the 235U
contamination is between that predicted from the two models.
The measurements of the 226Ra concentration over different batches are rather uni-
form, and the three measurements performed with the GeMPI spectrometer agree




Figure 3.24.: (a) Spectra of the PTFE holders acquired in 2013 and in 2014, compared to the
background. With the exception of few lines of the 208Tl , that however are statistically compat-
ible with the background, the two measurements are perfectly compatible with the background.
(b) Typical spactra of some PMT batches, compared both to the background spectrum and to
the spectrum of the PTFE measurements of 2014 (the longest).
(c) Comparison of the spctra relative to two sets of back flanges used for two different revisions
of the R11410 photomultipliers. The flanges of the revision -21 use an 110mAg contaminated
silver for the sealing of the steel leads into the ceramic stem holes.
3.5 development of improved radio pure pmts 91
Table 3.6.: Results of the two γ-ray measurements of the PTFE holders for the PMTs ra-
dioassay. Since the spectra used to determine these results are used as background spectrum
of the PMTs screening measurements, in this table the holders contaminations are expressed in
equivalent activity per PMT units.
Isotope Holders contamination [mBq/PMT]
2013 (21.5 days) 2014 (33.5 days)
235U < 0.34 < 0.28
238U < 6.33 < 5.5
226Ra < 0.35 < 0.27
228Ra < 0.52 < 0.32
228Th < 0.36 < 0.26
40K < 1.59 < 1.2
137Cs < 0.13 < 0.11
within the error. Considering the batches where 235U is detected, the 238U /226Ra
ratio ranges between ∼ 9 and ∼ 27 with the mean value of 13± 3, indicating a strong
deviation from the secular equilibrium of the 238U chain, a feature already observed in
the steel samples and most likely present in many Fe-based alloys.
Both the 235U and 226Ra specific activities are between the values predicted the two
radioactivity models, while the 238U concentration is about twice than the prediction
of the conservative model. This under-estimation of the 238U from the radioactivity
models is mainly because its concentration is inferred from the direct measurements
from the lines of 234Th and 234mPa. Inferring the 238U from the 235U for the com-
ponents 3, 6 and 10 of the PMTs, the resulting upper limit would increase by about
5 mBq/PMT and thus would be consistent with the 238U contamination of the batches.
However, for the electrode disk (component 6) the 238U upper limit, inferred from 235U
upper limit, would be about ∼ 3 times higher than the sensitivity reported for this
measurement by the GeMPI spectrometer. Hence, the actual contribution of this com-
ponent to 238U is most likely smaller than that inferred by 235U, and considering the
limit placed by the GeMPI measurement for component 6, the total conservative esti-
mation of the 238U would still be in agreement with that reported by the screening of
the PMT batches. For all the other PMT components the variation of 238U if inferred
from 235U would be negligible, and for the components 4 and 8 the 238U activity was
directly detected by the GD-MS measurement. These considerations might provide
an explanation for the unexpected 238U contamination of the batches, in disagreement
with the upper limits placed by the GD-MS measurements. On the other hand, the
only other reasonable explanation is that & 4 mBq/PMTof238U are introduced in the
PMTs fabrication process.
In almost all the PMT batches where both 228Ra and 228Th contaminations are de-
tected, the specific activity of the two subchains agree within the 1 sigma uncertainty,
and thus the 232Th chain is not found in substantial equilibrium. Also the GeMPI mea-
surements of batches 6 and 8 support this conclusion, although their absolute contami-
nation result is ∼ 50 % lower than those performed with the Gator spectrometer. This
tension between the two measurements might be due to a systematic over-estimation of
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Table 3.7.: Summary table of the PMTs radioactive contamination, averaged over the batches.
The mean activity A and the dispersion σ(A) are evaluated using the equations 3.20, taking
into account only the batches where the specific radionuclide has been detected.











the spectral lines detection efficiency for the 232Th chain with the configuration used for
the measurement in the GeMPI spectrometer. The 228Ra and 228Th values, reported
in table 3.7, are at the edge of the upper limit predicted by the conservative model
for the 228Th sub-chain, hence it might be possible that some 228Ra was introduced
in the PMTs production. However, the 232Th upper limit prediction from the conser-
vative model, including also the information from the GD-MS measurements, is about
half of the measured 228Ra value in the PMT batches and might be an hint of some
disequilibrium in the chain between the 232Th and 228Ra radionuclides.
The measured 40K contamination resulted ∼ 8 and ∼ 4.5 higher than the predictions
of the optimistic and conservative radioactivity models, respectively. Hence a large
amount of potassium is introduced in the fabrication process, most likely during the
deposition of the bi-alkali compound for the photocathode. The GeMPI measurement
confirms this measurement in the case of batch 2, while in the case of the batches 6 and 8
the GeMPI measurements detected the 40K at levels 2σ below than the Gator results.
The 60Co contamination of all the batches is almost uniform and there is substantial
agreement across different batches. Only batches 8 and 22 have a slightly higher con-
tamination than those reported in table 3.7. The additional measurements performed
with the GeMPI spectrometer agree within 1σ uncertainty with the measurements of
Gator.
The 137Cs was not detected in any of the measured batches and thus is not reported
in the summary of table 3.7. The best upper limit of 0.11 mBq/PMT reported by the
GeMPI measurement is below the upper limit predicted by the conservative radioactiv-
ity model and just ∼ 5 times higher than the prediction of the optimistic model. Hence,
it is safe to conclude that no significant 137Cs content is introduced in the fabrication
of the PMTs.
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An additional radio-impurity observed in several PMT batches is the 110mAg isomer,
confirmed by the GeMPI measurements. This radio isotope has a relatively long half-
life of ∼ 250 d and decays with a probability of ∼ 1 % to 110Ag and of ∼ 99 % to one of
the energy levels of 110Cd. The 110Ag half-life is ∼ 25 d, and it decays by β-emission to
one of the 110Cd levels with a probability of 99.7 %, and by electron capture to 110Pd
with a probability of 0.3 %. The 110mAg can be produced either by the HE CR induced
fragmentation of heavier nuclei, or by capture of thermal neutrons, mainly by the stable
109Ag , or as a nuclear power plant waste. The presence of this radioactive impurity is
confirmed by the GeMPI measurements, that are in very good agreement with those
performed with Gator on the same batches.
[] []
Figure 3.25.: (a) Picture of the back flanges of the R11410 inside the Gator cavity for the mea-
surement of their 110mAg content. (b) Geant4 geometry model of the 6 flanges inside the Gator
cavity used to determine by MC simulations the detection efficiency of specific radioisotopes.
In order to verify that the 110mAg contamination is due to the silver used for the leads
sealing, 6 back flanges used in the production of the R11410-10 (measured in [210]) and
other 6 flanges used for the production of the R11410-2x were measured in Gator for
9 d and 18 d, respectively. The flanges arrangement into the Gator cavity is shown in
figure 3.25, together with the Geant4 geometry model and their γ-spectra. No 110mAg
contamination was observed in the flanges used for the R11410-10 version, resulting in
an upper limit of < 0.25 mBq/flange, while the flanges used for the R11410-2x tubes
an activity of (1.1± 0.1)mBq/flange was detected. This measurement is in remarkable
agreement with the 110mAg concentration observed in the batches 0, 1 and 2, listed
in table A.10. At the same time two silver samples, with masses of 160 g and 50 g,
respectively, were provided from the manufacturer for HP-Ge measurements, that were
accomplished with a GeMPI spectrometer. Taking into account the total mass of silver
used in the construction of the flange, the detected 110mAg contamination was (2.38±
0.09)mBq/flange, about twice of that detected in the screening of the flanges. However,
it is possible that the quantity used for the PMT production is actually lower than that
was communicated by the Hamamatsu company. In addition this measurement revealed
also the presence of 108mAg at a level of (41± 3)µBq/flange, well below the detectable
level of the Gator spectrometer for the total quantity employed in the six flanges. The
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208mAg isotope decays with a half-life T1/2 ' 440 y and as in the case of 110mAg
can be produced by HE CR nuclear reaction, by thermal neutron capture by stable
107Ag, or by the human activity in power plants. Starting from batches 3 and 4, a
significant reduction if the 110mAg contamination is observed, as the result of replacing
the silver employed in the production of the PMTs. Although the 110mAg contamination,
reported in table 3.7, represents the contamination of the PMTs at the start of the
measurements, a more detailed inspection of table A.10 reveals about 3 sub-groups
that can be distinguished: those with ∼ 9 mBq/PMT, those with ∼ 5 mBq/PMT, and
those with ∼ 2 mBq/PMT. However, considering the 110mAg half-life and the time
between the HP-Ge measurements and the first scientific run of XENON1T, planned
for the end of 2016, the average 110mAg activity should already be reduced by more
than an order of magnitude with respect to the screening values.
The presence of silver radionuclei in the samples excludes their cosmogenic origin as
the primary explanation. The thermal neutron activation of silver is pretty unlikely, as
it would require the exposure of the silver to a relatively intense flux of thermal neutrons,
possible only in the proximity of a nuclear power plant core. Hence, the anthropogenic
origin is the hypothesis that most likely explains the presence of these isotopes. For
this reason the event that most likely caused the silver pollution was identified in the
nuclear accident of 2011 in Fukushima, a few hundred km away from the Hamamatsu
production place. In this accident were released into environment, additionally to the
two Ag radioisotopes detected in the silver samples, also relatively large quantities
of 137Cs , 134Cs , and 207Bi among many others with much shorter half-life [215–218].
However, neither in the Gator radioassay of the flanges nor in the GeMPI measurements
of the silver samples these long-lived radioisotopes were observed.
The measurement of the 6 back flanges for the R11410-21 tubes revealed an 235U
contamination of (0.5± 0.1)mBq/PMT, in agreement within the uncertainty with the
results reported in table 3.7. This suggests that almost all the uranium contamination of
the photosensors is located at the back flange of the PMT. This also applies to the 226Ra
contamination that is detected in the flanges at a level of (1.0± 0.3)mBq/PMT, slightly
higher but consistent within the uncertainties with the values resulting from the batches
screening. Hence, for the PMT contamination by the primordial chains, the optimistic
model, where the ceramic stem contribution is dominant, provides a better description
of the radioactivity distribution among the PMT parts. The 40K contamination in
the flange implies a contribution of (2.0± 0.6)mBq/PMT from this part to the total
PMT radioactivity, which corresponds to ∼ 1.2 times the contamination predicted from
the sum of samples 9b and 10 of table A.8. The 60Co contamination in the flanges is
(0.34± 0.05)mBq/PMT, about ∼ 42 % of the value measured in the batches screening,
and ∼ 54 % of the value predicted by the optimistic radioactivity model.
In table 3.8 the radioactivity of several PMTs types used in other low-background
experiments is compared. The concentration of the radioimpurities is normalized to the
optical window active area in order to compare different PMT types. The R11410-10
PMT is the photosensor operated in the PandaX experiment, and was independently
assayed for the radioactivity content by the XENON [210], LUX [219] and PandaX [113]
collaborations. The results of PandaX and XENON100 for this PMT type agree each
other for all the investigated radioisotopes, while the concentration values reported by
LUX for the 40K and 60Co are lower by a factor ∼ 2. It must be noted that the R11410-
10 PMTs were previously available on the market with the product name R11410-MOD,
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that was later changed by Hamamatsu. The R8778 model is the 2-inch diameter pho-
tosensor employed in the LUX experiment and R8520 is the 1-inch square photosensor
operated in the XENON100 experiment. The accurate choice of radiopure materials
allowed for a significant reduction of the radioactivity normalised per photocathode
area of the R11410-21 phototube compared to all the previous versions. In particular,
the radiopurity of the XENON1T PMTs was improved with respect to the XENON100
photosensors, by factor ∼ 5 for all the neutron emitters, and by a factor ∼ 20 for strong





















Table 3.8.: Comparison of the activity normalised to the sensitive area of several photomultipliers developed and/or used in dark matter search experiments.
The list is sorted starting with the most recent PMT type on the first raw. In parenthesis are indicated the experiment that uses the specific PMT type. For
each radioisotope a general reduction of the concentration in the more recent versions can be observed. The comparison is done only for the most common
radioactive contaminations in materials.
PMT type Normalised activity [mBq/cm
2] Ref.
235U 238U 226Ra 228Ra 228Th 40K 60Co
R11410-21
(XENON1T)
2.9(5) ˙×10−3 6.2(8)× 10−2 4.7(8)× 10−3 4.7(8)× 10−3 4.7(8)× 10−3 9.3(8)× 10−2 6.2(8)× 10−3 This work
R11410-20 < 6.1× 10−3 < 1.4× 10−1 6.4× 10−3 8.5× 10−3 7(2)× 10−3 9(2)× 10−2 1.0(2)× 10−2 This work
R11410-10 < 1.3× 10−1 < 3.0 < 7.5× 10−2 < 3.0× 10−2 < 8.0× 10−2 4(1)× 10−1 1.1(2)× 10−1 [210]
R11410-10
(PandaX)
4(4)× 10−2 NA < 2.0× 10−2 NA < 2.0× 10−2 5(3)× 10−1 1.1(1)× 10−1 [113]
R11410-10 NA < 1.9× 10−1 < 1.3× 10−2 < 9.0× 10−3 NA(1) < 0.26 6.3(6)× 10−2 [219]
R11410 1.0(2)× 10−1 1.6(6) 1.9(2)× 10−1 < 2.1× 10−2 9(2)× 10−2 1.6(3) 2.6(2)× 10−1 [210]
R8778
(LUX)
NA < 1.4 5.9(4)× 10−1 1.7(2)× 10−1 NA(1) 4.1(1) 1.60(6)× 10−1 [219]
R8520
(XENON100)
9(2)× 10−3 < 3.3× 10−1 2.9(2)× 10−2 1.97(7)× 10−2 2.6× 10−2 1.8(2) 1.3(1)× 10−1 [210]
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The background from low-energy ERs was obtained assuming for XENON1T the same
performance measured in the XENON100 experiment [153]. Namely an ER discrimina-
tion efficiency of 99.5 % at 50 % acceptance, and a multiple scattering was determined
when the second largest charge signal was larger than 5 electrons, with the correspond-
ing interaction vertex separated by more than 3in the vertical direction with respect
to the first. The details about the LXe physics assumed for the generation of the
light and charge signals are beyond the scope of this thesis and are thoroughly dis-
cussed in [181]. The total background predicted for XENON1T in the (1− 12) keVee
energy range from single scatter ERs is (1.80± 0.15)× 10−1 mDRU, which corresponds
to (720± 60) events/y, before discrimination is applied.
The 85 % of the predicted low-energy background is induced by the unstable daugh-
ters of 222Rn , that, according to the radon emanation measurements of the materials,
is expected in the LXe with a concentration of ∼ 10µBq/kg. On the other hand the
220Rn contribution to ER background is estimated to be < 1µBq/kg, mainly due to
lower probability to diffuse into the active LXe volume, and therefore is neglected.
The materials contribution to the total ER background is (7.3± 0.7)× 10−3 mDRU
corresponding to ∼ 4.1 % of the total, and becomes dominant for electron recoils with
energies > 500 keV. It was obtained with Monte Carlo simulations of the radionuclides
decays in each of the detector components, taking into account the material contamina-
tion obtained in the XENON1T screening campaign. The stainless steel of the cryostat
shells and flanges produces ∼ 61% of the background from materials, in particular be-
cause of the relatively high 60Co concentration. A contribution of ∼ 23 % comes from
the PMTs and their bases, and ∼ 15 % from the internal stainless steel parts such as the
reservoir, the diving bell, and the electrode rings. The contributions of the PTFE for
the field cage and the OFHC copper for the field shaping rings is only ∼ 1 %. A mini-
mal radioactivity model of the background from materials, computed by setting to zero
all the contributions of the radioisotopes that gave only upper limits in the radioassay
measurements, predicts a ER rate 10 % smaller than the conservative estimate.
The ER background from other sources such as 85Kr , the double-β decays of the
136Xe (∼ 8.9 % of the natural xenon), and solar neutrinos was estimated to be ∼ 10.6%
of the total, where the 136Xe contribution is only ∼ 1.4 %.
The NR background induced by the radiogenic neutrons, due to the 235U , 238U and
232Th contamination of the detector components, is estimated to be (0.6± 0.1) ev/y in
the 1 ton FV and in the (4− 50) keV energy region, and is the dominant component of
this type of background. The 28 % come from the cryostat stainless steel, the 26 % from
the PMTs, the ceramic stems in particular, the PTFE contributes 20 %, the internal
stainless steel for the TPC components and the reservoir 17 %, and finally the PMT
bases contribute for a 5 % of the total.
The estimated NR background rate from muon-induced neutrons is < 10−2 ev/y, and
thus is considered negligible. Such a low contribution to the NR background from
the cosmogenic neutrons is possible thanks to the active muon veto provided by the
instrumentation of the water tank with the 84 8-inch Hamamatsu R5912ASSY PMTs.
According to the studies published in [164], this veto system is able to discriminate
99.5 % of the NR events where a muon crosses the water tank, and 70 % of those where
the muon drifts outside the muon veto but the neutron event is associated with a shower.
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The last contribution to the NR background comes from the coherent scattering of
low-energy neutrinos off Xe nuclei (CNNS). The background rate from this process
is (1.8± 0.3) × 10−2 ev/y, which is entirely due to the hep solar neutrinos generated
from the 8B decay. Although the integrated rate of the CNNS background in the
(8− 50) keV energy region is negligible compared to the NRs from radiogenic neutrons,
the peaked NR spectrum at low-energy (5 keV), induced by energy threshold effects on
the real recoil spectrum, must be taken into account when the WIMP-nucleus detection
sensitivity is performed [181].
(a) (b)
Figure 3.26.: XENON1T background budget. (a) Expected contributions to the ER back-
ground in the 1 tonne and in the (1, 12) keVee energy range. (b) Expected contributions to the
NR background in the 1 tonne and the (4, 50) keVnr energy range.
The blue bars refer to the intrinsic and external background sources, while the dark red bars
represent the contribution from material contaminations. Figure taken from [163].
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C O S M O G E N I C AC T I VAT I O N S T U DY O F N AT U R A L X E N O N
In this chapter the first dedicated experimental study of the xenon cosmogenic activa-
tion, published in [220,221], is presented. As will be detailed, this study is relevant for
the next generation, multi-tonne LXe DM detectors, which will gradually approach the
ultimate WIMP-nucleon detection sensitivity.
4.1 motivations for the study of xenon cosmogenic activation
The LXe is playing an increasingly important role as particle detection medium in
current and future rare event search experiments, such as dark matter and neutrinoless
double-beta decay decay searches. With the exception of few very long-lived double-
beta emitters such as 124Xe , 126Xe , 134Xe and 136Xe , where only the decay of the
latter has been observed so far, xenon has no other unstable isotopes.
The scientific goal of the next multi-ton scale LXe based dark-matter detectors,
such as XENONnT [181], LZ [222], is to probe the WIMP-nucleon spin-independent
cross-section down to few ×10−48 cm2 with typical exposures of ∼ 20 yr× tonne. Ul-
timate dark-matter detectors such as DARWIN [119], currently in study phase, aim
to be sensitive to cross sections as low as ∼ 10−49 cm2 with exposures of the order of
∼ 102 tonne× yr, where the coherent neutrino-nucleus scattering events will constitute
an irreducible background for the direct WIMP detection [120–123]. For LXe detectors
of these mass scales the γ background from materials will be negligible, while intrinsic
background from the radionuclides dissolved in the detection medium, such as 222Rn
and 85Kr , might constitute the primary limitation to the aimed detector sensitivity.
An additional contribution to the intrinsic background can come from the unstable ra-
dionuclides that can be produced during the xenon production and the storage above
ground and by CR-induced nuclear activation processes. Hence, in order to fulfil the
experimental challenges, it will be critical to be able to estimate the maximum toler-
able exposure to the cosmic radiation by reliable predictions of the xenon cosmogenic
activation.
Software packages like ACTIVIA [223] and COSMO [224] are able to predict the
activation yield of various materials given their isotopic composition, the nuclear CR
spectrum and the exposure time. These calculations were performed with both codes
for the XENON100 experiment, resulting in activation rates too high to be compatible
with the measured ER background [154, 180]. The main cause of the discrepancy was
attributed to the lack of knowledge of the production cross sections for Xe, which are
implemented in the codes using semi-empirical models developed by Silberberg and
Tsao [225–227].
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As no data was available for the xenon activation functions, a dedicated experimental
study was performed by exposing a natural xenon sample to the cosmic radiation for
245 days at the High Altitude Research Station Jungfraujoch (hereafter HARSJ) [228]
at an altitude of 3450 m above sea level (asl). In order to provide a benchmark for our
activation measurements and predictions, a sample of OFHC copper has been simulta-
neously exposed at the same location. As discussed in the previous chapter, because
of the high purity and low concentration of radionuclides, this material is one of the
most-frequently used materials for the construction of low-background detectors, and
thus it is a well validated material in the software packages.
4.2 cosmic rays nuclear activation
The nuclear interactions of high-energy projectiles with target nuclei at energies E &
10×A [MeV], where A is the projectile mass number, are responsible for large variety
of phenomenology related to the production of secondary, lighter nuclei. The most rele-
vant reactions are the spallation, fragmentation and fission processes, which all consist
in the de-excitation of a highly excited system of nucleons, with typical mean energies
of some MeV per nucleon, by the emissions of secondary particles such as lighter nuclei
and nucleons, frequently accompanied by prompt γ and β radiation. All these processes
are very similar to each other and are distinguished based on the observed phenomenol-
ogy of the reaction residuals. Spallation processes are those where the projectile can
knock out a few nucleons leaving the target in an excited state, which will cool-down
by the emission of other nucleons and lighter fragments. This process includes also the
stripping of one or few nucleons from the target nucleus. A fragmentation reaction con-
sists in a fast and simultaneous emission of many nucleons as well as light nuclei, and
it is believed that in this process phase transition of the nuclear matter plays a crucial
role. On the other extreme the fission process consists in a de-excitation of the target
nucleus into two lighter nuclei with a relatively longer life-time compared to the other
two processes. Obviously all the processes are part of a single excitation-deexcitation
process of the target nuclei into different final states. Hence, the differentiation in
various subprocesses is only because of the extreme difficulty to provide a general de-
scription of the energy transfer and the following cool-down of the target nucleus, in
order to predict the branching ratio of each of the final channels. As the production
of secondary nuclides is a stochastic process, most of these are unstable γ emitters and
some have life-times long enough to be observed by γ spectroscopy over time intervals
from few days to some months if not years (e.g the 60Co cosmogenic radioisotope). The
charge-exchange reactions of leading particles, is an additional process that become
relevant for projectile energies & 500×A [MeV].
The most relevant cosmic ray components in the atmosphere at sea level or mountain
altitudes (up to few thousand meters) are charged hadrons, such as protons and pions,
neutrons, and muons. All the listed hadronic components are secondary components of
a typically much richer hadronic cascade triggered by the nuclear interaction of high-
energy primary particles, usually protons or light nuclei, with the air components at
the top of the atmosphere. However, because of the very short life-time of the pions,
the hadronic components of the cosmic rays relevant for nuclear activation studies are
essentially protons and neutrons. Their observed spectra range from few MeV up to
some 10 TeV with an energy dependence well described above 1 GeV by the power law
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Figure 4.1.: (a) Relation between atmospheric depth and altitude from the U.S. Standard
Atmosphere Model [234]. A sea level value of 1030 g/cm2 [235,236] is adopted throughout this
specific study.
(b) Vertical nucleon flux as a function of the atmospheric depth [237,238].
(c) The cosmic ray spectrum from Activia and Cosmo, based on parametrization from Refs. [239,
240]. Only the total flux is used in the calculations as protons and neutrons interact similarly
at these energies.
I(E) ∝ E−α, were I is the differential intensity and α ∼ 2.9 [229,230]. The atmospheric
muons are mainly produced in the decay of pions and for a smaller amount by the decay
of kaons, both produced in the hadronic cascades in the higher parts of the atmosphere.
However, because of the lower muon flux [231] and the much lower cross-sections for
nuclear reactions [232,233] with respect to the nucleonic CR component, they play only
a marginal role in the activation processes in atmosphere, and thus will be neglected
within the scope of the present study.
The nucleon flux is exponentially attenuated with the depth of the atmosphere they
traversed, that is shown in figure 4.1b based on the available literature [237,238]. Since
protons interact with atmospheric molecules with both nuclear and electromagnetic
interactions, while neutrons only through nuclear interactions, the proton flux at lower
energies is attenuated more than an order of magnitude. Measurements of the vertical
differential fluxes of the protons and neutrons at several altitudes showed a negligible
change of the spectral shape with the atmospheric depth [239, 241–244]. Hence, the
knowledge of integrated flux of the nucleons at sea level and the attenuation factor for
a specific atmospheric depth is sufficient to infer the nucleon flux and its spectrum at
different altitudes, with an accuracy sufficient for this study. This allows the comparison
of the activation results with other measurements and with theoretical predictions as
saturation activities at sea level. The conversion from altitude to atmospheric depth
has been performed for the locations relevant for this study, as reported in table 4.1,
taking into account the U.S. Standard Atmosphere Model [234], shown in figure 4.1a,
with a sea level value of 1030 g/cm2.
The predictions of the cosmogenic activation were performed with both the Activia
software [223] and a revised and updated version of the Cosmo software [224]. The
CR spectrum encoded in both the codes is based on a parametrisation of the model
developed by Armstrong et al. [239] for neutrons and of the measured spectrum by
Gehrels [240] for protons. They are shown together in figure 4.1c. The calculations of
the saturation activities were performed sampling the spectra in intervals of 10 MeV,
from a minimum energy of 10 MeV to 10 GeV. The lower integration boundary was
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Table 4.1.: Altitude, atmospheric depth, and vertical flux of protons and neutrons, as well as
scaling factors to relate the flux to sea level values for the various locations in our study. Values









Sea level 0 1030 2.6 1.0
Lauterbrunnen 795 954 4.7 1.8
LNGS 985 936 5.4 2.1
Jungfraujoch 3470 728 29.0 11.2
chosen because it corresponds to the threshold of almost all the known nuclear excitation
functions. The upper boundary was chosen because of the negligible contribution of
nucleons with energies above 10 GeV to the integral, due to the negative power law
spectrum. Both the codes perform the calculation of the cross-sections for nuclear
processes such as spallation, fission, fragmentation, evaporation, and charge-exchange
reactions, based on semi-empirical model developed by Silberberg and Tsao [225–227].
Because of the relatively high energies of the nucleons, the nuclear isospin symmetry is
assumed in the nuclear interactions, and thus both the codes use identical parameters
for the cross-section calculations for both protons and neutrons. The models define the
formulae to be used for the cross-sections of the different nuclear processes in different
regions of the parameter space, depending on the energy and the masses of the target
and product nuclides. In addition, above the nucleon energy of ∼ 3 GeV almost all the
relevant cross-sections for the most common materials, so far investigated, are assumed
constant [223, 225–227]. For this work the calculation of the activation was performed
for sea level exposure and, in order to get the saturation values of the radioisotopes
relevant for this study, an exposure time of 100 yr was assumed.
4.3 samples preparation and measurement
The xenon sample consisted of 2.04 kg research-grade xenon (impurities <10 ppm) from
Praxair with natural isotopic composition (see Table 4.2), the same as used by the
XENON100 experiment. It was contained in a 1 liter stainless steel bottle at a pressure
of ∼100 bar (at T ∼ 20◦C). To avoid the measurement results to be dominated by
activation products of the bottle (m = 2.9 kg), two identical bottles were used for the
γ-screening and for the activation procedure. The first one never left the underground
laboratory, where the gas transfers took place. Both bottles were evacuated down to
pressures of 10−5 mbar and baked at > 100°C for several days before being filled with
the xenon.
The 10.35 kg copper sample consisted of 5 blocks of OFHC copper (purity 99.99%,
isotopic composition in Table 4.2) from Norddeutsche Affinerie (now Aurubis). It came
from the batch used to construct the inner parts of the XENON100 detector (sample 6
in [210]). Before each measurement, surface contaminations were removed in an ultra-
sonic bath filled with the acid detergent Elma Clean 60 diluted with deionized water.
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Table 4.2.: Isotopic composition of natural xenon and copper [170]. The half-lives of the
double-beta decay isotopes 124Xe, 134Xe and 136Xe are from the NuDat 2.6 database [174], the





124Xe 0.09± 0.01 > 1.6× 1014
126Xe 0.09± 0.01 (5− 12)× 1025
128Xe 1.92± 0.03 Stable
129Xe 26.44± 0.24 Stable
130Xe 4.08± 0.02 Stable
131Xe 21.18± 0.03 Stable
132Xe 26.89± 0.06 Stable
134Xe 10.44± 0.10 > 5.8× 1022
136Xe 8.87± 0.16 2.126× 1021
63Cu 69.17± 0.03 Stable
65Cu 30.83± 0.03 Stable
The sample was then rinsed and wiped with pure ethanol (> 98%), and stored under
boil-off N2 atmosphere for several days in order to let the 222Rn diffuse out and decay.
Prior to the exposure, both the xenon and copper samples have been stored for
more than 1.5 y at the LNGS underground laboratory, where the hadronic component
of the cosmic radiation is absent, and the muonic component is reduced by 6 orders
of magnitude compared to the above ground flux. Therefore, it is assumed that no
cosmogenic activation takes place in the underground laboratory.
The samples exposure at the HARSJ took place from October 31st, 2012 to October
15th, 2013. Considering the transportation of the samples, the total cumulated acti-
vation time is 345.0 days. The initial transport from the underground laboratory to
Jungfraujoch took less than 5 days and is neglected in the analysis. Following the acti-
vation, the samples were brought to Lauterbrunnen (795 m), where they were stored for
about 4 days before being transported by car to LNGS for the γ-measurement. Trans-
port to and storage at the LNGS aboveground laboratory (985 m) lasted about 1 day.
The cool-down times, from the time when the samples were brought underground until
the start of the measurement, were 2.5 days and 14.8 days for the xenon and copper
samples, respectively.
The intrinsic radioactivity of the two samples was measured, prior and after the
activation, with the HPGe spectrometer Gator [186] (see 3.3.1 for more details on the
detector). Before the activation the xenon sample was measured in the cavity for 26.5
days and the copper sample for 34.3 days. The pre-activation spectra were used to
establish the detection sensitivity to the γ-lines of the expected activation products
as a function of measuring time. The post-activation spectra, used to determine the
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Figure 4.2.: Pre- and post-activation spectra of the 2.04 kg xenon sample. One can identify the
127Xe lines at 202.9 keV and 375.0 keV, and the 126I line at 388.6 keV. Other prominent lines are
from radioactive contaminations in the stainless steel bottle containing the xenon (primordial
238U and 232Th chains, 40K , cosmogenic 54Mn , 60Co. Figure from [220].
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Figure 4.3.: Pre- and post-activation spectra of the 10.35 kg OFHC copper sample. The entire
post-activation spectrum is dominated by the cosmogenic activation products. Figure from [220].
production rates of the cosmogenic products, were acquired over 11.5 days for the xenon
sample and 4.0 days for the copper sample. The pre and post-activation spectra of the
two samples are shown in figures 4.2 and 4.3.
4.4 data analysis
A Bayesian method based on [246–248], modified and adapted for these specific mea-
surements, was employed to infer the activity of an isotope using all its spectral lines
with a minimal relative intensity of 10 %. The spectrum around each line is divided
into three regions, a central one for the signal and two side regions for the background
estimation, with the same criteria detailed in section 3.3.1. The total expected counts
in the signal region are γS = λS + λB, where λS is the number of counts in the signal
region defined by the equation 3.7, and λB is the background rate as defined by either
equation 3.8 or 3.9, depending on the specific case. Since, the spectral lines of the xenon
4.4 data analysis 105
and copper activation products cannot be present in the pre-exposure measurements,
for the analysis of the post-activation spectra the case of the peaked background never
occurs. Hence, the model likelihood 3.14 is always defined by equation 3.15 for each
spectral line k, and for each isotope the resulting total number of parameters p is al-
ways given by p = 2n+ 1, where n is the total number of lines employed in the analysis.
The posterior density functions (PDF) are generated by Markov Chain Monte Carlo
(MCMC) methods implemented in the Bayesian Analysis Toolkit (BAT) [249] and by
assuming flat prior distributions on all the γSk , βLk and βUk parameters of the model.
The marginalised PDF of the activity A, shown in figure 4.4 for some of the investigated
activation products, is used to decide whether a specific isotope is detected or not: if
the PDF mode and the lower edge of the shortest 68.3 % credibility interval (C.I., the
green interval in figures 4.4) are positive, a detection of the radioisotope is claimed and
the mode is taken as the best estimator of the activity, and the shortest 68.3 % C.I. as
the ±1σ uncertainty. If only the mode is positive but the lower edge of the shortest
68.3 % C.I. is zero, an upper limit is reported, since the presence of the radioisotope is
likely but its activity is too weak to be well determined. Finally the last case is when
the PDF mode is zero, and also in this case an upper limit is reported. All the upper
limits are given as the 95.5 % quantiles of the marginalised posterior PDF (the upper
edge of the yellow region in figures 4.4).
Since the half-lives of several potential activation products are comparable with the
integral time of the measurement, the activity value or upper limit obtained from the
posteriors represent a mean value A over the counting time t. Hence a correction is
necessary to determine the activity at the start of the measurement A0:
A0 = A · t
τ (1− e−t/τ ) , (4.1)
where τ is the isotope’s mean life time.









where Ra is the specific activation rate. It is easy to observe that the production rate
corresponds to the saturation activity:
Ra = A(ta →∞) = Asat , (4.3)
where Asat is the saturation activity. Because of this correspondence, hereafter the
saturation activity will be used in place of the production rate.
The production rates at the Jungfraujoch site AJ are calculated from the activities
at the start of the measurement A0, taking into account the activation time ta and the
cool-down time tc. An additional time interval tt, that accounts for the transportation
and storage at lower altitudes, is considered. During this rather short time interval the
samples were exposed to a reduced CR flux, which induces a lower activation rate At.




[(1− e−ta/τ ) + r (ett/τ − 1)] , (4.4)
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Figure 4.4.: (a) Posterior PDF for the detected 127Xe activity, clearly visible in figure 4.2. The
green region represents the shortest 68.3% C.I., which is taken as ±1σ uncertainty. (b) 125Sb,
(c) 101Rh and (d) 7Be are detected as well, but with larger uncertainties. (e) For 123mTe a signal
is present, but an upper limit is reported since the intensity is too low to be determined. (f) An
upper limit is reported for the activity of 99Rh. The right edge of the yellow region represents
the 95.5% upper limit (or the lower 95.5% credibility interval). Figures taken from [220].
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where r = At/AJ is the ratio of the production rates at Lauterbrunnen and Jungfrau-
joch, respectively. The storage and and transport time are combined to tt = 5 days,
assuming an altitude of 795 m for the whole period. Finally, the production rate at the
Jungfraujoch site AJ is rescaled by the correspondent conversion factor in table 4.1, in
order to obtain the production rate at sea level.
4.5 results
The radioisotopes of interest were selected based on their half-life (T1/2 & 5 days), on
their production rates as predicted from the Activia and Cosmo codes, and on the
some minimal requirements on their γ-spectra. These requirements consist in asking
that there is at least one spectral line with energy Eγ > 60 keV, with relative intensity
I ≥ 10 % and with a minimal separation of ±6σ from a prominent background line,
where σ is the energy resolution at the specific energy as detailed in section 3.3.1.
4.5.1 Copper
The production rates at sea level for the copper sample are presented in table 4.3. The
measured values are compared with the predictions performed within the scope of this
work [220] using the Activia and Cosmo codes, with another measurement performed at
LNGS in 2009 [206], and with some additional predictions present in literature. These
are calculations performed with the Activia code from its reference publication [223],
with semi-analytical approach [250], and with the TALYS 1.0 code [251,252].
All the observed radinuclides are well known products of spallation processes on the
63,65Cu stable isotopes [206, 223, 250]. The agreement between the measured produc-
tion rates and the predictions from Activia of this work is remarkable, with most of
the predicted values falling within the 1σ uncertainty of the measurement. The high-
est production rate, of about 0.8 mBq/kg, is measured for 58Co which has a half-life
of 71 days. This isotope and 57Co are the only radionuclides where Activia predicts
significantly lower yields than this measurement, by ∼ 20 % and ∼ 30 %, respectively.
The predictions performed with Cosmo agree very well with this measurements only for
48V , 54Mn and 59Fe , while the production of all the other radionuclides is systemat-
ically lower than the observations. In addition this code predicts systematically lower
production rates by ∼ 10 % compared to Activia, with the exception of 48V and 59Fe
where they show a fair agreement. For five out of eight isotopes, the results of this work
agree with the only other measurement present in literature, which was performed at
LNGS [206]. For 54Mn , 57Co and 60Co the observed production rates are (2.5± 0.6),
(1.7± 0.5) and (2.9± 0.8) times lower, respectively. The predictions performed with
Activia are almost identical to those of the original work [223], when the Silberberg
and Tsao semi-empirical models are used for the excitation functions (case a). The pre-
dictions using the MENDL-2P database [253] for the cross-sections (case b) frequently
yield an underproduction with respect to the semi-empirical models. However in the
case of 54Mn and 57Co the MENDL-2P based prediction provides a better agreement
with the measured values of this work. The semi-analytical study [250] predicts much
higher production rates than observed for both the CR spectra employed for the calcu-
lations (cases c and d). The TALYS-based work [251] yields reasonable values, which
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are 20-60 % higher than measured, and show a better agreement with the measurements
of this work than with those of Ref. [206].
4.5.2 Xenon
The derived production rates at sea level from the xenon sample measurement are pre-
sented in table 4.4. The measurement is compared to the Activia and Cosmo predictions
performed for this work, to the measurement performed by the LUX Collaboration [212],
and to predictions performed with the TALYS code [251]. The values measured by LUX
have been rescaled to sea level production rate with the procedure detailed in section 4.4
with the information present in the original publication [212]. Namely, it is assumed
that all the xenon was activated at sea level for 150 days. After this period 50 % of the
total xenon amount was activated at the SURF above ground laboratory over a period
of 49 days, while for the remaining 50 % of the inventory the activation at the same
location lasted only for 7 days. The following cool-down time underground was 90 days
for the first half of the inventory and 152 days for the remaining part. The atmospheric
depth at the SURF altitude of 1600 m is estimated to be 881 g/cm, corresponding to
a nucleon flux of 8.5 m−2s−1sr−1. This yields a conversion factor of 3.3, in agreement
with the value given by LUX [212].
After the activation five radio-isotopes were detected as cosmogenic products of the
xenon: 7Be , 101Rh , 125Sb , 126I , and 127Xe . The first four radionuclides were not
observed prior to this measurement, while the latter has been observed also in the
LUX experiment. The 127Xe production rate derived from the LUX measurement
agrees within 1σ with the production rate measured in this work [212]. The 126I is
the only activation product for which the predictions agree within the uncertainty with
the value derived from the measurement. For the light isotope 7Be the derived pro-
duction rate is ∼ 50 times higher than that predicted by the two codes. For 101Rh
the measured production rate resulted a factor ∼ 90 higher than the calculations us-
ing Activia and Cosmo codes, and a factor (2840± 910) higher than the studies using
TALYS [251]. The observed production rate of 125Sb is a factor (2900± 1200), (44± 17)
and (1180± 490) higher than the calculations from Activia, Cosmo and those relative
to the TALYS studies [251], respectively. The measured production rate of the 127Xe
was found in agreement, within 1σ uncertainty, with the value derived from the LUX
measurement [212]. For this isotope the two codes predict lower production rate than
observed by a factor ∼ 4. The sensitivity of this measurement did not allow the detec-
tion of the short-lived xenon isotopes, 129mXe , 131mXe and 133Xe . This is also the case
for several other isotopes predicted by Activia, Cosmo and TALYS codes [251]. The
132Cs is the only case where both the Activia and Cosmo codes predict a significant
overproduction with respect to the reported upper limit from this measurement.
Finally, it is interesting to note that for the xenon radioisotopes the production rates
predicted by Cosmo resulted systematically higher than those provided by Activia. This
is most likely due to different implementations of the semi-empirical models inside the
two codes, for the calculation of the xenon excitation functions.
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The study of the cosmogenic activation of the OFHC copper, often used as ultra-pure
construction material for low background experiments, shows agreement with the pre-
dictions performed for this work with the Activia [223] and Cosmo [224] codes and with
the only existing experimental measurement, performed at LNGS [206], prior to the one
presented here. The three out of eight detected radioisotopes in natural copper after
its exposure to CRs resulted in production rates up to a factor ∼ 3 lower than the prior
measurements (see table 4.3). The origin of the tension between the two measurements
is not clear and further independent measurements of copper activation would be of
great help in understanding better the observed discrepancy. The good agreement of
the measurements of production rates with the predictions performed in this work using
Activia and Cosmo codes provides a strong indication of the validity of the cosmic ray
models employed here for the xenon cosmogenic activation studies.
After the activation of the xenon sample five radioisotopes were detected, four of
which were not observed prior to this measurement. With the exception of the 126I
radioisotopes, the predictions of the production rates provided by Activia and Cosmo
codes for xenon results in significant deviation from the measured values. Namely, the
two codes underestimate the production rates for all these isotopes by a factor of a
few to ∼ 103. This is potentially worrisome, as some of these isotopes have relatively
long half-lives (3 yr), and might constitute a non-negligible additional source of intrinsic
background for multi-scale LXe based detectors. For the short-lived 129mXe , 131mXe
and 133Xe the sensitivity of the γ-measurement was not enough to probe these isotopes
at the required level.
For multi-ton scale LXe-based dark matter detectors the main sources of background
are the ones which are uniformly distributed in the target volume, such as 222Rn and
85Kr, and interactions of solar neutrinos [254]. Among the observed cosmogenic prod-
ucts of xenon only 101Rh and 125Sb might have half-lives long enough to affect an
experiment with a foreseen operation time-scale of a few years. The relatively high
electronegativity of both elements might allow for an easy removal with the zirconium-
based hot getters, commonly used for the xenon gas purification. However this has not
yet been demonstrated.
The 101Rh decays by electron capture to one of the excited states of the stable
101Ru. With a probability of 89 % the final state is the 325 keV excited state of 101Ru,
followed either by prompt internal transition to the ground state or by a fast sequence
(T1/2 < 1 ns) of internal transitions. Only in 8 % of the cases the 101Rh decays directly
to the 101Ru ground state. Each of the internal transitions yields a γ-emission that
produces ERs in LXe with a minimum energy of 127 keV, that would contribute to the
background at energies at least one order of magnitude higher that the WIMP search
region. However, it must be noted that the decay of this isotope is featured also by
Auger and X-Ray emissions. There are two significant Auger emissions, at 2.53 keV
from the shell L and at 16.2 keV from shell K, that will produce monoenergetic ERs
with relative intensities of 107 % and 20.1 %, respectively. Considering the quenching
of the NRs the second Auger emission might provide a contribution to background near
the top edge of the WIMP search region, while the Auger emission from the shell L
would produce a background inside the relevant region. In addition there are two X-
Ray emissions at 19.15 keV and 19.28 keV, with relative intensities of 22.8 % and 43 %,
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respectively, thus producing a ER background slightly above the top of the WIMP
search region. It should be noted that all the emissions from the atomic system might
be in time coincidence with one of the γ-emissions. Hence, such a pile-up of nuclear
and atomic emissions would up-shift the observed signal to effective energies well above
the WIMP search region. Therefore, it can be concluded that 101Rh should not be a
dangerous background source for LXe-based WIMP search experiments.
The 125Sb decays by β-emission to the one of the excited levels of 125Te, followed
by fast sequences (T1/2 < 1 ns) of γ-emissions that shift the effective energy signal
well above the WIMP-search region. However, with a probability of 13.6 %, the final
state of the β-decay is the metastable state at 144.8 keV of the 125Te, with a half-
life of 57.4 days. The β-emission of this decay channel can be particularly dangerous
for WIMP search experiments, since it is not accompanied by any other nuclear or
atomic emission, and thus the low-energy tail of the β-spectrum will overlap with the
entire WIMP signal region. Comparing the production rate derived from the xenon
γ-measurement with the published electronic background of the LUX experiment [212],
this 125Sb decay channel should produce in the low-energy region a background of
∼ 3 · 10−3 events keV−1kg−1day−1, assuming that Sb is not significantly removed by the
xenon purification system employed in the experiment. However, this background rate
estimation seems to be too high for the low-energy ER background rate of (3.6± 0.4)×
events keV−1kg−1day−1, measured by the LUX experiment [212]. Hence, it should be
concluded that the true activation rate is either close to the lower end of the quoted
credibility interval in table 4.4, or antimony is efficiently removed by the zirconium-
based getters, or it plates out at the internal surfaces of the detector components.
The 125mTe isomer (T1/2 = 57.4 days) is continuously produced by the 125Sb decays
and, because of the 2.19 keV Auger emission and the 3.69 keV conversion electron from
the K shell, with relative intensity of 159.5 % and 85.3 %, respectively, might be an addi-
tional LXe intrinsic background source inside the WIMP search region. However, both
the emissions might be in coincidence either with the nuclear γ-emission at 35.5 keV,
with relative intensity of 7.3 %, or with one of the several conversion electrons or X-rays
simultaneously emitted with the nuclear deexcitations. Because of this, the signals of
the two dangerous keV-scale secondary electrons might be up-shifted in energy with
significant probabilities by pile-up well above the WIMP search region. Hence, it can
be concluded that also the 125mTe second generation isomer should not constitute a
serious threat for future large-scale LXe-based dark matter detectors.
In addition the chemically inert noble gas radioisotopes could also significantly affect
the next-generation WIMP dark matter searches. In this dedicated experimental study
of xenon cosmogenic activation only the 127Xe was observed, which has a relatively
short half-life (T1/2 = 36.3 days), similarly to other cosmogenically produced xenon
radionuclides observed in [212]. All these isotopes will not pose a problem for WIMP
search experiments as their contamination will be reduced by an order of magnitude or
more after a few months of storage in underground laboratories.
As a final remark it is worth to note that for the foreseen multi-ton scale LXe detec-
tors, such as XENONnT [164], LZ [222] and DARWIN [254, 255], also the cosmogenic
activation from the high-energy muon fluxes in underground laboratories should be
studied, as in this case the in-situ production of short-lived isotopes might significantly







Table 4.3.: Results for the production rates of natural copper at sea level, derived from the measurements of the cosmogenic activation. These are compared
the predictions from Activia and Cosmo performed for this work, using semi-empirical formulae for the cross sections as described in the text. Both the
measurements and the predictions performed for this work are compared to a measurement performed at LNGS [206] (scaled to sea level by a factor 2.1 and
corrected for an evaluation error in case of 54Mn and 59Fe [256]), to predictions with Activia [223] using (a) the same semi-empirical formulae and (b) the
MENDL-2P database for the cross sections, to semi-analytical calculations [250] using cosmic ray spectra from (c) Ziegler [235] and (d) Gordon et al. [257],
and to predictions using TALYS [251]. Deviations from the measured values beyond +1σ and −1σ are indicated by bold or italic font styles, respectively.
Isotope T1/2 Copper: production rates at sea level [µBq/kg]
[days] This work Literature values
Measurement Calculations Measurement Activia [223] Calc. [250] Calculation
Activia Cosmo LNGS [206] a b c d TALYS [251]
46Sc 83.79 27+11−9 36 17 25.2± 8.6 36 36 44 31 –
48V 15.97 39+19−15 34 36 52± 19 – – – – –
54Mn 312.12 154+35−34 166 156 394± 39 166 145 376 321 188
59Fe 44.50 47+16−14 49 50 57± 14 49 21 75 57 –
56Co 77.24 108+14−16 101 81 110± 14 101 163 153 231 –
57Co 271.74 519+100−95 376 350 860± 190 376 421 1022 858 650
58Co 70.86 798+62−58 656 632 786± 43 655 441 1840 1430 –
60Co 1925.28 340+82−68 304 297 1000± 90 304 112 1130 641 537
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Table 4.4.: Results for the cosmogenic activation of natural xenon at sea level. The specific
saturation activities at sea level are compared to the predictions based on Activia and Cosmo,
to a measurement by LUX [212] and to a calculation using the TALYS code [251]. The half-
lifes refer to the numbers used in the software packages. Deviations from the measured values
beyond +1σ and −1σ are indicated by bold or italic font styles, respectively.
Isotope T1/2 Xenon: production rates at sea level [µBq/kg]
[days] This work Literature values
Measurement Calculations Measurement Calculation
Activia Cosmo LUX [212] TALYS [251]
7Be 53.3 370+240−230 6.4 6.4 – –
85Sr 64.8 < 34 5.3 4.6 – –
88Zr 83.4 < 52 6.7 4.6 – –
91mNb 62.0 < 1200 5.6 5.0 – –
99Rh 15.0 < 120 8.3 8.2 – –
101Rh 1205.3 1420+970−850 16.6 15.3 – 0.5
110mAg 252.0 < 49 0.9 0.8 – –
113Sn 115.0 < 55 51 47 – –
125Sb 986.0 590+260−230 0.2 13.5 – 0.5
121mTe 154.0 < 1200 299 276 – 135
123mTe 119.7 < 610 14.7 14.4 – 140
126I 13.0 175+94−87 247 247 – –
131I 8.04 < 190 147 170 – –
127Xe 36.4 1870+290−270 415 555 1530± 300 –
129mXe 8.89 < 8.7× 103 238 421 1360± 250 –
131mXe 11.77 < 3.6× 104 251 313 1620± 370 –
133Xe 5.25 < 1.2× 105 159 196 1140± 230 –
132Cs 6.47 < 120 166 164 – –
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A D E T E C T O R FO R L OW - E N E RG Y N U C L E A R R E C O I L
S T U D I E S I N L I Q U I D X E N O N
In this chapter I will describe the small LXe time projection chamber constructed at the
University of Zu¨rich for the precision measurements of the LXe response to low-energy
NRs, called Xurich II .
5.1 need of further studies of nuclear recoils in liquid xenon
The energy scale of several LXe based dark matter detectors has been hystorically based
on the direct scintillation signal (S1), while the charge signal (S2) was commonly used
only for the discrimination of the electronic recoil background. Only recently, the two
signals have been used in combination in order to determine the sum of the absolute
number of emitted photons and drifted electrons, and thus the energy deposited in LXe
by an interaction. However, in both the cases it is necessary to know the light yield,
defined as the number of photons per unit recoil energy, which depends on the type of
recoiling particle and on the deposited energy.
As discussed in chapter 2 the liquid xenon medium for particle detection has many
desirable properties required for a low-background WIMP searching detector. However,
an important key for the success of a LXe detector, that exploits both the scintillation
and the charge signals, is the ability to detect low-energy nuclear recoils, possibly down
to 1 keV. Hence, because of the quasi-exponential spectrum shape of the nuclear recoils
expected from a WIMP-nucleus elastic interaction, the understanding of the LXe light
and charge yields at low energies will have a large impact on the WIMPs-search result.
Several measurements of the absolute light yield, defined as the number of photons
produced by an energy deposit E0, for relativistic and non-relativistic ionising particles,
have been performed in the past 30 years with increasing precision [125, 135, 258–260].
However, in all these measurements the interaction of the radiation with matter pro-
duced mainly ERs, while for NRs direct absolute measurements of the absolute light
yield are in general very difficult as the energy-dependent Lindhard quenching factor
also enters in the equations. Therefore the relative scintillation efficiency Leff , defined
as the ratio of the light yield (Ly) of a NR relative to the Ly of a “standard candle”
interaction, was used to convert the S1 signals to recoil energy. Historically and thus
in much of the literature the ERs produced by the 57Co 122 keV spectral line at zero
field have been used as the standard candle light yield, although the choice of any other
well recognisable interaction would not have any effect on the energy reconstruction.
There are several measurements of Leff quantity (see chapter 2 for its definition) at
low energies using direct methods [265–268], as well as indirect measurements [269–271].
These measurements show good agreement above ∼ 10 keV, whereas for lower energies
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Figure 5.1.: Direct measurements of Leff LXe NRs as of 2011, from Arneodo et al [261];
Bernabei et al [262], Akimov et al [263]; Aprile et al in 2005 [264] and again in 2009 [265];
Chepel et al [266]; Manzur et al [267]; Plante et al [268]. Figure taken from [166] and adapted
for this thesis. Althogh, other measurements have been performed along the time this plot
represents the state-of-the-art that motivated the Xurich II project.
the trends from different experiments show some disagreement, indicating the presence
of systematic effects, different in each detector, when NRs with energies . 5 keV are
investigated. In figure 5.1 is shown the state-of-the-art of the Leff measurements from
many experiments when the Xurich II RD project for the measurements of low-energy
NR was proposed. The uncertain behaviour of Leff at low-energy is the dominant
systematic of many DM searching experiment [152,165,272,273], hence one of the main
goals of the Xurich II R&D project is to perform precise measurements of Leff , of
the absolute charge yield Qy , and of the Lindhard factor L, with improved control
and reduction of systematic effects in the low-energy range with respect to the former
experiments.
As in many liquid xenon DM experiments, sensitive both to light and charge channels,
the S2 signal has been mainly used only for ER discrimination, compared to the case of
the Leff many less investigations have been performed for the measurement of the LXe
absolute charge yield Qy for low-energy NRs. In figure 5.2 the Qy versus the NR energy
is shown, where the only direct measurement below 10 keV is from Manzur et al. [267],
that shows an increase of the charge yield in this energy region. Hence, using the charge
signal in the energy reconstruction might have many advantages, among these:
– The typical efficiency in detecting one scintillation photon in LXe is of the order
of 10% or below, while for one electron extracted into the gas phase is almost
100 % [157]. This leads to an improved energy resolution with respect to the scale
based on the primary scintillation signal.
– The energy threshold of dark matter LXe detectors can be lowered down to a
few keV level. This could improve the sensitivity to low-mass WIMP-nucleon
interactions up to one order of magnitude [267,275].
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Figure 5.2.: Direct measurements of the LXe NR absolute Qy from Aprile et al in 2006
with drift field of 0.2 kV/cm [151] (purple circles), and Manzur in 2010 with drift field of
1 kV/cm [267] (red triangles). Indirect measurements of Qy are from XENON10 experi-
ment [269] (magenta squares), and from the ZEPLIN-III experiment [274] (green hatched area).
The blue points connected by an spline are indirect measurements from the XENON100 ex-
periment and the shaded blue region refers to the 1σ uncertainty [271]. Figure taken from
the latter publication and adapted for this thesis. Althogh, other measurements have been
performed along the time this plot represents the state-of-the-art that motivated the Xurich II
project.
– The best energy resolution in a dual-phase LXe detector can be achieved with the
“combined energy scale” (hereafter CES) [276], which exploits the anti-correlation
between the S1 and S2 and leads to a combined signal with lower level of fluctu-
ations [277, 278]. For the electronic recoils, where the energy is released only via
excitation and ionization of Xe atoms, the CES is linear with energy. However,
for nuclear recoils a non negligible part of the energy is released as heat and thus
not detected [279,280]. This non-linear dependence on the energy should be taken
into account for both the Leff and Qy parameters.
Predictions of absolute photon and electron yields for both ER and elastic NR interac-
tions in LXe can be performed with the NEST software [281] for different electric fields.
However, the charge yield predictions from this software for NRs at keV come with a
relatively high estimated uncertainty (∼ 30 %), which can be narrowed by further mea-
surements. In addition, simultaneous measurement of the Leff and Qy can contribute
to the understanding of the energy dependency of the Lindhard factor at low-energy,
which is still an open and debated question for the LXe based DM detectors [280].






Figure 5.3.: Schematic drawing representing the direct measurement principle of neutron-
induced NRs in liquid xenon planned for the Xurich II R&D project.
5.2 nuclear recoils direct measurements
The plan for direct measurements of the light and charge yields of low-energy NRs in
LXe consists in exposing a small xenon dual-phase chamber to a mono-energetic beam
of neutrons. After the first scatter off a xenon nucleus, the neutrons will eventually
interact a second time with a neutron detector, placed downstream the LXe detector
at an angle θ. Hence, for those neutrons interacting in both detectors the energy
deposited as recoiling Xe nucleus (ENR) is constrained by the kinematics. For non-
relativistic neutrons and scattering off target nuclei with mass MXe  mn, where




[1− cos(θ)] , (5.1)
where K0 is the initial kinetic energy of the neutron. MT = Mn +MXe and µn,Xe =
mnMXe/MT are, respectively, the total and the reduced masses of the neutron-Xe
system.
The neutron generator is an NSD-1e7-DD-C purchased from the NSD-Fusion com-
pany, installed in a shallow underground laboratory at the Irchel campus of the Uni-
versity of Zu¨rich. The generator provides mono-energetic neutrons of 2.45 MeV emitted
isotropically from the deuterium nuclear fusion reaction. The reactor is based on a
fusor design, that consists of a reaction chamber, where low pressure (P ∼ 10−2 mbar)
D-enriched hydrogen is kept at a temperature T ∼ 500 °C. The reaction chamber is con-
tained in a metal cylindrical vessel, with a central perforated cylindrical cathode, biased
at voltages > 20 kV with respect to the metallic vessel (grounded), that generates the
electric field necessary to ionise the gas and to sustain the glow discharge current in the
formed plasma. The ionised atoms, under the action of the electric field, are accelerated
from the outer regions, near the vessel wall, toward the centre of the cathode structure,
where they can collide with each other producing the following reaction chain:
2H+2 H→4He∗
4He∗ →3 He(0.82 MeV) + n(2.45 MeV)
4He∗ →3 H(1.01 MeV) + p(3.02 MeV)
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According to the manufacturer this generator is able to generate neutrons with a rate
up to & 107 s−1, although with the recommended operative conditions the rate is an
order of magnitude lower. The generator is specifically located in a 4pi shielded chamber,
with an internal layer of borated polyethylene 20.0 cm thick, surrounded by a concrete
wall 1.0 m thick. This shielding provides the proper suppression for the neutron and
neutron-induced γ-radiation (from activated materials) to fulfil the radio-protection
requirements [282]. The neutrons are propagated from the generator chamber to the
experimental hall through a 10 cm diameter bore inside the common wall. The bore is
aligned with the neutron generator internal chamber, and provides a mild collimation
of the neutron beam. Since the neutrons are isotropically emitted by the deuterium
fusion reaction, only a small fraction emerges from the bore window. In order to predict
the features of neutron beam at the exit window of the neutron chamber, Monte Carlo
simulations based on a detailed GEANT4 model of the experimental setup, have been
performed within the scope of a bachelor project [283]. From the results the fraction of
neutrons that exit from the bore window is ∼ 10−3, with a mean beam divergence of
∼ 10 °. The neutron beam comes with a contamination of γ-rays of ∼ 37 %, mostly due
to the activation of 56Fe and 207Pb in the components of the generator [284]. However,
it was found that the contamination of the neutron beam by the γ radiation can be
reduced by a factor of ∼ 10 with just 5 cm of lead installed inside the bore where the
neutron beam propagate to the detector, with a negligible impact on the quality of the
neutrons beam.
The neutrons are tagged downstream by an M510 detector assembly provided from
Eljen Technology, consisting of a 3-inch diameter aluminium vessel, filled with the
EJ-301 organic liquid scintillator1, and optically coupled to a ET Enterprises 9821B
photomultiplier by a glass window that also seals the liquid in its container. This
scintillator is capable to discriminate the interactions produced by fast neutrons from
produced by the γ-radiation with an efficiency > 99 %, due to the different pulse shape
of two kind of signals (NR and ER, respectively) [285].
The signal from the M510 detector is fed to an MPD-4 module that performs the pulse
shape discrimination (hereafter PSD), based on the decay time of the signal tail [286].
For each of the 4 input channels the device provides the analog AMP and the PSD
signal outputs2. The first signal amplitude is proportional to the pulse integral in a
time window defined by the manufacturer and hardcoded internally to the device. The
PSD signal comes from an internal time-to-amplitude converter (hereafter TAC) of the
module, and is proportional to the time difference between two characteristic times of
the pulse. Namely the “start” time of the TAC, is provided by an internal constant
fraction discriminator (hereafter CFD), and corresponds to the rising edge of the pulse
taken at the 20 % of its maximum height in the first 20 ns. The “stop” time is given
by the crossing time of the internally shaped signal (by 6-th order trapezoidal filter)
with the level that determined the CFD threshold. This is shown in figure 5.4. The
M510 detector coupled to the MPD-4 module has been thoroughly characterised in 2012
1 EJ301 is the commercial name used for C6H4(CH3)2. It is identical to the more commonly known
proprietary names of NE213 and BC501A.
2 Strictly speaking the PSD output provided by the MPD-4 is named TAC on the front panel, as it comes
from the internal time-to-amplitude converter. However in this chapter it will be always referred as
the PSD signal, since the TAC naming is reserved for the signal provided by the TAC NIM module
employed for the time-of-flight elapsed between the first interaction in the LXe chamber and the second
in the EJ-301 scintillator.

































Figure 5.4.: (Left) Picture of the MPD-4 NIM module. (Right) Pulse shaping diagram which
illustrates the method employed by the MPD4 to analogically discriminate two pulse signals:
one with “short” decay time component that comes from a γ-interaction, and a second pulse
with “long” decay time component from a neutron interaction. Both the picture and diagram
are taken from their source reference [286].
within the scope of a master thesis project, where the scintillator was exposed separately
to neutron beam from the deuterium fusion and to several radioactive γ-emitters [287].
It was shown that, after an optimal tuning of some parameters of the MPD-4 module
and the voltage supply of the EJ-301 PMT, the electron recoils can be discriminated
with an efficiency > 99 % almost independent of the energy.
In order to reduce the uncertainties on the solid angle between the LXe chamber and
scintillator chamber, the neutron detector has to be placed at a distance ranging from
∼ 0.7 m to ∼ 2 m. The choice of the distance must be done with some compromise: if on
one side the longer distance improves the uncertainty on the scattering angle between
the two detectors, and thus also on the inferred ENR, on the other side the rate of the
coincident events will decrease, roughly as d−2 where d is the distance between the de-
tectors, as a consequence of the solid angle reduction. The neutron detector is shielded
on the top, the back and the sides by an inner layer of lead bricks 5 cm thick, surrounded
by borated polyethylene bricks with the same thickness. Only a 10 cm square window
in front on the neutron detector is left open in order to not shield the neutrons that
have previously scattered in the LXe, as shown in the picture of figure 5.5. Additionally,
an optional borated polyethylene collimator 70 long, with the same square cavity di-
mensions of the neutron entrance window of the scintillator shielding, can be employed
to better collimate the neutrons when the neutron detector is placed at a distance from
the LXe detector & 1 m. The outer layer is employed in order to moderate and even-
tually absorb scattered neutrons that accidentally would produce a coincidence event
with an interaction in the LXe. The internal layer of lead bricks, provides the shield-
ing to the γ-radiation, produced after a neutron absorption, that could also produce
an unwanted coincidence, although in this case the γ-discrimination capability of the
organic scintillator combined with the MPD-4 can also provide a further suppression
of such events. In order to reduce the background from accidental coincidences, also
the time-of-flight (TOF) from the LXe detector to the neutron detector is measured
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Figure 5.5.: Two pictures of the setup for the measurements of the neutron-induced NRs in
LXe. The left picture shows the Xurich II detector, as viewed from the neutron detector, in front
of the wall between the neutron generator chamber and the experimental room. The window
where the neutrons come from is hidden behind the LXe detector. At the left of the detector
the xenon gas purification system can be seen. The right picture shows the shielding of the
neutron detector, as viewed from the Xurich II position. In front of the neutron detector the
collimator, aligned with the xenon detector can be seen.
by means of a TAC NIM module. For a distance d and an angle θ, the neutron TOF
between the two detectors is determined by the kinematic of the scattering process:














where K0 is the neutron initial kinetic energy. The triggering and the acquisition system
will be detailed in section 5.3.4.
5.3 the xurich ii detector
The Xurich II detector consists of a small dual-phase (liquid-gas) xenon TPC, which is
the core of the detector, and of auxiliary systems to allow the cooling and liquefaction of
the xenon and its chemical purification through recirculation in the gas phase through
a hot zirconium getter.
5.3.1 TPC design
The TPC, schematically shown in figure 5.6, consists in a cylindrical chamber with a
diameter of 31 mm. The gate and the cathode electrodes are vertically separated by
30 mm and define, respectively, the top and bottom limits of the drift chamber. The
anode electrode is above the gate in gas phase, separated by a 4.0 mm thick Torlon
insulator. All three electrodes consist of 0.1 mm thick stainless steel meshes with an
hexagonal pattern, produced by chemical etching. The meshes hexagonal openings are
2.7 mm wide, resulting in a geometrical transparency of 93 %. They are welded by laser
spotting to a 1.0 mm thick stainless steel ring, that provides the support. The gate
and the anode meshes are horizontally displaced with respect to each other in a way




Figure 5.6.: Technical drawings of the Xurich II TPC. (Left) Assembling details of the anode
and gate meshes on the Torlon insulator (orange), that also houses the three plate levelmeters,
and of the internal PTFE reflector (azure) that defines the drifting chamber of the TPC. (Centre)
Layout of the entire TPC, supported by the three PEEK pillars (blue) connecting the top PMT
holder (yellow) to the support ring. (Right) Section of the TPC housed inside the internal
cryostat vessel. At the left of the TPC reflector one of the three PEEK pillars (in blue) that
provide the clamping of all the components between the top and the bottom PMT holders
is shown. On the right side the section of the brass cup (brown) for the xenon recirculation
housing the weir for the liquid level adjustment. It is composed by a top and bottom hollow
tubes connected by a bellow as described in the text.
that the vertexes of the hexagons of one mesh corresponds to the hexagon centres of
the other mesh and vice versa. According to the electric field simulations performed
with detailed and full 3D geometry model of the detector, implemented with the KEM-
field toolkit [288], this configuration of the two meshes is the one providing the best
electric field uniformity of ' 1.4 %. This quantity is defined as the ratio ∆E/E, where
∆E and E are, respectively, the root-mean-square and the mean of electric field, both
determined in the gas gap between the liquid surface and the anode mesh, where the
electro-luminescence signal is produced. The same simulations showed that across the
gas-liquid interface the electric field has a discontinuity from ∼ 5 kV/cm below the
interface to & 10.2 kV/cm above the surface, not significantly dependent of the volt-
age bias of the cathode mesh. At these fields the expected extraction efficiency is
∼ 100 % and almost independent from small fluctuations of the field value (saturation
regime) [155–157], as shown in figure 2.11. The anode and gate supports are fastened
on the spacer with PEEK screws, as shown in figure 5.6 (left), in order to avoid that
their displacement changes during the construction, the installation and the cool-down
of the detector. In particular, among several choices of insulating materials able to
provide the required electrical insulation (PTFE for instance), the Torlon was chosen
thanks to its linear thermal expansion coefficient which is very close to that of stainless
steel. This prevents compression stress on the electrode rings at the LXe temperature
and thus the warping or even the breaking of the fragile meshes. In order to maximise
the light collection efficiency (LCE) the electrode supports and the Torlon spacer are
covered with PTFE reflectors, which prevent the direct exposure of these components
to the internal region where the S1 and S2 signals are generated.
The chamber is viewed by two cylindrical Hamamatsu R9869 PMTs, developed for
applications in LXe. Their optical window is made of synthetic silica (SiO2) with
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an effective sensitive surface of 16 cm2. The photocathode is made out of a bialkali
compound which features a relatively high QE of ∼ 30 % for the detection of the 7 eV
xenon scintillation photons. The top and the bottom PMTs are separated from the
anode and cathode electrodes by 8 mm and 5 mm thick PTFE holders, respectively,
which provide the required electrical insulation. The top and bottom PTFE holders
that house the respective PMTs are identified in figure 5.6 with the yellow and green
colours, respectively. The top PMT is secured to its PTFE holder by a PTFE cap, which
is is directly fastened to the holder itself. The PTFE cap that secures the bottom PMT
is held by three PEEK pillars, that are fastened to the holder.
The chamber is designed to operate with a voltage bias ∆V between the cathode
and the gate from ∼ 500 V to ∼ 9 kV, corresponding to the electric field strengths of
∼ 0.170 kV/cm and ∼ 3 kV/cm, respectively.
The PTFE chamber wall is surrounded by a stack of 7 copper rings 1.0 mm thick
alternated with 3.0 mm thick insulating PTFE rings, which are necessary to produce
a uniform electric field inside the electron drifting chamber. Three PEEK pillars fixed
with steel screws to the top and the bottom PMT holders, passing through the 7 PTFE
ring spacers and displaced around the TPC at 120° each other, keep the entire structure
together and prevent horizontal displacement or rotation of the TPC components. The
pillars also provide the required rigidity against the thermal contraction of the PTFE
components, that at the operational temperature of 184 K would reduce the drift length
by 0.46 mm, assuming the thermal contraction of the PTFE of 16.5× 10−5 K−1.
The number, the position and the voltage bias of the field shaping rings were op-
timised based on the electric field simulations performed in 2014 with the COMSOL
software [284], assuming the anode and the cathode biased at +4.0 kV and −5 kV, re-
spectively, and the gate mesh grounded (0 V). The schematic of the resistive circuit
employed to deliver the proper voltage to the shaping rings is shown in figure 5.7. The
resistance ratios RA, RG, RC are fixed by the simulations, while the resistance R was
chosen in order to fulfil the maximum power and current specification of the HV power
supplies, with the cathode voltage at the extreme value of −9 kV. A resistive circuit
mounted on a printed circuit board (PCB) consisting of a polyamide substrate, delivers
the voltage to each ring. Later full 3D simulations performed with a more detailed
detector model, implemented with the KEMfield toolkit, confirmed the preliminary
studies used for the development of the resistive chain with higher accuracy.
From the simulations performed with different voltage biases, it was found that in
the drift chamber (or S1 region) the field uniformity ranges from ∆E/E ' 15 % for a
cathode voltage of −450 V (Ed ' 0.2 kV/m), to ∆E/E ' 3 % for a cathode voltage of
−4000 V (E ' 1.3 kV/m).
The outer part of the Torlon spacer is shaped in order to hold three capacitors based
on horizontal parallel plates, displaced at 120° all around the outer circumference. The
bottom edges of the top capacitor electrodes are vertically aligned with the anode
mesh, and conversely the top edges of the bottom capacitor electrodes are vertically
aligned with the gate mesh. Hence these three level-meters provide at the same time
a monitor for the liquid level above the gate and a monitor for the tilting of the TPC
with respect to the vertical. In an ideal capacitor, consisting of two parallel conducting
plates at a distance d, electrically separated by two dielectrics with different electric
relative permittivities g and l (for gaseous and liquid xenon, respectively), such that
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Figure 5.7.: (Left) Picture of the PCB employed to deliver the HV to the electrodes and to the
field shaping rings of the TPC. The three white PTFE insulated wires are connected directly
to the anode (top wire), to the gate (middle wire), and to the cathode (bottom wire) electrodes.
(Right) Electrical scheme implemented on the HV board.




1− (hl/d) (1− g/l) =
C0
1− (hl/d) (1− g/l) , (5.3)
where A is the surface of the plates, 0 the dielectric constant of the vacuum, and
the second equality follows by replacing C0 = A0g/d. Since g < l the capacitance
value increases with the LXe level hl. However, since the geometry of the plates is very
different from that of an ideal plane capacitor, a proper calibration for an accurate level
readout was performed. This operation is usually done at the start of every acquisition
run when the liquid level is set, and the TPC tilting with respect to the vertical line is
optimised.
Between two of the three levelmeters a brass round-shaped cup, used for the recir-
culation of the liquid xenon, is fastened to the top PTFE holder. A copper syphon
tube, connected to the pump of the recirculation system, enters into the the cup from
the top and sucks out the LXe present inside the cup. The liquid xenon enters into
the recirculation cup from a hollow steel cylinder with an overflow hole. This hollow
cylinder is connected with a bellow to a bottom cylinder, also hollow inside, that sticks
outside the cup through the bottom. The LXe can flow inside the recirculation cup only
by falling from the overflow hole, that is mechanically connected to a manually driven
graduated motion feedthrough outside the cryostat. Hence with this weir system it is
possible to change LXe level inside the chamber, which corresponds to the vertical posi-
tion of the overflow hole. Since the LXe is recirculated from the cup which provides the
physical decoupling with the LXe of the TPC, the pumping does not produce streams
or convections inside the detector sensitive volume.
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The entire structure is supported by a steel ring connected to the top flange (hereafter
the internal flange). The top PMT holder is connected to the steel ring by three PEEK
pillars fastened on both sides.
The Xurich II TPC is housed inside a stainless steel vessel with 2.6 mm thick wall
(the inner cryostat), sealed to the internal flange, where the liquefaction of the xenon
takes place. The bottom part of the vessel has an internal diameter of 83.7 mm, just
larger than the TPC structure, in order to minimise the amount of LXe outside the drift
chamber and thus to reduce as much as possible eventual neutron scattering before the
interaction inside the target volume. On the internal flange there are 5 electrical feed-
throughs. For the cathode HV, a dedicated electrical feed-through that can withstand
voltages > 10 kV is used. Internally, the cathode voltage is transported to the main
chamber with a 1.5 mm wide copper rod, which extends few mm below the internal
flange. The copper rod is insulated for its entire length from the feed-through grounded
walls by a ∼ 1 cm thick PTFE tube with a central bore large enough to fit the copper
rod. The end of the copper rod is connected by a brass female pin to a PTFE insulated
wire, which at the other end is directly soldered to the HV breakout board, as shown in
the picture of figure 5.7 left. A second electrical feed-through is used for the connection
of the anode and gate HVs and for the power supply of the PMTs (1000 V maximum).
A feed-through is dedicated only for the PMT signals transportation. Another feed-
through is used for the optical fibres, used for the gain calibration of the PMTs, and
for the readout of the Pt100 sensor, which monitors the LXe temperature. Finally, the
fifth electrical feed-through is used for the cabling of the 3 plate levelmeters readout.
All the active components of the detector, with the exception of the anode, cathode
and gate electrodes, are connected to three patch panels, by PFA or PTFE insulated
coaxial cables, each of which terminates with a male SMA connector. The patch panels,
visible in figure 5.8, consist of L-shaped metallic plates, fastened to the flange and able
to host up to 4 SMA female connectors, connected to their respective feedthrough by
the same kind of coaxial cables used for the “male side”. This system was designed
in order to simplify the assembly, the installation, and the bake-out of the TPC, that
must be performed without the PMTs in the hot xenon atmosphere (∼ 100°C), inside
the sealed internal cryostat.
Other three feedthroughs are used for the liquid level adjustments, for the outlet of
the LXe and the inlet of the xenon gas, and the last is used for the monitoring of the
pressure of the chamber and for the evacuation of the vessel before a new xenon filling
operation.
5.3.2 The cryostat and temperature control system
The inner cryostat consists of a stainless steel can that houses the TPC and is sealed to
the internal flange with a copper gasket. The liquefaction of the xenon occurs on the
internal flange which is mechanically and thermally connected to the cooling system,
based on a copper cold-finger which will described later.
The eight feedthroughs of the internal flange are welded to the corresponding feedthroughs
on the external flange (ISO250 standard), and provide thus the mechanical connection
between the two flanges. The external cryostat consists of a 254 mm diameter steel
cylinder with a 2 mm thick wall, sealed to the external flange by a viton gasket. The
bottom part of the external cryostat consists of a narrow long tube, which houses the
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Figure 5.8.: TPC during its final assembly after the bake-out stage. Since the PMTs cannot
withstand the bake-out temperatures, the internal vessel is opened again and they are assembled
on the structure only at this stage. The assembly procedure is performed with the TPC reversed
up side down and only after the internal vessel is sealed to the flange, the entire top structure
is flipped into its operational position. At the front of the “bottom PMT” (here is the top one)
it is possible to see the Pt100 for the LXe temperature monitoring. At the bottom, fixed on the
“internal flange” (as defined in the text), two out of the three patch panels for the connection
of the cabling are visible.
copper cold-finger used by the cooling system and its bottom end is immersed in a liq-
uid nitrogen bath. Inside the external cryostat a vacuum of few 10−7 mbar provides the
thermal insulation for the internal vessel and for the cooling system. In addition to the
feed-throughs in common with the internal flange, the external flange has some other
feedthroughs, two of which are used for the vacuum pumping and for the monitoring
and control of the cooling system.
The cooling is provided by a copper made cold-finger that sticks along the cold-finger
vacuum jacket of the external cryostat until the end of this, where a mechanical contact
is established for the thermal transfer. The copper rod is fastened at the bottom of
an aluminium cylinder, that is tightened by several screws to the internal flange where
the heat exchange takes place. Further, the aluminium cylinder is insulated by a mylar
jacket that reflects the IR radiation coming from the walls of the external cryostat at
room temperature, and thus prevents loss of cooling power by radiative exchange.
On top of the internal flange, a Pt100 temperature sensor and an electric heater
are used to monitor and control the flange temperature. Both the components are
connected to one of the two channels of a CryoCon 34, able to provide up to 5 W of
heating power. The temperature of the flange is then stabilised by the device’s PID
automatic feedback system. Another channel of the same device is connected to the
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Pt100 that sticks inside the internal vessel (visible in the picture of figure 5.8), close to
the bottom PMT for the monitoring of the LXe temperature.
The stability of the temperature and pressure required to operate a liquid xenon de-
tector is provided by a system based on a vacuum-insulated cryostat, mainly consisting
in an internal and external stainless steel vessels and some other components for the
cooling. The plots of these quantities as function of the time are shown in figure 5.9,
together with the plot of the internal flange external temperature which is directly con-
trolled by the PID-based feedback system of the Cryocon 34. The flange temperature
is featured by downward spike fluctuations, corresponding to the automatic refillings of
the LN2 bath, where the cold finger is immersed. However, the same kind of fluctuations
are not observed in the plots of the LXe temperature and xenon gas pressure, which
feature fluctuations relative to their mean values lower than 10−3 and 5× 10−3, respec-
tively. This is mainly because the temperature is controlled outside the internal flange,
that because of its relatively high thermal capacitance and low thermal conductivity
dumps, the short time temperature fluctuations. The cost of this feature is the reduced
cooling power for the xenon inside the internal vessel, that limits the operations to a
LXe temperature not lower than 184 K. However, this temperature was low enough to
have stable conditions of the at a pressure of ∼ 2 bar for the measurements we reported
in section 5.5. Many of the components that are going to be described in what follows
have already been used for the Xurich I experiment [289,290].
5.3.3 The Xurich II gas system for the xenon purification
The detector uses a dedicated gas system for the operations of xenon filling and re-
cuperation and for the xenon chemical purification by recirculation. Its schematics is
shown in figure 5.10. This system was initially developed and used for the Xurich de-
tector [289, 290], and for the Xurich II detector some minimal modifications have been
applied. Among these modifications the most relevant consists in an upgraded line for
the 83Rb emanation chamber connection to the rest of the gas system. This modifica-
tion allows for the injection of the 83mKr , emanated in the chamber by the decay of
the 83Rb, into the detector. As will detailed in section 5.5, the 83mKr isomer is used
for low-energy ER calibrations of the detector and for the calibration of the detector
response parameters. The gas system upgrade allows to inject the 83mKr both in “diffu-
sion” mode when only the valve V20 and V21 are open, or in “flushing” mode when the
valve V20 is closed and both the valves V21 and V25 are open (referred to the scheme
of figure 5.10). In the previous setup system only the “diffusion” mode was possible
resulting in a lower injection efficiency that made the calibrations difficult when the
83Rb activity decreased below a certain value. As will be detailed in section 5.5.2, elec-
tronegative chemical impurities in xenon, such as H2O, O2 or N2O, might compromise
the charge response of the LXe because of electron capture. Since these molecules are
continuously emanated by the surfaces of the internal detector components, a continuos
chemical purification of the xenon is necessary. In the Xurich II detector this is done by
a continuos recirculation of the xenon through a standard SAES Monotorr getter, where
the xenon chemical impurities are adsorbed on hot zirconium metal plates. The xenon
is drawn in liquid state by a KNF diaphragm recirculation pump. The liquid quickly
vaporises when in contact with the pipes, at room temperature, and thus the xenon
reaches the recirculation pump inlet in gas state. In this state the xenon is pushed

































































































Figure 5.9.: Operative parameters of the Xurich II detector over the time period relative to the
low-energy ER calibrations performed the 83mKr source and reported in section 5.5. (Top) Time
series of the internal flange temperature stabilised thanks to the PID-based feedback system
provided by the Cryocon 34 device as described in the text. The quasi periodic downward
temperature spikes correspond to the refillings of the LN2 bath. The few positive temperature
spikes correspond to lower levels of the LN2 bath. These occasionally occurred when the dewar
used for the refilling of the LN2 bath was running out of nitrogen and an exchange with a freshly
refilled dewar was necessary. (Middle) Time evolution of the LXe temperature measured by the
the Pt100 sensor placed near the bottom PMT as detailed in the text and shown in the picture
of figure 5.8. The relative deviation of the LXe temperature with respect to the absolute value
is limited to a level of 10−3. (Bottom) Time evolution of the xenon gas pressure inside the
chamber. It is possible to observe the strong time correlation of this parameter with the LXe
temperature. The maximum relative fluctuations of the pressure values with respect to the
mean pressure are lower than 5× 10−3.
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Figure 5.10.: SChematics of the layout of the detector gas system for the xenon recirculation
and chemical purification and of the pressure emergency system.
through the rest of the gas system until the getter, where it is chemically purified and
ready to be reinjected into the cryostat. The mass flow can be manually regulated by
a needle valve (V10 in figure 5.10) placed between the pump inlet and the cryostat.
5.3.4 Data acquisition system
The DAQ system is designed to acquire full waveforms from both PMTs at each trig-
gered event. In figure 5.11 the diagram of the acquisition chain is shown for the two
main operative configurations: one for the ER calibration with internal and external
γ-emitters (only green connection lines); and the other for the neutron-induced NRs
measurement (green plus purple connection lines). The core of the acquisition system
consists of a CAEN V1724 fast ADC module with 8 unipolar channels, powered by a
CAEN VME008 crate. The dynamic range of this module is 2.25 V (nominal) with
14 bit resolution (16384 channels), and the analog signals are digitised at 100 MHz. The
total length of the recorded waveform is fully customisable within a range of 100µs by
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the user, through the acquisition software. Depending on the electric field, the maxi-
mum drift time of the electrons ranges from ∼ 15µs to ∼ 25µs (see section 5.5.3). A
CAEN A2818 PCI board, mounted on the acquisition PC, is optically connected to the
digitiser, providing thus the link to record the acquired waveforms.
The signals coming from each PMT are fed into a CAEN 625 quad linear fan-in/out
NIM module, which has a maximum dynamic range of 2 V. Hence, it is not neces-
sary to calibrate the end of the dynamic range of the digitiser channels, where some
non-linearity response is usually present, as the signal amplitudes after the fan-in/out
module cover only ∼ 90 % of the ADC dynamic range. It was observed that ER events
of energy as low as ∼ 40 keV produce proportional scintillation signals that saturate the
output of fan-in/out channels. Hence, in order to have usable data for the ER energy
scale scale calibration, each PMT signal is fed to a ×10 attenuator with a bandwidth of
2 GHz, prior to the fan-in/out module. This prevented to reduce the PMTs gain for ER
calibrations, using therefore always the same working point for each type of measure-
ment. In both the ER and NR DAQ configurations, one of the two copies of the signals
from each PMT is directly fed into a digitiser channel. The second copy of the top
PMT signal is fed into a CAEN N840 leading edge discriminator, which provides the
trigger signal to the digitiser for the waveform acquisition. Since for the measurements
of both ERs and NRs only events with both light and charge signals are considered, the
discriminator threshold is set to a level that most of the triggers are due to S2 signals,
and only a minor fraction due to relatively strong S1 signals.
The second copy of the bottom PMT signal, used only for the neutron data, is fed
to a ×10 low-noise linear amplifier with a bandwidth > 100 MHz, a prototype for the
XENONnT and DARWIN research projects. After the amplification the signal is fed
into one channel of the CAEN N840 discriminator, which produces the trigger signal
for the start of a TAC module, used for the measurement of the TOF of the neutron
from the xenon chamber, where the first interaction happened, to the scintillator.
Since for each interaction the S1 signal comes before the S2, and because of the
internal reflections at the liquid surface of the VUV light, the primary scintillation is
mainly detected by the bottom PMT, and thus the most likely signal generating the
trigger for the start of the TAC is the S1 signal.
The signal generated in the scintillator is directly fed into one of the input channel
of the MPD4 NIM module. The AMP signal is fed into the fan-in/out input channel,
while the PSD signal is fed directly to one digitiser channel. One of the two copies
of the AMP signal provides the trigger for the stop of the TAC and the other is fed
directly to a channel of the digitiser. The signal from the TAC module is also digitised,
with the amplitude proportional to the time elapsed from the start and stop signals.
All the channels used for the digital acquisition of the waveforms can be activated
on demand by the DAQ software, through a configuration xml file. Other hardware
configurations specific for each channel, such as the baseline level, can be set in the
same configuration file, which contains also some other settings relative to the hardware
configuration necessary for the processor of the waveforms. Namely these settings are
the channels corresponding to the top and bottom PMTs with their respective SPE
gains and the settings corresponding to the AMP, PSD and TAC signals when they are
used.
Finally, the data are copied and stored on two different disks of the cluster of the
UZH Physik-Institut. In one of those disks, the working disk, the data are available











































Figure 5.11.: Layout of the data acquisition system of the Xurich II detector. The green
connections are always used both for ER measurements (detector calibrations) and for the NR
measurements. As detailed in the text the attenuators are used only for ER calibrations, while
for NR measurements the signals from the PMTs are directly fed into the fan-in/out. The purple
connection is activated by software, only when the coincidences between neutron interactions
in LXe and in the EJ-301 scintillator are measured.
for processing and for analysis, while the other disk is used as a backup in case of
data loss or when some old data not available anymore on the working disk has to be
reprocessed/reanalysed.
5.4 data processor of the raw waveforms
A data processing software was specifically developed for this experiment, and consists
of three programs. A Python program allows to take advantage of all 144 cores of the
batch cluster for the processing of a data set, typically consisting of several hundred
raw files, reducing in this way the processing time by & 100 times compared to a serial
processing. A C++based program, xurawproc, runs on this batch computing cluster,
parses the raw waveforms, and extracts and saves the physical quantities of interest
into a new made ROOT file. A third program, also written in C++, allows the user to
interactively visualise and inspect the waveforms, which provides a powerful debugging
tool for the development of the S1 and S2 searching algorithms. These are based on
modular libraries, with the aim to easily implement improvements and upgrades to
the code, and to easily implement them in different programs, such as the waveform
visualiser, by using a self consistent interface.
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In each of the raw files saved by the DAQ program the data are organised in events,
corresponding to the triggers of the fast-ADC module. Each event is a collection of 2
waveforms (the 2 PMTs signals), in the case of ER calibrations data, or 5 waveforms in
the case of the neutron data, where beside the channels corresponding to the 2 PMTs,
also the 3 channels corresponding to the AMP and PSD signals from the MPD-4 module
and to the TAC signal for the TOF are recorded. Each waveform consists of an array of
integers, whose length is at least twice of the total drift time length, where the trigger
time corresponds to the middle.
For the parsing of the waveforms the processor needs a file of the hardware settings
and a file of the processing settings, both written in xml format. The file of the hard-
ware settings, saved at the start of the data acquisition of each dataset, contains some
parameters that are fundamental for the processing of the waveforms. These are the ac-
tive f-ADC channels, the polarity of the signals fed into them, and a device connected
to each channel. In particular for the processing of the PMT waveforms, additional
information such as the PMT gains, obtained with dedicated light calibrations, is also
required in order to convert the amplitudes in V units to PE/channel units. The sec-
ond file required by the processor is not strictly linked to a specific dataset, and the
settings can be changed before the data processing. This allows to reprocess the same
dataset in order to find the optimal settings of some critical parameters employed for
the identification of the S1 and S2 pulses.
The raw data processing consists of three main stages:
– Pre-processing. In this stage the information from the xml files is loaded and
its consistency is verified. For each waveform the baseline and its RMS, as a noise
quantification, are calculated on the first and last 50 time samples (1 sample=
10 ns) by default, and can be manually changed through the file of the processing
settings. These quantities are used to shift the waveform in order to have a zero
baseline, and, after changing its sign, when the signal polarity is negative (e.g.
for the PMTs), the flattened waveform is computed. This is obtained by setting
to zero all the samples which are below t×RMS, where t is a parameter chosen
by the user at processing time (by default t = 3.0), and keeping unaltered all
the other samples. These steps, applied to a specific waveform are, are shown in
figure 5.12.
– S1 and S2 signal identification. This stage is the core of the entire processing
flow, where the waveforms of the PMTs are singularly analysed in order to detect
every pulse. By means of several filters built from the flattened waveforms the
algorithm aims to identify each pulse as an S1 or an S2 candidate signal. This will
be detailed in 5.4.1. At this stage several physical quantities and pulse shaping
parameters are calculated and saved for each detected pulse, in the principal data
tree of the ROOT file (T1 ). Many of these quantities will then be used in the
analysis to develop several selection cuts.
– MPD4 and TAC signal processing. This last stage of waveforms processing,
that is detailed in section 5.4.2, is executed when the scintillator for the neutron
detection and the TAC module for TOF measurement are in-line. The processing
of these waveforms is rather basic and computes very basic quantities for each
detected pulse such as the position, the length, the height, the area. For the AMP
and PSD related waveforms the algorithm also determines whether a temporal
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Figure 5.12.: Pre-processing of the two PMT waveforms, corresponding to a selected 83mKr
decay event, where both the 32 keV and 9 keV de-excitations, separated by ∼ 0.8µs, can be
observed both in the S1 and S2 channels.
(a) Raw waveforms of the top (dark blue) and bottom (dark red) PMTs as they come from the
DAQ are shown. In the inset it is shown the detail of the S1 signals from the two PMTs, where
a delay of 80 ns (8 time samples) of the bottom PMT signal is visible with respect to the top
PMT.
(b) Waveforms shifted to zero baseline, corrected for the polarity (negative only for the signals
from the PMTs), and realigned for the time delay. In the text these waveforms are called original
waveforms and denoted with the symbol Wf.
coincidence is present. All this information is saved in the same ROOT file as
the S1 and S2 signals, but using a dedicated data tree (mpd4T1 ), that in analysis
stage can be used in combination with the T1 tree.
5.4.1 The S1 and S2 identification algorithm
The identification of S1 and S2 candidates is primarily performed by two width-based
filters. An additional χ2 filter is also employed to improve the discrimination of the S1s
from the S2s signals based on pattern recognition. All the filters that are going to be
introduced are based on some parameters that have been optimised and are reported
in table 5.1.
The first filter that is computed is the flattened waveform Wff , that is obtained by the
waveform after the baseline has been subtracted and the signal polarity has been applied
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Figure 5.13.: Waveform filters computed in the last pre-processing step, shown here only for
the bottom PMT waveform. In order to be able to visualise both the S1 and S2 signals the
amplitudes are shown in logarithmic scale. The solid and dashed blue lines are the flattened
waveform (Wff in the text) and the flattening threshold level, respectively. The grey line is the
original waveform (Wf in the text) that is below the threshold, corresponding thus to the regions
where the Wff is padded with zeroes. The Gaussian convolution of the flattened waveform (Wff
in the text) is represented by the solid light purple line. The light and dark green solid lines
are the F1 and its Gaussian convolution (F1s in the text), respectively. The red solid line is
the F2 filter which defines the S2 search regions. The orange solid line is the reciprocal of the
χ2 filter, which for visualisation purposes it is plotted in place of the χ2. Hence, the waveform
parts featured by an higher similarity to an S1 signal correspond in this plot to higher values
of the orange line.
(Wff), as show in figure 5.12b. For each sample k, the Wff [k] = Wf [k] if the amplitude
of the Wf is above a specific threshold T and is zero over all the other intervals:
Wff [k] =
Wf [k] if Wf [k] > T0 if Wf [k] ≤ T . (5.4)
The threshold T is obtained from the product of the baseline RMS value by a nu-
merical (positive) factor, usually set equal to 3.0 (as reported in table 5.1), that can be
changed by the user through in the configuration file for the processing. Assuming a
gaussian distribution of the noise amplitude the probability to have a fluctuation above
the threshold is ' 1.3× 10−3. Hence, the intervals where Wff [k] > 0 are most likely due
the PMT’s collected charge at the anode, and thus to a real signal from photoelectrons.
After this step the F1 filter is computed by convolving the flattened waveform Wfl




Wff [k] , (5.5)
where F1[i] is the amplitude of the filter in correspondence to the time sample i, and
Wff [k] is the amplitude of the flattened waveform at the time sample k. This filter(light
green line in figure 5.13) is designed to react to the waveform unipolar (positive) signal
content inside a w1 wide region, which should enclose almost entirely an S1 signal and
at the same time should be narrower than the typical S2 pulse (∼ 1− 1.5µs). The
regions where F1 > 0 are called pulse search regions (PSR), where one or more pulses
can be found.
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Table 5.1.: Tunable parameters used for the processing of raw waveforms in Xurich II . Their
definitions and descriptions are found in the text. The optimised values reported for each
parameters are those used for the data processing of the calibrations reported in section 5.5.
Parameter Values
Left baseline calculation 50 samples
Right baseline calculation 50 samples





S1 template length 21 samples
S1 χ2threshold (top PMT) 0.02
S1 χ2threshold (bottom PMT) 0.01
From the F1 an additional filter F2 is calculated (red line in figure 5.13). This filter
is obtained in two steps: in the first step the flatted waveform Wff is convolved with a
second box car with a width of w2 time samples that should enclose most of a typical
S2 signal (therefore w2 > w1); after this step the maximum of the F1 inside this wider








where y[k] is the result of the convolution of the flattened waveform Wff with the box
car w2 wide. This filter is designed to react to wide signals (S2-like), where the content
in the narrow box car is typically smaller than the content in wider box car. In the ideal
case this filter should be zero in the region close to the maximum of an S1 signal, as
almost all the energy underneath Wff is already accounted as the amplitude of filter F1
at its local maximum. However, in many cases it occurs that in the neighbourhood of
an S1 pulse another S1 signal or one or more noise peaks, that overcome the threshold
for the flattened waveform, are found. Therefore, in such a case the F2 filter is not
strictly zero as it would be expected in the ideal case, and this must be considered in
the S1 and S2 classification logic, as will be described later.
A fourth filter is based on the observation that the scintillation light of the Xe is
produced by the singlet and triplet state dimers, respectively with lifetimes of τS =
2.2 ns and τT = 27 ns [126, 291], which are hardly observable with a sampling rate of
100 MHz. Hence, assuming that the S1 time shape is independent on the amount of
deposited energy in the interaction with the LXe for a given drift field Ed, and that the
observed scintillation tail length is primarily determined by the equivalent electronic
chain RC constant and by the recombination time (when Ed = 0), it is possible in
principle to identify the S1 signals by pattern recognition based on their temporal
shape.
To this end a χ2 filter based on a S1 template T has been developed. It is built for
each PMT with a few thousand of S1 signals acquired in a dedicated dataset, where the
anode electrode was not biased (floating), and thus no electro-luminescence signal from
the drifted electrons could be produced. In figure 5.14 are shown the S1 templates for
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Figure 5.14.: Templates for the S1 signal used in the χ2 pattern recognition algorithm for
different electric fields.
the two PMTs with different drifting field. The S1 template is computed by aligning all
the selected signals on the time sample corresponding to the maximum pulse amplitude
and normalising each of them by the area computed over a common time interval, in
order to remove from them the energy dependence. The template amplitude on each
sample is then computed by the median value of all the selected and aligned energy-
independent samples. Finally, the template is normalised by its area. In order to build
an S1 template with the tail at the right of the maximum bin well determined for
at least 100 ns (10 samples), only S1s signals with relatively large amplitude at their
maximum (> 20.5 mV) and in temporal coincidence between the two PMTs have been
selected. The regions of the waveform Wf more similar to the template T are described





T [k]− W˜f [i+ k]
]2
, (5.7)
where k = 0 corresponds to the maximum sample of the template, and W˜f [i] is the
waveform portion overlapped with the template and normalised by its area.
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After the filters have been computed, both the Wff and the F1 filter are convoluted
with two Gaussian kernels of unitary area, with a total length l1 and l2 and Gaussian








Gσ2 [k]F1[i+ k] , (5.9)
where the Gaussian kernels are normalised by their area, computed from −li/2 to li/2,
and the sample k = 0 corresponds to their centre. The smoothed versions of the F1
filter and of the flattened waveform are denoted as F1s and Wffs, respectively. They are
used for the proper separation of two neighbouring pulses and for the definition of the
left and right edges of a specific pulse, as will be detailed in the following.
The first executed module is the S2 peak finder that searches for all the S2 signals
scanning all the S2 searching regions, where one or more S1 or S2 candidates can be
found. Because of this they must be isolated by the S2 pulse separator module before
their classification, starting from the one with the largest peak amplitude (and most
likely also the largest area). The algorithm of this module returns a single pulse to be
classified by following the F1 filter on the left and right starting from the local maximum
until one of this conditions is verified: I) a local minimum of the F1s is reached; II) the
Wfs goes below 10−3 fraction of its maximum value; III) one edge of the S2 search
regions is reached.
An S2 pulse candidate is accepted as a good S2 signal if in correspondence to the time
sample k∗, where the F1 filter has a local maximum (still within the pulse range), the
condition F1[k∗] < F2[k∗] is verified and the corresponding area, computed from the
original waveform, is positive. After this test is passed the similarity test is performed on
the S2 candidate. This consists in rejecting the pulse as an S2 signal if the χ2[iˆ] < χ2min,
where iˆ is the sample corresponding to the pulse maximum, and χ2min is a minimum
threshold (similarity threshold), manually optimised for each PMT and loaded from the
xml file. In case the χ2 is found below the similarity threshold over an interval that
does not contain the time sample iˆ, the pulse can still be an S2 signal but it is likely
that an S1-like signal is located just few samples in front of the S2 leading edge or just
after the S2 tail. Although a missed S1 inside a much larger S2 would bias the area
of the latter by a negligible amount, a not identified S1 just before the charge signal,
and thus compatible with it, might lead to a wrong reconstruction of the interaction
depth in liquid xenon. Hence this S1 signal is separated from the pulse interval by a
call to the S1 pulse separator module, which is very similar to the algorithm for the S2
separation and will be detailed in the following. Finally, if the S2 candidate is accepted,
the corresponding physical and pulse shaping quantities are saved, and the interval
corresponding to the pulse is removed from the S2 and S1 search regions by padding to
zero the corresponding time samples of the F1 and F2 filters. In the opposite case the
corresponding interval is removed only from the S2 search regions. Once there are no S2
search regions left in the waveform, the S2 peak finder loop terminates, and the S1 peak
finder starts to iterate over all the S1 regions to select the S1 signals contained inside.
As inside these regions more than one S1 pulse can be found, the S1 pulse separator
returns a single pulse as an S1 candidate following in this case the Wfs filter from the
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Figure 5.15.: An example of the S1 and S2 search algorithm performance. The top plots are
two regions of the waveform displayed in figure 5.12. In the top right diagram the two S1 signals
corresponding to two-step de-excitation of 83mKr decay are identified without the need of the
pattern recognition algorithm. On the contrary the bottom left plot is relative to another event
where the two decays are closer in time and the second S1 pulse would be misidentified as an S2
signal without the help of the χ2 filter. In the top right diagram the two S2 signals produced
by the 83mKr decay are separated at the point where the filter F1s (dark green histogram) has
a relative minimum. In the bottom right diagram an event from the 57Co calibration is shown
where an S1 very close to the main S2 would not be recognised without the pattern recognition
algorithm. In this case the waveform interval relative to the S1 signal is removed from the
S2 search region using the algorithm for the S1 separation, based on the Gaussian-convoluted
version of the flattened waveform (the light violet histogram). This last diagram is shown in
logarithmic scale in order to visualise the S1 pulse. In some of the diagrams the red and green
filters have been rescaled (by the same factor) visualisation.
maximum to the left and the right. Since the right side of an S1 like signal with respect
to its peak is featured by a smooth decreasing tail, on contrary to the left side featured
by a sharp rising edge, the conditions to determine the two edges are slightly different.
The left edge of the pulse interval is determined by: I) a local minimum of the Wfs is
found; II) the Wfs goes below the 10−2 fraction of its maximum value (the value at the
start); III) the F1 is zero (lower edge of the S1 searching region) ; IV) the Wfs goes to
0. The right edge of the pulse is given, instead, without the condition (IV) used for
the left edge, and by modifying the condition (I) in order to look for a local minimum
only if Wf is below the 10 % of its maximum value. Once the interval containing only a
single S1 candidate has been obtained, the pulse is accepted if the area computed over
the interval using the original waveform is positive. Either the S1 candidate is accepted
or not its interval is removed from the S1 search region. The S1 peak finder terminates
scanning the waveform when no more S1 search regions are left.
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5.4.2 The processing module for the MPD4 and TAC modules
This module is executed when the scintillator and/or the TAC module are in-line. The
AMP, PSD and TAC signals produced by the respective devices have a square shape
with different widths, where all the information is encoded in the amplitudes. For all
the three signal types the pulses are taken as the intervals where the flattened waveform
Wf is positive. For all of the pulses the maximum amplitude, the area, the beginning
and the ending time are saved. In addition, the AMP and PSD signals are checked for
time coincidence, which is determined when the intervals of the two pulses overlap with
each other.
5.5 low-energy electron recoil calibration with a 83mKr source.
The electronic recoil energy scale of the Xurich II detector is calibrated using the S1
and S2 signals produced in LXe by the 83mKr decays. This radioactive noble gas is
emanated from a 83Rb source embedded inside of ∼ 2 mm diameter synthetic zeolite
beads (nalsite type from MERK company), featured by a mean porosity of 0.5 nm. The
beads are placed inside a vacuum sealed stainless steel chamber, connected to one of
the bypasses of the Xurich II gas system, as shown in figure 5.10.The 83Rb source, with
an initial activity of 100 kBq, was produced early in 2015 at the Rˇezˇ cyclotron U-120M
of the Nuclear Physics Institute of the Czech Academy of Science.
The source is produced by the natKr (p,xn)83Rb nuclear reactions induced on a pres-
surised krypton target. The gas is irradiated with −H ions with initial energy of 27 MeV
degraded down to the ∼ 20− 25 MeV energy range after the entrance into the target
chamber. Studies of the excitation functions show that for protons in this energy range
the production of the 84,86Rb isotopes is minimised, while the 83Rb yield, mostly due
to the 84Kr (p,2n)83Rb reaction channel, is around its maximum [292]. After the irradi-
ation, the target chamber is washed with high-purity water, which dilutes the rubidium
adsorbed by the metallic surface. The solution is then absorbed by zeolite beads, fea-
tured by a mean porosity of 0.5 nm. After the water-rubidium solution is absorbed into
the beads, the zeolite is heated to high temperature for several hours letting the water
to evaporate out. Some studies showed that this kind of zeolite sieve shows a high
chemical retention power for the absorbed rubidium, letting only the 83mKr to diffuse
out of the nanometric sieve structure [289, 293, 294]. This property makes this source
particularly suitable for experiments that need low level of contamination from long and
medium lived radioactive isotopes. This technique was initially developed to produce
a low-energy calibration source for the KATRIN experiment, which attempts to mea-
sure the electron neutrino mass by magnetic β spectrometry with ultra low background
requirements [295].
The 83Rb decays by electron capture with a half-life T1/2 = 86.2 d to one of the
excited states of the 83Kr . With a probability of ∼ 90 % the final state of the decay
is either the 571 keV or the 562 keV that decay with very short half-life (∼ ps) to
the 41.5 keV metastable state of the 83mKr. The 83mKr isomer decays with a half life
T1/2 = 1.83 h to the excited state at 9.4 keV by the emission of a γ-ray of 32.15 keV.
This state decays with a half-life T1/2 = 156 ns to the ground level of 83Kr again by
γ-emission. However the two γ-rays from nuclear de-excitation are absorbed by the
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Table 5.2.: Most prominent decay channels of the 32 keV and 9 keV de-excitations of the 83mKr
sorted by their branching ratio. The CE, A are the conversion electrons and the Auger electrons,
respectively, where the sub-shell of origin is indicated. The symbol X stays for the X-ray emission
from the atomic relaxation and the subscript indicates the type of transition. This table has
been compiled starting from table 2 of [296] and updated with the data of [297], available in
the NuDat 2.6 online database [174].
Transition energy Decay mode Branching ratio
32.15 keV
CEL(30.23 keV) + AL(1.5 keV) 63.7 %
CEK(17.83 keV) + XKα(12.67 keV) + AL(1.5 keV) 13.8 %
CEM(31.86 keV) 10.7%
CEK(17.83 keV) + AK(10.8 keV) + 2AL(1.5 keV) 8.6 %
γ (32.55 keV) 0.06 %
9.4 keV
CEL(7.48 keV) + AL(1.5 keV) 80.0%
CEM(9.12 keV) 12.9 %
γ (9.4 keV) 5.5 %
atomic electrons with high probability, resulting in emissions of conversion electrons
from the K, L, M and N atomic shells, soft X-ras and in particular of the 1.5 keV Auger
electron from the L-shell, with a relative intensity of 168%, as summarised in table 5.2.
These mechanisms highly suppress the probability of a direct γ-interaction with LXe to
a probability of ∼ 0.05% and ∼ 5% for the 32 keV and 9 keV transitions, respectively.
For a noble gas particle detector, designed to be sensitive to low-energy nuclear
recoils, the use of the 83mKr as ER calibration source has some advantages, compared
to standard γ-ray sources such as 57Co or 137Cs . The first advantage is due to the
low-energy de-excitations, which are located very close to the WIMP search region,
and thus address the issue of a proper energy calibration in this energy range. This
is possible because the krypton is diffused directly in the LXe target, which addresses
the issue of having a uniform calibration free from event localisation systematics. This
issue might also be addressed with the 131mXe (T1/2 = 12 d) and 129mXe (T1/2 = 9 d)
isomers, usually produced by neutron activation of natXe in the detector target. The
first produces a spectral line at 164 keV while the second de-excites via a fast sequence of
γ-emissions at 197 keV and 40 keV (∆t ∼ 1 ns). Because of the typical acquisition rates
of the digitisers (100-400 MHz) and the mean de-excitation time of the LXe, it would be
very hard to resolve in time the light signals corresponding to the two interactions. All
the signals that those two isomers would produce in a LXe detector have, however, the
disadvantage of being very far above from the energy region of interest for low-energy
nuclear recoils (< 50 keV). In addition, all the three spectral lines are produced with
very low branching ratios, which makes impracticable their usage in detectors without
low background.
All the issues addressed by the 83mKr source are particularly important for the a
large scale detectors such as XENON1T, for which the calibration of the ERs with
external γ-emitter would be a formidable and almost impossible task for at least two
reasons. The first is due to the strong attenuation of the γ-radiation in LXe, that
implies the use of radioactive sources emitting MeV scale γ-rays (for instance 60Co or
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Figure 5.16.: (Left) Distribution of the events from a 83mKr calibration in the (∆tS2,∆tS1)
parameter space. The events corresponding to the 83mKr decay are clearly clustered around the
∆tS2 = ∆tS1 line. The population accumulated in the region ∆tS1 < 0.5µs consists of events
where the second S1 signal either is a noise peak, an after pulse or a accidental pile-up event
not properly rejected by the selection cuts. (Right) 1D distribution of the same events on the
∆tS2 = −∆tS1 axis. The fit is performed with a Gaussian summed with a constant. The black,
green and magenta dashed vertical lines define the boundaries of the 2, 3 and 5σ regions of the
Gaussian fit, respectively. These regions are used to develop the selections at different purity
levels for the class of 83mKr events which have a double S1 and double S2.
228Th sources) able to penetrate inside the active volume, which would produce signals
very far from the relevant energy range. On the other hand the use of γ-emitters with
lower de-excitation line, such as the widely used 57Co , would produce energy deposits
localised at the edges of the detector and thus not effective for the calibration of a large
scale LXe chamber. Hence, after the first successful tests in the small LXe chamber
Xurich [289, 290], developed for studies of low-energy Compton scattering interactions
in LXe [290], the 83mKr is now the standard calibration source of many dark matter
detectors based on liquid noble gases.
However, the same is true also for small scale R&D detectors like Xurich II , where
the horizontal coordinates (x − y) of the interaction vertex are not available and a
uniform calibration of the low-energy region the chamber can highly reduce the position
dependent systematics. The analysis, that will be shown in the next sections, refers to
the calibrations with the 83mKr source, that where performed during the commissioning
of the detector between May and June 2016, prior to the first exposure to the neutron
beam. These calibrations were performed at several electric field settings, ranging from
∼ 0.2 kV/cm to ∼ 1.1 kV/cm.
5.5.1 Selection of the 83mKr events
A set of minimal event selections, tailored to reject those events not fitting the general
pattern of a physical energy deposition within the detector volume, are applied for any
analysis. The most important of these is the requirement that the main S2 signal should
be present in both PMTs and in time coincidence.
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Figure 5.17.: Distribution of the first and the second largest S1 signals before (left) and after
(right) the selection criteria defined in figure 5.16 was applied.
Since the two 83mKr de-excitations are delayed by a mean time of ∼ 225 ns, there are
two classes of events that can be used. The first class consists of those events where both
the S1 and S2 signals are well resolved in time by the peak search algorithm. This class of
events is selected by the study of the time delay of the two signals, as shown in figure 5.16,
and by observing the high density population around the region defined by ∆tS2=∆tS1.
Since this population of events is selected based on a feature concerning the decay
property of the 83mKr, it is expected to have a negligible contamination of accidental
interactions or of noise events misidentified as an S1 or S2 signal. Hence the events
of this class are used to study the light and charge yields for the 9.4 keV and 32.2 keV
separately. However, there is a drawback in using this class of events, since the typical
width of the charge signals is in the µs range that defines the minimum observable time
delay between the two de-excitations. Therefore, for this kind of studies only events
in the upper tail of the exponential distribution with ∆tS1 ≥ 1µs, corresponding to a
fraction 1 %, have been selected. In addition, interactions at the bottom of the TPC are
featured by wider S2 signals than those occurred closer to the gate mesh. This effect
is induced by the diffusion experienced by the electrons during their drift. Therefore,
electron clouds that drifted for longer time in LXe will arrive at the liquid-gas interface
with larger the longitudinal dispersions. Hence the selection acceptance of this class of
events is expected to decrease with the drift time, as shown in figure 5.19. In order to
verify that with these conditions the 83mKr events are effectively selected, in figure 5.18
is reported the distribution of the delay time between the largest and second largest
S1s selected within the ±2σ region of their distribution (figure 5.16 right). The half-life
of the 9.4 keV level is measured by fitting the distribution with a function consisting
of an exponential summed with a constant f(t) = A · exp (−t/τ ) + C. The result is
T1/2 = (155± 1) ns, consistent with the literature value of (156.8± 0.5) ns [297].
The second class consists of events corresponding to 83mKr de-excitation with such a
small time delay, that two S1 signals are not time-resolved by the processor, and thus
the corresponding S1 and S2 signals correspond to the entire 41.5 keV energy release
(hereafter 41 keV signal). The advantage of this class of events is that it is expected to be
much more populated than the first class, they are expected to be uniformly distributed
along the z coordinate (or in drift time). However, this population is expected to be
more contaminated by double scattering interactions or by pile-up events. The first
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Figure 5.18.: Distribution of the time delay of the prompt scintillation signals from the 83mKr
de-excitations. The half-life of the 9.4 keV level, calculated with an exponential decay summed
with a constant background, is T1/2 = (155± 1) ns. The range of the fit is taken in order to
exclude the region with a lower delays between the S1s, where the roll-off of the efficiency for
the S2 time separation would artificially shift the resulting half-life.
kind of events are usually featured by more than one S2 signal compatible with the
main S1, and can be rejected by requiring that the second largest S2 is smaller than
a threshold in order that only S2 relative to photoionisation of impurities survive as
second largest S2. The second kind of events are featured by two or more S1 signals
that can correspond to the main S2. The rejection of pile-up events would ideally be
performed by requiring that no more an S1 signal is present before the main S2 signal,
in a time interval required by an electron to go across the entire interaction chamber.
However, this requirement also has some drawback since after the main S1 an after-
pulse, produced by positively ionised impurities inside the PMTs that drift toward the
photocathode, might mimic the S1 of a real interaction. In such a case a genuine single
scatter event might be rejected because it is misidentified as a pile-up event, that can
lead to a drift-time dependent rejection efficiency.
5.5.2 S2 corrections and LXe purity
The ionised atoms, produced by particle interaction with LXe, during their drift travel
toward the gate and anode electrodes can be reduced in number by their attachment to
electronegative impurities dissolved in liquid. Hence the resulting effect is an S2 signal
dependent on the drift time of the electrons, which is undesirable and requires proper
corrections. For each electronegative species s dissolved in liquid xenon there are two
quantities that influence the surviving probability of an electron cloud: the density ρs
and the capture rate ks. Hence the time variation of the electron concentration ne is
given by:
dne
d t = −ne
∑
s
ρsks = −ne/τe , (5.10)
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where the index s runs over the chemical species dissolved in LXe and τe is the mean
electron lifetime in the liquid. Therefore, considering that a number Ni(0) of electrons
were initially drifted away from the interaction site, after a time t the number of elec-
trons that survived the capture by electronegative impurities will be:
Ni(t) = Ni(0)e−t/τe . (5.11)
Strictly speaking, the recombination rate −nekrρXe+ and the neutralisation rate
−nekn should also enter in the computation of the electron lifetime [298]. However,
since the recombination term takes place only over times 20 ns (depending on the elec-
tric field), while the electron drift times for the TPC range from ∼ 1µs to ∼ 20µs, the
method used here for determining the electron life time is not sensitive to the electron
recombination. It was observed that the electron neutralisation rate contributes over
very short time scales, with the constant kn several order of magnitude lower than the
capture rates from the impurity [298].
The most common electronegative impurities that can be dissolved in a LXe detector
such as Xurich II are oxygen, water and N2O.Out of these three species only O2 and
H2O have been observed with RGA mass spectrometry, always performed before and
after the baking of the cryostat prior to filling with liquid xenon. These molecules can
be absorbed by the materials during their exposure to air, and then emanated during
the operations. Because of the relatively high affinity of LXe with polar molecules,
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Figure 5.19.: Drift time distribution of events corresponding to the single and double signal
population. The negative slope is the effect induced by the lower efficiency of the selection cuts
for events coming from the bottom of the TPC. Since during the electron drift the diffusion
process takes place, the S2 signals are wider for events with longer drift time. Hence the efficiency
of the processor in resolving two charge signals very close in time, as for the case of two-step
83mKr de-excitation, decreases with the drift time. Another feature that can be observed in
both the distributions is a peak at a drift time td ∼ 1.6µs. This most likely corresponds to
interactions happening in the proximity of the gate mesh. In this ∼ 1 mm region the electric
field simulations show a significative deviation from the average field inside the TPC, mostly
due to leakage of the electric field from the anode mesh. Events with td < 1µs, present only in
the single pulse population are relative to interactions happened in the LXe region above the
gate. Because of the small drift time, the S1 signal of the 9.4 keV emission is usually hidden
inside the main S2 peak, therefore these events are not observed in the double pulse population.
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Figure 5.20.: (Top) Dependency on the drift time of the charge signal of the 32.1 keV energy
emission from 83mKr decay. This example is relative to a dataset acquired with cathode at
4.0 kV corresponding to a drift field Ed = (1.26± 0.03) kV/cm. The x position of the black
solid points is determined by dividing in 25 parts an optimal td range, which is determined for
each cathode voltage setting (in this case from 3µs to 15µs) in order to exclude the zones close
to the gate and the cathode, where the field significantly deviates from the mean value. For
each of the points the mean S2 is determined by a Gaussian fit performed within the ±50 ns
around the x position of the data point. Then the electron lifetime is determined by fitting an
exponential function to the 25 data points. (Bottom) The S2 signal after the correction for the
electron lifetime, where the superimposed data points are determined with the same procedure
as for the plot before the correction. In order to verify that the correction is properly applied,
the data points are fitted employing a function f(t) = A exp (−αt). The correction is accepted
if the obtained value of α is consistent within the uncertainty with the ideal value of 0.
their emanation can be significantly enhanced in the material surfaces in touch with
the LXe. However also the components of the gas system can be a significant source of
the emanation of electronegative molecules.
Studies of the S2 signal as a function of time were performed by the use of the
32.1 keV and 41.5 keV signals from the 83mKr decay. In figure 5.20 the dependence of
the S2 signal on the drift time is shown for the 32 keV signal. An exponential fit is
performed to determine the electron lifetime which is used to compute the corrected
charge signal cS2, defined as the S2 signal size if no electron trapping occurred:
cS2 = S2etd/τe , (5.12)
where td is the drift time of the event. This correction is applied event by event in
analysis stage and is used for the calibration of the energy scales (sections 5.5.5).
The evolution of the electron lifetime over the period of time from May to June
2016 is shown in figure 5.21. An increasing lifetime over the time can be observed as a
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Figure 5.21.: Evolution of the electron life time, during the 83mKr calibrations of the Xurich II
detector during the detector commissioning. The large gap with no data points corresponds to
a period of time where no calibration had been performed, but the LXe purification loop was
kept active.
result of the continuous purification on this period, when the 83mKr emanation chamber
was always kept open. The electron lifetime measured during this calibration session
ranges from ∼ 160µs to ∼ 200µs, that corresponds to an equivalent O2 concentration
in LXe ranging from ∼ 10−9 g/g to 8× 10−10 g/g of O2 in LXe, where it is assumed an
average kO2 = 0.7 liter mol−1s−1 (it mildly depends on the field strength) and a LXe
density at 184 K of 2.8 g cm−3. Hence the maximum charge attenuation for interactions
at the bottom of the drift chamber (drift time td ∼ 15 − 20µs) is ∼ 8.5 − 10.5 %.
The observed increasing trend of the electron lifetime during this calibration is the
consequence of the continuous xenon purification. The last two data points before the
vertical red line indicate that the system is close to a steady state, where the rate of
purification equals the rate of impurity emanation. The last data point correspond to
a dataset acquired with electric field at ∼ 1.2 kV/cm (cathode biased at −4kV), after
that the 83Rb chamber was closed for about a day for a short maintenance operation.
The substantial drop of the LXe purity down to ∼ 2× 10−9 g/g O2 equivalent, is the
consequence of the accumulation of the electronegative molecules emanated from the
chamber walls and probably water from the zeolite beads.
5.5.3 Electron drift velocity and position reconstruction
The z coordinate of an interaction is determined by the product of the drift time and
the electron drift velocity. Since this quantity depends both on the electric field and
on the LXe temperature, it was measured for Xurich II at the operational temperature
of 184 K for drift field values ranging from 0.22 kV/cm to 1.26 kV/cm. The only ex-
perimental systematic studies performed in LXe at several available in literature have
been performed near the triple point of xenon at T ∼ 163− 165 K [299–302]. Since
the detector was operated at a temperature ' 184 K , the actual electron velocity in
Xurich II might be significantly different from the values present in literature.
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Figure 5.22.: (Top) Drift time distribution of the 32 keV signal (blue line) from the double
pulse population used to determine the positions of the gate and the cathode meshes. Before
the derivative (green line) is computed, the original histogram is convoluted with a Gaussian
kernel (red line superimposed to the blue). Both the drift time distribution histogram and the
derivative histogram are normalized by their respective maximum absolute values. (Bottom)
Details of the drift time regions containing the events close to the gate region (left diagram),
where the derivative is maximally positive, and the events close to the cathode (right diagram).
The gate and the cathode drift times are taken as the drift times corresponding to the maximum
and minimum of the derivative, respectively. The uncertainty on meshes position is assumed
as half of the shaded regions, that are defined as the regions where the absolute values of the
derivatives are above the 90% of the absolute maximum value in the considered region.
The electron drift velocity is determined by selecting the events produced at known
positions, namely in the proximity of the cathode and gate electrodes, and by the
accurate knowledge of their separation length (ld = (31.0± 0.2)mm). The drift time
corresponding to the cathode mesh is expected to be observed close to the end cut-off
of the drift time distribution, where the electric field changes its direction. The same
consideration is valid also for interactions in the proximity of the gate mesh, where a
sharp rising of the spectrum (or a cut-off going toward smaller drift times) is observed.
In figure 5.22 the method used to determine the drift times is shown. Namely the drift
time corresponding to the gate is selected as the time where the derivative has the
maximum value (positive), while for the cathode the minimum (negative) is chosen. In
addition, for each cathode voltage the measurement of the positions of the two meshes
is independently performed on the single and double pulse population. This allows for
the evaluation of eventual systematics by using two set of events with no elements in
common,
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Figure 5.23.: Distributions of the delay times of small signals identified in addition to the main
S1 signal for several values of the drift field. Although identified as S1s, many of these signals
are actually S2s due to one or a few electrons produced by the S1-induced photo-ionisation of
the impurities dissolved in LXe and of the exposed metallic components. In particular on the
electrode it is possible to observe those produced on the cathode mesh, which are featured by a
well defined drift time (here called delay time), that decreases for higher drift field values. The
peak positions are taken from the mean value of the Gaussian function that models the peak.
The background, modelled by a first order polynomial, is the effect of requiring that the small
signals come after the main S2 signal.
A second method, employed for the consistency control, takes advantage of the elec-
trons produced by the photo-ionisation of the metallic meshes, caused by the main S1
and S2 signals. These photoelectrons will drift, under the action of the electric field, to
the gas phase where they will produce the electro-luminescence signal. In figure 5.23
the spectra of the time elapsed from the main S1 and small signals coming after the
main S2 are shown for different electric fields. For all the electric fields used for these
calibrations, a peak at a particular delay time emerges identifying thus the drift time
corresponding to the cathode electrode. The drift time values are obtained by fitting a
Gaussian function summed to a linear function, which describes the background. The
results, reported in table 5.3, are in excellent agreement with those obtained with the
“cut-off method”. For the datasets corresponding to low field values, Ed = 220 V/cm
and Ed = 260 V/cm, the cathode photoelectrons are not observable.
Photoelectrons from the gate electrode are identified with higher order S2 signals
and their delay time distribution is shown in figure 5.24. In this case the drift time
corresponding to the gate are much smaller compared to those obtained by the former
method. This can be explained by observing that gate drift times of & 1.5µs, as
obtained by the “cut-off method”, would correspond to drift lengths ld > 4 mm, if in
the liquid region above the gate, a drift velocity vd > 2.65 mm/µs is assumed [157,
299,301] for an electric field Ed > 5 kV/cm, as predicted from electric field simulations.
Since the gate and the anode grids are separated by 4.0 mm the drift lengths obtained
with the “cut-off method” would imply a liquid level above the gate electrode, which
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 = 220 V/cmdE
 = 260 V/cmdE
 = 379 V/cmdE
 = 525 V/cmdE
 = 672 V/cmdE
 = 818 V/cmdE
 = 964 V/cmdE
 = 1.260 kV/cmdE
Figure 5.24.: Distribution of the delay time of secondary S2 signals with respect to the main
S1. Histograms of different voltages are independently fitted with a Gaussian function, in order
to determine the drift time corresponding to the gate mesh. For visualisation purposes the
histograms have been normalised by their maximum height inside the fitting interval.
is incompatible with the liquid level measured by the levelmeters and also with the
presence of electroluminescence signals. Reversing the argument if a liquid level of
2 mm above the gate is assumed the inferred gate drift time would imply a drift velocity
< 1.3 mm/µs, which also is incompatible with the known values coming from other
measurements present at fields > 5 kV/cm [157, 299, 301]. From similar arguments the
drift time determined by using the gate photoelectrons, implies a liquid level & 1.5 mm,
that would be compatible with the operational conditions and would only imply a
bias on the level meter readout of . 1 mm. These arguments strongly support using
this second method for the drift time corresponding to the gate. Additionally, as can
be observed in figure 5.24, the gate timing is independent of the electric field in the
drifting chamber, which agrees with the expectations as the field above the gate is only






























Table 5.3.: Comparison of the electron velocities obtained with the “cut-off method” and with by using of the photoionisation electrons from the two
electrode meshes electrodes. The 1σ spread of the gate and cathode drift times, obtained with the latter method, is assumed as the systematic uncertainty
on the measure. The drift velocity is computed assuming a drift length of (31.0± 0.2)mm, where the uncertainty is estimated by combining together the

















220± 30 1.8± 0.1 20.85± 0.03 1.63± 0.01 0.58± 0.01 NA 1.53± 0.01
260± 30 1.8± 0.1 20.64± 0.05 1.64± 0.01 0.58± 0.01 NA 1.55± 0.01
380± 30 1.7± 0.1 19.91± 0.05 1.70± 0.01 0.58± 0.01 20.0± 0.2 1.60± 0.02
530± 30 1.6± 0.1 18.96± 0.05 1.79± 0.02 0.58± 0.01 19.1± 0.2 1.67± 0.02
670± 20 1.6± 0.1 18.35± 0.05 1.85± 0.01 0.58± 0.01 18.5± 0.2 1.73± 0.02
820± 20 1.6± 0.1 17.79± 0.07 1.91± 0.02 0.58± 0.01 17.9± 0.2 1.79± 0.02
960± 30 1.5± 0.1 17.34± 0.05 1.96± 0.02 0.58± 0.01 17.5± 0.2 1.83± 0.02
1260± 30 1.5± 0.1 16.98± 0.09 2.00± 0.02 0.58± 0.02 17.1± 0.1 1.88± 0.02
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The results of the electron drift velocities are shown in figure 5.25 as function of the
drift field in the TPC, and are compared with those present in literature at different
temperatures. The comparison of the electron drift velocity with the earliest measure-
ments performed by Miller et al. [299] at 163 K and Gushichin et al. [301] at 165 K
show substantial agreement about the electron velocity dependency on the drift field,
that can be well approximated by a power law vd ∝ E αd . The systematic lower value
of the electron velocity values measured in Xurich II with respect to the measurements
performed near the triple point, can be explained by reduction of drifted electrons mean
free path induced by the higher temperature [140, 303]. Substantial agreement is also
found with the recent measurements of the other LXe TPCs [273,302,304], that are all
operated at lower temperatures than Xurich II, and thus an higher electron velocity is
observed. A remarkable agreement is found with the measurement of the XENON100
experiment [305] which was operated at a temperature just 2 K lower than Xurich II.
The behaviour of the measurement at 200 K below 0.1 kV/cm shows an evident turning
point and is not with the Xurich II measurements at low field (the lower two data points).
At electric fields higher than 350 kV/cm an agreement on the field dependency of the
velocity is observed, although at 200 K it was expected to be lower than in Xurich II.
However, the electron drift velocity at high fields is also dependent on the concentration
of impurities that can modify the momentum transfer and energy transfer mean-free
length of the electrons, due to additional scattering centres in the LXe [300]. Hence,
a better understanding of the observed discrepancies between the Xurich II and the
Gushichin’s measurement, requires a full knowledge of the impurities species and their
concentration, which are not available in both the cases.
5.5.4 S1 corrections and light collection efficiency studies
The size of the prompt scintillation signal S1 is influenced by the TPC internal geometry,
the reflection and refraction of light at the boundaries of the LXe with other materials, as
well as the light absorption properties; therefore it will be dependent on the interaction
position inside the drift volume. Hence, the light collection efficiency (hereafter LCE),
defined as the fraction of the primary photons reaching one of the PMT photocathodes,
is not uniform across the TPC and must be studied in order to properly correct and
reduce the spread of the S1 signals. Since the Xurich II detector is sensitive only to the
depth of the interaction vertex, the correction map consists of a function of the single
variable z. In order to reduce the spread of the S1 signal for a given interaction, a
more suitable quantity, the relative S1 collection efficiency f(z) has been obtained from
the data. This position dependent quantity is defined as the ratio between the S1 size
at a given z by the averaged S1 over the predefined analysis volume, that in the case
of these calibrations is defined by the upper and lower boundaries z1 = −5 mm and
z2 = −25 mm, where z = 0 corresponds to the gate mesh. Hence the corrected light










where Ŝ1 is the size of the prompt scintillation corresponding to a signal with well
defined energy within the analysis volume. The fiducial volume has been chosen based
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Figure 5.25.: Electron drift velocity measured with the Xurich II TPC as a function of electric
field (red open circles). The measurements are compared with data from other authors: Miller et
al. [299] (green solid triangles), Guschchin et al. [301] (solid and open grey diamonds), the
EXO-200 experiment [302] (downward solid blue triangles), the XENON10 experiment [304]
(solid orange star), the XENON100 experiment [157, 305] (solid magenta star), and the LUX
experiment [273] (open black cross).
on the drift field uniformity, that according to the field simulations is ∆Ed/Ed < 1 %
for cathode voltages & 1.0 kV.
The signal correction function has been obtained with the three 83mKr signals: the
32 keV and the 9 keV signals from the high-purity double-pulse population, and the
41 keV from the single pulse population. In figure 5.26 the S1 signal as a function of the
depth (−z) before and after the corrections is shown for the 32 keV line with the cathode
biased at −3.0 kV, corresponding to the drift field Ed = (960± 30)V/cm. A Gaussian
fit is performed on the S1 distribution in each z slice (±0.5 mm around the z point).
Its mean value is taken as the S1 mean value at the specific z, and the uncertainty
is the statistical uncertainty on the fit parameter. The data points representing the
approximation of the function Ŝ1(z) is fitted between the upper and lower boundaries
of the analysis volume with a second order polynomial p(z) = a0 + a1z+ a2z2, which as
shown provides an accurate description of the S1 dependence on the interaction depth
also outside the z1 and z2 volume boundaries. With this parametrisation the mean S1
can be analytically obtained as:
S1 = a0 + a1
(z1 + z2)
2 + a2




Therefore the relative light collection efficiency, shown in figure 5.26, is parametrized
by a second order polynomial as well, with coefficients bi = ai/S1.
Monte Carlo simulations have been performed with the GEANT4 simulation toolkit [202]
in order to estimate the position-dependent LCE for the S1 signals across the target
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Figure 5.26.: The S1 correction function obtained from the 32 keV line from 83mKr decay se-
lected from the double-signal population. The black data points are determined by the Gaussian
mean after the fit on a slice around the corresponding interaction depth z. The red solid line
represents the second order polynomial approximation of S1(z), obtained by fitting the data
points. The two vertical dashed lines indicate the z limits where the S1 correction function is
estimated and the analysis performed. The red horizontal dashed line represents the mean value
of the S1 signal within the analysis range as estimated from the polynomial parametrisation.
volume. The light signals are modelled by generating 1000 photons from 1000000 in-
teraction vertices with λ = 175 nm. From each primary vertex the photons have been
isotropically emitted with random polarisation.
The physical processes, such as light absorption, Rayleigh scattering, reflection and
refraction at the surface boundaries, are taken into account in Geant4 for the trans-
portation of optical photons. Each of these processes is encoded in a dedicated class
that allows the user to plug the optical parameters for each material of the detector,
and thus to tune the outcome of the optical simulations. The assumed parameters for
the Xurich II simulations for 178 nm photons are reported in table 5.4.
The LXe refractive index assumed in the simulations is the average value between
the two most recent measurements: 1.565± 0.008 from [306] and 1.69± 0.02 from [307].
The light absorption coefficient in LXe depends on the concentration of the O2 and H2O
molecules dissolved in the liquid phase, and thus on the efficiency of the gas purification
system. As reference for the absorption length, the measurement of 1 m with a 10−7 g/g
water concentration is considered [308], and an inverse proportionality is assumed for
similar or lower LXe purities. For the optical simulations in Xurich II it is conservatively
assumed that the O2 equivalent concentration of ∼ 2.5×10−10 mol/mol (in section 5.5.2
is given as ∼ 10−9 g/g), determined by the electron life time measurements, is entirely
due to water contamination. Hence, the resulting water concentration would be ∼
2× 10−9 g/g and thus the assumed absorption length at 178 nm is 50 m. The photon
mean free path of 30 cm for the Rayleigh scattering in LXe is taken from the theoretical
value calculated in [309], consistent with the measurements reported in [307,310,311].
152 a detector for low-energy nuclear recoil studies in liquid xenon
Figure 5.27.: Unbinned light collection efficiency maps for the top (left) and bottom (centre)
PMTs, and for their sum (right). The horizontal dashed black lines represent the limits of the
analysis volume. The LCE value normalised to 1 is represented by the colour palettes.
The PTFE is the second most important material for the optical simulation as the
entire TPC is made entirely of this material and, apart from the optical windows of the
PMTs and little cuts for the three electrode meshes no other components are exposed
to the scintillation light emitted inside the chamber. This material features a very high
reflectivity to VUV light [312], however the reflection properties largely depend on the
surface properties after the machining of the components and can range from ∼ 90 %
up to ∼ 99 %. In the Xurich II model for light propagation a reflectivity of 95 % is
assumed, and both the diffusive and specular lobe reflection of the PTFE surfaces are
implemented based on the measurements reported in [313].
For the synthetic silica windows of the PMTs only the refractive index is considered,
and the value is taken according to measurements reported in [314, 315]. The pho-
tocathode is encoded as an aluminium 0.1 mm thick layer on the internal side of the
quartz window. In order to simulate a unitary QE the coded photocathode absorption
length is much smaller than its thickness (1 nm), and thus it is completely opaque to
the photon propagation.
The three electrode meshes are encoded as 0.1 mm thick steel disks, with the opti-
cal properties tailored to match the geometrical transparency and to avoid refraction
effects. The first task is achieved by setting an absorption length of 1.38 mm that en-
sures a photon absorption probability of 7 % along the meshes thickness. The second
feature is simply achieved by matching the refractive index of the meshes to that of
the surrounding material, namely the GXe refractive index for the anode mesh and the
LXe for the gate and the cathode.
In GEANT4 the absorption of a particle (in this case an optical photon) is encoded
as a physical process that removes the track corresponding to the particle and releases
the energy inside the specific component. Each time a particle3 is absorbed in one of
the two photocathodes the event is recorded together with the information of the PMT
where the absorption took place, and will thus contribute to the LCE.
The LCE maps for primary scintillation light, are shown in figure 5.27, where the
photons have been uniformly generated in the entire LXe volume using cylindrical
coordinates, in agreement with the internal geometry of the drift chamber. From this
study it is quite evident that most of the S1 light is collected by the bottom PMT. This
is to the internal reflection of light, that occurs at the surface boundary between LXe
3 In GEANT4 each particle is actually called track that contains the dynamic properties of the tracked
particle, and what is called particle is actually static collection of the particle properties (eg. mass,
charge, etc.).
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Figure 5.28.: Studies of the mean LCE (a and b) and of mean LCE relative to the volume
average value (c and d), as function of the depth below the gate electrode (a and c) and
as function of the radial coordinate (b and d). The radial plots have been obtained for the
events inside the analysis range with radial slices (the histogram bins) 0.5 mm thick, and the
depth-dependent plots have been obtained with z slices 0.5 mm thick. The mean LCE used to
produce the relative LCE plots is obtained from the r− z distribution of the LCE (in figure 5.27),
considering only events generated in the analysis volume. The vertical bars in each bin represent
the standard error on the mean value of the points in the specific z slice. In the bottom right plot
the calculation of the mean LCE as a function of depth for the top, bottom PMT, and for the
combination of the two. For the relative LCE of the singular PMTs the vertical bars represent
the estimation of the relative LCE standard deviation σ for each z slice. These predictions
are compared to the f(z) functions for the top and bottom PMTs, as defined in equation 5.13.
These functions come from the fits performed on the data, as shown in figure 5.26, and are
those used for the S1 corrections. The black histogram represents the prediction of the relative
combined LCE, where the vertical bars represent the standard error on the mean for each bin
as in the case of the other three plots.
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Table 5.4.: List of the most relevant optical parameters encoded in the Geant4 TPC model,
used for the simulations of the S1 light propagation and LCE predictions.
Parameter Value
LXe refractive index 1.63
LXe Rayleigh scattering length 30 cm
LXe absorption length 50 m
LXe level above gate mesh 2 mm
Gas Xe refractive index 1.0
Gas Xe Rayleigh scattering length 100 m
Gas Xe absorption length 100 m
PTFE refractive index 1.58
PTFE reflectivity 0.95
Synthetic silica refractive index 1.60
Synthetic silica absorption length 30 m
Photocathode refractive index 1.60
Photocathode absorption length 1 nm
Electrode meshes absorption length 1.38 mm
and GXe as consequence of the higher refractive index of the first medium. This can
also be observed in figure 5.28, considering the LCE profile along the z coordinate and
the radial coordinate.
The mean LCE values for the top, bottom and the combination of the PMTs are
respectively (12.5 ± 0.1)%, (47.0 ± 0.1)% and (59.8 ± 0.1)%, obtained by fitting a
constant function to the unbinned spatial LCE distributions shown in figure 5.27. The
uniformity that emerges from the study of the mean LCE dependence on the radial
coordinate is remarkable, indicating a variation relative to the mean LCE (decreasing
with the radius) of ∼ ±5 % for the top PMT, ∼ ±0.5 % for the bottom PMT, and
∼ ±1.5 % combining the two.
This hypothesis is supported by In figure 5.29, the distribution of the absorbed photon
incident angle θ on the photocathodes of each PMT is shown, where the simulations has
been performed for different PTFE reflectivity values: 90 %, 95 %, and 99 %. Also from
this study it is clear the impact of the internal reflections. For the bottom PMT an
increasing quasi-exponential distribution function in cos(θ) is observed, which suggests
a rather diffused distribution of the photons arriving at the photocathode, that is likely
induced by multiple internal reflections. On the contrary the angular distribution of
the absorbed photons by the top PMT is more concentrated toward the normal to the
photocathode compared to the bottom PMT. The distribution has a sharp drop in
correspondence to the critical angle for the total internal reflection from LXe to GXe:
cos(θc) =
√
1− (ηG/ηL)2 ' 0.79 . (5.15)
Hence, it is likely that most of the photons reaching the photocathode of the top PMT
had no prior reflections on the separation boundary, and unlike for the bottom PMT
those photons suffer less from a “memory loss” of the position they originally came
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Figure 5.29.: Simulated probability density functions of the photon incidence angle θ when
absorbed in each of the two PMTs photocathodes, expressed as a function of the cosine of the
angle. The simulations of the pdf have been performed for three different PTFE reflectivity
values, which result in three almost perfectly overlapped histograms. The plotted histograms
have been obtained selecting events inside the analysis region defined in the text and shown in
figure 5.28.
from. The very small fraction of photons with larger incident angle might be explained
by the diffusive reflection of photons on the exposed PTFE surfaces in the gas phase.
This might also explain the different behaviour of the top and bottom relative LCE as
a function of the radial coordinate, observed in the bottom left panel of figure 5.28.
The simulated radial dependence of the relative LCE allows to estimate the uncer-
tainty on the prompt scintillation signals, that comes from the missing radial S1 cor-
rections. If only the bottom PMT is used, the uncertainty should not be worse than
∼ 1 % of the z corrected signal, while if signals in both the PMTs are used this should
increase to ∼ 2 %. This uncertainty can become relatively large, ∼ 10 % if the light is
read by employing only the top PMT, that however is never the case.
The predictions of the relative mean LCE as a function of depth are compared to
the fits performed on the data, as shown in bottom right plot of figure 5.28. Within
the analysis volume a remarkable agreement can be observed for the predictions of the
relative LCE for the bottom PMT, although from the simulations a slight systematic
overestimation of this quantity is predicted. Such an agreement provides a further con-
trol of the accuracy of the electron drift velocity measurement and of the reconstruction
of the z coordinate of an interaction. An agreement is found for the top PMT between
the f(z) functions within the ±1σ of the predictions. However, the latter show a clear
steeper decrease of the relative LCE with the depth compared to the fits to the data.
The peculiar distribution of the incident angle of the photons absorbed in the top PMT
might again explain the observed discrepancy between the data and simulations. A
better agreement might be achieved considering the relative quantum efficiency of the
PMTs as a function of the photon incident angle in order to correct the simulated rel-
ative LCE. As already proved for the XeCube detector [316], taking into account the
angular response of the PMTs, typically much higher for smaller incidence angles, can
strongly change the predictions of the LCE as a function of the scintillation position.
Nevertheless it might also be that some optical details of the components near the top
PMT, such as the gate and anode meshes, might play a role, which is not well captured
by the way these details are implemented in the Geant4 model of the detector.
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5.5.5 Simultaneous light and charge yields
The three signals from the 83mKr de-excitations in LXe feature specific light and charge
signal sizes, and the corresponding events can be well-recognised in the S2 versus S1
parameter space. In figure 5.30 the distributions of the energy signals are shown at three
different drift fields, where it is possible to observe an almost ellipsoidal distribution of
events with a strong anticorrelation between prompt scintillation and ionisation. This is
induced by the fluctuations in the electron-ion recombination process and represents a
large contribution to the spread of the S1 or the S2 signals. As these fluctuations do not
have any effect on the sum of the light and charge quanta nq = nph + ne = E/W , it is
possible to define the combined energy scale (CES) which is recombination-independent
and will result in a superior energy resolution than using the S1 or S2 signals alone.
The mean S1, and S2 signals corresponding to each energy line are obtained by
fitting two-dimensional Gaussian functions to their distributions. The same fits are
also employed to obtain other important parameters, such as the 1σ spreads of the
S1, S2 and CES energy reconstruction. This is accomplished by repeating the fit of the
same peak twice, using the same Gaussian function with two different parametrisations:





































2 (1− r2) σ2x
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r (x− µx) (y− µy)
(1− r2)σxσy −
(y− µy)2
2 (1− r2) σ2y
]
, (5.17)
where x and y represent the S1 and S2 signals, respectively, and µ represent their mean
values. The first of the two parametrisations provides a direct determination of the anti-
correlation angle θ, and a direct determination of the major (σ1) and minor (σ2) widths,
where the latter determines the CES resolution. In the second parametrization of the
quadratic form, σx and σy inside the exponential function are explicit and represent the
widths (in PE units) of the S1 and S2 signals, respectively. The parameter r ∈ (−1, 1)
is the correlation factor featuring the combined S2-S1 fluctuations, and assumes the
extreme values of ±1 when all the points fall on the same line, while takes the value
0 when no correlation between the two quantities exists. Since the parameters of the
two representations of the fitting function are connected by non-linear functions, this
method avoids propagation of uncertainties from one parametrisation to another, which
might result in a potential loss of precision. The CES consists, therefore, in the rotation
of the S2-S1 parameter space by the angle θ, determined by the diagonalisation of the
covariance matrix, and by rescaling of the axis corresponding to the direction of the
minor ellipses axis by a factor ν for the conversion from PE to keV units:
CES[keV ] = − sin(θ)S1+ cos(θ)S2
ν
, (5.18)
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(a) E = 9.4 keV; Vc = 1.0 kV
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(b) E = 9.4 keV; Vc = 3.0 kV
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(c) E = 9.4 keV; Vc = 4.0 kV
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(d) E = 32.15 keV; Vc = 1.0 kV
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(e) E = 32.15 keV; Vc = 3.0 kV
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(f) E = 32.15 keV; Vc = 4.0 kV
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(g) E = 41.55 keV; Vc = 1.0 kV
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(h) E = 41.55 keV; Vc = 3.0 kV
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(i) E = 41.55 keV; Vc = 4.0 kV
Figure 5.30.: Two-dimensional charge and light distribution of the peaks corresponding to the
9 keV (first raw), 32 keV (second raw), and 41 keV (third raw) signals from the 83mKr decays in
LXe, taken with the drift field at (380± 30)V/cm (first column), at (960± 30)V/cm (second
column), and at (1260± 30)V/cm (third column). For each of the peaks the fits are performed
with a two-dimensional Gaussian. The background underneath the peaks is modelled by an
additive positive constant. The black dashed contours overlapped to the peak distributions are
the 1σ, 2σ and 3σ levels of the Gaussian functions.
where the S1 and S2 are the coordinates of the centroid taken from the fit (µx,y).
The S1 and S2 yields at all drift field settings are plotted in figure 5.31. As expected,









where E is the energy released as an electronic recoil in LXe. The g1 and g2 are the
conversion factors that give the number of photoelectrons per recombination photon4
and drifted electron, respectively. These factors are also called amplification factors,
and contain the gains of the photosensors, their QE, and the LCE for the S1 and
4 Since the g1,2 are built changing the recombination rate by changing the electric drift field, the variation
of the S1 signal is actually due to the variation of the number of recombined electrons. Along the rest
of the section it is assumed that each recombined electron produces an excited Xe∗2 dimer and that each
dimer yields a 175 nm photon.
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Figure 5.31.: Light yield of the S1 and S2 signals from 83mKr decay events, at drift fields
from 220 V/cm to 1260 V/cm. For each of the energy signals the fit has been independently
performed. The x and y intercepts represent the g1/W and g2/W values, respectively. Those
intercepts values are used for the absolute calibration of the detector by adopting the work
function W = (13.7± 0.2) eV reported in [142]. For each datapoint the uncertainties on the S1
light yield are obtained summing in quadrature the statistical uncertainty coming from the fits
performed on the peaks and a systematic error on the value coming from the S1 corrections as
discussed in section 5.5.4. For the S2 signals the light yield only statistical uncertainties are
considered. For both quantities the reported uncertainties are within the data points in this
axes ranges.
S2 signals, as well as the electron extraction efficiency and the secondary scintillation
photon yield per extracted electron.
The linear fits have been independently performed for each of the three energy sig-
nals. The data points for the 32 keV and 41 keV signals fall on the same line with a
remarkable agreement, and the fitted lines on the respective data points overlap with
each other. This is an expected behaviour as for ERs the number of quanta is known to
be proportional to the deposited energy. As the 32 keV and 41 keV events are selected
from two non-overlapping populations of events, using cuts based on different criteria
(discussion in section 5.5.1), this high agreement also provides a confirmation of sub-
stantial absence of systematic errors coming from data treatments. In contrast, for the
9 keV signal this agreement is not observed, resulting in a higher yield of quanta (the
distance of the fitted line from the origin of the axis) and in a different slope of the
fitted axis.
As the 41 keV signal is composed by the sum of both the 83mKr de-excitations, it
is very unlikely that the observed discrepancy can be explained by a real increase of
the quanta yield at 9 keV. Such an effect would also be in contrast with the linear
dependence of the total number of quanta with the energy deposited as ERs, verified
with increasing accuracy by several experiments performed in the last 4 decades. In
5.5 low-energy electron recoil calibration with a 83mKr source. 159
Drift Field [kV/cm]




























41 keV signal (LUX 2017)
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Figure 5.32.: Absolute light (top) and charge (bottom) yields of the three 83mKr signals as
a function of the drift field. Both yields are compared with the recent data from the LUX
experiment at 180 V/cm [317], represented by the open markers. Because of the systematic
upshift effect on the S2s of the 9 keV signal detailed in the text, the charge yield for this energy
signal is not reported in the bottom plot.
addition, the slope of the axis is dependent only on the detector LCE properties and
on the PMTs QE, both included in the g1,2 factors. Hence, the only explanation of the
observed discrepancy is the presence of a significant systematic effect that artificially
upshifts either one of the light or charge signal, or both. The only recognised origin of
an artificial S1 upshift is the roll-off of the detection efficiency, which would produce
a stronger attenuation of the lower energy tail of the S1 peak distribution, and thus
an artificial upshift of the peak centroid. However, the effect of the efficiency roll-off is
usually present at the level of a few PE (depending also on electronic noise conditions),
and thus it is very unlikely that it can play any role for the 9 keV S1s, corresponding
to ∼ 100 PEs signals. Hence, the corresponding S1s might still be considered a valid
standard candle for the calibration of the Xurich II prompt light response, and the
observed systematic effect is most likely coming from a systematic upshift of the S2
signal. The origin of this has been identified in the contamination of the 9 keV S2s caused
by two effects: the presence of the trailing tail of the 32 keV S2 pulse underneath the
following S2 signal, and the contamination from spurious extracted electrons, originated
from photoionisation of the gate electrode and of the LXe impurities following the strong
32 keV proportional scintillation.
Given the high accuracy of the S2 versus S1 light yields for the 32 keV and 41 keV
energy signals, their data points have been merged and fitted all together with a
linear function in order to obtain the g1,2 factors. Assuming a mean work function
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W = (13.7± 0.2) eV [142], the obtained values for the amplification factors are g1 =
(0.191± 0.006)PE/nph and g2 = (24.4± 0.4)PE/ne. This allows to perform a calibra-
tion of the prompt and proportional scintillation signals in absolute number of quanta
[n]5. The absolute light and charge yields as a function of the drift field are shown in
figure 5.32. The evaluation of the uncertainty on each of the quantities has been per-
formed by summing in quadrature the statistical uncertainties (from the fits) with the
linear propagation of the W uncertainty (from literature). Both the absolute yields for
the 41 keV energy signal are found to be in good agreement with the same measurements
performed at 180 V/cm by the LUX experiment [317].
It is important to note that the direction φ the recombination process is determined
by:
tan(φ) = −g2/g1 , (5.20)




and directly obtained from the fits of the energy peaks in the (S1,S2) space, using the
parametrisation defined in equation 5.16. This is shown in figure 5.33, where at each
field the ellipses major axis is significantly steeper than the axis slope determined by
the g1 and g2 factors. This feature can be explained by observing that the direction θ is
defined by widths of the fluctuations around the mean values 〈S1〉 and 〈S2〉. Hence the
direction depends both on the fluctuations produced by the recombination process and
on those dependent on the response properties of detector and of the photosensors. On
the other hand the direction φ is determined only by 〈S1〉 and 〈S2〉 values at different
drift fields, which depend only on the recombination rates and not on the event by event
fluctuations.
The macroscopic anticorrelation of light and charge signals for the three ER signals
from 83mKr de-excitations is shown in figure 5.34, where the y axis is in relative units
that allow, independently from the actual W value and from the g1,2 factors, for the
study of the recombination process as a function of the drift field and for the com-
parison with studies performed with other detectors. In the same plot the data has
been compared with that from Manalaysay et al. [289], performed with the Xurich I
detector, and a very good agreement can be observed for the normalised charge yield
of the 41 keV signal. For the scintillation signals at 9 keV and 32 keV a systematically
higher scintillation yield is observed with respect to the cited work. Since no zero field
measurements have been performed for this set of 83mKr calibrations of the Xurich II
detector, the relative light yield from Manalaysay [289] had to be converted to the light
yield normalised to the maximum theoretical light yield (or total number of quanta).
In the cited publication the reported LYs at zero field for the 9 keV and 32 keV signals
are (6.76± 0.06)PE/keV and (6.43± 0.06)PE/keV, respectively. However no values for
the IS1 quantity were reported (the maximum theoretical S1 signal if all the electrons
recombined with the ions). Since this quantity was necessary for the comparison with
5 Since it is assumed that each recombined electron produces a photon, [nph] and [ne] are equivalent
units, and only one unit [n] can be assumed.
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Figure 5.33.: Comparison of the directions of the anticorrelation of the S1 and S2 signals, for
all the signals from the 83mKr decays and at all the fields used in this study. The values are
obtained from the fits of the energy peaks in the (S1,S2 space). The black solid line is the
direction determined by the g1 and g2 calibration factors, which defines the direction of the S1
and S2 variations determined by the recombination process alone.
the Xurich II data of figure 5.34, it was obtained by a fit on the data points of figure 8
of [289]. From this limited re-analysis it was possible to estimate IS1 = (336± 6)PE,
and thus a LY(max) = (8.1 ± 0.1)PE/keV (calculated for the 41 keV energy signal).
With the estimation of the maximum theoretical light yield, the relative light yields
in figure 7 of [289] have been multiplied by the ratio LY(0)/LY(max). On the contrary,
the transformation of the charge yield to the units used in figure 5.34 was much easier
as ne/(ne + nph) = Q(Ed/Q0)/(1+ β), where Q0 is the maximum collectable charge
and β = 0.06 as for the measurements of this work. Hence, the discrepancy of the nor-
malised light yields might originate from an unrecognised systematic in the re-analysis
of the data published by Manalaysay et al. with the Xurich I detector.
The normalised light and charge yields of each line are well described by the Thomas-
Imel recombination model [318]:
ne(Ed) = Ni (1− r) = Ni ln(1+ ξ)
ξ
, (5.22)
where r is the fraction of electrons that recombine with the ions, ξ = Niαa−2/4v, α is
the volume recombination rate in the Langevin model, a is the spatial dimension of the
box where the recombination takes place, and v is the electron velocity inside the box.
As will be detailed in the next section, the fits to these data were performed based on
Dahl’s studies of the electron-ion recombination process at low energies [142].
The resolutions of the S1, S2 and CES are shown in figure 5.35 for all the three energy
signals at 960 V/cm. In figure 5.36 the resolutions from the three channels are shown
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1.2 41 keV light signal (This work)
32 keV light signal (This work)
9 keV light signal (This work)
41 keV charge signal (This work)
32 keV charge signal (This work)
32 keV light signal (Manalaysay 2010)
9 keV light signal (Manalaysay 2010)
41 keV charge signal (Manalaysay 2010)
Figure 5.34.: Macroscopic anticorrelation for the light (circles) and charge signals (boxes) of
the 41.5 keV (green) and 32.15 keV (blue) energy releases from 83mKr decay. For the 9.4 keV
(dark red) energy release only the light yield dependence is shown. The hollow symbols are data
points of the 83mKr calibrations of the Xurich I detector extracted from the digitisation of the
figures 7 and 8 of [289]. Since the light yields where reported relative to the zero-field conditions
(Sr(E)/Sr0) and the charge yields relative to the quantity ne/Ni, assuming β = 0.06, a rescaling
of these quantities (detailed in the text) was necessary in order to express them relative to the
total number of quanta ne + nph. The uncertainties on these quantities might be larger than
the original values. This is because they had to be re-estimated from the figure 7 of the paper
and from a new fit of the data points in figure 8 (analogous to figure 5.31 above), performed in
order to get the IS1,2 values (the intercepts with the x and y axis), not reported in the text. As
the error bars of many of the data points are smaller than the marker, half of the marker size
was conservatively assumed as uncertainty of the digitised point.
as function of the drift field, where the resolution improvement in using the CES is
evident.
For the two largest energy signals a slight degradation of the S1 and S2 resolutions is
observed with the increase of the drift field, while for the 9 keV signal the dependence
is rather flat, especially for the S1 channel, which should not be affected by systematics.
The relatively large fluctuations of the S2 resolutions for the 32 keV signal are associ-
ated to the data points featured by higher uncertainty. However, the same behaviour is
not observed for the 41 keV signal, which shows smaller fluctuations and smaller uncer-
tainties. The smaller statistics of the data sets corresponding to the data points with
highest fluctuations, might provide an explanation of the higher uncertainty that was
observed. However, this would hardly explain why these data points show larger fluc-
tuations of S2 resolution, always towards smaller values. As expected from theoretical
considerations, the resolution of the CES is not only much better than for the S1 and
S2 alone, but is also independent from the drift field.
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(a) 9.4 keV signal
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(b) 32.15 keV signal















(c) 41.55 keV signal
Figure 5.35.: Light, charge and combined, energy spectra of the three 83mKr energy signals
at electric field 960 V/cm.
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(a) 9.4 keV signal
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(b) 32.15 keV signal














(c) 41.55 keV signal
Figure 5.36.: Field dependence of the energy resolution of the light, charge and combined
signals from the 83mKr decay events. The resolution is defined here as the ratio of the σ to
the mean as obtained from the fits performed on the two dimensional distribution of the energy
peaks.
From a first glance to the S1, S2 and CES spectra for the three energy signals, it
is possible to observe that spectra of the light and charge channels are not only much
broader than the CES, but they result also in a strongly non-Gaussian shape. Although
the causes for this behaviour are not yet entirely clear, it is likely that the distribution
and the spread of the S1 and S2 signals are not due to only the recombination fluc-
tuations projected on the respective axis, but also to the effect of the event-by-event
fluctuations of other quantities, such as the S1 and S2 LCEs variation on the coordinates
of the event interaction, and on the PMT gains. In addition to these “instrumental”
effects, the PMT QE, the LCEs, the electron extraction efficiency, and the proportional
scintillation yield, all determine a sequence of statistical fluctuations that contribute to
the final shape and width of the S1 and S2 spectra.
In figure 5.37 the covariance of the light and charge signals as a function of the re-
combination is shown on the top panel for the 32 keV and 41 keV energy signals. As it
is a negative quantity, its sign has been inverted in order to emphasise the magnitude,
which has been normalised by the total number of quanta to make an energy indepen-
dent study, as will be shown in the next section. In the bottom panel of same figure
the correlation factor between nph and ne for the same energy signals, is plotted as a
function of the applied drift field. The ordinate of each data point is obtained by the
parameters determined by the fits performed on the energy peaks in S2-S1 space:
−Cov(nph,ne) = 12 [Var(nph) +Var(ne)−Var(nph + ne)] , (5.23)
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Figure 5.37.: (Top) Event by event covariance absolute value of the light and charge signals
expressed in quanta units and normalised by the total number of quanta. The covariance has
been obtained with the equation 5.23. (Bottom) Event by event correlation of the light and
charge signals as obtained by the 2D fits using the parametrisation of equation 5.17.
where all the quantities have been converted in quanta units. As already observed
in the plots of figure 5.32, the presence of the 9 keV de-excitation within the 41 keV
signal determines the shift of the data points for this energy signal towards higher
recombination rates (the left direction) with respect to the data points relative to the
32 keV line. In addition, for the same recombination rate the covariance relative to the
41 keV signal results ∼ 1.5 times higher than that of the 32 keV signal. The reason for
this behaviour must again be identified in the composite nature of the 41 keV signal.
5.5.6 Discussion
The data analysis presented in the previous sections provided full characterisation of the
Xurich II TPC response down to a few keV energy deposits. In particular, the features
offered by the 83mKr source allowed for a thorough study of the most fundamental
parameters of the detector with an excellent control of the systematic effects.
The main achievement was to develop a detector with a LY high enough to detect
the luminescence of nuclear recoils with energies < 5 keV. The sensitivity to the prompt
scintillation, featured by the Xurich II detector, is only about 2 times lower than the
single phase LXe detector developed by Plante et al. at Columbia University, which
provided one of the first high-accuracy studies of the Leff parameter for nuclear recoils
with energies down to 3 keV [268,316]. Hence, the Xurich II detector improves the light
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NEST v1.0 - 1.0 kV/cm
NEST v1.0 - 2.0 kV/cm
Xurich II threshold
Figure 5.38.: Estimation of the Xurich II energy threshold to NRs corresponding to a typi-
cal analysis threshold of 2 PE. This threshold, converted to the absolute number of primary
scintillation photons, is represented by the red dashed line. The four curves are represent the
energy dependence of the average number of emitted photons, for some selected drift fields, as
predicted by the NEST code [281, 319]. The intercept between this function and the Xurich II
analysis threshold roughly corresponds to the energy threshold for NRs.
yield with respect to its predecessor Xurich I [289], designed for the study of low-energy
Compton scatterings [290], roughly by a factor 12.
The absolute calibration of Xurich II can be exploited to obtain a preliminary predic-
tion of the potential of this detector for the detection of low-energy NRs. The energy
threshold can be roughly estimated using the predictions of the NEST model, that pro-
vides a description of absolute light and charge yield for both ERs and NRs [281, 319].
A typical S1 analysis threshold is ∼ 2 PE, that for the Xurich II TPC corresponds to a
mean number of ∼ 10.5 primary photons. In figure 5.38 the predictions of the number of
luminescence photons emitted in LXe by a NR interaction are shown for selected fields.
Hence, the minimum number of detectable photons translates to an energy threshold
for NRs varying between ∼ 2 and ∼ 3 keV, depending on the drift field. However, be-
cause of the event-by-event fluctuations originating from the recombination process, the
photon yield has a natural spread that should be properly considered for an accurate
threshold determination.
The electron-ion recombination process for ERs with energies . 20 keV is well de-
scribed by Thomas and Imel model [318], while above this energy a better description
is provided by the Birk’s model modified by Doke [136]. Both models are based on
the same physics, however the former assumes that the recombination takes place in
a boxed region, while the latter considers an extended column of electron-ion pairs.
As shown in table 5.2, both 83mKr de-excitations produce a mixture of conversion
electrons, Auger electrons and low-energy X-rays, which are all in the Thomas-Imel
region. A thorough study of the electron-ion recombination processes, based on simu-
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lations of low-energy ER tracks using the PENELOPE code [320], was performed by
Dahl [142]. It was observed that the scaling of best fitting box dimension is given by
a ∝ E−γd , with γ ' 0.5, corresponding to the typical scaling of an electrostatic length.
In addition, the magnitude of the parameter a was found between the Onsager radius,
rc = e2/4pi(KBT ), inside which the ion field is dominant and the electron undergoes
recombination, and RF =
√
e/4piEd, beyond which the drift field is stronger than the
ion field. The difference between the original box model and its modification by Dahl
is the interpretation of these two parameters. Thomas and Imel consider the entire
ionisation and recombination process happening inside a box with linear dimension 2a,
where the electrons are drifted away with a velocity v = vd = µe−Ed, where µe− is
the linear electron mobility. Hence, the field dependence of the recombination is given
by the scaling law ξ ∝ E−1, which was assumed in [289]. Those two arguments lead
to reinterpret a as an effective field-dependent linear size of the recombination volume,
inside which the electron motion is predominantly diffusive. Hence, v is reinterpreted
as an effective diffusion velocity, that determines the typical time that the e− spend in
the recombination region.
Motivated by the Dahl’s reinterpretation of the Thomas-Imel model, the fits of the
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where the electric field is expressed in kV/cm units. The free parameters of the fit
are a0, which contains the energy dependence of the model, and the exponent γ, that
allows for a general power law dependence of the recombination fraction on the drift
field. The parameter β = Nex/Ni is the ratio of direct excitons number to the ion-
electrons number, and is fixed to 0.06 according to theoretical predictions [143]. The
fits have been independently performed on each signal energy and signal type, and
the results are presented in table 5.5. For the ER energies produced by the 83mKr
decays the scaling of ξ is consistent with 1/
√
Ed, in contrast with the original Thomas-
Imel model that predicts a dependence ξ ∝ E−1d . It should be noted that the observed
behaviour could be also expected by using the original Thomas-Imel model, considering
the drift velocity vd =∝ E0.5d . This would be consistent with the measurements of the
drift velocity presented in section 5.5.3 that are found in good agreement with the
measurements present in literature, and thus with the Cohen-Lekner model of electron
transport, valid for the electric field range used in these calibrations [140]. Hence, this
would explain the observed scaling of the ξ parameter within the context of the non-
modified Thomas-Imel model, without the need of a reinterpretation of the the electron
velocity inside the box. If this is the case, it should be possible to observe a flattening of
ξ for electric fields above ∼ 10 kV/cm, where the drift velocity saturates to a maximum
value.
An additional feature that can be observed from the fit is an increase of the γ value for
lower energy signals. However, due to relatively strong positive correlation between the
two free parameters, this dependence might be only due to the chosen parametrisation
of the fits.
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The model used for the description of the recombination allows in principle to deter-
mine through the fit also the ratio β of excitons to ions, that so far is assumed constant
for ERs on the base of theoretical considerations [143, 321]. Experimental attempts to
determine this ratio resulted ∼ 2-3 times higher than the theoretical value and with the
rather large uncertainty of ∼ 50 %. Attempts to determine the β ratio were performed
by fitting the macroscopic anti-correlation measurements for the 32 keV and 41 keV en-
ergy signals with this ratio as a third free parameter. However, in all the three cases
the best fit for the β ratio resulted completely correlated with the a0 parameter, with a
unitary correlation coefficient. This issue most likely originates from the predictability
limit of such a simple model for the electron recombination process.
A final result of the recombination study consists in a confirmation that the modified
Thomas-Imel model is able to correctly predict the drop of light yield for X-rays below
∼ 15 keV, reported by Obodovskii and Ospanov [322] and by Baudis et al. [290] for much
smaller ER energies produced by the Compton scattering of the 662 keV γ-rays from Cs
sourcee. However, this is in tension with the measurements of Xurich II , where the light
yield for the 9 keV de-excitation is found to be significantly higher with respect to the
32 keV de-excitation. The same was observed by Manalasay et al. [289], who explained
this behaviour assuming a higher stopping power (−dE/dx) for lower energy ERs that
would produce higher ionisation density and thus also recombination rate, at constant
field. However, this explanation would imply that the recombination at low-energies
follows the Birk’s law and not the Thomas-Imel model, which is not the case. Since
it is a well consolidated fact that the recombination process for 83mKr -induced ERs is
governed by the Thomas-Imel model, the origin of the observed contradiction should be
searched in the nature of the radiation emitted by the 83mKr de-excitations, as reported
in table 5.2. Although there is not yet a complete understanding of this effect, it is
interesting to note that the relative intensity for the emission of the 1.5 keV Auger
electron from the Kr L shell is 0.947 and 0.8 for the 32 keV and 9.4 keV transitions,
respectively. Considering all the other conversion electrons from the γ self-absorption,
it is clear that the two 83mKr de-excitations actually probe the LXe light response at
ER energies significantly lower than the energy of the nuclear transitions. Hence, the
observed lower light output of the 32 keV transition than that produced by the 9.4 keV,
should imply that the former explores the recombination regime at significantly lower
energy than the latter. However, a proper understanding whether this hypothesis is
correct would require to compute the proper weighted mean of the LY for each of the
emitted electrons, including the absorption of the 12.67 keV Kα X-ray and of the low
probability 9.4 keV γ-ray from LXe, that at this stage is not yet feasible. In addition,
this scheme can be complicated by the fact that for most of the 83mKr decay channels
the conversion electrons, the Auger electrons, and the X-rays are almost simultaneously
emitted, and thus can interfere with each other. A similar feature was already noted
by Baudis et al. [290], where the light yield of the 9.4 energy signal was observed to
depend on the time delay from the 32 keV emission up to ∼ 500 ns, suggesting that an
interference in the recombination process between almost simultaneous energy recoils
produced in some of the de-excitation channels of the 83mKr emissions is highly probable.
The combined fluctuations of the charge and light signals are closely related to the
LXe ionisation-recombination properties and to the detector and light sensors properties.
Hence, a simplified probability model has been developed in order to be able to discuss
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Table 5.5.: Best fit parameters for the field-dependent normalised light and charge yields,
shown in figure 5.31. The last column reports the linear correlation factor, obtained from the
covariance matrix of the fit. The fits have been independently performed for each line of the
table.
Signal energy Signal type a0 γ Correlation
41.55 keV Light 3.66± 0.03 0.46± 0.02 0.447Charge 3.65± 0.02 0.47± 0.02 0.454
32.15 keV Light 3.04± 0.02 0.43± 0.01 0.498Charge 3.02± 0.03 0.44± 0.02 0.530
9.4 keV Light 7.63± 0.03 0.58± 0.03 0.488
the observed S1 and S2 fluctuations and their correlations, that were presented in the
previous section.
The starting point is to consider the charge readout at the anode of the light sensors
as S1 and S2 signals corresponding to nph primary photons and to ne electrons escaped
from the recombination:
qS1 = g · εqe · α1 · nph , (5.26)
qS2 = g · εqe · α2 · λ2 · εex · ne , (5.27)
where g is the gain of the light sensors and εqe their QE; α1,2 the detector LCEs of the
primary and secondary scintillations, respectively; finally the quantities λ2 and εex are
respectively the photons gain per extracted electron and the extraction efficiency per
drifted electron. A complete description of the fluctuations requires the knowledge of













P (qS2|g, εqe,α2,λ2, εex,ne) · P (g, εqe,α2,λ2, εex,ne) ,
(5.29)
where nphe, n′ph and n′e are, respectively, the number of produced photoelectrons, the
number of secondary photons, and the number of extracted electrons. Such a model can
be easily implemented in a Monte Carlo simulation, and the parameters can be tuned in
order to match the data. However, an analytical approach might help in understanding
of the role played by each parameter in the fluctuations of the measured signals. The
only drawback of this approach is that, differently from a Monte Carlo approach, the
analytic study of the equations 5.28 and 5.29 would result in a formidable task and
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some simplifications are necessary. To this end it is useful to define the inferred absolute








= f2ne , (5.31)
where ĝ is the gain of the PMTs determined by the dedicated calibrations, and ĝ1,2 are
the amplification factors as determined from the fit shown in figure 5.31. Since these
two quantities enter here as rescaling factors, they should not be considered as random
variables and therefore do not contribute to the fluctuations. Before continuing with
the description of the model it must be stressed that a change of notation, with respect
to the previous part of this section, has been made: the quantities nph,e now represent,
respectively, the actual number of produced photons and of escaped (drifted) electrons,
both subject to the fluctuations induced by the recombination and by the initial energy
deposit. Hence, the quantities reported as nph,e in the former part of this section should
be compared here to n˜ph,e, which are the observed numbers of the respective quanta
after the absolute calibrations of the S1 and S2 signals are applied.
The first simplification, most likely the strongest, of the model consists in assuming
statistical independence between the factors f1,2 and nph,e. Hence, the consistency con-
dition 〈n˜ph,e〉 = 〈nph,e〉 implies that 〈f1,2〉 = 1. With this simplification the probability












P (n˜e|f2,ne)P (f2)P (nph) , (5.33)
where the integrals over f1,2 hold only symbolically, and their expansion consists in a
composition of sums and integrals on discrete and continuos variables, respectively. The
conditional probabilities on the variable n˜ph,e are actually delta functions that constrain
the respective quantities:
P (n˜ph,e|f1,2,nph,e) = δ [n˜ph,e − f1,2 · nph,e] . (5.34)













P (Nex)P (Ni)δ[nph + ne − (Nex +Ni)]B(ne|Ni, (1− r)) ,
(5.35)
where B(n|N , p) is the binomial distribution of the variable n, given N trials and
success probability p. At this step a second approximation has been introduced, which
consists in neglecting the anti-correlation between the two random variables Nex and
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Ni. However, the statistical dependence between these two quantities is preserved by
fixing their expectation:
〈Nex〉 = βE
W (1+ β) ,
〈Ni〉 = E
W (1+ β) .
(5.36)
With these simplifications the fluctuations are given by:
Var(n˜ph) = Var(f1)
[
Var(Nex) + r2Var(Ni) + 〈Nex〉2 +
+ 2r〈Nex〉〈Ni〉+ r2〈Ni〉2 + r (1− r) 〈Ni〉
]
+




(1− r)2 Var(Ni) + (1− r)2 〈Ni〉2 +
+ r (1− r) 〈Ni〉
]
+ (1− r)2 Var(Ni) + r (1− r) 〈Ni〉
(5.38)





Already in this strong simplification of the problem it is evident how the propagation,
detection, and amplification processes contribute to the S1 and S2 fluctuations together
with the recombination process in a non separable combination. However, as expected
from the first assumption, the covariance between the two signals depends only on
the binomial recombination process, with a predicted maximum (in magnitude) for
r = 0.5. Although the spread of the number of initial ions contributes to the covariance
by reducing its magnitude, its contribution is expected to be negligible because of the
small Fano-factor F ∼ 10−2 [323].
Both the 32 keV and 41 keV energy signals are ∼ 50 − 60 times higher than the
maximum possible value of 0.25/(1+ β), predicted with the simplified model developed
above. A similar discrepancy was also observed by Dahl [142], where the model for the
description of the fluctuations was based on different assumptions but predicted the
same functional form for the covariance. In the studies from Dahl a maximum of the
covariance6 was observed at r ' 0.5, for the absorption of the 122 keV 57Co line in
LXe. However, also for those measurements the maximum was observed more than 100
times higher (in magnitude) than the predictions by the employed model. Hence, it
is possible that the recombination process alone contributes only a smaller part of the
observed covariance, while it is already able to explain the observed shape, or at least
where the maximum of the covariance is expected.
The model presented here can be immediately extended by dropping the second
approximation and introducing the correlation Cov(Nex,Ni):






where Cov(Nex,Ni) < 0 as the quantities Nex and Ni are expected to be anti-correlated,
6 Strictly speaking Dahl does not explicitly talk about covariance between the charge and light signals












that corresponds to the equation 5.23.
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and thus a larger magnitude for Cov(n˜ph, n˜e) can be obtained with a minimally modified
shape. The data of figure 5.37 required a covariance Cov(Nex,Ni) ranging from −2.5×
104 [n]2 to −6.5×104 [n]2 for the 32 keV signal, and from −4.5×104 [n]2 to −1×105 [n]2
for the 41 keV signal, where β = 0.06 is assumed. However, since Cov(Nex,Ni) =
ρ×Var(Nex)×Var(Ni) and since Fano-factor magnitude is small, even if Nex and Ni
were maximally anticorrelated quantities (ρ = −1), the estimated values from data
would imply Var(Nex) ∼ (〈Nex〉+ 〈Ni〉), which seems to be quite large. Hence, the
observed covariance between the measured light and charge signals might be dependent
not only on the microphysics phenomena, but also on the detector and instrumental
properties.
Although within the scope of this work other assumptions for the probability model
will not be explored, an improvement can be made by considering the effects of the
propagation and detection of the photons, as well as the charge extraction from the
liquid phase and the proportional scintillation processes. All these processes might
produce an amplification effect on the covariance, without significantly changing the
functional form, and since they are all governed by binomial or Poisson probabilities it
would be possible to treat them analytically.

6
C O N C L U S I O N S
The XENON1T experiment is currently searching for signals from WIMP-nucleus in-
teractions using a LXe target mass of ∼ 2000 kg. At the moment of writing the results
of the first scientific run have just been submitted for publication and are available
at [114]. The differential ER background rate in the (1.042± 0.012)× 103 kg fidu-
cial volume and in the [5, 40] keVnr energy range, interesting for WIMP searches, is
(1.93± 0.25)× 10−4 events kg−1 day−1 keV−1ee . No dark matter signal has been detected,
and a profile likelihood analysis of the 34.2 live days of data derived the most stringent
upper limit on the spin independent WIMP nucleon cross section to date for parti-
cle mass > 10 GeV/c2, with a minimum of 7.7× 10−47 cm2 (90 % CL) for a mass of
35 GeV/c2.
The low background rate observed in the dark matter data of XENON1T is the low-
est background ever achieved in a dark matter detector, and is fully compatible with
the predictions of (2.3± 0.2)× 10−4 events kg−1 day−1 keV−1ee , where the 222Rn provides
the largest contribution. For this achievement, the selection of radio-pure component
materials was one of the most crucial ingredients. As shown in this thesis, this was
possible thanks to the large potential of our HP-Ge spectrometers to detect radioactive
contamination in materials with very high sensitivity, at the level of ∼ 10−17 g/g and
∼ 10−10 g/g for radionucleides belonging to the 238U and 232Th decay chains, respec-
tively. Within the XENON1T screening program several ultra-pure materials suitable
for building the detector have been identified and a complete overview of the results has
been submitted for publication and is available at [163]. One of the most challenging
objectives of the material screening campaign has been to developed light sensors with
higher radiopurity compared to those used in previous dark matter experiments, in or-
der to fulfil the background requirements of the XENON1T. The efforts resulted in the
development of the Hamamatsu R11410-21 PMTs, which to date are the light sensors
with the lowest ratio between radioactive contamination and photosensitive area [213].
The material radioassay and screening program for the XENON program is continuing
for the upcoming XENONnT detector, which aims to probe the SI WIMP-nucleon cross
section down to 2× 10−48 cm2, with a LXe target mass of ∼ 6.5 t and a FV of 5 t [181].
For this new campaign, the Gator HP-Ge spectrometer will be upgraded in order to
further reduce its background from 222Rn and increase its detection sensitivity to weaker
γ-emitters such as those belonging to the upper 238U chain. In addition, an increase of
detection sensitivity with the detector has already been achieved by the development of
a statistical tool tailored to extract more information from the very low count spectra
resulting from the measurement of the most radio pure samples.
The first dedicated experimental study of the cosmogenic activation of natural xenon
has been performed and the results published in [220]. The main goal of the study
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consisted in understanding the maximum tolerable exposure of xenon to cosmic radi-
ation in view of next generation, multi-tonne scale LXe dark matter detectors, where
the requirements on the radiopurity of the detection medium are much more strin-
gent compared to the current class of dark matter detectors. The activation of the
xenon took place at the High Altitude Research Station Jungfraujoch at an altitude of
3450 m above sea level, where the sample was exposed for about one year. The cosmo-
genic production rate of radioactive products was inferred by γ-spectrometry using the
Gator HP-Ge spectrometer. For the analysis of the spectrum of the activated xenon
a Bayesian approach, based on the Monte Carlo Markov Chain method, has been de-
veloped. As shown, this method is highly sensitive to the small amount of information
contained in the spectra of the activated samples, allowing thus to reach a higher sen-
sitivity, compared to the traditional frequentist methods, to the γ-emitters produced
by the interaction of high-energy cosmic rays with the xenon nuclei. As a benchmark,
an oxygen-free, high-conductivity copper sample has been exposed to the cosmic ra-
diation together with the xenon, as for this material the existing codes [223, 224] are
well validated and provide reliable predictions. The measured cosmogenic activation in
copper was found to be in good agreement with the predictions from the Activia [223]
and Cosmo [224] codes and with the only existing measurement of copper activation
by cosmic rays [206]. As expected from previous studies [154], the measured activation
in xenon resulted in disagreement with the numerical predictions, which strongly un-
derestimate the production rates of many of the detected cosmogenic products. This
was attributed to the lack of knowledge of the production cross sections, which are cal-
culated based on the Silberberg and Tsao [225–227] semi-empirical models, that seem
more reliable for nuclei lighter than xenon.
The largest contribution to the uncertainties on the analysis of dark matter data come
from the uncertainties on the nuclear quenching of the scintillation and charge yield for
low-energy nuclear recoils Enr . 5 keV, where most of the WIMP signal is expected. To
elucidate this problem, a small dual phase (liquid-gas) xenon time projection chamber,
Xurich II, has been developed at the University of Zurich with the aim of measuring
the LXe response to low-energy neutron-induced nuclear recoils. As detailed in this
thesis, the experimental setup, the design, the geometry and component of the time
projection chamber have been carefully optimised and selected in order to reduce as
much as possible the sources of systematics, identified in previous similar experiments,
that can compromise the measurement accuracy of the light and charge yield of low-
energy nuclear recoils. An important part concerning the development of the Xurich II
experiment consists in the development of the software for the processing of the raw
waveforms coming from the photosensors, with the aim of identify scintillation signals
down to the limit imposed by the single photoelectron response of the photosensors.
This is mainly achieved by using a pattern recognition software that is able to discrimi-
nate with large efficiency light signals from noise or other kind of signals, such as those
from the electroluminescence of the accelerated electrons in the xenon gas phase.
In this thesis the outcome of Xurich II detector commissioning phase is reported.
The internal 83mKr radioactive source have been used to perform the calibrations of
the light and charge response to low-energy electronic recoils in liquid xenon. The
employed calibration source is not only optimal for the uniform calibration of the
liquid xenon chamber, but thanks to the nature of its de-excitation mechanism, it
allowed also for the identification of eventual systematics, coming from the data se-
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lection criteria used for the analysis, that can affect the energy reconstruction of the
interaction events. From the analysis of the 83mKr calibrations the detector showed
excellent performances: for a 32.15 keV electron recoils and with an electric field of
∼ 1 kV/cm, a light of ∼ 9 PE/keV and a charge yield of ∼ 750 PE/keV was obtained.
Considering the light and charge yield at different electric fields, it was possible to
determine the absolute detector response to liquid xenon scintillation light, given by
g1 = (0.191± 0.006)PE/photons, and the absolute response to the extracted charge,
given by g2 = (24.4± 0.4)PE/electron. The former of the two quantities is the fac-
tor that determines the energy threshold of the detector, which for nuclear recoils is
estimated to be ∼ 2.5 keV at an electric field of ∼ 1 kV/cm.
It was shown that the electric field dependent light and charge yield of the 83mKr-
induced electron recoils are very well described by the Thomas-Imel recombination
model [318], and are in agreement with the recent measurements performed in the LUX
experiment [317] using an electric field of ∼ 180 V/cm. However, it was discussed that
despite of the fact that the recombination model is able to provide an accurate descrip-
tion of the light and charge yield as function of the electric field, it is not sensitive to
quantities such as the exciton-to-ion ratio Nex/Ni and the Fano factor for the ionisation
process [324–326]. Both these quantities are fundamental for the understanding of the
recombination-induced fluctuations of the charge and light signals, and their measured
values are in conflict with the predictions of the theoretical models [143]. As the event-
by-event fluctuation of the measured light and charge yield are strictly connected to
the recombination process and to the exciton-to-ion ratio, a probabilistic model has
been developed in order to describe these fluctuations and to disentangle the contri-
butions coming from the recombination process from those coming from the detector
and instrumental effects. With this model an analytic, distribution-free description
of variances and covariances of the measured light and charge signals as function of
the recombination probability, of the exciton-to-ion ratio and of the detector response
fluctuations has been derived. The derivation is based on the approximation that the
detector and instrumental effects, taken as a whole, are statistically uncorrelated with
the fluctuations induced by the recombination process. Within this thesis only this
simplified model has been investigated, and it was found that it can already explain
the reason why the observed anticorrelation direction of the electron recoil events in
the S2-S1 (charge-light) parameter space for the 32.15 keV and 41.55 keV energy peaks
is not the same as the anticorrelation direction used for the absolute calibration of the
detector response. Although the analytical model derived and discussed in this thesis
does not provide a quantitative explanation of the data, it can be extend in order to
take into account also the fluctuation induced from the light collection efficiency, from
the electron extraction efficiency, from the production of the electroluminescence light,
from the PMTs quantum efficiency and from the PMTs gain fluctuations. Once these
key parameters are well understood, the developed formalism can be easily implemented
in a Monte Carlo simulation code, in order to reproduce and to predict the joint distri-
bution of the light and charge signals for a specific energy and a specific electric field
by directly using the probability distribution functions related to each of the processes
occurring during in the signal formation.
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Table A.1.: Radioassay results of several copper samples for primordial radionuclides and for the anthropogenic 137Cs.









GeMPI II 58.0 24.8 < 180 < 1000 < 35 < 33 < 26 400(100) < 33
ICP-MS - - 29.4(6) < 8
2 OFHC-Cu PMTarrays
GeMPI I 8.84 37.2 < 120 < 1900 < 130 90(40) 90(40) 500(200) < 78
ICP-MS - - < 25 < 8
3 OFHC-Cu PMTarrays
GeMPI II 23.3 23.5 < 120 < 1200 < 33 < 43 < 34 < 280 < 16





GeMPI I 31.3 4.2 < 150 < 2400 < 73 100(4) 160(40) < 340 < 33

















Table A.2.: Radioassay results of several copper samples for cosmogenic radionuclides.









GeMPI II 58.0 24.8 60(20) 200(100) 360(40) < 19 < 27 NA -
2 OFHC-Cu PMTarrays GeMPI I 8.84 37.2 310(30) 400(100) 1.78(16) · 10










GeMPI I 31.3 4.2 150(20) 740(150) 1.1(1) · 103 210(20) 350(40) 40(10) 59Fe: 90(20)
















Table A.3.: Radioassay results of several stainless steel samples for primordial and anthropogenic radionuclides.




235U 238U 226Ra 232Th 228Th 40K 137Cs
1 AISI 316Ti Cryostat flanges Gator 10.8 7.3 < 3.9 < 150 < 4.0 < 4.8 4.5(6) < 5.6 < 1.5
ICP-MS - - 1.5(5) 0.21(6)
2 AISI 304L Cryostat shells GeMPI II 10.1 6.7 < 2.0 < 40 < 0.64 < 0.81 < 0.36 < 2.7 < 0.64
ICP-MS - - 2.5(7) 0.21
3 AISI 304 Bell, field cage GeMPI II 10.3 5.9 < 1.4 < 37 1.2(3) 2.1(7) 2.0(4) < 1.3 < 0.58
ICP-MS - - 11(3) 1.2(4)





Gator 5.8 19.0 1.4(4) 30.4(9) 1.39(44) < 2.8 5.9(5) < 4.9 < 0.66
6 AISI 304L Support structure GeMPI I 5.9 50.0 < 3.6 < 59.0 < 5.0 3.0(1) 27(2) < 7.8 < 0.43
7 AISI 316L Not used Gator 10.3 11.0 < 2.7 < 83 4.3(4) 4(1) 7.0(6) < 3.8 < 0.73
8 AISI 304L Not used GeMPI I 17.9 4.0 < 25 < 94 3.1(6) 3(1) 6(1) < 1.6 < 1.1
9 AISI 316L Not used GeMPI II 10.4 7.9 < 4.9 < 140 2.3(7) < 4.4 14(1) 4(2) < 1.2
10 AISI 316L Not used GeMPI I 18.0 8.9 < 1.6 < 61 2.4(3) 1.7(7) 2.1(3) < 2.9 < 0.64
11 AISI 304 Not used GeMPI I 10.2 8.9 < 2.1 < 70 2.8(6) < 2.1 < 0.75 6(2) < 0.68
12 AISI 304L Not used GeMPI II 9.8 3.9 < 3.5 100(50) < 1.9 4.00(10) 30.20(24) < 4.1 < 0.49
13 AISI 316Ti Not used GeMPI II 9.9 6.8 < 2.7 < 120 < 1.0 < 2.7 < 0.89 < 4.2 < 1.1
ICP-MS - - 3.1(9) 0.7(2)




















235U 238U 226Ra 232Th 228Th 40K 137Cs
15 ASME 304L Not used GeMPI I 10.2 8.8 < 2.1 < 54 0.6(3) < 1.2 0.8(3) < 2.9 < 0.43
ICP-MS - - 2.5(7) 0.14(4)
16 AISI 316 Not used GeMPI I 10.0 10.8 < 1.8 < 29 < 0.55 < 0.97 < 0.5 < 3.0 < 0.46
ICP-MS - - 4(1) 1.2(3)
17 ASME 304L Not used Gator 13.9 7.5 < 4.22 < 109 6.11(56) 6.1(1.1) 11.98(84) < 4.95 < 0.94
ICP-MS - - 5(1) 9(3)
18 AISI 316Ti Not used GeMPI I 10.0 6.9 < 2.9 < 200 < 0.54 < 5.5 < 3.8 3.4(1.7) < 1.8
















Table A.4.: Radioassay results of several stainless steel samples for cosmogenic radionuclides.





1 AISI 316Ti Cryostat flanges Gator 10.8 7.3 37.3(9)
2 AISI 304L Cryostat shells GeMPI II 10.1 6.7 9.7(8) < 0.60 0.5(2)
3 AISI 304 Bell, field cage GeMPI II 10.3 5.9 5.5(5) NA 1.1(3)





Gator 5.8 19.0 3.2(3) 2.5(4)
6 AISI 304L Support structure GeMPI I 5.9 50.0 4.0(6) NA NA
7 AISI 316L Not used Gator 10.3 11.0 29(2) 1.4(3)
8 AISI 304L Not used GeMPI I 17.9 4.0 36.2(2.6) < 1.4 2.5(5)
9 AISI 316L Not used GeMPI II 10.4 7.9 142(9) 1.5(6) 2.0(6)
10 AISI 316L Not used GeMPI I 18.0 8.9 20.5(1.5) NA NA
11 AISI 304 Not used GeMPI I 10.2 8.9 25.3(1.9) < 1.0 2.3(5)
12 AISI 304L Not used GeMPI II 9.8 3.9 14.6(1.3) NA NA
13 AISI 316Ti Not used GeMPI II 9.9 6.8 17.3(1.4) NA NA
14 AISI 316Ti Not used GeMPI II 8.0 4.9 113(8) NA < 1.5
15 ASME 304L Not used GeMPI I 10.2 8.8 14.7(1.1) < 0.61 1.3(3)
16 AISI 316 Not used GeMPI I 10.0 10.8 10.7(8) NA 1.4(8)
17 ASME 304L Not used Gator 13.9 7.5 3.99(28) 6.11(56)
18 AISI 316Ti Not used GeMPI I 10.0 6.9 86.0(6.0) NA < 2.0
















Table A.5.: Radioassay results of several titanium samples for primordial, anthropogenic, and cosmogenic radionuclides.




235U 238U 226Ra 232Th 228Th 40K 137Cs 60Co 46Sc
1 Grade 1 Ti Gator 14.0 6.0 2.4(4) 70(20) < 1.3 < 1.4 < 1.7 < 3.6 < 0.54 < 0.30 2.15(3)
2 Grade 1 Ti Gator 28.3 13.0 1.4(3) 27(6) < 0.58 < 0.81 0.7(3) < 1.5 < 0.24 < 0.17 1.9(2)
3 Grade 4 Ti Gator 11.3 13.5 < 2.2 < 42 < 1.2 2.1(6) 9(1) < 2.9 < 0.36 < 0.19 1.9(2)
4 Grade 2 Ti Gator 10.8 17 1.4(4) 40(10) < 0.81 1.9(6) 3.1(3) < 2.9 < 0.46 < 0.25 2.7(3)
5 Grade 1 Ti Gator 10.5 27.6 1.3(3) 30(10) 1.1(4) < 1.1 < 0.71 < 2.8 < 0.19 < 0.18 1.8(2)
















Table A.6.: Radioassay results of several plastic samples for primordial and anthropogenic radionuclides.




235U 238U 226Ra 232Th 228Th 40K 137Cs
1 PTFE TPC reflectors Gator 44.0 58.0 < 0.087 < 1.9 < 0.12 < 0.11 < 0.065 < 0.34 0.17(3)
ICP-MS - - < 0.19 < 0.041
2 PTFE PMT array GeMPI II 13.1 58.1 < 0.055 < 1.2 0.073(16) < 0.071 0.057(21) 5.2(6) < 0.024
ICP-MS - - 0.09(1) 0.049(8)
3 PTFE TPC parts GeMPI I 16.7 26.4 < 0.08 < 1.7 < 0.053 < 0.060 < 0.063 < 0.37 < 0.024
ICP-MS - - < 0.12 < 0.041
4 PTFE Cathode insulation ICP-MS - - < 0.12 < 0.041
5 PTFE TPC parts ICP-MS - - < 0.12 < 0.041
6 Torlon 4203L TPC parts GeMPI I 0.75 21.6 2.9(8) < 41? 2.0(5) 2.9(8) 2.4(6) 22(5) < 0.46
7 Torlon 4203L TPC parts Gator 1.2 20 < 26 < 33 < 2.6 < 5.5 3(1) 11.5(1) < 1.0
ICP-MS - - 0.49(4) 4.9(4)
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Table A.7.: Radioassay results of the bulk materials used for the construction of the XENON1T
photomultipliers. Values for primordial decay series only.
Sample Facility Time[d]
Specific activity [mBq/PMT]
235U 238U 226Ra 232Th - 228Ra 228Th
1 GeMPI I 29.1 < 1.1× 10
−2 < 3.3× 10−1 3.6(6)× 10−2 < 1.2× 10−2 < 1.1× 10−2
GD-MS - < 1.8 < 6.3× 10−1
2 GeMPI I 17.8 < 5.5× 10
−4 < 2.8× 10−2 < 7.2× 10−4 < 6.6× 10−4 6.6(3)× 10−4
GD-MS - < 1.5× 10−3 < 2.5× 10−4
3 Gator 11.1 < 1.7× 10
−1 < 9.2 < 2.6× 10−1 < 3.6× 10−1 < 3.4× 10−1
GD-MS - < 9.5× 10−2 < 3.2× 10−3
4 Gator 25.5 < 1.9× 10
−2 < 9.0× 10−1 < 2.5× 10−2 < 4.3× 10−2 < 3.3× 10−2
GD-MS - 5.0× 10−2 6.8× 10−3
5 GeMPI I 54.0 < 1.1× 10
−2 < 5.3× 10−1 2.7(6)× 10−2 < 9.4× 10−3 < 9.4× 10−3
GD-MS - < 1.7× 10−1 < 1.5× 10−2
6 GeMPI I 13.7 < 5.2× 10
−2 < 3.7× 10−1 1.3(2)× 10−2 8(4)× 10−3 8(4)× 10−3
GD-MS - < 3.4× 10−2 < 1.7× 10−2
7 GeMPI I 34.1 < 6× 10
−3 < 2× 10−1 2.9(3)× 10−2 < 1.1× 10−2 < 7.0× 10−3
GD-MS - < 8.8× 10−1 < 3.0× 10−1
8 GeMPI II 27.6 < 1.8× 10
−2 < 7.9× 10−1 3.7(7)× 10−2 < 1.8× 10−2 < 1.8× 10−2
GD-MS - 4.4× 10−2 9.8× 10−3
9 Gator 12.5 1.1(2)× 10
−1 2.4(4) 2.6(2)× 10−1 2.3(3)× 10−1 1.1(2)× 10−1
GeMPI I 11.8 1.1(3)× 10−1 3(1) 3.0(3)× 10−1 2.1(3)× 10−1 1.1(2)× 10−1
10 GeMPI II 14.8 < 1.7× 10
−2 < 6.5× 10−1 < 8.3× 10−3 < 3.0× 10−2 < 7.5× 10−3
GD-MS - < 1.7× 10−2 < 6.0× 10−3
11 GeDSG(LNGS) 39.3 1.8(3)× 10
−2 < 7.0× 10−1 3.5(4)× 10−2 < 2.0× 10−2 < 2.9× 10−2
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Table A.8.: Radioassay results of the bulk materials used for the construction of the XENON1T
photomultipliers. Values for the primordial 40K and the anthropogenic 137Cs. The only signifi-




1 GeMPI I 29.1 < 8.1× 10−2 < 4.5× 10−3 < 4.8× 10−3
2 GeMPI I 17.8 < 5.7× 10−3 < 1.2× 10−4 < 2.3× 10−4
3 Gator 11.1 < 9.9× 10−1 7(2)× 10−2 < 1.0× 10−1
4 Gator 25.5 < 6.4× 10−2 < 7.2(6)× 10−2 < 8.0× 10−3
5 GeMPI I 54.0 6(3)× 10−2 6(3)× 10−3 < 7.9× 10−3
6 GeMPI I 13.7 < 3.2× 10−2 2(1)× 10−3 < 2.6× 10−3
7 GeMPI I 34.1 7(3)× 10−2 < 2.3× 10−3 < 1.6× 10−3
8 GeMPI II 27.6 7(4)× 10−2 2.6(2)× 10−1 9(4)× 10−3
9 Gator 12.5 1.1(2) < 2.0× 10
−2 < 2.0× 10−2
GeMPI I 11.8 1.6(2) < 1.6× 10−2 < 1.2× 10−2
10 GeMPI II 14.8 7(4)× 10−2 2.2(2)× 10−1 1.3(6)× 10−2
















Table A.9.: Radioassay results of the PMTs used in the XENON1T experiment, measured in batches of maximum 16 elements in the Gator spectrometer.
Values for primordial decays only. The smaller PMT batches, measured with the GeMPI II spectrometer for consistency check, are always in number of 4,
and they are considered representative of the entire batch measured previously with Gator.




235U 238U 226Ra 228Ra 228Th
0 Gator 10 15 < 7.9× 10−1 < 1.8× 101 < 8.2× 10−1 9(3)× 10−1 9(2)× 10−1
1 Gator 10 25.5 5(1)× 10−1 < 1.8× 101 4(1)× 10−1 < 1.1 4(1)× 10−1
2 Gator 16 15 2.9(9)× 10
−1 < 1.6× 101 5(1)× 10−1 < 8.5× 101 < 6.1× 10−1
GeMPI II 4 5.9 < 8.1× 10−1 < 1.4× 101 7(2)× 10−1 < 6.7× 101 3(1)× 10−1
3 Gator 15 11.3 < 5.2× 10−1 < 2.0× 101 < 8.2× 10−1 < 1.1 5(2)× 10−1
4 Gator 15 21.5 3.5(9)× 10−1 < 1.3× 101 5(1)× 10−1 4(1)× 10−1 4(1)× 10−1
5 Gator 15 16 < 5.7× 10−1 < 1.7× 101 6(1)× 10−1 < 9.3× 10−1 < 6.2× 10−1
6 Gator 11 22.7 < 5.5× 10
−1 < 1.5× 101 6(1)× 10−1 < 7.7× 10−1 7(1)× 10−1
GeMPI II 4 38.7 < 2.3× 10−1 < 8.5 5(1)× 10−1 2(1)× 10−1 2(1)× 10−1
7 Gator 11 23 4(1)× 10−1 < 1.9× 101 1.0(1) < 7.7× 10−1 7(1)× 10−1
8 Gator 15 13.6 < 6.3× 10
−1 < 1.5× 101 7(2)× 10−1 5(2)× 10−1 7(1)× 10−1
GeMPI II 4 35.5 < 2.8× 10−1 < 6.2 6(1)× 10−1 3(1)× 10−1 2(1)× 10−1
9 Gator 15 19.6 < 4.4× 10−1 < 1.4× 101 5.7(9)× 10−1 < 7.9× 10−1 5(1)× 10−1
10 Gator 15 25.5 < 4.4× 10−1 < 1.5× 101 4.5(7)× 10−1 5(1)× 10−1 4.5(8)× 10−1




















235U 238U 226Ra 228Ra 228Th
12 Gator 15 18 < 4.5× 10−1 < 1.0× 101 < 7.1× 10−1 7(2)× 10−1 7(1)× 10−1
13 Gator 15 34 3.8(8)× 10−1 < 1.0× 101 5.0(6)× 10−1 6(1)× 10−1 5.0(7)× 10−1
14 Gator 15 21 < 4.1× 10−1 < 1.6× 101 5.3(8)× 10−1 < 8.2× 10−1 5(1)× 10−1
15 Gator 15 17 < 5.0× 10−1 < 1.5× 101 5.4(9)× 10−1 < 7.4× 10−1 6(1)× 10−1
16 Gator 15 19 < 3.8× 10−1 < 1.0× 101 5.5(9)× 10−1 8(2)× 10−1 5(1)× 10−1
17 Gator 12 10.5 < 6.3× 10−1 < 1.7× 101 6(2)× 10−1 < 1.1 7(2)× 10−1
18 Gator 14 10.5 < 5.2× 10−1 < 1.9× 101 6(1)× 10−1 < 1.2 7(1)× 10−1
19 Gator 14 13.2 < 5.9× 10−1 < 1.6× 101 5(1)× 10−1 6(2)× 10−1 6(1)× 10−1
20 Gator 14 12 < 4.6× 10−1 < 1.4× 101 6(1)× 10−1 < 1.1 6(1)× 10−1
21 Gator 13 17.7 < 4.7× 10−1 < 1.6× 101 5(1)× 10−1 6(1)× 10−1 6(1)× 10−1
















Table A.10.: Radioassay results of the PMTs used in the XENON1T experiment, measured in batches of maximum 16 elements in the Gator spectrometer.
Values for primordial 40K, for the observed cosmogenic radionuclides, for the common anthropogenic 137Cs and for the unexpected 110mAg. The smaller
PMT batches, measured with the GeMPI II spectrometer for consistency check, are always in number of 4, and they are considered representative of the
entire batch measured previously with Gator.




40K 60Co 54Mn 137Cs 110mAg
0(1) Gator 10 15 1.2(2)× 101 1.3(2) 2.4(7)× 10−1 < 2.6× 10−1 9(3)× 10−1
1 Gator 10 25.5 1.2(2)× 101 7(1)× 10−1 2.7(6)× 10−1 < 2.7× 10−1 9(1)× 10−1
2 Gator 16 15 1.3(2)× 10
1 7.9(8)× 10−1 2.0(5)× 10−1 < 3.2× 10−1 8.7(9)× 10−1
GeMPI II 4 5.9 1.1(3)× 101 6(2)× 10−1 5(2)× 10−1 < 1.2× 10−1 8(2)× 10−1
3 Gator 15 11.3 1.3(2)× 101 7.3(9)× 10−1 2.2(6)× 10−1 < 3.2× 10−1 5.0(7)× 10−1
4 Gator 15 21.5 1.2(2)× 101 7.3(9)× 10−1 2.3(5)× 10−1 < 1.9× 10−1 2.1(3)× 10−1
5 Gator 15 16 1.4(2)× 101 6.3(7)× 10−1 < 2.5× 10−1 < 2.2× 10−1 2.8(6)× 10−1
6 Gator 11 22.7 1.4(2)× 10
1 7.1(7)× 10−1 2.4(5)× 10−1 < 1.8× 10−1 2.3(4)× 10−1
GeMPI II 4 38.7 5(1) 8(1)× 10−1 2.2(7)× 10−1 < 1.1× 10−1 2.2(4)× 10−1
7 Gator 11 23 1.5(2)× 101 1.0(1) 2.6(6)× 10−1 < 4.9× 10−1 1.9(7)× 10−1
8 Gator 15 13.6 1.4(2)× 10
1 1.2(1) 2.0(5)× 10−1 < 3.5× 10−1 < 2.3× 10−1
GeMPI II 4 35.5 7(1) 1.2(1) 2(1)× 10−1 < 1.1× 10−1 1.6(4)× 10−1
9 Gator 15 19.6 1.3(2)× 101 8.1(8)× 10−1 2.2(5)× 10−1 < 3.6× 10−1 5.3(6)× 10−1




















40K 60Co 54Mn 137Cs 110mAg
11 Gator 15 12 1.2(2)× 101 7.7(9)× 10−1 1.9(5)× 10−1 < 4.4× 10−1 5.5(9)× 10−1
12 Gator 15 18 1.1(2)× 101 7.8(8)× 10−1 1.3(4)× 10−1 < 3.7× 10−1 7.3(9)× 10−1
13 Gator 15 34 1.2(1)× 101 8.2(7)× 10−1 1.8(4)× 10−1 < 2.4× 10−1 6(1)× 10−1
14 Gator 15 21 1.4(2)× 101 8.1(8)× 10−1 1.8(4)× 10−1 < 3.2× 10−1 < 8.2× 10−1
15 Gator 15 17 1.2(2)× 101 8.1(8)× 10−1 2.8(6)× 10−1 < 3.7× 10−1 < 7.4× 10−1
16 Gator 15 19 1.0(1)× 101 7.8(8)× 10−1 2.0(5)× 10−1 < 3.2× 10−1 4.4(7)× 10−1
17 Gator 12 10.5 1.1(2)× 101 8(1)× 10−1 2.1(6)× 10−1 < 2.8× 10−1 6(1)× 10−1
18 Gator 14 10.5 1.0(2)× 101 7.6(9)× 10−1 1.9(6)× 10−1 < 2.2× 10−1 5(1)× 10−1
19 Gator 14 13.2 1.1(2)× 101 8.5(9)× 10−1 2.3(6)× 10−1 < 2.1× 10−1 6.1(9)× 10−1
20 Gator 14 12 1.2(2)× 101 7.5(9)× 10−1 2.7(7)× 10−1 < 2.0× 10−1 5(1)× 10−1
21 Gator 13 17.7 1.0(2)× 101 8.4(8)× 10−1 2.1(5)× 10−1 < 1.5× 10−1 4.4(8)× 10−1
22 Gator 15 17.5 1.0(1)× 101 1.2(1) 3.0(6)× 10−1 < 1.7× 10−1 2.9(7)× 10−1
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