Abstract: In streams and rivers, the benthic and hyporheic regions harbor the microbes that process many stream-borne constituents, including O 2 , nutrients, C, and contaminants. The full distribution of transport time scales in these highly reactive regions must be understood because solute delivery and extended storage in these metabolically active zones control the opportunity for biogeochemical processing. The most commonly used transport models cannot capture these effects. We present a stochastic model for conservative and reactive solute transport in rivers based on continuous-time random-walk theory, which is capable of distinguishing and capturing processes not described by classical approaches. The model includes surface and subsurface storage zones with arbitrary residence-time distributions. We used this model to evaluate the effects of sorption and biological uptake on downstream solute transport. Linear or mildly nonlinear sorption in storage delays downstream transport without changing the fundamental shape of the breakthrough curves (BTCs). Highly nonlinear sorption isotherms can induce power-law tailing in stream BTCs. Model simulations show that sorption of commonly used solute tracers is not sufficient to explain the power-law tailing that has been observed in field tracer-injection studies, and instead, such tailing most probably reflects broad distributions of hyporheic exchange time scales. First-order biological uptake causes an exponential decline in instream tracer concentrations at the time scale of the uptake kinetics, thereby tempering power-law BTCs. The model can be used to calculate reach-scale reaction-rate coefficients in surface and subsurface storage from observed BTCs of co-injected conservative and reactive solutes, providing new capability to determine reactionrate coefficients in storage zones with broad residence-time distributions.
River networks transport the products of weathering from the continents to the oceans. Distributed physical, chemical, and biological processes control the downstream fluxes of dissolved and suspended materials. Streams and rivers transport, retain, and transform nutrients and other solutes (Bernhardt et al. 2003, Butman and Raymond 2011) . Understanding the interactions between physical transport and biogeochemical processes is necessary to better estimate fluxes of biologically significant solutes and particles and to resolve environmental challenges, such as eutrophication and hypoxic zones at the mouth of major rivers (Turner and Rabalais 1994 , Rabalais et al. 1996 , Diaz and Rosenberg 2008 . Downstream solute transport is delayed because of incomplete mixing in the water column and exchange with slower regions like the hyporheic pore water. Traditional transport models, such as the advection dispersion equation (ADE), assume perfect mixing in the water column. In an ADE framework, solutes are transported at the mean velocity of the water column. The dispersion effect is meant to account for molecular diffusion, turbulent dispersion, and the range of velocities that exist in the stream. However, this model is inherently limited to systems with relatively narrow distributions of velocity, which is not the case for most stream or riverine flows. These models have been modified by including exchange from the main chan-nel and well mixed storage reservoirs (Bencala and Walters 1983) , which accounts for delays but misses the broad distribution of velocities inherent to these systems. In real streams, velocities are widely distributed and models using a single velocity that account for only a portion of the main-channel flow are not adequate. These models have been extended to include information about velocity distributions in various ways, such as memory kernels (Marion et al. 2008) or additional storage zones that incorporate additional time scales (Choi et al. 2000 , Grant and Marusic 2011 , Hensley and Cohen 2012 .
Both physical and biogeochemical complexity are ubiquitous in streams. Transport properties and microbial communities are highly organized, influence one another, and often covary in space. Figure 1 schematically depicts a longitudinal section of a stream illustrating the coupling between velocity profiles and the biologically active benthic and hyporheic regions. Consumption of biologically important solutes (such as O 2 and NO 3 − ) depends on microbial activity and on the time spent in the slow regions where microbes reside (Ensign and Doyle 2005, Zarnetske et al. 2011) . Estimates of biogeochemical processing rates are obtained by comparing downstream transport of reactive and conservative solutes (Hauer and Lamberti 2011) , so proper representation of residence-time distributions within bioreactive regions is important. Errors propagate and compound upon upscaling, so inadequate representations of transport at small scales, such as individual reaches, may produce misleading estimates of biogeochemical processes at large scales, such as whole watersheds.
Similarly, diverse biogeochemical reactions and processes often are approximated with upscaled 1 st -order rates, which do not capture the reality of coupled reactions involving various reactants and products.
We used 2 modeling techniques to illustrate the effects of distinct biophysical environments (water column, benthic region, hyporheic zone) on downstream breakthrough curves (BTCs). We used a flexible stochastic modeling framework that explicitly represents the interplay between transport and reactions in the core stream flow and storage regions characterized by any time scales of storage. We used numerical simulations to show effects of chemical sorption and biological uptake in specific biophysical environments on downstream solute transport, and we discuss the implications for estimating biogeochemical processing rates from whole-stream tracer injections. Our results clearly demonstrate the influence of local transport and biogeochemical processes on reach-scale biogeochemical signatures.
METHODS

Continuous-Time Random-Walk theory for solute transport in rivers
Random-walk models are powerful tools for representing transport of solutes in complex environments (Bouchaud and Georges 1990). Conceptually, solute plumes are broken into a finite number of particles representing discrete masses of solute, each of which then moves (and potentially reacts) based on a set of probabilistic rules designed to faithfully represent micro-and macro-scale pro- Figure 1 . Schematic model illustrating the coupling between transport and biogeochemistry in streams and rivers. Arrows represent a global value for the water column, the benthic zone, and the hyporheic zone (from top to bottom). The benthic and hyporheic zones are both biogeochemical hotspots with active biofilms (in green, benthic biofilm) and regions of slow transport, creating a competition between mass delivery from the flow and consumption rates in biofilms. The rate profile shows sharp contrasts between regions.
cesses. The mass parcels of tracer move via a series of steps, sampled from a probability distribution. When the step-distributions are narrow, the resulting model yields classic diffusive (or dispersive) transport. A typical metric that quantifies whether the system behaves in this manner is the variance of the spatial distribution of solute mass, which characterizes the spatial extent of a solute plume. If this variance grows linearly in time, the system is said to behave in a Fickian manner and classical ADE approaches are likely to work well.
However, in rivers, these distributions may not be narrow because solutes can experience very low water velocities and long residence times in surface dead zones or in the subsurface. Extensive regions of near-0 velocity coupled with fast flow regions in the main channel can violate the assumptions of the standard Fickian dispersion model (Metzler and Klafter 2000) . For this case, the variance of the spatial distribution grows nonlinearly in time, a behavior called anomalous (or nonFickian) transport, i.e., transport that does not follow the predictions of classical ADE theory.
A rich family of models exists that relax these assumptions. One such model is the Continuous-Time Random-Walk (CTRW), which can account for anomalous transport emerging from the broad range of velocity and time scales. The CTRW can be described mathematically by the equation (Berkowitz et al. 2006 , Boano et al. 2007 ):
∂Cðx; tÞ ∂t
where, in Laplace space, M is
In these equations, U and K represent the velocity and dispersion in the water column, C is concentration, x is distance, t is time, t′ is a dummy time variable, t -is the advective time in the water column, and u is the Laplace variable. M is a memory function that accounts for time delays, which in Eq. 2 is written in Laplace space, a commonly used mathematical transformation that makes calculations considerably easier. ψðuÞ represents the residencetime distribution (RTD). It quantifies the probability that a parcel of water entering a given location in the system at time 0 will leave at some later time t. When ψ ðuÞ is a narrow distribution (e.g., exponential), the model is equivalent to the classical ADE model. However, residence times in many streams are not narrowly distributed. For broad RTDs (heavy-tailed power laws, gamma functions), the model is able to represent commonly observed anomalous transport. Thus, ψ ðuÞ dictates the emergent behavior of the system and must be chosen carefully to represent all pertinent physical processes. Solute exchange between the main channel and the benthic or hyporheic regions can be readily included in ψ ðuÞ following the approach of Margolin et al. (2003) and Boano et al. (2007) , which are adapted here to account for different RTDs associated with different stream compartments:
ψðuÞ is the RTD for the entire system and accounts for the likelihood of all possible exchanges from the water column to immobile regions. ψ 0 is the RTD for the water column, φ B is the RTD in the benthic reactive region, and φ H ðuÞ is the RTD in the hyporheic reactive region. Λ B and Λ H are exchange rates to the benthic and hyporheic zones respectively. Thus, the φ terms represent how long solute will reside in a given storage zone, whereas the Λ terms represent how quickly exchange will occur between them. Note, mathematically, that ½u þ Λ B − Λ B φ B ðuÞ þ Λ H −Λ H φ H ðuÞ is the modified argument of the function ψ 0 .
The choice of each of these distributions and exchange rates typically is motivated by a combination of physical arguments and experimental observations. Based on experimental evidence (e.g., Haggerty et al. 2002 , Drummond et al. 2012 , Stonedahl et al. 2012 ), we set ψ 0 ¼ 1 1þu , and used exponential RTDs in the benthic zone and power-law RTDs in the hyporheos. ψ ðuÞ can be obtained using a variety of other approaches, such as deconvolution (Cirpka et al. 2007 or physical models (Stonedahl et al. 2012) . Calculations are done in the Laplace domain because convolution integrals, such as the one in Eq. 1, are difficult to calculate or compute and disappear under the Laplace transformation. Another important feature of Eq. 1 is that its structure is complex, but it is a linear equation, i.e., each term in Eq. 1 depends only on C and not on arbitrary powers of C. Because of the principle of linear superposition, linear equations have the great benefit that they can be solved for any initial condition or with any arbitrary source terms by solving for only the case of a pulse injection (Arfken and Weber 1995) . The solution to the differential equation with pulse initial condition is the Green's function, and solutions for the same equation with more complex sources (e.g., periodic, step, continuous) can be obtained by combining (more precisely by convolving) the new initial condition and the Green's function solution. Thus, understanding the simple case of a pulse initial condition provides all information needed to understand more complicated solutetransport problems.
Particle-tracking simulations
The CTRW described in the previous section simulates downstream plume evolution through use of a properly structured travel-time distribution (Eq. 3), rather than by explicitly resolving small-scale physical processes. To model such processes explicitly, a smaller-scale model that resolves the features of interest is needed. To validate analytical solutions and to observe solutions that are not analytically tractable, we used a particle-tracking method that resolves specified hydrodynamic and biogeochemical processes, such as the spatial variation of flow velocities and uptake rates (Fig. 1) .
We simulated solute motion in the downstream crosssection of a reach that was 0.3 m deep, had a bed slope of 0.5%, and median particle diameter in the bed sediment of D 50 = 1 cm. We solved the transport problem via classical random-walk methods, which differ from those of the CTRW described above (Delay et al. 2005) in that they resolve the motion of solute as it moves vertically and horizontally in the stream; i.e., the model provides the full spatial distribution of solute and not just information on how it is distributed in the downstream direction. We distributed numerical particles, representing parcels of solute mass, over the water-column depth at a location x = 0 and at time t = 0 to simulate a pulse injection and ran the model for 1 × 10 5 s. We treated the top and bottom boundaries as no flux, reflective boundaries.
We carried out parallelized simulations with 1,000,000 particles for each simulation. We then computed BTCs at locations 100, 200, 300, and 400 m downstream to capture typical reach lengths in field experiments. BTCs were obtained by logging the mean passage time of each particle across a given measurement location.
Following classical theory for open-channel flow (Raudkivi 1979, Brutsaert 2005), we modeled the in-stream velocity profile in the surface water with a log-law distribution:
where v -is the mean velocity in the water column, v * = √( gds) is the shear velocity, g is gravity, d is the water column depth, s is the bed slope, k is the Von Karman constant, and y is the relative position in the water column from the stream bed. The mean surface velocity is 30√(sd).
To represent subsurface flow beneath the open channel, we used Darcy's law for flow through porous media, where the porewater velocity was calculated as ΦKs, where Φ is the porosity and K is the hydraulic conductivity. Porosity was held at 30%, representative of many natural porous media, and K = 100 D 50 2 (Bear 1972 , Uma et al. 1989 ). In the water column, dispersion coefficients were calculated as D ¼ ρu Ã ∂y ∂u (Fischer 1979) . In the subsurface, the dispersion is proportional to the velocity and dispersivity, taken as D 50 (Bear 1972) .
Sorption
Sorption of solute to the porous material underlying the open channel can delay downstream transport by holding solute back relative to the mean flow of the system. Linear sorption is most often modeled with a retardation coefficient, which quantifies delay in transport relative to that in an equivalent system without sorption. Margolin et al. (2003) showed that for solutes undergoing linear sorption, Eq. 3 becomes:
where R 0 is retardation in the water column, and R B and R H are the retardation factors for the benthic and hyporheic zones, respectively.
The assumption of linear sorption is convenient, but it fails in many instances because porous material may have a limited capacity to sorb all of the solute passing through it. This limitation is particularly important at high solute concentrations where the amount of solute exceeds the sites available for binding. This situation typically results in a nonlinear relationship between sorbed and mobile solute concentrations. No simple analytical solution exists for the CTRW with nonlinear sorption (Margolin et al. 2003) . Instead, for this case, we must solve the governing equations numerically. A common representation of nonlinear sorption is the Freundlich isotherm:
where C s is the concentration of the adsorbed solute in mass of adsorbate/mass of adsorbent, F is the Freundlich constant, and n is an exponent describing the nonlinearity of the relationship. When n = 1, the linear sorption model described above is recovered. We partition the concentration between a dissolved and sorbed state using this equation at each time step. Mathematically, the residence time is then updated to account for the proportion of the mass in storage that is adsorbed (assuming transport and sorption are independent), so that we simply multiply the probability of moving by the probability of not being adsorbed. We calculate the mobile-zone concentration taking into account this new waiting time and update the boundary condition for the next time step. To test this numerical procedure, we verified that it reproduced results from equivalent finite difference solutions of an ADE with nonlinear sorption and a storage zone with nonlinear sorption.
Biological uptake
We also wanted the model to account for biological uptake. Biological uptake is the rate of mass removal from the water column/unit bed area (U, with units M L −2 T −1 ). It also can be expressed as a nutrient uptake
3 ), or a 1 st -order mass transfer rate k (/T) = v f /d (Newbold et al. 1983 , Stream Solute Workshop 1990 .
The RTD in a system, φ(t) in Eq. 2, is the probability that solute entering the system at time 0 will leave at time t. However, if that solute undergoes degradation following 1 st -order kinetics, it may degrade before it has time to leave. The probability that it degrades over a time t is exponential and given by e −k x t
. k x is a 1 st -order rate constant and can differ for the water column, benthic zone, and hyporheos. Therefore, Eq. 1 can be recast to account for reactions:
and
where k 0 , k B , and k H are the water-column, benthic, and hyporheic uptake rate coefficients and L is the Laplace transform operator. In the highly resolved particle-tracking simulations, the degradation rate is simulated stochastically by assigning each particle a probability of decaying depending on its location.
RESULTS
In this section, we use both the analytical CTRW model and the particle-tracking model to demonstrate how the various mechanisms described above influence BTCs so that specific observations can be attributed to specific transport or uptake behaviors. In all cases, for the reasons outlined above, we consider a pulse-injection initial condition because this situation provides all pertinent information in the system. For ease of visualization, we normalized the results by the maximum observed concentration at the sampling station. Equivalent results for continuous injections and the nonnormalized data can be found in Figs S1-S9. We also present all the results in logarithmic space where exponentials and power laws are easily distinguished, except in Fig. 8 , which is in linear space.
Conservative solutes
First, we explored the effect of varying benthic-zone parameters on in-stream BTCs using an exponential RTD.
Figures 2A and S6A demonstrate the effect of changing the mean residence time in the benthic zone with a fixed exchange rate between the main channel and benthic zone. As mean benthic residence time increases, asymmetry in the observed BTC also increases with a stronger exponential tail. This asymmetry represents the fact that the longer solute is held in the benthic zone, the longer it will take for all of the solute to reach a downstream location. Figure S1A shows the BTC for a continuous injection, where the effect of longer residence is a delay in the time to the equilibrium plateau. Figures 2B, S1B , and S6B show the effects of varying the exchange rate between the main channel and the benthic reactive zone (Λ B ). As the exchange rate increases, the BTCs become more skewed, reflecting the fact that as the total mass transferred to the benthos increases, more time is required for all of the mass to break through at a given point. As the exchange rates become smaller and smaller, the behavior in the BTC converges to a behavior consistent with the ADE because most of the mass never reaches the benthic region. However, after more time, or equivalently more distance downstream, the total mass transferred to the benthos will increase so that even small transfer rates may have significant effects at larger scales. Similar to the effect of increasing mean residence time, an increase in transfer rates affects continuous-injection BTCs by delaying the time until the equilibrium plateau is reached (Fig. S1B) .
Figures 3A, S2, and S7 show how BTCs are influenced by the parameters associated with the hyporheic storage RTD. In all cases, this RTD is described by a power law, characterized by a power-law exponent β (i.e., φ(t)∼t
−β
). The smaller the β, the heavier the RTD tail, which physically means a greater likelihood of extreme residence times, i.e., some solute is more likely to spend a much longer time in the hyporheic zone than most solute particles. The specific value of β will be a reflection of the transport processes that occur in the hyporheic zone and can either be inferred from experimental data or based on physical arguments. Our results show a range of 0 < β < 1. The upper limit of β < 1 is chosen because, for β > 1, behavior converges to the classical ADE. As β decreases, the effects of the hyporheic zone become more pronounced. Specifically, as β decreases, tailing effects are evident at higher concentrations and the slope of the tail decreases. In fact, the BTC slope on a log-log plot is -β -1 (Schumer et al. 2003) . Thus, observation of more pronounced tails for conservative tracers suggests that hyporheic processes (e.g., biogeochemical reactions) may be of greater importance in a system as a whole.
Figures 3B, S2B, and S7B demonstrate the effect of varying the exchange rate between the main channel and the hyporheic storage. As with the benthic exchange rates in Fig. 2 , as the exchange rate increases, more mass enters the hyporheic zone/unit time, but because the return rate to the main channel is controlled strictly by the RTD, more solute is held behind the mean flow and tailing occurs earlier. However, the slope of the late-time BTC does not change and is entirely dictated by the value of the powerlaw RTD exponent. The specific value of the exchange rate will depend on the nature of the flow at the interface between the hyporheic zone and the open channel. For example, greater turbulence or roughness can result in greater exchange rate. The specific value can be estimated from data or physical models that capture these processes. /s. The slope of the BTCs on these log-log plots is β. u and D are as in Fig. 2 .
Sorption
Linear sorption In a homogeneous domain, linear reversible sorption produces retardation. It shifts the BTC in time and delays the arrival of solute at a given location, but does not change the shape of the BTC. However, in streams, retardation may vary in space and may be different in each storage zone. Under baseflow conditions, sorption commonly occurs only in the benthic and hyporheic regions and not in the water column. In this case, the BTC peak is not retarded, but the BTC tail extends further in time. In other words, in heterogeneous domains, the in-stream BTCs of reversibly sorbing solutes do not simply shift in time. The peaks predominantly reflects mass that has remained in the open channel and not undergone sorption, whereas the tails represent mass that has entered the benthic and hyporheic regions where retardation does occur. Figures 4A, B, S3A , B, and S8A, B highlight the effects of linear retardation. An increase in the linear retardation coefficient in the benthic region leads to a widening of the exponential tail, reflecting the fact that retardation in the benthic zone results in greater residence times there, delaying downstream transport (Fig. 4A) . Linear retardation in the hyporheic zone does not affect the slope or shape of the BTC tail, but does affect timing of the onset of tailing. As the retardation coefficient increases, tailing appears later and at lower concentration (Fig. 4B) . The total mass returning from the hyporheic zone is unaffected. It simply returns over a longer period. Figures 5A, B, S4A , B, and S9A, B show BTCs affected by nonlinear sorption in the hyporheic zone. Nonlinear sorption can induce power-law BTC tails, but only for strongly sorbing solutes. Increasing nonlinearity in the sorption isotherm increases the time spent in the hyporheos. The slope of the power-law tail increases with increasing Freundlich exponent (Fig. 5A ). It appears that only solutes with strong nonlinear sorption (exponent <0.5) fall in that range. For a Freundlich exponent of 0.4, corresponding to a slope of ∼-2, the mass affected by the tailing is so small that it does not appear over 5 orders of magnitude of concentration data, which is more than the dynamic range of commonly used fluorometric methods (Fig. 5B) .
Nonlinear sorption
Uptake
Last, we demonstrated the influence of uptake in the main channel or hyporheic zone on downstream transport by varying the 1 st -order uptake rate coefficient between 0 (conservative solute) and 0.005/s. This range spans from no uptake to a relatively high rate of NO 3 − uptake (Mulholland et al. 2008) . Increasing uptake in the main flow channel causes the entire BTC concentration to decrease in a manner proportional to the uptake rate, but it does not affect the overall shape or structure of the BTCs (Figs 6A, S5A) .
When uptake is included in the hyporheic zone only (Figs 6B, S5B, S10B), no effect on the early peak of the BTC is observed because the early peak accounts for sol- ute that has never entered the hyporheic zone. The influence of hyporheic uptake is evident primarily in the tails of the BTC. For 0 uptake, the power-law tail is strong and persistent. As uptake increases, this tail is cut off earlier as more mass is consumed in the hyporheic zone and never returns to the main channel. The cutoff in the power-law tail reflects competition between the kinetics of biogeochemical processing and the power-law residence time. The shape of the curve is a tempered power law (Meerschaert 2013) . We reproduced the same tempering effect with the particle-tracking model to compare effects of conservative or reaction kinetics in the hyporheic zone (Fig. 7) . The conservative solute BTC shows a behavior very similar to that obtained with the CTRW model with hyporheic exchange (e.g., Fig. 3A , B) with a power-law exponent of -1.6 that emerges naturally from the small-scale physics. For the reactive solute, this power law is tempered at an exponential rate as in the CTRW analytical model results (e.g., Fig. 6A, B) . The decay rate of the exponential function corresponds exactly to the reaction rate coefficient in the hyporheic zone. In other words, if one can measure the BTC for a conservative and a reactive tracer for sufficiently long times to observe the hyporheic signal, the difference between the power law and the tempered power law provides a direct measure of the hyporheic reaction rate coefficient. These synthetic data demonstrate the utility of the CTRW model for effectively describing the large-scale dynamics without the need for resolving all small-scale features.
At high uptake rates, the entire mass of solute that enters the subsurface can be consumed as long as the concentration is not so high that it saturates the system. When k H is much greater than Λ H , the observed BTC resembles an ADE solution in all aspects except the mass balance, which decays exponentially with downstream distance. In this case, the overall kinetics of uptake at the reach scale are transport limited, and the exchange rate between the surface and subsurface controls the proportion of solute removed. If transport limitations associated with hyporheic exchange are not considered, then the exponential removal of the reactive solute from the stream can be misinterpreted as characterizing the rate constant for 1 st -order biological uptake instead of the rate of hyporheic exchange flow. To highlight this point, we ran particle-tracking simulations that explicitly modeled transport in a spatially variable flow field with uptake in all of or a subset of the open channel, benthic, and hyporheic regions. We present 3 sets of BTCs at 4 locations for: 1) a conservative system, 2) a well mixed system with a uniform degradation rate over the entire domain, and 3) a heterogeneous system in which uptake affects only the benthic layer but not the water column (Fig. 8) . Of the 3 scenarios, the conservative BTCs have the highest peak concentrations and broadest BTCs, as one would expect. For the well mixed case, mass is removed from the system without regard for how it is spatially distributed in the column (i.e., this model does not distinguish between mass in the main channel and the hyporheic zone, which react differently), and only reaction kinetics control the amount of mass that is removed along the reach. Conversely, when uptake occurs only in the benthic layer, the BTC shape depends on the reaction kinetics and the transport into and out of the reactive zone. As a result, the BTC peak is shifted to the left with respect to the well mixed case, because slower moving mass is more likely to have resided in the reactive regions, whereas faster moving mass has resided in the unreactive water column. Most importantly, the well mixed case is not merely a rescaled form of the case with only benthic reactions that could be described with some modified reaction rate, but has a fundamentally different shape.
DISCUSSION
Model formulation
The CTRW model framework can include reactive solute transport in the stream, benthos, and hyporheic zone. The model is sufficiently general, in that it allows the required separation of transport time scales between the -order uptake in the hyporheic zone (synthetic data, log space). Hyporheic uptake is reflected in the tempering rate of the power-law residence-time distribution. Light grey shows the conservative particle-tracking results, light brown the bioavailable particle-tracking results, the bold markers show the smoothed results, and the lines show the scaling in the tail of the BTC, reflecting hyporheic storage and uptake signatures. main river flow and the benthic and hyporheic zones and enables separate evaluation of the effects of biogeochemical processes in each of these reactive regions (Fig. 1) . Nevertheless, some of the model's assumptions may not be directly applicable to all rivers, and we discuss some of these limitations below.
Rivers with coarse sediments where subsurface velocities are similar to in-stream velocities may violate the assumption of separation of time scales, but the model can be modified readily to address such issues. Moreover, instream storage is widely distributed in space and occurs at many locations around rough channel boundaries. Transverse mixing in rivers also is much slower than vertical mixing because rivers are wider than deep, so that hours may be needed to achieve complete mixing (Fischer et al. 1979) . Thus, many processes contribute to the slow spreading of solutes. Nevertheless, separation of in-stream, benthic (interfacial), and hyporheic (subsurface) processes is convenient to understand reactive transport because biological communities and water velocities are very different in these 3 compartments (Battin et al. 2008 ).
The CTRW model formulation that we used assumes that sufficient mixing has occurred for solute motion and residence times in immobile zones to be independent of one another and stationary, i.e., their distributions do not change in space or time. These assumptions make the solution tractable and are expected to be applicable to many streams and rivers. However, if transport must be modeled over smaller spatial scales, displacements can be correlated in time; i.e., slow moving parcels of water will continue to move slowly for long periods of time and fast moving ones will continue to move quickly for long periods of time. CTRW have been generalized even further to incorporate such effects (e.g., De Anna et al. 2013) . Downstream changes in channel morphology, hydrology, chemistry, or ecology also are not currently included in the model, but with sufficient information could be included. Furthermore, we assume that the surface and the reactive zones are homogeneous, such that sorption and uptake can be represented by single reaction parameters and that these reaction parameters are independent of transport rates. Physical heterogeneity of the subsurface has been considered in this context by Salehin et al. (2004) , Boano et al. (2007) , and Sawyer et al. (2011) and can be readily included in the model framework presented here as long as it remains independent of reaction parameters. Subsurface heterogeneity extends RTDs and the tails of in-stream BTCs (Boano et al. 2007) , and the power-law BTC tails that have been observed in the field probably reflect spatial variability in stream velocities, channel morphology, and subsurface structure.
Biogeochemical processes covary with sediment structure and porewater flow. Most notably, sedimentary microbial communities are structured according to redox gradients. In stream beds, these gradients are established primarily by O 2 delivery from the water column, production by photosynthesis at or near the bed surface, and heterotrophic metabolism in benthic periphyton and the underlying hyporheos. Thus, higher-velocity regions of pore water that are better connected hydraulically to the stream will have greater O 2 influx and will support more aerobic metabolism. In contrast, lower-velocity regions that are more isolated from the overlying flow, e.g., pockets of fine deposits in coarser and better-oxygenated material and the interior of biofilms, will tend to support anaerobic metabolism. The interaction of transport, sediment structure, and microbial communities can produce complex coupled biogeochemical dynamics (Arnon et al. 2007 , O'Connor and Hondzo 2008 , Bardini et al. 2013 ). More generally, biogeochemical cycles are coupled together and to the geomorphology of the stream ecosystem. Thus, the 1 st -order uptake rates are a strong simpli- Figure 8 . Breakthrough curves (synthetic data) showing the effects of a 1 st -order uptake throughout the water column (blue) and in the benthic layer (green). Note the linear axis scale. The plume of solute is measured downstream of an injection at 100, 200, 300, and 400 m. A tracer that reacts only in the benthos appears to be faster (and has a different shape) than the tracer that reacts through the entire water column, which simply scales the conservative concentration profile.
fication of actual processes. Reach-scale estimates that combine all of these processes oversimplify system dynamics and can produce misleading results that inappropriately conflate transport and biogeochemical processes.
Despite possible limitations, the simulations presented here illustrate the general effects of residence times, sorption, and 1 st -order uptake in contrasting biogeoreactive regions on downstream solute transport. The results show that interpretations of reach-scale biogeochemical dynamics require explicit accounting of both biogeochemical and transport processes. The interplay between stream transport, fluxes to and from regions where biogeochemical transformations occur, and local transformation and uptake rates is important at all scales in rivers because of the high spatial variability inherent in fluvial systems. Moreover, larger-scale spatial variability must be accounted for when attempting to simulate dynamics of whole watersheds because downstream changes in channel morphology, stream flow, sedimentary conditions, and ecosystem structure that are ignored at the scale of small experimental reaches certainly will be important at the scale of entire river networks.
Interpretation of tracer-injection results
Measuring a conservative solute with enough sensitivity and accuracy for a long enough period of time is a practical challenge. Flux calculations using, e.g., the model of Elliott and Brooks (1997) , or computational fluid dynamics Wilson 2007, Sawyer and Cardenas 2009) show that flux into the subsurface generally is orders of magnitude lower than the solute flux downstream, except for steep streams underlain by coarse, highly permeable sediments. Therefore, the onset of BTC tailing often is several orders of magnitude below the injection concentration. In most situations, the instrumentation used to measure the conservative solute will have to be able to resolve several orders of magnitude of concentrations to avoid losing the signal in a noisy background (Drummond et al. 2012) .
Incomplete mixing in the main channel dominates at early times, so late-time sampling is necessary to detect the hyporheic signal. Benthic delays created by slower velocities in that region appear in the BTCs, but the hyporheic signal is rarely recorded. The extended travel times through the benthic zone (or incomplete surface mixing) may be mistaken for a hyporheic signal and data misinterpreted. A mass-balance for a system with storage zones with exponential RTDs shows that
where C r is the measured concentration at the surface, L is the reach length, v is the streamwise velocity, and i is either the benthic or hyporheic reactive zone. The time when the measured signal from the benthic storage is much smaller than the hyporheic signal, e.g., <10%, can be calculated as:
(Eq. 10)
Taking logarithms and rearranging, we obtain the hyporheic signal time:
Considering a typical case where exchange with the benthic zone is much greater than hyporheic exchange and the mean residence time in the benthos is much smaller than in the hyporheos, we obtain the following approximation:
This result has profound implications for identifying hyporheic signals in traditionally obtained BTCs. The time required to identify the hyporheic signal can increase significantly with smaller hyporheic exchange and longer benthic residence. This equation also shows that the hyporheic signal time will be more sensitive to the benthic residence time than to the exchange rate with the subsurface because the benthic residence time scales linearly (i.e., faster) and the exchange rate scales logarithmically (i.e., slower).
The same approach considering a power-law RTD for the hyporheic zone does not yield an analytical solution. However, numerical evaluations show the greatest sensitivity to the k B parameter. In the field, k B can be estimated from a preliminary pulse injection and t can be estimated conservatively by taking a small value of Λ H (e.g., 10
−4
). Thus, the sampling time required to characterize hyporheic exchange can be estimated in the field. An important consequence is that this hyporheic signal time generally would be longer than the period of time over which data typically are acquired. Based on these results, we find that the short-term storage is primarily governed by surface and benthic processes, whereas actual hyporheic exchange takes much longer to appear. Harvey et al. (1996) suggested that between 6 and 8 travel times are needed for the short-term storage signal to vanish. This estimate is consistent with the findings of Drummond et al. (2012) who recommended that data should be collected for >20 travel times to differentiate power-law and exponential tails.
Some investigators have speculated that long tails in in-stream BTCs occur because of tracer sorption in the subsurface, particularly with ionic tracers, such as Br − and fluorescent organic tracers, such as Rhodamine ). Our results suggest that unless this sorption process is highly nonlinear, it is not likely to cause extended tailing in tracer studies. Linear sorption does lead to delays in the onset of these tails, but does not change their fundamental shape. Nonlinear sorption can produce power-law tails, but this effect is not significant until the isotherm becomes highly nonlinear (Freundlich exponents <∼0.2). Practically speaking, many injection experiments have used dyes that can sorb to sediments, but the sorption isotherm at the concentrations used in the field is usually linear, and never strongly nonlinear (Sutton et al. 2001 . Thus, observed tailing can be attributed to processes other than sorption with some confidence. Simulating long-time storage as chemical retardation instead of hydrodynamic transport could lead to overestimation of the mean RTD (Gooseff et al. 2005) and a change in the shape of the BTC. These artifacts can be accounted for by measuring isotherms in batch experiments using sediments from the field. The model presented here can be adapted readily for any sorption isotherm to explicitly evaluate the effects of sorption on observed in-stream transport and, thereby, to obtain better estimates of stream transport parameters.
Interpretation of biogeochemical processes
Previous studies have clearly demonstrated the importance of hyporheic exchange for contaminant transport and nutrient dynamics (Holmes et al. 1996 , Valett et al. 1996 , Peterson et al. 2001 , Boyer et al. 2006 , Mulholland et al. 2008 . As demonstrated in Figs 6A , B, and 7, subsurface uptake tempers power-law tails and dampens exponential tails. However, this tempering and dampening provide rich information that distinguishes between the rates of exchange between zones and the rates of uptake, provided that one can compare observations of conservative and reactive transport. Standard classical methods usually lump conservative and reactive tracers together to account for groundwater exchange, but valuable information about transport is lost (e.g., Fig. 8) . A long tail in the BTC of the conservative solute combined with a tailless BTC for the reactive solute indicates transport limitation on net hyporheic uptake because extended residence time allows complete microbial uptake of the reactive tracer. In this case, the rate of removal of the reactive solute corresponds to the exchange rate with the hyporheic zone rather than the uptake rate (Kim et al. 1992) . Conversely, distinct tempering of the tail of the reactive BTC relative to the conservative BTC reflects local uptake kinetics. When a power law is tempered by an exponential, i.e., the powerlaw behavior is altered by a superimposed exponential decay, the decay rate of the exponential is easy to obtain. If the tempering mechanism is solute uptake, then the uptake rate can be calculated directly by comparing the 2 curves. This comparison requires models that adequately represent the form of the conservative BTC and the effect of uptake on the tail of the reactive BTC. Our results suggest that co-injected conservative and reactive tracers can provide such information to measure the hyporheic reaction rate coefficient directly from the difference between the BTCs.
Subsurface data should be obtained, where feasible, to compare rates and time scales of exchange inferred from BTCs with direct local measurements (Duff et al. 1998 , Harvey and Wagner 2000 , Zarnetske et al. 2011 . However, individual local observations are not necessarily expected to reflect reach-scale dynamics because of the high spatial variability in rivers, and BTC data provide the best estimate of upscaled whole-stream biogeochemistry. The major challenge is obtaining sufficient data to adequately characterize both tails without using such high tracer concentrations that they perturb or overwhelm the system. Use of isotopic tracers, such as 15 N and 3 H, greatly increases the sensitivity of injection experiments (Dodds et al. 2000 , Wörman and Wachniew 2007 , Mulholland et al. 2008 , Drummond et al. 2012 . Additions of reactive isotopes, such as 15 N, do not guarantee reliable results on their own because it is still important to understand the dynamics of delivery of these solutes to the microbial communities that use them. Thus, in short-term tracerinjection studies, it always is essential to compare the dynamics of a reactive tracer against a conservative tracer and to use an appropriate model framework to separate transport and transformation processes.
Hyporheic sorption delays solutes that enter the subsurface. Hyporheic sorption could be of particular significance for the transport of nutrients and estimation of their uptake. Both N and P are affected by sorption kinetics as they undergo both biological uptake and physicochemical sorption (House et al. 1995) . Sorption to suspended and hyporheic sediments can be substantial, but biological uptake and physical transport to the bed also influence measured fluxes (Gächter and Meyer 1993) , so that interpretation of bulk removal rates can also be misleading (Reddy et al. 1999) . The CTRW, by representing both processes explicitly, can be used to allocate distinct rates for sorption, hyporheic exchange, and biological uptake.
Conclusions and implications
We have presented a novel model for reactive transport in rivers that accommodates arbitrary RTDs in the main stream channel, the benthic zone, and the hyporheic zone. We used the model to simulate the effects of transport, sorption, and 1 st -order uptake on downstream BTCs.
We showed that biological uptake alters RTDs of reactive solutes so that the long tails of associated in-stream BTCs are tempered at the time scale of the uptake kinetics. When both benthic and hyporheic signals are clearly identified, zone-specific uptake rates can be calculated from observations of coinjected conservative and reactive solutes, as shown here with a synthetic data set. A key finding is that in transport-limited systems, the hyporheic (or even benthic) signal may be entirely absent from the reactive tracer BTC. This result indicates that the hyporheic zone is potentially capable of consuming more mass than is delivered by hyporheic exchange, so that net uptake is transport limited. We also showed that linear sorption shifts BTC tails to later times without changing their shape and that sorption to sediments produces significant power-law tailing only when the reaction is highly nonlinear. Similar to the approach described for uptake, comparing conservative and sorptive solute BTCs can yield the isotherm exponents directly.
The underlying CTRW theory used here is general and allows the model assumptions to be relaxed as more information becomes available on particular transport and reaction processes. Improved knowledge of turbulent flow structure in the water column and across the interface will improve the assessment of transport, exchange, and storage processes, and clarify the physical meaning of the modeled storage zones. Similarly, more detailed observations of the spatial structure of biogeochemical processes in sediments and the coupling between multiple biogeochemical cycles can be used to improve the representation of reactions in reach-scale models. Improved upscaling of biogeochemical processes in watersheds will require explicit representations of nonstationary flow and morphology and a better understanding of the relationships between habitat and microbial community structure. Last, our results clearly demonstrate the influence of local transport and biogeochemical processes on reach-scale observations of reactive solute fluxes and provide a basis for improved interpretations.
