Abstract. We construct one and two parameter deformations of the two dimensional Chebyshev polynomials with simple recurrence coefficients, following the algorithm in [3] . Using inverse scattering techniques, we compute the corresponding orthogonality measures.
Introduction
The general theory of bivariate orthogonal polynomials goes back to the work of Jackson [12] . Special examples have arisen in studies related to symmetric groups [4, 16, 22] ), as extensions of one variable polynomials [7, 15] and as eigenfunctions of partial differential equations [19, 14, 13, 21] . An updated account of the theory can be found in the books [5, 25] .
A major difficulty encountered in the theory of orthogonal polynomials of more than one variable is which monomial ordering to use. Starting with [12] , the preferred ordering is the total degree ordering and for polynomials with the same total degree the ordering is lexicographical that is (k, l) < totaldeg (k 1 , l 1 ) if k + l < k 1 + l 1 or (k + l = k 1 + l 1 (k, l) < lex (k 1 , l 1 )),
where lex means the lexicographical ordering (see below). In other words, we apply the Gram-Schmidt process to the polynomials ordered as follows {1, y, x, y 2 , xy, x 2 , . . . }. If we denote by P n (x, y) the (n + 1) dimensional vector with components the orthonormal polynomials of total degree n, then the multiplications by x and y are given by three term recurrence relations xP n = A x,n P n+1 + B x,n P n + A t x,n−1 P n−1 (1.1)
yP n = A y,n P n+1 + B y,n P n + A t y,n−1 P n−1 ,
where A x,n , A y,n are (n+1)×(n+2) matrices such that rank(A x,n ) = rank(A y,n ) = n + 1 and B x,n , B y,n are symmetric (n + 1) × (n + 1) matrices. Notice that the Jacobi matrices corresponding to multiplications by x and y will commute which amounts to certain commutativity relations between the matrices defined above, see [5] for more details. Inspired by the progress made in [10] in connection with Fejér-Riesz factorizations and autoregressive filters in two variables, an alternative way to approach two dimensional orthogonal polynomials was proposed in [3] by relating them to Date: December 16, 2006 . JSG was partially supported by an NSF grant. 1 the theory of matrix valued orthogonal polynomials. This can be accomplished by using the lexicographical ordering, (k, l) < lex (k 1 , l 1 ) ⇔ k < k 1 or (k = k 1 and l < l 1 ), or the reverse lexicographical ordering (k, l) < revlex (k 1 , l 1 ) ⇔ (l, k) < lex (l 1 , k 1 ), to arrange the monomials. This naturally connects the theory of bivariate orthogonal polynomials to doubly Hankel matrices. In particular, this led to an alternate parametrization for positive doubly Hankel matrices and an algorithm for constructing their inverses.
In the present paper we apply the algorithm from [3] to construct deformations of the two dimensional Chebyshev polynomials with relatively simple recurrence coefficients. These polynomials can be thought of as two dimensional analogs of the Bernstein-Szegö polynomials. Using the connection of the above theory with matrix valued orthogonal polynomials and the inverse scattering techniques developed in [9] we show how one can obtain the orthogonality measure from the recurrence coefficients.
The paper is organized as follows. In the next section we recall the main ingredients needed for the construction. In particular, we review the parametrization of the doubly Hankel matrices in [3] and the algorithm which gives the recurrence coefficients. We also sketch the inverse scattering techniques in the matrix case and the connection with the Darboux transformation. In Sections 3 and 4, respectively, we present one parameter and two parameter deformations of the recurrence coefficients for the two dimensional Chebyshev polynomials and we derive the orthogonality measure.
Bivariate Orthogonal Polynomials
Let µ(x, y) be a Borel measure supported on R 2 , such that
f (x, y)dµ(x, y) < ∞ for every polynomial f (x, y). For every nonnegative integer m we order the monomials
{1, y, . . . , y m , x, xy, . . . , xy m , x 2 , . . . }.
We construct the moment matrix
where each H i is an (m + 1) × (m + 1) matrix of the form
Thus H n,m is a block Hankel matrix where each block is a Hankel matrix so it has a doubly Hankel structure. If the reverse lexicographical ordering is used in place of the lexicographical ordering we obtain another moment matrixH n,m where the roles of n and m are interchanged. We will assume that H n,m is positive definite for all n and m. For every nonnegative integer m we apply the Gram-Schmidt process to the basis of monomials ordered as above and define the orthonormal polynomials p
With the convention k n,l n,m,l > 0, the above equations uniquely specify p l n,m . Polynomials orthonormal with respect to dµ(x, y) but using the reverse lexicographical ordering will be denoted byp l n,m . They are uniquely determined by the above relations with the roles of n and m interchanged. Set,
The P n,m may be obtained in an alternate manner as follows. We associate an (m + 1) × (m + 1) matrix valued measure dM m+1 (x) by taking 6) where the above integral is with respect to y. Let us denote by {P n,m } ∞ n=0 the sequence of (m + 1) × (m + 1) matrix valued polynomials satisfying
with K m n,n a lower triangular matrix with strictly positive diagonal entries. The above conditions uniquely specify these left matrix valued orthogonal polynomials and it follows that P n,m (x, y) = P n,m (x) [ 
Proof. If we begin with M m+1 (x) set H i = I x i dM m+1 and let H n,m be the (n + 1)(m + 1) × (n + 1)(m + 1) matrix given by equation (2.1). Then H n,m is a positive definite doubly Hankel matrix which implies via the above formula connecting M m+1 and F 2m and the density of the polynomials in C(I) that F 2m is a bounded positive linear functional which is uniquely defined. The converse follows from the relation between F 2m and M m+1 given above.
The following Theorem was proved in [3] , Theorem 2.2. Given {P n,m } and {P n,m } the following recurrence formulas hold,
where for every two vector valued polynomials f, g we set
Similar formulas hold forP n,m (x, y). Equation (2.10) comes from the fact that the vector polynomials can be related to matrix orthogonal polynomials as discussed above. Given the coefficients in this equation it is possible to compute the vector polynomials in a strip of size m + 1 in the n direction. Its tilde counterpart obtained from the reverse lexicographical ordering allows one to compute the tilde vector polynomials along a strip of size n + 1 in the m direction. Equations (2.11) and (2.12) allow one to compute by changing n and m simultaneously. That is given the polynomials at the (n, m − 1) level and the (n − 1, m) level and the coefficients in (2.11), (2.12) and (2.13) it is possible to compute P n,m andP n,m . It should be noted that in going from (n−1, m), and (n, m − 1) to (n, m) there are generically 4 new moments. Examination of the sizes of the coefficients in (2.11) and (2.12) shows that most of the coefficients in these matrices must be computable from the coefficients given at previous levels. Indeed in [3] it was shown that this is the case and that for n ≥ 1 and m ≥ 1 only
n,m ) m,m+1 need be specified in order to compute P n,m . For n ≥ 1 and m ≥ 1 we denote
For n = 0 and m ≥ 0 or n ≥ 1 and m = 0 we introduce s 0,m and s n,0 which are parameters in the one dimensional recurrence formulas associated with the line (n, 0) or (0, m) respectively. Thus we find
17) then there exists a positive linear functional F such that
The conditions (2.17) are also necessary.
With the above we are able to begin with the parameters s i,j and try to compute two variable orthogonality measures associated with these parameters. The connection with matrix orthogonal polynomials will be especially useful and we review some of the relevant relations. The theory of matrix orthogonal polynomials has an extensive literature [1, 6, 9, 23, 24, 26] and we begin with the equation (2.10) and use (2.9) to find,
If we set P −1,m = 0 and P 0,m = I m+1 then the above equation uniquely gives {P n,m }. We now turn the problem around and begin with {A n,m } and define A 0,m = I m+1 . In this case, there is a unique matrix measure M such that
Following [9] we introduce the matrix valued function 22) where z = x − √ x 2 − 1. The branch of the square root is chosen so that z → 0 as x → +∞. Using (2.19) and (2.22) one can deduce that
,m (z) for all n ≥ n 0 . We also introduce two scattering solutions of (2.19) P ± n,m (z) that satisfy lim
where the matrix norm is the Hilbert-Schmidt norm i.e ||B|| = (tr(
then a slight modification of the techniques in [9] gives that for n ≥ 0, P + n,m exists, is continuous for |z| ≤ 1 and analytic for |z| < 1 while P − n,m exists, is continuous for |z| ≥ 1 and analytic for |z| > 1. Since the coefficients in (2.19) are real valued we see from the asymptotic conditions satisfied by P ± n,m that for |z| = 1, P − n,m (z) = P + n,m (1/z). For two solutions Y and X of (2.19) we define 25) which by standard computations is independent of n. With the use of W m it follows that if (2.24) holds then for all |z| = 1, z = ±1
where
From the relation between P ± n,m we find,
Manipulations similar to those that lead to (2.25) yield
which implies that P + is nonsingular for |z| = 1, z = ±1. This follows since if there is a vector a and a z 0 , |z 0 | = 1, z 0 = ±1 such that P 
where the relation between x and z is given above.
We will now make the following assumptions
and det(zf + (z)) = 0, |z| ≤ 1, (2.34) which will simplify the presentation below and are sufficiently general for our examples. The more general case will be taken up later (see however [9] and [24] ). With assumption (2.33) we see from (2.28) and (2.23) that 2zf + (z) = Ψ * n0,m (z) which will be a matrix polynomial of degree 
The polynomials {P n,m } have the Uvarov-Christoffel representation,
(2.42)
The constants d n,m are chosen so thatP n,m is orthonormal for n ≥ 0, which is equivalent to
Proof. From the definition of Q n,m (x), dM (x) andσ m we find for n > 0 and 0 < i < n that
Equations (2.32), (2.31) and (2.26) show that
where we have used the definition ofr m and the analytic properties of P ± n,m . We use the above equation to define Q −1,m . The substitution of this formula into (2.44) with i = 0 yields
If in the first term on the left hand side we use (2.25) and let n tend to ∞ while in the second term we use (2.25) and set n = 0 we find from the definition ofr m and f + that the above integral is equal to 0 for n > 0. To show that d n,m is given as in equation (2.43) we begin with the recurrence formula satisfied by Q n,m (x 0 )
which follows from (2.42). Thus routine manipulations give
The last equality follows by eliminatingP n,m using its definition.
Remark 2.5. If we want to fix d n,m so that the highest coefficient ofP n,m (x) is a lower triangular matrix, we need to choose in (2.43) the unique solution for which d n,m Q n−1,m (x 0 ) † is a lower triangular matrix. Notice that for n ≥ n 0 we have P f − (z 0 ). Thus for n > n 0 , formula (2.41) reduces toP n,m = z 0 P n,m − P n−1,m . This implieŝ A n+1,m = 1 2 I m+1 andB n,m = 0 for n > n 0 . Remark 2.6. Theorem 2.4 can be easily explained in terms of the Darboux transformation. Indeed, let L m be the second order difference operator corresponding to the second order difference equation (2.19) for the polynomials P n,m (x), i.e.
(L m (f )) n = A n+1,m f n+1 + B n,m f n + A t n,m f n−1 . We can think of L m as a second order difference operator acting on matrix valued functions (the size of the matrices is (m + 1) × (m + 1)) of a discrete variable n. Similarly, we denote byL m the operator corresponding to the polynomialsP n,m (x). Then using (2.47) one can check that operator L m − x 0 Id can be factored as
where Q is the backward difference operator in (2.41), i.e.
and P is the forward difference operator We can now use the above results to help solve the bivariate problem via the parametric moment problem. Equation (2.6) and Theorem 2.1 show that dM m+1 is a Hankel matrix with entries dµ j (x) = y j dµ(x, y) with the integration being over y. The above construction allows us to compute µ j (x) for every j. We can think of µ j (x) as one dimensional moments (in the variable y), depending on a parameter x. Let us consider the corresponding polynomials q We will return to this general strategy in a later paper and will be content to illustrate it with the examples in the next section.
One parameter deformation of the Chebyshev polynomials
The two dimensional Chebyshev polynomials corresponding to the measure 4 π 2 1 − x 2 1 − y 2 dxdy are parametrized in terms of the s i,j from Theorem 2.3 as follows s 0,0 = 1, s 2n−1,0 = 0, s 2n,0 = In order to have a nontrivial two dimensional polynomials (i.e. the measure is not just a product of two one dimensional measures) it was shown in [3] that K i,j = 0 for at least one pair of indexes (i, j) ∈ N 2 . One way to construct such polynomials with relatively simple recurrence coefficients is as follows. We take K 1,1 = [s 1,1 ] to be a nonzero matrix, i.e. pick s 1,1 = 0. Following the algorithm in Section 6 of [3], we pick at each level (n, m) with n, m ∈ N parameters s 2n−1,2m−1 = s 1,1 , s 2n−1,2m = 0, s 2n,2m−1 = 0, s 2n,2m = 1 2 . This specific choice leads to a one parameter deformation of the Chebyshev polynomials with recurrence coefficients given by the following formulas
and J 2 n,m is a zero matrix. For A n,m and B n,m we obtain
and for n ≥ 2 we have
i.e. beyond n = 1 the matrices A n,m and B n−1,m reach their asymptotic values. Similar formulas hold if we reverse the roles of x and y, i.e. we have a measure symmetric in x and y. Equation (3.1) shows that the right-hand side of formula (2.23) will vanish for n ≥ 2, which gives that Ψ * n,m (z) = Ψ * 1,m (z) for n ≥ 1, and f + (z) = The entries of the Hankel matrix dM m+1 (x) allow us to compute the moments µ j (x)dx = y j dµ y (x, y), thus the coefficients in the three term recurrence relation (2.52).
For the first few values one obtains that .
Applying the one dimensional scattering techniques, we can show that the measure is given by the following formula
In our particular case, we can give a simpler proof using the connection of the polynomials above with the Chebyshev polynomials. This is the content of the next theorem. for all m, n ∈ N are orthonormal with respect to the measure dµ(x, y) defined by (3.3).
Proof. We have
Thus the orthogonality relation
is equivalent to
6) where
is a positive measure in the variable y. From (2.35) we know that
If we denote 8) then to prove the orthogonality relation (3.5), it is enough to show that
The proof of the last equality can be easily established by using two facts. The first one is to notice that
i.e. for the measure given in (3.3) we have
The second step is to connect φ 1,m (z, y) to the Chebyshev polynomials of the second kind. More precisely, we will show that 
where in the first equality we used (3.14) and in the second (3.13) . Using the definition of φ n,m , (3.13) and (3.16a) it follows that 
which gives the second part in (3.11).
Remark 3.2. We have computed also the first few coefficients for the recurrence relations (1.1)-(1.2) in the total degree ordering. The computations suggest the following formulas 18) and B x,n , B y,n are (n + 1) × (n + 1) zero matrices.
Two parameter deformation of the Chebyshev polynomials
Another deformation which leads to simple recurrence coefficients can be obtained by making the same choice of parameters as before except at levels (1, 0) and (0, 1). At level (1, 0) we leave s 1,0 free and we choose s 2,0 = 2s 1,0 s 1,1 1 . . . . . .
. . . 
