, [8]) that the set of continuous linear functionals on a Banach space E which attain their maximum on a prescribed closed convex bounded subset X c E is norm-dense in £*. The crux of the proof lies in introducing a certain convex cone in E, associating with it a partial ordering, and applying to the latter a transfinite induction argument (Zorn's lemma). This argument was later used in different settings by Brondsted and Rockafellar (see [9] ) and by F. Browder (see [11] ). The various situations can be adequately summarized in a diagram:
Note that the lower right-hand corner is empty. It was filled out in [19] , [20] , by adapting the Bishop-Phelps argument to lower semicontinuous nonconvex functions; as was pointed out to me in [27] , transfini te induction is no longer needed. Here comes the result, with the most concise proof to date (from [4] ): THEOREM 1. Let V be a complete metric space, and F: F-»R U { + 00} a Ls.c. function, ^ +00, bounded from below. Let e > 0 be given, and a point u E V such that F(u) <inf F+ e.
Then there exists some point v E V such that F(v) < F(u),
d(u, v) < 1,(1)
Vw 7* v, F(w) > F(v) -ed(v, w). • (3)
PROOF. Let us define inductively a sequence u n , n EN, starting with u 0 = u. Suppose u n E F is known. Now either:
(a) Vw 7*= u n , F(w) > F(u n ) -ed(u n , w). Then set u n+l = u n .
(b) 3w^ u n : F(w) < F(u n ) -ed(u n , w). Let S n be the set of all such w E V. Then choose u n+l E S n such that
I claim this is a Cauchy sequence. Indeed, if case (a) ever occurs, it is stationary, and if not, we have the inequalities «*K> u n+\) < F ( u n) -^K+i), all «EN.
Adding them up, we get
The sequence F(u n ) is decreasing and bounded from below (by inf v F), hence convergent, so the right-hand side goes to zero with (AÏ, p) and (u n ) is a Cauchy sequence. Since the space V is complete, u n converges to some v E V.
I claim v satisfies properties (1), (2) and (3) . Inequality (1) proceeds from the string of inequalities
F{u) > F{u x ) > • • • > F{u n ) > F(u n+l ) > ... and the fact that Fis lower semicontinuous:

F(v) <)im F(u n ).
Inequality (2) comes from taking n = 0 in (5) :
ed (u, u p 
) < F(u) -F{u p ) < F(u)
-
2F(u n+l )-F(u n )<M F<F(w).
When n -» 00, .F(w") -» /, and this becomes / < F(w). Since i 7 is l.s.c, we also have F(v) < /. Finally, we get the inequality F(v) < F(w), contradicting the definition of w.
• The Bishop-Phelps ordering argument may not be apparent any more, although it still underlies this proof. The reader who wants it spelt out is referred to the original proof (see [20] or [24] ).
We immediately draw the obvious corollary:
THEOREM 1 bis. Let V be a complete metric space, and F: K-^Ru { + 00} a l.s.c. function, SE + 00, bounded from below. For any e > 0, there is some point v E Vwith:
Vw E V, F(w) > F(v) -ed(v, w). • (7)
This relies on the fact that there always is some point u with F(u) < inf F + e. Inequality (6) then proceeds from (1) and (7) from (3) . Theorem 1 certainly is stronger than Theorem 1 bis. The main difference lies in inequality (2) , which gives the whereabouts of point v in V, and which has no counterpart in Theorem 1 bis. In the sequel, we will refer to Theorem 1 as the strong statement, and to Theorem 1 bis as the weak statement. There is also a local statement, which is due to myself and Lebourg [23] , and which will be stated as Theorem 1 ter. It starts with a definition: DEFINITION. Let V be a Banach space, and F a function from V to Ru{ + oo}, with domF= {v E F\F(v) < +00}. It will be called esupported at v, with e > 0 and v E dom F, if there exists v* E V* and TJ > 0 such that ||w -!>|| < ij =* F(w) > F(v) + <Ü*, w -v) -e||w -v\\.
•
This can be regarded as a very weak and one-sided kind of differentiability; in fact, it can be proved (see [23] ) that if both F and -F are c-supported at v for all e > 0, then F is Fréchet-differentiable at v. On the other hand, it can also be regarded as a local and slanted version of inequality (7): it now holds only in some neighbourhood of v, and the linear term <Ü*, W -v} tilts the vertical cone {(w, a)\a > F(v) -e\\w -v\\} in V XR.
THEOREM 1 ter THEOREM 1 ter. Let V be a Banach space, and assume there is a Fréchet-differentiable function <j>: V-*R with </>(0) > 0, and <f>(w) < 0 outside the unit ball. Let F: K-*R U { + 00} be l.s.c. Then, for any e > 0, the set of points where F is e-supported is dense in dom F. • PROOF. Let « G F be given, and some a > 0. We have to find in the ball B(u; a) some point v where F is e-supported. Since F is l.s.c, we can assume that a has been chosen so small that F is bounded from below on B(u; a).
Define \p(w) = l/max[0, </>((w -u)/a)]. It is clear that u E domip c B(u; a), and that xp is Fréchet-differentiable on dom \p. Applying Theorem 1 bis to */ / + F, we get a point v such that
Vw E V, x^(w) + F(w) > x^(v) + F(v) -e\\w -v\\.
It follows immediately that \p(v) < 00 (hence v E B(u; a)) and that F(v) < 00 (hence v G there is some v* dom F). Moreover, since \p is Fréchet-differentiable at v, = -i//(t>) E V* and some y\ > 0 such that
||w -t?|| < TJ => ^(t>) -(v* 9 w -t>) + e||w -£>| | > $(w).
Adding the last two inequalities, we get the desired result (8), with e replaced by 2e.
• Not all Banach spaces allow such a function <f>. Hilbert spaces do (take <j>(u) = 1 -(«, u)\ and LP spaces for 1 < p < oo (take <J>(w) = 1 -||w|| p ), but L 1 and L 00 do not. We refer to [23] for details. The significance of these various statements will become clear as we proceed with the applications, which take up the rest of the paper. I have classified them according to which statement they use: weak (Theorem 1 bis), strong (Theorem 1), or local (Theorem 1 ter). Note that this does not coincide with the chronological order.
II. The weak statement.
A. FIXED-POINT THEOREMS.
Al. /. Caristi. In his 1976 paper [12] , he proved a fixed point theorem which has aroused a considerable amount of interest, since it requires no continuity of the mapping under consideration. THEOREM Writing u = v in inequality (9), we get
[12]. Let V be a complete metric space and f a self-map V->V satisfying
Comparing the last two inequalities, we get d(v 9 f(v)) < \d (v,f(v) 
then some point v G F can be found with T(v) = {v}. These results are best understood in the framework of dynamical systems. The l.s.c. function $ is called the entropy, and the system is seen as going from state x n at time n to state x n+l = f(x n ) (or x n+l G T(x n )) at time n + 1 (see [2] ). Inequality (9), or (10) , implies that <}>(x n ) > <t>(x n+l ) unless x n = x n+l : the entropy decreases until the system reaches a stationary state. Such systems are "dissipative" in a very strong way.
A2. F. Clarke. Aside from his main contributions, which presently will be dealt with, he proved in 1976 a fixed point theorem of another kind. It is an extension of Banach's contraction principle; for the sake of convenience, it will be stated for closed convex subsets of Banach spaces. The self-map ƒ: F-> V is assumed not only to be continuous, but also to be a weak directional contraction in the following sense:
where u t = tf{u) + (1 -i)u describes the line segment from u to f(u) as / runs from 0 to 1.
THEOREM 3 [18] . Let V be a closed convex subset of a Banach space. Any continuous mapf: V-» V satisfying condition (11) has a fixed point
• PROOF. Apply Theorem 1 bis to the function F(w) = ||w -/(w)|| with 0 < e < 1 -a. Since ƒ is continuous, so is F. We get some point v E V such that
It is assumed that some t E (0, 1] can be found with \\f (v t 
Writing w = v t into the preceding inequality, we get
Moreover, since v t belongs to the line segment [f, f(v)], we have
The preceding inequality thus boils down to
Dividing by t, we get \\f(v) -v\\ < (a + e)\\f(v) -v\\. Since a + e < 1, this means that ƒ (v) = t>, and the result is proved.
• The reader will note that this proof extends to multi-valued mappings T: V-> V, with ad hoc assumptions. He will note also that if condition (11) holds with t = 1, the sequence ƒ"(u) is Cauchy, and converges to some fixed point, as in the traditional proof of existence.
On the other hand, note that neither Theorem 2 nor Theorem 3 guarantee uniqueness; indeed, the former applies to the identity map of V, and as to the latter, a counter-example is provided in [18] . H. Brézis and F. Browder have extended Theorem 1 bis to a general principle on ordered sets (see [10] ): THEOREM 4 [10] . Let (X 9 ^) be an ordered set such that any totally ordered sequence in X has a minorant:
x n^xn+l =^3yEX:x n^y9 alln EN.
Let <j>:I-»Ru { + 00} be an increasing function on X, bounded from below:
Then there exists y E X such that y &*=»*O0-<H4 ü (15)
PROOF. Start from any point x 0 , and build a sequence (x n ) by induction as follows. If x n is known, either it satisfies property (15), or it does not. In the first case we are done; in the latter, since <j> is nondecreasing, we can find x n+\ suc h that
Using assumption (12), we find some point y with x n ^y for all n. The sequence <j>(x n ) is decreasing and bounded from below, hence convergent, and <f>(y) < lim <l>(x n ) by (13) . I claim that the pointy satisfies (15).
If it did not, there would be some point z EX with y >, z and <j>(y) > <f>(z). Then z would belong to all the S n , and we would write (16) as Letting « -» 00 yields lim <ƒ>(*") < <K Z )> which contradicts <| >(z) < <ƒ>(>>) < lim <t>(x n ). D Theorem 4 can be regarded as a constructive version of Zorn's lemma: condition (12) then means that (X, >) is "countably inductive". Theorem 1 is the special case where X = V, <f> = F 9 and
Condition (12) has to be checked, and the conclusion (15) is that y is minimal:
The originality of the Brézis-Browder result is twofold: it enables us to use other ordering relations than the preceding one; and it can be used in reverse, to show that some function <£ on an ordered space is not bounded from below. For instance, we have: COROLLARY 5 [10] . Let (X, ^) be an ordered set and <j>: X -» R an increasing function such that:
(16) for any decreasing sequence (x n ) with <t>(x n ) bounded from below, there exists some y such that x n ^ y for all n and <t>(x n ) -» <ƒ>(ƒ).
(17) for any x E X and any e > 0, there is some z EX such that x ^ z and
Then, for each x E X, the set S(x) = {y E X\x ^y} is mapped by <ƒ> onto (~oo,<K*)]. D PROOF. Take any a < <j>(x), and consider the set X a = {zE S(x)\<j>(z) > a}.
Condition (12) holds on (X a9 >); indeed, let (x n ) be a decreasing sequence in X a . Then the constant a bounds all the <ƒ>(*") from below; by assumption (16), there exists y E X such that x n ^y 9 and <j>(y) = lim <t>(x n ) > a 9 so thatj> also belongs to X a . Applying Theorem 4, we get a point y E X a such that y > z and z E X a imply <f>(y) = <£(z). Now if <f>(y) > a, assumption (17) would enable us to find some z E X with y ^ z and </>(z) E (<J>(j>), <0> hence z E <Y fl . This is a contradiction, which proves that y solves the equation <f>(y) = A.
• Now for the applications. Let F be a complete metric space and S a (nonlinear) semigroup on V. In other words, for each t > 0 we have a self-map 5(0: V-*V 9 with 5(0) = Id and S(t x + * 2 ) = S(t x ) <> S(t 2 ) for all t l9 t 2 > 0. It is assumed that S is a continuous semigroup of contractions:
V/ > 0, Vw, Ü E K, d(S(t)u 9 S(t)v) < d{u 9 v).
Brézis and Browder associate with S and any L > 0 an ordering on F X [0, oo). It is defined as follows: It clearly is increasing. We will apply Theorem 4 and Corollary 5 on product sets X = F X [0, oo), with F a closed subset of V. For this, we shall want to know that ^ and ^> satisfy condition (16) on X, which is true, but nontrivial; we refer to Lemma 1 of [10] for the proof. We now state: 
Then d(S(t)u 9 F) < Ct for all u E F and t > 0.
PROOF. Apply Corollary 5 to X « F X [0, oo), with £, and </ > defined as above, and L> C. Condition (16) has been seen to hold. As for (17), pick any (w, a) E X and e > 0. By assumption, some t E (0, e) can be found with: d(S(t)u 9 F) < Lt. Taking any v E F with d(S(t)u 9 v) < Lt 9 and setting b = a + t 9 we get (w, a) ^ (t>, £) and <j>(v 9 b) > <j>(u 9 a) -e. This is condition (17).
It follows from Corollary 5 (setting x = (w, 0)) that for any u G F and / > 0 some v G F can be found with (w, 0) >:
Taking the infimum over v in F, we get d(S(t)u, F) < Lt. Since this is to hold for all L > C, we get the desired result.
• Taking C = 0 yields Martin's theorem (see [29] ): the set F is invariant under the semigroup S. Condition (21) then can be understood as stating that all trajectories leave F tangentially (if at all). THEOREM 7 [10] . Let F be a closed subset of V, and set
Then c does not depend onu G F, and
Dividing by t and letting t ~> oo, we see that c does not depend on u. It follows immediately from the definitions that
Call the left-hand side /. Take any L > I. On the set X = F X [0, oo) we define the ordering > by (20) and the function <| >(w, a) = -a. I claim there is no>> G X which satisfies condition (15).
Indeed, for any (w, a) G F X [0, oo), there is some t > 0 such that d(S(t)u, F) < L*. As before, we take some v G F with d(S(t)u, v) < Lt, and setting 6 = a + /, we get (w, #) ^ (t>, Z>) and <j>(v, b) = <£(w, a) -/. Thus no point in X satisfies condition (15).
For any (w, a) G X, set (t>, 6) G S (M, a) iff (w, a) £, (t;, 6). Now if the function <£ were bounded from below on the set S(w, a), we could apply Theorem 4 to this set, and get a point (t>, 6) satisfying condition (15) in S(u, a), and hence in X. Since this is impossible, the function <f> is unbounded on all sets S(u, a). In other words, for any u G F, a sequence (t;", /") can be found such that v n EF 9 t n -*oo and (w, 0) £, (Ü", t n ).
The latter means that d(S(t n )u 9 v n ) < Lt n .
Since v n G F and /" -» oo, this implies that
We have proved that L > I implies L > c, and hence / > c, which concludes the proof.
• Theorems 6 and 7 are converse to each other in a certain sense. To gain a better understanding, let us imagine S(t)u as the position at time / of an escapee fleeing a prison F which he has left at time 0 and point u G bdy F.
The rate d(S(t)u, F)/t will be called the mean escape speed; when t -» 0 we get the normal exit speed, and when /->oo we get the asymptotic mean speed, which does not depend on the starting point anymore. Theorem 6 states that if all the normal exit speeds are less than C, then so are all the mean escape speeds (and hence the asymptotic mean speed). Theorem 7 states that if the asymptotic mean speed is c, for any e > 0 some trajectory can be found along which the mean escape speed (and hence the normal exit speed) is always greater than c -e. Hence the relationship c < C.
We refer to [10] for similar results when the contraction property (19) is replaced by
C. OPTIMIZATION AND CONTROL.
This really was the motivation which led me to prove Theorem 1. Let us start with the following simple result. Recall that a function F:
be a Banach space and F a Gâteaux-differentiable function on V, bounded from below. For any e > 0, there is a point v
PROOF. Apply Theorem 1 bis to F:
Take any u G V, and set w = v + tu in the preceding inequality, with t > 0. This yields
Letting t -*0 + , we get (F'(v), u) > -e||u||. Taking the infimum of both sides over all u G V with ||w|| = 1, we get -||F(Ü)||* > -e, the desired inequality.
• Any point v which minimizes F over V satisfies (25) and (26) with e = 0. On the other hand, there might not be any such point: the usual conditions ensuring the existence of a minimum are quite stringent (F should be convex, have bounded level sets, and V should be reflexive). What Theorem 8 does is, even in the absence of an exact minimum, to provide us with points which almost minimize F and almost satisfy the first-order necessary conditions. In other words, the equations F(v) = inf F and F'(v) = 0 can be satisfied to any prescribed accuracy e > 0.
This obviously has wide applications to nonconvex variational problems, including nonlinear Euler-Lagrange equations. For instance, let Q be a bounded open subset of R w , and/:
with a, 6 and/? E [ 1, oo) given constants. Then the functional
is positive Gâteaux-differentiable and well defined on the Banach space
Denote by W~l*(Q) the dual space of JV^(Q) 9 and apply Theorem 8: for any e > 0, there is some v E WQ' P (Q) such that ||div^(x,gradü(ü))||^.^<e.
The reader is referred to [20] or [24] for such situations. Here we will proceed several steps further, directly to control theory. Let me first recall the traditional setting of Pontryagin's minimum principle. Consider the differential equation (27) on the prescribed time interval [0, T]. The vector x(t) describes the state of the system, u(t) is the control at time t and belongs to some prescribed compact metrizable set K. The function ƒ: Let g: R n -> R be a differentiable function. The problem is to find some measurable control v such that the corresponding trajectory x minimizes g(x(T)) among all solutions of (27) . THEOREM 
[20]. For every e > 0, there exists a measurable control v, the corresponding trajectory being y, such that g(y(T))<Mg{x(T))
+ e, and (28)
for almost every t E [0, T], Here p is the solution of the linear differential system: dp
p(T) = g>(y(T)). n
Whenever (28) holds with e = 0 (i.e. when v is an optimal control), then (29) also holds with e = 0 (i.e. v satisfies the first-order necessary conditions). This is essentially the statement of Pontryagin's minimum principle. However, there is no guarantee that such an optimal control will exist, except in special cases (see [24] ), whereas a control v satisfying (28) and (29) can be found for any e > 0.
The proof relies on Theorem 1 bis, but requires a little ingenuity. Define V as the set of all measurable controls u: [0, T] -» K, with the following metric: Defining ü E V by û(t) = u" k (t) whenever f£ ^4*, we see that the subsequence (i# ) converges to w. Since the full sequence (u n ) has the Cauchy property, it converges also.
• We now proceed with the proof of Theorem 9: PROOF. Consider the function F: u -> g(x(T)), where u E V 9 and x is the corresponding solution of (27) . It is easily seen to be continuous and bounded from below (details in [20] ). Applying Theorem 1 bis, we get some v E V such that
The first inequality is just (28) . The second one will be analysed further, by taking into account the equation dy/dt = f(t,y(t) 9 
(x T (T)) -g(y(T)) > -er and hence dg(x T (T))
/dr\ rx0 > -c. But the left-hand side can be computed to be (see [20, Lemma 7.4] ; it is a classical argument using the linearized equation and its resolvent), provided t 0 is a Lebesgue point for v:
Finally, we get
which is the desired result, since k 0 is any point of K and / 0 almost any point
of[o, na
To conclude, let me point out that the pseudo-solutions given by Theorem 9, in the absence of any exact solution, may well be unsatisfactory. For instance, when e is very small, they may become so irregular that they cannot be implemented in any practical way. Typically, when e-»0, the corresponding pseudo-solutions converge in a very large space °V D V; elements of T are called "relaxed" or "chattering" controls (see [24] ).
D. EXISTENCE OF SOLUTIONS.
The setting is the same as in the preceding section, but this time we are interested in exact solutions, no longer in approximate ones, however good they may be. Sufficient conditions for the existence of minimizers are quite stringent; the most general one is the condition (C) of Palais and Smale, which is fundamental to global analysis (see [33] , [38] In the former case, the u n have a cluster point v towards which a subsequence converges. By continuity, F(v) = lim w F(u n ) = inf v ƒ% the desired result.
In the latter case, denote by S the set of points v G V where F' vanishes. For each n, there is a C 1 path in S connecting u n to some point v n on the boundary of S; by the mean value theorem, F(u n ) = F(v n ). Since v n is on the boundary of S, there is some point (2) is going to play a crucial role. Note that it can be made as precise as we need, by the simple device of endowing V with the new distance \d. For any X > 0, this is a bona fide distance, and V is still complete, so that we can apply Theorem 1 to the metric space (V, \d). The assumptions are unchanged, so is relation (1), but inequalities (2) and (3) 
In other words, there is a trade-off. The greater X is, the better you know the position of t>, but the less interesting it becomes: you can't both have t; very close to «, and F'(v) very close to zero. A conciliatory choice is X = e~l /2 . Let me restate Theorem 1 in that case:
COROLLARY 11. Let V be a complete metric space, and F:
I now proceed to the applications.
A. MATHEMATICAL PROGRAMMING.
Frank Clarke has developed a powerful method for finding necessary conditions for optimality. It has evolved from two basic ingredients:
(i) the observation that inequality (35) can be written as: 9 (36) and understood as saying that the point v minimizes a new function G, defined by G(w) = F(w) + Vë d(v, w), which is a slight perturbation of the original function F.
(ii) the new calculus developed for locally Lipschitzian functions on Banach spaces (see [13] , [17] ). With any such function ƒ and any point x G E is associated a weakly compact convex subset df(x) of E*, the generalized gradient of ƒ at x. It plays for locally Lipschitzian functions the same role as the gradient for continuously differentiable functions. Indeed, similar rules of calculus hold, and df(x) boils down to {ƒ'(*)} when ƒ is C 1 . First I will show Clarke's method at work in a very simple setting; this kind of result foreshadows §IV. PROPOSITION 
Then any point u G V which minimizes F also satisfies the equation
PROOF. Assume u minimizes F on V. It follows from inequalities (36) that
By Corollary 11, some point v £ G V can be found such that || w -v £ \\ < Vë, and v e minimizes the new functional G e (w) = F e (w) + Vë \\v e -w|| over V. Now F e is differentiable at v £ , and the function vt>->||t; e -w||, although not differentiable at v £ , has +1 as a directional derivative in every direction. It follows easily that v £ must satisfy the condition ^'00+Vë B*3 0,
with B* the unit ball of V*. Now let e go to zero; then v £ converges to u (here is where the estimate d(u, v £ ) < Vë is so crucial), and the left-hand side of (39) converges to <j>(u) because of (37) . Hence the result.
• Note that I did not assume F itself to be differentiable; there is no equation F\u) = 0, but <S>(u) = 0 takes its place. In other words, this procedure enables us to find first-order conditions, when there are none to be derived by standard differentiation procedures.
In real-life optimization and control, the situation is more complicated. Implementing this procedure will typically involve nondifferentiable (but locally Lipschitzian) functions, and require the corresponding generalized calculus. Clarke himself has used his method to get Fritz-John optimality conditions for nonconvex problems in mathematical programming (see [15] ). We now turn to this piece of work.
Consider the problem of minimizing ƒ (x) subject to the following equality and inequality constraints:
hj(x) < 0, 1 < j < /c, where ƒ, the g,-and the /*, are locally Lipschitzian functions on R".
THEOREM [15] . In this type of result, it is usually fairly easy to come up with a set of numbers A, /x>, v p satisfying the above relation. The difficulty lies in proving that they are not all zero. This has to be done, of course otherwise this relation would become trivial and useless.
One way to start is to notice that x minimizes the function:
which is locally Lipschitzian (but not differentiable, even if all the functions involved in the maximization are C 1 ). Using generalized calculus, we write that 0 should belong to the generalized gradient of F at x:
OEdF(x).
The right-hand side can be seen to the convex hull of df(x), 3|g,-(x)|, and dhj(x) for hj(x) = 0. This means that nonnegative numbers A, ft, Vj can be found so that
Xdf(x) + 2 ft 3| &(*)| + 2 »jMj(x) = 0,
A + 2 ft? + 2^•-!• It would seem that we have reached our goal. Alas, it's farther away than ever! The reason is that 3|g,(x)| is to be expressed as U|,|<i f3g,(*)> so that the relation we have just proved comes down as A3/(x) + S ft',3&(*) + S "Mix) = 0, A+ 2 ft+2>,= *> "I < ' * < !•
The trivial solution now appears by setting A = 0, Vj = 0, ft ¥" 0 but t ê = 0; we cannot avoid it this way. Something different must be done. It will be to consider the function
F £ (x) =max{/(x) -ƒ(*) + e, \g t (x)\,h,{x)}
for e > 0. There is no reason why 3c should minimize F e anymore; but we clearly have: with B the unit ball of R". As above, dF e (x e ) is computed to be the convex hull of the generalized gradients at x e of some functions ƒ, | g|, fy-the ones whose value at x e is exactly F e (x e ). But F e (x e ) > 0, otherwise x e would satisfy all the constraints and f(x e ) would be strictly less than f(x) 9 which is impossible since x is optimal. It follows that we will have to consider 31 g;(x e )| only for those i which satisfy g t (x e ) =£ 0. But the map fl-»|/| is C 1 on R\{0}, with derivative sgn t 9 so that 9|g/(jc e )| = [sgng^x^Bg^jeJ by the chain rule. We have already met control theory in §II.C: recall Theorem 9 and its setting. In this case, the "easy" minimum principle states that if (28) holds with c = 0 (i.e. the control v is optimal), then so does (29) for almost every time t. This is quite easy to prove, using elementary methods in differential equations (see [34] ). But if we now add a constraint on the final state, that x{T) should belong to a prescribed subset C of R n , and minimize only over such controls as satisfy this condition, then finding necessary conditions becomes an excruciatingly difficult task. This "hard" statement was given by Pontryagin et al (see [35] ), but their proof left the main difficulty untouched. Subsequent proofs (see [34] , [32] ) have dealt with it by such devices as fixed-point theorems, and are quite complicated.
Clarke's proof certainly is the simplest; it relies only on the "easy" statement and Theorem 1. I cannot describe it without getting into technicalities, but I think the following (closely related) statement captures the essence of the argument. For the time being, the assumptions on ƒ are as in §II.C. PROPOSITION 
[14]. Consider the differential equation dx/dt = f(t 9 x(t) 9 u(t)) 9 x(0) = x 09 0< t < T 9 (40) and let A cR n be the attainable set, i.e. the set of all feasible final states x(T) (there exists a measurable control u: [0, T] -» K such that equation (40) is satisfied). If x(T) belongs to the boundary of A, there exists a nonvanishing function p: [0, T] -» R" such that
-f = -i â£ o, *cx «('))/>,(>), (4i) (p(t),f(t, x(t), «(/))) = min (p(t), f{t, x(t), k)). U
PROOF. Before we start, note that there are no regularity properties at all to be expected from A, except that it be compact and connected. Note also that if x(T) minimizes over A some differentiable function g, then we simply apply the "easy" minimum principle, to get a function/? satisfying (41) 
, (42), and p(T) = -g'(x(T)). Provided g'(x(T)) ^ 0, this will ensure that p is nonvanishing, for it is the solution of a linear differential equation, and if it vanishes somewhere, it vanishes everywhere. The case where x(T) minimizes no function g on A such that g'(x(T)) ^ 0 is the tough one. To break it, Clarke uses the fact that x(T) lies on the boundary of
and the functional F e : V -> R defined by
F e M =\\i -z(T)\\
where z is the trajectory associated with the control w. We know that F is a complete metric space, and that F e is continuous. Moreover,
F t (x(T))<e<M y FMT))
+ e. 
IT--£ 4 ('•*<'). °.(0)/»/(').
(46) dp'Jdt = 0,
p<(T) = (i-y e (T))/\\i-y e (T)l (48)
From (47) and (49) This proof will work with precious little assumptions on/, essentially that it be locally Lipschitzian with respect to x, and Borelian with respect to (t, u). It can be slightly adapted to prove the "hard" minimum principle, with the weakest assumptions to date: THEOREM 14 [14] . Let C 0 and C x be closed subsets of R", and consider the control problem:
(T) E C" minimize g(x(T)).
If the control u: [0, T] -* K is optimal, there exists a function p: [0, T] -* K such that
$--,?, 1;M(')> «(' ))/>,(' )> p(0) is normal to C 0 at x(0), p(T) is the projection ofg'{x{T)) on the tangent cone to C x at x(T\ <ƒ(/, x(t), «(/)), ƒ>(')> = min <ƒ(/, x(t), k),p(t)} a.e. Q kE:K
Ironically enough, this "hard" minimum principle is the same as the "easy" one, except for the boundary conditions on/?. Note that these ensure that/? nowhere vanishes (and hence that the last equation is meaningful) provided that g'(x(T)) does not belong to the normal cone to C x at x(T). For the precise meaning of "normals" (always outwards) and "tangents" to a closed subset of R", the reader is referred to [13] .
The proof consists in transforming the final condition x(T) E C x into an initial one by enlarging the control system to dimension (2n + 1), and then applying a result similar to Proposition 13 when the initial condition x(0) = x 0 is replaced by x(0) E C 0 (see [14] ).
Clarke has adapted his argument to the case where the controlled differential equation §(')«ƒ('.*(').«('))>
u(t)EK,
is replaced by the differential inclusion where E(t, x) is a nonempty compact subset of R", depending measurably on / and continuously x. Obviously, the first formulation falls within the second (simply set f(t, x, K) = E(t, x)). On the other hand, differential inclusions cannot always be restated as controlled differential equations (except in the case when E(t, x) is convex; see [39] ). So the second formulation is the more general In the paper [16], Proposition 13 and Theorem 14 are restated and reproved in this new framework, yielding an improved version of the minimum principle. The method is essentially the same as before, and I will not go any further into it.
C. CALCULUS.
If F is a Banach space and ƒ : V -» R is locally Lipschitzian, recall that df(u) c F* is the generalized gradient off at w. In the following, S denotes a closed subset of V, N s (u) the (outward) normal cone to S at w, and d{u> S) the distance from u to S. They are related by N s (u) » (J X3rf(«, S), all uE S. \>o A. Ioffe has proved the following very interesting result: THEOREM 
Let E be the closed subset of S defined by the equation f( w ) = o. Then, for any u E S \ E and any a E (0, 1], there exists some v E S such that \\v-u\\< ad(u,E% 3vf e8|/(Ü)| andvS E N s (v) with \\vf + t?J||* < \f(u)\/ad(u, E).
PROOF. Consider the function F: F-> R u { + 00} defined by I +00 iîx&S. It is l.s.c. since ƒ is continuous and S is closed. We then apply Theorem 1, using on V the new norm |||w||| = ||w||/tfd(w, E) and setting e = \f(u)\. In other words, we use formula (30) and (31) with X = ad(u, E) and e = | f(u)\. We get a point v such that:
| | t> -u\\ < ad(u, E),
Vw G V, F(w) > F(v) -\\v -w\\ I ƒ (u)\/ad(u, E).
The last inequality implies that F(v) is finite, so that v G S and \f(v)\ = F(v) (simply take w G S, so that the left-hand side is finite). We write it again as
The left-hand side g(w) attains its minimum on S for w = t>. In this setting, the Lagrange multiplier rule becomes: dg(v) + N s (v) 3 0, which means that:
where J5* is the unit ball in K*. This is the desired result.
• I understand Ioffe's theorem as an «-dimensional version of the mean value theorem. To see why, consider the following corollary: • Corollary 17 has important applications to optimization theory. Note that its scope is broader than is apparent at first glance: the set E defined by the single equation ƒ(w) = 0 may be of codimension higher than one. Take for instance a set E originally written as {w|&(w) = 0, 1 < i < p} 9 the functions g t being C 1 , and the g/(w), 1 < i < p 9 being linearly independent along E. Then E can also be written as {w\f(w) = 0}, with ƒ (w) = max^g^w)!; then ƒ would be locally Lipschitzian, and 3/(w) would be bounded away from zero on N\E, with N some neighbourhood of E, and one could apply Then E = {v E V\ f(v) = 0}. Note that ƒ is a sublinear function and E a convex cone, so that the inequality d(v, E) < f(v) will hold everywhere if it is true in a neighbourhood of the origin. By Corollary 17, with S = F, it will be sufficient to show that 3/(t>) is bounded away from zero when | ƒ (t;)| ^ 0.
It is easily seen that a/00 = Ai-» n \\Av\\ ( = i 'v45 + 2 ƒ«©,*, ©»t** if ^u = 0.
Here 5 is the unit ball of W, with boundary 5 and I(t), for any / E R, is the interval defined by
In each case, any v* E 3/(v) can be expressed as
with || w*|| = 1 and 0 < \ < I for i = 0,..., n. Moreover, if f(v) ^ 0, at least one of the \ is equal to 1. Consider the (n + 1) cube II" =0 [0, 1], and let C be its boundary. Let <J>: S X C-» F be defined by <>(*>*, A) = \>'Aw* + SJ.iV/'.
We have just proved that
f(v)¥>0=>df(v)c<KBxC).
It is clear that S X C is compact, and so is <J>(S X C). It cannot contain the origin. Since <ü/ |e , t> 0 > > 0 for all i > 1, this implies all the \ are zero for i > 1, and hence \= I. Then <ƒ>(>*> X) ='Aw* which cannot be zero since ||w*|| = 1 and A is onto. So </>(w*, X) = 0 leads to a contradiction.
It follows that <f>(S X C) is bounded away from zero, and so is df(v) for
The local statement. In this last type of results, Theorem 1 ter is used to find "generic" properties. Recall that, if F is a complete metric space, a subset U c V is called residual if it is a countable intersection of open dense subsets, and a property P(u) is called generic if it holds at all points u of a residual subset. Because of the Baire category theorem, whenever properties P { (u) 9 ..., P n (u),.. ., n E N, are generic, then property A,°Li P n ( u ) * s generic too. Now if V is endowed with a a-algebra 21 and a positive measure /A, a property P(u) will be said to hold almost everywhere if there is a subset TV E 21 with /x(AT) = 0 and u & N =* P(u). This notion may be more familiar; but the point is that many spaces, especially infinite-dimensional spaces, cannot be fitted with such 2Ï and JU, in any meaningful way. But they still are complete metric spaces, so that the category approach will succeed, whereas the measure theoretic one will not. This is of considerable practical importance, since most function spaces come under this heading.
A. GEOMETRY OF BANACH SPACES.
With Lebourg (see [23] ), we have investigated point-wise infima of families of smooth functions. The setting is as follows; let X be any set, and F be a Banach space; let ƒ be a real function on X X V; define a function F on F by
Assuming F(v) =£ -oo everywhere, the first question is: if the functions v-*f(x, v) are all C 1 , say, what differentiability properties would F have? Note that smoothness with respect to x is obviously irrelevant. Note also that F need not be differentiable everywhere, as examples with X = (1, 2} and V = R will show. What can be hoped, though, is that conditions can be found under which F will be differentiable generically. THEOREM 19 [23] . Assume that there exists a Fréchet-differentiable function <t>: V -» R with <£(0) > 0 and <j>(w) < 0 outside the unit ball. Assume moreover that, for any u E V 9 we have F(u) > -oo and we can find TJ > 0 and 9 > 0 so that
Then there is a residual set G C V at every point u of which F is FrècheU differentiable. Moreover for any u E G, we have the property
The existence of such a "smooth bump function" <J > is a geometric property of the Banach space. It will be true, for instance, whenever V is finite-dimensional, or when it admits an equivalent norm which is Fréchet-differentiable. It means essentially that there should be sufficiently many Fréchet-differentiable functions on V.
Conditions (52) and (53) describe the actual assumptions on the family v ~» /(x, t>), x E X.I now proceed with the proof, referring to [23] for fuller details. With any e > 0, we associate the set G e of all u E V such that there exists 0 > 0 and ÎJ > 0 with
The proof now proceeds in three steps:
Step 1. G e is open. Fix w in G e . By assumption (52), we can find TJ 0 , 0 O and k so that ||/J(x, v)\\* < k whenever \\v -u\\ < -q 0 and /(x, t>) < i^w) + 0 O . Moreover, the function F is upper semicontinuous at w, since it is a pointwise infimum of continuous functions. From there, it is not difficult to find T|I < TJ 0 and 0 X < 0 O so that:
Now let rj and 0 be given with t] <t) x and 0 < 0 X . Take TJ' = min(7j/2, 0/3k) and 0' = 0/3. Take any Ü such that ||t> -u\\ < TJ'. Then the relation ||t? # . -v\\ < r?' certainly implies \\v É -v\\ < TJ/2 (with i = 1, 2). The inequality /(x,, v) < F(v) + 0' also will imply ƒ(*,, w) < F(u) + 0. From condition (55) will follow ||XT*i> ^i) ~~ fv( x 2> v 2)\\* < e -This proves that any v such that ||Ü -u|| < rj' belongs to G e .
Step 2. G e is dense. Since F is locally Lipschitzian, it is continuous. The Banach space V has the required function <| >, so that we can apply Theorem 1 ter: the set S e of points where Fis c/8-supported is dense in V.
I claim S e is included in G e . Indeed, let u belong to S e . There exists some TJ 0 > 0 and w* e V* such that ||ii -v \\ < r\ x => F(Ü) > F(w) + <w*, t? -«> -e||t> -w||/8.
Start now on another tack. From the equicontinuity relation (53) it follows that some t\ x < TJ 0 and some 0 > 0 can be found such that \\fAx>»)-fv{x>*)\\*<*/* ( 57 )
whenever ||w -v\\ < -q x and /(x, u) < F(u) + 0. Integrating this relation along the line segment with endpoints u and t>, we get
We can always restrict 0 to be less than e^/8, so that this inequality becomes
We now add (56) and (59). We get, for any v with \\u -v\\ < t] x and any x with/(x, w) < F.(«) + erji/8: <"* -X' (x, w), t > -w> < 3e?h/8.
It follows immediately that ||w* -£(x, u)\\* < 3e/8. In view of inequality (57) and the triangle inequality, we have ||w* -/"'(x, t>)||* < e/2. The set of all/;(x, t>), for || u -v\\ < t] x and/(x, u) < F{u) + e*h/8, is contained in the ball of radius e/2 centered at u*. So its diameter must be less than e, which is exactly condition (55). Hence u does belong to G e .
Step 3. G = n" eN G\/» has the desired properties. G, as defined, certainly is a residual subset of V. Moreover, if u belongs to G, condition (55) is going to hold for any e > 0. This means that, for any sequence (x n , v n ) inl X F such that v n -» u in V and f(x n , u) -> F(u) in R, the sequence f"(x n , v n ) is going to be Cauchy in V* 9 and hence will converge to a limit u*.
That u* is the Fréchet-derivative of F at u now comes easily. On the one hand, use formula (58) with y\ x and 0 so small that || f^(x, v) -u*\\* < e/S for ||t> -w|| < 7] l and/(x, w) < F(u) + 0. Setting* = .*", we get, ƒ(*", t;) < ƒ(*", w) + <w*, t> -w> + e||t> -w||/ 4 and letting « go to infinity, this becomes, for \\v -u\\ < i\ x :
On the other hand, formula (58) also implies ƒ(*, t>) > ƒ(*, u)
whenever ||i* -u|| < T) X and ƒ(.*, w) < F(u) + 0. Take TJ 2 = niin^!, 0/3/:) with k the Lipschitz constant around u. If ||w -v\\ < TJ 2 and f(x, v) < F(Ü) + 0/3, we also will have f(x, u) < F(w) + 0, so that inequality (61) will hold. Writing it at every point of a sequence^ in X such that ƒ(>>", v) -> i^ü), we get, for \\v-u\\ < j] 2 :
Comparing (60) and (62) yields the desired result.
• A first application of this result is to convex functions. Let us say that V is an Asplund space if every continuous convex function on V is Fréchet-differentiable at every point of a residual subset. It is a long-standing conjecture (see [1] ) that V is an Asplund space if and only if there is an equivalent norm on V which is Fréchet-differentiable off the origin. Theorem 19 proves the "if" part; the "only if" part is still an open question.
COROLLARY 20 [23] . Every Banach space with a Fréchet-differentiable norm {off the origin) is an Asplund space.
PROOF. It follows from the Hahn-Banach theorem in V X R, that every continuous convex function F on F is the point-wise supremum of a family of affine functionals. In other words, there exists a function F*: F*-»Ru {4-oo } (which turns out to be convex and l.s.c.) such that
It can be proved that, for every point u G V, there is a neighbourhood U of u and a bounded subset X of V* such that Any path c E ÉÇ with smallest length is called a minimal geodesic. A basic question in the geometry of Riemannian manifolds is whether there is a minimal geodesic between two points, and whether it is unique.
The local problem is easy to answer. It follows from the definition of the Riemannian structure, and from the local existence and uniqueness results of classical analysis (theorems on implicit functions, or solutions to differential equations) that every point u E V has a neighbourhood U such that between any two points v x and v 2 in U there is a unique minimal geodesic. Moreover, there is some 8 > 0 and a local chart exp M : 8B -* U (where B is the unit ball in H) such that
The global problem is much more difficult. In finite dimensions, the existence question is solved by the Hopf-Rinow theorem: if V is complete in the d-metric, and connected, there is at least one minimal geodesic between any two points. Using Sard's theorem, it can also be shown that for any fixed u E V, the property that there is a unique minimal geodesic between u and v holds for almost every v in V (see [31] for all this).
The Hopf-Rinow theorem is known to be false in the infinite-dimensional case (neither can Sard's theorem be used). Indeed, consider in I 2 the infinitedimensional ellipsoid 2^= 1 xj;/a% = 1, with a n (half-length of the «th axis) = \/n for instance; the coordinates x n , «EN, are taken with respect to the orthonormal basis e n , n EN. Cutting the ellipsoid by the 2-plane generated by e 0 and e n , we find a path c n between the North pole e 0 and the South pole -e 0 . Clearly c n converges to the line segment c^ between e 0 and -e 0 , defined by c^lt) = (1 -2t)e 0 . We have L(0 = 2 = inf" L(c n ), so the distance from e 0 to -e 0 on the ellipsoid is 2. However, the only path with length 2 between e 0 and -e 0 is c^, which does not lie on the ellipsoid.
In 1976, I proved that existence, as well as uniqueness, are generic properties in the infinite-dimensional case. In view of the above, this result seems to be optimal. 
The local statement now is that, given e > 0, any l.s.c. function is esupported on a dense subset of V (see [21] for details). This is the one we are going to use for proving Theorem 22.
It is not difficult to get a feeling for this proof. Let u be fixed in V. Given another point v G F, we seek a minimal geodesic between v and w. Now such a path has to solve a second-order differential equation, the so-called geodesies equation, which is simply the Euler-Lagrange equation associated with the path integral \ jl\\dc(t) dt\\ 2 c{t) dt. Any solution starting from v is fully known if its tangent vector at v is given (because c(0) = v and dc(Q)/dt = £ yields a Cauchy problem). The fact that the rf-metric is complete implies that such a solution will be defined on the whole time interval [0, oo).
It now is a question of aiming: how does one find £ in TV V so that the solution to the geodesies equation, with c(0) = v and dc(0)/dt = £, reaches a given point w? If the function F(w) = d(w, u) is differentiate at v, it is clear enough how to aim: one should set £ = grad" F. But there is no guarantee this will ever happen, except in a small neighbourhood of u. On the other hand, we know that F is going to be e-supported on a dense subset of F, and this certainly restricts the possibilities for £. Indeed, if F is e-supported at Ü, the vectors f satisfying (64) build up a closed cone C e (v\ in which the direction £ obviously is to be chosen. The smaller e is, the smaller the cone, and the better the aim; if e = 0, the cone becomes a half-line, and there is only one possible direction for £.
The proof goes by seeking a residual subset G of F on which F is e-supported for all e > 0; if v belongs to G, the cone H e> o C B (v) reduces to a half-line, and one aims in that direction. As in the preceding section (IV A), density and openness are proved separately. There are still many technicalities to be overcome, and the set G is described in a more careful way than I have just stated. However, I will be content with that; let me just give the first step in the proof. d(u, v) . We cannot achieve this, only L(c) < d(u, v) + a; the smaller a > 0, the tauter the string. Now CJ'(a) is just the set of points where such taut strings cut a small sphere of radius r/ around v. The relation diam C^(a) < 0y\ means that this set is seen from v under an angle 0. The lemma can be understood as saying that if two strings are taut enough, they start out in about the same direction. Now to the proof.
PROOF. Take /? > 0 so small that 0 > 4(e + )6/2) 1/2 . Using formula (64), we find ô > 0 and f G TV V such that I hope to have shown how fruitful Theorem 1 can be in the study of minimization problems. Proving the existence of optimal solutions, or characterizing them by first-order necessary conditions, both fall within its scope.
It is my hope that it will be found relevant to the study of more general variational problems, where one does not seek a minimum, but some kind of saddle-point. A typical instance of such problems is the search for periodic solutions to Hamiltonian equations, with the recent work of Rabinowitz to show how difficult it is (see [36] ).
A starting point would be to find conditions under which an unbounded functional F on a Banach space V has a critical point, i.e. some point v where F'(v) = 0. All I have to offer in that direction is the following result (Newton's method revisited): PROPOSITION 
