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The shapes of Galois quartic fields
PIPER H AND ROBERT HARRON
Abstract. We determine the shapes of all degree 4 number fields that are Galois. These lie in four
infinite families depending on the Galois group and the tame versus wild ramification of the field. In
the V4 case, each family is a two-dimensional space of orthorhombic lattices and we show that the
shapes are equidistributed, in a regularized sense, in these spaces as the discriminant goes to infinity
(with respect to natural measures). We also show that the shape is a complete invariant in some
natural families of V4-quartic fields. For C4-quartic fields, each family is a one-dimensional space
of tetragonal lattices and the shapes make up a discrete subset of points in these spaces. We prove
asymptotics for the number of fields with a given shape in this case.
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1. Introduction
The shape of a number field K of degree n is an equivalence class of lattices of rank n − 1 (up
to rotations, reflections, and scaling) that arises from the geometry of numbers. The study of this
invariant began with the PhD thesis of David Terr ([Ter97]) in which it is shown that the shapes of
both real and complex cubic fields are equidistributed (as the discriminant goes to infinity) in the
space of shapes of rank 2 lattices (i.e. the upper-half plane modulo the action of GL2(Z) by fractional
linear transformations). Manjul Bhargava and the first author generalized this result to S4-quartic and
S5-quintic fields in [BH16, H16], conjecturing that such a ‘random’ behaviour should hold for degree
n Sn-number fields for all n. On the other hand, also in [Ter97], Terr shows that all Galois cubic fields
have the same shape: hexagonal! The argument there is quite simple: the order 3 automorphism of
a Galois cubic field yields an order 3 automorphism of its shape and the hexagonal lattice is the only
rank 2 lattice with an automorphism of order 3. This kind of argument drastically loses its strength
when moving on to Galois quartic fields: there are infinitely many rank 3 lattices containing an order
4 automorphism or three order 2 automorphisms. In this article, we determine the shapes of all Galois
quartic fields showing that they lie in four infinite families depending on whether the Galois group is C4
or V4 and whether the field is tamely ramified or wildly ramified. This kind of Tame-Wild dichotomy
was pointed out by the second author in [Har17] and also arises in [Har19]. We also investigate how
the shapes are distributed in these four families. As in [Har17, Har19], the distribution of shapes in
the V4 case provides an explanation for the occurrence of log terms in the asymptotics of counting the
number fields in question. We go into more detail now, considering each Galois group separately.
1.1. Statement of results: V4 case. We will show in §4 that the shape of a V4-quartic field K is an
orthorhombic lattice, meaning that it can be described using a right rectangular prism. The field K is
determined by its three quadratic subfieldsQ(
√
∆i) (with ∆i a fundamental discriminant) and its shape
is described by saying the ratios of the lengths of the sides of the prism are
√|∆1| : √|∆2| : √|∆3|
(see Theorem 4.2 below for more details). As a consequence, we obtain the following theorem saying
that, within certain natural families of V4-quartic fields, the shape determines the field.
Theorem A (Corollary 4.13 below).
(a) The shape of a totally real V4-quartic field determines it amongst the family of all totally real
V4-quartic fields.
(b) The shape of a tamely ramified V4-quartic field determines it amongst the family of all tamely
ramified V4-quartic fields.
Remark 1.1.
(a) Note that the discriminant of a totally real V4-quartic field is not a complete invariant. For
instance, Q(
√
10,
√
13) and Q(
√
10,
√
26) both have discriminant 26 · 52 · 132, but are not
isomorphic. Their shapes are however distinct.
(b) This result is complementary to a recent result of Carlos Revera-Guaca and Guillermo Mantilla-
Soler that says e.g. that in the family of totally real quartic fields with fundamental discriminant
the shape is a complete invariant [RGMS19, Theorem 2.12]. The discriminants of V4-quartic
fields are never fundamental.
(c) If D1 ≡ D2 ≡ 2 (mod 4) (with Di > 0 squarefree), then Q(
√
D1,
√
D2) and Q(
√−D1,
√−D2)
have the same shape, as do Q(
√−D1,
√
D2) and Q(
√
D1,
√−D2).
(d) The second author has shown in [Har19] that the shape of a complex cubic field determines that
field within the family of all cubic fields. In that case, the shape is a two-dimensional lattice
and, as such, is given by a point in the complex upper-half plane. The complex cubic field is
then obtained by adjoining to Q a coordinate of the shape. This is similar to what is happening
here since we can think of
√|∆i| as coordinates describing the shape of the V4-quartic.
We have the following further example of the Tame-Wild dichotomy extending what was pointed
out in [Har17, Har19]. Note that a Galois quartic field is wildly ramified if and only if 2 ramifies.
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Theorem B. The shape of a V4-quartic field K lies in one of two spaces based upon whether 2
ramifies. When 2 ramifies in K, its shape lies in the family SoC of base-centered orthorhombic lattices.
Otherwise, the shape is in the family SoI of body-centered orthorhombic lattices.
Once we break up the fields according to being tame or wild, we can ask whether the shapes are
“random” in the spaces SoC and SoI , respectively (endowed with natural measures µoC and µoI ,
respectively). We will show that this is the case. As in [Har17], the spaces SoC and SoI have infinite
measure and the asymptotics for counting these fields have log terms. We must therefore “regularize”
our notion of equidistribution in a similar way. We prove the following result in §5.
Theorem C. The shapes of V4-quartic fields are equidistributed, in a regularized sense, within the
two-dimensional space in which they live. Specifically, let
Cwild =
5
48
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)
and
Ctame =
1
6
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4) ,
where each infinite product is over all odd primes. If W is a compact µoC- or µoI-continuity set,
1
respectively, then
lim
X→∞
Nwild(X,W )
X1/2
= CwildµoC(W )
and
lim
X→∞
Ntame(X,W )
X1/2
= CtameµoI(W ),
where Nwild(X,W ) (resp. Ntame(X,W )) denotes the number of V4-quartic fields with discriminant
bounded by X, shape in W , that are wildly (resp. tamely) ramified.
Remark 1.2.
(a) Andrew Baily showed in [Bai80] that the number of V4-quartic fields with discriminant bounded
by X grows like
X1/2 log2(X).
The usual notion of equidistribution would have the denominator in the limits above be this
X1/2 log2(X). We say “in a regularized sense” to indicate that we have modified this denom-
inator. As in [Har17], we show that requiring the fields to have shape in some compact set
removes the log factors. Furthermore, we can “see” both of the log factors in the space of
shapes: if W is a “box” constraining the (two) shape parameters to lie between 1 and R, then
our results shows that the number of fields grows like
X1/2 log2(R).
This seems to indicate that we might be able to better understand log terms in the asymptotics
of counts of number fields if we understand the spaces in which their shapes live. We refer to
[Har19, §1.3] for further discussion of this phenomenon.
(b) We may phrase this result in terms of weak convergence of measures as in [Har17, §3.1].
(c) We prove these results by parametrizing the V4-quartic fields in question using strongly carefree
triples satisfying certain congruence conditions and lying in some region. We use the Principle
of Lipschitz and a sieve to count these triples.
(d) Our results on the determination and equidistribution of shapes of V4-quartic fields is general-
ized to totally real tame C32 -octic fields in the PhD thesis of Jamal Hassan.
1Recall that a µ-continuity set for a measure µ is a measurable set whose boundary has measure 0.
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1.2. Statement of results: C4 case. In §6, we show that the shapes of C4-quartic fields are tetrag-
onal lattices, i.e. they can be described by a right rectangular prism with square base. The ratio
of the height to the side length of the base, which we call the side ratio, is given by an interesting
ramification invariant, as follows. A C4-quartic field K has a unique quadratic subfield K2. Let ∆2
denote its discriminant and let N denote the absolute norm of the relative discriminant of K/K2. Let
rratK :=
N
|∆2| ,
which we will call the ramification ratio of K. Note that every prime that ramifies in K2 must ramify
in K,2 so that rratK is a positive integer. In fact, rratK = (2
eA)2 where 0 ≤ e ≤ 3 and A can be any
squarefree, odd integer (A is the product of the odd primes that ramify in K, but not in K2). The
ramification ratio of K dictates the shape of K as given in the following theorem (see Theorem 6.1 for
a more precise statement).
Theorem D. The shape of a C4-quartic field K lies in one of two families depending on whether 2
ramifies. When 2 ramifies in K, the shape is a primitive tetragonal lattice with side ratio
√
2 · rrat−1/4K .
Otherwise, the shape is a body-centered tetragonal lattice with side ratio rrat−1/4.
Remark 1.3.
(a) Since the discriminant of a C4-quartic field is of the form 2
fA2D3, where D is squarefree and
relatively prime to A, and rratK = (2
eA)2 and e is determined by f , the discriminant of a C4
field determines its shape.
(b) In a recent preprint, Wilmar Bolan˜os and Mantilla-Soler compute a Gram matrix for the trace
form of any tame cyclic field (of arbitrary degree). In particular, a Gram matrix representing
the shape of a totally real tame C4-quartic field can be obtained from [BMS19, Corollary 3.11].
Since rratK is an integer, these shapes yield discrete sets of points in the spaces of tetragonal lattices.
As such they are not dense, let alone equidistributed. On the other hand, we are able to count how
many fields have a given shape. There are infinitely many fields with a given shape so we provide
asymptotics for the number of such fields with bounded discriminant.
Theorem E. Let A be a squarefree, odd integer and for primes p, let
fA(p) =
{
2 if p ≡ 1 (mod 4) and p ∤ A,
0 otherwise.
Let
CΣA :=
∏
p prime
(
1− fA(p)
p
)(
1− 1
p
)
.
(a) Let Ntame(X ;A) be the number of tamely ramified C4-quartic fields K with rratK = A
2,
∆K ≤ X, and that are totally real or totally imaginary according whether A > 0 or not. Then,
Ntame(X ;A) =
CΣA
22 · rrat1/3K
X1/3 + o(X1/3).
(b) Let Nwild(X ;A, e) (for e = 1, 2, or 3) be the number of wildly ramified C4-quartic fields K
with rratK = (2
eA)2, ∆K ≤ X, and that are totally real or totally imaginary according whether
A > 0 or not. Then,
Nwild(X ;A, e) =
CΣA
223−e · rrat1/3K
X1/3 + o(X1/3).
2Indeed, the inertia field of a prime ramified in K can only be K2 or Q, so that if it ramifies in K2, its ramification
index must be 4.
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Remark 1.4.
(a) This result is proved in §7 by relating the counts to how many ways certain integers can be
written as a sum of two squares. The tools we use are the Wirsing–Odoni method and the
Wiener–Ikehara Tauberian Theorem.
(b) In Theorem 7.1, for Nwild(X ;A, e) for e = 1, 3, we in fact get an error of O
(
X1/3/(logX)1−ǫ
)
,
for all ǫ > 0.
(c) The proportions of the number of fields with different rratK depends arithmetically on the
value of rratK . For instance, if p is an odd prime, the proportion of fields with ramification
ratio rratK versus those with ramification ratio p · rratK is
p
2/3 +
2
p1/3
p ≡ 1 (mod 4)
p2/3 p ≡ 3 (mod 4).
This implies that these proportions do not arise simply from the action of some real Lie group
as is the case for the measure in the V4 case (see Remark 3.9).
1.3. Outline of this article. In §2, we recall some basic definitions and facts concerning shapes
of number fields. In §3, we overview the relevant features of conorm diagrams, as introduced by
John Conway and Neil Sloane [CS92]. This provides an elegant and convenient way to treat rank 3
lattices. This section also contains a discussion of the natural measures that come with the spaces of
orthorhombic lattices we study. We then move on to proving the main results of this article in the
remaining four sections, beginning with the V4 case, then the C4 case. In sections 4 and 6, we determine
the shapes of V4- and C4-quartic fields, respectively. The equidistribution of shapes of V4-quartics is
shown in §5 and the asymptotics for C4-quartics of a given shape are derived in §7.
2. The shape of a number field
In this brief section, we recall the notion of the shape of a number field. For additional number-
theoretic details, we refer the reader to [Neu99, §I.5].
The shape of a rank d lattice Λ in a real inner product space V is its equivalence class under
orthogonal transformations and homotheties. The shape can be encoded as a Gram matrix modulo a
change-of-basis action by GLd(Z) and a scaling action byR
×, as follows. Given a basis B = (v1, . . . , vd)
of Λ, we may form its Gram matrix GB := (〈vi, vj〉), where 〈 · , ·〉 denotes the inner product on V . If
B′ = (v′1, , . . . , v
′
d) is another basis of Λ, then there is an element g ∈ GLn(Z) such that

v′1
...
v′d

 = g


v1
...
vd


(and vice versa). The bilinearity of 〈 · , ·〉 implies that
GB′ = gGBg
T .
Accordingly, letting G denote the space of positive definite symmetric d× d real matrices, we define a
left action of g ∈ GL2(R) on G ∈ G by
g ·G := gGgT .
We can also think of R× as acting on the basis B by scaling. The (right) action of λ ∈ R× on G ∈ G
is then G · λ := λ2G. We then have a bijection between shapes of rank d lattices (i.e. lattices up to
rotations, reflections, and scaling) and the set
GLd(Z)\G/R×,
the map being given by taking B to be a basis of Λ and sending Λ to sh(Λ) := GLd(Z) ·GB ·R×.3
The geometry of numbers attaches a lattice to a number field K, as follows. Let K be a number
field of degree n and let σ1, . . . , σn : K → C denote its n complex embeddings. We call the map
3The surjectivity of this map can be seen as a consequence of the spectral theorem for symmetric real matrices.
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j : K → Cn given by α 7→ (σ1(α), . . . , σn(α)) the Minkowski embedding of K. It is a fundamental
result of the geometry of numbers that the R-span of the image of j is an n-dimensional real inner
product space (where the inner product is the restriction of the standard Hermitian inner product on
Cn). We call this space the Minkowski space of K and denote it by KR. The image of the ring of
integers OK of K under j is a lattice of rank n in KR that we denote ΛK . The covolume of this lattice
is
√|∆K | so that as |∆K | → ∞ the ΛK get “bigger”. However, the vector j(1) is of constant length√
n, thus skewing the shapes of the ΛK in a family of degree n fields ordered by discriminant. We
therefore define the shape of K, denoted sh(K), to be the shape of the lattice Λ⊥K obtained by taking
the orthogonal projection of ΛK onto the orthogonal complement of j(1).
Concretely, we will frequently obtain the shape as follows. First note, that for any α ∈ K,
〈j(1), j(α)〉 = tr(α),
where tr : K → Q is the usually trace map of the field extension K/Q. We may therefore define a
“perp map” from K to itself by4
α⊥ := nα− tr(α).
Letting O⊥K denote the image of OK under the perp map, we then get, from standard linear algebra
formulas for orthogonal projection, that j(O⊥K) = nΛ⊥K . Therefore, the shape of K is also the shape of
the lattice j(O⊥K). If (1, γ1, . . . , γn−1) is an integral basis ofK, then (nγ1−tr(γ1), . . . , nγn−1−tr(γn−1))
is a Z-basis of O⊥K . With this, we can explicitly calculate the shape of K knowing such an integral
basis.
3. Preliminaries on rank 3 lattices
This section recalls an elegant theory due to Conway and Sloane ([CS92]) for parametrizing rank
3 lattices. The so-called conorm diagrams of rank 3 matrices are quite close to Gram matrices, but
understanding when two of them correspond to the same lattice is simpler. Conorm diagrams also
allow for an easy determination of the Voronoi cell of a lattice. After a brief overview of the theory
of conorm diagrams (following [CS92]), we produce the conorm diagrams for the families of lattices
that arise in our study of shapes of Galois quartic fields. We end this section by defining natural
measures on spaces of orthorhombic lattices for use in our theorem on the equidistribution of shapes
of V4-quartic fields.
3.1. Voronoi reduction theory. We refer the reader to [CS92] for more details.
The term putative conorm diagram refers to a labeling of the points of the Fano plane (or, really,
its dual) P2(F2) by real numbers. Here is why. Let Λ be a rank 3 lattice in a Euclidean space. An
obtuse superbase of Λ is a quadruple (v0, v1, v2, v3) of vectors in Λ such that
• (v1, v2, v3) is a basis of Λ,
• v0 + v1 + v2 + v3 = 0, and
• vi · vj ≤ 0 for all i 6= j (the obtuse condition).
A quadruple (v0, v1, v2, v3) that does not necessarily satisfy the third condition is simply called a
subperbase. Given a superbase, let −pij = vi · vj for i 6= j; these are the putative conorms of Λ. These
numbers are encoded on the Fano plane (or, really, its dual) as in Figure 1 in what is called the putative
conorm diagram of the superbase. If the superbase is in fact obtuse, one removes the word putative
everywhere. In other words, a conorm diagram is a putative conorm diagram of an obtuse superbase
of some Λ (really, up to some automorphism of the Fano plane). The main theorem of [CS92] says
• the collection of conorm diagrams is exactly those putative conorm diagrams whose entries are
non-negative with minimum 0 and whose support does not lie in a proper subspace;
• every rank 3 lattice has an obtuse superbase;
• two lattices are isomorphic if and only if their conorm diagrams differ by an automorphism of
the Fano plane.
4We have scaled by n so as to preserve integrality, i.e. so that the image of OK under the perp map lies in OK . This
is not strictly necessary for our purposes, but is convenient.
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0
p12
p13
p23
p01
p02
p03
Figure 1. Conorm diagram of an obtuse superbase.
Conway and Sloane develop an algorithm they call Voronoi reduction which transforms a putative
conorm diagram for Λ into a conorm diagram for Λ.
We note that the above results show that two lattices have the same shape if and only if there is
an automorphism of the Fano plane that brings one conorm diagram to a scaled version of the other.
3.2. Combinatorial type of a lattice. Recall that the Voronoi cell of a lattice is the set of points
closer to the origin than to any other lattice point.
Theorem 3.1 ([Fed53, Fed91], [CS92, Figure 7 and Theorem 9]). The Voronoi cells of rank 3 lattices
come in 5 combinatorially distinct5 families represented by the 5 primary parallelohedra:
(I) the truncated octahedron, with (V,E, F ) = (24, 36, 14);
(II) the rhombo-hexagonal dodecahedron, with (V,E, F ) = (18, 28, 12);
(III) the rhombic dodecahedron, with (V,E, F ) = (14, 24, 12);
(IV) the hexagonal prism, with (V,E, F ) = (12, 18, 8);
(V) the cuboid, with (V,E, F ) = (8, 12, 6).
The family in question can be read off from the configuration of zeroes in the conorm diagram. See
Figure 2 for the general conorm diagrams of each family.
Definition 3.2. We use the term combinatorial type of a rank 3 lattice to refer to which of the above
5 parallelohedra represents the Voronoi cell of the lattice.
We now work out conorm diagrams for the families of lattices we will encounter in studying the
shapes of Galois quartic fields.
3.3. Tetragonal and cubic lattices. In this section, we determine the conorm diagrams of the
tetragonal and cubic lattices, the latter being a special case of the former. We being by recalling what
tetragonal and cubic lattices are.
Consider a right rectangular prism of height c with square base of side a, with a 6= c. A primitive
tetragonal lattice (tP ) consists of the vertices of this prism together with all its translates that tile
space. A body-centered tetragonal lattice (tI) is like a primitive one, but with the centre of each prism
added to the set of lattice points and c 6= √2a. A primitive (resp. body-centered) cubic lattice (cP
and cI, respectively) is as above, but with a = c. A face-centered cubic lattice (cF ) is obtained from
a primitive one by adding the centre of each face of the prism to the set of lattice points; it is, in fact,
the same as the body-centered tetragonal lattice with c =
√
2a.
Proposition 3.3. There are two combinatorial types of body-centered tetragonal lattices depending on
whether ca <
√
2 or ca >
√
2. Their conorm diagrams are given in Figure 3. The body-centered cubic
lattice is obtained by setting ca = 1 and the face-centered cubic by setting
c
a =
√
2.
5By combinatorially distinct, we mean that the triples (V, E,F ) encoding the number of vertices, edges, and faces,
are distinct.
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0
p12
p13
p23
p01
p02
p03
(I)
0
p12
0
p23
p01
p02
p03
(II)
0
p12
0
p23
p01
0
p03
(III)
0
0
p13
0
p01
p02
p03
(IV)
0
0
0
0
p01
p02
p03
(V)
Figure 2. Conorm diagrams of the 5 families of Voronoi cells.
0
P1
P2
P1
P1
P2
P1
(a) c
a
<
√
2, P1 =
c2
4
, P2 =
2a2−c2
4
0
P1
0
P1
P1
P2
P1
(b) c
a
>
√
2, P1 =
a2
2
, P2 =
c2−2a2
4
Figure 3. Conorm diagrams of body-centered tetragonal lattices. The body-centered
cubic lattice is obtained by taking P1 = P2 in the diagram on the left, while the face-
centered cubic lattice is obtained by taking P2 = 0 in either diagram.
Proof. Independent of the value of c/a, the vectors w1 = (c, 0, 0), w2 = (0, a, 0), w3 = (0, 0, a) form
a basis of a primitive tetragonal lattice. The associated body-centered lattice is then the Z-span of
w1, w2, w3, and the midpoint w4 =
1
2 (c, a, a). Let
v0 =
1
2
(c, a, a) v1 =
1
2
(−c,−a, a) v2 = 1
2
(c,−a,−a) v3 = 1
2
(−c, a,−a).
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Since
w1 = −v1 − v3 v1 = w3 − w4
w2 = −v1 − v2 and v2 = w1 − w4
w3 = −v2 − v3 v3 = w2 − w4
w4 = v0 = −v1 − v2 − v3
we see that (v0, v1, v2, v3) is an obtuse superbase of the body-centered tetragonal lattice. Computing
the putative conorm diagram shows that it is already obtuse when c ≤ √2a. When c > √2a, applying
one step of the Voronoi reduction algorithm to the vertical line and an appropriate automorphism of
the Fano plane yields the desired result. 
Proposition 3.4. The unique family of primitive tetragonal lattices has conorm diagram given in
Figure 4. The primitive cubic lattice is obtained by taking a = c.
0
0
0
0
a2
c2
a2
Figure 4. Conorm diagram of the primitive tetragonal lattice. The primitive cubic
lattice is obtained by taking a = c.
Proof. The obtuse superbase given by
v0 = (−c,−a,−a) v1 = (0, a, 0) v2 = (c, 0, 0) v3 = (0, 0, a)
yields the claimed conorm diagram. 
3.4. Orthorhombic and hexagonal lattices. Consider a right rectangular prism of height c whose
base is a non-square rectangle. Let a denote its depth and b its width, labelled so that a ≤ b.6 Assume
a 6= c 6= b. A primitive orthorhombic lattice (oP ) consists of the vertices of this prism together with all
its translates that tile space. If we add a lattice point in the centre of every base, we get a base-centered
orthorhombic lattice (oC). A special case occurs when b =
√
3a: a primitive hexagonal lattice (hP ).
Equivalently, take a right prism of height c whose base is a regular hexagon of side a, together with a
lattice point in the centre of each base. These latter lattice points are the vertices of the rectangular
prisms of the (oC, b =
√
3a). The body-centered orthorhombic lattice (oI) is obtained similarly to
the body-centered tetragonal lattice, i.e. by taking the primitive orthorhombic lattice and adding the
centre of each prism to the lattice. We choose the side lengths so that a < b < c in this case.
Proposition 3.5. The unique family of base-centered orthorhombic lattices has conorm diagram given
in Figure 5. The primitive hexagonal lattice is obtained by taking b =
√
3a.
6Technically, when a = b what we have is a tetragonal lattice. Base-centered tetragonal lattices will occur later on in
a family with base-centered orthorhombic lattices, so we allow a = b here. Note that a base-centered tetragonal lattice
with base of side a is the same as a primitive tetragonal lattice with base of side a/
√
2.
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0
0
b2 − a2
4
0
a2
2
c2
a2
2
Figure 5. Conorm diagram of the base-centered orthorhombic lattice. The primitive
hexagonal lattice is obtained by taking b =
√
3a. When a = b, we obtain a primitive
tetragonal lattice with base of side a/
√
2.
Proof. An obtuse superbase is given by
v0 = (−a, 0,−c) v1 = 1
2
(a,−b, 0) v2 = (0, 0, c) v3 = 1
2
(a, b, 0).

Proposition 3.6. There are three combinatorial types of body-centered orthorhombic lattices depending
on whether a2 + b2 is less than, equal to, or greater than c2. Their conorm diagrams are given in
Figure 6.
0
a2
2
0
b2
2
a2
2
c2 − (a2 + b2)
4
b2
2
(a) a2 + b2 ≤ c2
0
P2
P1
P3
P3
P1
P2
(b) a2 + b2 ≥ c2
Figure 6. Conorm diagrams of body-centered orthorhombic lattices. Here,
P1 =
−a2 + b2 + c2
4
, P2 =
a2 − b2 + c2
4
, P3 =
a2 + b2 − c2
4
.
Proof. When a2 + b2 ≤ c2, an obtuse superbase is given by
v0 =
1
2
(a, b, c) v1 = (−a, 0, 0) v2 = 1
2
(a, b,−c) v3 = (0,−b, 0).
When a2 + b2 ≥ c2, an obtuse superbase is given by
v0 =
1
2
(a, b, c) v1 =
1
2
(−a,−b, c) v2 = 1
2
(a,−b,−c) v3 = 1
2
(−a, b,−c).
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
3.5. Measures on spaces of orthorhombic lattices. The orthorhombic lattices discussed in the
previous section will arise as shapes of V4-quartic fields and we will show that the shapes of V4 -quartic
fields are equidistributed within certain spaces of orthorhombic lattices. Such a statement requires
that we define measures on these spaces. These measures will be inherited from a natural group action
by diagonal matrices. This material is only needed in §5 for the proof of Theorem C.
We begin by parametrizing the space of shapes of base-centered orthorhombic lattices, i.e. we study
these lattices up to rotations, reflections, and scaling. Let Λ be a base-centered orthorhombic lattice.
After some possible rotations (that align the sides of the rectangular prism inside this lattice with the
coordinate axes), we may assume that
v1 =
1
2
(a,−b, 0) v2 = (0, 0, c) v3 = 1
2
(a, b, 0),
is a basis of Λ as in Proposition 3.5. If a > b, we may apply a reflection so that, without loss of
generality, we may assume that a ≤ b. Since the edges of length a and b are distinguished from c (since
they form the base of the rectangular prism), it is natural to scale Λ so that its height is 1. In other
words, we will take as parameters a/c and b/c. Accordingly, let
GoC(x, y) :=


x2 + y2
4
0
x2 − y2
4
0 1 0
x2 − y2
4
0
x2 + y2
4

 ,
GoC := {GoC(x, y) : 0 < x ≤ y} ⊆ G,
and
SoC :=
{
GL3(Z) ·G ·R× : G ∈ GoC
}
.
We now show that these Gram matrices give a complete set of representatives of the shapes of base-
centered orthorhombic lattices.
Proposition 3.7. The map GoC → SoC ⊆ GL3(Z)\G/R× sending GoC(x, y) to
shoC(x, y) := GL3(Z) ·GoC(x, y) ·R×
is a bijection and SoC is the space of shapes of base-centered orthorhombic lattices. If Λ has base with
sides of length a and b, and height c, then the shape of Λ is shoC(a/c, b/c) or shoC(b/c, a/c) according
to whether a ≤ b or a ≥ b.
Proof. The discussion above this proposition describes how, starting from an arbitrary base-centered
orthorhombic lattice Λ whose base has sides of length a and b and whose height is c, we may apply
rotations, reflections, and scalings to get an equivalent lattice whose Gram matrix is GoC(a/c, b/c) or
GoC(b/c, a/c) according to whether a ≤ b or a ≥ b. Conversely, one can write down the lattice whose
shape is a given element of SoC . This shows that SoC is indeed the space of shapes of base-centered
orthorhombic lattices.
Now suppose that GL3(Z) · GoC(x1, y1) · R× = GL3(Z) · GoC(x2, y2) · R× (where x1 ≤ y1 and
x2 ≤ y2). These two Gram matrices correspond to lattices whose conorm diagrams C1 and C2 are given
as in Figure 5 with a = xi, b = yi, and c = 1. There is a unique line in Ci all of whose points have a
non-zero label, so that any automorphism of the Fano plane bringing C1 to C2 must fix this line. There
is a unique point in C1 not on this line with a non-zero label, so that this point must also be fixed.
Since the label on this point in both C1 and C2 is 1, no scaling can occur. At least two of the non-zero
labels on the fixed line in C1 are equal and so must match the (at least) two equal labels on the fixed
line in C2. This implies that x21 = x22. Since xi > 0, this forces them to be equal. The remaining
non-zero entry then forces y1 = y2. 
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Definition 3.8. We define the measure µoC on SoC by
dµoC(x, y) := d
×xd×y =
dxdy
xy
,
where x and y are the coordinates in shoC(x, y) and dxdy denotes the usual Lebesgue measure on a
subset of R2.
Remark 3.9. The motivation for this definition is that this measure is the one inherited from the
natural group action on the space of shapes. For instance, the whole space GLd(Z)\G/R× inherits a
natural measure from the action of GLd(R) on G. For SoC , note that GoC is a “translate” of the Gram
matrices of primitive orthorhombic lattices. Indeed, let
G(x, y) :=

x2 y2
1


and let
PoC :=

1/2 1/2 00 0 1
1/2 −1/2 0

 .
Then,
PoC ·G(x, y) = GoC(x, y).
The set of Gram matrices of the form G(x, y) is an orbit of the group
T := {G(a, b) : a, b ∈ R>0} ≤ GL3(R);
indeed G(
√
x,
√
y) ·G(1, 1) = G(x, y). Similarly, the set of Gram matrices of the form GoC(x, y) is an
orbit of the isomorphic group ToC := PT P−1; indeed, for T = G(√x,√y),
PTP−1 ·GoC(1, 1) = PTP−1(PG(1, 1)PT )P−TT TPT
= PTG(1, 1)T TPT
= P · (T ·G(1, 1))
= GoC(x, y).
The Haar measure on the group T (and hence also ToC) is (any positive multiple of) d×xd×y, where
the parameters x, y give the element 
x y
1

 ∈ T .
It is then natural to transfer this measure over to the subset GoC of the (free) orbit of ToC , as we have
done in the definition above.
Recall that equidistribution is a statement about weak convergence of a sequence of measures and
recall that a sequence of measures {µn} on SoC converges weakly to µoC if for all f ∈ Cc(SoC) (the
continuous functions with compact support),
lim
n→∞
∫
SoC
fdµn =
∫
SoC
fdµoC .
Since we will be counting number fields in an explicit way below, we must simplify our lives when it
comes to which kinds of functions we need to test this convergence on. For two positive real numbers
R1 < R2, let
WoC(R1, R2) = {shoC(x, y) : R1 ≤ x ≤ y < R2}
and let χoC,R1,R2 denote its characteristic function. We now show that it is sufficient to test these
functions for the purposes of proving equidistribution.
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Lemma 3.10. Suppose that
lim
n→∞
∫
SoC
χoC,R1,R2dµn =
∫
SoC
χoC,R1,R2dµoC .
for all R1, R2 ∈ R>0 with R1 < R2. Then, µn converges weakly to µoC .
Proof. Recall that for the usual Lebesgue measure on R2>0, any continuous function f with compact
support can be“ approximated” above and below by two “step functions”, i.e. for every f and for every
ǫ > 0, there are two functions f1 and f2 that are finite linear combinations of characteristic functions
of squares such that f1 ≤ f ≤ f2 and ∫
R2>0
(f2 − f1)dxdy < ǫ.
Since the measure µoC is absolutely continuous with respect the Lebesgue measure on R
2
>0, this is
still true for it, where the “squares” are replaced by their intersection with the set {x ≤ y}. A
straightforward proof as in [Har17, Theorem 3.1] then shows that it suffices to test convergence on
these “squares”. To prove this lemma, it now suffices to show that the characteristic functions of these
“squares” are finite linear combinations of the χoC,R1,R2 .
So, let C be a “square” in SoC whose vertices are (x0, y0), (x0+r, y0), (x0+r, y0−r), and (x0, y0 − r),
and let χC denote its characteristic function. A simple inclusion-exclusion shows that
χC = χoC,x0,y0 − χoC,x0+r,y0 − χoC,x0,y0−r + χoC,x0+r,y0−r.

The following result will therefore be useful in §5 below.
Lemma 3.11. For R1 < R2 ∈ R>0,
µoC(WoC(R1, R2)) =
1
2
(log(R2)− log(R1))2.
Proof. We have that∫
WoC(R1,R2)
dµoC =
∫ R2
R1
∫ y
R1
1
xy
dxdy(3.1)
=
∫ R2
R1
log(y)− log(R1)
y
dy
=
∫ log(R2)
log(R1)
udu− log(R1)(log(R2)− log(R1))
=
(logR2)
2 − (logR1)2
2
− log(R1) log(R2) + (logR1)2
=
1
2
(log(R2)− log(R1))2.

We now proceed analogously for body-centered lattices. Let Λ be a body-centered orthorhombic
lattice. After some possible rotations as above, we may assume that
v1 =
1
2
(−a,−b, c) v2 = 1
2
(a,−b,−c) v3 = 1
2
(−a, b,−c)
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is a basis of Λ as in Proposition 3.6.7 By applying reflections, we may assume, without loss of generality,
that a < b < c. We take as parameters a/c and b/c like above. Accordingly, let
GoI(x, y) :=


x2 + y2 + 1
4
−x2 + y2 − 1
4
x2 − y2 − 1
4
−x2 + y2 − 1
4
x2 + y2 + 1
4
−x2 − y2 + 1
4
x2 − y2 − 1
4
−x2 − y2 + 1
4
x2 + y2 + 1
4

 ,
GoI := {GoI(x, y) : 0 < x < y < 1} ⊆ G,
and
SoI :=
{
GL3(Z) ·G ·R× : G ∈ GoI
}
.
Similarly to above, we show that GoI is a complete set of representatives of the shapes of body-centered
orthorhombic lattices.
Proposition 3.12. The map GoI → SoI ⊆ GL3(Z)\G/R× sending GoI(x, y) to
shoI(x, y) := GL3(Z) ·GoI(x, y) ·R×
is a bijection and SoI is the space of shapes of body-centered orthorhombic lattices. If Λ has base with
sides of length a, b, and c, then its shape is shoI(x, y) for exactly one pair
(x, y) ∈ {(a/c, b/c), (b/c, a/c), (a/b, c/b), (c/b, a/b), (b/a, c/a), (c/a, b/a)} ,
whichever gives x < y < 1.
Proof. It is explained above, how to apply rotations, reflections, and scalings to a body-centered
orthorhombic lattice to get an equivalent lattice whose Gram matrix is GoI(x, y) with x < y < 1
and (x, y) one of the pairs listed in the statement of this proposition. One can conversely construct
a lattice for any element of SoI . This shows that SoI is indeed the space of shapes of body-centered
orthorhombic lattices.
Now suppose that GL3(Z) · GoI(x1, y1) ·R× = GL3(Z) · GoI(x2, y2) ·R× (where x1 < y1 < 1 and
x2 < y2 < 1). There are two combinatorial types of conorm diagram in Figure 6. Accordingly, the
equality of these shapes implies that either x2i + y
2
i < 1 for both values of i or x
2
i + y
2
i > 1 for both
values of i (for instance, one type of diagram has more zeroes than the other, so that no automorphism
of the Fano plane can bring one to the other).
First consider when x2i + y
2
i > 1. There are exactly three lines with two non-zero labels in the
corresponding conorm diagram. Picking two of these at a time and summing all the labels on these
two yields 1, x2, and y2, respectively, so that x and y are determined by the conorm diagram.
Now, consider when x2i + y
2
i < 1. The Gram matrices we have picked are not those associated to
the conorm diagrams, however the matrix
P =

 1 0 1−1 0 0
1 1 0

 ∈ GL3(Z)
acts on GoI(x, y) bringing it to
G′oI(x, y) :=


x2 −x
2
2
0
−x
2
2
x2 + y2 + 1
4
−y
2
2
0 −y
2
2
y2

 .
Note that, since P ∈ GL3(Z), the GoI(xi, yi) give the same shape if and only if the G′oI(xi, yi) do.
This matrix G′oI(x, y) has associated conorm diagram that on the left of Figure 6 (with a = x, b = y,
7Even if a2 + b2 ≤ c2, this is still a basis, though not part of an obtuse subperbase.
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and c = 1). Such a conorm diagram has exactly two lines all of whose labels are non-zero. On each
of these lines, two of the labels are equal and given by x2/2 and y2/2, respectively. An automorphism
of the Fano plane must bring one line to itself or to the other, but since xi < yi it cannot switch the
lines. Once again, the xi and the yi can be read off from the conorm diagrams, so that x1 = x2 and
y1 = y2. 
Analogues of Remark 3.9 and Lemma 3.10 hold in the case of body-centered orthorhombic lattices.
Accordingly, we are led to the following definitions.
Definition 3.13.
(a) We define the measure µoI on SoI by
dµoI(x, y) := d
×xd×y =
dxdy
xy
,
where dxdy denotes the usual Lebesgue measure on a subset of R2.
(b) For R1 < R2 ∈ (0, 1), let
WoI(R1, R2) := {shoI(x, y) : R1 ≤ x < y < R2} .
The same calculation as in Lemma 3.10 yields that
(3.2) µoI(WoI(R1, R2)) =
1
2
(log(R2)− log(R1))2.
4. The shapes of V4-quartic fields
In this section, we determine the shapes of Galois quartic extensions of Q whose Galois group is
the Klein 4-group V4. Such a field K is determined by its 3 quadratic subfields Q(
√
Di), i = 1, 2, 3,
where we take Di squarefree. Note that for {i, j, k} = {1, 2, 3} and gk = gcd(Di, Dj),8 we have that
Dk =
DiDj
g2k
,(4.1)
Dk = gigj ,(4.2)
D1D2D3 > 0,(4.3)
g1, g2, g3 are squarefree and pairwise relatively prime.(4.4)
The work of Kenneth S. Williams ([Wil70]) breaks the question of integral bases of these fields into 3
cases:
(i) {D1, D2, D3} ≡ {2, 2, 3} (mod 4);
(ii) {D1, D2, D3} ≡ {1, 2, 2} or {1, 3, 3} (mod 4);
(iii) {D1, D2, D3} ≡ {1, 1, 1} (mod 4).
In cases (i) and (ii), we choose to order the Di such that D1 ≡ D2 (mod 4) and |D1| ≤ |D2|. For case
(iii), take |D1| < |D2| < |D3| and let ǫ ∈ {±1} be such that ǫ ≡ gk (mod 4) (this is independent of k).
Theorem 4.1 ([Wil70]). If K is a V4-quartic field with quadratic subfields Q(
√
Di) with Di squarefree,
then we have the following cases for the discriminant and integral basis of K:
(i) ∆K = 2
6 · (g1g2g3)2, basis:
(
1,
√
D1,
√
D3,
√
D1 +
√
D2
2
)
;
(ii) ∆K = 2
4 · (g1g2g3)2, basis:
(
1,
√
D1,
1 +
√
D3
2
,
√
D1 +
√
D2
2
)
;
(iii) ∆K = (g1g2g3)
2, basis:
(
1,
1 +
√
D1
2
,
1 +
√
D2
2
,
1 + ǫ
√
D1 +
√
D2 +
√
D3
4
)
.
Note that
(g1g2g3)
2 = D1D2D3.
8If any of the D’s are negative then exactly two of them are; in this case, we would choose gk < 0 if Di and Dj are
the negative ones.
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Let ∆i be the discriminant of Q(
√
Di). In this section, we will prove the following complete
characterization of the shapes of V4-quartic fields.
Theorem 4.2. The shapes of V4-quartic fields come in two families depending on whether or not 2 is
ramified in K (i.e. depending on whether or not K is wild).
(a) If 2 ramifies in K, then the combinatorial type of the shape of K is a hexagonal prism (IV) or
a cuboid (V). Specifically, the shape is a base-centered orthorhombic lattice (oC); in the special
case where D2 = 3D1 this is a primitive hexagonal lattice (hP ) and when D2 = −D1 this is a
primitive tetragonal lattice (which is the cuboid case). The side ratios of the rectangular prism
are a : b : c =
√|∆1| : √|∆2| : √|∆3|. The shape is primitive hexagonal if and only if all
quadratic subfields of K are ramified at 2 and one of the fields is Q(
√
3). The shape is primitive
tetragonal if and only if Q(i) is a subfield of K.
(b) If 2 is unramified in K, then the combinatorial type of the shape of K depends on whether
|D1| + |D2| < |D3| or |D1| + |D2| > |D3| (equality cannot occur). In the former case, it
is a truncated octahedron (I), while in the latter case it is a rhombo-hexagonal dodecahedron
(II). In both cases, the shape is a body-centered orthorhombic lattice (oI) with side ratios
a : b : c =
√|∆1| :√|∆2| :√|∆3|, with a2 + b2 < c2 and a2 + b2 > c2, respectively.
Remark 4.3.
(a) Note that although there are two different combinatorial types when 2 is unramified, one can
deform continuously from one to the other (via the face-centered cubic lattice) as can be seen
from the conorm diagrams of Figure 6 (indeed, setting c2 = a2 + b2 in each of the diagrams
yields diagrams that are off by an automorphism of the Fano plane).
(b) Similarly, the cuboid combinatorial type when 2 is ramified is simply a special case of the
family of base-centered orthorhombic lattices.
(c) We remark that when the shape is a primitive hexagonal lattice, there can be other V4-quartic
fields of the same discriminant that are base-centered orthorhombic lattices. For example,
(D1, D2, D3) = (10, 30, 3) gives a primitive hexagonal lattice, but (D1, D2, D3) = (2, 30, 15)
gives a base-centered orthorhombic.
(d) The shape does not always determine the field. For instance, the two fields with (D1, D2, D3)
given by (−2,−6, 3) and (2, 6, 3) have the same shape, as do (−2, 6,−3) and (2,−6,−3). We
do however have the uniqueness given in Corollary 4.13 at the end of this section.
4.1. Preliminary calculations. We collect a few straightforward results used in the following sec-
tions. The computations are eased by the fact that
√
Di and
√
Dj (i 6= j) are orthogonal, as well as
being orthogonal to 1.
For concreteness (though it doesn’t really matter), if Di > 0, we let
√
Di denote the positive square
root of Di, and if Di < 0,
√
Di will denote its square root whose imaginary part is positive. We fix a
choice of orderings of the embeddings of K into C such that
j(
√
D1) =
(√
D1,−
√
D1,
√
D1,−
√
D1
)
,
j(
√
D2) =
(√
D2,
√
D2,−
√
D2,−
√
D2
)
,
j(
√
D3) =
(√
D3,−
√
D3,−
√
D3,
√
D3
)
.
Lemma 4.4. For 1 ≤ i, k ≤ 3,
(4.5)
〈
j(
√
Di), j(
√
Dk)
〉
= 4|Di|δik.
Furthermore,
(4.6)
〈
j(1), j(
√
Di)
〉
= 0.
4.2. K ramified at 2. As can be seen above, K is ramified at 2 exactly in cases (i) and (ii).
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4.2.1. Case (i): (D1, D2, D3) ≡ (2, 2, 3) (mod 4).
Lemma 4.5. The tuple
(
γ
(i)
0 , γ
(i)
1 , γ
(i)
2 , γ
(i)
3
)
given by
γ
(i)
0 = 1−
√
D1 −
√
D3
γ
(i)
1 =
√
D1 −
√
D2
2
γ
(i)
2 =
√
D3
γ
(i)
3 =
√
D1 +
√
D2
2
.
is an integral basis of K.
Proof. Note that
1 =
3∑
k=0
γ
(i)
k and
√
D1 = γ
(i)
1 + γ
(i)
3 .
From this, one may see that the change of basis from the γ
(i)
k to that of Williams is invertible. 
Proposition 4.6. The numbers
γ
(i)
0,⊥ = −4
(√
D1 +
√
D3
)
γ
(i)
1,⊥ = 2
(√
D1 −
√
D2
)
γ
(i)
2,⊥ = 4
√
D3
γ
(i)
3,⊥ = 2
(√
D1 +
√
D2
)
form an obtuse superbase of O⊥K . Its Gram matrix (scaled by 2−4) is
(4.7)


4|D1|+ 4|D3| −2|D1| −4|D3| −2|D1|
−2|D1| |D1|+ |D2| 0 |D1| − |D2|
−4|D3| 0 4|D3| 0
−2|D1| |D1| − |D2| 0 |D1|+ |D2|


yielding a conorm diagram as in Figure 5 with a = 2
√|D1|, b = 2√|D2|, and c = 2√|D3|. In
particular, the shape is a primitive hexagonal lattice if and only if D2 = 3D1.
Proof. That the trace of
√
Di is 0 yields the formulas for the γ
(i)
k,⊥. The γ
(i)
k,⊥ manifestly form a
superbase. One obtains the claimed conorm diagram by simply computing the Gram matrix (using
Lemma 4.4). 
From the formula for the discriminant, we see that if the shape is hexagonal, then the discriminant
must be divisible by 2832 in this case. Also, if D2 = 3D1, then D3 = 3. We will need to show that the
shape cannot be hexagonal in case (ii).
We also see that a = b if and only if |D1| = |D2|. Since D1 6= D2 (or else D3 = 1), this forces
D2 = −D1, in which case D3 = −1. Thus, in case (i), a primitive tetragonal lattice occurs only if
Q(i) ⊆ K. We will see that primitive tetragonal lattices cannot occur in case (ii).
4.2.2. Case (ii): (D1, D2, D3) ≡ (2, 2, 1) or (3, 3, 1) (mod 4).
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Lemma 4.7. The tuple
(
γ
(ii)
0 , γ
(ii)
1 , γ
(ii)
2 , γ
(ii)
3
)
given by
γ
(ii)
0 = −
√
D1 +
1−√D3
2
γ
(ii)
1 =
√
D1 −
√
D2
2
γ
(ii)
2 =
1 +
√
D3
2
γ
(ii)
3 =
√
D1 +
√
D2
2
.
is an integral basis of K.
Proof. As above, note that
1 =
3∑
k=0
γ
(i)
k and
√
D1 = γ
(ii)
1 + γ
(ii)
3 ,
so that once again the change of basis from the γ
(ii)
k to that of Williams is invertible. 
Proposition 4.8. The elements
γ
(ii)
0,⊥ = −2
(
2
√
D1 +
√
D3
)
γ
(ii)
1,⊥ = 2
(√
D1 −
√
D2
)
γ
(ii)
2,⊥ = 2
√
D3
γ
(ii)
3,⊥ = 2
(√
D1 +
√
D2
)
form an obtuse superbase of O⊥K . Its Gram matrix (scaled by 2−4) is
(4.8)


4|D1|+ |D3| −2|D1| −|D3| −2|D1|
−2|D1| |D1|+ |D2| 0 |D1| − |D2|
−|D3| 0 |D3| 0
−2|D1| |D1| − |D2| 0 |D1|+ |D2|


yielding a conorm diagram as in Figure 5 with a = 2
√|D1|, b = 2√|D2|, and c =√|D3|. In particular,
the shape, in this case, is never a primitive hexagonal or tetragonal lattice.
Proof. The proof is along the same lines as for case (i). IfD2 = 3D1, thenD3 = 3, butD3 ≡ 1 (mod 4),
so that the shape is never hexagonal. Similarly, if a = b, thenD2 = −D1 so thatD3 = −1 6≡ 1 (mod 4).

4.3. K unramified at 2. Let
γ0 =
1
4
(
1 + ǫ
√
D1 +
√
D2 +
√
D3
)
γ1 =
1
4
(
1− ǫ
√
D1 −
√
D2 +
√
D3
)
γ2 =
1
4
(
1 + ǫ
√
D1 −
√
D2 −
√
D3
)
γ3 =
1
4
(
1− ǫ
√
D1 +
√
D2 −
√
D3
)
.
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Proposition 4.9. The tuple (γ0, γ1, γ2, γ3) is a normal integral basis of OK .
Proof. Note that
1 =
3∑
i=0
γi,
1 +
√
D2
2
= γ0 + γ3, and
1 +
√
D1
2
=
{
γ0 + γ2, if ǫ = 1,
γ1 + γ3, if ǫ = −1,
indicating that the change of basis from the γi to that of Williams is invertible. 
Proposition 4.10. When |D1|+ |D2| > |D3|, the elements
γ0,⊥ = ǫ
√
D1 +
√
D2 +
√
D3
γ1,⊥ = −ǫ
√
D1 −
√
D2 +
√
D3
γ2,⊥ = ǫ
√
D1 −
√
D2 −
√
D3
γ3,⊥ = −ǫ
√
D1 +
√
D2 −
√
D3
form an obtuse superbase of O⊥K . Its Gram matrix (scaled by 2−2) is

|D1|+ |D2|+ |D3| −|D1| − |D2|+ |D3| |D1| − |D2| − |D3| −|D1|+ |D2| − |D3|
−|D1| − |D2|+ |D3| |D1|+ |D2|+ |D3| −|D1|+ |D2| − |D3| |D1| − |D2| − |D3|
|D1| − |D2| − |D3| −|D1|+ |D2| − |D3| |D1|+ |D2|+ |D3| −|D1| − |D2|+ |D3|
−|D1|+ |D2| − |D3| |D1| − |D2| − |D3| −|D1| − |D2|+ |D3| |D1|+ |D2|+ |D3|


yielding a conorm diagram as in Figure 6(b) with a = 2
√|D1|, b = 2√|D2|, and c = 2√|D3|.
Proof. The proof is similar to previous results. Note in particular that cross terms 〈γi,⊥, γk,⊥〉 (i 6= k)
vanish, making things simpler. Also, note that combining |D1|+ |D2| > |D3| with |D1| < |D2| < |D3|
implies that the off-diagonal entries are all negative, as desired. 
When |D1|+ |D2| < |D3|, we will need a different integral basis for K.
Lemma 4.11. The elements
γ′0 =
1
4
(
1 + ǫ
√
D1 +
√
D2 +
√
D3
)
γ′1 =
1
2
(
1− ǫ
√
D1
)
γ′2 =
1
4
(
−1 + ǫ
√
D1 +
√
D2 −
√
D3
)
γ′3 =
1
2
(
1−
√
D2
)
form an integral basis of OK .
Proof. Indeed,
γ′0 = γ0, γ
′
1 = γ1 + γ3, γ
′
2 = −γ1, and γ′3 = γ1 + γ2,
so that the change of basis between these two collections is invertible. 
Proposition 4.12. When |D1|+ |D2| < |D3|, the elements
γ′0,⊥ = ǫ
√
D1 +
√
D2 +
√
D3
γ′1,⊥ = −2ǫ
√
D1
γ′2,⊥ = ǫ
√
D1 +
√
D2 −
√
D3
γ′3,⊥ = −2
√
D2
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form an obtuse superbase of O⊥K . Its Gram matrix (scaled by 2−2) is

|D1|+ |D2|+ |D3| −2|D1| |D1|+ |D2| − |D3| −2|D2|
−2|D1| 4|D1| −2|D1| 0
|D1|+ |D2| − |D3| −2|D1| |D1|+ |D2|+ |D3| −2|D2|
−2|D2| 0 −2|D2| 4|D2|


yielding a conorm diagram as in Figure 6(a) with a = 2
√|D1|, b = 2√|D2|, and c = 2√|D3|.
Proof. Similar to above. 
This completes the proof of Theorem 4.2.
4.4. Uniqueness of the shape. Although different V4-quartic fields can have the same shape, we
have the following result on the uniqueness of the shape in certain natural families.
Corollary 4.13.
(a) The shape of a totally real V4-quartic field determines it amongst the family of all totally real
V4-quartic fields.
(b) The shape of a tame V4-quartic field determines it amongst the family of all tame V4-quartic
fields.
Proof. Suppose you know that you have the shape of a totally real field K. Knowing the shape tells
you the ratios ∆1 : ∆2 : ∆3. A representative of these ratios is (1,∆2/∆1,∆3/∆1). In cases (i) and
(iii),
∆2
∆1
=
g1
g2
and
∆3
∆1
=
g1
g3
,
since Di/Dj = gj/gi. In case case (ii),
∆2
∆1
=
g1
g2
and
∆3
∆1
=
g1
4g3
In all cases, 2 ∤ g1, g2 and the gi are pairwise relatively prime, so these fractions are in lowest terms.
Clearing denominators therefore yields
(g2g3, g1g3, g1g2) or (4g2g3, 4g1g3, g1g2),
respectively. If the first two entries of the tuple you obtain from clearing denominators are 0 modulo
4, you then know you are in case (ii) and the tuple gives you the three discriminants ∆1,∆2,∆3, thus
telling you the quartic field. If the three entries are 1 modulo 4, you know you are in case (iii) and
once again the tuple is telling you the three discriminants of the quadratic subfields of K. Otherwise,
you must be in case (i) and you get the three discriminants by multiplying the tuple by 4.
Suppose now that you know you have the shape of a field K in which 2 is unramified (equivalently
K is tamely ramified). Similarly, you can get the triple (1, |∆2/∆1| , |∆3/∆1|). Clearing denominators
gives (|g2g3|, |g1g3|, |g1g2|). If all these entries are 1 modulo 4, then you know you have a totally real
field and the tuple is telling you the three discriminants |Di|. Otherwise, two of the entries must be 3
modulo 4. Flipping the signs on these then gives the three discriminants of the quadratic subfields of
K, once again telling you which field K is. 
5. The equidistribution of shapes of V4-quartic fields
In this section, we prove Theorem C that the shapes of V4-quartic fields are equidistributed (in a
regularized sense) in appropriate two-dimensional spaces. To accomplish this, we use the Principle of
Lipschitz and a fairly straightforward sieve. The result reduces to counting strongly carefree triples in
a certain region of space and satisfying certain congruence conditions. This counting is done in §5.2.
We begin by making explicit the relation between the fields we want to count and asymptotics for
strongly carefree triples.
The shapes of Galois quartic fields 21
5.1. Reduction to counting strongly carefree triples. We break up the set of V4-quartic fields
according to the cases (i)–(iii) of §4. For ? = (i), (ii), or (iii), let K? denote the set of V4-quartic fields
that are in case ?. As described at the beginning of §4, a V4-quartic field K is determined by its three
quadratic subfields Q(
√
D1),Q(
√
D2),Q(
√
D3). Let
D :=
{
(D1, D2, D3) ∈ Z3 : Di 6= 0, 1 is squarefree and for {i, j, k} = {1, 2, 3}, Di = DjDk
gcd(Dj , Dk)2
}
and
D(i) := {(D1, D2, D3) ∈ D : D1 ≡ D2 ≡ 2 (mod 4), D3 ≡ 3 (mod 4), |D1| ≤ |D2|} ,
D(ii) := {(D1, D2, D3) ∈ D : D1 ≡ D2 ≡ 2 (mod 4), D3 ≡ 1 (mod 4), |D1| < |D2|} ,
∪ {(D1, D2, D3) ∈ D : D1 ≡ D2 ≡ 3 (mod 4), D3 ≡ 1 (mod 4), |D1| < |D2|} ,
D(iii) := {(D1, D2, D3) ∈ D : Di ≡ 1 (mod 4) for each i, |D1| < |D2| < |D3|} .
We then have bijections between K? and D? for each of ? = (i), (ii), (iii). It will be convenient for
counting purposes to replace the triples in D with triples of their gcd’s. We will, in fact, slightly modify
the notion of gcd when negative numbers are involved, essentially considering −1 as a prime.
Definition 5.1.
(a) For positive integers a and b, we define
gcd∗(a, b) := gcd∗(−a, b) := gcd∗(a,−b) := gcd(a, b)
gcd∗(−a,−b) := − gcd(a, b).
We say that two integers a and b are ∗-relatively prime if gcd∗(a, b) = 1. In particular, two
negative integers are never ∗-relatively prime.
(b) A ∗-strongly carefree triple is (g1, g2, g3) ∈ Z3 such that the gi are squarefree, distinct, and
pairwise ∗-relatively prime.
Let SC denote the set of ∗-strongly carefree triples. Then the map
(g1, g2, g3) 7→ (g2g3, g1g3, g1g2)
gives a bijection from SC to D with inverse
(D1, D2, D3) 7→ (gcd∗(D2, D3), gcd∗(D1, D3), gcd∗(D1, D2)).
For ? = (i), (ii), (iii), let
SC? := {(g1, g2, g3) ∈ SC : (g2g3, g1g3, g1g2) ∈ D?} .
The above bijection restricts to bijections between SC? and D?.
To incorporate a discriminant bound, for a positive real number X , let
X(i) =
X
26
,
X(ii) =
X
24
,
X(iii) = X,
and, for ? = (i), (ii), (iii), let
D?(X?) :=
{
(D1, D2, D3) ∈ D? : D1D2D3 < X?
}
,
SC?(X?) :=
{
(g1, g2, g3) ∈ SC? : (g1g2g3)2 < X?
}
.
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It then follows from Theorem 4.1 that the bijections between K?,D?, and SC? restrict to bijections
between K?(X?),D?(X?), and SC?(X?).
Finally, we must select for the shapes of the fields we are counting. Note that for i 6= j,
Di
Dj
=
gj
gi
and |Di| ≤ |Dj | if and only if |gi| ≥ |gj|. Let (D1, D2, D3) ∈ D(i) and let K be the corresponding field.
We have that ∆i = 4Di, so that by Theorem 4.2, the shape of K is shoC(x, y) with
x =
√∣∣∣∣D1D3
∣∣∣∣ =
√∣∣∣∣g3g1
∣∣∣∣ ≤ y =
√∣∣∣∣D2D3
∣∣∣∣ =
√∣∣∣∣g3g2
∣∣∣∣.
For (D1, D2, D3) ∈ D(ii), we have that ∆i = 4Di for i = 1, 2 and ∆3 = D3, so that the shape of the
corresponding field is shoC(x, y) with
x = 2
√∣∣∣∣D1D3
∣∣∣∣ = 2
√∣∣∣∣g3g1
∣∣∣∣ < y = 2
√∣∣∣∣D2D3
∣∣∣∣ = 2
√∣∣∣∣g3g2
∣∣∣∣.
Finally, for (D1, D2, D3) ∈ D(iii), ∆i = Di, so that the shape of the corresponding field is shoI(x, y)
with
x =
√∣∣∣∣D1D3
∣∣∣∣ =
√∣∣∣∣g3g1
∣∣∣∣ < y =
√∣∣∣∣D2D3
∣∣∣∣ =
√∣∣∣∣g3g2
∣∣∣∣.
Let s(ii) = 2 and s(i) = s(ii) = 1, and for two positive real numbers R1 < R2, define
K?(X?, R1, R2) :=
{
K ∈ K?(X?) : sh(K) ∈W?(R1, R2)
}
,
D?(X?, R1, R2) :=
{
(D1, D2, D3) ∈ D?(X?) : R21 ≤ s2? |D1/D3| ≤ s2? |D2/D3| < R22
}
,
SC?(X?, R1, R2) :=
{
(g1, g2, g3) ∈ SC? : R21 ≤ s2? |g3/g1| ≤ s2? |g3/g2| < R22
}
,
where W? refers to WoC for ? = (i), (ii) and W(iii) =WoI . We have shown that
Proposition 5.2. The bijections between K?(X?),D?(X?), and SC?(X?) restrict to bijections between
K?(X?, R1, R2),D?(X?, R1, R2), and SC?(X?, R1, R2).
We have thus translated our problem of counting V4-quartic fields with bounded discriminant and
shape in some “box” into a problem of counting ∗-strongly carefree triples satisfying certain congruence
conditions lying in some region.
5.2. Counting ∗-strongly carefree triples with congruence conditions. Our strategy for count-
ing elements of SC?(X?, R1, R2) will be to first count triples of integers satisfying finitely many of the
correct congruences, then to apply a sieve to get a count of ∗-strongly carefree triples.
In the previous section, we set up a bijection between V4-quartic fields with bounded discriminant
and constrained shape and certain triples of integers. We will view these triples as lattice points in
a region of R3 and use the Principle of Lipschitz to estimate the number of them. The Principle of
Lipschitz basically estimates the number of lattices points in a “nice” region as the volume of that region
with an error given by the lower-dimensional volumes of the projections of the region onto coordinate
hyperplanes (see e.g. [Bha05, Lemma 9] for a precise statement). Accordingly, for N, r1, r2 > 0 with
r1 < r2, let
R(N, r1, r2) :=
{
(g1, g2, g3) ∈ R×3 : |g1g2g3| < N, r1 ≤ |g3/g1| ≤ |g3/g2| < r2
}
.
and let R0(N, r1, r2) be its intersection with the octant xi > 0.
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Lemma 5.3. The volume of R(N, r1, r2) is
4N
3
(log(r2)− log(r1))2
and the maximum measure of this region’s lower-dimensional shadows on coordinate hyperplanes is
O(N2/3).
Proof. First note that the volume of R is 8 times that of R0 and the measures of the shadows are at
most 4 times those of R0. We therefore consider R0. We make the change of variables
x1 =
g3
g1
,
x2 =
g3
g2
,
x3 = (g1g2)
3.
The Jacobian determinant of this change of variables is∣∣∣∣∣∣
−g3g−21 0 g−11
0 −g3g−22 g−12
3g21g
3
2 3g
3
1g
2
2 0
∣∣∣∣∣∣ = 6g1g2g3 = 6
√
x1x2x3.
Therefore, ∫
R(N,r1,r2)
dg1dg2dg3 =
∫ r2
r1
∫ x2
r1
∫ N2/x1x2
0
1
6
√
x1x2x3
dx3dx1dx2
= 2 · 1
6
∫ r2
r1
∫ x2
r1
1√
x1x2
· N√
x1x2
dx1dx2
=
N
3
∫ r2
r1
∫ x2
r1
1
x1x2
dx1dx2.
This latter integral is just like the one in (3.1), yielding the claimed value.
To bound the measures of the shadows, we will simply show that gi = O(N
1/3) for i = 1, 2, 3;
the shadows will then be contained inside boxes of side O(N1/3) of dimension at most 2. Note that
r1g1 ≤ g3 and g3/r2 ≤ g2. Thus,
N > g1g2g3
≥ 1
r2
g1g
2
3
≥ r
2
1
r2
g31,
so that
g1 <
(
r2
r21
)1/3
N1/3,
as desired. Proceeding similarly, we obtain
g2 <
(
r1
r22
)1/3
N1/3 and g3 < r
2/3
2 N
1/3.

For a subset L ⊆ Z3, let
RL(N, r1, r2) := L ∩R(N, r1, r2).
Applying the Principle of Lipschitz, we get the following count of all lattice points in the above region.
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Corollary 5.4. For N, r1, r2 > 0 with r1 < r2,
#RZ3(N, r1, r2) = 4N
3
(log(r2)− log(r1))2 + O(N2/3).
We now generalize this result to include finitely many congruences conditions.
Definition 5.5. Let n ∈ Z≥1.
(a) We say that two integers a and b are congruent modulo n(∞) if they are congruent modulo n
and have the same sign.
(b) By a set of congruence conditions modulo n(∞), we mean a subset C of ({±} × Z/nZ)3.
(c) We will say that (g1, g2, g3) ∈ Z3 is in C if
((sgn g1, g1 + nZ), (sgn g2, g2 + nZ), (sgn g3, g3 + nZ)) ∈ C.
Let C be a set of congruence conditions modulo n(∞). We will be interested in sets of the form
LC =
{
(g1, g2, g3) ∈ Z3 : (g1, g2, g3) is not in C
}
.
By the Chinese Remainder Theorem, we may split up the congruence conditions into prime powers.
For each prime number p, let vp(n) denote the biggest power of p dividing n. Given C, there is a set
of congruence conditions Cp ⊆ (Z/pvp(n)Z)3 and a C∞ ⊆ {±}3 such that
(g1, g2, g3) is in C if and only if (g1, g2, g3) is in Cp for all p ≤ ∞.9
For a prime p, we call the p-adic density of LC the rational number
δp(LC) := 1− #Cp
p3vp(n))
.
For p =∞, let
δ∞(LC) := 1− #C∞
23
.
Proposition 5.6. Fix a set of congruence conditions C modulo n(∞). Then,
RLC (N, r1, r2) =
4
3

∏
p≤∞
δp(LC)

N (log(r2)− log(r1))2 +O(N2/3).
Proof. For m = ((σ1,m1), (σ2,m2), (σ3,m3)) ∈ ({±} × Z/nZ)3, let
Lm = ((m1,m2,m3) + nZ3) ∩R3σ1,σ2,σ3 ,
where R3σ1,σ2,σ3 denotes the octant in R
3 given by the signs (σ1, σ2, σ3). We can write
LC =
⋃
m/∈C
Lm,
i.e. L is a union of translates of scalings of Z3 (with certain restrictions to octants). The Principle of
Lipschitz applies to each Lm though we must scale by n. We obtain that
#RLm(N, r1, r2) =
4
3
(2n)−3N (log(r2)− log(r1))2 +O(N2/3).
Summing over m /∈ C yields the desired result since
#Cc · (2n)3 =
∏
p≤∞
δp(LC),
where Cc denotes the complement of C. 
In order to count strongly carefree triples, we must impose the following infinitely many congruence
conditions: for all primes p,
9For p =∞, we mean that the signs of g1, g2, g3 are in C∞.
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• there is no i such that gi ≡ 0 (mod p2) (squarefree),
• if gi ≡ 0 (mod p), then there is no j 6= i such that gj ≡ 0 (mod p) (pairwise relatively prime).
Accordingly, define the congruence condition Csfp modulo p2 by
Csfp :=
{
(g1, g2, g3) ∈ (Z/p2Z)3 : at least two of the gi are 0 modulo p
}
.
A strongly carefree triple is ∗-strongly carefree if and only if at most 1 of the numbers is negative, so
we define Csf∞ to be the triples of signs at least two of which are negative. The following lemma will
be needed in applying a sieve below.
Lemma 5.7. For a prime p,
#Csfp = 6p4 − 8p3 + 3p2.
Proof. First consider the tuples (g1, g2, g3) ∈ (Z/p2Z)3 at least one of whose coordinates is 0. The
three “coordinate planes” each have (p2)2. Each pair of them intersects in a “coordinate axis”, each
having p2 points. The intersection of all three planes is the origin. Therefore, inclusion-exclusion yields
that there are 3p4 − 3p2 + 1 such tuples.
Now, consider the tuples none of whose coordinates is 0. For {i, j, k} = {1, 2, 3}, let
Csfp,k := {(g1, g2, g3) ∈ (Z/p2Z)3 : gi, gj ≡ 0 (mod p), gi, gj , gk 6= 0}.
For each of gi and gj, there are p − 1 values that are 0 (mod p) (but not modulo p2). And for each
pair of such values, every p2 − 1 non-zero value of gk yields a tuple in Csfp,k, so that
#Csfp,k = (p− 1)2(p2 − 1).
The intersection of any two Csfp,k (or all three) consists of tuples all of whose coordinates are 0 (mod p),
of which there are (p − 1)3. Inclusion-exclusion then says that the number of tuples in Csfp under
consideration is
3(p− 1)2(p2 − 1)− 3(p− 1)3 + (p− 1)3 = 3p4 − 8p3 + 6p2 − 1.
Combining the two pieces of Csfp yields the result. 
In addition, to being ∗-strongly carefree, the triples we are interested in must satisfy certain con-
gruences modulo 4 that ensure they correspond to conditions (i), (ii), or (iii), respectively. Define the
following subsets of (Z/4Z)3:
C(i)2 := (Z/4Z)3 \ {(1, 3, 2), (3, 1, 2)},
C(ii)2 := (Z/4Z)3 \ {(1, 1, 2), (3, 3, 2), (1, 1, 3), (3, 3, 1)},
C(iii)2 := (Z/4Z)3 \ {(1, 1, 1), (3, 3, 3)}.
Lemma 5.8. For ? = (i), (ii), (iii), a ∗-strongly carefree triple (g1, g2, g3) is in SC? if and only if it is
not in C?2.
Proof. For case (i), we must have that (g2g3, g1g3, g1g2) ≡ (2, 2, 3) (mod 4). Therefore g1 and g2 must
be odd and not congruent modulo 4. This forces g3 to be 2 modulo 4, so that (g1, g2, g3) ≡ (1, 3, 2) or
(3, 1, 2) (mod 4). The other cases are similar. 
Since C?2 ⊇ Csf2 , these conditions at 2 already take care of the strongly carefree condition with respect
to the prime 2. Accordingly, for Y ≥ 2 and for ? = (i), (ii), (iii), let
n(Y ) :=
∏
p≤Y
p2,
and let C?Y denote the set of congruence conditions modulo n(Y )(∞) given by Csf∞, C?2 , and Csfp for
2 < p ≤ Y . Let L?(Y ) = LC?Y . By Lemma 5.7, for 2 < p ≤ Y ,
δp(L?(Y )) = 1− 6p−2 + 8p−3 − 3p−4.
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We also have that δ∞(L?(Y )) = 1/2 and δ2(L?(Y )) = s?/32. Applying Proposition 5.6 to L?(Y ), we
obtain the following intermediary result.
Corollary 5.9. For 0 < r1 < r2, we have that
RL?(Y )(N, r1, r2) =
s?
48
∏
2<p≤Y
(
1− 6p−2 + 8p−3 − 3p−4)N (log(r2)− log(r1))2 +O(N2/3).
We must now show that we can take the limit as Y → ∞ above and obtain the same asymptotic.
We accomplish this with a sieve adapted from [DH71, §5]. This method worsens the error to o(N),
but that is sufficient for our purposes. Let L?∞ be the set where the congruence conditions modulo all
primes are imposed. We have that
lim sup
N→∞
#RL?
∞
(N, r1, r2)
N
≤ lim
Y→∞
lim
N→∞
#R?L?(Y )(N, r1, r2)
N
≤ s?
48
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4) (log(r2)− log(r1))2 .(5.1)
Let
W?p := {(g1, g2, g3) ∈ Z3 : (g1, g2, g3) is in C?p}.
Then
RL?(Y )(N, r1, r2) ⊆ RL?
∞
(N, r1, r2) ∪
⋃
p>Y
RWp(N, r1, r2).
Thus,
(5.2)
#RL?
∞
(N, r1, r2)
N
≥ #RL?(Y )(N, r1, r2)
N
−O

∑
p>Y
#RW?p(N, r1, r2)
N

 .
By Lemma 5.7,
#RW?p (N, r1, r2)
N
= O(p−2),
so that the sum in the big-oh goes to zero as Y goes to infinity. Taking (5.1) with the liminf of (5.2)
as N →∞ and taking the limit as Y approaches ∞ yields
#RL?
∞
(N, r1, r2) =
s?
48
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)N (log(r2)− log(r1))2 + o(N).
We now put this all together. Recall from Theorem B that the shape of a V4-quartic field K lies in
one of two spaces, SoC or SoI , depending on whether 2 is ramified in K or not. The following result
thus breaks up into these two cases.
Theorem 5.10. Let 0 < R1 < R2.
(a) The number of V4-quartic fields K in which 2 is ramified, ∆K < X, and sh(K) ∈WoC(R1, R2)
is
5
48
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)X1/2µoC(WoC(R1, R2)) + o(X1/2).
(b) Assume further that R2 < 1. The number of V4-quartic fields K in which 2 is unramified,
∆K < X, and sh(K) ∈ WoI(R1, R2) is
1
6
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)X1/2µoI(WoI(R1, R2)) + o(X1/2).
Proof. For ? = (i), (ii), (ii), we have that
SC?(X?, R1, R2) = RL?
∞
(
X
1/2
? ,
(
R1
s?
)2
,
(
R2
s?
)2)
.
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Let us first deal with the wild case. Proposition 5.2 tells use that the number we seek is
SC(i)(X(i), R1, R2) + SC(ii)(X(ii), R1, R2).
We have that
RL(i)∞
(
X1/2
23
, R21, R
2
2
)
=
1
96
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)X1/2 (log(R2)− log(R1))2 + o(X1/2)
and
RL(ii)∞
(
X1/2
22
,
1
4
R21,
1
4
R22
)
=
1
24
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)X1/2 (log(R2)− log(R1))2 + o(X1/2).
In the tame case, we have that
RL(iii)∞
(
X1/2, R21, R
2
2
)
=
1
12
∏
p odd
(
1− 6p−2 + 8p−3 − 3p−4)X1/2 (log(R2)− log(R1))2 + o(X1/2)

By Lemma 3.10 and its analogue for SoI , this proves Theorem C.
6. The shapes of C4-quartic fields
Let us begin by stating the main theorem of this section. To this end, we first note that the
discriminant of every C4-quartic field K is of the form 2
eA2D3 with A odd and squarefree, and D
relatively prime to A and squarefree. Then, D is the product of all primes that ramify in the unique
quadratic subfield K2 of K and A is the product of all odd primes that ramify in K, but not in K2;
we take A < 0 when K is not totally real. Let N = NK denote the absolute norm of the relative
discriminant of K/K2 and let ∆2 denote the discriminant of K2.
The goal of this section is to prove the following.
Theorem 6.1. The shapes of C4-quartic fields K come in two families depending on whether or not
K is wildly ramified (i.e. whether or not 2 is ramified in K).
(a) If 2 is unramified in K, then the combinatorial type of the shape of K is a truncated octa-
hedron. Specifically, the shape is a body-centered tetragonal lattice (tI) whose side ratio is( |∆2|
N
)1/4
≤ 1. When this ratio is 1, this is a body-centered cubic lattice (cI), and this occurs
if and only if ∆K is a cube, i.e. if and only if no new primes ramify in K/K2.
(b) If 2 ramifies in K, then the combinatorial type of the shape of K is a cuboid. Specifically, the
shape is a primitive tetragonal lattice (tP ) whose side ratio is
(
4|∆2|
N
)1/4
≤ 1. The shape is
a primitive cubic lattice (cP ) if and only if ∆K = 2
11δ, where δ is an odd cube, i.e. if and only
if 2 ramifies in K2 and no new primes ramify in K/K2.
Along the way we will prove several more explicit results that are also of interest (e.g. Lemma 6.5,
and Propositions 6.7, 6.8, and 6.9). We begin with some remarks.
Remark 6.2.
(a) There will be five cases we deal with, essentially depending on the ramification of 2. The ratio(
4|∆2|
N
)1/4
is given by |A|−1/2 in case (i), and by (4|A|)−1/2 and (2|A|)−1/2 in cases (ii) and
(iii), respectively. In cases (iv) and (v),
( |∆2|
N
)1/4
= |A|−1/2. See Lemma 6.6 below for these
formulas.
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(b) A simple argument using class field theory shows that if p is an odd prime, then vp(∆K) = 3
implies p ≡ 1 (mod 4). Specifically, only 2 and primes that are 1 (mod 4) can be ramified in
K2 and all primes that ramify in K2 must also ramify in K/K2.
In [HHR+86], it is shown that every C4-quartic field K can be written uniquely in the form
K = Q(α), where α =
√
A(D +B
√
D) with A,B,C,D ∈ Z satisfying
• A is squarefree and odd,
• D = B2 + C2 is squarefree and B,C > 0,
• gcd(A,D) = 1.
Note that K is totally real if A > 0 and totally imaginary if A < 0. In the following, there are 5 cases
to consider:
(i) D even;
(ii) D and B odd;
(iii) D odd and B even, A+B ≡ 3 (mod 4);
(iv) D odd and B even, A+B ≡ 1 (mod 4), A ≡ C (mod 4);
(v) D odd and B even, A+B ≡ 1 (mod 4), A ≡ −C (mod 4).
Define
ǫ =
{
−1 in case (v),
1 otherwise.
Let β =
√
A(D −B√D) and let σ be the generator of Gal(K/Q) such that σǫ(α) = β. We introduce
the following normal basis (γ0, γ1, γ2, γ3) of K/Q
γ0 =
1
4
(
1 +
√
D + α+ ǫβ
)
γ1 =
1
4
(
1−
√
D − α+ ǫβ
)
γ2 =
1
4
(
1 +
√
D − α− ǫβ
)
γ3 =
1
4
(
1−
√
D + α− ǫβ
)
,
so that γi = σ
i(γ0). One can show that disc(γ0, γ1, γ2, γ3) = A
2D3. Let Γ be the lattice generated
by the γi. In cases (iv) and (v), [SW06] shows that (γ0, γ1, γ2, γ3) is an integral basis of K. In the
remaining cases, the discriminants [HHR+86] and integral bases [HW90] are
(i) ∆K = 2
8A2D3, basis: (1,
√
D,α, β);
(ii) ∆K = 2
6A2D3, basis: (1, 1+
√
D
2 , α, β);
(iii) ∆K = 2
4A2D3, basis: (1, 1+
√
D
2 ,
α+β
2 ,
α−β
2 ).
With a few simple computations, we obtain the following.
Lemma 6.3. In all cases, OK is a sublattice of Γ. In cases (i)–(iii), we may take as an integral basis:
(i) (1, 2(γ0 + γ2), 2(γ0 + γ3), 2(γ0 + γ1));
(ii) (1, γ0 + γ2, 2(γ0 + γ3), 2(γ0 + γ1));
(iii) (1, γ0 + γ2, γ0 − γ2, γ3 − γ1).
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Proof. We simply note that
2(γ0 + γ2) = 1 +
√
D,
2(γ0 + γ3) = 1 + α,
2(γ0 + γ1) = 1 + β,
γ0 − γ2 = α+ β
2
, and
γ3 − γ1 = α− β
2
.

We will repeatedly use the following simple result whose proof we leave to the reader.
Lemma 6.4. The trace of each of
√
D,α, and β is zero. The three pairwise inner products of
j(
√
D), j(α), and j(β) are all zero. Furthermore,
(6.1) 〈j(α), j(α)〉 = 〈j(β), j(β)〉 = 4|A|D.
A simple consequence is the following.
Lemma 6.5. The elements γ⊥0 , γ
⊥
1 , γ
⊥
2 , γ
⊥
3 form an obtuse superbase of Γ
⊥; indeed,
γ⊥0 =
√
D + α+ ǫβ
γ⊥1 = −
√
D − α+ ǫβ
γ⊥2 =
√
D − α− ǫβ
γ⊥3 = −
√
D + α− ǫβ.
Its Gram matrix is
(6.2)


4D(1 + 2|A|) −4D 4D(1− 2|A|) −4D
−4D 4D(1 + 2|A|) −4D 4D(1− 2|A|)
4D(1− 2|A|) −4D 4D(1 + 2|A|) −4D
−4D 4D(1− 2|A|) −4D 4D(1 + 2|A|)


and its conorm diagram is that of Figure 3(a) with P1 = 4D and P2 = 4D(2|A| − 1).
We will use the following lemma to translate between the parameters A,B,C,D and ∆2,N .
Lemma 6.6. Let p be an odd prime.
(a) The valuation vp(∆K) = 3 if and only if p ramifies in both K2 and K/K2.
(b) The prime 2 ramifies in K2 if and only if v2(∆2) = 3.
(c) When 2 is unramified in K, ( |∆2|
N
)1/4
= |A|−1/2.
(d) When 2 ramifies in K2, (
4|∆2|
N
)1/4
= |A|−1/2.
(e) When 2 ramifies in K, but not in K2,(
4|∆2|
N
)1/4
=
{
(4|A|)−1/2 in case (ii),
(2|A|)−1/2 in case (iii).
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Proof. The formula for discriminants in a tower implies that
(6.3) |∆K | = N∆22.
If p is odd, p ||∆2 if and only if p is ramified. In this case, p only contributes a p2 to ∆K . Therefore,
writing pOK2 = p2, if vp(∆K) = 3, then we must have pOK = P2. And if this is the case, since p is
odd, the ramification of p in K/K2 is tame so that P
2−1 exactly divides the different of K/K2. The
relative norm of P is p, so p ||∆(K/K2). Since the norm of p is p, we have p || N , so that vp(∆K) = 3,
as claimed.
This implies that if 2 is unramified in K, then ∆2 = D and N = A2|D|, so that |∆2|N = A
−2, as
desired.
Let us now consider when 2 ramifies inK. By definition, 2 ramifies inK2 if and only if 2 | D. SinceD
is a squarefree sum of two squares, 2 ∤ D if and only if D ≡ 1 (mod 4). By construction, K2 = Q(
√
D).
Combining these facts gives that 2 is unramified in K2 if and only if ∆2 = D. Otherwise, ∆2 = 4D
and 23 ||∆2. We may now solve for N in (6.3). We obtain
N =
{
24A2D in cases (i) and (iii),
26A2D in case (ii).
This yields the claimed formulas for
(
4|∆2|
N
)1/4
. 
6.1. K unramified at 2. When 2 is unramified in K, the elements γ⊥0 , γ
⊥
1 , γ
⊥
2 , γ
⊥
3 form an obtuse
superbase of O⊥K . By Lemma 6.5, we see that j(O⊥K) is a body-centered tetragonal lattice with side
lengths a = 4
√|A|D and c = 4√D. Thus, ca = |A|−1/2 ≤ 1 with equality exactly when |A| = 1. Since
OK = Γ, its discriminant is A2D3, and hence is a cube exactly when |A| = 1. This completes the
proof of part (a) of Theorem 6.1.
6.2. K ramified at 2.
6.2.1. Case (i): D even.
Proposition 6.7. The elements −4γ⊥0 , 2(γ⊥0 + γ⊥1 ), 2(γ⊥0 + γ⊥2 ), 2(γ⊥0 + γ⊥3 ) form an obtuse superbase
of O⊥K . Its Gram matrix (scaled by 2−6) is

D(2|A|+ 1) −|A|D −D −|A|D
−|A|D |A|D 0 0
−D 0 D 0
−|A|D 0 0 |A|D


yielding a conorm diagram as in Figure 4 with a =
√|A|D and c = √D.
Proof. The superbaseness follows from Lemma 6.3 and the obtuseness from Lemma 6.5. Determining
the Gram matrix is a simple computation and the conorm diagram is exactly as stated. 
This shows that j(O⊥K) is a primitive tetragonal lattice with side lengths a =
√|A|D and c = √D.
Thus, ca = |A|−1/2 ≤ 1 with equality exactly when |A| = 1. Since the discriminant of OK is 211A2
(
D
2
)3
in this case, we have completed the proof of part (b) of Theorem 6.1 in case (i).
It remains to deal with cases (ii) and (iii); in particular, we must show that neither of these cases
give cubic lattices.
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6.2.2. Case (ii): D and B odd.
Proposition 6.8. The elements γ⊥2 − 3γ⊥0 , 2(γ⊥0 +γ⊥1 ), γ⊥0 +γ⊥2 , 2(γ⊥0 +γ⊥3 ) form an obtuse superbase
of O⊥K . Its Gram matrix (scaled by 2−4) is

D(8|A|+ 1) −4|A|D −D −4|A|D
−4|A|D 4|A|D 0 0
−D 0 D 0
−4|A|D 0 0 4|A|D


yielding a conorm diagram as in Figure 4 with a = 2
√|A|D and c = √D. In particular, a 6= c.
Proof. Again, the superbaseness follows from Lemma 6.3 and the obtuseness from Lemma 6.5. Deter-
mining the Gram matrix is again a simple computation and the conorm diagram is exactly as stated.
If a = c, then A would not be an integer. 
6.2.3. Case (iii): D odd, A+B ≡ 3 (mod 4).
Proposition 6.9. The elements γ⊥1 − γ⊥3 − 2γ⊥0 , γ⊥3 − γ⊥1 , γ⊥0 + γ⊥2 , γ⊥0 − γ⊥2 form an obtuse superbase
of O⊥K . Its Gram matrix (scaled by 2−4) is

D(4|A|+ 1) −2|A|D −D −2|A|D
−2|A|D 2|A|D 0 0
−D 0 D 0
−2|A|D 0 0 2|A|D


yielding a conorm diagram as in Figure 4 with a =
√
2|A|D and c = √D. In particular, a 6= c.
Proof. The proof is the same as the previous case. 
This ends the proof of Theorem 6.1
7. The distribution of shapes of C4-quartic fields
The shapes of C4-fields form a discrete set of points that has no accumulation point in the space
of shapes and as such they cannot be equidistributed in some (positive-dimensional) submanifold of
the space of shapes. In this section, we will therefore determine asymptotics for the set of C4-fields of
given shape (and signature). Given the description we have of C4-fields from §6, this question reduces
to certain asymptotics of well-known arithmetic functions that we now describe.
7.1. Some notation. For Σ a set of prime numbers and n ∈ Z, we write (n,Σ) = 1 to mean that n
is relatively prime to every element of Σ. Let Σ0 be the set of primes congruent to 2 or 3 modulo 4
and let Σ = Σ0 ⊔Σ1, where Σ1 is a finite set of primes disjoint from Σ0. For a non-zero integer A, let
ΣA = Σ0 ∪ {p | A}.
Given an arithmetic function f : Z≥1 → C, we let
L(s, f) :=
∑
n≥1
f(n)
ns
.
For n ∈ Z≥1, let ω(n) denote the number of distinct prime divisors of n and let µ(n) denote the
Mo¨bius µ-function. For one of the subsets U = {1}, {5}, or {1, 5} of (Z/8Z)×, let
fΣ,U (n) :=
{
|µ(n)|2ω(n) (n,Σ) = 1 and n (mod 8) ∈ U
0 otherwise.
(we will allow ourselves to drop the subscript U when U = {1, 5}; indeed, in this case, U does not
impose any extra condition since Σ contains all primes that are not 1 (mod 4)). In the next section,
we will reduce the determination of the asymptotics for C4-quartic fields of a given shape to that of
the following functions:
FΣ,U (Y ) =
∑
1≤n≤Y
fΣ,U (n).
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7.2. Reduction to asymptotics of simpler arithmetic functions. Recall from §6 that a C4-
quartic field is given uniquely byK = Q(α), where α =
√
A(D +B
√
D) with A,B,C,D ∈ Z satisfying
• A is squarefree and odd,
• D = B2 + C2 is squarefree and B,C > 0,
• gcd(A,D) = 1.
Then, Theorem 6.1 tells use that the shape of K depends only on A and whether the field is in case
(i), (ii), (iii), or the unramified-at-2 cases (iv) and (v) (which we will combine here). We denote the
corresponding lattice shapes by Λ
(i)
A ,Λ
(ii)
A ,Λ
(iii)
A , and Λ
(nr)
A , respectively (with nr denoting the unramified
cases). For each ? ∈ {(i), (ii), (iii), nr}, let
N?,±A (X) = #{K a C4-quartic field such that |∆K | ≤ X, sgn(A) = ±1, sh(K) = Λ?A}.
Theorem 7.1. Let A be squarefree and odd. Let
CΣ :=
∏
p
(
1 +
fΣ(p)
p
)(
1− 1
p
)
,
so that
CΣA := CΣ0 ·

 ∏
p|A
p≡1 (mod 4)
p
p+ 2

 .
Then, for all ǫ > 0,
N
(i),±
A (X) =
CΣA
(214A2)1/3
X1/3 +O(X1/3/(logX)1−ǫ),(7.1)
N
(ii),±
A (X) =
CΣA
(29A2)
1/3
X1/3 +O(X1/3/(logX)1−ǫ),(7.2)
N
(iii),±
A (X) =
CΣA
(210A2)
1/3
X1/3 + o(X1/3),(7.3)
N
(nr),±
A (X) =
CΣA
(26A2)
1/3
X1/3 + o(X1/3).(7.4)
Remark 7.2. As alluded to in the introduction, these counts present arithmetic behaviour that is
not compatible with being well-behaved with respect to a measure inherited by a G-action for any
(non-trivial) subgroup G of GLn(R). Indeed, within a given case, if, e.g., A2 = pA1, for some prime
p ∤ A1, the proportion of fields with shape given by A1 versus shape given by A2 is
p
2/3 +
2
p1/3
p ≡ 1 (mod 4)
p2/3 p ≡ 3 (mod 4).
Since the parameter A is a scaling parameter, an invariant measure would require that this proportion
not depend on the congruence class of p modulo 4.
We reduce the asymptotics of these functions to asymptotics of the functions FΣ,U (Y ) of the previous
section case-by-case. First, let us note that basically what we are trying to do comes down to counting
how many ways a given D can be written as a sum of two squares. Let us briefly recall what is known
about this. Let Q(D) denote the number of ways of writing D as a sum of two squares B2 + C2
without regard to the order or signs of B and C. It has been known for quite some time that when D
is squarefree and not divisible by any primes that are 3 (mod 4), we have that
Q(D) =
{
2ω(D)−2 D even
2ω(D)−1 D odd.
For the cases (iii) and nr, we will need the following lemma.
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Lemma 7.3. Let D ∈ Z≥1 be odd. Then, D can be written as B2 + C2 with B ≡ 0 (mod 4) if and
only if D ≡ 1 (mod 8). In particular, if D can be written in this way, then all ways of writing D as
a sum of two squares have B (or C) ≡ 0 (mod 4).
Proof. If D = B2 + C2 with B ≡ 0 (mod 4), then D ≡ 1 (mod 8) since 1 is the only odd square
modulo 8. Conversely, since D is odd, exactly one of B or C is even, so that if D can’t be written as
B2+C2 with B ≡ 0 (mod 4), then it must be that D can be written as B2+C2 with B ≡ 2 (mod 4)
and C odd. But then B = 2B′, with B′ odd and
D = (2B′)2 + C2
≡ 4 · 1 + 1 (mod 8)
≡ 5 (mod 8).

We now proceed case-by-case to relate asymptotics of N?,±A (X) to those of FΣA(Y ).
Case (i): D even. We have that
N
(i),±
A (X) =
∑
2≤D≤( X
28A2
)
1/3
D squarefree
(D/2,ΣA)=1
D even
Q(D)(7.5)
=
∑
1≤D′≤ 12 ( X28A2 )
1/3
D′ squarefree
(D′,ΣA)=1
D′ odd
2ω(D
′)−1(7.6)
=
1
2
FΣA
(
1
2
(
X
28A2
)1/3)
.(7.7)
Case (ii): D,B odd. Note that if D = B2 + C2 is odd, then exactly one of B or C is odd, so that
we are again counting the appropriate D with multiplicity Q(D), i.e.
N
(ii),±
A (X) =
∑
1≤D≤( X
26A2
)1/3
D squarefree
(D,ΣA)=1
Q(D)(7.8)
=
∑
1≤D≤( X
26A2
)
1/3
D squarefree
(D,ΣA)=1
2ω(D)−1(7.9)
=
1
2
FΣA
((
X
26A2
)1/3)
.(7.10)
Case (iii): D odd, A+B ≡ 3 (mod 4). In this case, B is required not only to be even, but to satisfy
a congruence condition modulo 4. If A ≡ 3 (mod 4), then B ≡ 0 (mod 4), and if A ≡ 1 (mod 4), then
B ≡ 2 (mod 4). In view of Lemma 7.3, let U = {1} or {5} according to whether A is 3 or 1 (mod 4),
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so that for a given choice of A, we must count those D whose congruence class module 8 is in U , i.e
N
(iii),±
A (X) =
∑
1≤D≤( X
24A2
)1/3
D squarefree
(D,ΣA)=1
D (mod 8)∈U
Q(D)(7.11)
=
∑
1≤D≤( X
24A2
)1/3
D squarefree
(D,ΣA)=1
D (mod 8)∈U
2ω(D)−1(7.12)
=
1
2
FΣA,U
((
X
24A2
)1/3)
.(7.13)
Case nr: 2 unramified in K. In this case, D is odd and A+B ≡ 1 (mod 4). As such, the answer is
along the same lines as in case (iii), but with the opposite choice of U , i.e. U = {1} or {5} according
to whether A is 1 or 3 (mod 4). Then,
N
(nr),±
A (X) =
∑
1≤D≤( X
A2
)1/3
D squarefree
(D,ΣA)=1
D (mod 8)∈U
Q(D)(7.14)
=
∑
1≤D≤( X
A2
)1/3
D squarefree
(D,ΣA)=1
D (mod 8)∈U
2ω(D)−1(7.15)
=
1
2
FΣA,U
((
X
A2
)1/3)
.(7.16)
7.3. Asymptotics of some arithmetic functions. In this section, we will use the Wirsing–Odoni
method and Wiener–Ikehara Tauberian Theorem to obtain asymptotics for FΣ,U (Y ). We will need the
following lemma on the absolute convergence of Dirichlet series of certain multiplicative functions.
Lemma 7.4. Suppose h(n) is a multiplicative function satisfying the following three properties for all
primes p and all positive integers k:
(a) there is an M ≥ 1 such that |h(pk)| ≤M ;
(b) there is an integer K > 0 such that h(pk) = 0 for all k > K;
(c) h(p) = 0.
Then, the Dirichlet series
H(s) =
∑
n≥1
h(n)
ns
converges absolutely for ℜ(s) > K−1K .
Proof. Given
n =
r∏
i=1
peii
for distinct primes pi and ei ∈ Z≥2, let
n′ =
r∏
i=1
pei−1i > 1.
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This gives a bijection between squarefull n and integers n′ > 1. We have that |h(n)|, |h(n′)| ≤ M r.
Let ǫ > 0. For sufficiently large n′,
r ≤ logM (n′ǫ/2),
so that
|h(n′)| = O(n′ǫ/2).
If n is such that ei ≤ K for all i, then
(ei − 1) ≤ eiK − 1
K
,
so that if σ = K−1K + ǫ, then
nσ =
r∏
i=1
peiσi =
r∏
i=1
p
ei(K−1)/K+eiǫ
i ≥
r∏
i=1
p
ei−1+(ei−1)ǫ
i = n
′1+ǫ
We therefore obtain ∑
n≥1
|h(n)|
nσ
≤
∑
n′≥1
|h(n′)|
n′1+ǫ
= O

∑
n′≥1
1
n′1+ǫ/2

 <∞.

Throughout this section, for j = 3, 5, 7, we let χj denote the (unique) Dirichlet character modulo 8
whose kernel is generated by j mod 8. We heartily thank Robert Lemke Oliver for pointing us to the
following wonderfully simple approach using the Wirsing–Odoni method!
Proposition 7.5. With the notation of §7.1, we have that, for all ǫ > 0,
(7.17) FΣ(Y ) = CΣY +O(Y/(log Y )
1−ǫ)
where
(7.18) CΣ =
∏
p
(
1 +
fΣ(p)
p
)(
1− 1
p
)
.
Proof. We use the Wirsing–Odoni method as laid out in [FMS10, Proposition 4]. The first stipulation
of the Wirsing–Odoni method is that it applies to multiplicative functions of which fΣ(n) is an example.
Next, since
0 ≤ fΣ(pr) ≤ 2
for all prime powers pr, we may take u = 2 and v = 0 in [FMS10, Proposition 4]. Finally, we must
find real numbers ξ > 0 and 0 < β < 1 such that∑
p<X
fΣ(p) = ξ
X
logX
+O
(
X
(logX)1+β
)
.
The left-hand side is simply 2 times the sum of all primes less than X that are not in Σ. The condition
of not being in Σ only excludes finitely many primes beyond the congruence condition of being 1
modulo 4, so that all we need is Dirichlet’s theorem on primes in arithmetic progressions, as well as
the Siegel–Walfisz Theorem (see e.g. [IK04, Corollary 5.29]) for the error term, to conclude that we may
take any β ∈ (0, 1) and ξ = 1. Plugging these numbers into the conclusion of [FMS10, Proposition 4]
yields the stated result. 
To deal with FΣ,{1}(Y ) and FΣ,{5}(Y ), we will use the Wiener–Ikehara Tauberian Theorem as in
[Mur08, Exercise 3.3.3].
Proposition 7.6. If U = {1} or {5}, then
(7.19) FΣ,U (Y ) =
1
2
CΣY + o(Y )
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Proof. For U = {1} or {5}, fΣ,U (n) is not multiplicative so the Wirsing–Odoni method does not apply.
Since
FΣ(Y ) = FΣ,{1}(Y ) + FΣ,{5}(Y ),
it suffices to prove the result for FΣ,{1}(Y ). By elementary mathematics (or the orthogonality of
Dirichlet characters, if you’re not into that whole brevity thing), we have that
(7.20) FΣ,{1}(Y ) =
1
2

FΣ(Y ) + ∑
1≤n≤Y
χ3(n)fΣ(n)

 .
We therefore concentrate on the Dirichlet series L(s, fΣ,χ3), where fΣ,χ3(n) = χ3(n)fΣ(n). It suffices
to show that ∑
1≤n≤Y
χ3(n)fΣ(n) = o(Y ).
Since |fΣ,χ3(n)| ≤ fΣ(n), we first study L(s, fΣ).
Let
HΣ0(s) := L(s, fΣ0)
(
ζ(s)L(s, χ5)
)−1
=
∑
n≥1
hΣ0(n)
ns
,
where hΣ0 = fΣ0 ∗ µ ∗ µχ5, where ∗ denotes Dirichlet convolution. Then, hΣ0(n) is multiplicative and
hΣ0(p
k) =


1 if k = 0
−3 if k = 2 and p ≡ 1 (mod 4)
−1 if k = 2 and p 6≡ 1 (mod 4)
2 if k = 3 and p ≡ 1 (mod 4)
0 otherwise.
Therefore, by the previous lemma, the Dirichlet series for HΣ0(s) converges absolutely for ℜ(s) > 2/3
and defines HΣ0(s) as a non-zero analytic function in that region. Letting
HΣ(s) := HΣ0(s) ·
∏
p∈Σ\Σ0
(
1 + 2p−s
)−1
,
we obtain the factorization
(7.21) L(s, fΣ) = ζ(s)L(s, χ5)HΣ(s).
Since ζ(s) and L(s, χ5) (and HΣ(s)) converge absolutely for ℜ(s) > 1, so does L(s, fΣ). Furthermore,
L(s, χ5) has analytic continuation to the entire complex plane and L(1, χ5) 6= 0, so that L(s, fΣ) has
meromorphic continuation to ℜ(s) > 2/3 with a simple pole at s = 1. In order to apply the Wiener–
Ikehara Tauberian theorem to fΣ,χ3 and obtain our result, it now suffices to show that L(s, fΣ,χ3)
converges absolutely for ℜ(s) > 1 and extends to an analytic function on ℜ(s) ≥ 1.
We proceed along the same lines as the previous paragraph, letting
HΣ0,χ3(s) := L(s, fΣ0,χ3)
(
L(s, χ3)L(s, χ7)
)−1
=
∑
n≥1
hΣ0,χ3(n)
ns
,
where hΣ0,χ3 = fΣ0,χ3 ∗ µχ3 ∗ µχ7 and is again a multiplicative function. We have that
hΣ0,χ3(p
k) =


1 if k = 0
−3 if k = 2 and p ≡ 1 (mod 4)
−1 if k = 2 and p 6≡ 1 (mod 4)
2 if k = 3 and p ≡ 1 (mod 8)
−2 if k = 3 and p ≡ 5 (mod 8)
0 otherwise.
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This implies that HΣ0,χ3(s) converges absolutely for ℜ(s) > 2/3, and similarly for
HΣ,χ3(s) := HΣ0,χ3(s) ·
∏
p∈Σ\Σ0
(
1 + 2χ3(p)p
−s)−1 .
Since L(s, χ3) and L(s, χ5) both converge absolutely for ℜ(s) > 1 and extend to analytic functions
on the entire complex plane, L(s, fΣ,χ3) converges absolutely for ℜ(s) > 1 and extends to an analytic
function on ℜ(s) > 2/3. The Wiener–Ikehara Tauberian Theorem applies to yield the result. 
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