Abstract-Contraposing the status of spectrum resources is tension and spectrum utilization is low, the dynamic spectrum allocation technology is studied. Due to lack of central control entity in distributed cognitive networks, cognitive users need to select channel and power for communication intellective. Based on the intelligence of Q-learning, we proposed an improved dynamic spectrum allocation algorithm. The state space, action space and reward function of the algorithm are built in the paper, and the agents are guided to perform actions through designing the reward function. The algorithm gives fully autonomy selective to cognitive users. This strengthened the dynamic management of spectrum resources. We also did many experiments. Numerical simulation results show that the proposed algorithm can not only realize the autonomy of channel and power allocation, but also improve system throughput compared to others. It boosts spectrum utilization effectively.
INTRODUCTION
With the rapid development of wireless business, the spectrum resources become more and more scarce, which will be a bottleneck restricts the development of wireless communication technology in future. However, the survey report about radio spectrum usage Federal Communications Commission (FCC) did in 2002 pointed out that the spectrum utilization of current allocation is very low, about 15% -85% [1] . So, there has not been shortage of spectrum resources in the true sense, the phenomenon of resources shortage and low utilization exist at the same time. As long as taking effective management manners and technical measures, those cognitive users are made to access the spectrum when they does not affect the main users, the tension phase of spectrum resources can be alleviated largely. Due to the static frequency allocation model lack of flexibility, it does not meet the need of electromagnetic spectrum management in the future. Hence, new technologies of frequency reuse must be developed in the time and space domain. Cognitive radio is put forward in this case as a spectrum resource sharing technology, its core function is to sense the electromagnetic environment, find the spectrum holes, and allocate the available frequencies to cognitive users dynamically without interfering the premise users, which improves spectrum utilization effectively.
At present, there are four kinds of spectrum allocation models: coloring of graph theory, Markov, auction bidding, and game theory [2] . But none of them involves the autonomy problem of dynamic spectrum allocation, it dose not meet the requirements of dynamic environment. In order to realize self-management of resources, the network needs self-learning ability to correct its control strategies constantly according to the actual operation. Q-learning as a model-free, teacher-free and on-line reinforcement learning algorithm is an effective way to solve such problems [3] . Recent years, the study of Q-learning has been used for cognitive radio system. Reference [4] used Q-learning to solve the data fusion problem in cooperative spectrum sensing, [5] utilized Q-learning to improve the signal detection performance for cognitive radio system, [6] applied Q-learning to limit the interference that cognitive users did to primary users in joint interference control of cognitive network, and [7] employed Q-learning solve the dynamic management of the cognitive radio system. On the basis of these studies, this paper advanced an improved Q-learning algorithm. The algorithm takes into account of the effect which frequency and power on the communication links simultaneously in the network. It realizes the spatial multiplexing of frequency effectively and achieves the purpose of making full use of spectrum resources.
II. Q-LEARNING THEORY [8] Assume that an agent which interacts with a finite-state, time-discrete stochastic system. Let { } 
Where γ is the discount factor, 0 
The advantage of Q-learning is to find the optimal , ' '
Applying the Bellman's criterion, we can find the largest ( , ) Q s a , denoted by
From (3) and (4), the optimal state's value and policy are
The Q-learning rule to update the Q-values is:
Where ' a is the action that agent takes at state ' s next time. From (8), it can be concluded that, the current Q value is consisted of the immediate reward under the current state and action, and the Q-values of subsequent states discounted by γ . Thus, the ideology of Q-learning is not to learn the optimal policy directly but optimize ( , ) Q s a through iterations constantly. The optimal policy can be found by estimating the accumulated reward.
III. DYNAMIC SPECTRUM ALLOCATION ALGORITHM BASED ON Q-LEARNING
Because of lacking central control base station, there is no distribution body. The intelligence of Q-learning can turn the spectrum allocation problem into the problem that cognitive users choose the available channels. We make the cognitive user's channel selection module as the agent module. The interaction diagram of channel selection agent with the environment based on Q-learning is set up as shown in Fig. 1 . The channel selection module selects a specific action a in the current state s , gaining the environmental feedback reward r . It observes the next state at one time, and learns the value of ( , )
Q s a , entering into the next iteration. Therefore, in the channel selection algorithm based on Q-learning, it needs to identify various elements of the algorithm, including the state space, action space, reward function, and so on. Now we will discuss them one by one. Knowability is the input of state must be the information that agent can extract and process. Nonaftereffect requires the previous state only affects the latter state, not flux because of the following elements [9] . The key point of Q-learning frequency selection algorithm is to consider cognitive users how to select appropriate channel and power for communication, avoiding interfere with users which are communicating. That is the problem to determine a reasonable "user-to be selected resources". Assume there are N cognitive users and C available channels in the network. The performance of transmitting equipments and receiving equipments are accordant to each cognitive user.
The power values that transmitters can choose is P , and the available channels are set to be C . 
B. The Action Space
Q-learning-based channel selection algorithm, its action is to distribute channels and transmitting powers to the links which apply to communicate. The principle is not only make the link communicate successfully, but also does not cause interference to the link which are communicating. The action variable meet requirements above at time t can express by ( , )
∈ is to select available channels and transmit powers from the aggregate respectively.
C. The Design of Reward Function
There are many ways to define reward function. Typically, when the actions taken are consistent with the purpose to be achieved, the reward function can be set to a fixed value based on experience, such as in [10] . This method is too simple only considers few factors of reward function. Reference [11] defined the system throughput as reward function, [12] assessed the reward applying a specific action by evaluating the sum of the service rates of all the users on transmissions. They all achieved good results through Q-learning algorithm's iteration. We consider the algorithm's application background, putting the interfere factor between links into the design of reward function. That is, the agent selects channel at any time will take into account of the interference to the existing communication links, thereby selects the appropriate channel and power to communicate. On the basis of spectrum utilization, the reward function is expressed as: 
D. The Searching Policy
An important aspect of Q-learning is the tradeoff between exploration and exploitation. Exploitation is to choose the best action according to (6) , and exploration is to choose the action system has never been tried. The balance between exploiting and exploring depends on the estimate accuracy and the environment dynamic behavior. The searching policy of channel selection algorithm uses classical ε -greedy algorithm. The agent chooses a random action with a small probability ε , and chooses an action with a maximum Q value with probability 1 ε − .
IV. EXPERIMENTATION ANALYSIS
In order to test the effectiveness of the proposed algorithm, we use MATLAB simulation tool to simulate the algorithm's performance. The business duration of communication links in the network is modeled as Poisson process with the parameter λ . The probability of cognitive users' application is assumed to obey equality distribution. Each channel is modeled as having unit bandwidth and the same background noise power of 0 n . Over the time period of interest, we assume that the channel gains are fixed. The case when application more than one never happens every time due to independent Poisson process and each link can only use one channel for communication. There are ten cognitive users in the network, including the links which has been allocated and those are requesting to communicate. The basic simulation parameters settings as shown in table 1. As mentioned above, the key of applying Q-learning is to construct the state space, action space and reward function. In Q-learning-based dynamic spectrum allocation algorithm, a lot of references did not consider the effects that power does to the allocation when they designed those factors. But this way is not scientific in practice. The link wants to build communication successfully not only need communication frequency but also need transmission power for the transmitter. Visibly, for making full reuse of spectrum in space, improving spectrum utilization effectively, it is important to consider the influence that power does to the algorithm. Take [10] for example, it only described channel for the state space. Fig. 2 is the convergence experiment based on Q-learning dynamic spectrum allocation algorithm. Compare the performance of the proposed algorithm with [10] . It can be seen, the collision probability is higher at starting time when the agent chooses channel and power. With the continuous learning of Q-learning algorithm, the collision probability gradually reduces and eventually reaches convergence. Obviously, the algorithm of [10] only considered channel factor has higher collision probability in the initial simulation. In our paper's simulation environment, the time required to reach convergence and the collision probability after convergence are more than the algorithm that channel and power are considered. The parameter is bigger, the communication time also gets longer correspondingly. As shown in the figure, the biggest parameter has the biggest collision probability after the beginning and convergence. It shows that the longer duration of the communication, the bigger collision probability of the applying communication links. This conclusion is consistent with the practical application. [12] and the static allocation algorithm, it is easy to find, the average spectrum utilization of our algorithm is significantly higher than the other two, and, the static spectrum allocation utilization is minimum. Q-learning as an important artificial intelligence method has been applied in many areas. The paper studies dynamic spectrum allocation based on the intelligence of Q-learning and its application. We proposed an improve dynamic spectrum allocation algorithm on the basis of Q-learning. It can be seen from the construction of state, action and reward function, the Q-learning-based dynamic spectrum allocation algorithm guides agents execute actions by designing the reward function. And, the searching policy of Q-learning algorithm wouldn't make the agent choose the action that has the biggest reward, but choose other actions at a certain probability. This also supports the dynamic management of frequency resources. The simulation experiments and analysis fully explain the validity of this algorithm. It improves the spectrum utilization effectively.
