This article discusses the development of the online sequential circular extreme learning machine (OS-CELM) and structural tolerance OS-CELM (STOS-CELM). OS-CELM is developed based on the circular extreme learning machine (CELM) to enable sequential learning. It can update a new chunk of data by spending less training time to update the chunk than the batch CELM. STOS-CELM is developed based on an idea similar to that of OS-CELM, but with a Householder block exact inverse QR decomposition (QRD) recursive least squares (QRD-RLS) algorithm to allow sequential learning and mitigate the criticality of deciding the number of hidden nodes. In addition, our experiments have shown that given the same hidden node setting, STOS-CELM can deliver accuracy comparable to a batch CELM approach and also has higher accuracy than the original online sequential extreme learning machine (OS-ELM) and structural tolerance OS-ELM (STOS-ELM) in classification problems, especially those involving high dimension datasets.
INTRODUCTION
The extreme learning machine (ELM) is a supervised algorithm proposed by Huang et al. (2004; 2011) . It has been shown that ELM enables a very fast learning process and leads to satisfactory accuracy. The conventional ELM relies on a batch-mode learning mechanism. When there is new available data, the batch-mode ELM has to retrain the model with an entire dataset, including previously used data and the newly available data. This requires a long time, even when the new data is very small. Liang et al. (2006) developed the online sequential extreme learning machine (OS-ELM) to address this issue and claimed that its results had higher accuracy than the batch ELM accuracy. However, OS-ELM is very sensitive . That is, the performance of OS-ELM along a sequence of online updates leads to a lower accuracy. This can be explained by the fact that OS-ELM repeats ELM for its very first batch. The number of hidden nodes, which is a number of model parameters, is selected to best fit the data. However, although the selected number of nodes is suitable for the very first batch in the OS-ELM context, this number is fixed and may be less suitable later, after more data is accrued.
To solve this problem, Horata et al. (2015) 
introduced structural tolerance OS-ELM (STOS-
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Sin Activation Structural Tolerance of Online Sequential Circular Extreme Learning Machine ELM), which uses the Householder block exact QR decomposition recursive least squares (HBQRD-RLS) (Rontogiannis & Theodoridis, 2009 ). This ensures that the online update is more robust, by enabling OS-ELM to have a large number of nodes from the beginning.
In another line of research to extend ELM capability, Decherchi et al. (2013) proposed a circular extreme learning machine (CELM) that can handle high dimension problems better than the conventional ELM. CELM is a single-hidden layer feedforward network (SLFN) that uses circular back propagation (CBP) (Ridella et al., 1997; Gastaldo et al., 2002) architecture. CBP adds one dimension, which is the norm of the input. That extra dimension provides for the better handling of high dimension problems than by basic input formulation (Ridella et al., 1997) . The additional dimension improves the overall performance of the CELM without affecting the generalization of the ELM structure. CELM has been successfully applied to assessment of perceived image quality (Decherchi et al., 2013; Atsawaraungsuk & Horata, 2015) . This paper proposes two online sequential versions of CELM. The first version, an online sequential circular extreme learning machine (OS-CELM), aims to add an online update capability to CELM based on the OS-ELM approach. The second version, a structural tolerance OS-CELM (STOS-CELM) aims to extend CELM based on the HBQRD-RLS algorithm (Rontogiannis & Theodoridis, 2009; Horata et al., 2015) . Our experimental results show that STOS-CELM can improve the accuracy of both online versions of ELM, especially when applied to high dimensional datasets. STOS-CELM also shows the robustness of its predecessor STOS-ELM.
This article is organized as follows: Section 2 describes OS-ELM, HBQRD-RLS, CELM, and the proposed algorithm OS-CELM and STOS-CELM; Section 3 explains the experimental design and experimental results; Section 4 briefly discusses the findings, and Section 5 presents the conclusion.
METHODOLOGY 2.1. Online Sequential Extreme Learning Machine
In a real situation, training samples may arrive sequentially, in a chunk-by-chunk form. To solve this problem, Liang et al. (2006) proposed an online sequential extreme leaning machine (OS-ELM) that can update the data immediately. Let
the training sample set, [ 1] k  H the hidden layer output matrix, and [ 1] k  T the matrix that contains the target values. The objective of OS-ELM can then be written as
where k H is the hidden layer output matrix that can be calculated from new arrival data k X , and k T is a target values matrix of k X .
OS-ELM can summarize the steps to compute as follows. At the initial step, if the number of hidden nodes K is less than or equal to the number of samples N then the output weights from training [0; 1] k  X and k X are defined as
where
In OS-ELM, Equation 3 k K can be rewritten to the terms of
with Equation 2 divided e as
An important way to calculate
, which can be reformed based on the Woodbury formula (Golub & Loan, 1996) as 
Householder Block Exact Inverse QRD-RLS Algorithm to Handle a New Added
Chunk of Data to the System The Householder-based QR-decomposition recursive least squares algorithms (HBQRD-RLS) (Rontogiannis & Theodoridis, 2009 ) can handle the least squares system and make the sequential learning robust. The HBQRD-RLS has to store and update the square root factor of the input data covariance matrix (
However, its computing steps are summarized as follows.
Initially, the step can be solved in the triangular system (Pan & Plemmons, 1989; Moonen & Vandewalle, 1991) .
The first step of HBQRD-RLS is to compute the matrix production, thus: Golub and Loan (1996) and Trefethen and Bau (1997) 
The last step of HBQRD-RLS is to update the new least square solution as follows:
T kk  EF and known as the Kalman Gain.
Circular Extreme Learning Machine
The CELM (Decherchi et al., 2013 ) is the one extended ELM. It has the same structure as ELM and circular back propagation (CBP) architecture to enable it to map both linear and circular decision boundaries. CELM is like ELM without the hidden layer output; the difference is that it can be calculated from
where H is the hidden layer output matrix (K is the number of hidden nodes), 
The Proposed OS-CELM
The proposed algorithm, the OS-CELM, is the online sequential version of CELM. It can train the samples that arrive sequentially chuck by chunk. We can summarize the process of OS-CELM as shown in Figure 1 .
The Proposed STOS-CELM
The structural tolerance OS-CELM is one way to enable sequential learning for CELM. STOS-CELM uses the HBQRD-RLS algorithm to store and update
STOS-CELM is summarized in Figure 2 . 6. Go to step (4), k=k+1, when a new sample comes to the training process End 7. Go to step (4), k=k+1 when a new sample comes to the training process. End Figure 2 Algorithm of STOS-CELM
RESULTS
Experimental Setup
This section describes the experiments in detail. The 46 datasets from the AYRNA research group-most of which are housed in the University of Irvine, California (UCI) repository-are used to test the performance of methods that run on MATLAB version R2014a in environment Core i3 3.40 GHz Ram 4.00 GB. The 10-fold cross-validation method was used to validate the random input weight and biases and find the optimal number of hidden nodes selected in the range of 1-200.
Performance Comparison of Activation Function in STOS-CELM
To analyze the STOS-CELM of six activation functions-sigmoid, sin, hardlim, tribas, radbas, and Q-Gaussian activation-the experimental results were quantified by several statistical methods, thus: the percentage of correct classification T, the percentage of the mean ( T ),percentage of the median ( T  ), average ranking ( R ), and standard deviation (SD). Table 1 shows the results of the performance of STOS-CELM with the sin activation function as the highest rank in 27 datasets. This yields the highest mean ( T = 86.37), median ( T  = 87.76), and average ranking ( R = 2.89). The sigmoid function has the lowest SD with sin function the second lowest. These results show that the sin activation function has a winning score of 4-1, which is suggested as the activation function of STOS-CELM.
Performance Comparisons of STOS-CELM
To analyze the performance of STOS-CELM, it was compared with five algorithms: ELM, OS-ELM, STOS-ELM , the original CELM, and OS-CELM. Statistical measures were used to evaluate performance as above (Section 3.2) and add win (-+‖), tie (-=‖), and lose (--‖) rates among STOS-CELM and the compared methods (the meta-metrics evaluation) (Stefani & Xenos, 2009; Horata et al., 2013) . As Table 2 shows, STOS-CELM had the highest accuracy in 14 datasets, with a mean ( T = 86.37), median ( T  = 87.76), and average ranking ( R = 3.65). The SD of the STOS-CELM was the second lowest (after ELM). These results show STOS-CELM as outperforming the compared methods. It is more accurate than STOS-ELM, especially when applied to high dimensional datasets such as Gene, Promoter, Audio, and Soybean that have 120, 114, 93, and 82 attributes, respectively. Figure 3 shows the three methods' accuracy rates when the number of hidden nodes varied in the range of 1-200. The accuracy of OS-CELM peaked and then declined when the number of hidden nodes increased more than the initial data, while STOS-CELM and CELM maintained robustness. The experimental results showed the accuracy rate of OS-CELM to be very much affected by an inappropriate number of hidden nodes. On the other hand, the accuracy rate of STOS-CELM and CELM were only slightly affected by this, which means that an appropriate number of hidden nodes is necessary for OS-CELM but STOS-CELM and CELM can be used with many hidden nodes, so the general performance of STOS-ELM for classification problems is comparable to that of CELM, while it also has a higher accuracy than ELM, OS-ELM, and STOS-ELM, especially when applied to high dimensional datasets.
The Generalization Performance of STOS-CELM with Varied Numbers of Hidden Nodes
DISCUSSION
CELM is a version of ELM that can improve it to handle high dimension datasets and complex problems. However, in many practical applications, such as the real-time radio-frequency identification (RFID) indoor positioning system for shop-floor management (Yang et al., 2015) and time series prediction (Lu et al., 2017) , data are acquired sequentially, and CELM has to retrain all of the CELM processes to account for the new data. This causes a large amount of unnecessary training time. STOS-CELM is proposed here is to mitigate this issue by employing the advantage of CELM and improving its accuracy for long sequences of online updates. However, the accuracy of STOS-CELM still depends on the number of hidden nodes, which are fixed from the onset. Our research group envisions a mechanism to enable the addition of nodes during the process. This mechanism should be able to monitor prediction error and restructure the model to best suit the current state. Such a mechanism would allow for more flexibility in the STOS-CELM design and lead to wider applications of the technique.
CONCLUSION
This paper has proposed a structure tolerance online sequential circular extreme learning machine (STOS-CELM) based on the Householder block exact inverse QRD-RLS (HBQRD-RLS) algorithm to improve OS-CELM. The proposed method was evaluated according to 46 classification problems using several performance statistics. The results showed that OS-CELM is sensitive to the number of hidden nodes. If an inappropriate number of hidden nodes were selected, it was likely to produce a low accuracy. However, STOS-CELM and CELM were less affected by this. Furthermore, the quality of the solution from STOS-CELM was also shown to be better than that of ELM, OS-ELM, STOS-ELM CELM, and OS-CELM.
