Variational derivation of the expression of the solution of Monge's problem posed on compact manifolds (possibly with boundary), assuming all data are smooth, the solution is a diffeomorphism and the cost function satisfies a generating type condition.
Introduction
Let X be a compact connected manifold (all objects are C ∞ unless otherwise stated). We assume that, either X has no boundary, or it is a domain contained in some larger manifold. Let Y be a manifold diffeomorphic to X and µ (resp. ν) an everywhere positive probability measure on X (resp. Y ). We say that a map ϕ : X → Y pushes µ to ν, and write ϕ # µ = ν, if the following equality 1 :
holds for each function h : Y → R. Furthermore, let c : Ω ⊂ X × Y → R be a function defined in a domain
2 Ω projecting onto X (resp. Y ) by the canonical first (resp. second) projection p X (resp. p Y ). In this setting, Monge's problem consists in minimizing the functional
among the Borel maps ϕ : X → Y which satisfy the constraint:
Optimal transportation is the theory designed for tackling such problems (see [Vil09] and references therein). In general, even though the present data are smooth, one can only solve a relaxed version of Monge's problem due to Kantorovich; but if the cost function c satisfies a weak form of the generating condition stated below, Monge , which suffices to derive the shape of the optimal map, provided it is a diffeomorphism. Working in R n , Evans, followed by Trudinger, found a tricky variational device to do that derivation [Eva97, Tru06, Tru07] ; they use pointwise Lagrange multipliers to cope with the constraint (3) which, bearing on diffeomorphisms, becomes a (pointwise) Jacobian equation. Clearly, a way of writing down directly an Euler equation for the total cost functional (2) would be preferable. Urbas took a step in this direction in case the measure µ (resp. ν) is just the standard Lebesgue measure of R n restricted to the domain X (resp. Y ) and the function c(x, y) factors through a function of the single variable x − y. He wrote the Euler equation of the total cost functional pulled back to the diffeomorphisms of X which preserve the Lebesgue measure and the points located close enough to the boundary ∂X; recalling that any such diffeomorphism must be the flow of a divergence free vector field compactly supported in X, he readily infered the desired characterization of the optimal map [Urb98, Section 3]. Our present aim is to show that a similar, equally simple, method applies in a general setting. We obtain probably the straightest heuristical way of getting the optimal map expression (see Section 4 below). First of all, we must specify a further requirement on the cost function c. For each (x 0 , y 0 ) ∈ X × Y , our assumption on the domain Ω implies that the countersets:
are non-empty; we will consider the maps
Clearly, the associated mappings:
are smooth; we set D Y ⊂ T * Y and D X ⊂ T * X respectively for their image domains. We will require that the cost function c fulfill the following
Generating Condition:
For each (x 0 , y 0 ) ∈ X × Y , the maps F x0 and F y0 are one-to-one.
Under that condition, we see that the maps F X and F Y are one-to-one as well. 
for the significant factors of the latter, the following essential property now holds: In particular, the Generating Condition holds because then c is the generating function of the co-geodesic flow, as well-known [Arn76] , hence the map E X = E Y is nothing but the usual exponential map (pulled back from T X to T * X by g). Back to our general setting, we can now state the heuristical result to be proven below by means of a new variational argument:
Proposition 1 Let the cost function c satisfy the Generating Condition and assume the existence of a diffeomorphism ϕ : X → Y minimizing (2) under the constraint (3). There exists a function
f : X → R (resp. f c : Y → R) such that df (resp. df c ) ranges in D X (resp. D Y ) and: ϕ = E X • df (resp. ϕ −1 = E Y • df c ). Moreover, the function (x, y) → f (x) + f c (y) + c(x,
y) is constant on the graph of the map ϕ.
Remark 1 Under the assumption of Proposition 1 and if the manifolds X and Y have no boundary, we see that the domains D X and D Y necessarily cross the zero sections of the cotangent bundles T * X and T * Y . Specifically, they must contain neighborhoods of the zero sections above critical points of the transporting potentials f and f c respectively..
The outline of the note is the following. We first recall the notion of tangent vector at the identity of a diffeomorphisms group and the definition of the divergence operator associated with a positive measure, infering the well-known characterization of the Lie algebra of the corresponding group of measure-preserving diffeomorphisms (Section 2). We use this in Section 3 for expressing the variation of a diffeomorphism constrained by (3). Finally (Section 4), we write down the Euler equation of the cost functional (2) restricted to such diffeomorphisms, plugging in the variation expression just obtained and we conclude by applying a lemma of Helmholtz type.
Preliminary tools
Let us set Diff(X) for the group of diffeomorphisms sending the manifold X to itself and Γ t (T X) for the Fréchet space of vector fields on X which, in case ∂X = ∅, are tangential. By the latter, we mean that the restriction of each such vector field to ∂X is a section of T (∂X). In other words, a vector field on X lies in Γ t (T X) if and only if its flow is complete on X. Of course, the subscript of Γ t is superfluous in case ∂X = ∅, but it is convenient to keep it for treating both cases at the same time.
For t ∈ R small, let t → ϕ t ∈ Diff(X) be a path such that ϕ 0 = I (the identity). It is simple but important 6 to verify that the vector field V defined on X by:
Setting P(X) (resp. M 0 (X)) for the set of positive probability (resp. zero average) measures on X, we observe that P(X) is a domain in an affine space modelled on the Fréchet space M 0 (X); in particular, the tangent bundle T P(X) may be identified with the Cartesian product P(X) × M 0 (X).
Identifying the elements of P(X) with volume-forms, possibly of odd type in case X is not orientable [dRh55] , one can readily check that the push-forward ϕ # µ of our above measure µ ∈ P(X) by ϕ ∈ Diff(X) coincides with the pull-back of the form µ by the inverse diffeomorphism ϕ −1 . We infer that ϕ # µ ∈ P(X). Setting C ∞ µ for the Fréchet space of functions f : X → R such that fµ ∈ M 0 (X), we are ready to state the following convenient definition:
Definition 1 (Divergence operator) The divergence operator associated to µ ∈ P(X) is a first order differential operator div µ : Γ t (T X) → C
∞ µ which can be defined by:
where ϕ t stands for the flow of the tangential vector field V .
The range of the operator div µ is clear because (cf. supra) the right-hand side of (5) lies in M 0 (X). In order to recognize the usual divergence operator, we just fix V ∈ Γ t (T X) with flow ϕ t and differentiate with respect to t at t = 0 equation (1) written with ϕ = ϕ t and h smooth arbitrary. It yields the important identity:
familiar looking, indeed. Finally, let us consider the subgroup:
It is a Fréchet Lie group with Lie algebra T I Diff µ (X) equal to ker div µ [E-M70]; the latter equality can readily be figured out by the reader using the above material (exercise).
Varying constrained diffeomorphisms
Let Diff(Y, X) denote the set of diffeomorphisms from Y to X and Diff ν,µ (Y, X) the subset of those which satisfy the constraint:
6 we leave it to the reader as an easy exercise sticking to the measures µ and ν given in the Introduction. We wish to identify the tangent space to Diff ν,µ (Y, X) at a generic constrained diffeomorphism ψ. First of all, we require a Fréchet manifold structure. We define it by declaring that, for some fixed ψ ∈ Diff ν,µ (Y, X) hence for any, the map:
is smooth, thus viewing Diff ν,µ (Y, X) as locally modelled on the Fréchet manifold Diff µ (X). Doing so, we can write each path t → ψ t ∈ Diff ν,µ (Y, X), defined (say) for t ∈ R small with ψ 0 = ψ, uniquely as ψ t = ξ t • ψ where t → ξ t is a path in Diff µ (X) satisfying ξ 0 = I. Accordingly, recalling our characterization
We may conclude that
Similarly, switching (X, µ) and (Y, ν), one would find that
Euler equation, interpretation
Let Diff X) ) consisting of diffeomorphisms whose graphs in X × Y lie in the domain Ω in which the given cost function c is defined. Let C be the restriction of the total cost functional C given by (2) to the manifold Diff 
, we infer that ψ minimizes C. We will prove Proposition 1 by writing the Euler equations of C and C and interpreting them.
Let us do it for C; using (8), we may write:
The expression of the preceding integrand prompts us 7 to consider the 1-form α defined on X by:
which thus ranges in D X . Using the form α, the Euler equation of C becomes:
as readily checked. The latter can be interpreted as the necessary and sufficient condition under which there exists a function f : X → R such that α = df , due to a classical lemma of Helmholtz type (see Appendix A). Combining (11) with (4), we infer the shape of the optimal map ϕ, namely:
as claimed. A similar argument carried out for C in place of C, now using (9), yields the existence of a function f c : Y → R such that:
Finally, from these last two equations 8 combined with (4), we immediately get
on the graph of ϕ. Since the latter is connected, the function
must, indeed, be constant on it. The proof of Proposition 1 is complete.
A Helmholtz lemma
In the course of Section 4, we used the following lemma, which we state sticking to the assumptions made on the manifold X (cf. Introduction): We require an auxiliary Riemannian metric g on X; for simplicity, we take it with volume measure equal to µ. Set : T * X → T X for its Riesz isomorphism, ∇ = d (resp. ∆ = div µ (∇)) for its gradient (resp. Laplace) operator, dg for the Riemannian distance and N for the inward unit normal vector field on ∂X. We split the proof into three steps.
Step 1: cook up a function h : X → R such that dh(N ) ≡ α(N ) on ∂X. To proceed bare-handed, we pick the function (x) = distance from x to ∂X. For each point x lying in a small enough neighbourhood N of ∂X, there exists a unique point p(x) ∈ ∂X such that (x) = dg(x, p(x)) with the map p and the function smooth on N . Using a cut-off function t ∈ [0, ∞) → η(t) ∈ [0, 1] such that η(t) = 1 for t small and η • = 0 outside N , the function h defined by: ∀x ∈ X, h(x) = η( (x)) (x) α p (x) (N p(x) ) 8 recall ψ = ϕ −1 (cf. supra) is readily seen to fulfill the requirement of Step 1.
Step Step 3: set f := h + u and check that, due to (12), the L 2 (X, g) norm of the vector field ξ := α − ∇f vanishes. We leave this step as an exercise; hint: use the fact that ξ ∈ ker div µ and recall (6). We conclude: ξ = 0 or else α = df , as claimed.
