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I. I
Inverse synthetic aperture radar (ISAR) imaging is an effective way to acquire high resolution images of targets of interest at long range and as such is an irreplaceable tool in the task of non-cooperative target recognition (NCTR) of both ships and aircraft [1] - [3] . The inverse synthetic aperture radar (ISAR) has attracted wide interest within scientific and military community. ISAR provides a 2-dimensional radar image of a moving target. Since ISAR imaging relies on the target's own motion, small random fluctuations in the target's motion can introduce severe distortion to the ISAR images. For example, small timevarying perturbed pitch, yaw or roll motion from fast maneuvering aircraft or ship can lead IET Signal Processing, Vol. 2, No. 3, Aug. 2008. to smearing in the images. In real-world ISAR imaging scenarios, the target is often engaged in complicated maneuvers that combine translational and rotational motion. Unless a good motion compensation method is implemented, significant distortion can result in the ISAR image [2] - [5] .
The distortion in the ISAR image of a target is a result of nonuniform rotational motion of the target during the imaging period. In many of the measured ISAR images from moving targets, such as those from in-flight aircraft, the distortion can be quite severe. Often, the image integration time is only a few seconds in duration and the targets' rotational displacement is only a few degrees.
Some ISAR applications are already well known and studied. However, many important issues remain to be addressed. For example, suitable enhancement techniques for the fast maneuvering radar targets or targets with fast moving parts is not yet known. Also, the standard approaches based on the Fourier transform (FT) fail to resolve the influence of closely spaced reflectors. There are several techniques for improvement of the ISAR radar image in the case of fast maneuvering targets or in the case of objects with complex reflector geometry. Here we mention only three groups of such enhancement techniques: (1) techniques that adapt transform parameters for assumed parametric target motion model [2] - [3] ; (2) techniques that are based on time-frequency analysis methods [4] - [5] ; and techniques where reflection signal components are parametrized, while the signal components caused by reflectors are estimated by using some of the well developed parametric spectral estimation tools [6] - [7] .
All of these techniques have some advantages, but they also have some drawbacks for specific applications. The first group of techniques is strongly based on the radar target geometry with an assumed motion model. These techniques could become inaccurate in the case of a changing motion model. The second group of time-frequency techniques are known to be successful in refocusing blurred ISAR images. This occurs because the images are obtained at a particular instant in time when the target's motion can be considered as relatively uniform over the short duration. However there will be a large number of time instants to deal with time-frequency processing. Thus, a large number of refocused ISAR images will be generated, spanning the entire coherent integration time. For accurate target recognition, it is imperative to make use of only the best refocused image. It would be sometimes impractical and inefficient to examine all of the images produced in order to identify which is the best [8] . The third group of techniques is tested on simulated examples. However, its application in real scenarios, where signal components are caused by numerous scatterers, could be very difficult. Namely, there are no appropriate methods for parameter estimation of signals with a very large number of components.
In this paper we propose a modification of the first group of research techniques. A new approach is proposed to perform target translational and rotational motion non-uniformity compensation for ISAR imaging. The approach is based on a registration-restorationfusion technique. It is important to note that the proposed technique does not assume any particular model of radar target motion. The adaptive parameters are estimated for each scattering point independently. The approach is based on a registration-restoration-fusion technique. Results demonstrate that this approach can be used as one of the ISAR refocusing procedures. Another contribution of this paper is that although several studies have been performed in image processing using the registration-restoration-fusion approach, this paper introduces this approach to ISAR imaging. As such, this paper contributes by presenting a new approach to focus distorted ISAR images and analysis which should add in developing a better picture of the motion compensation in ISAR imaging. The proposed approach has been successfully applied to both experimental and simulated ISAR data.
The paper is organized as follows. A brief analytic continuous-wave (CW) radar model is given in Section 2. Section 3 describes the Fourier transform used in ISAR imaging and its spreading terms that degrades the ISAR imaging. The registration-restoration-fusion motion compensation procedure is given in Section 4. Results and conclusions are given in Sections 5 and 6, respectively.
II. A CW R S M
For the analytic derivation of the model, consider a continuous wave (CW) radar that transmits a signal in the form of a coherent series of chirps [4] :
where T r is the repetition time, f r = 1/T r is the repetition frequency, and B is the emitted waveform bandwidth. In one revisit, the transmitted signal consists of M such chirps:
where ω 0 is the radar operating frequency.
The total signal duration is T c = MT r and represents the coherent integration time (CIT). Consider a signal of form (2) transmitted toward a target. If the target distance from the radar is d (referred to as range), then the received signal is delayed with respect to the transmitted signal for t d = 2d/c, where c is the velocity of propagation, equal to the speed of light. The phase of the received signal is changed as
Thus, the form of the received signal is
where σ is the reflection coefficient. The received signal is mixed (multiplied) with the complex-conjugate of the transmitted signal and shifted in time with a minimal delay T 0 . We will assume that a constant distance is properly compensated and that T 0 = 0. Without loss of generality, we can consider only one component of the received signal:
A two-dimensional discrete signal is obtained by sampling in time with t−mT r = nT s q(m, n) = σe 
III. F T ISAR
The two-dimensional (2D) Fourier transform of the received signal is
where time is discretized such that t − mT r = nT s . The periodiogram
In order to analyze cross-range nonstationarities in the Fourier transform, we consider only the Doppler component part of the received signal (the p-th point scatterer), as it is usually done in the literature on ISAR,
c (xp cos(θR(t))+yp sin(θR(t)))) .
The Fourier transform of e p (t) produces
where w(t) is the window defining the considered time interval. In order to simplify the notation we will omit the index p. For time-varying d(t), we can write a Taylor series expansion of d(t) around t = 0:
where d (n) (0) is the n−th derivative of the distance at t = 0 and 2ω
Fourier transform (F T ) of (3) with (4) is of the form
By omitting the constant term d(0) and shifting 2ω 0 d (0)/c = ∆ω d into the second exponential term we get
This is a Fourier transform of a product of the window w(t) and the first exponential function, calculated at the frequency ω − 2ω 0 d (0)/c = ω − ∆ω d . The Fourier transform of a product of two functions is equal to the convolution of their Fourier transforms, resulting in
where * ω denotes convolution in frequency. Thus, the Fourier transform is located at and around the Doppler shift ω = ∆ω d . It is spread by the factor
This factor depends on the derivatives of the distance, starting from the second order (first order derivative of the Doppler shift), i.e., the spread factor depends on
It can significantly degrade the periodogram image:
This means that in the Fourier transform based image the spreading terms started from the second derivative d (0). The goal of the ISAR signal processing is to obtain the focused radar image, i.e., to remove the influence of the second and higher terms in signal phase of each component.
The image registration, restoration and fusion are the basic image processing operations in remote sensing. A recorded image is likely to be degraded by sensor sampling. The purpose of this kind of image processing technique is to operate on the degraded image to obtain an improved image. Since it is similar to ISAR motion compensation, we developed a registration-restoration-fusion technique that is suitable for ISAR motion compensation and integrated them in one toolbox to make this motion compensation operation flexible and convenient. The motion compensation process includes three main steps: registration, restoration, and fusion [9] - [10] .
The image registration is the process of matching two images (reference and input images) so that corresponding coordinate points in the two images refer to the same physical region of the scene being imaged. The accurate sub-pixel registration between two ISAR imaging frames is key to the success of automatic motion compensation. To perform point scatter automatic registration, a method named the 'nearest neighbor method' is developed to search for corresponding control points from two candidate images [9] - [10] . The method is to set a window around the position of a point scatterer that is found in the reference image. The position of point scatterers in the input image is determined on the chosen window. The registration parameters (scale and rotation angle) can be determined by the position relationship of two sets of control points. Then the registration methods, including the second, third, and fourth order polynomial methods, the linear conformal method, the affine method, and the projective and piecewise linear methods, are investigated and compared to generate the registered image [9] - [10] . A minimum number of control points are needed for these registration methods. The minimum number of point scatterers needed is equal to the number of registration parameters. If polynomial approximations are employed the number of registration parameters is increassed to include the parameters of the polynomial as well, which deal with spatial distortions.
A. Registration
Image registration is necessary to form a pixel-by-pixel comparison of two images. The problem of image registration is to determine the location at which a sub-image of a larger image is most similar to a given smaller image. To form this comparison, it is necessary to spatially register the images, and thereby, correct relative translation shifts, rotational differences, scale differences, and even perspective view differences. Often, it is possible to eliminate or minimize many of these sources of mis-registration by proper static calibration of an image sensor. However, in many cases, a posterior mis-registration detection and subsequent correction must be performed. A registration methodology generally consists of the following processes [11] - [16] : a) Identification of points in both images that corresponds to the same physical location on the field of view; b) Estimation of the registration parameters (nine in general, i.e., three rotations, three translations and three scaling); c) Modeling and correcting image sampling non-linearities (e.g. polynomial approximation methods); and d) Transforming of one image through affine transformations, interpolation and other supplementary 3-D information (e.g., DEM (Digital Elevation Models), if available).
The most difficult step of image registration is the accurate identification of match points. The traditional approach uses human assistance to identify these points. Automated methods follow one of two main approaches [17] - [18] . Existing literature on image registration can be divided into two major categories, namely template matching and feature matching [11] - [16] , [19] - [22] . In this paper, template matching was used for the image registration.
The distortions existed in the images may increase the difficulties and reduce accuracy of registration process. Sample distortion types include [23] : a) Sensor noise; b) Perspective changes from sensor viewpoint or platform perturbations; c) Object changes such as movements, deformations or growths; and d) Atmospheric scintillation effects.
B. Automatic Image Registration
The automatic ISAR image registration algorithm that is employed here has the following advantages over other techniques: a) It achieves sub-pixel accuracy in the meansquare-error sense; b) Employs a closed-form linear solution for the nine registration parameters; c) Uses enhanced local interpolation techniques; d) It is fully automatic. (It includes automatic control point estimation at high level of accuracy); e) Some of the available techniques achieve automatic registration for a certain range of the parameters. The developed approach does not set any constraints; and f) The developed approach is quite robust and works for different kinds image pairs.
Since the robustness and applicability to many types of imagery are important requirements, a template based matching technique is used to identify pairs of corresponding points in the images [19] - [22] . The template matching method takes advantage of information from all part of the image (rather than just at edges or other features), this is particularly important for the registration of noisy images. In the past, the correlation method was limited to the registration problems in which the images were misaligned by small rotational differences [24] - [25] . Many automatic registration programs only perform for small scaling and rotation factors. Our registration method has been used to deal with significant difference in image scaling and rotation factors. Our approach automatically finds scaling and rotation parameters between the two images, and then detects match points using both cross correlation and features extracted from the images. A consistency checking approach, that is a key for automatic registration process, is then performed to eliminate mismatched points. Then a three dimensional registration mapping function or other 2-D or 3-D high order mapping functions are computed and the second image is transformed and resampled to align with the first image. All processes are performed automatically without human assistance. Each step of the processes and its improvements are described herein.
B.1 Identifying the Match Points (Ground Control Points)
A set of match points (ground control points) is identified using the template matching technique. The template matching is followed by an Adaptive Weibull Constant False Alarm Rate (CFAR) detector to reduce the number of false positives [30] . The false alarm rate is determined by the user. In this experimental data, 10 −6 was used for the CFAR. The first few identified match points are used to constrain the search area in the spatial domain. By relaxing the false alarm rate more points are identified. They define an increasingly accurate registration of the images, which predicts the locations of further match points. This method is similar to the multistage approach, but it does not require the images down sampling. Through quadratic interpolation of the correlation values of the template matching process, sub-pixel accuracy can be achieved. The number of match point pairs should be sufficient to result in an accurate mapping. Also, points in the first image are selected in a certain pattern in order to perform consistency checking in the following step [26] .
Fast Fourier Transform (FFT) is used in the first two steps to accelerate the calculation of the cross-correlation. The first tem-plate, F 1 (i, j), must be placed in an M × M pixel array and zero-padded to avoid end effects. Let f 1 (a, b) and f 2 (a, b) denote the two-dimensional Fourier transforms of F 1 (i, j) and F 2 (i, j),respectively. Then the crosscorrelation function could be written as:
where * denotes the complex conjugate.
B.2 Consistency Checking
Due to distortion and changes between two images, small spatial mismatching errors may occur at the stage where the correspondence of the control points is assigned. The consistency matching process supports the automatic exclusion of false control points which are normally points with large spatial mismatching errors [27] . Hence, after all match points are obtained from the CFAR detector, we use position consistency checking as a constraint to reinforce the registration condition.
The consistency checking is applied using the nearest neighbor approach on a second order polynomial (i.e. for target-velocityacceleration) [ [27] ]. Bounds on maximum velocity and acceleration may further reduce or eliminate mismatching points if the happen to occur at the neighbourhood of potential correct control points. It is very efficient in removing all mismatched points caused by image local distortion, changes between images, etc.
B.3 Finding the Scaling and Rotation Parameters
In general, the correlation methods were limited to image pairs with small rotational differences and no scaling differences. We have developed a solution to find matching points of two images with significant scaling and rotation differences. In most applications, the registration parameters are not known in advance. The first step in our registration process is to find those scaling and rotation parameters. We solve this problem by first correcting the template of the reference image. A modified matched filter is used to provide an output measure of the spatial correlation between the two images. A circular template is selected to cooperate with rotation problems. This circular template is then scaled and/or rotated with different values to match with the second image. This operation uses a nine-parameter transformation function for rotation and scaling. It should be noted that a fixed window size is used for the transformed template. The peak of cross correlation of different scaling and rotation values determines correct scaling and rotation parameters between the two images in the spatial domain. Although the scaling and rotation factors are not highly accurate, they can be used at next step to find accurate ground control points matching and be refined in the following step. A more accurate transformation between the two images is then obtained from all correctly matched ground control points.
Computation of the Registration-Mapping Function
A three-dimensional nine parameter model of rotation, translation and scaling (RTS) is used to calculate the registration-mapping function in the first step of the registration. The template mask is transformed using this function to deal with significant rotation and scaling. A least square method is used to solve the transformation parameters in Equation (9) .
In our registration algorithm, the registration mapping function can be written as:
where B is a function that compensates image topographic heights of three-dimensional image registration. Detailed description of the B is not the focus of this research. A is a nine parameters model for affine transformation. It can be written in the following form:
where T is the first order polynomial or the affine transformation matrix:
where s 1 , s 2 and s 3 are scaling parameters in three dimensions; ϕ, ω and θ are rotation angles around the x, y and z-axis respectively; dx, dy and dz are translation parameters in the three axes respectively. A least square method is used to solve these transformation parameters. Equation (10) may be written as follows:
T X = Y and the least squares solution with respect to T is
The parameters vector [θ,ϕ, ω, s 1 , s 2 , s 3 , dx, dy, dz] found directly from the entries of the matrix T , and although the relationships look nonlinear, these parameters are uniquely defined through a direct (non iterative) solution, employing straightforward mathematical manipulations [28] (see also Appendix A).
We improve our previous linear model with Delaunay triangulation and a high order polynomial, non-linear model. Equation (11) is an example of second order model for twodimensional image transformation with 12 parameters:
For N matched pairs, the above equation can be written as: 
A least square method is used to solve this Equation (12) . The affine transformation parameters can also be obtained.
B.4 Resampling and Transforming the Image
The second image is resampled and transformed to align with the first image. Available methods include nearest neighbor interpolation, bilinear interpolation, cubic spline interpolation, bicubic interpolation and quadratic interpolation. After the comparison among different interpolation methods, we have chosen the bilinear interpolation, which provided better results for our data sets.
B.5 Registration Accuracy
The registration accuracy is commonly measured by the root-mean-square (RMS) error between the matched points after the transformations have been applied:
If RMS(N ) < 1, sub-pixel accuracy is achieved in the root-mean-square-error sense.
It should be noted that RM S error is calculated based on the correctly identified ground control points. It relies on i) the number of Fig. 1 . The concept of image fusion points used in the calculation ii) the distribution of the points iii) the transformation function F x and F y used between the two images. A small RM S error means that error between the registered images is usually small (at least around those ground control points). If the images have distortions from the transformation function, the errors at the distortion areas usually are larger than other image areas. If the image scenes can be perfectly modeled by a transformation function (no distortion), the RM S error will provide a good indication of the registration accuracy for the whole image scene. Based on our results from our testing on multiple image registration, with the approach described above, images are automatically registered at sub-pixel accuracy.
C. Restoration and Fusion
The blur estimation is a key step for image restoration. It takes an image that has been degraded by linear blur, which is an image that has been convolved with some pointspread function (PSF), and returns an estimate of the original image [29] - [30] . The PSF can be specified as a mask whose dimensions are smaller than those of the image, or it can be specified as a mask whose dimensions are identical to those of the image. Our in-house toolbox provides blur estimation, which can be accessed from the restoration toolbox interface. If the blur function exists, it could be used in the restoration operation directly. The restoration process can be used after the registration process to reduce blur. It can also be used before the registration to separate two adjacent point scatterers in order to generate accurate motion parameters. Five restoration methods such as least squares restoration, resolution-to-noise trade-off restoration, LucyRichardson restoration, regularized filter algorithm, and Wiener filter algorithm have been investigated and compared [31] - [32] . In this paper, we have used Lucy-Richardson restoration, which provided better results for our data sets. Finally, the fusion process is applied to two or more registered ISAR images in order to improve the reliability and capability of target recognition [5] . The reason for this is that the fused image has more complete target information than the input images. The fused image is produced from two or more input images by utilizing redundant and complementary information as shown in Figure 1 .
It should be emphasized here that several methods have been developed for registration, restoration, and fusion methods in the image processing. It is not the objective of this paper to perform trade-off studies of the individual methods. Rather, the objective is to demonstrate the proposed approach by using the experimental and simulated ISAR data and provide some insight as to how the registrationrestoration-fusion approach can be used for focusing ISAR images. In this paper, we develop the preliminary ground work for this challenging field of research.
V. R
We demonstrate the application and effectiveness of the registration-restoration-fusion motion compensation procedure with three simulated data sets and six measured experimental radar data sets.
A. Simulated Data
To gain a better physical insight into the scattering phenomenon of an aircraft's ISAR image, an aircraft can be assumed to be composed of a set of point scatterers on a twodimensional plane. Each scattering point on the aircraft does not represent any geometric point on the target but a combination of scattering sources that return a radar echo. A two-dimensional model of an aircraft's scattering centers is sufficiently adequate to analyze the ISAR images of aircraft. In this simulation we assume the target contains six microwave corner reflectors (i.e., scatterers) to simulate the distorting effect that could occur in ISAR images.
The center frequency of the radar is 9 GHz and the bandwidth is 300 MHz. A total of 30 range cells and 50 cross-range cells are used for the imaging. In Figure 2a , we show the image from the simulated data without any added motion error as a reference for comparison. This figure illustrates the undistorted ISAR image when the target is uniformly rotating at a constant rate of 3 degrees/second. Since there are no random motions, we can use the conventional Fourier transform; that is, we take a series of one-dimensional Fourier transforms across the target. As expected, the image is well-focused.
Then we inject perturbed random motion (or motion error) into the simulation. That is, in addition to the uniform (3 degrees/second) rotation we inject perturbed random motion through a 'sine-drive' by adding an additional sine wave to the motion. The resultant rotational motion will then be a non-uniform. It should be noted here that the rotational motion of the target is confined to a twodimensional plane during the coherent processing interval. Figure 2b illustrates the distorted image obtained by using the conventional Fourier transform. In this case, the perturbed oscillation is 1 Hz. The figure clearly shows that the image is severely distorted, which means that target itself contains much rotational error. The image is smeared along the cross-range direction. This is because of the target's complex motion due to perturbed random motion during the entire coherent processing interval. The conventional radar imaging that uses Fourier transform, which works well for uniform rotational motion, cannot be directly applied to the perturbed target. The registration-restoration-fusion algorithm is then applied to this data. Figure 2c illustrates the final image after the registration, restoration, and fusion procedures. All the scatterers are well focused in their individual range and cross-range cells. This implies that all the quadratic phase terms are eliminated. In Figure 2d , we show another image from the simulated data without any added motion error. The orientation of the target is different from the previous example. Figure  2e illustrates another example of a distorted image due to perturbed random motion error. The image is poorly focused and the image of each scatterer is severely smeared. In this case, the perturbed oscillation is 0.75 Hz. Figures 2f shows that the registration-restorationfusion motion compensation algorithm successfully eliminates the quadratic phase terms and shows a well-focused ISAR image. In Figure 2d , the image from the simulated data without any added motion errors is shown as a reference for comparison. We can see that the motion-compensated image achieves the same sharpness as the reference image.
Another example is a MiG-25 aircraft with 120 point-scatterers distributed along the edge of the 2D shape of the aircraft [4] . The simulation uses a stepped frequency X-band radar operating at a center frequency of 9 GHz. With a total of 64 stepped frequencies, it has a bandwidth of 512 MHz and a range resolution of 0.293 m. The pulse repetition frequency (PRF) is 20 kHz and the CIT is 1.64 seconds. A total of 64 range cells and 512 cross-range cells are used for the imaging. The aircraft is at a range of 3,500 m and is rotating at 10 degrees/second, thus giving a cross-range resolution of about 0.058 m. The rotation rate is much higher than the normal rotation rate needed to produce a clear image of the target. We assume that target's translational motion can be perfectly compensated. However, due to the fast rotation and relatively longer image observation time, even after standard motion compensation, the uncompen- sated phase error is still large. The FT-based image of the radar target is depicted in Figure 3a . The radar image obtained by using the registration-restoration-fusion approach is presented in Figure 3b . These results suggest that improvement of the radar image can be achieved by using the registration-restorationfusion motion compensation approach.
B. Experimental Data
An ISAR experiment is set up to examine the distortion in ISAR images due to a timevarying rotational motion. There are a number of reasons why data from a controlled experiment are desirable. In a controlled experiment, the locations of the scattering centres and the rotational axis of the target are known precisely. The rotational motion of the target can be programmed and controlled to produce the desired effects that are sought for analysis. Moreover, experiments of a given set of conditions can be repeated to verify the consistency of the results. These are not always possible with real targets such as in-flight aircraft. Data from controlled experiments can then be used to compare with simulated results from the numerical models under the same set of conditions. Such comparisons provides a meaningful validation of the numerical model, thus proving a clearer picture of the distortion process. Controlled experiments allow us to set the desired rotation rate and then permit us to cross check and assess the results.
A target motion simulator (TMS), a 2-dimensional delta-wing, is designed and built, allowing the study of the distortion effect in ISAR images under controlled experimental conditions. A picture of the TMS is shown in Figure 4 . The experimental apparatus enables us to simulate a small time-varying fluctuating motion on the target. It allows us to conduct controlled experiments where the rotational rate and the fluctuating motion of the target can be pre-determined. One of the objectives of this paper is to demonstrate that gross distortion can occur in the target's ISAR image as a result of small fluctuating motion. In this experiment, the target has a length of 5 m on each of its three sides. Six trihedral reflectors are mounted on the TMS as scattering centres of the target; all the scatterers are located on the x-y plane. They are designed to always face towards the radar as the TMS rotates. The TMS target is set up so that it rotates perpendicular to the radar line of sight. This simplified target geometry is identical to the one used in the numerical model given in the previous section. Note that one corner reflector is placed asymmetrically to provide a relative geometric reference of the TMS target. A time-varying rotational motion is introduced by a programmable motor drive. The delta-wing data was collected using an X-band radar operating at a center frequency of 10.1 GHz with 300 MHz bandwidth and a range resolution of 0.5 m. The PRF is 2 kHz. Each HRR profile is generated in 0.5 ms and each profile has 41 range bins. The total data set contains 60,000 HRR profiles. The delta-wing is at a range of 2 km and initially rotating at 1.4 degrees/second for about 10 seconds. Then, an oscillating motion at about 1 Hz is superimposed onto to the constant motion. After 10 seconds, the rotation rate is gradually increased to 2 degrees/second. Since the TMS stationary, i.e., no radial translation motion along the radar's line-of-sight and subsequently no range alignment between HHR profiles in the down range direction is needed in forming the ISAR images. The only adjustment required is the centering of the HRR profiles in the down range direction such that the processed ISAR image is centered in the viewing window.
According to the principles of ISAR imaging, a long image integration time is required to produce fine image resolution. However, a long image integration time does not always guarantee good cross-range resolution. This will also be illustrated in this section. Since the entire data set consists of 60,000 pulses in the cross-range, it can be "cut" into different size imaging intervals with each of the intervals displaying a different amount of motion error. This is the approach used in this paper. The proposed method in now applied for three different imaging intervals, i.e., 2, 3, and 4 seconds of duration. The image at the time of the first, second, and third second are taken to demonstrate the registration-restoration- Fig. 4 . Picture of the delta-wing target motion simulator apparatus. fusion motion compensation process. The results are shown in Figure 5 . In this figure, the image at the time of the first second in Figure  5a is a reference image. The image at the time of the third second in Figure 5b is the input image and will be registered to the reference image. The image Figure 5c is the registration result. The corresponding positions of control points and the positions of point scatterers of the registered image are shown in Table 1 . The fused image is shown in Figure 5d , which corresponds to the integration time of 3 seconds. Figure 6 shows the results of a second example corresponding to the 12th and the 13th second of the data. The 12th second image in Figure  6a is considered as the reference image, and the 13th second image in Figure 6b is the input image that is registered to the reference image. The result is shown in Figure 6c , the corresponding positions of the point scatterers are shown in Table 2 . The processing also gives good performance. The fused image is shown in Figure 6d , which corresponds to the integration time of 2 seconds. This image is more focused than the original image. These results indicate that the registration-restorationfusion motion compensation approach is able to produce focused images. Four different data sets are analyzed to further demonstrate the proposed method. Two ISAR images, one with an integration time of 2 seconds ( Figure 7 ) and the other one with an integration time of 4 seconds (Figure 8) , exhibit different amount of distortion. Figures  7-8 show ISAR images, which are analyzed when the rotation rate of the target attains 2 degrees/second. In these cases, the distortion of the ISAR images are severe than the previous examples (Figures 5 and 6 ). and 8d correspond to another data sets but with the same the integration time of 4 seconds. Note that the 4-second ISAR image has two times higher cross-range resolution than the 2-second ISAR image. Results indicate that the registration-restoration-fusion motion compensation approach is able to produce focused images. These results are comparable with the results obtained from adaptive joint time-frequency method [3] . These results suggest that the registration-restorationfusion approach provides a candidate to resolve the image smearing caused by the timevarying behavior and leads to a focused ISAR image. This topic remains for our future research.
We have also made the following observations from the experimental data. First, ISAR images with the same imaging time duration can have different amount of observation. This is illustrated in Figures 6 and 7 . The two ISAR images both have a 2-second image integration time. But the decree of distortion is different in each image. Second, the distortion is directly related to the amount of change in the Doppler motion during the image integration period, which is illustrated in Figure 8 . On the other hand, the distorted ISAR image processed using an image integration time of 3 seconds ( Figure 5 ) has less amount of distortion as the distorted image using only 2-second of image integration time (Figures 6 and 7) . This is because of the fluctuating motion that caused the change in the Doppler motion. It can be summarized that the distortion is dependent on the amount of maximum Doppler change within the image integration time.
VI. C
The experimental data offer clear evidence that the ISAR images can suffer large distortion when the target is subject to a small timevarying perturbed motion during the image integration period. The large distortion is attributed to the modulation effect in the phase of the radar return of a target with fluctuating motion. This results in blurring in the cross-range direction of the ISAR image due to a time-varying Doppler velocity from the fluctuating motion. In essence, the fluctuating target motion introduces a non-linear effect in the phase of the radar signal, resulting in the distortion of the ISAR image. The size of distortion is determined by the amount of variation in the Doppler motion occurred during the imaging duration and is independent of the length of the image integration time.
For target recognition applications, the blurred ISAR images of a moving target must be refocused to provide usable images for identification. An ISAR refocusing procedure was developed in this paper. A motion compensation method based on a registrationrestoration-fusion approach has been proposed to perform ISAR motion compensation. The registration-restoration-fusion motion compensation technique has been applied to both the simulated and measured experimental ISAR data sets. The results demonstrate that the registration-restorationfusion motion compensation approach gives good performance and generates focused ISAR images.
In all cases, while the Fourier transform produced images with severe blurring, the registration-restoration-fusion motion compensation approach was able to produce focused images of the targets. Results indicate that the registration-restoration-fusion motion compensation approach outperforms the conventional Fourier transform method in improving blurred and distorted ISAR images due to various target motions. These results are comparable to the results obtained from adaptive joint time-frequency method [3] . The registration-restoration-fusion approach can be used as an alternative method for radar imaging but this topic remains for our future research.
A A
As discussed in Section 3.24, Equation (19) can be written as follows:
T X = Y and the least squares solution with respect to
The matrix T is a 4 × 4 matrix as described in Equation (10) . The matrix T can be written as follows:
