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Existence of minimizers and phase diagram
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Abstract The Bogoliubov free energy functional is analysed. The functional
serves as a model of a translation-invariant Bose gas at positive temperature.
We prove the existence of minimizers in the case of repulsive interactions given
by a sufficiently regular two-body potential. Furthermore, we prove existence
of a phase transition in this model and provide its phase diagram.
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1 Introduction
Almost all work in the field of interacting Bose gases has its genesis in Bogoli-
ubov’s seminal 1947 paper [7]. In this work, Bogoliubov proposed an approx-
imate theory of interacting bosons in an attempt to explain the superfluid
properties of liquid Helium. Since then, his model has widely been used to
study bosonic many-body systems, particularly in the 1950s and 1960s. De-
spite being intuitively appealing and undoubtedly correct in many aspects,
Bogoliubov’s theory lacked a mathematically rigorous understanding.
The experimental success in achieving Bose–Einstein condensation in alkali
atoms [10] has renewed the interest in the theoretical description of such sys-
tems, and significant progress was made in the mathematical analysis of Bose
gases. We refer to [22] for an extensive review. Most of these results concern
the ground state energies of different bosonic systems.
While Bogoliubov’s theory is very useful in relation to these problems, its
primary goal was to determine the excitation spectrum of a Bose gas. Indeed,
the structure of the excitation spectrum derived by Bogoliubov allowed him
to justify Landau’s criterion for superfluidity [19], and thus provided a mi-
croscopic theory of this phenomenon. A rigorous justification of Bogoliubov’s
theory in that context has been established only recently for a large class of
bosonic systems within the so-called mean-field limit [31,15,21,11,24] (see [32]
for a recent review).
Our goal (and that of the accompanying paper [26]) is to give a varia-
tional formulation of Bogoliubov’s theory for bosonic systems at positive and
zero temperature. Bogoliubov’s original approximation consists in adapting
the Hamiltonian so that it is quadratic in creation and annihilation operators,
and we know that ground or Gibbs states of such Hamiltonians are quasi-free
(or coherent) states. Here, we reverse the idea, and retain the full Hamiltonian
while only varying over Gaussian states (which include the aforementioned
classes of states). This gives the variational model that we will study in this
paper (see Appendix A for relevant definitions and a derivation).
The hope is that this approach allows us to capture important physical
aspects of the system; the relevant variational states have for example served
as trial states in establishing the correct asymptotic bounds on the ground
state energy of Bose gases [33,12,14].
The Bogoliubov variational theory can be seen as the bosonic counterpart
of Hartree–Fock theory for Fermi gases. More precisely, it is similar to gen-
eralized Hartree–Fock theory, which includes the Bardeen–Cooper–Schrieffer
(BCS) trial states and is often called Hartree–Fock–Bogoliubov theory. In HFB
theory the trial states are quasi-free states on a fermionic Fock space (see [5]
for details).
HFB theory is a widely-used tool for understanding fermionic many-body
quantum systems. One of the most prominent examples related to this ap-
proach is the model of superconductivity that is based on the BCS functional.
The Bogoliubov free energy functional I 3
This model and the related BCS gap equation have been studied both from
the physical and mathematical point of view (see e.g. [13,16,17]).
In this paper, we are interested in the bosonic counterpart of the BCS func-
tional, or, more precisely, to the BCS functional with the direct and exchange
terms included (as discussed in [8]).
Concretely, we want to analyse the model defined by the Bogoliubov free
energy functional F given by
F(γ, α, ρ0) = (2pi)−3
∫
R3
p2γ(p)dp− µρ− TS(γ, α) + V̂ (0)
2
ρ2
+
1
2
(2pi)−6
∫∫
R3×R3
V̂ (p− q) (α(p)α(q) + γ(p)γ(q)) dpdq
+ ρ0(2pi)
−3
∫
R3
V̂ (p) (γ(p) + α(p)) dp,
(1.1)
which is the free energy expectation value in a quasi-free state (see Appendix
A for a derivation). Here, ρ denotes the density of the system and
ρ = ρ0 + (2pi)
−3
∫
R3
γ(p)dp =: ρ0 + ργ .
The entropy S(γ, α) is
S(γ, α) = (2pi)−3
∫
R3
s(γ(p), α(p))dp = (2pi)−3
∫
R3
s(β(p))dp
= (2pi)−3
∫
R3
[(
β(p) +
1
2
)
ln
(
β(p) +
1
2
)
−
(
β(p)− 1
2
)
ln
(
β(p)− 1
2
)]
dp,
(1.2)
where
β(p) :=
√(
1
2
+ γ(p)
)2
− α(p)2.
The functional is defined on the domain D given by
D = {(γ, α, ρ0)|γ ∈ L1((1 + p2)dp), γ(p) ≥ 0, α(p)2 ≤ γ(p)(1 + γ(p)), ρ0 ≥ 0}.
This set-up describes the grand canonical free energy of a homogeneous
Bose gas at temperature T ≥ 0 and chemical potential µ ∈ R in the ther-
modynamic limit. The particles interact through a repulsive radial two-body
potential V (x). Its Fourier transform is denoted by V̂ (p) and is given by
V̂ (p) =
∫
R3
e−ipxV (x)dx.
The function γ ∈ L1((1 + p2)dp) describes the momentum distribution of
the particles in the system. Since the total density equals ρ = ρ0+(2pi)
−3 ∫
R3 γ(p)dp,
it follows that a non-negative ρ0 can be seen as the macroscopic occupation
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of the state of momentum zero and is therefore interpreted as the density of
the Bose–Einstein condensate fraction.1
Finally, the function α(p) describes pairing in the system and its non-
vanishing value can therefore be interpreted as the macroscopic coherence
related to superfluidity.
It is worthwhile to note that the case V ≡ 0 describes the well-known non-
interacting Bose gas first studied by Einstein. Assuming T > 0, its explicit
minimizer for µ ≤ 0 is
γ(p) =
1
e(p2−µ)/T − 1
and α ≡ 0. If µ < 0, ρ0 = 0 (no BEC), and ρ0 ∈ [0,∞) for µ = 0 (possibly
BEC). There is no minimizer for µ > 0. Because everything is known explicitly
for this case, we will always assume V 6≡ 0.
To the best of our knowledge, the functional (1.1) appeared for the first
time in the literature in a 1976 paper by Critchley and Solomon [9]. Probably
due to its complexity, however, it has never been analysed - neither from
a mathematical nor from a physical point of view - but simplified versions
have been considered. In particular, Angelescu, Verbeure and Zagrebnov [1,2]
studied variational models based on modifications of the original Bogoliubov
Hamiltonian and these models can be seen as linear approximations to the full
functional. They carry less physical information and are considerably easier to
treat. Other simplified models are reviewed in [36], although not necessarily
from a variational perspective.
Our analysis of the full functional is divided into two parts. In this part,
we consider the existence and general properties of equilibrium states of this
model. According to statistical mechanics, the equilibrium state corresponding
to temperature T and chemical potential µ is given by the minimizer of (1.1).
The free energy is therefore
F (T, µ) = inf
(γ,α,ρ0)∈D
F(γ, α, ρ0). (1.3)
The physical information about the system at a given T and µ is thus en-
coded in the structure of the minimizers. For example, a minimizer with γ ≡ 0
and ρ0 > 0 corresponds to pure Bose–Einstein Condensation; non-vanishing α
signifies the presence of pairing. Hence, any further analysis of the model re-
lies on the well-posedness of the minimization problem (1.3), which we address
first. Knowledge about the minimizers for different (T, µ) then leads to a phase
diagram. We will also discuss the relation between Bose–Einstein condensa-
tion and superfluidity in translation-invariant systems (see [6] for a historical
overview on this topic). Our results are stated in the next section.
In the second part of this work [26], we analyse the functional in the dilute
(or low-density) limit. Although Bogoliubov’s primary goal was to provide
1 It is mathematically possible to include and study such a condensate at momentum
p 6= 0, but we follow the standard physics approach and assume the condensate, if present,
forms at momentum zero.
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a description for liquid helium, which is a strongly-interacting system, it is
generally agreed that his theory is more suitable to describe dilute (hence
weakly-interacting) systems. Here, low density means that the mean interpar-
ticle distance ρ−1/3 is much larger than the scattering length a of the potential,
that is
ρ1/3a 1.
To be able to analyse the dilute limit, we need to consider the canonical
counterpart of (1.1) at fixed density ρ given by
Fcan(γ, α, ρ0) = (2pi)−3
∫
R3
p2γ(p)dp− TS(γ, α) + 1
2
V̂ (0)ρ2
+ ρ0(2pi)
−3
∫
R3
V̂ (p) (γ(p) + α(p)) dp
+
1
2
(2pi)−6
∫∫
R3×R3
V̂ (p− q) (α(p)α(q) + γ(p)γ(q)) dpdq,
(1.4)
with ρ0 = ρ− ργ . The canonical minimization problem is
F can(T, ρ) = inf
(γ,α,ρ0=ρ−ργ)∈D
Fcan(γ, α, ρ0) = inf
0≤ρ0≤ρ
f(ρ− ρ0, ρ0), (1.5)
where
f(λ, ρ0) = inf
(γ,α)∈D′∫
γ=λ
Fcan(γ, α, ρ0) (1.6)
and
D′ = {(γ, α) | γ ∈ L1((1 + p2)dp), γ(p) ≥ 0, α(p)2 ≤ γ(p)(γ(p) + 1)}.
Strictly speaking, this is not really a canonical formulation: it is only the
expectation value of the number of particles that we fix. We will nevertheless
describe this energy as canonical. The function F (T, µ) as a function of µ is
the Legendre transform of the function F can(T, ρ) as a function of ρ.
Having given a proper meaning to the notion of diluteness, one can now
ask different questions regarding the low-density limit. One particularly inter-
esting problem is how interactions influence the critical temperature (i.e. the
temperature of the phase transition between the condensed and non-condensed
phase) in a weakly-interacting Bose gas. It is nowadays agreed that the tran-
sition temperature should change linearly in a, that is,
∆Tc
Tfc
≈ cρ1/3a
with c > 0. Here ∆Tc = Tc − Tfc, where Tc is the critical temperature in
the interacting model and Tfc = c0ρ
2/3 with c0 = 4piξ(3/2)
−2/3 is the critical
temperature in the non-interacting (ideal) Bose gas.
This model confirms this prediction: in the accompanying paper [26] we
prove that
Tc = Tfc(1 + h1(ν)ρ
1/3a+ o(ρ1/3a)), (1.7)
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where ν = V̂ (0)/a and limν→8pi h1(ν) = 1.49. This result is in close agree-
ment with numerics: Monte Carlo methods suggest [3,18,28] that c ≈ 1.32.
In general ν > 8pi, and it is believed, but not rigorously established, that the
Bogoliubov model is a good approximation if ν is replaced by 8pi. The analysis
leading to (1.7) can also be carried out in 2 dimensions; we discuss this in [27].
Another issue is the asymptotic formula for the free energy (see [30,35]
for the only rigorous results starting from the full many-body problem). In
[26], we provide formulas for the free energy of a dilute Bose gas in different
regions which correspond to very low (ρa/T  1), fairly low (ρa/T ∼ O(1))
and moderate (ρa/T  1) temperatures. In particular, if we let ν → 8pi, for
very low temperatures we reproduce the well-known Lee–Huang–Yang formula
lim
T→0
F can(T, ρ) = 4piaρ2 +
512
15
√
pi(ρa)5/2 + o(ρa)5/2.
For the reader’s convenience, the main results of [26] are also stated in the
next section.
2 Main results and sketch of proof
Throughout this article, we assume that the two-body interaction potential
and its Fourier transform are radial functions that satisfy2
V ≥ 0, V̂ ≥ 0, V 6≡ 0. (2.1)
Moreover, we assume that
V̂ ∈ C1(R3), V̂ ∈ L1(R3), ‖V̂ ‖∞ <∞, ‖∇V̂ ‖2 <∞, ‖∇V̂ ‖∞ <∞. (2.2)
2.1 Existence of minimizers
We start by providing the existence results that form the basis of any further
analysis.
Theorem 2.1 (Existence of grand canonical minimizers for T > 0)
Let T > 0. Assume the interaction potential is a radial function that satisfies
(2.1) and (2.2). Then there exists a minimizer for the Bogoliubov free energy
functional (1.1) defined on D.
2 As mentioned in the introduction, the case V ≡ 0 is well-known and can be solved
explicitly, so we exclude it by assumption. For completeness: if V ≡ 0, a grand canonical
minimizer exists only for µ ≤ 0, T ≥ 0; a canonical one exists for all ρ, T ≥ 0; Theorem
2.5 does not hold; Figure 2.1 is no longer accurate; the grand canonical phase transition
of Theorem 2.6 is completely contained in the line µ = 0, where minimizers exist for all
ρ0 ∈ [0,∞) and all T ≥ 0; the canonical phase transition of Theorem 2.7 happens at the
explicitly known free critical temperature Tfc = c0ρ
2/3 with c0 = 4piξ(3/2)−2/3.
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It turns out that we need to assume some additional regularity on the
interaction potential to prove a similar statement for T = 0 .
Theorem 2.2 (Existence of grand canonical minimizers for T = 0)
Assume the interaction potential fulfils the assumptions of Theorem 2.1. If we
assume in addition that V̂ ∈ C3(R3) and that all derivatives of V̂ up to third
order are bounded, then there exists a minimizer for the Bogoliubov free energy
functional (1.1) defined on D for T = 0.
We expect that our assumptions on the interaction potential are far from
optimal. A natural direction for further research would be to try to extend the
above results to the case of more singular potentials. In the fermionic case, the
existence of minimizers for the HFB functional with Newtonian interaction
turned out to be surprisingly difficult to prove [20].
Remark 2.1 We would like to stress that the minimizers need not be unique.
In fact, a detailed analysis of the dilute limit case in [26] shows that there exist
combinations of µ and T for which the problem (1.3) has two minimizers with
two different densities.
We have analogous results in the canonical setting.
Theorem 2.3 (Existence of canonical minimizers for T > 0) Let T > 0.
Assume the interaction potential is a radial function that satisfies (2.1) and
(2.2). Then the variational problem (1.5) admits a minimizer.
Theorem 2.4 (Existence of canonical minimizers for T = 0) Assume
the interaction potential fulfils the assumptions of Theorem 2.3. If we assume
in addition that V̂ ∈ C3(R3) and that all derivatives of V̂ up to third order are
bounded, then there exists a minimizer for the canonical minimization problem
(1.5) at T = 0.
A nice property that follows from the Euler–Lagrange equations and a trial
state argument used in Theorems 2.2 and 2.4 is the fact that minimizers satisfy
α2 = γ(γ + 1) at T = 0. This implies the following corollary (see the end of
Subsection 5.1, just before Subsection 5.2).
Corollary 2.1 (Structure of T = 0 minimizers) Minimizers for the canon-
ical and grand canonical problem at T = 0 are pure quasi-free states.
Note that this result is not obvious. It is well known that pure quasi-free
states are minimizers for quadratic Hamiltonians; it is also known that mini-
mization problems over all quasi-free states can be restricted to pure quasi-free
states at T = 0 [4], but our minimization does not correspond to a quadratic
Hamiltonian and is not over all quasi-free states.
8 Marcin Napio´rkowski et al.
2.2 Existence and structure of phase transition
We now analyse the structure of the minimizers. Our first result shows that
Bose–Einstein condensation and the presence of pairing are equivalent within
our models.
Theorem 2.5 (Equivalence of BEC and pairing) Let (γ, α, ρ0) be a min-
imizing triple for either (1.1) or (1.4). Then
ρ0 = 0⇐⇒ α ≡ 0.
Hence, there exists only one kind of phase transition within our model.
The next results show that this phase transition indeed exists.
Theorem 2.6 (Existence of grand canonical phase transition) Let µ >
0. Then there exist temperatures 0 < T1 < T2 such that a minimizing triple
(γ, α, ρ0) of (1.3) satisfies
1. ρ0 = 0 for T ≥ T2
2. ρ0 > 0 for 0 ≤ T ≤ T1.
Theorem 2.7 (Existence of canonical phase transition) For fixed ρ > 0
there exist temperatures 0 < T3 < T4 such that a minimizing triple (γ, α, ρ0)
of (1.5) satisfies
1. ρ0 = 0 for T ≥ T4
2. ρ0 > 0 for 0 ≤ T ≤ T3.
Remark 2.2 All the statements remain true in one and two dimensions.
2.3 Grand canonical phase diagram
The results stated above together with their proofs allow us to sketch a phase
diagram of the system, see Figure 2.1.
Note that at T = 0 and µ < 0 the minimizer corresponds to the vac-
uum. Also, for negative chemical potentials there is no phase transition in the
system.
The area with the lighter shade of blue indicates that we cannot rule out
multiple phase transitions with different critical temperatures. This is, how-
ever, unexpected. The vanishing of this area as µ approaches zero from the
right is a consequence of the results in [26], which we review next. See, in
particular, Theorem 2.9.
2.4 Main results of [26]
The main results of [26] hold under several general assumptions. For the fol-
lowing three results, we assume that the gas is dilute
ρ1/3a 1, (2.3)
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Fig. 2.1 The grand canonical phase diagram of the model. No diluteness is assumed. At
µ ≤ 0 and T = 0, all quantities are zero, in particular there is no BEC. Increasing T does
not lead to a phase transition, although γ becomes non-zero. For µ > 0 fixed and T = 0,
there is BEC. This remains the case when T increases (darkest region), eventually leading
to a phase transition somewhere in the lighter region before we enter the white region where
ρ0 = 0.
where a is the scattering length of the potential. Furthermore, we define the
constant C by∫
V̂ ≤ Ca−2 and ‖∂nV̂ ‖∞ ≤ Can+1 for 0 ≤ n ≤ 3, (2.4)
where ∂n is shorthand for all n-th order partial derivatives. With this defini-
tion, our estimates depend only on C and not on a. Recall ν := V̂ (0)/a. The
following theorems contain information about the critical temperature of the
phase transition in the dilute limit.
Theorem 2.8 (Canonical critical temperature) Let (γ, α, ρ0) be a min-
imizing triple of (1.5) at temperature T and density ρ. There is a monotone
increasing function h1 : (8pi,∞)→ R with h1(ν) ≥ limν→8pi h1(ν) = 1.49 such
that
1. ρ0 6= 0 if T < Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
2. ρ0 = 0 if T > Tfc
(
1 + h1(ν)ρ
1/3a+ o(ρ1/3a)
)
,
where Tfc = c0ρ
2/3 with c0 = 4piξ(3/2)
−2/3 is the critical temperature of the
free Bose gas.
Theorem 2.9 (Grand canonical critical temperature) Let (γ, α, ρ0) be
a minimizing triple of (1.3) at temperature T and chemical potential µ. There
is a function h2 : (8pi,∞)→ R with limν→8pi h2(ν) = 0.44 such that
1. ρ0 6= 0 if T <
( √
pi
2ζ(3/2)
8pi
ν
)2/3 (
µ
a
)2/3
+ h2(ν)µ+ o(µ)
2. ρ0 = 0 if T >
( √
pi
2ζ(3/2)
8pi
ν
)2/3 (
µ
a
)2/3
+ h2(ν)µ+ o(µ).
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We refer to [26] for the proof of these statements.
The second main result of [26] provides an expansion of the canonical
free energy (1.5) in the dilute limit. Here, we only state what happens for
ν = V̂ (0)/a → 8pi, which is a corollary of Theorem 10 in [26]. We need to
define an integral first:
I(s) = (2pi)−3
∫
ln
(
1− e−
√
p4+16pip2s2
)
dp.
Theorem 2.10 (Canonical free energy expansion for ν → 8pi) Let Tfc =
c0ρ
2/3 be the critical temperature of the free Bose gas, and ρfc = (T/c0)
3/2 its
corresponding critical density. In the limit ν → 8pi, the canonical free energy
(1.5) can be expanded in the following way.
1. If T > Tfc
(
1 + 1.49ρ1/3a+ o(ρ1/3a)
)
, then
F can(T, ρ) = F0(T, ρ) + V̂ (0)ρ
2 +O(ρa)5/2,
and we have ργ = ρ, ρ0 = 0 for the minimizer. Here, F0(T, ρ) is the free
energy of the non-interacting gas at density ρ and temperature T .
2. If T < Tfc
(
1 + 1.49ρ1/3a+ o(ρ1/3a)
)
, then
F can(T, ρ) = 4piaρ2 + 4piaρ2fc +
512
15
√
pi(ρa)5/2
+ T 5/2I
(√
(ρ− ρfc)a
T
+
1
4
√
pi
√
Ta
)
− 4√piTρfca
√
(ρ− ρfc)a
+ o
(
T (ρa)3/2 + (ρa)5/2
)
.
The last expression reduces to the Lee–Huang–Yang formula for T  ρa:
F can(T, ρ) = 4piaρ2 +
512
15
√
pi(ρa)5/2 + o(ρa)5/2.
2.5 Sketch of proofs and set-up of the paper
The rest of the paper is devoted to the proofs of the statements described in
Subsections 2.1, 2.2 and 2.3.
In Section 3 we provide some general facts that will be useful throughout
the paper.
Section 4 contains the proofs of Theorems 2.1 and 2.3. Section 5 provides
proofs of Theorems 2.2 and 2.4.
The proof of the existence of minimizers in our model is harder than it
is for the fermionic BCS functional [16], mainly because of the occurrence
of Bose–Einstein Condensation (BEC). Loosely speaking, at sufficiently low
temperatures bosons tend to macroscopically occupy the same quantum state,
which suggests that there is no a priori bound on the momentum distribution
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γ(p). Therefore a minimizing sequence could converge to a measure that has
a singular part representing the condensate. This scenario, however, has been
included in the construction of the functional by introducing the parameter
ρ0, which already describes the condensate. The situation is indeed simpler
for fermions as there is an a priori bound on γ: the Pauli principle says γ ≤ 1.
We now present the main ideas behind the proof. As highlighted by (1.5)
and (1.6), the canonical minimization problem can be seen as a minimization
in (γ, α) followed by one in ρ0. Analysing the function f defined in (1.6)
in Subsection 4.1, we conclude that there is a particular ρmin0 for which the
minimum is attained. We then consider the canonical functional with fixed
ρ0 = ρ
min
0 and ργ = ρ−ρmin0 . The remaining minimization should be done over
γ with this particular ργ . To deal with this, we introduce a Lagrange multiplier
in Subsection 4.2. As it is still too hard to directly prove the existence of a
minimizing pair (γ, α) for this problem, we restrict our functional to the smaller
space
Mκ = {(γ, α) ∈ D′|γ(p) ≤ κ
p2
}.
This imposes an artificial bound that can now be used to prove the existence
of minimizers for this restricted problem with standard techniques. The idea
is then to construct a minimizing sequence of the unrestricted problem out of
the minimizers γκ of the restricted problem in the limit κ→∞.
To this end, we prove several bounds for the γκ’s in Subsections 4.3 and
4.4. In particular, we show that mass concentration (or condensation) of the
minimizing sequence can only occur at p = 0. The last main step in Subsection
4.5 is then to show that this is actually impossible, because it would increase
the energy compared to a solution where the mass would have been added to
ρ0 from the start, contradicting the fact that ρ
min
0 was the minimizing ρ0.
The proof sketched above only works for T > 0 since the bounds mentioned
are not uniform in T and deteriorate as T → 0. It turns out that, under
suitable assumptions, the positive temperature minimizers (γT , αT , ρT0 ) form
a uniformly equicontinuous family that is also a minimizing sequence for the
T = 0 problem. Using the Arzela`–Ascoli theorem one can then extract a
minimizer.
Proofs of Theorems 2.6 and 2.7 as well as Theorem 2.5 and the discussion
of the grand canonical phase diagram are provided in Section 6. Appendix A
contains an introduction to Bogoliubov’s variational theory and a derivation
of the functional.
3 Preliminaries
Let us start with several remarks and bounds which will be used later. Through-
out the proofs C,C1, ... stand for unspecified universal constants.
Recall the notation
β(p) :=
√
(
1
2
+ γ(p))2 − α(p)2.
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Since
s(β) = −(β − 1
2
) ln(β − 1
2
) + (β +
1
2
) ln(β +
1
2
)
and
∂s(β)
∂β
= ln
β + 12
β − 12
,
we have
s(γ, α) < s(γ, 0), if α 6= 0. (3.1)
Several bounds will rely on the decomposition α = α< + α> where α< :=
α1{γ<1} and α> := α1{γ≥1}. The condition
α2 ≤ γ2 + γ (3.2)
then implies that |α>| ≤
√
2γ and |α<| ≤
√
2
√
γ. Thus using the assumptions
on V and V̂ we have∣∣∣∣∫ V̂ (p)α(p)dp∣∣∣∣ ≤ ∫
{γ≥1}
V̂ (p)|α>(p)|dp+
∫
{γ<1}
V̂ (p)|α<(p)|dp
≤
∫
{γ≥1}
V̂ (p)
√
2γ(p)dp+
∫
{γ<1}
V̂ (p)
√
2
√
γ(p)dp
≤
√
2V̂ (0)
∫
{γ≥1}
γ(p)dp+
√
2
∫
{γ<1}
V̂ (p)dp < C(‖γ‖1, V̂ ).
(3.3)
Similarly∫∫
V̂ (p− q)α(p)α(q)dpdq =
∫∫
V̂ (p− q)α>(p)α>(q)dpdq
+
∫∫
V̂ (p− q)α<(p)α<(q)dpdq + 2
∫∫
V̂ (p− q)α>(p)α<(q)dpdq
< C(‖γ‖1, ‖V̂ ‖1, ‖V̂ ‖∞),
since∫∫
V̂ (p− q)α>(p)α>(q)dpdq ≤ V̂ (0)
(∫
|α>|
)2
≤ 2V̂ (0)
(∫
γ
)2
,
∫∫
V̂ (p− q)α<(p)α<(q)dpdq ≤ 2
∫∫
V̂ (p− q)
√
γ(p)
√
γ(q)dpdq
≤
∫∫
V̂ (p− q)(γ(p) + γ(q))dpdq = 2
(∫
V̂
)(∫
γ
)
and ∫∫
V̂ (p− q)α>(p)α<(q)dpdq ≤ 2
∫∫
V̂ (p− q)γ(p)dpdq.
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Also, ∫∫
V̂ (p− q)α(p)α(q)dpdq =
∫
V (x)|αˇ(x)|2dx ≥ 0. (3.4)
Another useful consequence of (3.2) is the (pointwise) bound
γ + α ≥ −1
2
. (3.5)
For the convolution terms one easily sees that
‖V̂ ∗ γ‖∞ ≤ ‖V̂ ‖∞‖γ‖1 ≤ C(‖γ‖1, ‖V̂ ‖1, ‖V̂ ‖∞), (3.6)
‖V̂ ∗ α‖∞ ≤ ‖V̂ ‖∞‖α>‖1 + ‖V̂ ‖2‖α<‖2 ≤ C
(
‖γ‖1, ‖V̂ ‖1, ‖V̂ ‖∞
)
. (3.7)
We will also use the following lower bound on the free energy of a non-
interacting system∫
p2γ − T
∫
s(β) ≥
∫
p2γ0 − T
∫
s(γ0, 0)
= T
∫
ln
(
1− e−p
2
T
)
dp > −C, (3.8)
where γ0 =
(
exp(p2/T )− 1)−1. This follows from (3.1) and a direct computa-
tion. In particular, all terms in F are bounded on D′.
4 Existence of minimizers for T > 0
4.1 Reduction to a minimization in (γ, α)
We work with the canonical functional
Fcan(γ, α, ρ0) =
∫
p2γ(p)dp− T
∫
s(γ(p), α(p))dp+
1
2
V̂ (0)ρ2
+ ρ0
∫
V̂ (p)(γ(p) + α(p))dp
+
1
2
∫∫
V̂ (p− q)(γ(p)γ(q) + α(p)α(q))dpdq,
where ρ = ρ0 +
∫
γ = ρ0 + ργ . For notational simplicity, we have absorbed
(2pi)−3 in every integral compared to our usual definition (1.4), so that the
measure is really (2pi)−3dp. We will use the same convention for the real space
measure dx, but not for one-dimensional measures dt or ds.
We mostly focus on the canonical result (Theorem 2.3), and only remark
on the grand canonical result (Theorem 2.1) at the end of this section. We
recall from the introduction (1.6),
f(λ, ρ0) = inf
(γ,α)∈D′∫
γ=λ
Fcan(γ, α, ρ0), (4.1)
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and
F can(T, ρ) = inf
0≤ρ0≤ρ
f(ρ− ρ0, ρ0), (4.2)
so that the minimization in (γ, α) is followed by one in ρ0 The following propo-
sition shows that f is continuous, which implies that (4.2) has a minimizer
ρmin0 . This reduces the problem to proving the existence of a minimizing (γ, α)
for f(ρ− ρmin0 , ρmin0 ), which will do in the next few subsections.
Proposition 4.1 The functional Fcan is jointly strictly convex in (γ, α) and
D′ is a convex set. In addition, f(λ, ρ0) is strictly convex in λ and continuous
as a function of two variables, so that the infimum (4.2) is attained at some
0 ≤ ρmin0 ≤ ρ.
Proof Convexity. First notice that the Hessian of the entropy function −s(γ, α)
(1.2) regarded as a function of γ and α is positive definite. Since V ≥ 0, the
expressions
∫∫
V̂ (p− q)γ(p)γ(q)dpdq and ∫∫ V̂ (p− q)α(p)α(q)dpdq are convex
in γ and α respectively. It follows that Fcan is jointly strictly convex in (γ, α).
Convexity of D′ follows from a simple calculation. These conclusions imply
convexity of f in λ, but it is even strictly convex because of the presence of
the λ2 = ρ2γ-term in V̂ (0)ρ
2/2.
Continuity. Define
Fconv(γ, α, ρ0) =
∫
p2γ(p)dp− TS(γ, α)
+
1
2
∫∫
V̂ (p− q)(γ(p) + ρ0δ0)(γ(q) + ρ0δ0)dpdq
+
1
2
∫∫
V̂ (p− q)(α(p) + ρ0δ0)(α(q) + ρ0δ0)dpdq,
where δ0 is a delta function. This functional is jointly convex in (γ, α, ρ0), so
that
f conv(λ, ρ0) = inf
(γ,α)∈D′∫
γ=λ
Fconv(γ, α, ρ0)
is jointly convex in λ and ρ0. This implies continuity on (0,∞)× (0,∞), but
not necessarily at the boundaries.
We now consider the points of the form (λ∗, 0) with λ∗ > 0. By convexity,
we have
lim
(λ,ρ0)→(λ∗,0)
f conv(λ, ρ0) ≤ f conv(λ∗, 0),
where the limit on the left is independent of the way we approach the boundary
point. To show the opposite inequality, note that we can use approximate
minimizers for (λ∗, ρ0) as trial states for (λ∗, 0) by plugging them in with
ρ0 = 0. In the limit ρ0 → 0, these trial states approximate the limit above,
proving continuity at this boundary.
The boundary (0, ρ∗0) with ρ
∗
0 ≥ 0 can be treated in the same way, where
we use the estimates from Section 3 to treat the terms involving γ and α as
λ→ 0.
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It follows that f(λ, ρ0) = f
conv(λ, ρ0) +
1
2 V̂ (0)(λ+ ρ0)
2− ρ20V̂ (0) is contin-
uous as well. uunionsq
Corollary 4.1 (Radiality of minimizers) A minimizer (γ, α) of (4.1), if
it exists, is radial:
(γ(Rp), α(Rp)) = (γ(p), α(p)) for any R ∈ SO(3).
Proof The strict convexity of Fcan in (γ, α) implies that a minimizer is unique
assuming it exists. The result follows since p 7→ (γ(Rp), α(Rp)) is a minimizer
if p 7→ (γ(p), α(p)) is. uunionsq
4.2 Legendre transform in λ and a restricted problem
It now suffices to show the existence of a minimizing (γ, α) for f(ρ−ρmin0 , ρmin0 ).
This will require considerable effort.
We first study f at a point (λ, ρ0). Only γ with ργ = λ are included
in this minimization problem, but by strict convexity (Proposition 4.1) this
constrained minimization problem is equivalent to the unconstrained problem
f̂(δ, ρ0) := inf
(γ,α)∈D′
(
Fcan(γ, α, ρ0)− δ
∫
γ
)
=: inf
(γ,α)∈D′
Fcanδ (γ, α, ρ0),
(4.3)
where δ is chosen as the slope of a supporting hyperplane at λ for the strictly
convex function λ 7→ f(λ, ρ0). Note that each λ corresponds to a unique δ by
strict convexity.
We now prove a simple property of this new problem.
Lemma 4.1 Let δ ∈ R. There exists a constant CT (bounded as T → 0) such
that
Fcanδ (γ, α, ρ0) ≥
1
2
∫
p2γ(p)dp− δργ + 1
2
V̂ (0)ρ2γ − CT .
In particular, any minimizing sequence of (4.3) is bounded in L1(R3, dp) and
L1(R3, p2dp).
Proof We note
1
2
∫∫
V̂ (p− q)(α(p) + ρ0δ0)(α(q) + ρ0δ0)dpdq ≥ 0.
We also use (3.1) and bound
1
2
∫
p2γ(p)dp− TS(γ, 0) ≥ −CT
in the same way as in (3.8). uunionsq
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Unfortunately, since L1 is not reflexive, the boundedness of a minimizing
sequence of (4.3) is not enough to extract a weakly-converging subsequence.
The best we can do at this point is to introduce a cut-off in our problem:
f̂κ(δ, ρ0) = inf
(γ,α)∈Mκ
Fcanδ (γ, α, ρ0), (4.4)
where κ ≥ 1 and
Mκ = {(γ, α) ∈ D′|γ(p) ≤ κ
p2
}. (4.5)
It is now possible to prove the existence of minimizers with standard tech-
niques.
Proposition 4.2 There exists a minimizer for the restricted problem (4.4).
Proof Step 1. Let (γn, αn) be a minimizing sequence in Mκ. It follows from
Lemma 4.1 that ‖γn‖1 < C and that
∫
p2γn(p)dp < C for some constant C
depending on T , V and δ, but independent of n.
Step 2. We claim that (γn, αn) is a bounded sequence in L
s(R3)× Ls(R3)
for s ∈ ( 65 , 32 ). To this end consider the set
An = {p | γn(p) > 1}.
Since ∫
R3
γn ≥
∫
An
γn ≥ |An|,
the condition ‖γn‖1 < C implies that for any n we have |An| < C. Furthermore
for s ∈ (1, 32 ) we have
‖γn‖ss =
∫
R3\An
γsn +
∫
An
γsn ≤
∫
R3\An
γn +
∫
An
κs
p2s
dp < C, (4.6)
where we used the restriction imposed by (4.5). Indeed, by the previous step
we have
∫
R3\An γn < C. To bound the last term we use the fact that |An| < C.
Then∫
An
κs
p2s
dp =
∫
An∩B(0,1)
κs
p2s
dp+
∫
An\B(0,1)
κs
p2s
dp ≤
∫
B(0,1)
κs
p2s
dp+ |An|κs,
which is bounded uniformly in n for s < 32 . Here, B(0, 1) denotes the unit ball
centred at the origin. Let us now consider the bound on ‖αn‖s. Using (3.2) we
have
‖αn‖ss =
∫
R3\An
|αn|s +
∫
An
|αn|s ≤ 2 s2
∫
R3\An
√
γn
s
+ 2
s
2
∫
An
γsn.
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By (4.6), the last term is bounded uniformly in n. To bound the other term,
notice that by the uniform bound
∫
p2γn(p)dp < C it follows from Ho¨lder’s
inequality that∫
R3\An
γ
s
2
n =
∫
(R3\An)∩B(0,1)
γ
s
2
n +
∫
(R3\An)\B(0,1)
γ
s
2
n
≤ C +
∫
(R3\An)\B(0,1)
(p2γn)
s
2
ps
dp
≤ C +
(∫
(R3\An)\B(0,1)
p2γndp
) s
2
(∫
(R3\An)\B(0,1)
p
2s
s−2 dp
) 2−s
2
.
For 65 < q <
3
2 a uniform bound follows.
Step 3. By the previous step, we can find a subsequence that converges
weakly, i.e. there exist (γ˜, α˜) ∈ Ls(R3) × Ls(R3) such that (γn, αn) ⇀ (γ˜, α˜)
for s ∈ ( 65 , 32 ). Using Mazur’s Lemma we can replace the sequence with convex
combinations and get strong convergence and by going to a further subse-
quence we can assume that the limit is pointwise almost everywhere. As the
functional is convex we still have a minimizing sequence. It follows from Fa-
tou’s Lemma that (γ˜, α˜) ∈ Mκ. To show that (γ˜, α˜) is a minimizer we will
prove that
lim inf
n→∞ F
can
δ (γn, αn, ρ0) ≥ Fcanδ (γ˜, α˜, ρ0).
Indeed,
1
2
p2γn(p)− Ts(γn(p), αn(p)) ≥ 1
2
p2γn(p)− Ts(γn(p), 0) ≥ T ln(1− e−p2/2T )
and the function on the right is integrable. Using the bound (4.5) we also see
that (12p
2 − δ)γn(p) is bounded below by an integrable function. The same is
true for V̂ (p)(γn(p) +αn(p)) using (3.5). The remaining quadratic terms have
positive integrands. Hence the result follows by Fatou’s Lemma. uunionsq
Remark 4.1 Lemma 4.1 implies that there exists a uniform bound on ‖γκ‖1.
This follows from the simple observation that f̂(δ, ρ0) ≤ 0.
Remark 4.2 In one and two dimensions, the restriction defined in (4.5) has
to be appropriately modified to obtain analogous results on the existence of
minimizers for the restricted functional. In fact, one needs to assume γ(p) ≤
κ/pm with m ∈ ( 12 , 1) and m ∈ (1, 2) in one and two dimensions respectively.
We can now try to approach the minimizer of (4.3) by letting κ→∞, but
we first do some preparatory work in the next subsections.
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4.3 A priori bounds on γ and α
First, we show that any potential minimizer γ is strictly positive almost ev-
erywhere.
Lemma 4.2 (Positivity of γ) Let T > 0, δ ∈ R, ρ0 ≥ 0, and κ ≥ T . There
exists a constant C := C
(
δ, ρ0, ‖γ‖1, V̂
)
such that for any minimizer (γ, α)
of either (4.3) or (4.4), the set
S :=
{
p | γ < e− p
2+C
T
}
.
has zero measure.
Proof Since κ ≥ T , we have κ/p2 ≥ e−p2/T and the upper bound defining S is
within the restriction in (4.5). The functional derivative 3 of Fcanδ in γ gives
∂Fcanδ
∂γ
= p2 − δ + ρV̂ (0) + ρ0V̂ (p) + V̂ ∗ γ(p)− T
γ + 12
β
ln
β + 12
β − 12
.
Since 12 ≤ β =
√
(γ + 12 )
2 − α2 ≤ γ + 12 , we have
∂Fcanδ
∂γ
≤ p2 + C − T γ +
1
2
β
ln
β + 12
β − 12
≤ p2 + C − T ln 1
β − 12
,
where C := C
(
δ, ρ0, ‖γ‖1, V̂
)
follows from (3.6). Thus
∂Fcanδ
∂γ
< 0
if
β < e−
p2+C
T +
1
2
.
Since β ≤ γ + 12 , this certainly holds whenever
γ < e−
p2+C
T .
Thus the functional derivative is negative for p ∈ S. Hence, if the set had
positive measure, we would be able to lower the free energy by increasing γ
on it. This would contradict the assumption that (γ, α) is a minimizer. uunionsq
From now on we assume that κ > T . We now show that α(p)2 < γ(p) (γ(p) + 1)
almost everywhere for minimizers of (4.3) or (4.4). Note that the statement is
vacuous if γ(p) = 0. This possibility is, however, excluded (almost everywhere)
by Lemma 4.2.
3 We use the notation where
∂Fcanδ
∂γ
is defined by
∫ ∂Fcanδ
∂γ
(p)φ(p)dp =
d
dt
Fcanδ (γ + tφ, α)
∣∣∣
t=0
.
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Lemma 4.3 Let T > 0, δ ∈ R and ρ0 ≥ 0. There exists a constant C :=
C
(
ρ0, ‖γ‖1, V̂
)
such that for any minimizer (γ, α) of either (4.3) or (4.4),
the set
P :=
{
p |α(p)2 > γ(p) (γ(p) + 1)− e−C/(Tc(γ(p))), α(p)2 > 1
2
γ(p) (γ(p) + 1)
}
has zero measure, where
c(γ) :=
√
2γ(γ + 1)
2γ(γ + 1) + 1
.
Proof The functional derivative of Fcanδ in α gives
∂Fcanδ
∂α
= ρ0V̂ (p) + V̂ ∗ α(p) + T α
β
ln
β + 12
β − 12
.
Assume first that α(p)2 > 12γ(p) (γ(p) + 1). Then∣∣∣∣αβ
∣∣∣∣ ≥
√
1
2γ (γ + 1)
γ(γ + 1) + 14 − α2
≥
√
1
2γ (γ + 1)
1
2γ(γ + 1) +
1
4
= c(γ).
Another estimate that holds by the assumptions on V and inequality (3.7) is∣∣∣ρ0V̂ (p) + V̂ ∗ α(p)∣∣∣ ≤ ρ0‖V̂ ‖∞ + ‖V̂ ∗ α‖∞ ≤ C (ρ0, ‖γ‖1, V̂ ) .
If α ≥
√
1
2γ(p)(γ(p) + 1), then
∂Fcanδ
∂α
≥ −C + Tc(γ) ln β +
1
2
β − 12
≥ −C + Tc(γ) ln 1
β − 12
,
where we have used β ≥ 12 in addition to the previous estimates. Similarly, if
α ≤ −
√
1
2γ(p)(γ(p) + 1), we estimate
∂Fcanδ
∂α
≤ C − Tc(γ) ln β +
1
2
β − 12
≤ C − Tc(γ) ln 1
β − 12
.
In the first/second case the derivative is positive/negative whenever
β ≤ 1
2
+ e−C/(Tc(γ)),
and using the definition of β2 we find that this happens when
α2 > γ(γ + 1)− e−2C/(Tc(γ)) − e−C/(Tc(γ)).
This means that the derivative is positive for p in P and α(p) ≥ 0, and negative
for p in P and α(p) ≤ 0. Hence, if the set had positive measure, we would be
able to lower the energy by varying on it, which contradicts the assumption
that (γ, α) is a minimizer. uunionsq
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Since we already know that γ(p) > 0 almost everywhere, this implies that
−√γ(p) (γ(p) + 1) < α(p) < √γ(p) (γ(p) + 1) almost everywhere. Thus the
Euler–Lagrange equation for α holds with equality for minimizers of both (4.3)
and (4.4).
4.4 A priori bound for γ in the restricted case
The existence of minimizers for (4.4), as well as the a priori bounds established
in the previous subsection give us access to the Euler–Lagrange equations for
the restricted problem. Indeed, we have
∂Fcanδ
∂γ
= p2 − δ + ρV̂ (0) + ρ0V̂ (p) + V̂ ∗ γ(p)− T
γ + 12
β
ln
β + 12
β − 12
=
{≤ 0 if γ(p) = κ/p2
= 0 if 0 ≤ γ(p) < κ/p2 (4.7)
∂Fcanδ
∂α
= ρ0V̂ (p) + V̂ ∗ α(p) + T α
β
ln
β + 12
β − 12
= 0. (4.8)
We now analyse these equations in order to derive a priori bounds for γκ,
the minimizer of the restricted problem (4.4). These bounds are then used to
show convergence of γκ to a minimizer of the unrestricted problem (4.3) as
κ→∞.
Lemma 4.4 (Large p a priori bound for γ) Let T > 0, δ ∈ R, and 0 ≤
ρ0 ≤ ρ. There exist positive constants P0 and C such that for any minimizer
(γ, α) of (4.4) with κ > max{1, T} and |p| > P0, we have
γ(p) ≤ C|p|−4. (4.9)
Moreover, as T goes to zero P0 is uniformly bounded above and C uniformly
bounded above.
Proof Assume α 6= 0. Using (4.8), Lemma 4.1 and (3.7) we see that there is a
P0 such that for |p| > P0
0 ≥ ∂F
can
δ
∂γ
≥ 1
2
p2 − T γ +
1
2
β
ln
β + 12
β − 12
=
1
2
p2 +
γ + 12
α
(
ρ0V̂ (p) + V̂ ∗ α(p)
)
≥ 1
2
p2 − C γ +
1
2
|α| .
(4.10)
Hence, we have
α2(
γ + 12
)2 ≤ Cp−4.
The Bogoliubov free energy functional I 21
Note that we can now drop the assumption α 6= 0 since the above also holds
if α = 0. This implies
β2 =
(
γ +
1
2
)2(
1− α
2(
γ + 12
)2
)
≥
(
γ +
1
2
)2 (
1− Cp−4) ,
which can be rewritten as
γ + 12
β
≤ (1− Cp−4)− 12 . (4.11)
Returning to the second estimate in (4.10), we obtain
0 ≥ ∂F
can
δ
∂γ
≥ 1
2
p2 − T (1− Cp−4)− 12 ln β + 12
β − 12
.
Rewriting this inequality leads to
β ≤ 1
2
exp
[
p2
2T
(
1− Cp−4)1/2]+ 1
exp
[
p2
2T (1− Cp−4)1/2
]
− 1
=
1
2
+
[
exp
[
p2
2T
(
1− Cp−4)1/2]− 1]−1 .
Combining this with (4.11) we finally obtain
γ +
1
2
≤ (1− Cp−4)−1/2(1
2
+
[
exp
[
p2
2T
(
1− Cp−4)1/2]− 1]−1) ,
which is 12 + Cp
−4 +O(p−8) for p large enough. uunionsq
Let γκ be a minimizer for the restricted problem (4.4) for a given κ. We
define
pκ := sup
{
|p|
∣∣∣ γκ(p) = κ
p2
}
. (4.12)
Note that the bound on γκ for large |p| proved in Lemma 4.4 implies that pκ
cannot be infinite for any κ. We will therefore assume henceforth that pκ is
finite. It could be that pκ = −∞ (in case the set (4.12) is empty), but then
our proof works as well.
We shall now work towards a priori bounds on γ for small p. We start by
proving a lemma that we will use twice later on.
Lemma 4.5 Let a > 0 and g : [a,∞) → [0,∞) be a non-negative, continu-
ously differentiable function. If |g′(t)| < Ca for a ≤ t ≤ 2a, then∫
|p|≥a
g(|p|)−1d3p ≥ (2pi2)−1a2Ca−1 ln
(
1 +
Ca
g(a)
a
)
.
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Proof By assumption we have g(|p|) ≤ g(a) + Ca(|p| − a) for a ≤ |p| ≤ 2a.
Thus (recalling our convention for the measures dp and dt explained above
(4.1)) ∫
|p|≥a
g(|p|)−1d3p ≥ (2pi2)−1
∫ 2a
a
[g(a) + Ca(t− a)]−1 t2dt
≥ (2pi2)−1a2
∫ a
0
[g(a) + Cat]
−1
dt
= (2pi2)−1a2Ca−1 ln
(
1 +
Ca
g(a)
a
)
.
uunionsq
To obtain the desired bound for small p we will apply this lemma to the radial
function g˜ given by
g˜(|p|) := γκ(p)−1, (4.13)
where γκ is a minimizer for the restricted problem (note this is indeed a radial
function by arguments similar to those in Corollary 4.1). This means we need
to get a bound on the derivative of γ−1κ . In the calculations below we assume
that (γ, α) is a minimizer for (4.4) for a fixed δ ∈ R and ρ0 ≥ 0 (we drop the
subscript κ for convenience).
We start our analysis from the Euler–Lagrange equations, which hold with
equality for |p| > pκ :
∂Fcanδ
∂γ
= p2 − δ + ρV̂ (0) + ρ0V̂ (p) + V̂ ∗ γ(p)− T
γ + 12
β
ln
β + 12
β − 12
= 0
∂Fcanδ
∂α
= ρ0V̂ (p) + V̂ ∗ α(p) + T α
β
ln
β + 12
β − 12
= 0.
(4.14)
We define
A(p) :=
1
T
(
p2 − δ + ρV̂ (0) + ρ0V̂ (p) + V̂ ∗ γ(p)
)
B(p) :=
1
T
(
ρ0V̂ (p) + V̂ ∗ α(p)
)
.
(4.15)
By squaring, subtracting and taking a square root we obtain
ln
β + 12
β − 12
=
√
A(p)2 −B(p)2 =: G(p),
and
β =
1
2
eG + 1
eG − 1 .
Combined with (4.14) this leads to
γ = β
[
ln
β + 12
β − 12
]−1
A− 1
2
=
1
2
[
eG + 1
G(eG − 1)A− 1
]
. (4.16)
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We know that γ ≤ κ/p2 and also that the expression above is correct for
|p| > pκ. Therefore the denominator cannot go to zero in this region (implying
G cannot go to zero). Combining this with the relation between G and A we
obtain
A ≥ G > 0. (4.17)
Together with (4.16), this implies
γ−1 =
2G(eG − 1)
eG(A−G) +A+G ≤ (e
G − 1) ≤ (eA − 1). (4.18)
Recall the definition (4.13). From (4.18) it follows that on (pk,∞) we have
g˜′(|p|)
2
=
G′
[
eG − 1 +GeG]
D
− G(e
G − 1) [G′eG(A−G) +A′(eG + 1) +G′(1− eG)]
D2
=
1
D
[
GG′
(
eG − 1
G
+ eG
)]
−GG′G
D
eG − 1
G
eG
[
A
D
− G
D
]
−A′
(
G
D
)2
eG − 1
G
(
eG + 1
)
+GG′
(
eG − 1
G
)2(
G
D
)2
,
where D = eG(A−G) +A+G. Note that if P > pκ is bounded then all terms
except the first are bounded on pk < |p| ≤ P : A and A′ are bounded by their
form (4.15) and the assumptions on V ; G is bounded by A; D is bigger than
or equal to both G and A. The boundedness of GG′ follows from
G′ =
1
G
(AA′ +BB′)
and the boundedness from all terms between the brackets (B and B′ are
bounded for similar reasons as A and A′). It follows that
g˜′(p) ≤ C2
D(p)
+ C3 ≤ C2
A(p)
+ C3,
where the Ci := Ci(P, ‖V̂ ‖∞, ‖∇V̂ ‖∞, ‖γ‖1) are constants. To obtain a final
bound on g˜′(p) we need the following lemma.
Lemma 4.6 For pκ < |p| ≤ 12P , where P > 2pκ is a given constant, there
exists C1 := C1(P, ‖V̂ ‖∞, ‖∇V̂ ‖∞, ‖γ‖1) such that
A(p) ≥ ln
[
1 + C1|p|e−
2pi2C1‖γ‖1
p2
]
.
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Proof In order to apply Lemma 4.5 we define the function
g(|p|) := eA(p) − 1.
By (4.15), (4.17) and our assumptions on V it follows that g is positive and con-
tinuously differentiable. To apply Lemma 4.5, we need a bound on its derivative
for |p| ∈ (pκ, P ). Since A and A′ are bounded for pκ < |p| ≤ P we have
|g′(|p|)| = |A′(|p|)|eA(|p|) ≤ C1(P, ‖V̂ ‖∞, ‖∇V̂ ‖∞, ‖γ‖1).
Using Lemma 4.5 and (4.18), we now get for pκ < |p| ≤ 12P
‖γ‖1 ≥
∫
|ξ|≥|p|
g(|ξ|)−1d3ξ ≥ (2pi2)−1p2C−11 ln
[
1 + C1|p|(eA(p) − 1)−1
]
.
Rewriting this proves the lemma. uunionsq
It follows that
g˜′(p) ≤ C2
ln
[
1 + C1|p|e−
2pi2C1‖γ‖1
p2
] + C3 =: η(|p|). (4.19)
Since the function η is decreasing, we can bound it on the interval [|p|, 2|p|] by
its value at |p|.
Lemma 4.7 (Small p a priori bound for γ) For pk < |p| ≤ P0 (where P0
was defined in Lemma 4.4), we have
γ(p) ≤ |p|−1η(|p|)−1e
2pi2‖γ‖1η(|p|)
p2 , (4.20)
where η is defined in (4.19) with P replaced by 2P0 (in the dependence of the
constants).
Proof Equation (4.19) gives us the bound required to apply Lemma 4.5. We
therefore get
‖γ‖1 ≥
∫
|ξ|≥|p|
g˜(|ξ|)−1d3ξ ≥ (2pi2)−1p2η(|p|)−1 ln [1 + |p|η(|p|)γ(p)] ,
which gives the stated result upon rewriting. uunionsq
Remark 4.3 All a priori bounds derived in this subsection remain (up to minor
modifications) true in one and two dimensions.
Equipped with these bounds we shall move towards the proof of existence
of a minimizer of the dual problem (4.3) (at the relevant δmin and ρmin0 ).
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4.5 Existence of unrestricted minimizers
We are now ready to prove Theorem 2.3 by showing the existence of minimizing
(γ, α) for f(ρ−ρmin0 , ρmin0 ) (4.1), where ρmin0 was introduced in Proposition 4.1.
By the strict convexity of f in λ, this is equivalent to finding a minimizer of
its Legendre transform f̂(δmin, ρmin0 ) (4.3), where δ
min ∈ R is in one-to-one
correspondence with ρ − ρmin0 . We will denote λmin := ρ − ρmin0 . The goal of
this subsection is thus to prove the following result.
Proposition 4.3 There exists a minimizer (γ˜, α˜) for (4.3) with δ = δmin,
ρ0 = ρ
min
0 and T > 0, and therefore of (4.1) with λ = ρ− ρmin0 and ρ0 = ρmin0 .
As we have proved in Proposition 4.2, for given δ, ρ0 and κ we can find
(γκ, ακ) that minimize the restricted problem (4.4). We would like to combine
the bounds in Lemmas 4.4 and 4.7 to extract a minimizer for (4.3) from the
sequence (γκ, ακ). To do this, we first need to prove that we can actually reach
the whole of |p| > 0 using the regions |p| > pκ.
Lemma 4.8 There exists a subsequence of (γκ, ακ) such that pκ → 0 as κ→
∞.
Proof First note that the assumption that lim infκ→∞ pκ = c > 0 together
with Lemma 4.7 and the uniform bound on ‖γκ‖1 will lead to a contradiction
if we can show that
lim
|p|↘pκ
γk(p) =
κ
p2κ
. (4.21)
Indeed, in this situation the left-hand side of (4.20) tends to infinity, whereas
the right-hand side is bounded yielding a contradiction. We conclude that
lim infκ→∞ pκ ≤ 0 and hence we can extract a subsequence that has pκ → 0.
To prove (4.21), we first claim there exist γ˜, α˜ and associated β˜ such that
p2 − δ + ρV̂ (0) + ρ0V̂ (p) + V̂ ∗ γκ(p)− T
γ˜ + 12
β˜
ln
β˜ + 12
β˜ − 12
= 0
ρ0V̂ (p) + V̂ ∗ ακ(p) + T α˜
β˜
ln
β˜ + 12
β˜ − 12
= 0
(4.22)
is satisfied for |p| > pκ − ε for some ε > 0. Of course we know that (γκ, ακ)
fulfils this equation for |p| > pκ, but we can do a little better. To see that such
γ˜ and α˜ exist, consider the explicit expression (4.16) for γ˜ in terms of G and
A which follows from (4.22) as before (and only depends on γκ and ακ). In
particular, we know that as long as |p| ≥ pκ the denominator in (4.16) does
not go to zero since the γκ ≤ κ/p2 for |p| > pκ. Since G and A are continuous
everywhere, we can infer that there has to be a small region |p| > pκ−ε where
there exist continuous γ˜ and α˜ that satisfy (4.22) (which have to coincide with
γκ for |p| > pκ, but may not do so otherwise).
Now suppose that γ˜(p) < κ/p2κ for |p| = pκ. By continuity and the argu-
ment above, we then also have that γ˜(p) < κ/p2 on (a possibly smaller region)
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pκ−ε < |p| ≤ pκ. By the definition of pκ we must then have that γκ(p) > γ˜(p)
on a set of positive measure. Since the entropy derivative is strictly increasing
in γ, we have for such p that
∂Fcanδ
∂γκ
= p2 − δ + ρV̂ (0) + ρ0V̂ (p) + V̂ ∗ γκ(p)− T
γκ +
1
2
βk
ln
βk +
1
2
βk − 12
> 0.
This contradicts the fact that γκ is part of a minimizer (which should always
satisfy (4.7)). We conclude that (4.21) is true. uunionsq
This lemma implies that we can pick a subsequence pκ that is decreasing
and tends to zero. This is what we will assume from now on.
We now show that the corresponding (γκ, ακ) form a minimizing sequence
of (4.3).
Lemma 4.9 Let (γk, αk, ρ0) be minimizers for the restricted problem (4.4).
We then have
lim
κ→∞F
can
δ (γκ, ακ, ρ0) = inf
(γ,α)∈D′
Fcanδ (γ, α, ρ0).
Proof Let (γ, α) be a general element in D′. We will show that its energy can
always be approximated by the energy of a sequence of elements in Mκ. We
simply define the functions:
γ˜κ = γ 1(γ ≤ κ/p2)
α˜κ = α 1(γ ≤ κ/p2),
which implies (γ˜κ, α˜κ) ∈ Mκ. It follows from Lebesgue’s Dominated Conver-
gence Theorem that
Fcanδ (γ˜κ, α˜κ, ρ0)→ Fcanδ (γ, α, ρ0).
Since the (γκ, ακ) are minimizers for the restricted problems,
Fcanδ (γκ, ακ, ρ0) ≤ Fcanδ (γ˜κ, α˜κ, ρ0).
By taking a limit in κ followed by an infimum over D′, we obtain
lim sup
κ→∞
Fcanδ (γκ, ακ, ρ0) ≤ infD′ F
can
δ (γ, α, ρ0),
which in combination with the easy observation (use Mκ ⊂ D′ to get the
inequality and then take the lim inf)
inf
D′
Fcanδ (γ, α, ρ0) ≤ lim inf
κ→∞ F
can
δ (γκ, ακ, ρ0)
leads to the desired conclusion. uunionsq
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We will now construct a candidate minimizer (γ˜, α˜) from the restricted min-
imizers (γκ, ακ). Now it will be important that we are dealing with (δ
min, ρmin0 )
and not just any (δ, ρ0).
Proposition 4.4 Let (γκ, ακ) be a sequence of minimizers for f̂κ(δ
min, ρmin0 )
such that pκ decreases to zero. We can extract a new minimizing sequence,
denoted also (γκ, ακ), such that γκ → γ˜ pointwise and in L1, and ακ → α˜
pointwise and (γ˜, α˜) ∈ D′.
Proof Step 1 - pointwise convergence. Recall definition (4.12). For a given p ∈
R3 define κ0(p) to be the smallest κ such that pκ < |p|. Let h(p) := κ0(p)/p2.
Let us call l(p) the function that defines the a priori large p upper bound
on γ(p), i.e. l(p) is the RHS of (4.9). Similarly, let s(p) be the function that
defines the a priori small p upper bound on γ(p), i.e. s(p) is the RHS of (4.20).
Note that using the fact that ‖γκ‖1 is bounded uniformly in κ, the bound s(p)
can be modified to be κ-independent. We call this new bound s(p) as well. We
then define the function
K(p) = max{h(p), l(p), s(p)}.
Note that for any κ we have
γκ(p) ≤ K(p).
Indeed, given a γκ and p we either have κ ≤ κ0(p) or κ > κ0(p). In the first
case we clearly have γκ(p) ≤ κ/p2 ≤ h(p). In the second case, by definition,
we have pκ ≤ |p| and thus γκ(p) ≤ max{l(p), s(p)}.
We use the function K(p) to introduce the weighted L2-space with the
measure dµ(p) = g(p)dp(K(p))2 where g(p) is a strictly positive L
1-function such
that the measure is finite (g has to decay sufficiently fast). We then have the
uniform bounds
‖γκ‖2L2(dµ(p)) =
∫
γ2κg
K2
≤
∫
g < C,
‖ακ‖2L2(dµ(p)) =
∫
α2κg
K2
≤
∫
(γ2κ + γκ)g
K2
≤ C + 1
2
∫
γ2κg
K2
+
1
2
∫
g
K2
< C.
These bounds allow us to extract a subsequence (γκ, ακ) that converges weakly
in the weighted L2-space. Next, applying Mazur’s Lemma, we can obtain a
strongly converging sequence of convex combinations, which – by convexity
of the functional (recall Lemma 4.1) – is also a minimizing sequence. Picking
a further subsequence we can obtain a pointwise converging subsequence. We
denote the limiting functions by γ˜ and α˜. By the pointwise convergence we
have α˜2 ≤ γ˜(γ˜ + 1).
Step 2. Fatou’s lemma in combination with pointwise convergence implies that∫
(1 + p2)γ˜ =
∫
lim inf
κ→∞ (1 + p
2)γκ ≤ lim inf
κ→∞
∫
(1 + p2)γκ. (4.23)
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Recall that we have a uniform bound on ‖γκ‖L1((1+p2)dp). This means that the
integral on the left-hand side is bounded and therefore γ˜ ∈ L1((1 + p2)dp).
Step 3 - L1-convergence. By Lemma 4.9 we know that (γκ, ακ) form a mini-
mizing sequence for f̂(δmin, ρmin0 ) and hence, by strict convexity of f(λ, ρ0) in
λ,
∫
γκ → λmin := ρ− ρmin0 .
Recall that the γκ are uniformly bounded by an L
1 function on intervals
[ε,∞). This implies ∫
|p|>ε
γκ
κ→∞−−−−→
∫
|p|>ε
γ˜
ε→0−−−→
∫
γ˜ (4.24)
where the first convergence follows by an application of the Dominated Con-
vergence Theorem (we have pointwise convergence and a uniform L1-bound
by (4.9) and (4.20)), and the second by the Monotone Convergence Theorem.
Furthermore, it follows from Fatou’s lemma that
∫
γ˜ ≤ λmin. First assume
that
∫
γ˜ = λmin. We use this to see that∫
|γ˜ − γκ| ≤
∫
|p|>ε
|γ˜ − γκ|+
∫
|p|≤ε
γ˜ +
∫
|p|≤ε
γκ
≤
∫
|p|>ε
|γ˜ − γκ|+
∫
|p|≤ε
γ˜ +
∫
γκ −
∫
|p|>ε
γκ.
We use our observation (4.24) for the fourth term and apply the Dominated
Convergence Theorem to the first term to obtain
lim sup
κ→∞
∫
|γ˜ − γκ| ≤
∫
|p|≤ε
γ˜ + λmin −
∫
|p|>ε
γ˜
ε→0−−−→ 0.
Here, the last terms cancel because of our assumption on
∫
γ˜ and the conver-
gence in ε holds simply because γ˜ ∈ L1. This means that in this case we have
proved the proposition. It remains to show that
∫
γ˜ < λmin is impossible.
Step 4. Assume
∫
γ˜ < λmin. We have∫
|p|≤ε
γκ =
∫
γκ −
∫
|p|>ε
γκ
κ→∞−−−−→ λmin −
∫
|p|>ε
γ˜
ε→0−−−→ λmin −
∫
γ˜ > 0.
This quantity is important for our proof, so we give it a name:
d := lim
ε→0
lim
κ→∞
∫
|p|≤ε
γκ > 0.
Our goal (4.30), and eventually (4.32), is to show that we can lower the
energy by adding this mass to the ρ0, which contradicts the fact that ρ
min
0 is
the minimizing point obtained in Proposition 4.1. Hence,
∫
γ˜ < λmin cannot
occur.
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We start with the following estimate (throwing out some positive terms,
using (3.5) and estimating the entropy for small p):
Fcan(γκ,ακ, ρmin0 ) ≥
∫
|p|>ε
p2γκ + ρ
min
0
∫
|p|>ε
V̂ (γκ + ακ)− 1
2
ρmin0
∫
|p|≤ε
V̂
− T
∫
|p|>ε
s(γκ, ακ)− CTε3 − CT‖γκ‖
1
2
1 ε
3/2
+
1
2
V̂ (0)
(∫
γκ + ρ
min
0
)2
+
1
2
∫
|p|>ε
∫
|q|>ε
V̂ (p− q)(γκ(p)γκ(q) + ακ(p)ακ(q))dqdp
+
∫
|p|≤ε
∫
|q|>ε
V̂ (q − p)(γκ(p)γκ(q) + ακ(p)ακ(q))dqdp
+
1
2
∫
|p|≤ε
∫
|q|≤ε
V̂ (p− q)γκ(p)γκ(q)dqdp.
(4.25)
Note that we have obtained the term in the fourth line twice since V̂ is radial,
which implies V̂ (p− q) = V̂ (q − p). For the entropy, we have used∫
|p|<ε
s(γ, α) ≤
∫
|p|<ε
s(γ, 0) =
∫
|p|<ε
(1 + γ) ln(1 + γ)− γ ln γ. (4.26)
In the region where γ ≤ 1, the integrand is bounded by 2 ln(2) + 1. In the
region where γ > 1, we have
(1 +γ) ln(1 +γ)−γ ln γ = ln γ+ (1 +γ) ln(1 +γ−1) ≤ ln γ+ 1 +γ−1 ≤ √γ+ 2.
Together with (4.26), using Cauchy–Schwarz, this implies that∫
|p|<ε
s(γ, α) ≤ Cε3 + C‖γκ‖
1
2
1 ε
3/2.
Continuing from (4.25), for |p| ≤ ε we estimate∣∣∣∣∣
∫
|q|>ε
V̂ (q)γκ(q)dq −
∫
|q|>ε
V̂ (q − p)γκ(q)dq
∣∣∣∣∣ ≤ ε‖∇V̂ ‖∞‖γκ‖1, (4.27)
where we have used our assumptions on the differentiability of V̂ . To see that
a similar estimate holds for ακ, we note that by an argument identical to (3.7)
we have∥∥∥∥∥∇
∫
|q|>ε
V̂ (q − p)ακ(q)dq
∥∥∥∥∥
∞
=
∥∥∥∥∥
∫
|q|>ε
∇V̂ (q − p)ακ(q)dq
∥∥∥∥∥
∞
≤ C
where C is a constant that can be chosen independent of κ. For |p| ≤ ε this
leads to ∣∣∣∣∣
∫
|q|>ε
V̂ (q)ακ(q)−
∫
|q|>ε
V̂ (q − p)ακ(q)
∣∣∣∣∣ ≤ εC.
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Finally, for |q| ≤ ε,
∣∣∣∣∣
∫
|p|≤ε
V̂ (0)γκ(p)−
∫
|p|≤ε
V̂ (p− q)γκ(p)
∣∣∣∣∣ ≤ 2ε‖∇V̂ ‖∞‖γκ‖1.
Using the last two estimates together with (4.27) in (4.25) and estimating the
third term of (4.25), we obtain
Fcan(γκ,ακ, ρmin0 ) ≥
∫
|p|>ε
p2γκ + ρ
min
0
∫
|p|>ε
V̂ (γκ + ακ)− T
∫
|p|>ε
s(γκ, ακ)
+
1
2
∫
|p|>ε
∫
|q|>ε
V̂ (p− q)(γκ(p)γκ(q) + ακ(p)ακ(q))dqdp
+
1
2
V̂ (0)
(∫
γκ + ρ
min
0
)2
+
(∫
|p|≤ε
γκ(p)dp
)[∫
|q|>ε
V̂ (q)γκ(q)dq − ε‖∇V̂ ‖∞‖γκ‖1
]
−
∣∣∣∣∣
∫
|p|≤ε
ακ(p)dp
∣∣∣∣∣
[∣∣∣∣∣
∫
|q|>ε
V̂ (q)ακ(q)dq
∣∣∣∣∣+ εC (‖γκ‖1,∇V̂ )
]
+
1
2
(∫
|q|≤ε
γκ(p)dp
)[
V̂ (0)
∫
|p|≤ε
γκ(q)dq − 2ε‖∇V̂ ‖∞‖γκ‖1
]
− Cρmin0 ‖V̂ ‖∞ − CTε3 − CT‖γκ‖
1
2
1 ε
3/2.
Since |ακ| ≤ γκ + 1/2, we see that
∣∣∣∣∣
∫
|p|≤ε
ακ(p)dp
∣∣∣∣∣ ≤
∫
|p|≤ε
γκ(p)dp+ Cε
3. (4.28)
and hence all the error terms in this expression tend to zero as ε→ 0.
We now choose κ(ε) such that it tends to infinity as ε → 0 and such that∣∣∣limκ→∞ ∫|p|<ε γκ − ∫|p|<ε γκ(ε)∣∣∣ < ε. Then, in particular,
lim
ε→0
∫
|p|<ε
γκ(ε) − d→ 0. (4.29)
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Combining this with (4.28) we find that
Fcan(γκ(ε), ακ(ε), ρmin0 )
≥
∫
|p|>ε
p2γκ(ε) − T
∫
|p|>ε
s(γκ(ε), ακ(ε))
+ρmin0
(∫
|p|>ε
V̂ γκ(ε) −
∣∣∣∣∣
∫
|p|>ε
V̂ ακ(ε)
∣∣∣∣∣
)
+
1
2
∫
|p|>ε
∫
|q|>ε
V̂ (p− q)(γκ(ε)(p)γκ(ε)(q) + ακ(ε)(p)ακ(ε)(q))dqdp
+
1
2
V̂ (0)
(∫
|p|>ε
γκ(ε)(p)dp+ ρ
min
0 + d
)2
+d
∫
|p|>ε
V̂ γκ(ε) − d
∣∣∣∣∣
∫
|p|>ε
V̂ ακ(ε)
∣∣∣∣∣+ 12d2V̂ (0)− c(ε),
where the error c(ε) tends to zero as ε→ 0. We now define
γ˜ε = γκ(ε) 1(|p| > ε)
α˜ε = ±ακ(ε) 1(|p| > ε),
where the sign ± in the second equation is chosen such that∫
|p|≥ε
V̂ α˜ε ≤ 0.
Then
Fcan(γκ(ε), ακ(ε), ρmin0 ) ≥ Fcan(γ˜ε, α˜ε, ρmin0 + d) +
1
2
d2V̂ (0)− c(ε). (4.30)
We will now show how (4.30) leads to a contradiction if d > 0. We first use
that applying the Legendre transform twice on a convex function yields the
original function (recall that f(λ, ρ0) is strictly convex in λ). Thus
f(λ, ρ0) = sup
δ
[
inf
λ′
[f(λ′, ρ0)− δλ′] + δλ
]
,
and hence
f(λ, ρ0) = sup
δ
[
inf
(γ,α)∈D′
[
Fcan(γ, α, ρ0)− δ
∫
γ
]
+ δλ
]
. (4.31)
Using Lemma 4.9 (recall that Fcanδ (γ, α, ρ0) = Fcan(γ, α, ρ0)− δ
∫
γ) and the
fact that limκ→∞
∫
γκ = λ
min, we note that for any δ ∈ R:
f(λmin, ρmin0 ) ≥ inf
(γ,α)∈D′
[
Fcan(γ, α, ρmin0 )− δmin
∫
γ
]
+ δminλmin
= lim
κ→∞
[
Fcan(γκ, ακ, ρmin0 )− δ
∫
γκ
]
+ δλmin.
32 Marcin Napio´rkowski et al.
Recalling our conclusion (4.30) and that (4.29) gives limε→0
∫
(γκ(ε)− γ˜ε) = d,
we obtain
f(λmin, ρmin0 ) ≥ lim inf
ε→0
[
Fcan(γ˜ε, α˜ε, ρmin0 + d)− δ
(∫
γ˜ε + d
)]
+
1
2
d2V̂ (0) + δλmin
≥ inf
(γ,α)∈D′
[
Fcan(γ, α, ρmin0 + d)− δ
∫
γ
]
+ δ(λmin − d)
+
1
2
d2V̂ (0),
where we have also used that (γ˜ε, α˜ε) ∈ D′ for all ε. By taking a supremum
over δ on both sides and using (4.31), we obtain
f(λmin, ρmin0 ) ≥ f(λmin − d, ρmin0 + d) +
1
2
d2V̂ (0). (4.32)
Thus, if d > 0 we arrive at a contradiction with the fact that (λmin, ρmin0 ) =
(ρ− ρmin0 , ρmin0 ) is the minimum of f(ρ− ρ0, ρ0) since V̂ (0) > 0 . This means
the case
∫
γ < λmin cannot occur. Since we had already proved the claims for
the other case, this concludes the proof of the proposition. uunionsq
We need a final lemma to show the existence of a minimizer for the dual
problem (4.3) at the relevant δmin and ρmin0 .
Lemma 4.10 Let (γκ, ακ) and (γ˜, α˜) be as above. In particular, we have γκ →
γ˜ pointwise and in L1, and ακ → α˜ pointwise. We then have
lim inf
κ→∞ F
can
δmin(γκ, ακ, ρ
min
0 ) ≥ Fcanδmin(γ˜, α˜, ρmin0 ).
Proof We recall that
Fcanδmin(γ, α, ρmin0 ) =
∫
p2γ(p)dp− T
∫
s(γ(p), α(p))dp− δmin
∫
γ(p)dp
+
1
2
V̂ (0)(
∫
γ(p)dp+ ρmin0 )
2 + ρmin0
∫
V̂ (p)(γ(p) + α(p))dp
+
1
2
∫ ∫
V̂ (p− q)(γ(p)γ(q) + α(p)α(q))dpdq.
(4.33)
The third and fourth terms on the right-hand side simply converges because
of the L1-convergence of the γκ. The combination of the first two terms is
bounded below by an integrable function (as in (3.8)) and thus we can use
pointwise convergence in combination with Fatou’s lemma to conclude∫
p2γ˜ − T
∫
s(γ˜, α˜) ≤ lim inf
κ→∞
(∫
p2γκ − T
∫
s(γκ, ακ)
)
.
The Bogoliubov free energy functional I 33
To show that the fourth term in (4.33) also converges, we use two estimates.
The easier one is∣∣∣∣ρmin0 ∫ V̂ (γκ − γ˜)∣∣∣∣ ≤ ρmin0 ‖V̂ ‖∞ ∫ |γκ − γ˜| , (4.34)
which goes to zero by the L1-convergence of the γκ. For the term involving α˜,
we write for ε > 0∫
|p|≤ε
|ακ| =
∫
|p|≤ε,|γκ|≤1
|ακ|+
∫
|p|≤ε,|γκ|>1
|ακ| ≤ Cε3 +
√
2
∫
|p|≤ε
γκ,
where we have used the usual estimate on ακ in terms of γκ. Note that this
also holds for α˜ (in terms of γ˜). For |p| > ε and κ large enough we see from
|ακ|2 ≤ γκ(γκ + 1) and Lemmas 4.4 and 4.7 that the Dominated Convergence
Theorem gives
lim
κ→∞
∫
|p|>ε
|α˜− ακ|2 = 0.
Hence∫
|V̂ ||α˜− ακ| ≤ ‖V̂ ‖∞
∫
|p|≤ε
|α˜− ακ|+
∫
|p|>ε
|V̂ ||α˜− ακ|
≤ ‖V̂ ‖∞
∫
|p|≤ε
(|α˜|+ |ακ|) +
(∫
|p|>ε
|V̂ |2
) 1
2
(∫
|p|>ε
|α˜− ακ|2
) 1
2
≤ C‖V̂ ‖∞ε3 +
√
2‖V̂ ‖∞
∫
|p|≤ε
(γκ + γ˜) + C
(∫
|p|>ε
|α˜− ακ|2
) 1
2
κ→∞−−−−→ C‖V̂ ‖∞ε3 + 2
√
2‖V̂ ‖∞
∫
|p|≤ε
γ˜.
(4.35)
Since this holds for any ε > 0 and tends to 0 as ε → 0, we combine our
conclusion with the first estimate to see that the entire third term converges,
i.e.
ρmin0
∫
V̂ (p) (γκ(p) + ακ(p)) dp→ ρmin0
∫
V̂ (p) (γ˜(p) + α˜(p)) dp.
Finally, we need to take care of the fifth term in (4.33). It is enough to bound∣∣∣∣∣
√∫∫
γ˜(p)V̂ (p− q)γ˜(q)dpdq −
√∫∫
γκ(p)V̂ (p− q)γκ(q)dpdq
∣∣∣∣∣ (4.36)
≤
√∫∫
(γκ(p)− γ˜(p))V̂ (p− q)(γκ(q)− γ˜(q))dpdq ≤ ‖V̂ ‖1/2∞ ‖γκ − γ˜‖1,
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where we have used that V ≥ 0. This implies convergence of the γ-part of
the fifth term. Since we do not have L1-convergence for ακ, we need to use a
different method. We again need to control∫∫
(ακ − α˜)(p)V̂ (p− q)(ακ − α˜)(q)dpdq
≤ 2
∫∫
|p|,|q|>ε
(ακ − α˜)(p)V̂ (p− q)(ακ − α˜)(q)dpdq
+2
∫∫
|p|,|q|<ε
(ακ − α˜)(p)V̂ (p− q)(ακ − α˜)(q)dpdq.
For the first integral we use∫
|p|,|q|>ε
(ακ − α˜)(p)V̂ (p− q)(ακ − α˜)(q)dpdq =
=
∫
V (x)|F−1 ((ακ − α˜)1(|p| > ε)) |2dx
≤ ‖V ‖∞‖F−1 ((ακ − α˜)1(|p| > ε)) ‖22 = ‖V ‖∞
∫
|p|>ε
|ακ − α˜|2,
(4.37)
where F−1 denotes the inverse Fourier transform. The second integral is
bounded by
∫
|p|,|q|≤ε
(ακ − α˜)(p)V̂ (p− q)(ακ − α˜)(q)dpdq ≤ ‖V ‖1
 ∫
|p|≤ε
|ακ − α˜|dp

2
≤ ‖V ‖1
(
Cε3 + C
∫
|p|≤ε
(γκ + γ˜)
)2
,
(4.38)
where we used the same bound as in the first term of (4.35). Taking the limit
κ→∞ followed by ε→ 0 in (4.37), (4.38) and the bound above, we see that
we have convergence of the α-part of the fifth term. This concludes the proof
of the lemma. uunionsq
We are ready to prove the main statement of this subsection, and hence
Theorem 2.3.
Proof (Proof of Proposition 4.3) We combine the previous two lemmas to
obtain
inf
(γ,α)∈D′
Fcanδmin(γ, α, ρmin0 ) = lim infκ→∞ F
can
δmin(γκ, ακ, ρ
min
0 ) ≥ Fcanδmin(γ˜, α˜, ρmin0 )
≥ inf
(γ,α)∈D′
Fcanδmin(γ, α, ρmin0 ),
where the first equality holds by Lemma 4.9 and the first inequality holds by
Lemma 4.10. We conclude that the (γ˜, α˜) constructed in Proposition 4.4 is a
minimizer. uunionsq
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Remark 4.4 How should the arguments above be adapted for the grand canon-
ical functional (1.1) and Theorem 2.1? By the definitions of F (T, µ) (1.3) and
f(λ, ρ0) (4.1), we have
F (T, µ) = inf
λ,ρ0
[f(λ, ρ0)− µ(λ+ ρ0)] . (4.39)
Using (3.5) and (3.8), we see that
f(λ, ρ0) ≥ −C1ρ0 − C2 + 1
2
V̂ (0)(λ+ ρ0)
2,
so that by continuity of f , in analogy with Proposition 4.1, the infimum in
(4.39) is attained at some point (λmin, ρmin0 ), where λ
min and ρmin0 are now
independent. All arguments now go through as before to obtain a minimizer
(γ, α) for f(λmin, ρmin0 )− µ(λmin + ρmin0 ). Crucially, (4.32) still leads to a con-
tradiction since −µ(λ+ ρ0) only depends on the sum of λ and ρ0.
Remark 4.5 The statement remains true in one and two dimensions.
5 Existence of minimizers for T = 0
In this section, we prove Theorems 2.2 and 2.4. The proof of the existence of
minimizers for T > 0 relied upon the bounds derived in Section 4.4. These
showed that the minimizers of the restricted problem are uniformly bounded
for fixed T , which allowed us to extract a limit. However, the bound deterio-
rates as T → 0 and hence the proof cannot be used for T = 0. In this section
we prove the existence of a minimizer for T = 0 in a different way.
5.1 The grand canonical case
We first consider the grand canonical functional. Note that the statement is
trivial for T = 0 and µ ≤ 0, since in this case the functional is obtained by
taking expectation values of a positive operator. The minimizer is given by
the vacuum, i.e. (γ, α, ρ0) = (0, 0, 0).
The rest of this subsection is dedicated to proving the theorem for µ > 0.
By the main result of the previous section, we know that for any µ and T > 0
there exists a minimizer of the grand canonical functional (1.1). In this section,
we will denote this functional by FT to make the T -dependence explicit. As
the proposition below shows, its minimizers at temperature T actually form a
minimizing sequence as T → 0 for the T = 0 case.
Proposition 5.1 (T = 0 minimizing sequence) Let (γT , αT , ρT0 ) be a min-
imizer for F (T, µ) with µ, T > 0. Then
TS(γT , αT )
T→0−−−→ 0 and F0(γT , αT , ρT0 ) T→0−−−→ F (0, µ).
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Proof Let T1 < T2. Making use of the minimizers at these temperatures, we
obtain
FT1(γT1 , αT1 , ρT10 ) = F0(γT1 , αT1 , ρT10 )− T1S(γT1 , αT1)
≤ F0(γT2 , αT2 , ρT20 )− T1S(γT2 , αT2)
= F0(γT2 , αT2 , ρT20 )− T2S(γT2 , αT2) + (T2 − T1)S(γT2 , αT2)
≤ F0(γT1 , αT1 , ρT10 )− T2S(γT1 , αT1) + (T2 − T1)S(γT2 , αT2).
Comparing the first and last line we see that S(γT1 , αT1) ≤ S(γT2 , αT2), and
thus the entropy of the minimizers decreases when T does. Since it has to be
non-negative, this implies that TS(γT , αT )→ 0 as T → 0.
Now, note that for all (γ, α, ρ0) ∈ D one has
F0(γT , αT , ρT0 )− TS(γT , αT ) ≤ F0(γ, α, ρ0)− TS(γ, α).
Taking a lim supT→0 followed by an infimum over (γ, α, ρ0) and combining
this with
lim inf
T→0
F0(γT , αT , ρT0 ) ≥ F (0, µ),
proves the second claim. uunionsq
Now that we know that
{
(γT , αT , ρT0 )
}
{T>0} is a minimizing sequence, we
would like to extract a limit out of it. This can in fact be done.
Proposition 5.2 There exists a subsequence of
{
(γT , αT , ρT0 )
}
{T>0} such that
γT → γ˜ pointwise and in L1, αT → α˜ pointwise and in L2, and ρT0 → ρ˜0.
Moreover, the limit is an admissible state, i.e. (γ˜, α˜, ρ˜0) ∈ D.
We will first state the proof of Theorem 2.2. The rest of this section will
then be dedicated to proving Proposition 5.2.
Proof (Proof of Theorem 2.2) As mentioned at the beginning of this section,
the functional with µ ≤ 0 has a minimizer γ = α = ρ0 = 0, so there is nothing
left to prove. We consider the case µ > 0. By Proposition 5.2, we can assume
that a suitable subsequence of (γT , αT , ρT0 ) has the convergence properties
stated. Let us recall what the relevant functional looks like:
F0(γT , αT , ρT0 ) =
∫
p2γT (p)dp− µρT + 1
2
V̂ (0)
(
ρT
)2
+ ρT0
∫
V̂ (p)(γT (p) + αT (p))dp
+
1
2
∫
V̂ (p− q) [αT (p)αT (q) + γT (p)γT (q)] dpdq.
We will show that this converges to something that is bigger than or equal
to F0(γ˜, α˜, ρ˜0), much like in Lemma 4.10. The first term can be treated by
Fatou’s lemma and pointwise convergence (see (4.23) for a similar application).
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The second and third terms simply converge since ρT0 → ρ˜0 and ρTγ → ργ˜ by
L1-convergence. The remaining terms involving γT converge because of L1-
convergence (see estimates (4.34) and (4.36)). The quadratic αT -term is taken
care of using L2-convergence and the estimate (4.37), where now the integrals
are over all p and q. L2-convergence also suffices to show convergence of the
term linear in αT :∣∣∣∣∫ V̂ α˜− ∫ V̂ αT ∣∣∣∣ ≤ ∫ V̂ |α˜− αT | ≤ (∫ |V̂ |2)1/2(∫ ∣∣α˜− αT ∣∣2)1/2 .
We have thus shown that
lim inf
T→0
F0(γT , αT , ρT0 ) ≥ F0(γ˜, α˜, ρ˜0).
Together with Proposition 5.1, this leads to
F (0, µ) = lim inf
T→0
F0(γT , αT , ρT0 ) ≥ F0(γ˜, α˜, ρ˜0) ≥ F (0, µ),
which proves that (γ˜, α˜, ρ˜0) is indeed a minimizer. uunionsq
It remains to prove Proposition 5.2. As mentioned before, some bounds
in Section 4.4 cannot be obtained uniformly in T , so they are useless for this
case. However, the equivalent of Lemma 4.4 (with µ rather than δ) does hold
uniformly.
Lemma 5.1 Let µ ∈ R. There exist C,P0, T0 > 0 such that for all |p| > P0
and 0 < T ≤ T0, we have
γT (p) ≤ C|p|−4.
We also need the following lemma.
Lemma 5.2 For every µ > 0, there exists a temperature T1 > 0, such that any
minimizer of the grand canonical functional (1.1) at temperatures 0 ≤ T ≤ T1
and chemical potential µ has ρ0 > 0.
Proof Assume that a minimizer has ρ0 = 0. This implies that its γ satisfies
FT (γ, 0, 0) ≤ inf
ρ0
FT (0, 0, ρ0) = −µ
2
2V̂ (0)
, (5.1)
since adding an α could only raise the energy (due to the monotonicity of the
entropy (3.1)). We have
FT (γ, 0, 0) = 1
2
∫
p2γ(p)dp+
1
2
∫
V̂ (p− q)γ(p)γ(q)dpdq (5.2)
+
1
2
V̂ (0)ρ2γ − µργ (5.3)
+
1
2
∫
p2γ(p)dp− TS(γ, 0). (5.4)
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Clearly,
(5.3) ≥ −µ
2
2V̂ (0)
, (5.5)
and (5.4) can be bounded as in (3.8), i.e.
(5.4) ≥ −CT 5/2, (5.6)
where C is a positive constant. Since V̂ (0) > 0 and V̂ ∈ C1, we can pick p0 > 0
small enough such that min|p|≤2p0 V̂ (p) > 0, and
(5.2) ≥ 1
2
p20
∫
|p|>p0
γ(p)dp+
1
2
(
min
|p|≤2p0
V̂ (p)
)(∫
|p|≤p0
γ(p)dp
)2
.
The last expression can be minimized in
∫
|p|≤p0 γ, where we also take into
account that it is less than ργ . The lower bounds we deduce are
1
2 min|p|≤2p0 V̂ (p)ρ
2
γ if ργ ≤
p20
2 min|p|≤2p0 V̂ (p)
1
4p
2
0ργ if ργ >
p20
2 min|p|≤2p0 V̂ (p)
.
It follows that there exist c1, c2 > 0 depending only on V such that
(5.2) ≥ min{c1ργ , c2ρ2γ}. (5.7)
Putting together (5.1), (5.5), (5.6) and (5.7), we see that any minimizer with
ρ0 = 0 has to satisfy
min{c1ργ , c2ρ2γ} ≤ CT 5/2.
However, this means that there exist c3, c4 > 0 depending only on V such that
∂E(γ, 0, ρ0)
∂ρ0
∣∣∣
ρ0=0
= −µ+ V̂ (0)
∫
γ +
∫
V̂ γ ≤ −µ+ 2V̂ (0)
∫
γ
≤ −µ+ max{c3T 5/2, c4T 5/4}.
(5.8)
This implies the existence of a temperature T1 depending on µ and V such
that this derivative is negative for all 0 ≤ T ≤ T1, which means that there
cannot be minimizers with ρ0 = 0. uunionsq
Proof (Proof of Proposition 5.2) We split the proof into several steps in which
we obtain the different limits. For simplicity we use the notation
∫
γT =: ρTγ
and ρT := ρTγ + ρ
T
0 .
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Step 1: Limit for ρT0 and ρ
T
γ . We will show that both these sequences are
uniformly bounded. Since we are dealing with minimizers, we have
−µ2
2V̂ (0)
= FT
(
0, 0,
µ
V̂ (0)
)
≥ F0 (γT , αT , ρT0 )− TS(γT , αT ).
Since by Proposition 5.1 the entropy term converges to 0 as T → 0, for T
small enough we have
−µ2
4V̂ (0)
≥ −µρT + 1
2
V̂ (0)
(
ρT
)2
+ ρT0
∫
V̂ (γT + αT )
≥ ρT0 (−µ−
1
2
∫
V̂ ) +
1
2
V̂ (0)
(
ρT0
)2 − µρTγ + 12 V̂ (0) (ρTγ )2 ,
where we have thrown out some positive terms and used the fact that γ+α ≥
− 12 . This estimate implies that ρT0 and ρTγ are uniformly bounded. We can
extract a limit by taking subsequences, so that from now on we have ρT0 → ρ˜0
and ρTγ → ρ˜γ .
Step 2: Limit for
∫
V̂ (γT +αT ) and ρ˜0 > 0. It follows from Lemma 5.2 that
ρT0 > 0 for T small enough. This implies that the Euler–Lagrange equation in
ρ0 has to hold with equality for T small enough:
− µ+
∫
V̂ (γT + αT ) + V̂ (0)ρT = 0. (5.9)
Since we know that ρT has a limit as T → 0, the integral in the equation above
will also have a limit.
We now consider the following trial state:
γ = γ01Bε
α = −
√
(γ0(γ0 + 1)1Bε ,
where Bε denotes the ball with radius ε (which will be fixed later) centred at
the origin. We have
F0
(
γ, α, µ(V̂ (0))−1 − γ0|Bε|
)
−F0
(
0, 0, µ(V̂ (0))−1
)
=
= γ0
∫
Bε
p2dp+
(
µ
V̂ (0)
− |Bε|γ0
)
(γ0 −
√
(γ0(γ0 + 1))
∫
Bε
V̂ (p)dp
+
2γ20 + γ0
2
∫∫
Bε×Bε
V̂ (p− q)dpdq.
(5.10)
Assume that γ0 is large enough, in particular γ0 > 1. Then
γ0 −
√
(γ0(γ0 + 1) = −1
2
+O(γ−10 ).
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We also choose the radius ε in such a way that
|Bε| = ν
γ20
for a positive constant ν. The fact that V̂ ∈ C1 and V̂ (0) > 0 imply that
V̂ (p) ≥ 12 V̂ (0) on Bε for γ0 large enough. It follows that
(5.10) ≤ Cγ0|Bε|5/3 − (1
2
−O(γ−10 ))
(
µ
V̂ (0)
− |Bε|γ0
)
|Bε| V̂ (0)
2
+ V̂ (0)|Bε|2 2γ
2
0 + γ0
2
,
where C is a positive constant. Hence, for ν < µ
4V̂ (0)
and γ0 sufficiently large
(5.10) ≤ Cγ−7/30 −
1
2
(
V̂ (0)
2
−O(γ−10 )
)(
µ
V̂ (0)
− ν
γ0
)
ν
γ20
+ V̂ (0)ν2
2γ20 + γ0
2γ40
=
(
νV̂ (0)− µ
4
) ν
γ20
+ o(γ−20 ) < 0.
Also note that γ0 > 1 implies µ(V̂ (0))
−1 − γ0|Bε| ≥ 0, which means that our
choice of ρ0 in (5.10) was allowed.
Together with Proposition 5.1, this calculation implies that
−µ2
2V̂ (0)
> F (0, µ) = lim
T→0
F0(γT , αT , ρT0 )
= lim
T→0
[∫
p2γT +
1
2
∫
V̂ (p− q) [αT (p)αT (q) + γT (p)γT (q)] dpdq]
+
[
−µρ˜+ 1
2
V̂ (0)ρ˜2
]
+ ρ˜0 lim
T→0
∫
V̂ (γT + αT ).
(5.11)
The first limit has to be non-negative and the term involving ρ˜ has to be bigger
than or equal to −µ2/2V̂ (0). We therefore conclude that
ρ˜0 > 0,
lim
T→0
∫
V̂ (γT + αT ) = −C < 0. (5.12)
Step 3: Limits for TAT and TBT . Recall from Section 4.4 that the Euler–
Lagrange equations of the functional lead to an expression for γT in terms of
the functions
TAT (p) = p2 − µ+ V̂ (0)ρT + ρT0 V̂ (p) + V̂ ∗ γT (p),
TBT (p) = ρT0 V̂ (p) + V̂ ∗ αT (p),
TGT (p) =
√
(TAT (p))
2 − (TBT (p))2.
(5.13)
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We will establish a limit for these functions, and then prove that it leads to a
limit for γT . Note that we only need to deal with the convolution terms since
all other terms already have a limit or are constant in T .
Our goal is a pointwise limit on the whole space, and a C2-limit on the
compact {|p| ≤ P0}, where P0 is given by Lemma 5.1. Recall our assumption
that V̂ is in C3(R3) and that all its derivatives up to third order are bounded.
This implies that V̂ ∗ γT and V̂ ∗αT are also in C3(R3) and, using the bounds
(3.7) on these quantities and the uniform bound on ρTγ , that all derivatives up
to third order are uniformly bounded in T . In particular, V̂ ∗ γT and V̂ ∗ αT
are uniformly bounded with uniformly bounded derivatives, and the latter
implies uniform equicontinuity. All this means that by a diagonal argument
one can construct a pointwise limit on R3 (that is continuous) by selecting
subsequences that converge on the rationals (see, e.g. Theorem I.26 in [29]).
By the Arzela`–Ascoli theorem, this implies that taking further subsequences
leads to a uniform limit on the compact {|p| ≤ P0}. We now repeat this last
argument for the derivatives and second-order derivatives on {|p| ≤ P0}. We
obtain uniform (continuous) limits for all derivatives up to second order. By
uniform convergence these are indeed derivatives of the limit functions.
Summarizing, we have obtained limits a and b that are bounded and in
C2(|p| ≤ P0) such that TAT → a and TBT → b pointwise and also uniformly
on {|p| ≤ P0}. We also note that by (5.9), (5.12) and (5.13): a ≥ C > 0. By
the Euler–Lagrange equations for T > 0 we have |TBT | ≤ TAT , so the limits
also satisfy |b| ≤ a. Hence TGT also has a pointwise limit g = √a2 − b2 that
is a bounded function.
Step 4: Limit for γT . As in Section 4.4 we derive an expression for γT
in terms of AT and GT given by (5.13). To make use of the limits we have
obtained, we write it as follows:
γT =
TAT − TGT + e− 1T (TGT ) (TAT + TGT )
2TGT
(
1− e− 1T (TGT )
) . (5.14)
We conclude that pointwise
γT
T→0−−−→ a− g
2g
=: γ˜, (5.15)
which is easy to see when g > 0, but since a > 0 it is also true for g = 0 (with
the understanding that γT = +∞ at such points). We would nonetheless like
to prove that g = 0 actually cannot happen.
First note that g(p) is bounded away from 0 for |p| ≥ P0 by the bound
in Lemma 5.1 and the fact that a ≥ C > 0. Now suppose that g2(p0) =
(a2 − b2)(p0) = 0 for some |p0| < P0. We know that a2 and b2 are C2 around
p0 and that b
2 ≤ a2. Therefore, a2−b2 has to behave like (p−p0)2+o(p−p0)2
around p0. Since a ≥ C > 0, we see that γ˜ has to go to infinity like |p−p0|−1 or
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faster. If we assume that p0 6= 0, this implies that γ˜ is non-integrable, which,
by Fatou’s lemma, contradicts the pointwise convergence:∫
γ˜ ≤ lim inf
T→0
∫
γT = ρ˜γ <∞.
We therefore conclude that g(p) cannot be zero for p 6= 0. However, using (5.9)
and (5.13) we can calculate that
g(0) =
√
(a(0)− b(0))(a(0) + b(0)) =
√
−4ρ˜0V̂ (0)
[
lim
T→0
∫
V̂ αT
]
> 0,
where the inequality holds by (5.12). We can now conclude that g 6= 0. Since
it is continuous, it has to be bounded away from zero on the compact |p| ≤ P0,
and combined with our previous observation, everywhere.
We now analyse the expression (5.14) and conclude that the convergence
(5.15) is actually uniform on {|p| ≤ P0}. For this we use the following facts: a
sum preserves uniform convergence; a product preserves uniform convergence
given that the limit functions are bounded; a composition g ◦ fn preserves
uniform convergence (of the fn) if g is uniformly continuous in the region
where fn takes values. Since it is necessary to apply this last fact to the
function x 7→ 1/x, it is crucial that g is bounded away from 0.
We can finally prove that γT → γ˜ in L1. The uniform convergence implies
L1-convergence on {|p| ≤ P0}. By Lemma 5.1, we have also uniform bounded-
ness by an L1-function on {|p| > P0}. Applying the Dominated Convergence
Theorem to that region, we conclude that γT → γ˜ in L1. The pointwise conver-
gence obtained before also implies γ˜ ≥ 0, and by Fatou’s lemma, ∫ p2γ˜dp <∞.
Step 5: Limit for αT . As before, we use relations that are known to hold
for T > 0 to conclude convergence:
βT =
√(
γT +
1
2
)2
− (αT )2 = 1 + e
− 1T (TGT )
2(1− e− 1T (TGT ))
T→0−−−→ 1
2
αT = −βT TB
T
TGT
T→0−−−→ − b
2g
=: α˜.
Again, the convergence holds pointwise everywhere and uniformly on {|p| ≤
P0}. The uniform convergence implies L2-convergence on {|p| ≤ P0}. Since(
αT
)2 ≤ γT (γT + 1), Lemma 5.1 leads to an uniform L2-bound on the αT for
{|p| ≥ P0}. Hence, L2-convergence also holds in this region by the Dominated
Convergence Theorem. Also note that βT → 1/2 implies that α˜2 = γ˜(γ˜ + 1).
We have now proved all the claims in the proposition. uunionsq
It remains to prove Corollary 2.1.
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Proof (Corollary 2.1 for the grand canonical functional.) Our goal will be to
show that any minimizer at T = 0 has to satisfy α2 = γ(γ+ 1) using elements
from the proof above. The corollary then follows from Theorem 10.4 in [34],
which states that the 1-pdm Γ corresponds to pure quasi-free states if and
only if
ΓSΓ = −Γ
(cf. (A.3) and (A.2) for definitions). This is indeed satisfied if α2 = γ(γ + 1).
Note that µ ≤ 0 is easy, since the minimizer is (γ, α, ρ0) = (0, 0, 0) as
explained at the start of this section. For µ > 0, we can consider (5.11) directly
at T = 0 (i.e. without the limits) to conclude that any minimizer has
ρ0 > 0,
∫
V̂ (γ + α) < 0.
This implies that (5.9) holds, and so minimizers have
∂F
∂γ
= p2 −
∫
V̂ (γ + α) + ρ0V̂ (p) + V̂ ∗ γ(p) > 0.
If α2 < γ(γ + 1), this derivative equals 0 and we obtain a contradiction. uunionsq
5.2 The canonical case
We would now like to prove the existence of T = 0 minimizers for the canonical
problem. Recall that for fixed ρ ≥ 0 and T ≥ 0 the functional reads
Fcan(γ, α, ρ− ργ) =
∫
p2γ(p)dp− TS(γ, α) + 1
2
V̂ (0)ρ2
+
(
ρ−
∫
γ
)∫
V̂ (p) (γ(p) + α(p)) dp
+
1
2
∫∫
V̂ (p− q) (α(p)α(q) + γ(p)γ(q)) dpdq.
Proof (Proof of Theorem 2.4.) We follow the same strategy as in the grand
canonical case. The same argument as in Proposition 5.1 implies that canon-
ical, positive temperature minimizers at fixed ρ form a minimizing sequence
for the T = 0 problem with that ρ.
We have
∂Fcan
∂γ
= p2 + (ρ− ργ)V̂ (p)−
∫
V̂ (γ + α) + V̂ ∗ γ(p)− T γ +
1
2
β
ln
β + 12
β − 12
∂Fcan
∂α
= (ρ− ργ)V̂ (p) + V̂ ∗ α(p) + T α
β
ln
β + 12
β − 12
.
(5.16)
To see that these expressions are equal to zero for minimizers, we repeat the
argument in Lemmas 4.2 and 4.3, but one extra ingredient is needed since
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ργ ≤ ρ provides an extra constraint compared to the grand canonical case.
We therefore apply Theorem 2.7 (proved in the next section), which states
that minimizers will have ρ0 > 0 for sufficiently low temperatures. As a con-
sequence, we arrive at the same bound as in Lemma 5.1.
We now repeat the proof of Proposition 5.2. Step 1 simplifies since ρTγ ≤ ρ
provides the required bound. For step 2, we first note that there is no equivalent
to (5.9) in this case, but we can take a further subsequence to ensure that∫
V̂ (γT + αT ) has a limit. We then repeat the trial state argument (with
µ/V̂ (0) replaced with ρ), and it leads to the same conclusion as in the grand
canonical case, that is
ρ˜0 := lim
T→0
(ρ− ρTγ ) > 0,
lim
T→0
∫
V̂ (γT + αT ) = −C < 0.
The canonical TAT reads
TAT = p2 + ρT0 V̂ (p)−
∫
V̂ (γT + αT ) + V̂ ∗ γT (p),
which is really the same as (5.9) combined with (5.13). We then repeat the
remaining steps in the proof of Proposition 5.2 to reach similar conclusions. To
finish, we proceed as in the proof of Theorem 2.2. The conclusion of Corollary
2.1 for the canonical functional follows in an identical way. uunionsq
6 Phase transition and the grand canonical phase diagram
We start by proving Theorem 2.5, which states that there is only one kind
of phase transition in the system. This holds for both the canonical and the
grand canonical functional.
Proof (Proof of Theorem 2.5.) Step 1. Let T > 0. Since∫
V̂ (p− q)α(p)α(q)dpdq =
∫
V (x)|αˇ(x)|2dx ≥ 0,
and S(γ, α) < S(γ, 0) for α 6≡ 0, we directly see from the definition of the
functionals (1.1) and (1.4) that ρ0 = 0 implies α ≡ 0.
Let T > 0. Recall from the proof of the existence of minimizers that the
Euler–Lagrange equation for α is satisfied:∫
V̂ (p− q)α(q)dq + ρ0V̂ (p) + T α(p)
β(p)
ln
β(p) + 12
β(p)− 12
= 0
for both functionals. Thus α ≡ 0 implies ρ0 = 0 as long as V̂ (p) > 0 on some
set of positive measure, which is the case since V̂ (0) > 0 and V̂ ∈ C1.
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Step 2. Let T = 0. For µ < 0 (grand canonically) or ρ = 0 (canonically),
we know that the minimizers have ρ0 = α = 0, so there is nothing to prove.
For µ > 0 or ρ > 0, we know that ρ0 > 0 by Theorems 2.6 and 2.7 respec-
tively. Grand canonically, we have shown in Corollary 2.1 that α 6≡ 0, which
followed from the trial state argument in step 2 of the proof of Proposition
5.2. As pointed out in the proof of Theorem 2.4, a similar argument holds for
the canonical case, and we again find α 6≡ 0. uunionsq
We now prove that there indeed exists a phase transition in the model.
Proof (Proof of Theorem 2.6.) Note that the second part of the statement is
proved in Lemma 5.2. It remains to show that there is no condensation for
high temperatures.
The proof is based on two inequalities: an upper and a lower bound. The
upper bound shows that for sufficiently large T there exists a positive constant
C depending on µ and V such that
inf
γ
F(γ, 0, 0) ≤ −CT 2 lnT +O(T 2). (6.1)
The lower bound shows that any minimizer (γ, α, ρ0) with ρ0 > 0 has to satisfy
F(γ, α, ρ0) ≥ −C˜T lnT +O(T )
for sufficiently large T and C˜ depending on µ and V . Hence, the minimizer
has ρ0 = 0 and α ≡ 0 for T large enough.
Upper bound. We start by proving (6.1). Note that
F(γ, 0, 0) ≤
∫
(p2 − µ)γ(p)dp+ V̂ (0)ρ2γ
+ T
∫
[γ(p) ln γ(p)− (γ(p) + 1) ln(γ(p) + 1)] dp.
To obtain an upper bound, we evaluate the right-hand side of the inequality
above using the trial state
γδ(p) =
(
e
p2+δ
T − 1
)−1
,
where δ is a positive constant, so that
F(γδ, 0, 0) ≤ T
∫
ln
(
1− e−(p
2+δ)
T
)
dp− (µ+ δ)
∫ (
e
p2+δ
T − 1
)−1
dp
+ V̂ (0)
(∫ (
e
p2+δ
T − 1
)−1
dp
)2
. (6.2)
Note that
T
∫
ln
(
1− e−(p
2+δ)
T
)
dp ≤ −Te−δ/T
∫
e−p
2/T dp = −C0T 5/2e−δ/T , (6.3)
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where C0 = (2pi)
−2 ∫∞
0
√
se−sds <∞ (recall our convention for the measures
dp and ds explained above (4.1)). Also∫
γδ(p)dp = T
3/2e−δ/T
∫ ∞
0
(2pi)−2
√
s
es − e−δ/T ds.
Clearly,
C0 ≤
∫ ∞
0
(2pi)−2
√
s
es − e−δ/T ds ≤
∫ ∞
0
(2pi)−2
√
s
es − 1 ds =: C1, (6.4)
and so
C0T
3/2e−δ/T ≤
∫
γδ(p) ≤ C1T 3/2e−δ/T . (6.5)
Using (6.3) and (6.4) in (6.2) we obtain
F(γδ, 0, 0) ≤ −C0T 5/2e−δ/T − C0(δ + µ)T 3/2e−δ/T + C21 V̂ (0)T 3e−2δ/T .
We now choose δ = 12T ln(T ). Then e
−δ/T = T−1/2, which implies
inf
γ
F(γ, 0, 0) ≤ −C0
2
T 2 lnT + (C21 V̂ (0)− C0)T 2 − C0µT,
and we arrive at the desired upper bound (6.1).
Lower bound. Any minimizer (γ, α, ρ0) has to satisfy
F(γ, 0, 0) ≥ F(γ, α, ρ0),
which, using monotonicity of the entropy in α2, the fact that γ + α ≥ −1/2,
and our assumption ρ0 > 0, implies that∫
γ(p)dp ≤ µ+
1
2
∫
V̂ (p)dp
V̂ (0)
:= A > 0, (6.6)
where the constant A is positive and only depends on µ and V . Combining
this knowledge with the aforementioned facts in the same way, we obtain
F(γ, α, ρ0) ≥
∫
p2γ(p)dp− TS(γ, 0)− µA− ρ0AV̂ (0) + 1
2
ρ20V̂ (0).
A lower bound for the terms involving ρ0 can be calculated explicitly. Using
(6.6) again, we obtain for any δ ≥ 0:
F(γ, α, ρ0) ≥
∫
(p2 + δ)γ(p)dp− TS(γ, 0)− δA− µA− 1
2
A2V̂ (0).
To obtain a lower bound, we now minimize the expression involving γ, which
leads to the bound
F(γ, α, ρ0) ≥ T
∫
ln
(
1− e−(p
2+δ)
T
)
dp− δA− µA− 1
2
A2V̂ (0).
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Since
ln
(
1− e−(p
2+δ)
T
)
≥ − 1
e
p2+δ
T − 1
,
one has
T
∫
ln
(
1− e−(p
2+δ)
T
)
dp ≥ −T
∫
dp
e
p2+δ
T − 1
≥ −C1T 5/2e−δ/T ,
where we use (6.5). Thus, choosing δ = 32T lnT we arrive at
F(γ, α, ρ0) ≥ −C1T − 3
2
AT lnT − µA− 1
2
A2V̂ (0),
which completes the proof of the lower bound. uunionsq
We now prove the existence of a phase transition for the canonical problem.
Proof (Proof of Theorem 2.7.) Step 1. Let ρ > 0 be fixed and let C0 be a
constant depending on V and ρ that will be fixed later on. Consider
U =
{
|p| >
√
2ρV̂ (0) + C0(ρ, V̂ )
}
⊂ R3.
There exists a temperature T4 depending only on ρ and V such that for T > T4,
we have
ρ <
∫
U
1
e2p2/T − 1dp. (6.7)
We will prove that (6.7) implies that ρ0 = 0 for the minimizer.
To prove this claim, consider any (γ, α, ρ − ∫ γ) with ∫ γ ≤ ρ. Note that
by (6.7) there exists a subset V ⊂ U with positive measure such that
γ(p)
∣∣
V
<
1
e2p2/T − 1 . (6.8)
Recall the functional derivative of the canonical functional in (5.16). Using the
fact that the gamma-derivative of the entropy is monotone increasing in α2 in
the first step and (3.3) in the second (which defines C0), we obtain
∂Fcan
∂γ
≤ p2 − T ln
(
γ(p) + 1
γ(p)
)
+ (ρ− ργ) V̂ (p) + V̂ ∗ γ(p)−
∫
V̂ (γ + α)
≤ p2 − T ln
(
γ(p) + 1
γ(p)
)
+ 2ρV̂ (0) + C0.
The bound (6.8) implies that on V ⊂ U we have
∂Fcan
∂γ
∣∣
(γ,α)
< 0.
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In particular, we can lower the energy corresponding to any γ with
∫
γ ≤ ρ by
increasing it on some set of non-zero measure. However, this can only be done
up to the point where
∫
γ = ρ. We therefore conclude that the minimizer will
have to satisfy this, and hence ρ0 = 0, which proves the claim.
Step 2. We will now show that all (γ, 0, 0) with
∫
γ = ρ > 0 have a higher
energy than (0, 0, ρ) for 0 ≤ T < T3, where T3 > 0 is a constant temperature
depending on ρ and V . Since adding an α can never decrease the energy when
ρ0 = 0, this suffices. We have
Fcan(γ, 0, 0) =1
2
∫
p2γ(p)dp− TS(γ, 0) + 1
2
V̂ (0)ρ2
+
1
2
∫
p2γ(p)dp+
1
2
∫
V̂ (p− q)γ(p)γ(q)dpdq
≥ −CT 5/2 + 1
2
V̂ (0)ρ2 + min
{
c1ρ, c2ρ
2
}
,
where in the last step we used an argument similar to the one given in (5.7).
Note that the last term is strictly positive and that it only depends on ρ and
V .
This can be combined with
Fcan(0, 0, ρ) = 1
2
V̂ (0)ρ2
to give the estimate
Fcan(γ, 0, 0)−Fcan(0, 0, ρ) ≥ min{c1ρ, c2ρ2}− CT 5/2.
Since the first term is positive and only depends on ρ and V , we see that this
implies the existence of a T3 > 0 as described above. uunionsq
What remains to be done is to determine the grand canonical phase dia-
gram from Figure 2.1. Most of the work has already been done. We will now
collect some results and see how this diagram has been obtained.
For µ > 0, we have Theorem 2.6 and Lemma 5.2. Note that (5.8) determines
the lower bound of the region with the lighter shade of blue. The bounds
derived in the proof of Theorem 2.6 determine an upper bound on this region,
but it does not go to 0 when µ does. To get the behaviour shown in Figure
2.1, we need Theorem 2.9.
The case T = 0 and µ ≤ 0 has been explained at the beginning of Sub-
section 5.1. By an argument similar to Lemma 4.2, we know that γ > 0 for
T > 0. What remains to be shown is that there is no condensation for T > 0
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and µ ≤ 0. This follows from the fact that ρ0 > 0 would imply
F(γ, α, ρ0) > F(γ, 0, 0) + ρ0
∫
V̂ (p)α(p)dp+
1
2
∫
V̂ (p− q)α(q)α(p)dpdq
+
1
2
V̂ (0)ρ20 + V̂ (0)ργρ0
> F(γ, 0, 0) + 1
2
∫
V̂ (p− q)(α+ ρ0δ)(p)(α+ ρ0δ)(q)dpdq
≥ F(γ, 0, 0),
where δ denotes the Dirac delta distribution. Hence ρ0 = 0 for µ ≤ 0. The
conclusions for α follow from Theorem 2.5.
A Derivation of the functional
A.1 Bogoliubov trial states
Let H be a complex, separable Hilbert space with inner product 〈·, ·〉, which is linear in the
second variable and anti-linear in the first, and let Γs(H) be the bosonic Fock space related
to H.
LetO be the algebra of physical observables represented by bounded operators on Γs(H).
A state ω : O → C of a quantum system is then identified with a positive semi-definite trace
class operator G on Γs(H) with Tr(G) = 1 in the following way:
ω(O) = Tr(OG) for all bounded O ∈ O. (A.1)
The operator G is sometimes called the density matrix. The dual space H∗ can be identified
with H by the anti-unitary operator J : H → H∗ defined by
J(f)(g) = 〈f, g〉H, for all f, g ∈ H.
If a∗(f) and a(g) are the usual bosonic creation and annihilation operators on Γs(H) satis-
fying the canonical commutation relations (CCR)
[a(g), a∗(f)] = (g, f), [a∗(g), a∗(f)] = 0, [a(g), a(f)] = 0 ∀f, g ∈ H,
then one can introduce the field or generalized creation and annihilation operators onH⊕H∗
by
A(f ⊕ Jg) = a(f) + a∗(g),
A∗(f ⊕ Jg) = a∗(f) + a(g), ∀f, g ∈ H.
By defining
S =
(
1 0
0 −1
)
and J =
(
0 J∗
J 0
)
(A.2)
one can express the CCR and conjugate relations in the following way:
A∗(F1) = A(JF1), [A(F1), A∗(F2)] = 〈F1,SF2〉 for all F1, F2 ∈ H⊕H∗.
We can now define the (generalized) one-particle density matrix (1-pdm) Γ : H ⊕ H∗ →
H⊕H∗ of a state ω by
〈F1, ΓF2〉 = ω(A∗(F2)A(F1)) for all F1, F2 ∈ H⊕H∗.
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Thus a 1-pdm can be written as
Γ =
(
γ α
JαJ 1 + JγJ∗
)
, (A.3)
where γ : H → H and α : H∗ →H are linear operators defined by
〈f, γg〉 = ω(a∗(g)a(f)), 〈f, αJg〉 = ω(a(g)a(f)) ∀f, g ∈ H.
The definitions above imply in particular that states with finite particle number expectation
are those for which γ is trace class.
We shall now recall the notion of quasi-free states. For our purpose a quasi-free state ω will
be a state satisfying Wick’s Theorem. In particular
ω(a#1 a
#
2 a
#
3 a
#
4 ) = ω(a
#
1 a
#
2 )ω(a
#
3 a
#
4 ) + ω(a
#
1 a
#
4 )ω(a
#
2 a
#
3 ) + ω(a
#
1 a
#
3 )ω(a
#
2 a
#
4 ),
where a# is either a or a∗. Furthermore, for any m we have
ω(a#1 . . . a
#
2m+1) = 0.
If one considers a Bose system, one should extend the class of variational states by including
so-called coherent states. These states are used to describe the condensate fraction (for an
explanation see e.g. [33]).
The mathematical implementation of that idea relies on the fact that for every φ ∈ H
there exists a unitary operator Uφ : Γs(H)→ Γs(H) such that
U∗φa(f)Uφ = a(f) + 〈f, φ〉 ∀f ∈ H.
We may now describe the Bogoliubov variational states. Let ωγ,α be the quasi-free state
with the 1-pdm Γγ,α and let φ ∈ H. The Bogoliubov variational state ωγ,α,φ is defined by
ωγ,α,φ(O) := ωγ,α(U∗φOUφ) for all O ∈ O. (A.4)
A.2 The Hamiltonian part
Having introduced Bogoliubov variational states we will now turn to the derivation of the
functional. Our model is based on the grand canonical Hamiltonian of the form
H = T + U =
∑
p
(p2 − µ)a∗pap +
1
2L3
∑
p,q,k
V̂ (k)a∗p+ka
∗
q−kaqap, (A.5)
where the summation is taken over momenta p, k, q ∈ 2pi
L
Z3. Here ap = a(L−3/2eipx).
Note that (A.5) is the second quantization (in the plane wave basis) of the translation
invariant grand canonical N -body Hamiltonian
HN =
N∑
i=1
−∆Li +
∑
i<j
V L(xi − xj)
defined on L2sym(Λ
N ), where Λ = [−L
2
, L
2
]3 is the physical space on which we impose periodic
boundary conditions. The Laplacian is supposed to have periodic boundary conditions on
Λ. The function V L is the periodized potential given by
V L(x) =
∑
n∈Z3
V (x+ nL).
We also have
U∗φapUφ = ap + 〈L−3/2eipx, φ(x)〉.
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Bogoliubov’s c-number substitution ([23]) is then implemented by choosing φ(x) to be a
constant function equal to
√
ρ0, where, as mentioned in the introduction, ρ0 ≥ 0 has the
interpretation of being the condensate density. Thus
U∗φapUφ = ap + δp,0
√
ρ0
√
|Λ|.
According to (A.3) we define
γ(k) := ωγ,α(a
∗
kak), and α(k) := ωγ,α(aka−k).
Without loss of generality, we assume that our trial states satisfy
ωγ,α(aka−k) = ωγ,α(a∗ka
∗
−k),
so that α takes real values. A convexity argument shows that minimizing quasi-free states
have this property and so it can indeed be assumed without loss of generality. We also
restrict to translation-invariant quasi-free states, which does limit the model and implies
that general results about minimization problems like [4] no longer hold. A straightforward
calculation, using the properties of quasi-free states and translation invariance of the system,
then implies that
ωγ,α,√ρ0 (H) =
∑
p
(p2 − µ)γ(p)− µ|Λ|ρ0 + V̂ (0)
2|Λ|
∑
p,q
γ(p)γ(q)
+
1
2|Λ|
∑
p,q
[
V̂ (p− q) (α(p)α(q) + γ(p)γ(q))
]
+
ρ20|Λ|V̂ (0)
2
+ V̂ (0)ρ0
∑
k
γ(k) + ρ0
∑
k
V̂ (k) (γ(k) + α(k)) .
The thermodynamic free energy (per volume), F , of a state ω at temperature T ≥ 0 and
chemical potential µ ∈ R is defined as
F(ω) = 1|Λ|
(
ω(H)− TS(ω)
)
.
Taking the informal macroscopic limit |Λ| → ∞ and assuming that 1|Λ|
∑
p → (2pi)−3
∫
dp
we obtain the desired variational expression for the Hamiltonian part of the free energy
density.
A.3 The entropy part
We now derive the formula for the entropy density in a Bogoliubov trial state in terms of
γ, α, and φ. To do this we will use some basic facts concerning Bogoliubov transformations
see, e.g. [25].
Given a state ω with a corresponding density matrix G, its entropy is defined as
S(ω) = −Tr(G lnG).
We only consider Bogoliubov variational states ωγ,α,φ, thus by definitions (A.1) and (A.4)
G = UφGU∗φ where G is the density matrix corresponding to the quasi-free state ωγ,α. Since
Uφ is unitary we see that
Tr(G lnG) = Tr(G lnG)
and so
S(ωγ,α,φ) = S(ωγ,α).
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This means that the coherent transformation, i.e. the condensate, does not change the
entropy. Thus, if we want to calculate the entropy of Bogoliubov trial states it is enough
to consider quasi-free states. For such a state the density matrix G is unitarily equivalent
through a Bogoliubov transformation to an operator of the form
G˜ = Z−1Π exp
−∑
i∈I
eia
∗
i ai
Π, Z = ∏
i∈I
1
1− e−ei
where ai := a(ui) for an orthonormal basis {ui} of the Hilbert space, I ⊆ N, ei ≥ 0, and Π
is the projection onto the subspace ker
[∑
i/∈I a
∗
i ai
]
. The constant Z (which will be finite)
ensures that Tr(G˜) = 1. The 1-pdm Γ˜ of G˜ is easily seen to have α˜ = 0 and γ˜ diagonal in
the basis {ui} with eigenvalues λi given by
(1− exp(−ei))−1 = 1 + λi, i ∈ I,
and zero otherwise.
For the state above one can easily calculate the entropy. The Fock space Γs(H) has the
orthonormal basis
|n〉 := |n1, n2, . . .〉 = (n1!n2! . . .)− 12 (a∗1)n1 (a∗2)n2 . . . |0〉,
where |0〉 is the Fock vacuum and n1, n2, . . . ∈ N ∪ {0} with only a finite number of nj ’s
that are positive. We find
S(G˜) =
∑
i∈I
ln(1 + λi) +
∑
j∈I
∑
{n}
〈n|
eja
∗
jaj exp[−eja∗jaj ]∏
i∈I(1 + λi)
|n〉
∏
i∈I,i 6=j
(1 + λi),
which together with
∑
{n}
〈n|eja∗jaj exp[−eja∗jaj ]|n〉 =
∞∑
nj=0
ejnje
−ejnj =
eje
−ej
(1− e−ej )2
and the definition of ej implies that
S(G˜) =
∑
i∈I
ln(1 + λi)−
∑
j∈I
λj ln
(
λj
1 + λj
)
=
∑
j∈I
[(1 + λj) ln(1 + λj)− λj lnλj ] .
It is, however, not immediately possible to find the entropy of G in terms of its 1-pdm Γ
from this formula. In fact, although G and G˜ are unitarily equivalent, this is not so for
Γ and Γ˜ . The relation however is (see [25]) that Γ ′ = (Γ + 1
2
S)1/2S(Γ + 1
2
S)1/2 and
Γ˜ ′ = (Γ˜ + 1
2
S)1/2S(Γ˜ + 1
2
S)1/2 are unitarily equivalent. Since we can express the entropy
of G˜ as
S(G˜) = −Tr
(
(Γ˜ ′ − 1
2
) ln |Γ˜ ′ − 1
2
|
)
.
We have proved the following result.
Theorem A.1 Let ωγ,α be a quasi-free state with 1-pdm Γ . The entropy of this state is
given by
S(ωγ,α) = −Tr
(
(Γ ′ − 1
2
) ln |Γ ′ − 1
2
|
)
where Γ ′ = (Γ + 1
2
S)1/2S(Γ + 1
2
S)1/2.
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In our case
Γ +
1
2
S =
(
γ + 1
2
α
α γ + 1
2
)
.
To calculate the eigenvalues of Γ ′ we again use the translation invariance of our system and
pass to the Fourier space. In the momentum representation the eigenvalues are given by
β(p) = ±
√
(
1
2
+ γ(p))2 − α(p)2
(note that the eigenvalues of Γ ′ are the same by a similarity transformation as the eigenvalues
of ΓS + 1
2
) and we arrive at the desired formula. Note that all terms are well-defined since
the condition Γ ≥ 0 implies that
γ(p) ≥ 0 and γ(p)(1 + γ(p))− α(p)2 ≥ 0.
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