We investigated the nature of the control mechanisms at work during goal-oriented locomotion. In 14 particular, we tested the effects of vision, locomotor speed and the presence of via-points on the 15 geometric and kinematic properties of locomotor trajectories. We first observed that the average 16 trajectories recorded in visual and nonvisual locomotion were highly comparable, suggesting the 17 existence of vision-independent processes underlying the formation of locomotor trajectories. Then, 18 by analyzing and comparing the variability around the average trajectories across different 19 experimental conditions, we were able to demonstrate the existence of online feedback control in 20 both visual and nonvisual locomotion and to clarify the relations between visual and nonvisual 21 control strategies. Based on these insights, we designed a model in which maximum-smoothness 22 and optimal feedback control principles account respectively for the open-loop and feedback 23 processes. Taken together, the experimental and modeling findings provide a novel understanding of 24 the nature of the motor, sensory and "navigational" processes underlying goal-oriented locomotion. 25
Introduction 28
The study of human locomotion includes different levels of analysis, from the neuronal discharges 29 governing the muscular activity (see Capaday 2002 for a review) to the mechanical forces exerted 30 on the ground, allowing the propulsion of the body. While the understanding the locomotor 31 behaviour per se greatly benefited from such analyses, only few studies were devoted to clarify the 32 relations between the mechanical, sensorimotor aspects of locomotion and its "navigational", 33 cognitive components (see Hicheur et al 2005a for a review). Yet, it is critical to provide an 34 integrative view of locomotion, associating our knowledge of the mechanical, sensorimotor and 35 "navigational" components of locomotion within a unifying framework: indeed, these different 36 components are necessarily taken into account by the Central Nervous System (CNS) for the 37 production of the locomotor commands. 38
It is well known in the field of motor control that the same shape can be implemented by various 39 effectors (the "principle of motor equivalence", see Bernstein 1967) . For example, one can draw the 40 letter A with the finger, the hand, or even by running on a flat surface. Following this idea, we have 41 previously tested the hypothesis that the control of locomotor trajectories obey the same laws as 42 those originally formulated for hand movements, such as the "two-thirds power law" relating the 43 path curvature to the tangential velocity of the body (Vieilledent et al 2001; Hicheur et al 2005b; see 44 also Olivier and Crétual 2007) . While this hypothesis could be partially supported, more general 45 principles accounting for the formation of whole-body trajectories remained to be investigated, in 46 particular those based on the optimal nature of motor control. 47
We have thus recently undertaken the study of goal-oriented locomotion, in a "walking towards and 48 through a distant doorway" task (Arechavaleta et al 2006; Hicheur et al 2007) . While neither the 49 paths nor the walking speeds were constrained, we observed that humans generated stereotyped 50 trajectories at both the geometric (the paths) and kinematic (the velocity and turning profiles) levels, 51 which contrasted with a large variability of feet placements (Hicheur et al 2007) . This indicated that 52 locomotion is not controlled as a mere sequence of steps: rather, higher level cognitive strategies 53 govern the formation of whole-body trajectories. While providing an integrative view on human 54 locomotion by addressing both its step-and trajectory-related aspects, this approach also brought 55 about a new understanding of locomotion which takes advantage of the recent theoretical advances 56 in computational motor control (for reviews, see Jordan and Wolpert 1999; Todorov 2004) . A 57 further step in this direction was made when, based on the observation that locomotor trajectories 58 were particularly smooth, we reported that a maximum smoothness model, originally formulated for 59 implemented with "trajectory tracking" mechanisms correcting any deviation away from the desired 93 trajectory; (ii) the optimal feedback control hypothesis (Todorov and Jordan 2002) which states that 94 "deviations from the average trajectory are corrected only when they interfere with task 95 performance" (goal-directed corrections, as opposed to desired-trajectory-related corrections). 96
To test these hypotheses in a direct way, we also consider several models of trajectory formation 97 relying on either purely open-loop or optimal feedback control. By analyzing and comparing the 98 models' predictions with experimental data (in terms of both average trajectories and variability 99 profiles), we provide evidence that locomotor trajectories, even in the absence of vision, are 100 controlled in an optimal way. 101
Four experiments were conducted, involving a total of 22 healthy subjects. Subjects gave their 103 informed consent prior to their inclusion in the study. The experiments conformed to the Code of 104
Ethics of the Declaration of Helsinki. In Experiment 1, we studied the effect of vision on the 105 average trajectories and on the magnitude of the variability around the average trajectory. 106 Experiment 2 was designed to more specifically examine the time course of the variability 107 (variability profile) in the Visual (VI) and Nonvisual (NV) conditions. Experiment 3 addressed the 108 influence of speed and Experiment 4 aimed at assessing the "desired trajectory" hypothesis in the 109 context of locomotion. 110
Materials 111
A number of light-reflective markers were attached to the subject: 42 in Experiments 1, 2 and 3 112 (allowing full-body movement capture), and two in Experiment 4 (the two shoulder markers). The 113 3D positions of these markers were recorded at a 120Hz sampling frequency using an 114 optoelectronic Vicon V8 motion capture system wired to 12 cameras. To study whole-body 115 trajectories in space, we used the midpoint between the left and right shoulder markers which were 116 located on the left and right acromions, respectively (see Hicheur et al 2007) . In Experiment 2, we 117 used in addition the left and right heel markers to compute the number of steps. 118
In all trials, the target was indicated by a cardboard arrow of dimension 1.20m x 0.25m (length and 119 width, respectively). The arrow was placed at a specific (x,y) position in the motion capture space 120 with an orientation α ( Fig. 2A, 2B, 2C) . 121 Experiments 1, 2 and 3 took place in a laboratory of dimensions ~ 10m x 10m x 5m (length, width 122 and height respectively). Experiment 4 was caried out in a smaller laboratory (~ 6m x 8m x 4m). 123
Experiment 1 124
Fourteen male subjects participated in this experiment. The mean age, height and weight of the 125
The subject walked either with eyes open (VI) or closed (NV) . In this experiment, he was asked to 134 walk at his preferred, normal, speed. In condition VI, the arrow was visible throughout the whole 135 movement. In condition NV, the subject first observed the arrow while standing at the starting 136 position. This observation period typically lasted less than three seconds. When the subject was 137 ready, he closed his eyes and attempted to complete the task without vision. The subject was asked 138 to complete the task with the same initial and final constraints as in condition VI -namely, walk the 139 first meter orthogonally to the X-axis, enter the arrow by the shaft and stop above the arrow head. 140
Right after the observation period, the experimenter removed the arrow in order to avoid tactile 141 feedbacks. Once the subject had completely stopped, he was asked to keep his eyes closed while the 142 experimenter took his hand and guided him randomly for a few seconds in the laboratory before 143 stopping at a random position. The subject was then allowed to re-open his eyes and to go back to 144 the starting position. This procedure prevented the subject from acquiring visual feedbacks during 145 both task and post-task periods (avoiding in this way spatial calibrations of the room using 146 kinaesthetic cues). The trials were randomized in order to avoid learning effects for a particular 147 condition or target. The subject completed two to three trials before the experiment actually started 148 in order to be familiar with the task and to dispel any fear of hitting the walls during the nonvisual 149 trials (the distance between the most distant target and the wall was ~ 3m). 150
The angular displacement of the body in space induced by the different orientations of the arrow 151 ranged between -180° to 180° (Fig. 2B ). Three targets were placed straight ahead of the subject 152 (straight targets) while the others were placed on the side (angled targets). 153
The three straight targets were used for all subjects. A subgroup of six subjects walked towards the 154 angled targets located on the left, while the remaining eight subjects walked towards the angled 155 targets on the right. Thus, each subject generated 66 trajectories corresponding to 11 spatial targets 156 (3 straight + 8 angled) x 2 conditions (VI and NV) x 3 trials so that a total of 924 trajectories (14 157 subjects x 66 trials) were recorded for this experiment. 158
Experiment 2 159
The methodology used in this experiment was the same as in Experiment 1 except that here, we 160 examined specifically the time course of the variability profiles in conditions VI and NV. We 161 increased the number of repetitions to eight per condition and target. This allowed us to study intra-162 subject variability profiles with a greater reliability. 163
This experiment was realized in the same laboratory as Experiment 1. We tested five male subjects, 164 four of whom had already participated in Experiment 1, which took place 12 months before. The 165 mean age, height and weight of the subjects were respectively 29.2 ± 4.2 years, 1.80 ± 0.06m and 166 68.8 ± 5.1kg. 167 We reduced the number of targets to five: two straight targets and three angled targets ( Fig. 2C ). 168
Thus, each subject executed 80 trials (2 visual conditions x 5 targets x 8 repetitions). As in 169 Experiment 1, the trials were randomized to reduce learning effects. A total of 400 trajectories (5 170 subjects x 80 trials) were recorded. 171
Experiment 3 172
The methodology and the protocol used in this experiment were the same as in Experiment 2, 173 except that we varied the speed instruction: subjects were asked to walk either at their preferred 174 speed (Normal speed -NS) or at a higher speed (Fast speed -FS). Vision was available in both 175 speed conditions. 176
We tested five male subjects in this experiment, three of whom had already participated in 177 Experiment 1, which took place 12 months before. The mean age, height and weight of the subjects 178 were respectively equal to 25.8 ± 3.6 years, 1.80 ± 0.02m and 75.9 ± 3.7kg. As in Experiment 2, a 179 total of 400 trajectories (5 subjects x 2 speed conditions x 5 targets x 8 repetitions) were recorded. 180
Experiment 4 181
This simple experiment adapted a hand movement experiment from (Todorov and Jordan 2002) to 182 the context of locomotion in order to test the "desired trajectory" hypothesis (see Introduction). 183
The experiment was divided in three sessions separated by several hours. In the first session, the 184 task was the same as in the previous experiments, namely, walking towards a distant arrow. We used 185 only one target, similar to target 5 in Fig. 2C . The subject performed 10 trials in this session, all 186 with vision and at normal speed. We then computed the average trajectory (x av (t),y av (t)), 0 ≤ t ≤ 187 1 across these 10 trials. We denoted respectively by P 1 , P 2 and P 3 the spatial positions 188 (x av (0.33),y av (0.33)), (x av (0.5),y av (0.5)) and (x av (0.67),y av (0.67)). 189
In the second session, we placed a piece of black tape on the ground at position P 2 . The subject was 190 then asked, as in the first session, to walk towards the distant arrow. In addition, he had now to go 191 through the via-point indicated by the piece of black tape. Again, the subject had to perform 10 192 repetitions. The third session was similar in all aspects to the second session, except that the subject 193 had to go successively through the three via-points P 1 , P 2 and P 3 . 194 experiments. The mean age, height and weight of the subjects were respectively equal to 30.2 ± 3.8 196 years, 1.74 ± 0.08m and 68.0 ± 11.9kg. A total of 150 trajectories (5 subjects x 3 sessions x 10 197 repetitions) were recorded. 198
Data analysis 199
All the data analyses below were performed with the free software GNU Octave, unless otherwise 200 stated. 201
Computation of the trajectories 202
The beginning (t = 0) of each trajectory was set to the time instant when the subject crossed the X-203 axis. In order to have the same criterion for the VI and NV conditions, the end of each trajectory (t 204 = 1) was set to the time instant when the subject's speed became smaller than 0.06m.s -1 (this value 205 was smaller than 5% of the average nominal walking speed). We chose this strictly positive 206 threshold because even when the subject had completely stopped, the speed of their shoulders' 207 midpoint was not exactly zero due to the small residual movements of the upper-body. 208
When a derivative of the position (velocity, acceleration ...) was needed, a second-order Butterworth 209 filter with cut-off frequency 6.25Hz was applied before the derivation. 210
Average trajectories, variability profiles, velocity profiles 211
For a given target, the average trajectory (x av (t), y av (t)) was defined by 212
where N corresponds to the number of trajectories recorded for this target (N = 42 for the inter-213 subject analysis of Experiment 1; N = 8, 8 and 10 respectively for the intra-subject analyses of 214 Experiment 2, 3 and 4). 215
To measure the variability of actual trajectories around the average trajectory, we defined the 216 instantaneous Trajectory Deviation (TD) at time t as (see Fig. 2E for illustration) 217
We then defined the Maximum Trajectory Deviation (MTD) by 218 The variability profiles and the variance ellipses of Experiment 4 were computed differently, in a 223 manner similar to that described in the legend of Fig. 5 in (Liu and Todorov, 2007) . This was done 224 in order to better assess the effects of the spatial via-points. 225
If a set of trajectories have similar geometric paths, it makes sense to study also the variability of 226 their velocity profiles. For this, we defined the normalized velocity profile v i and the average 227 normalized velocity profile v av as follows 228
Next, the instantaneous Velocity Deviation (VD) can be defined by 229
Note that, since the velocity profiles were normalized, v i and VD have no units. 230
Comparison of trajectories in two conditions 231
For comparing the average trajectories recorded in two different conditions, say A and B, we 232 defined, for each target, the instantaneous Trajectory Separation (TS) by 233
where (x A ,y A ) and (x B ,y B ) denote the average trajectories respectively in condition A and in 234 condition B. 235
We then defined the Maximum Trajectory Separation (MTS) by 236 ( ) ( )
Targets pooling in Experiment 1 237
In Experiment 1, six subjects walked towards targets located on their left and eight subjects walked 238 towards targets located on their right (see Fig. 2B ). We found no significant effect of the side on the 239 parameters of interest: for instance, the MTS L/R (MTS between the average trajectory of the left-240 trajectories and that of the right-trajectories) was smaller than the MTD R (MTD of the right-241 trajectories) in both conditions VI and NV. In the two-way ANOVA test with replications where the 242 factors were the measure (MTS L/R vs MTD R ) and the visual condition, the effect of the measure 243 was significant [F(1,40) = 37.4, p < 0.05] and there was no significant interaction effect [F(1,40) = 244 2.82, p > 0.05]. Thus, for all the following analyses, we flipped the left-trajectories towards the right 245 and pooled them together with their symmetrical trajectories (trajectories of target 4 with those of 246 target 6, trajectories of target 5 with those of targets 7). 247
Step-level analysis in Experiment 2 248
In (Hicheur et al 2007), we carried out an extensive step-level analysis in order to compare the 249 variability of feet placements with that of whole-body trajectories. Here the purpose of the step-250 level analysis was solely to assess whether the subjects used a steps-counting strategy in the 251 nonvisual trials, which may consist of (i) count the number steps executed in one visual trial and (ii) 252 reproduce the same number of steps in the corresponding nonvisual trials. 253
For this, we considered the Z-coordinates of the left and right heel markers as functions of time. 254
The total number of local maxima of these two signals then gave the number of steps (SN, Steps 255 Number) executed by the subject. The trial-to-trial variability of this quantity was given by the 256
Steps Number Deviation (SND) 257
where N is the number of repetitions (N = 8 here). Note that we discarded the first trial in the 258 computation of both the average and the standard deviation of the SNs. The discard was done to 259 include only the nonvisual trials that were preceded by at least one visual trial (this is required by 260 the steps-counting strategy, see above). For symmetry, we discarded also the first visual trial. 261
Linearity coefficient 262
To measure how close a variability profile is from a linear profile, we defined a Linearity 263 Coefficient (LC). The LC of a time series (y i (t i ), 1 ≤ i ≤ N) quantifies the distance between this time 264 series and its best linear approximation y = ct, with 0 ≤ LC ≤ 1 and LC = 1 for a linear profile. First, 265 the optimal coefficient c was computed by 266
Next, the squared approximation error was given by 267
Finally, the Linearity Coefficient was given by 268
Statistical tests 269
Student t-tests and ANOVA tests were performed with Gnumeric (GNOME Foundation, Cambridge, 270 MA, USA) while Tukey tests were performed with Matlab® (The MathWorks Inc., Natick, MA, 271 USA). The level of significance of the tests was set to p < 0.05. 272
In Experiment 1, paired t-tests were performed to compare (i) the MTDs in conditions VI and NV, 273 or (ii) the MTD in condition VI with the MTS VI/NV . In both cases, the values to be compared were 274 paired with respect to the target (df = 10). 275
In Experiments 2, we used two-way ANOVA tests with replications (or two-way repeated-measures 276 ANOVA) to assess the effect of the visual condition (i) on the MTDs and (ii) on the SNDs. The first 277 factor of the test was the visual condition (df = 1) and the second factor was the target (df = 4). 278
Two-way ANOVA tests with replications were used to assess the effect of the speed instruction on 279 (i) the actually measured average speeds or (ii) the MTDs. The first factor of the test was the speed 280 condition (df = 1) and the second factor was the target (df = 4). We also compared the MTD in 281 condition NS with the MTS NS/FS using a similar two-way ANOVA test. 282
In Experiment 4, we used a one-way ANOVA test with replications to assess the effect of the via-283 point condition (no-via-point, 1-via-point or 3-via-points) on the MTDs. If a significant effect was 284 found, we performed post-hoc Tukey tests to assess the effect of the via-points within each pair of 285 conditions. 286
Results 288

Vision does not affect the average trajectories (Experiment 1) 289
Average trajectories in the Visual (VI) and Nonvisual (NV) conditions were similar both at the 290 geometric level (the paths) and the kinematic level (the velocity profiles): see Fig. 3A1 -2, 3B1-2, 291 3C1-2. Specifically, the NV trajectories displayed all the typical features observed in the VI 292 trajectories: straight paths for straight targets, smoothly curved paths for angled targets, inverse 293 relationship between velocity and curvature. The similarity was particularly striking even for the 294 most angled targets such as 4W, 5W, 4S and 5S. 295
More quantitatively, the average MTS VI/NV across targets was 0.30 ± 0.10m (or 5.7 ± 2.9% of 296 trajectory length). There was no statistically significant difference between the MTS VI/NV and the 297 MTD VI which was 0.31 ± 0.10m (paired two-tailed t-test, df = 10, t = -0.18, p > 0.05). In other 298 words, the difference between the average trajectories in the two conditions was of the same 299 magnitude as the variability within condition VI. 300
Vision affects the variability around the average trajectories (Experiments 1 and 2) 301
Inter-subject variability (Experiment 1): While the average trajectories in the VI and NV conditions 302 were similar, the absence of visual feedbacks yielded large differences in terms of the variability 303 profiles. In Experiment 1, the average MTD NV across targets was equal to 0.74 ± 0.13m, which 304 was significantly larger than the MTD VI (paired one-tailed t-test, df = 10, t = 16.0, p < 0.05). 305
Moreover, the shapes of the inter-subject variability profiles differed greatly between the two 306 conditions (this is further discussed later). 307
Intra-subject variability (Experiment 2): The above observation that the inter-subject variability 308 was larger in nonvisual locomotion than in visual locomotion was confirmed in Experiment 2 on a 309 intra-subject basis (Fig. 4C ). In the two-way ANOVA test where the factors were the visual 310 condition and the target, the main effect of the visual condition on the MTD was found to be 311 significant [F(1,40) = 86.1, p < 0.05], and there was no significant interaction effect [F(4,40) = 0.61, 312 p > 0.05]. 313
We noted however that the difference between the average trajectories of conditions VI and NV in 314 Experiment 2 was larger than the corresponding values reported in Experiment 1: here the average 315 MTS VI/NV across targets and subjects was 0.54 ± 0.25m (Fig. 4C ) while the average MTS VI/NV 316 in Experiment 2, the average trajectories were computed across 8 trials (intra-subject average) while 318 in Experiment 1, these were computed across 42 trials (inter-subject average). Had we grouped 319 together the five subjects of Experiment 2 (thus averaging across 40 trials), this would yield a value 320 of 0.35 ± 0.12m for MTS VI/NV , a value comparable to that of Experiment 1 given above. 321
No steps-counting strategy in nonvisual trials (Experiment 2) 322
It could be argued that, despite the randomized order of the trials, the subjects may have used a 323 steps-counting strategy (see Methods). Such a strategy would imply a low trial-to-trial variability in 324 the number of steps in condition NV. We observed, on the contrary, that the average SND across 325 targets and subjects was 0.79 in condition NV, which was higher than in condition VI (SND = 0.54), 326
where arguably no steps-counting strategy was used. In the two-way ANOVA test where the factors 327 were the visual condition and the target, the main effect of the visual condition on the SND was 328 found to be significant [F(1,40) = 7.6, p < 0.05], and there was no significant interaction effect 329 [F(4,40) = 0.82, p > 0.05]. 330
The bump-shape of the variability profiles in visual locomotion (Experiment 2) 331
We noted that in both conditions VI and NV, the variability was low at the beginning of the 332 movement. This is related to the fact that, for given a target, the subject started all the trials from the 333 same starting position. 334
In condition VI, the variability was also close to zero at the end of the movement. This is because, 335 when vision was available, the subject could complete all the trials successfully by stopping at the 336 requested final position. Regarding the middle part of the variability profiles, one may distinguish 337 between the straight targets and the angled targets. For the former, the variability was close to zero 338 during the whole movement (see the plain lines in Fig. 4A1 -2, 4B1-2) while for the latter, the 339 variability was higher around the middle of the movement than around the ends, yielding a "bump-340 shape" variability profile ( Fig. 4A3 -5, 4B3-5). 341
The special shapes of the variability profiles in nonvisual locomotion (Experiment 2) 342
In condition NV, the variability did not decrease towards zero at the end of the movement as in 343 condition VI. For the straight targets (targets 1 and 2), the variability increased approximately 344 linearly with time, so that the variability profiles could be approximated by a straight line (see the 345 dashed lines in Fig. 4A1 -2, 4B1-2). This was confirmed by the calculation of the average Linearity 346
Coefficients across subjects, which were close to 1 for these targets (Fig. 4D ). 347 these targets were clearly composed of two parts: a first part where the variability increased linearly 350 and a second part where the variability remained constant (see the dashed lines in Fig. 4A4 , 4B4) or 351 even decreased (Fig. 4A5, 4B5 ). We propose in section "Variability around the average trajectory..." 352 a hypothesis accounting for this interesting property. 353
Walking speed affects neither the average trajectories, nor the variability profiles 354
The speed instruction was well respected: subjects did walk faster in condition FS than in condition 356 NS. The average speed across targets, subjects and trials was 1.34 ± 0.11m.s -1 in condition NS and 357
1.60 ± 0.16m.s -1 in condition FS. From condition NS to FS, the subjects increased their speed by 358 between 13% and 30%. In the two-way ANOVA test where the factors were the speed condition and 359 the target, the main effect of the speed condition was significant [F(1,40) = 55.1, p < 0.05] and there 360 was no significant interaction effect [F(4,40) = 0.09, p > 0.05]. 361
The average trajectories were also similar in the two speed conditions (Fig. 5C ). The average 362 MTS NS/FS computed across targets and subjects was 0.18 ± 0.06m while the average MTD NS was 363 0.18 ± 0.08m. In the two-way ANOVA test where the factors were the speed condition and the 364 target, the main effect of the speed condition was not significant [F(1,40) = 0.01, p > 0.05]. 365 However, the interaction effect was significant [F(4,40) = 5.7, p < 0.05]. In other words, the 366 difference between the average trajectories in the two conditions was globally of the same 367 magnitude as the variability within condition NS, but target-wise, there were differences between 368 MTS NS/FS and MTD NS . However, for the most interesting targets (targets 4 and 5), we found that 369 MTS NS/FS < MTD NS (Fig. 5C ). 370
The variability profiles measured in the two speed conditions were very similar, in terms of both 371 shape and magnitude (see Fig. 5A , 5B for typical variability profiles). For the straight targets, the 372 variability was low throughout the movement, and for the angled targets, bump-shaped variability 373 profiles were consistently observed in both speed conditions. In the two-way ANOVA test where the 374 factors were the speed condition and the target, the main effect of speed condition on the MTDs was 375 not significant [F(1,40) = 0.006, p > 0.05], neither was the interaction effect [F(4,40) = 1.2, p > 376
The presence of via-points affects the variability profiles (Experiment 4) 378 session 1 (no-via-point) and that of session 2 (1-via-point) was 0.12 ± 0.07m. Similarly, the MTS 381 between the average trajectory of session 1 (no-via-point) and that of session 3 (3-via-points) was 382 0.11 ± 0.06m. 383
Consistently with the previous results, the variability profiles observed in the no-via-point condition 384
were bump-shaped ( Fig. 6A1, Fig. 6B ). By contrast, the variability profiles in the 1-via-point 385 condition were clearly two-peaked, with a local minimum occurring around t = 0.5 ( Fig. 6A2, Fig.  386 6B). The variability profiles in the 3-via-points condition displayed smaller variations than in the 387 two previous conditions. In particular, we observed no significant peaks or valleys (Fig. 6A3, Fig.  388 6B). 389
Quantitatively, the MTD in the 1-via-point (0.06 ± 0.02m) and the 3-via-points (0.05 ± 0.008m) 390 conditions were lower than the MTD in the no-via-point condition (0.18 ± 0.06m). The one-way 391 ANOVA test revealed that the number of via-points (0, 1 or 3) has a significant effect on the MTDs 392 [F(2,12) = 16.3, p < 0.05]. The post-hoc Tukey tests revealed that this effect was significant 393 between the 0-and 1-via-point conditions, between the 0-and 3 via-points conditions, but not 394 between the 1-and 3-via-points conditions. 395
Variability around the average trajectory: combination of two independent 396 components 397
A hypothesis on the structure of the variability profiles 398
We propose to study now in more detail the structure of the variability profiles observed in the 399 nonvisual condition, based on the results of Experiment 2. In this experiment, two parameters were 400 varied: the presence or absence of visual feedbacks and the "complexity" of the target, that is, 401 specifically, whether the target was "straight" or "angled". We make the hypothesis that these two 402 parameters independently contribute to the variability profiles. 403
More precisely, our hypothesis states that the variability recorded for the different targets and visual 404 conditions results from the combination of the variabilities produced by two mutually independent 405 sources. The first source is vision-dependent and "trajectory complexity"-independent: that is, 406 independent of whether the target is "straight" or "angled". The second source is "trajectory 407 complexity"-dependent and vision-independent. The psychological and physiological 408 interpretations of these two sources are addressed in the Discussion. 409
The variability resulting from source 1 -which is "trajectory complexity"-independent -can be 410 isolated by examining the trials involving only "straight" targets: indeed, for these "easy" trials, the 411 contribution of source 2 -which is "trajectory complexity"-dependent -should be minimal. Now, 412 from the results of Experiment 2, we know that the variability in question is almost zero in the 413 visual condition, and that it increases approximately linearly with time in the nonvisual condition. 414
Similarly, the variability resulting from source 2 -which is vision-independent -can be isolated by 415 examining the trials executed with vision. For the "straight" targets, this variability is almost zero, 416 while for the "angled" targets, this variability describes, as a function of time, the shape of a bump 417 (see results of Experiment 2 above). 418
An observation supporting the hypothesis 419
The proposed "two-sources" hypothesis allows now to make the following nontrivial observation: 420 the special shape of the variability profiles observed in condition NV for the "angled" targets can be 421 decomposed as the sum of a straight line (source 1) and of a bump profile (source 2): see Table 1 for 422 a summary. 423
To illustrate this, let us denote by TD One can observe in each case a good match between the compared profiles. 431
However, this observation should not be taken literally. While the proposed hypothesis concerns the 432 noise sources, we compared above the trajectory variabilities, that is, the output of the whole 433 trajectory generation process. In this respect, it should be noted that, whenever the trajectory 434 generation mechanisms contain nonlinearities, the additivity of the two noise sources would not 435 translate into the additivity of the trajectory variability profiles. Following this remark, we did not 436 variances add up). We chose instead to show directly the sum of the variability profiles, as a way to 439 hint how the special shapes of the variability profiles observed in Experiment 2 can be obtained 440 from the combination of a line and a bump profile. In order to assess the hypothesis in a more 441 formal way, it is necessary to evaluate the input-output relationship between the incoming noise and 442 the resulting trajectory variability. This is addressed in the Modeling study where we propose a 443 possible implementation of the trajectory generation mechanism. 444 While integrating the previous experimental findings within a unifying framework, the following 446 modeling study also allows testing positively formulated control mechanisms. In particular, we 447 propose that the online control of whole-body trajectories in visual and nonvisual locomotion may 448 be based on optimal feedback control. To test this idea, we designed a simplified optimal feedback 449 control model and compared the predictions of this model (and those of alternative models) with the 450 experimentally recorded trajectories. Furthermore, as stated previously, the model allows formally 451 testing whether the combination of the two sources (vision-independent and "trajectory-452 complexity"-independent) could give rise to the special shape of the variability profiles observed in 453 Experiment 2. 454
We first describe a modified version of the minimum jerk model upon which our optimal feedback 455 control model is based. 456
Deterministic modified minimum jerk (MMJ) model 457
Description of the model 458
In (Pham et al 2007) , we presented a minimum jerk model (Flash and Hogan 1985) that could 459 reproduce with great accuracy locomotor trajectories of moderate curvature. However, we noticed 460 that the original minimum jerk model predicted velocity profiles that displayed slightly larger 461 variations than those experimentally observed. For this reason, the simple minimum jerk model 462 failed to predict trajectories recorded in the present experiments, which were highly curved. 463
To overcome this, we added an extra term that penalizes large variations of the velocity. The 464 influence of this term is weighted by a constant γ that we set to a unique value (γ = 1000) in all the 465 simulations for genericity. Thus, we looked for the trajectory (x(t), y(t)), 0≤t≤1 that minimizes 466
subject to the constraints 467 
where ( 
We compared, for the targets of Experiment 1, the average trajectories measured in condition VI 477 with the predicted trajectories. For clarity, we divided the targets into two groups: group I 478 containing straight and moderately angled targets (1N, 2N, 3N, 4N, 5N, 4E, 5E ) and group II 479 containing highly angled targets (4W, 5W, 4S, 5S). One-way ANOVA tests with replications were 480 then performed to compare the MTD (Maximal Trajectory Deviation) of the trajectories recorded in 481 condition VI with the MTE of the models (three levels: MTD, MTE j , MTE m ). If a significant effect 482 was found, we performed post-hoc Tukey tests to compare between each pair. 483
Result: the modified minimum jerk can accurately predict the average trajectories 484 for a wide range of targets 485
For the straight and moderately angled targets (group I: targets 1N, 2N, 3N, 4N, 5N, 4E, 5E ), the 486 original and the modified minimum jerk models yielded accurate predictions, in terms of both 487 trajectory path ( Fig. 8A1 ) and velocity profile (Fig. 8A2) last result can be explained by the fact that, since the magnitude of the variations in the velocity 493 profiles predicted by the original model were not too large, the addition of the extra term in the 494 objective function did not affect the predicted trajectories (Fig. 8A1, 8A2) . 495
By contrast, for the highly angled targets (group II: targets 4W, 5W, 4S, 5S, see Fig. 8B2, 8C2) , the 496 velocity profiles predicted by the original minimum jerk model showed very large fluctuations. This 497 resulted in a larger dissimilarity between the predicted and the experimentally recorded trajectories, 498 in terms of both velocity profile (Fig. 8B2, 8C2 ) and trajectory path (Fig. 8B1, 8C1) . Quantitatively, 499 the average MTE j across the targets of group II was 0.54m, the average MTE m was 0.29m, while the 500 average MTD was 0.40m. The difference between the three means was significant [F(2,9) = 7.7, p < 501 0.05]. The post-hoc Tukey tests revealed that the difference between MTE j and MTE m was 502 significant, meaning that the modified minimum jerk does significantly better than the original 503 model. Indeed, the addition of the extra term effectively reduced the variations of the speed, so that 504 the velocity profiles predicted by the modified model very closely resembled the experimentally 505 observed ones (Fig. 8B2, 8C2 ). In terms of trajectory paths, the modified model also "bent" the 506 minimum jerk paths towards the experimentally observed paths, although no "instruction" about the 507 path was specified in this model. 508
Stochastic models 509
Visual (VI) condition an open-loop process which is complemented by an online feedback module (see Fig. 1 and Fig. 9A  513 for illustrations). The open-loop process is based on the maximum-smoothness principle (see 514 above) while the feedback module is based on the optimal feedback control principle. 515
Algorithm 1 (see Fig. 9A for illustration) 1. Discretize the movement into n steps (10 ≤ n ≤ 20 depending on the target).
2. At each step i, compute first a Minimum Modified Jerk trajectory between the current state s(i) (position, velocity, acceleration at time step i) and the final state. This is the "initially planned trajectory".
3. Add a random perturbation to s′(i+1), the state of the "initially planned trajectory" at step i+1. This yields the actual state s(i+1).
4. Interpolate a smooth trajectory between s(i) and s(i+1) (for simplicity, we used a MJ trajectory since it is the lowest-order polynomial trajectory T that satisfy T(0) = s(i) and 
Repeat from step 2.
We note that this model is a not a fully optimal feedback control model in the sense of (Todorov and 516 Jordan 2002) because in the step where we computed the (i+1) th optimal sub-trajectory (step 2 of 517 Algorithm 1), we minimized the deterministic cost instead of the "cost-to-go" (which also takes into 518 account the statistics of the noise, see Todorov and Jordan 2002) . However, this model preserves the 519 main idea of optimal feedback control, namely, that the sub-trajectories are recomputed at every 520 step optimally with respect to the final target and not with respect to any intermediate representation 521
of the task (such as a "desired trajectory"). Regarding the perturbations added at step 3 of the Algorithm, Harris and Wolpert (1998) argued that 528 the amount of execution noise (see Discussion) is likely an increasing function of the "motor 529 commands". However, since we did not model directly the whole locomotor apparatus but only its 530 outcome (the locomotor trajectory), it is unclear how execution noise may be "converted" into 531 trajectory perturbations. Here, in the context of locomotion, a series of observations suggest that the 532 magnitude of the trajectory perturbations caused by execution noise is likely determined by the 533 instantaneous trajectory curvature and not by, for instance, velocity or acceleration. First, trajectory 534 variability was higher for the angled targets, which impose curved trajectories, than for the straight 535 targets (Experiments 1 and 2). This rules out velocity as a determining factor, because velocity was 536 usually lower for curved trajectories. Second, the variability profiles were the same in the Normal 537 (NS) and Fast Speed (FS) conditions (Experiment 3) although the kinematic quantities, such as 538 velocity or acceleration, were larger in condition FS than in condition NS. By contrast, the observed 539 geometric paths (hence the curvature distributions) were the same in the two conditions. 540
We thus set the magnitude of the trajectories perturbations to be an increasing affine function (van 541 the curvature was used in a model of locomotor trajectories formation, see Arechavaleta et al 2008). 543
The total trajectory perturbation is then the sum of a constant perturbation and a signal-dependent 544 perturbation that scales linearly with the absolute value of the curvature 545 We computed first the deterministic Minimum Modified Jerk (MMJ) trajectory between the initial 558 and final states (see above). We then computed, by successive differentiations, three 2D time series 559
(v x (i),v y (i)), (a x (i),a y (i)) and (j x (i),j y (i)), representing respectively the velocity, acceleration and 560 jerk profiles corresponding to this MMJ trajectory. 561
In Model OL v , we added Gaussian random perturbations with standard deviation σ v (i) to v x (i) and 562 v y (i) (i = 1...N) to obtain a random time series (v* x (i),v* y (i)). Note that σ v (i) was also an affine 563 function of the instantaneous trajectory absolute curvature (the coefficients were the same as above, 564 but appropriately rescaled to match the experimental variability at t = 1). The time series (v* x (i),v* y 565 (i)) was finally integrated with respect to time to yield a random trajectory. 566
In Models OL a (respectively OL j ), instead of adding the perturbation to the velocity vectors, we 567 added Gaussian random perturbations with standard deviation σ a (i) (resp. σ j (i)) to the acceleration 568 (respectively jerk) vectors. These random vectors were then integrated twice (respectively three 569 times) to yield a random trajectory. 570
Online feedback control (Model OF): This model was based on the simplified optimal feedback 571 control model used for condition VI (Algorithm 1). Remark first that, in the VI model, the subject's 572 state s(i) (position, velocity, acceleration) was assumed to be perfectly known to the subject at every 573 time step. To model the absence of vision in condition NV, we introduced perturbations in the 574 subject's estimation of his state. For simplicity, we assumed that these perturbations yielded errors 575 in terms of subject's estimated orientation and distance to target (the reduction of the state to the 576 pair (distance, orientation) is rather classical in studies of nonvisual locomotion, see for instance 577 Loomis et al 1993 , Glasauer et al 2002 . Remark now that, from a computational viewpoint, these 578 errors can be rendered, in our model, by perturbing directly the target's orientation and position in 579 space (however, in relation with the discussion on egocentric and allocentric strategies for 580 navigation (Burgess et al 2002) , it should be noted that the physiological mechanisms underlying 581 the errors in the estimation of self's state and of the target's state may completely differ). 582
To make this clear, consider for instance that the subject makes an error ε in the estimation of his 583 orientation. This is equivalent to assume that he actually makes no error in the estimation of his 584 orientation, but that the subjects' estimation of the "external world" is rotated by an angle -ε around 585 the subject. Since the "external world" in our model comprised only the target, this corresponds to 586 the following perturbations of the target: (i) a rotation centered on the subject and of angle -ε of the 587 target's position and (ii) a shift of -ε of the target's angle (see Fig. 9B ). Similarly, an error δ in the 588 subject's estimation of his distance to the target corresponds to a translation of the "external world" 589 by -δ along the subject-target axis. 590
More specifically, we modified Algorithm 1 by adding, between step 4 and step 5, the following 591 step "4b" 592
Modification of Algorithm 1 for condition NV (see Fig. 9A , 9B for illustration) There exist several other possibilities to model the absence of vision. One can for instance add an 593 extra 2D-Gaussian perturbation to the target's position at each time step in order to simulate the 594 spatial memory decay. One can set σ δ and σ ε as functions of the execution noise intensity. The 595 estimation process can also be more complex, for instance, combining optimally vestibular and 596 proprioceptive measurements with internal predictions (see the state estimation literature for hand 597 movements reviewed in e.g. Jordan and Wolpert 1999). However, we chose to follow the simple 598 approach above in this first modeling study. It will be necessary in future works to design new 599 experiments and refine this part of the model in order to study in detail the effects and the 600 interactions of spatial memory decay and of the different sensory signals (e.g. visual, vestibular and 601 proprioceptive) on the variability of nonvisual trajectories. 602
Result: plausibility of optimal feedback control 603
In condition VI, the sample trajectories predicted by the optimal feedback control model were 604 globally similar to the trajectories observed in one typical subject (Fig. 10A) . The variability 605 profiles produced by the model also reproduced the typical features of actual variability profiles, 606 namely: low and approximately constant profile for the straight targets (target 2: Fig. 10B1 ) and 607 bump-shaped profile for the angled targets (target 5: Fig. 10B2 ). 608
In condition NV, the sample trajectories predicted by Model OF (online feedback control) were also 609 globally similar to the trajectories observed in one typical subject (Fig. 10C ). Regarding the 610 variability profiles, for the straight targets, the sample variability profile produced by Model OF has 611 the form of a straight sigmoid, which was very close to a straight line (dashed line, Fig. 10D1 ). For 612 the angled targets, the sample variability profile produced by Model OF increased approximately 613 linearly until t = 0.8 and then slightly decreased (dashed line, Fig. 10D2) . 614
By contrast, this non-monotonicity, which is a characteristic property of actual variability profiles 615 (see the results of Experiment 2), could not be reproduced by none of the OL (purely open-loop) 616
Models. Indeed, in all of these models, the variability profiles were always increasing (OL v : 617 dashed-triply-dotted, OL a : dashed-dotted, OL j : dotted lines, Fig. 10D2) . 618
Visual and nonvisual locomotion share the same open-loop process 620
Our experimental observations first showed that, in order to reach a distant target, subjects produced 621 very similar average trajectories in the Visual (VI) and Nonvisual (NV) conditions. If we consider 622 only the final part rather than the entire trajectory, this finding implies that the average final 623 position and final walking direction in condition NV are close to those in condition VI, which in 624 turn correspond to the target's position and orientation since in condition VI, the task's final 625 constraints were well respected. In earlier studies of nonvisual locomotion (see for instance 626 Thomson 1983 , Loomis et al 1992 it was also reported that, in a task where the subject had to walk 627 without visual feedbacks to a previously seen targets, the average final position of the subject 628 almost coincides with the actual position of the target. This precise average response was 629 interpreted as reflecting the veridicality of the subjects' visual space perception (see Loomis et al 630 1992) . However, in these studies, the targets consisted of spots placed at various distances in front 631 of the subject. Using targets defined in both position and orientation and placed at various off-axis 632 positions, our study confirms and generalizes the earlier results mentioned above. It also suggests 633 that the notion of visual space perception veridicality may not be limited to "straight ahead 634 distances" but may be also valid for the perception of "off-axis distances" and of changes in the 635 body orientation. 636
But more importantly, not only the average final positions and orientations were similar in the VI 637 and NV conditions, but also the entire average trajectories that the subjects had to produce to reach 638 these positions and orientations. Since the average trajectory is obtained by indeed "averaging out" 639 all the fluctuations, it reflects the open-loop process that governs the subject's movements in 640 absence of perturbations (Todorov and Jordan 2002) . Thus, the similarity of the average trajectories 641 implies that the control mechanisms in visual and nonvisual locomotion share a common open-loop 642 process. This idea may have a deep theoretical implication. Indeed, a number of neuroscientists 643 believe that our representation of the space is strongly related to our movements (see for instance 644
Berthoz and Petit 2006), a notion that can be summarized by the following statement of the great 645 French mathematician Henri Poincaré: "To localize an object in space is to build a representation of 646 the movements one has to make in order to reach it" (Poincaré 1902, chapter 4) . In the present study, we did not address the physiology underlying the online control mechanisms. 663 proprioceptive feedback and of efference copy/corollary discharge could not be discriminated here; 667 this may be done through clinical studies, involving for instance patients with vestibular disorders 668 (Glasauer et al 2002) . 669
Origin of the variability and nature of the control mechanisms in visual locomotion 670
Execution noise in locomotion 671
In contrast with the similarity of the average trajectories, we reported large differences in terms of 672 variability profiles in conditions VI and NV. Before addressing this aspect, we first discuss in more 673 detail the origin and nature of the variability in visual locomotion. 674
Within the theoretical framework of computational motor control as it has been developed for hand 675 reaching movements, it was proposed that movement variability may arise during three processes: 676 target localization, movement planning and movement execution (Schmidt et al 1979; van Beers et 677 al 2004) . We assume here that this three-sources distinction also holds for "locomotor reaching". 678
Given this, we argue that the variability profiles observed in the visual conditions of Experiments 2, 679 3 and 4 mostly resulted from execution noise. Indeed, regarding first the target localization process, 680 the target was clearly visible and remained so during the whole movement. Second, since we 681 conducted an intra-subject analysis, the contribution of planning variability to the overall variability 682 was reduced: indeed, a large part of planning variability arises from differences in subjects' 683 morphologies or personal preferences. Finally, we reason by analogy with hand movements and 684 follow van Beers and colleagues (2004) who demonstrated that -for hand movements -"in 685 general, execution noise account [ed] for at least a large proportion of movement variability". 686
In hand movements, execution noise may arise at different levels (van Beers et al 2004 , Faisal et al 687 2008 : motor commands (the elaboration and the transmission of the neural signals may be 688 corrupted at any stage of the neural chain, from cortical structures to motoneurons), muscle 689 contractions (the motor response of a muscle to a given neural signal is inherently variable), etc. 690
Since locomotion involves the production of muscle contraction patterns (lower-body muscles for 691 forward propulsion, but also arm and trunk muscles for stability and neck muscles for steering), 692 execution noise can also step in at all these levels. However, since the number of muscles involved 693 in locomotion is much larger than in hand movements, the exact relationship between whole-body 694 trajectory variability and the muscles' execution noises is harder to establish. 695
As evoked in the Introduction, locomotion involves also a "navigational" aspect in addition to the 696 purely motor aspect. Indeed, locomotion is the only motor activity in which the spatial position and 697 orientation (in conditions other than straight-ahead locomotion) of the body and of the sensory 698 systems change throughout movement execution. In this respect, special attention should be 699 devoted to the references frames that are used for the perception of movement (Berthoz 1991): in 700 contrast with the case of hand movements, these reference frames move during the locomotor task. 701
For instance, the manipulation of changing points of view over time may introduce errors in the 702 recovering of the heading from retinal flow. In any case, the errors in the updating of the body's 703 position and orientation may in turn contribute to the variability of the trajectory during movement 704 execution. Other cognitive processes, such as the fixation of various objects in the environment (see 705 for instance Turano et al 2001), may also introduce perturbations at this level. To study in detail the 706 specific contribution of the motor and "navigational" levels to execution noise, a differential 707 analysis may be conducted, for example, by comparing the variability observed during navigation in 708 virtual environments with that observed during real-world locomotion. 709
Online feedback control of locomotion in visual locomotion 710
To fully explain the variability of locomotor trajectories, one has to understand not only the nature 711 of the noise but also that of the control mechanisms at work, for the form of the variability arises 712 from the interplay between these two elements. A given noise pattern may indeed give rise to 713 different variability profiles depending on the control scheme used by the subject. 714 open-loop control and online feedback control. As already mentioned, in a purely open-loop control 716 scheme, there are no feedback corrections during task execution. The errors can hence only 717 accumulate, leading to monotonically increasing variability (see also Todorov and Jordan, 2002) . 718
This observation was confirmed by the modeling study: the purely open-loop models all produced 719 monotonically increasing variability profiles. By contrast, the results of Experiments 1, 2 and 3 720 showed that, for the "angled" targets, the variability profiles in condition VI always increased at the 721 beginning of the movement but then decreased towards zero at the end of the movement, yielding 722 bump-shaped profiles. From a computational perspective, these variability profiles were well 723 reproduced by the online feedback model corresponding to condition VI. Taken together, these 724 observations indicate that online feedback control is present in visual locomotion. This is not 725 surprising since in general, purely open-loop control exists only in very fast, ballistic movements 726 such as fast hand reaching. Here, since the movements we studied lasted from 3 to 10 seconds, this 727 allowed the detection of the errors and the implementation of online corrections if necessary. 728
On the "desired trajectory" hypothesis for locomotion 729
The precise nature of the online feedback control cannot however be determined solely from the 730 variability profiles recorded in Experiments 1, 2 and 3. Indeed, both the "desired trajectory" 731 hypothesis and the fully optimal control hypothesis can yield bump-shaped variability profiles in 732 the limited conditions of these experiments. However, the results of Experiment 4 are incompatible 733 with a basic "desired trajectory" control scheme. Indeed, as indicated in the Introduction, the 734 "desired trajectory" hypothesis implies that during the planning stage, a desired optimal trajectory is 735 computed. Empirically, this desired trajectory can be assimilated to the average trajectory computed 736 across a large number of trials. Then, during the execution stage, a "trajectory tracking" mechanism 737 is used to achieve the desired trajectory. In Experiment 4, since the average trajectories were forced 738 by the experimental protocol to be very similar in the three conditions (0, 1 and 3 via-points), the 739 "desired trajectory" hypothesis would predict practically no difference between the statistics of the 740 trajectories performed in these conditions. Thus, the large differences we reported regarding the 741 variability profiles in the three conditions indicated that the "desired trajectory" hypothesis should 742 be rejected. 743
We note nonetheless that the results of Experiment 4 cannot rule out a variation of the "desired 744 trajectory" hypothesis which consists of (i) constructing several desired sub-trajectories (2 sub-745 trajectories in the 1-via-point condition -the first trajectory between the starting position and the 746 via-point, the second trajectory between the via-point and the final position -, and 4 sub-trajectories 747 conceived the trajectory as a whole and not as a sequence of sub-trajectories glued together at the 750 via-points), it cannot be theoretically ruled out. This remark also applies for the original experiment 751 of Fig. 3 in (Todorov and Jordan 2002) which inspired our Experiment 4. 752 A more likely explanation for the results of Experiment 4 involves an optimal feedback control 753 scheme. Within this scheme, online corrections would be made with respect to the task goal 754 (namely, go through the via-points (if present) and reach the targets) and not with respect to any 755 intermediate representation (e.g. a desired trajectory). In the no-via-point condition, since no other 756 constraints than the goal was specified, random deviations away from the average trajectory were 757 not corrected if they did not interfere with this task, allowing variability to accumulate around the 758 middle of the trajectory, thus yielding bump-shaped variability profiles. By contrast, when via-759 points were imposed, the corrections were made to ensure that the trajectory go through these via-760 points, resulting in low variability around the via-points (see also the discussion about "trajectory 761 redundancy" in Todorov and Jordan 2002) . 762
Online control of locomotor trajectories in nonvisual locomotion 763
While it is easy to conceive that online feedback control is present in normal visual locomotion, the 764 fact that such a mechanism may also be present when vision is totally excluded during task 765 execution may be more surprising. Yet we observed in Experiment 2 that the nonvisual variability 766 profiles were not always monotonic: for "angled" targets, the variability decreased near the end of 767 the trajectory. The same arguments as previously then imply that online control is also present in 768 nonvisual locomotion. 769
The idea that online control may be present in nonvisual locomotion had been proposed earlier in 770 the literature. For instance, in Farrell and Thomson's experiment (1999) , the subject had to walk 771 with or without vision towards a previously seen target placed at 8 paces, 8 paces minus 40cm or 8 772 paces plus 40cm in front of him. He had to start with his right foot and to land on the target with his 773 left foot. The authors showed that, in both conditions, the subject functionally adjusts the lengths of 774 his final steps, on a trial-to-trial basis, in order to land on the target with the specified foot. 775
The precise nature of that online control has however remained unclear. For instance, while Farrell 776 and Thomson rightly remarked that, in the nonvisual condition, "[the subjects] adjust their step 777 lengths in a way similar to that seen in the visual condition", they did not provide an interpretation 778 of the nature of the processes common or specific in visual and nonvisual locomotion. 779 directly addressed the nature of this online control. Indeed, we showed that the variability in the 781 nonvisual condition results from the combination of a vision-dependent component and a 782 "trajectory-complexity"-dependent component. 783
The first component -whose contribution is zero in condition VI and an increasing linear function 784 of time in condition NV -can be interpreted as resulting from the errors in the subject's estimation 785 of his state, which, in turn, are caused by the absence of visual feedbacks. This was confirmed by 786 the modeling study, where the perturbation of the subject's state estimation at each step could 787 reproduce the variability profiles experimentally observed in condition NV. 788
The second component -whose contribution is zero for "straight" targets and bump-shaped for 789 "angled" targets -can be interpreted as resulting from the interplay between execution noise and 790 optimal feedback control, as explained previously in the case of visual locomotion. The fact that 791 this component is present also in nonvisual locomotion, under almost the same form (see also the 792
Modeling study), thus suggests that the very control mechanisms that governs visual locomotion 793 underlie nonvisual locomotion as well. 794
Whether our conclusions about the control mechanisms at work during nonvisual locomotion also 795 hold in adventitiously and congenitally blind subjects remains yet to be investigated. We believe 796 indeed that a better understanding of the control mechanisms governing nonvisual locomotion and 797 The "two-sources" hypothesis. In each cell, we indicated the putative contribution of source 1 892 (vision-dependent, "trajectory-complexity"-independent) + the putative contribution of source 2 893 (vision-independent, "trajectory-complexity" dependent). 894 
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