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Abstract
We are interested in nonlinear delay dierential equations which have a Hopf bifurcation. We assume zero is a steady
state for the problem, and so a Hopf bifurcation point lies on the boundary of the region of asymptotic stability for
the zero solution. We investigate whether discrete versions of the nonlinear delay dierential equation also exhibit Hopf
bifurcations. We use the boundary locus method as a tool both for the delay dierential equation and for numerical
analogues. We use the information obtained about the stability domain to assist in identifying Hopf bifurcations.
We demonstrate the following:
 For certain linear multistep methods, the boundary of the region of stability for the zero solution of the original equation
is approximated by the boundary of the region of stability for the zero solution of the numerical analogue equation to
the order of the method.
 The boundary locus method enables us to determine precise parameter values at which any Hopf bifurcations arise in
the discrete equations. We prove that Hopf bifurcation points for the true equation are approximated to the order of the
method by corresponding points in the discrete scheme.
 Further calculations are necessary to determine the precise nature of bifurcation points identied in this way.
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1. Introduction
The numerical analysis of delay dierential equations has been considered by many authors. Much
of the work has focused on the analysis of methods known to perform eectively in the solution
of ordinary dierential equations when they are applied to delay dierential equations. Refs. [2,3]
provide an excellent source of further references to work already published in the eld.
In our work, we are interested in the behaviour of numerical solutions to delay dierential equations
when it is known that the delay dierential equation has a Hopf bifurcation. In this paper, we
concentrate on the application of linear multistep methods to solve delay dierential equations and
we seek information about the location and nature of bifurcation points in the numerical analogues.
Since these points lie, in general, on the boundary of the region of asymptotic stability of the
equation, our method is to begin by identifying the respective stability domains of delay equations
and their discrete analogues.
The starting point for these investigations is the linear equation of the form
_x(t) =  x(t − 1); t>0; x(t) = (t); −16t60;  2 C: (1)
The stability domain for the zero solution of the equation is the set  2 C for which the zero
solution of (1) is asymptotically stable. Using Laplace transform techniques one can show (see [4])
that this is the set
S= f 2 C: 8 2 C;R ()>0)  − e− 6= 0g: (2)
The function D(; )=−e− is called the characteristic equation (or stability function) associated
with Eq. (1). A powerful tool in determining the set S is the method of D-partitions or boundary
locus method (see [1]). By considering values (t) for which
D((t); it) = 0; t 2 R (3)
the complex (parameter) plane is partitioned by branches of (t). The regions dened by this locus
have the property that, for every  within a given region, the number of roots of the characteristic
equation lying in the right half plane is constant. The set S is then given by the union of those
regions for which all the roots lie in the left half plane. For Eq. (1) it is a straightforward calculation
to show that this is the interior of the curve (t) = iteit ; t 2 [− =2; =2]. (See Fig. 1.)
For numerical methods the same idea is used (see [10]). We consider linear multistep methods
with characteristic polynomials
(z) =
sX
k=0
akz k ; (z) =
sX
k=0
bkz k ;
where we assume the usual convergence and consistency conditions (1) = 0; 0(1) = (1) = 1 to
be satised. Application to Eq. (1) yields, for each n>0; the dierence equation
sX
k=0
akxn+k = h
sX
k=0
bkxn+k−m; xk = (kh); k =−m; : : : ; 0; (4)
where h = 1=m, and m>1 an integer. This restriction on the stepsize simplies our argument by
ensuring that all values x(kh − 1) used in successive formulae have been calculated in previous
steps. For this xed stepsize h the stability domain of (4) is the set 2C such that the zero solution
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Fig. 1. The stability region for Eq. (1).
Fig. 2. The boundary locus for forward Euler applied to Eq. (1) with m= 3.
fxk = 0g is asymptotically stable. Using z-transform techniques it is easy to show that this is given
by
Sm = f 2 C: 8 2 C; jj>1) Dm(; ) 6= 0g; (5)
where Dm(; ) = m() − h() is the characteristic polynomial corresponding to Eq. (4) (see,
for example, [5]). By plotting Dm(m(t); eit) for t 2 [ − ; ], the complex plane is partitioned into
regions by branches of m(t). This time, for all  in one such region, the number of roots of Dm(; )
with modulus greater than one is constant. The stability domain Sm is the union of all such regions
with no roots outside the unit disk. The curve
m(t) = meimt
(eit)
(eit)
; t 2 [− ; ] (6)
is the boundary locus for equation (4). Figs. 2{5 show the boundary locus for the forward Euler
method, the trapezium rule and the backward Euler method, each with m = 3 in comparison with
the stability domain S of Eq. (1).
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Fig. 3. The boundary locus for trapezium rule applied to Eq. (1) with m= 3.
Fig. 4. The (zoomed) boundary locus from Fig. 3 with m= 3.
It is simple to observe from these gures that the boundary locus for the numerical scheme
provides an approximation to the true boundary locus. We are able to give more precision to this:
In the next section of the report, we demonstrate that the stability domain S is approximated by
the stability domain Sm with the order of the method for a wide class of linear multistep methods.
In Section 3, we demonstrate how to use the boundary locus method in the bifurcation analysis
of numerical methods applied to problems of the form
_x(t) = x(t − 1) + N (x(t); x(t − 1); ); (7)
where N is a nonlinear function containing only terms of degree two and higher in its rst two
arguments for all  2 C.
The stability of the zero solution to (7) is often analysed by considering its linearised part (1).
It is known that equations of type (7) undergo a Hopf bifurcation at =−=2 (see [7]). A pair of
simple complex conjugate roots of D(; ) crosses the imaginary axis at  = −=2 while all other
roots remain inside the left half plane. As a result, a periodic orbit bifurcates from the steady state
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Fig. 5. The boundary locus for backward Euler applied to Eq. (1) with m= 3.
zero at this value of , the Hopf bifurcation point. The stability of this periodic orbit is given by
the stability of the zero solution for =−=2 and is therefore determined by the nonlinear part N .
A well-known example of such an equation is the delay logistic equation
_x(t) = x(t − 1)[1 + x(t)]: (8)
Other examples can be found in [7].
The question which interests us is whether a numerical method applied to (7) yields a discrete
equation with the same behaviour. If we x h = 1=m in the method, as before, and let  vary,
then a Hopf bifurcation occurs for  = h if a pair of simple complex conjugate roots of Dm(; )
leaves the unit circle, while all other roots remain inside. At h an invariant closed curve then
bifurcates from the steady-state solution. The stability of this curve is determined by the (nonlinear)
stability of the zero solution for = h (see [9] for more details). Since these bifurcations can occur
only for values of h that lie on the boundary of the stability domain it is natural to use the boundary
locus method in our investigation. We will show that, for a wide class of linear multistep methods,
such bifurcation points do exist and that h ! 0 =−=2 as h! 0, with the order of the method.
2. Approximation of the stability domain of the linear delay equation
The stability domain of the delay equation (1) is the interior of the curve
(t) = iteit ; −=26t6=2: (9)
We will show that, under suitable hypotheses,
 a section of the boundary locus (6) approximates this curve with the order of the method,
 the approximation is realised by a closed curve,
 the interior of the curve is within the stability domain of the numerical method.
The characteristic polynomial corresponding to the numerical method is given by
Dm(; z) = zm(z)− m−1(z): (10)
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The stability domain of the numerical method is the set of all  2 C for which all roots of Dm lie
inside the unit disk. We will assume for the time being that  satises the root condition (its roots
are of modulus less than or equal to one and the roots of modulus one are simple). It follows that,
for = 0, all roots of Dm have the same property. It is natural to ask what happens to the roots of
Dm on the unit circle as  moves inside the stability region of (1).
Using an approach from [11] we consider the roots of Dm as depending continuously on the
parameter . For  suciently small only the roots of modulus one are of interest since all the
others will remain inside the unit circle. Let z() be a root of Dm with jz(0)j= 1, then
d
d
Dm(; z) = m2zm−1z0(z) + mzm0(z)z0 − (z)− 0(z)z0 = 0 (11)
and
d
d
z

=0
=
(z)
mzm0(z)
: (12)
The one root of modulus one which is always present in a convergent method is z(0)=1. Substituting
this into the above equation we get
d
d
z

=0
=
1
m
(13)
and we can conclude that for small negative  this root moves inside the unit disk. If  has other
roots z of unit modulus consider
d
d
jzj2

=0
= z0 z + z z0 (14)
=
(z)
mzm0(z)
z + z
( z)
m zm0( z)
: (15)
Assume z = ei'; ' 6= 0 and (z)=0(z) = a+ ib, then
d
d
jz(0)j2 = 2a cos(m+ 1)'− b sin(m+ 1)'
m
; (16)
whose sign will oscillate as m!1. So, depending on the stepsize, the modulus of these roots may
be less than or greater than one for small negative values of .
For this reason we will strengthen our assumption. We consider only (strictly stable) methods
whose polynomial  satises the strong root condition. In other words, we insist that z = 1 is the
only root of modulus one, it is simple and all other roots are of modulus less than one. We have:
Lemma 2.1. Let  and  be the generating polynomials of a convergent and consistent linear
multistep method. Let  satisfy the strong root condition; then for all m>1 there exists a m> 0
such that for  2 (−m; 0) all roots of (10) are of modulus less than one.
We have demonstrated that for small real negative  the zero solution of the numerical scheme
is asymptotically stable. Using the properties of the boundary locus we will show that there exists
a region whose boundary is dened by (6) which contains this interval. The following Theorem is
essential in our approach
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Theorem 2.2 (See Theorem 2.1 in Iserles [8]). The linear multistep method dened by the gener-
ating polynomials  and  is of order p>1 if and only if there exists c 6= 0 such that
(ez)− z(ez) = czp+1 + O(zp+1); z ! 0: (17)
From the above theorem it follows there exists c 6= 0 such that
(e z)
(e z)
= z + czp+1 + O(zp+1); z ! 0: (18)
Curve (9) is approximated by the boundary locus (6) in the following sense:
Lemma 2.3. Let (t) and m(t) be dened as above; then for all 06T <1 there exists a c1>0;
c1 = c1(T ) such that
jm(t)− (t)j6c1m−p for all t 2 [− T; T ]: (19)
Proof.
m(t) = meit(eit=m)=(eit=m) (20)
= meit(it=m+ c(it=m)p+1 + O((it=m)p+2)) as m!1 (21)
= (t) + c=mp(it)p+1eit + meitO((it=m)p+2): (22)
Since jtj6T we can nd a constant c1 such that the lemma holds.
Notice that (−t) = (t) and m(−t) = m(t) and that (0) = m(0) = 0. To show that each of the
curves m is closed, we show that, for each m, there exists tm > 0 such that the imaginary part of
m(tm) is zero. Let g0(t) = I ((t)) and gm(t) = I (m(t)); m>1. Then the estimate in Lemma 2.3
holds also for the gm’s. We can prove the following:
Lemma 2.4. Given a sequence of continuous functions fgmg1m=0 with
jg0(t)− gm(t)j6c1m−p + O(m−(p+1)); m!1; (23)
where p>1; c1>0; g0(t0) = 0; we assume that g0 is dierentiable; g00(t0) 6= 0 and that the above
inequality holds for t in a neighborhood of t0. Then there exist constants m0; c2 and a sequence
ftmg1m=m0 such that
gm(tm) = 0; m>m0 (24)
and
jt0 − tmj6c2m−p; m>m0: (25)
Proof. Assume without loss of generality that g00(t0)< 0. Therefore there exists an > 0 such that
g0(t)> 0 t2[t0 − ; t0) and g0(t)< 0 t2(t0; t0 + ]: (26)
We can choose  such that estimate (23) holds for all t2[t0−; t0+]. Let K=max(jg0(t0−)j; jg0(t0+
)j). From (23) it follows that there exists a m0 such that jg0(t)− gm(t)j6K=2 for t 2 [t0− ; t0 + ],
m>m0. In particular,
gm(t0 − )> 0 and gm(t0 + )< 0; m>m0: (27)
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Since each gm is continuous, there exists at least one tm such that gm(tm)=0. Expanding g0(tm) about
t0 we get
g0(tm)− g0(t0) = (t0 − tm)g00();  2 [t0 − ; t0 + ]: (28)
Substituting (23) gives
jtm − t0j6 c1m
−p
jg00()j
+
1
jg00()j
O(m−(p+1)): (29)
But g00 is bounded and nonzero in a neighbourhood of t0 and the result follows.
Finally, we show that there are no zeros of gm near t = 0 other than zero itself.
Lemma 2.5. Dene m(t) as above; then there exists m0 and > 0; independent of m; such that
for m>m0
I (m(t))> 0 for all t 2 (0; ] (30)
and
R (m(t))< 0 for all t 2 (0; ]: (31)
Proof. Consider
mez(ez=m)=(ez=m) = mez(z=m+ C (z=m)p+1 + r(z=m)) (32)
= zez + mez(C (z=m)p+1 + r(z=m)); (33)
where jr(x)j6C1 jxjp+2 as x ! 0. Let
~r(z) = ez(C (z=m)p+1 + r(z=m)); (34)
then j~r(z)j6C2 jz=mjp+1, as z ! 0, for all m>m0 for some m0. We have
m(t) = iteit + m~r(it): (35)
The imaginary part of m(t) is given by
t cos(t) + mI (~r(it)); (36)
where jI (~r(it))j6C2 (t=m)p+1. Hence there exists a  such that the above expression is greater than
zero for t 2 (0; ] and all m>m0. For the real part we have
− t sin(t) + mR (~r(it)); (37)
and the conclusions of the lemma follows.
From Lemmas 2.3 and 2.4 it follows that the boundary locus of the numerical method denes a
closed curve which is O(m−p) close to the boundary locus dened by (9). Lemma 2.5 tells us that
there exists an  < 0 such that the interval [; 0) belongs to the interior of the curve described
by the boundary locus (6) for t 2 [ − tm; tm], where tm is given in Lemma 2.4. This together with
Lemma 2.1 shows that the interior of the curve belongs to the stability domain of the linear multistep
method. Therefore, the numerical method has a stability domain which approximates the stability
domain of (1) with the order of the method.
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3. The approximation of Hopf bifurcation points
In this section we consider the insights provided by the analysis of the previous section in our
search for Hopf bifurcation points in the discrete scheme (4).
Hopf bifurcation points can lie only at certain points of the boundary of the stability domain. At
a Hopf bifurcation, a pair of complex conjugate roots Dm(; ) leaves the unit circle, while all other
roots remain inside. Points on the boundary locus correspond to values of  for which there is a
root of Dm(; ) lying on the unit circle. Therefore the values we seek (at which two roots move
outside the unit circle) must occur at points where two points of the boundary locus are coincident.
We observe, both from the analytical treatment and from the boundary locus (Fig. 1) that the
exact Eq. (7) exhibits a Hopf bifurcation for =−=2. From the discussion in the previous section,
Lemma 2.4 provides us, for each m>m0, with a value t = tm at which the boundary locus for the
numerical scheme crosses itself. It follows that the point m(tm) is a candidate for a Hopf bifurcation
point for the numerical solution.
Further, we know that the sequence fm(tm)g tends to −=2 with the order of the method, as
h= 1=m! 0.
3.1. Conclusion
The Hopf bifurcation point of Eq. (7) is approximated with the order of the method by a point
of the discrete scheme at which two roots of the characteristic equation simultaneously lie on the
boundary of the unit disk, the remaining roots lying within the open unit disk.
A necessary condition for Hopf bifurcation is therefore satised at fm(tm)g. Furthermore, the
value = m(tm) is the only candidate (locally) for a Hopf bifurcation point for the discrete scheme.
Hopf bifurcation is essentially a property exhibited by nonlinear problems and the full analysis of
Hopf bifurcation points requires that we consider also the nonlinear part of the equation. Therefore,
one can not expect a full analysis to be possible by the root locus method.
Two scenarios are possible, and equations can be constructed in which each can arise:
 The point  = m(tm) may be a Hopf bifurcation point of the discrete scheme. In this case, for
<m(tm) the equation has two roots of modulus greater than one.
 The roots of unit modulus may re-enter the unit disk or remain on its boundary for <m(tm). In
this case, = m(tm) would not be a Hopf bifurcation point for the discrete problem.
Determining which of the scenarios presented here actually arises in practice involves checking
that the roots satisfy the transversality condition (that is, the roots leave the unit disc with non-zero
speed). To determine this we can use expression (14) evaluated at the bifurcation point. This is a
routine calculation and one can easily be convinced that the transversality condition is satised in
practical cases. However, to determine the nature of the stability of the bifurcating periodic orbit
we require information about the nonlinear part of the equation. For this we calculate the stability
coecient, which depends upon the nonlinear terms of orders two and three in Eq. (7) and can not
therefore be found by the boundary locus method.
It is our experience that points on the boundary locus curve for the discrete scheme that approx-
imate Hopf bifurcations of the original problem do indeed represent such points. The calculation
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of stability coecients for #-methods applied to solve the delay logistic equation is the subject of
our report [6]. In that report we are able to give precise information about the type of bifurcation
exhibited in the discrete problem.
4. Conclusions
We are able to draw the following conclusions:
1. The boundary locus method is an attractive tool for identifying the stability domain of delay
equations and their discrete analogues, and it can be used to identify particular parameter values
at which Hopf bifurcations arise.
2. The theory presented here demonstrates that, for consistent and stable linear multistep methods,
Hopf bifurcation points in the numerical schemes approximate the true Hopf bifurcation point
with accuracy of the order of the numerical method.
3. The boundary locus plots demonstrate that Hopf bifurcation points in the numerical schemes do
not in general occur at the same parameter value as the Hopf bifurcation in the original equation.
4. The boundary locus plots provide insight which is necessary but not sucient for the identication
and characterisation of Hopf bifurcation points.
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