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In this work, by using the Malliavin calculus, under Ho¨rmander’s
condition, we prove the existence of distributional densities for the
solutions of stochastic differential equations driven by degenerate sub-
ordinated Brownian motions. Moreover, in a special degenerate case,
we also obtain the smoothness of the density. In particular, we ob-
tain the existence of smooth heat kernels for the following fractional
kinetic Fokker–Planck (nonlocal) operator:
L
(α)
b := ∆
α/2
v +v · ∇x + b(x,v) · ∇v, x,v ∈ R
d
,
where α ∈ (0,2) and b :Rd × Rd → Rd is smooth and has bounded
derivatives of all orders.
1. Introduction and main results. Consider the following stochastic dif-
ferential equation (abbreviated as SDE) in Rd:
dXt = b(Xt)dt+ σ(Xt)dWt+
∫
Rd−{0}
g(Xt, z)N˜(dt,dz),
(1.1)
X0 = x,
where b :Rd→ Rd, σ :Rd→ Rd ×Rd and g :Rd ×Rd→ Rd are smooth func-
tions, (Wt)t≥0 is a standard d-dimensional Brownian motion, and N˜(dt,dz)
is an independent compensated Poisson random measure on Rd − {0} with
intensity measure dtν(dz). Below, we always assume that b, σ and g have
bounded derivatives of all orders. Let us define the vector fields
V0 := (bj −
1
2∂lσjkσlk)∂j and Vi := σij∂j , i= 1, . . . , d,
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where we have used the convention: a repeated index in a product will be
summed automatically. Set V0 := {V1, . . . , Vd} and define recursively
Vk := {[V0, V ], [V1, V ], . . . , [Vd, V ], V ∈ Vk−1}, k ∈N,
where [Vi, V ] := ViV − V Vi denotes the Lie bracket. It is well known that
when g ≡ 0 (i.e., no jump part) and if
⋃
k∈N Vk spans R
d at all points x
(called Ho¨rmander’s condition), then the solution Xt(x) of SDE (1.1) admits
a smooth density pt(x, y), which was originally initiated by Malliavin [14]
(see [15] for a systematic introduction). Moreover, by Itoˆ’s formula, pt(x, y)
satisfies the following Fokker–Planck equation:
∂tpt(x, y) =
1
2σik(x)σjk(x)∂yi ∂yjpt(x, y) + ∂yi(bi(y)pt(x, y))
with p0(x, y) = δx(y).
Malliavin’s probabilistic proof about Ho¨rmander’s theorem is based on
the stochastic calculus of variations on the Wiener space invented by himself
[14]. Since then, there are many works devoted to extending the Malliavin
calculus to the Poisson space case (see, e.g., [2, 4, 5, 13, 16], etc.). In these
works, the existence and smoothness of the distributional densities for SDEs
with jumps were obtained, where various nondegeneracy conditions about
g(x, z)ν(dz) are imposed. We particularly mention that Kusuoka in [12]
developed the Malliavin calculus for subordinated Brownian motions, and
obtained the existence of smooth densities for SDEs driven by nondegenerate
subordinated Brownian motions. His argument will be discussed later.
On the other hand, assuming that ν(dz) = dz/|z|d+α, where α ∈ (0,2),
and g(x, z) satisfies some boundedness and smoothness conditions, Takeuchi
in [20], Corollary 1, proved that the solution Xt(x) of SDE (1.1) has a
smooth density with respect to the Lebesgue measure under some uniform
Ho¨rmander’s conditions. Notice that Takeuchi’s conditions allow pure-jump
degenerate noises. In [7], Cass obtained a similar result. It is remarkable
that recently, Kunita in [11] proved the analytic property of distributional
density to SDE (1.1) under weaker Ho¨rmander’s conditions. His proofs are
based on the Malliavin calculus on the Wiener–Poisson spaces developed in
[8] and [10]. Moreover, an estimate for discontinuous semimartingales due
to Komatsu and Takeuchi [9] plays a crucial role in Takeuchi and Kunita’s
proofs. It is emphasized that all these results assume that g is bounded or
the Le´vy measure ν has finite moments of all orders. Thus, the interesting
α-stable noise is ruled out.
In this work, we consider the following simple SDE:
dXt = b(Xt)dt+AdLt, X0 = x ∈R
d,(1.2)
where A = (aij) is a d × d-matrix, and (Lt)t≥0 is a rotationally invariant
d-dimensional α-stable process, that is, its characteristic function is given
by
Eeiz·Lt = e−t|z|
α
, α ∈ (0,2).(1.3)
DENSITIES FOR DEGENERATE SDES WITH JUMPS 3
We are interested in the problem that under what degenerate conditions
on A together with b, Xt(x) admits a smooth density with respect to the
Lebesgue measure. Let us first look at the linear case of Ornstein–Uhlenbeck
processes, that is,
dXt =BXt dt+AdLt, X0 = x,(1.4)
where B is a d×d-matrix. The generator of this SDE is given by L
(α)
A +Bx ·
∇, where the nonlocal operator L
(α)
A is defined by
L
(α)
A f(x) := P.V.
∫
Rd
[f(x+Ay)− f(x)]
dy
|y|d+α
,(1.5)
where P.V. stands for the Cauchy principal value. Recently, Priola and
Zabczyk [17] proved that Xt has a smooth density under the following
Kalman’s condition (see also [6] for further discussions on this condition):
Rank[A,BA, . . . ,Bd−1A] = d.(1.6)
In fact, the solution of (1.4) is explicitly given by
Xt = e
tBx+
∫ t
0
e(t−s)BAdLs =: e
tBx+Zt.
Using the approximation of step functions, by (1.3) it is easy to see that
Eeiz·Zt = E exp
{
iz ·
∫ t
0
e(t−s)BAdLs
}
= exp
{
−
∫ t
0
|z∗e(t−s)BA|α ds
}
,
where ∗ stands for the transpose of a column vector. Hence, for any m ∈N,∫
Rd
|z|mEeiz·Zt dz =
∫
Rd
|z|m exp
{
−
∫ t
0
|z∗e(t−s)BA|α ds
}
dz
≤
∫
Rd
|z|m exp
{
−|z|α inf
|a|=1
∫ t
0
|aesBA|α ds
}
dz.
Here and below, “a” denotes a row vector in Rd. By (1.6), one has
inf
|a|=1
∫ t
0
|aesBA|α ds > 0
and so, ∫
Rd
|z|mEeiz·Zt dz <+∞ ∀m ∈N.
Thus, Zt admits a smooth density by [19], Proposition 28.1, and so does Xt.
We now turn to the nonlinear case. Before stating our main results, we first
recall some notions about the subordinated Brownian motions. Let (St)t≥0
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be a subordinator (an increasing one-dimensional Le´vy process) on R+ with
Laplace transform:
Ee−sSt = exp
{
t
∫ ∞
0
(e−su − 1)νS(du)
}
,
where νS (called the Le´vy measure of St) satisfies νS({0}) = 0 and∫ ∞
0
(1 ∧ u)νS(du)<+∞.
Below, we assume that (St)t≥0 is independent of (Wt)t≥0 and
P{ω :∃t > 0 such that St(ω) = 0}= 0,(1.7)
which means that for almost all ω, t 7→ St(ω) is strictly increasing (see
Lemma 2.1 below). Notice that the Poisson process does not satisfy such
an assumption, but the α-stable subordinator satisfies this assumption (see
[3], p. 88, Theorem 11). Essentially, condition (1.7) is a nondegenerate as-
sumption, and says that the subordinator has infinitely many jumps on any
interval. In particular, the process defined by
Lt :=WSt , t≥ 0,(1.8)
is a Le´vy process (called subordinated Brownian motion) with characteristic
function:
Eeiz·Lt = exp
{
t
∫
Rd
(eiz·y − 1− iz · y1|y|≤1)νL(dy)
}
,
where νL is the Le´vy measure given by
νL(Γ) =
∫ ∞
0
(2πs)−d/2
(∫
Γ
e−|y|
2/2s dy
)
νS(ds).(1.9)
Obviously, νL is a symmetric measure.
The first aim of this paper is to prove the following existence result of
distributional density to SDE (1.2) under Ho¨rmander’s condition as in [20]
and [11].
Theorem 1.1. Let b :Rd → Rd be a C∞-function with bounded partial
derivatives of first order. For x∈Rd, let Xt(x) solve SDE (1.2) with subor-
dinated Brownian motion Lt. Assume that for some n= n(x) ∈N,
Rank[A,B1(x)A,B2(x)A, . . . ,Bn(x)A] = d,(Hn)
where B1(x) := (∇b)ij(x) = (∂jb
i(x))ij , and for n≥ 2,
Bn(x) := (b
i ∂iBn−1)(x)− (∇b ·Bn−1)(x).(1.10)
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Then the law of Xt(x) is absolutely continuous with respect to the Lebesgue
measure. In particular, the density pt(x, y) solves the following nonlocal
Fokker–Plack equation in the weak or distributional sense:
∂tpt(x, y) =LApt(x, ·)(y) + ∂yi(bi(y)pt(x, y))(1.11)
with p0(x, y) = δx(y), where
LAf(y) := P.V.
∫
Rd
[f(y+Az)− f(y)]νL(dz).
Remark 1.2. If we assume that Lt has finite moments of all orders, then
this result is contained in [11], Theorem 5.1. In fact, Kunita also obtained
the smoothness of the density. Nevertheless, our proof is simpler in this case.
Notice that if b(x) =Bx, then condition (Hn) reduces to (1.6).
For the smoothness of pt(x, y), we shall assume the following uniform
Ho¨rmander’s condition:
inf
x∈Rd
inf
|a|=1
(|aA|2 + |a∇b(x)A|2) =: c1 > 0(UH1)
and prove the following partial result.
Theorem 1.3. Let b :Rd → Rd be a C∞-function with bounded partial
derivatives of all orders. In addition to (UH1), we assume that the Le´vy
measure νS satisfies for some θ ∈ (0,
1
2 ),
lim
ε↓0
1
ε1−2θ
∫ ε
0
uνS(du) =: cθ > 0.(1.12)
Then the density pt(x, y) is a smooth function on (0,∞)×R
d×Rd, and for
each t > 0,
(x, y) 7→ pt(x, y) ∈C
∞
b (R
d ×Rd).
In particular, for all (t, x, y) ∈ (0,∞)×Rd ×Rd,
∂tpt(x, y) = LApt(·, y)(x) + b(x) · ∇xpt(x, y).(1.13)
Remark 1.4. Condition (UH1), compared with (Hn), is much stronger,
and will be used to prove the Lp-integrability of the inverse of the Mallavin
covariance matrix defined by (2.6) and (3.6) below, where the key point is
to prove a Norris’ type lemma (see Lemma 3.4 below). We conjecture that
a similar (UHn) as in [11] should imply the smoothness of pt(x, y). Never-
theless, the following stochastic Hamilton system driven by a subordinated
Brownian motion satisfies (UH1):{
dXt =∇yH(Xt, Yt)dt, X0 = x ∈R
d,
dYt =−∇xH(Xt, Yt)dt+AdLt, Y0 = y ∈R
d,
(1.14)
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where A is a d×d-invertible matrix, andH :Rd×Rd→R is a C2-Hamiltonian
function so that y 7→H(x, y) is strictly convex or concave.
Remark 1.5. Let νS(du) = u
−(1+α) du be the Le´vy measure of an α-
stable subordinator. It is easy to see that (1.12) holds for θ = α/2.
The argument for proving Theorems 1.1 and 1.3 is different from Takeuchi
and Kunita’s works. We shall follow Kusuoka’s method [12]. The advantage
of which is that it is not necessary to develop a new Malliavin calculus for
jump processes, and moreover, one can obtain some quantitive estimates
about the semigroup (see Theorem 3.8 below); while the drawback of which
is of course the loss of generality. It is noticed that in [12], Kusuoka con-
sidered the SDE driven by multiplicative noises. However, it seems that
there is a gap in the calculations about the Malliavin covariance matrix (see
[12], Theorem 3.3) since the solution of SDE (1.1) usually does not form a
stochastic diffeomorphism flow if there is no further restriction on the jump
size (cf. [18], p. 328). This is also why we have to confine ourself to the
additive noise.
Let us now describe the argument (see also [21]). Let (W,H, µW) be the
classical Wiener space, that is, W is the space of all continuous functions
from R+ to Rd with vanishing values at starting point 0, H ⊂W is the
Cameron–Martin space consisting of all absolutely continuous functions with
square integrable derivatives, and µW is the Wiener measure so that the
coordinate process
Wt(w) :=wt
is a standard d-dimensional Brownian motion.
Let S be the space of all increasing, purely discontinuous and ca`dla`g
functions from R+ to R+ with ℓ0 = 0, which is endowed with the Skorohod
metric and the probability measure µS so that the coordinate process
St(ℓ) := ℓt
has the same law as the given subordinator. Consider the following product
probability space:
(Ω,F , P ) := (W× S,B(W)×B(S), µW × µS)
and define
Lt(w, ℓ) :=wℓt .
Then (Lt)t≥0 has the same law as the given subordinated Brownian motion.
In particular, the solution Xt(x) of SDE (1.2) can be regarded as a functional
of w and ℓ and
Ef(Xt(x)) =
∫
S
∫
W
f(Xt(x,wℓ))µW(dw)µS(dℓ).(1.15)
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The advantage of this viewpoint is that we can use the classical Malliavin
calculus to study the Brownian functional w→Xt(x,wℓ) (see [12]). Thus,
in order to prove Theorem 1.1, it is enough to prove that for each ℓ ∈ S,
the law of w 7→Xt(x,wℓ) under µW is absolutely continuous with respect to
the Lebesgue measure. In order to prove Theorem 1.3, the key point is to
prove the Lp-integrability of the inverse of the Malliavin covariance matrix
so that we can use the integration by parts formula to derive some gradient
estimates (see Theorem 3.8 below), which then implies the smoothness of
the density by Sobolev’s embedding theorem.
This paper is organized as follows: in Section 2, we prove Theorem 1.1 by
using the Malliavin calculus, where the main point is to prove the invertibil-
ity of the Malliavin covariance matrix (Σℓt)ℓ=S in (2.7) below. In Section 3,
we prove Theorem 1.3 by establishing a Norris’ type lemma as in [7]. In
order to overcome the nonintegrability of α-stable processes, we shall sep-
arately consider the small jumps and the large jumps of the subordinator.
In particular, the asymptotic estimate of small times about the semigroup
plays a crucial role.
2. Proof of Theorem 1.1. We need the following simple lemma about
the density of the jump number of the subordinator.
Lemma 2.1. For s > 0, set ∆ℓs := ℓs − ℓs− and
S0 := {ℓ ∈ S :{s :∆ℓs > 0} is dense in [0,∞)}.
Under (1.7), we have µS(S0) = 1.
Proof. Let I be the total of all rational intervals in [0,∞), that is,
I := {I = (a, b) : 0≤ a < b are rational numbers}.
For I ∈I , let us write
SI := {ℓ ∈ S : I ⊂ {s :∆ℓs = 0}}.
It is easy to see that
S− S0 =
⋃
I∈I
SI .
Thus, for proving µS(S0) = 1, it is enough to prove that for each I =
(a, b) ∈I ,
µS(SI) = µS({ℓ ∈ S : (a, b)⊂ {s :∆ℓs = 0}}) = 0,
which, by the stationarity of the subordinator, is equivalent to
µS({ℓ ∈ S : (0, b− a)⊂ {s :∆ℓs = 0}}) = 0.(2.1)
8 X. ZHANG
Since
{ℓ ∈ S : (0, b− a)⊂ {s :∆ℓs = 0}}= {ℓ ∈ S : ℓs = 0, ∀s ∈ (0, b− a)}
by (1.7), we obtain (2.1), and complete the proof. 
For a functional F onW, the Malliavin derivative of F along the direction
h ∈H is defined as
DhF (w) := lim
ε→0
F (w+ εh)− F (w)
ε
in L2(W, µW).(2.2)
If h 7→DhF is bounded, then there exists a unique DF ∈ L
2(W, µW;H) such
that
〈DF,h〉H =DhF ∀h∈H.
In this case, we shall write F ∈ D(D) and call DF the Malliavin gradient
of F (cf. [15]).
For ℓ ∈ S0 and x ∈R
d, let Xℓt (x) =X
ℓ
t solve the following SDE:
Xℓt = x+
∫ t
0
b(Xℓs)ds+AWℓt .(2.3)
Let Jℓt := J
ℓ
t (x) :=∇X
ℓ
t (x) be the derivative matrix of X
ℓ
t (x) with respect
to the initial value x. It is easy to see that
Jℓt = I +
∫ t
0
∇b(Xℓs) · J
ℓ
s ds.(2.4)
Let Kℓt be the inverse matrix of J
ℓ
t . Then K
ℓ
t satisfies
Kℓt = I −
∫ t
0
Kℓs · ∇b(X
ℓ
s)ds.(2.5)
Moreover, by definition (2.2) and equation (2.3), it is easy to see thatXℓt (x) ∈
D(D) and for any h ∈H,
DhX
ℓ
t =
∫ t
0
∇b(Xℓs)DhX
ℓ
s ds+Ahℓt .
The Malliavin covariance matrix is defined by
(Σℓt)ij := 〈D(X
ℓ
t )
i,D(Xℓt )
j〉
H
.(2.6)
The following lemma provides an explicit expression of Σℓt in terms of J
ℓ
t
(cf. [12]), which is crucial in the Malliavin’s proof of Ho¨rmander’s hypoel-
lipticity theorem.
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Lemma 2.2. We have
Σℓt = J
ℓ
t
(∫ t
0
KℓsAA
∗(Kℓs)
∗ dℓs
)
(Jℓt )
∗,(2.7)
where ∗ denotes the transpose of a matrix.
Proof. For ε ∈ (0,1), we define
ℓεt :=
1
ε
∫ t+ε
t
ℓs ds=
∫ 1
0
ℓεs+t ds.(2.8)
Since t 7→ ℓt is strictly increasing and right continuous, it follows that for
each t≥ 0,
ℓεt ↓ ℓt as ε ↓ 0.(2.9)
Moreover, t 7→ ℓεt is absolutely continuous and strictly increasing. Let γ
ε be
the inverse function of ℓε, that is,
ℓεγεt = t, t≥ ℓ
ε
0 and γ
ε
ℓεt
= t, t≥ 0.
By definition, γεt is also absolutely continuous on [ℓ
ε
0,∞). Let X
ℓε
t solve the
following SDE:
Xℓ
ε
t = x+
∫ t
0
b(Xℓ
ε
s )ds+A(Wℓεt −Wℓε0).
Let us now define
Y ℓ
ε
t (x) :=X
ℓε
γεt
(x), t≥ ℓε0.
By the change of variables, one sees that
Y ℓ
ε
t = x+
∫ t
ℓε0
b(Y ℓ
ε
s )γ˙
ε
s ds+A(Wt −Wℓε0).
It is well known that [cf. [15], p. 127, (2.60)]
〈DY ℓ
ε
t ,DY
ℓε
t 〉H =∇Y
ℓε
t
(∫ t
ℓε0
(∇Y ℓ
ε
s )
−1AA∗((∇Y ℓ
ε
s )
−1)∗ ds
)
(∇Y ℓ
ε
t )
∗.
By the change of variables again, we obtain
〈DXℓ
ε
t ,DX
ℓε
t 〉H =∇X
ℓε
t
(∫ ℓεt
ℓε0
(∇Y ℓ
ε
s )
−1AA∗((∇Y ℓ
ε
s )
−1)∗ ds
)
(∇Xℓ
ε
t )
∗
=∇Xℓ
ε
t
(∫ t
0
(∇Xℓ
ε
s )
−1AA∗((∇Xℓ
ε
s )
−1)∗ dℓεs
)
(∇Xℓ
ε
t )
∗(2.10)
= Jℓ
ε
t
(∫ t
0
Kℓ
ε
s AA
∗(Kℓ
ε
s )
∗ dℓεs
)
(Jℓ
ε
t )
∗.
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From equation (2.3), it is easy to see that for each t≥ 0 and w ∈W,
lim
ε↓0
|Xℓ
ε
t (w)−X
ℓ
t (w)| ≤C lim
ε↓0
|Wℓεt (w)−Wℓt(w)|= 0.
Thus, by equations (2.4) and (2.5), we also have
lim
ε↓0
sup
s∈[0,t]
|Jℓ
ε
s (w)− J
ℓ
s(w)|= 0
and
lim
ε↓0
sup
s∈[0,t]
|Kℓ
ε
s (w)−K
ℓ
s(w)|= 0.
Taking limits for both sides of (2.10), we obtain (2.7) (see [21]). 
The following lemma is a direct application of Itoˆ’s formula (cf. [18], p. 81,
Theorem 33).
Lemma 2.3. Let V :Rd→Md be a d× d-matrix valued smooth function.
We have
KℓtV (X
ℓ
t ) = V (x) +
∫ t
0
Kℓs(b · ∇V −∇b · V )(X
ℓ
s)ds
+
∑
0<s≤t
Kℓs(V (X
ℓ
s)− V (X
ℓ
s−)−∇V (X
ℓ
s−) ·∆X
ℓ
s)
+
∫ t
0
Kℓs · (∇V )(X
ℓ
s−) ·AdWℓs ,
where ∆Xℓs :=X
ℓ
s −X
ℓ
s− =A(Wℓs −Wℓs−).
We are now in a position to give the following.
Proof of Theorem 1.1. By Lemma 2.1 and (1.15), it is enough to
prove that for each ℓ ∈ S0, the law of X
ℓ
t under µW is absolutely continuous
with respect to the Lebesgue measure. By [15], page 97, Theorem 2.1.2, it
suffices to prove that Σℓt is invertible. Since J
ℓ
t is invertible, by (2.7) we only
need to show that for any row vector a 6= 0 ∈Rd,∫ t
0
|aKℓsA|
2 dℓs > 0.(2.11)
Suppose that ∫ t
0
|aKℓsA|
2 dℓs =
∑
s∈(0,t]
|aKℓsA|
2∆ℓs = 0,
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then by Lemma 2.1 and the continuity of s 7→ |aKℓsA|, we have
aKℓsA= 0 ∀s ∈ [0, t].
Thus, by (2.5) we get
0 = aKℓt′A= aA−
∫ t′
0
aKℓs(∇b)(X
ℓ
s)Ads ∀t
′ ∈ [0, t],
which in turn implies that
aA= 0(2.12)
and by the right continuity of s 7→Xℓs ,
aKℓsB1(X
ℓ
s)A= aK
ℓ
s(∇b)(X
ℓ
s)A= 0 ∀s ∈ [0, t].(2.13)
Now we use the induction to prove that for each n ∈N,
aKℓsBn(X
ℓ
s)A= 0 ∀s ∈ [0, t].(2.14)
Suppose that (2.14) is true for some n. By Lemma 2.3, we have
KℓtBn(X
ℓ
t ) =Bn(x) +
∫ t
0
KℓsBn+1(X
ℓ
s)ds+Mt + Vt,
where
Mt :=
∫ t
0
Kℓs · (∇Bn)(X
ℓ
s−) ·AdWℓs
and
Vt :=
∑
0<s≤t
Kℓs(Bn(X
ℓ
s)−Bn(X
ℓ
s−)− (∇Bn)(X
ℓ
s−) ·∆(AWℓs)).
Thus, by (2.14) we have∫ t′
0
aKℓsBn+1(X
ℓ
s)Ads+ aMt′A+ aVt′A= 0 ∀t
′ ∈ [0, t].(2.15)
By the inductive assumption (2.14), we have
aKℓsBn(X
ℓ
s)A= aK
ℓ
sBn(X
ℓ
s−)A= 0.
Hence,
aVt′A=−
∑
0<s≤t′
aKℓs · (∇Bn)(X
ℓ
s−) ·∆(AWℓs) ·A
=−
∫ t′
0
aKℓs · (∇Bn)(X
ℓ
s−) ·AdWℓs ·A=−aMt′A,
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which together with (2.15) implies that
aKℓsBn+1(X
ℓ
s)A= 0 ∀s ∈ [0, t].
The assertion (2.14) is thus proved. Combining (2.12) and (2.14) and by
letting s→ 0, we obtain
aA= aB1(x)A= · · ·= aBn(x)A= 0,
which is contrary to (Hn). The proof is thus complete. 
3. Proof of Theorem 1.3.
3.1. Norris’ type lemma. In this section, we use the following filtration:
Ft := σ{WSs , Ss : s≤ t}.
Clearly, for t > s, WSt −WSs and St − Ss are independent of Fs.
Let us first prove the following estimate of exponential type about the
subordinator St.
Lemma 3.1. Let ft :R+ → R+ be a bounded continuous nonnegative
Ft-adapted process. For any ε, δ > 0, we have
P
{∫ t
0
fs dSs ≤ ε;
∫ t
0
fs ds > δ
}
≤ e1−φ(1/ε)δ ,
where
φ(λ) :=
λ
2
∫ (log 2)/(λ‖f‖∞)
0
uνS(du), λ > 0,
and νS is the Le´vy measure of the subordinator St.
Proof. For λ > 0, set
gλs :=
∫ ∞
0
(1− e−λfsu)νS(du)
and
Mλt :=−λ
∫ t
0
fs dSs +
∫ t
0
gλs ds.
Let µ(t,du) be the Poisson random measure associated with St, that is,
µ(t,U) :=
∑
s≤t
1U (∆Ss), U ∈B(R+).
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Let µ˜(t,du) be the compensated Poisson random measure of µ(t,du), that
is,
µ˜(t,du) = µ(t,du)− tνS(du).
Then we can write ∫ t
0
fs dSs =
∫ t
0
∫ ∞
0
fsuµ(ds,du).
By Itoˆ’s formula, we have
eM
λ
t = 1+
∫ t
0
∫ ∞
0
eM
λ
s− [e−λfsu − 1]µ˜(ds,du).
Since for x > 0,
1− e−x ≤ 1∧ x,
we have
gλs ≤
∫ ∞
0
(1∧ (λ‖f‖∞u))νS(du)
and
Mλt ≤
∫ t
0
gλs ds≤ t
∫ ∞
0
(1∧ (λ‖f‖∞u))νS(du).
Hence, for any λ > 0 and t > 0,
EeM
λ
t = 1.
On the other hand, since for any κ ∈ (0,1) and 0≤ x≤− logk,
1− e−x ≥ κx,
we have
gλs ≥
∫ (log 2)/(λ‖f‖∞)
0
(1− e−λfsu)νS(du)
≥
λfs
2
∫ (log 2)/(λ‖f‖∞)
0
uνS(du) = φ(λ)fs.
Thus,{∫ t
0
fs dSs ≤ ε;
∫ t
0
fs ds > δ
}
⊂
{
eM
λ
t ≥ e−λε+
∫ t
0 g
λ
s ds;
∫ t
0
gλs ds > φ(λ)δ
}
⊂ {eM
λ
t ≥ e−λε+φ(λ)δ},
which then implies the result by Chebyshev’s inequality and letting λ= 1ε .

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Let N(t,dy) be the Poisson random measure associated with Lt =WSt ,
that is,
N(t,Γ) =
∑
s≤t
1Γ(Ls −Ls−), Γ ∈B(R
d).
Let N˜(t,dy) be the compensated Poisson random measure of N(t,dy), that
is,
N˜(t,dy) =N(t,dy)− tνL(dy),
where νL is the Le´vy measure of Lt given by (1.9). By Le´vy–Itoˆ’s decompo-
sition (cf. [1]), we have
Lt =WSt =
∫
|y|≤1
yN˜(t,dy) +
∫
|y|>1
yN(t,dy).(3.1)
We recall the following result about the exponential estimate of discon-
tinuous martingales (cf. [7], Lemma 1).
Lemma 3.2. Let ft(y) be a bounded Ft-predictable process with bound
A. Then for any δ, ρ > 0, we have
P
{
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∫
Rd
fs(y)N˜ (ds,dy)
∣∣∣∣≥ δ,∫ T
0
∫
Rd
|fs(y)|
2νL(dy)ds < ρ
}
≤ 2exp
(
−
δ2
2(Aδ + ρ)
)
.
The following lemma is contained in the proof of Norris’ lemma (cf. [15],
p. 137).
Lemma 3.3. For T > 0, let f be a bounded measurable Rd-valued func-
tion on [0, T ]. Assume that for some ε < T and x ∈Rd,∫ T
0
∣∣∣∣x+ ∫ t
0
fs ds
∣∣∣∣2 dt≤ ε3.(3.2)
Then we have
sup
t∈[0,T ]
∣∣∣∣∫ t
0
fs ds
∣∣∣∣≤ 2(1 + ‖f‖∞)ε.
Proof. By (3.2) and Chebyshev’s inequality, we have
Leb
{
t ∈ [0, T ] :
∣∣∣∣x+ ∫ t
0
fs ds
∣∣∣∣≥ ε}≤ ε < T.
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Thus, for each t ∈ [0, T ], there exits an s ∈ [0, T ] such that
|s− t| ≤ ε and
∣∣∣∣x+ ∫ s
0
fr dr
∣∣∣∣< ε.
Consequently, for such t, s,∣∣∣∣x+ ∫ t
0
fr dr
∣∣∣∣≤ ∣∣∣∣x+ ∫ s
0
fr dr
∣∣∣∣+ ∣∣∣∣∫ t
s
fr dr
∣∣∣∣≤ ε+ ε‖f‖∞.
In particular,
|x| ≤ ε+ ε‖f‖∞,
hence, ∣∣∣∣∫ t
0
fs ds
∣∣∣∣≤ |x|+ ∣∣∣∣x+ ∫ t
0
fs ds
∣∣∣∣≤ 2(ε+ ε‖f‖∞).
The proof is finished. 
We now prove the following Norris’ type lemma (cf. [7, 15]).
Lemma 3.4. Let Yt = y+
∫ t
0 βs ds be an R
d-valued process, where βt takes
the following form:
βt = β0 +
∫ t
0
γs ds+
∫ t
0
∫
Rd
gs(y)N˜ (ds,dy),
where γt and gt(y) are two Ft-predictable R
d-valued processes. Suppose that
for some nonrandom constants C1,C2 ≥ 1 and all s≥ 0, y ∈R
d,
|βs|+ |γs| ≤C1, |gs(y)| ≤C2(1∧ |y|).(3.3)
Then for any δ ∈ (0, 13), there exists ε0 = ε0(C1,C2, νL, δ) ∈ (0,1) such that
for all T ∈ (0,1) and ε ∈ (0, T 3 ∧ ε0),
P
{∫ T
0
|Ys|
2 ds < ε,
∫ T
0
|βs|
2 ds≥ 9C21ε
δ
}
≤ 2exp
{
−
εδ−(1/3)
9C1
}
.(3.4)
Proof. Let us define
ht :=
∫ t
0
βs ds, Mt :=
∫ t
0
∫
Rd
〈hs, gs(y)〉RdN˜(ds,dy)
and
E1 :=
{∫ T
0
|Ys|
2 ds < ε
}
, E2 :=
{
sup
t∈[0,T ]
|ht| ≤ 2(1 +C1)ε
1/3
}
,
E3 := {〈M〉T ≤C3ε
2/3}, E4 :=
{
sup
t∈[0,T ]
|Mt| ≤ ε
δ
}
,
E5 :=
{∫ T
0
|βs|
2 ds < 9C21ε
δ
}
,
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where C3 is determined below.
First of all, by Lemma 3.3, one sees that for ε < T 3,
E1 ⊂E2 ⊂E3,(3.5)
where the second inclusion is due to
〈M〉T =
∫ T
0
∫
Rd
|〈hs, gs(y)〉Rd |
2νL(dy)ds
≤ 4(1 +C1)
2C22
(∫
Rd
1∧ |y|2νL(dy)
)
ε2/3 =:C3ε
2/3.
On the other hand, by the integration by parts formula, we have∫ T
0
|βt|
2 dt=
∫ T
0
〈βt,dht〉Rd = 〈βT , hT 〉Rd −
∫ T
0
〈ht, γt〉Rd dt−MT .
From this, one sees that on E2 ∩E4,∫ T
0
|βt|
2 dt≤ 2C1(1 +C1)ε
1/3(1 + T ) + εδ
≤ (4C1(1 +C1) + 1)ε
δ ≤ 9C21ε
δ.
This means that
E2 ∩E4 ⊂E5,
which together with (3.5) gives
E1 ∩E
c
5 ⊂E1 ∩E
c
4 ⊂E2 ∩E3 ∩E
c
4.
Thus, by Lemma 3.2 we have
P (E1 ∩E
c
5)≤ 2exp
(
−
ε2δ
2(2(1 +C1)ε(1/3)+δ +C3ε2/3)
)
and (3.4) follows by choosing ε0 with C3ε
(1/3)−δ
0 = 1. 
Below we set
Σt := Σ
ℓ
t |ℓ=S , Kt :=K
ℓ
t |ℓ=S , Jt := J
ℓ
t |ℓ=S .(3.6)
The following lemma is a key step for proving the smoothness of pt(x, y).
Lemma 3.5. Let θ ∈ (0, 12) be given in (1.12). Under (UH1) and (1.12),
for any p > 1, there exist C0 = C0(p, θ)> 0 and C1 = C1(p, θ)> 0 such that
for all t ∈ (0,1) and ε ∈ (0,C0t
8/θ),
sup
|a|=1
P
{∫ t
0
|aKsA|
2 dSs ≤ ε
}
≤C1ε
p.(3.7)
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Proof. By Lemma 3.1 and (1.12), for the given θ in (1.12), there exists
an ε0 = ε0(θ)> 0 such that for all ε ∈ (0, ε0) and t ∈ (0,1),
P
{∫ t
0
|aKsA|
2 dSs ≤ ε
}
≤ P
{∫ t
0
|aKsA|
2 dSs ≤ ε,
∫ t
0
|aKsA|
2 ds≥ εθ
}
+P
{∫ t
0
|aKsA|
2 ds < εθ
}
(3.8)
≤ exp
{
1−
1
2ε1−θ
∫ Cε
0
uνS(du)
}
+P
{∫ t
0
|aKsA|
2 ds < εθ
}
≤ exp{1− ε−θ/2}+P
{∫ t
0
|aKsA|
2 ds < εθ
}
.
Notice that by (3.1),
Xt = x+
∫ t
0
b(Xs)ds+
∫
|y|≤1
AyN˜(t,dy) +
∫
|y|>1
AyN(t,dy).
If we set Yt := aKtA and
βt := aKt∇b(Xt)A, gt(y) := aKt(∇b(Xt− +Ay)−∇b(Xt−))A,
γt :=
∫
Rd
aKt(∇b(Xt +Ay)−∇b(Xt)− 1|y|≤1Ay · ∇
2b(Xt))AνL(dy)
+ aKtB2(Xt)A,
then by equation (2.5) and Itoˆ’s formula, one sees that Yt = aA+
∫ t
0 βs ds
and
βt = a∇b(x)A+
∫ t
0
γs ds+
∫ t
0
∫
Rd
gs(y)N˜ (ds,dy).
By the assumptions, it is easy to see that
|βt|+ |γt| ≤C1(‖∇b‖∞,‖∇
3b‖∞,‖A‖)
and
|gt(y)| ≤C2(‖∇b‖∞,‖∇
2b‖∞,‖A‖)(1∧ |y|).
Fix δ ∈ (0, 13). Define now
Eεt :=
{∫ t
0
|aKsA|
2 ds < εθ
}
, F εt :=
{∫ t
0
|aKs∇b(Xs)A|
2 ds < 9C21ε
θδ
}
.
18 X. ZHANG
Then, by Lemma 3.4, there is an ε0 ∈ (0,1) such that for all t ∈ (0,1) and
ε ∈ (0, t3 ∧ ε0),
P (Eεt ) = P (E
ε
t ∩ (F
ε
t )
c) +P (Eεt ∩ F
ε
t )
≤ 2exp{−εθ(δ−(1/3))/(9C1)}+ P (E
ε
t ∩F
ε
t ).
Define
τ := inf{s≥ 0 : |Ks − I| ≥
1
2} ∧ t.
Then
P (Eεt ∩F
ε
t )≤ P (E
ε
t ∩F
ε
t ∩ {τ ≥ ε
δθ/2}) + P (τ < εδθ/2).
By Chebyshev’s inequality, we have for any p > 1,
P (τ < εδθ/2)≤ P
{
sup
s∈(0,εδθ/2∧t)
|Ks − I| ≥
1
2
}
≤ 2pE
(
sup
s∈(0,εδθ/2∧t)
|Ks − I|
p
)
≤C(εδθ/2 ∧ t)p
and by (UH1),
Eεt ∩F
ε
t ⊂
{∫ t
0
(|aKsA|
2 + |aKs∇b(Xs)A|
2)ds < εθ +9C21ε
δθ
}
⊂
{∫ t
0
|aKsA|
2 + |aKs∇b(Xs)A|
2
|aKs|2
|aKs|
2 ds < (1 + 9C21 )ε
δθ
}
⊂
{
c1
∫ t
0
|aKs|
2 ds < (1 + 9C21 )ε
δθ
}
.
Since on {τ ≥ εδθ/2},
|aKs| ≥ 1− |Ks − I| ≥
1
2 , |a|= 1, s ∈ [0, ε
δθ/2 ∧ t],
it is easy to see that for any ε < t2/δθ ∧ ( c1
4(1+9C21 )
)2/(δθ),
Eεt ∩F
ε
t ∩ {τ ≥ ε
δθ/2} ⊂ {c1(ε
δθ/2 ∧ t)/4< (1 + 9C21 )ε
δθ}=∅.
Hence, for any p > 1, if one takes δ = 14 and C0 =C0(ε0, p, θ, c1) being small
enough, then for all t ∈ (0,1) and ε ∈ (0,C0t
8/θ),
P (Eεt )≤Cε
θp/8,
which together with (3.8) yields (3.7) by resetting p= 8p
′
θ . 
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3.2. St has finite moments of all orders. In this subsection, we suppose
that St has finite moments of all orders and b∈C
∞(Rd) has bounded deriva-
tives of all orders. The following lemma is standard.
Lemma 3.6. For any m,k ∈ {0} ∪N with m+ k ≥ 1 and p≥ 1, we have
sup
x∈Rd
sup
t∈[0,1]
E(‖Dm∇kXℓt (x)‖
p
H⊗
m |ℓ=S)<+∞.(3.9)
Proof. Noticing that
DXℓt (x) =
∫ t
0
∇b(Xℓs(x))DX
ℓ
s(x)ds+ · ∧ ℓt
and
∇Xℓt (x) = I +
∫ t
0
∇b(Xℓs(x))∇X
ℓ
s(x)ds,
we have
‖DXℓt (x)‖H ≤ ‖∇b‖∞
∫ t
0
‖DXℓs(x)‖H ds+ ℓ
1/2
t
and
|∇Xℓt (x)| ≤ 1 + ‖∇b‖∞
∫ t
0
|∇Xℓs(x)|ds.
By Gronwall’s inequality, we obtain
‖DXℓt (x)‖H ≤ ℓ
1/2
t + e
‖∇b‖∞t
∫ t
0
ℓ1/2s ds
and
‖∇Xℓt (x)‖H ≤ e
‖∇b‖∞t.
Hence, for any p≥ 1,
E(‖DXℓt ‖
p
H
|ℓ=S)≤CE|St|
p/2 +C
∫ t
0
E|Ss|
p/2 ds <+∞.
Thus, we obtain (3.9) for m+ k = 1. For the general m and k, it follows by
similar calculations and the induction. 
We recall the following main criterion in the Malliavin calculus that a
random vector admits a smooth density (cf. [15], pp. 100–103).
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Proposition 3.7. Let F = (F 1, . . . , F d) be a smooth Wiener functional
and (ΣF )ij := 〈DF
i,DF j〉H be the Malliavin covariance matrix. We assume
that for all p≥ 2,
E[(detΣF )
−p]<∞.
Let G be another smooth Wiener functional and ϕ ∈C∞b (R
d). Then for any
multi-index α= (α1, . . . , αm) ∈ {1,2, . . . , d}
m,
E[∂αϕ(F )G] = E[ϕ(F )Hα(F,G)],
where ∂α = ∂α1 · · ·∂αm , and Hα(F,G) are recursively defined by
H(i)(F,G) :=
∑
j
D∗(G(Σ−1F )ijDF
j),
Hα(F,G) :=H(αm)(F,H(α1,...,αm−1)(F,G)).
As a consequence, for any p≥ 1, there exist p1, p2, p3 > 1 and n1, n2 ∈N such
that
‖Hα(F,G)‖p ≤C‖(detΣF )
−1‖n1p1 ‖DF‖
n2
m,p2‖G‖m,p3 .
In particular, the law of F possesses an infinitely differentiable density ρ ∈
S(Rd), the space of Schwartz rapidly decreasing functions.
Now we can prove the following gradient estimate.
Theorem 3.8. Under (UH1) and (1.12), for any k,m ∈ {0} ∪ N with
k+m≥ 1, there are γk,m > 0 and C = C(k,m) > 0 such that for all f ∈
C∞b (R
d) and t ∈ (0,1),
sup
x∈Rd
|∇kE((∇mf)(Xt(x)))| ≤C‖f‖∞t
−γk,m .(3.10)
Proof. We first prove that there exists a constant γ > 0 such that for
any p≥ 1, some C =C(p)> 0 and all t ∈ (0,1),
‖(detΣt)
−1‖p ≤Ct
−γ ,(3.11)
which, by (2.7), is equivalent to prove that∥∥∥∥det(∫ t
0
KsAA
∗K∗s dSs
)−1∥∥∥∥
p
≤Ct−γ .
Since the determinant of a matrix is greater than d-times its smallest eigen-
value, that is,(
inf
|a|=1
∫ t
0
|aKsA|
2 dSs
)d
≤ det
(∫ t
0
KsAA
∗K∗s dSs
)
,
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it suffices to prove that for some γ′ > 0,∥∥∥∥( inf
|a|=1
∫ t
0
|aKsA|
2 dSs
)−1∥∥∥∥
p
≤Ct−γ
′
,
which will follow by showing that for all p≥ 1 and ε ∈ (0,Cpt
γ′),
P
{
inf
|a|=1
∫ t
0
|aKsA|
2 dSs ≤ ε
}
≤Cεp.
Since St has finite moments of all orders, this estimate follows by (3.7) and
a compact argument (see [15], p. 133, Lemma 2.3.1, for more details).
Next, by the chain rule, we have
∇kE((∇mf)(Xt(x)))
=
k∑
j=1
E((∇m+jf)(Xt(x))Gj(∇Xt(x), . . . ,∇
kXt(x)))
=
k∑
j=1
E(E((∇m+jf)(Xℓt (x))Gj(∇X
ℓ
t (x), . . . ,∇
kXℓt (x)))|ℓ=S),
where {Gj , j = 1, . . . , k} are real polynomial functions. By Proposition 3.7,
Lemma 3.6 and Ho¨lder’s inequality, there exist integer n and p > 1, C > 0
such that for all t ∈ (0,1),
|∇kE((∇mf)(Xt(x)))| ≤C‖f‖∞E(‖(detΣ
ℓ
t)
−1‖np |ℓ=S)
≤C‖f‖∞‖(detΣt)
−1‖nnp.
Estimate (3.10) now follows by (3.11). 
3.3. Without the finiteness assumption of moments. Let S′t be a sub-
ordinator with Le´vy measure 1(0,1)(u)νS(du) and independent of (Wt)t≥0.
Let p′t(x, y) be the distributional density of X
′
t(x), where X
′
t(x) solves the
following SDE:
X ′t(x) = x+
∫ t
0
b(X ′s(x)) ds+AWS′t .
Let us write
P ′tf(x) := Ef(X
′
t(x)) =
∫
Rd
f(y)p′t(x, y)dy.
We first prepare two simple lemmas for later use.
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Lemma 3.9. Let f ∈ C∞b (R
d). For any m ∈ N, there exists a constant
Cm,b ≥ 1 such that for all x ∈R
d and t ∈ [0,1],
|∇mP ′tf(x)| ≤Cm,b
m∑
k=1
P ′t|∇
kf |(x).(3.12)
Proof. By the chain rule, (3.12) follows by the following estimate:
sup
t∈[0,1]
sup
x∈Rd
|∇mX ′t(x)| ≤Cm,b,(3.13)
which has been proved in estimating (3.9). 
Lemma 3.10. Let J ′t(x) := ∇X
′
t(x) and K
′
t(x) be the inverse matrix
of J ′t(x). Let f = (fkl) ∈ C
∞
b (R
d) be an Rm × Rm valued function. Then
for any j = 1, . . . , d and k, l= 1, . . . ,m, we have the following formula:
P ′t(∂jfkl)(x) = divQ
·j
kl(t, x;f)−G
j
kl(t, x;f),(3.14)
where
Qijkl(t, x;f) := E(fkl(X
′
t(x))(K
′
t(x))ij),(3.15)
Gjkl(t, x;f) := E(fkl(X
′
t(x)) div(K
′
t)·j(x)).(3.16)
Moreover, for any m ∈ {0} ∪N, we have
sup
t∈[0,1]
sup
x∈Rd
|∇mK ′t(x)| ≤ C˜m,b,(3.17)
where C˜m,b ≥ 1.
Proof. Noticing that
∇(f(X ′t(x))) = (∇f)(X
′
t(x))∇X
′
t(x) = (∇f)(X
′
t(x))J
′
t(x),
we have
(∇f)(X ′t(x)) =∇(f(X
′
t(x)))K
′
t(x) = div(f(X
′
t)K
′
t)(x)− f(X
′
t(x)) divK
′
t(x),
which in turn gives (3.14) by taking expectations. As for (3.17), it follows
by equation
K ′t(x) = I −
∫ t
0
K ′s(x) · ∇b(X
′
s(x)) ds
and estimate (3.13). 
Below, let C := {τ1, τ2, . . . , τn, . . .} and G := {ξ1, ξ2, . . . , ξn, . . .} be two in-
dependent families of i.i.d. random variables in R+ and Rd, respectively,
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which are also independent of (Wt, S
′
t)t≥0. We assume that τ1 obeys the
exponential distribution of parameter
λ := νS([1,∞))
and ξ1 has the distributional density
1
νS([1,∞))
∫ ∞
1
(2πs)−d/2e−|x|
2/2sνS(ds).
Set τ0 := 0 and ξ0 := 0, and define
Nt := max{n : τ0 + τ1 + · · ·+ τn ≤ t}=
∞∑
n=0
1{τ0+···+τn≤t}
and
Ht := ξ0 + ξ1 + · · ·+ ξNt =
Nt∑
j=0
ξj .
Then Ht is a compound Poisson process with Le´vy measure
νH(Γ) =
∫ ∞
1
(2πs)−d/2
(∫
Γ
e−|y|
2/2s dy
)
νS(ds).
Moreover, it is easy to see that Ht is independent of WS′t , and
(AWSt)t≥0
(d)
= (AWS′t +AHt)t≥0.(3.18)
Let ~t be a ca`dla`g purely discontinuous R
d-valued function with finite
many jumps and ~0 = 0. Let X
~
t (x) solve the following SDE:
X~t (x) = x+
∫ t
0
b(X~s (x)) ds+AWS′t + ~t.
Let n be the jump number of ~ before time t. Let 0 = t0 < t1 < t2 < · · ·<
tn < t be the jump time of ~. By the Markovian property of X
~
t (x), we have
the following formula:
Ef(X~t (x))
=
∫
Rd
(∫
Rd
(∫
Rd
· · ·
(∫
Rd
p′t1(x, y1)p
′
t2−t1(y1 +∆~t1 , y2)dy1
)
· · ·p′tn−tn−1(yn−1+∆~tn−1 , yn)dyn−1
)
× p′t−tn(yn +∆~tn , z)dyn
)
f(z)dz
=P ′t1 · · ·ϑ∆~tn−1P
′
tn−tn−1ϑ∆~tnP
′
t−tnf(x),
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where
ϑyg(x) := g(x+ y).
Now, by (3.18) we have
Xt(x)
(d)
= X~t (x)|~=AH·
and so,
Ptf(x) = Ef(Xt(x)) = E(Ef(X
~
t (x))|~=AH·)
=
∞∑
n=0
E(P ′τ1 · · ·ϑAξn−1P
′
τnϑAξnP
′
t−(τ0+τ1+···+τn)
f(x);Nt = n).
In view of
{Nt = n}= {τ0 + · · ·+ τn ≤ t < τ0 + · · ·+ τn+1}
and that C is independent of G , we further have
Ptf(x) =
∞∑
n=1
{∫
t1+···+tn<t<t1+···+tn+1
λn+1e−λ(t1+···+tn+tn+1)
× E(P ′t1 · · ·ϑAξn−1P
′
tnϑAξnP
′
t−(t1+···+tn)
f(x))dt1 · · ·dtn+1
}
+P ′tf(x)P (Nt = 0)(3.19)
=
∞∑
n=1
{
λne−λt
∫
t1+···+tn<t
EIAξf (t1, . . . , tn, t, x)dt1 · · ·dtn
}
+P ′tf(x)e
−λt,
where ξ := (ξ1, . . . , ξn), and
Iyf (t1, . . . , tn, t, x) :=P
′
t1 · · ·ϑyn−1P
′
tnϑynP
′
t−(t1+···+tn)
f(x)
with y := (y1, . . . , yn).
Now we can complete the proof of Theorem 1.3.
Proof of Theorem 1.3. We first establish the same gradient estimate
as in (3.10).
If we let tn+1 := t − (t1 + · · · + tn) > 0, then there is at least one j ∈
{1,2, . . . , n+ 1} such that
tj ≥
t
n+ 1
.(3.20)
DENSITIES FOR DEGENERATE SDES WITH JUMPS 25
Thus, we have
|∇xI
y
f (t1, . . . , tn, t, x)|
(3.12)
≤ Cj−11,b ‖∇xP
′
tj · · ·ϑyn−1P
′
tnϑynP
′
tn+1f‖∞
(3.10)
≤ CCj−11,b t
−γ1,0
j ‖P
′
tj+1 · · ·ϑyn−1P
′
tnϑynP
′
tn+1f‖∞
≤ CCn1,b(t/(n+ 1))
−γ1,0‖f‖∞.
Here and below, the various constant C is independent of t and n. Hence,
by (3.19) we have
|∇Ptf(x)| ≤C‖f‖∞t
−γ1,0e−λt
×
(
1 +
∞∑
n=1
λnCn1,b(n+ 1)
γ1,0
∫
t1+···+tn<t
dt1 · · ·dtn
)
(3.21)
=C‖f‖∞t
−γ1,0e−λt
(
∞∑
n=0
λnCn1,b(n+ 1)
γ1,0 t
n
n!
)
≤C‖f‖∞t
−γ1,0 .
Thus, we obtain (3.10) with k = 1 and m= 0.
For k, l= 1, . . . , d, set F
(0)
kl (x) := 1k=lf(x) and R
(0)
l (x) := 0. Let us recur-
sively define for m= 0,1, . . . , n,
F
(m+1)
kl (x) :=
d∑
i=1
Qkiil (tn+1−m, x;ϑyn+1−mF
(m)),
R
(m+1)
l (x) :=
d∑
i=1
Giil(tn+1−m, x;ϑyn+1−mF
(m)),
where yn+1 := 0, Q
ki
il and G
i
il are defined by (3.15) and (3.16). From these
definitions and by (3.17), it is easy to see that
‖F
(m+1)
kl ‖∞ ≤ d‖F
(m)
kl ‖∞E‖K
′
t(x)‖ ≤ C˜0,b‖F
(m)
kl ‖∞
≤ C˜m+10,b ‖F
(0)
kl ‖∞ ≤ C˜
m+1
0,b ‖f‖∞
and
‖R
(m+1)
l ‖∞ ≤ ‖F
(m)
kl ‖∞E|divK
′
t(x)| ≤ C˜
m
0,bC˜1,b‖f‖∞.
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By repeatedly using Lemma 3.10, we have
|Iy∂lf (t1, . . . , tn, t, x)|
=
∣∣∣∣∣P ′t1 · · ·ϑyj−1P ′tj divF (n+1−j)·l (x)−
n+1−j∑
m=1
P ′t1 · · ·ϑyn+1−mP
′
tn+1−mR
(m)
l (x)
∣∣∣∣∣
(3.10)
≤ Ct
−γ0,1
j ‖F
(n+1−j)
·l ‖∞ +
n+1−j∑
m=1
‖R
(m)
l ‖∞
(3.20)
≤ C(t/(n+1))−γ0,1C˜n0,b‖f‖∞ +CC˜
n
0,b‖f‖∞.
As in estimating (3.21), we obtain (3.10) with k = 0 and m = 1. For the
general m and k, the gradient estimate (3.10) follows by similar calculations
and the induction.
Lastly, by estimate (3.10) and Sobolev’s embedding theorem (see [15],
pp. 102–103), one has that for each t > 0,
(x, y) 7→ pt(x, y) ∈C
∞
b (R
d ×Rd).
The smoothness of pt(x, y) with respect to the time variable t follows by
equation (1.11) and the standard bootstrap argument. As for equation (1.13),
it follows by
dPtf(x)
dt
= LAPtf(x) + b(x) · ∇xPtf(x),
where f ∈C∞b (R
d). 
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