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MODERATE DEVIATIONS PRINCIPLE FOR SYSTEMS OF
SLOW-FAST DIFFUSIONS
MATTHEW R. MORSE AND KONSTANTINOS SPILIOPOULOS
Abstract. In this paper, we prove the moderate deviations principle
(MDP) for a general system of slow-fast dynamics. We provide a unified
approach, based on weak convergence ideas and stochastic control argu-
ments, that cover both the averaging and the homogenization regimes.
We allow the coefficients to be in the whole space and not just the torus
and allow the noises driving the slow and fast processes to be correlated
arbitrarily. Similar to the large deviation case, the methodology that
we follow allows construction of provably efficient Monte Carlo methods
for rare events that fall into the moderate deviations regime.
1. Introduction
The goal of this paper is to study moderate deviations for a large class of
multiscale diffusion processes with small noise. In particular, we consider
the system of slow-fast dynamics
dXεt =
[ε
δ
b(Xεt , Y
ε
t ) + c(X
ε
t , Y
ε
t )
]
dt+
√
εσ(Xεt , Y
ε
t ) dWt
(1)
dY εt =
1
δ
[ε
δ
f(Xεt , Y
ε
t ) + g(X
ε
t , Y
ε
t )
]
dt+
√
ε
δ
[τ1(X
ε
t , Y
ε
t ) dWt + τ2(X
ε
t , Y
ε
t ) dBt]
Xε0 = x0, Y
ε
0 = y0
for t ∈ [0, 1] such that (Xεt , Y εt ) ∈ Rn ×Rd. For convenience, we refer to the
state space of Y ε as Y. The parameter ε≪ 1 represents the strength of the
noise while δ ≪ 1 is the time-scale separation parameter. Wt and Bt are
independent m-dimensional Brownian motions.
In (1), Xε is the slow motion and Y ε is the fast motion. Depending on the
order in which ε, δ go to zero, we get different behavior, and in particular
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we are interested in the following regimes:
lim
ε↓0
ε
δ
=
{
∞, Regime 1,
γ ∈ (0,∞), Regime 2.
The goal of moderate deviations is to study the behavior of the process (Xε
in our case) in the regime between the central limit theorem behavior and
the large deviation behavior. To be more precise, let h(ε)→ +∞ such that√
εh(ε) → 0 as ε ↓ 0, denote by X¯t = limε↓0Xεt (in the appropriate sense)
the law of large numbers, and define the moderate deviation process
ηεt =
Xεt − X¯t√
εh(ε)
.
The goal is to derive the large deviation principle for ηεt , which is the mod-
erate deviations principle for Xεt . Notice that if h(ε) = 1 then the lim-
iting behavior of ηεt is that of the central limit theorem (CLT) whereas if
h(ε) = 1/
√
ε then we would get the large deviation result.
Both large and moderate deviations theory have a long history. For gen-
eral results on large deviations, we refer the interested reader to classical
manuscripts such as [5, 11]. In regards to moderate deviations for diffusion
processes, one of the first results was derived in [1,9] even though the anal-
ysis there was restricted to the setup with b = σ = 0 and under abstract
conditions. In [12] the author studies the moderate deviations for (1) in the
case of ε = δ with b = 0 (averaging regime) and with the fast process Y εt
being independent of the driving noise of the slow process Xεt , using differ-
ent methods. In [13] the authors study the MDP for integrated functionals
of systems like (1), in the averaging regime (i.e. when b = 0) and with the
fast process being independent of the driving noise of the slow process. In
addition we also mention here the recent work of [6] where the moderate
deviations principle (MDP) is derived for recursive stochastic algorithms
(without multiple scales) using the weak convergence approach of [5].
We conclude this literature review by mentioning that the CLT for Xεt ,
i.e. when h(ε) = 1, has been derived in [16]. The LDP for Xεt is studied
in a series of papers [7, 17, 18] for the cases of fast motion in periodic or
in random stationary environments. Large deviations results for averaging
problems have also been obtained in [4, 10,20].
The novelty of this paper is fourfold. First, we obtain an explicit form for
the action functional of the MDP which is given in terms of solutions to
auxiliary, but specific, Poisson equations that can be solved either analyti-
cally or numerically. This makes the computation of the action functional
possible for a wide range of models, in contrast to existing literature where
that was possible only for a more restrictive class of models (for instance
we provide the MDP also in the homogenization regime, i.e., in Regime 1
with b 6= 0). We also illustrate this with a number of examples. Second, the
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method of our proof relies on the weak convergence approach of [5] which
allows us to connect the moderate deviations problem with a stochastic con-
trol problem. As in the case of large deviations (see [8, 17]), the solution
to the stochastic control problem gives vital information for the design of
efficient Monte Carlo methods for estimation of moderate deviations prob-
abilities of interest. We plan to address the design of Monte Carlo methods
based on the moderate deviations principle in a subsequent work. Third, we
treat both the averaging regime, Regime 2 or Regime 1 with b = 0, and the
homogenization regime, Regime 1 with b 6= 0, in a unified way. Fourth, the
fast process Y εt is allowed to be both fully correlated with the slow process
Xεt and is also allowed to take values in the whole Euclidean space and not
just on the torus. The latter fact complicates the mathematical analysis
significantly and in particular, the proof of tightness. We gather all of the
necessary technical results in Appendixes B and C.
The rest of the paper is organized as follows. In Section 2, we introduce
notation and model conditions and state the main result as Theorem 2.1.
In Section 3, we present examples of the MDP. In Sections 4, 5, and 6
we prove Theorem 2.1. In Section 4, we introduce the stochastic control
representation, show the connection with the MDP, and define the concept of
viable pairs, which is essential to the proof. In Section 5, we prove the MDP
for Regime 1. In Section 6, we discuss the changes in the proof necessary for
Regime 2. In the Appendix, we prove several auxiliary lemmas which are
used in the main proof and constitute the main technical challenges.
2. Notation, Conditions, and Main Results
2.1. Notation, Conditions, and Preliminaries. We work with the canon-
ical filtered probability space (Ω,F ,P) equipped with a filtration Ft that
is right continuous and F0 contains all P-negligible sets.
For given sets A,B, for i, j ∈ N and α ∈ (0, 1) we denote by Ci,j+αb (A×B),
the space of functions with i bounded derivatives in x and j derivatives in
y, with all partial derivatives being α-Ho¨lder continuous with respect to y,
uniformly in x.
We impose the following conditions on the SDE (1).
Condition 2.1. (i) Let h˜ be either of the functions b or c. h˜(·, y) ∈
C2(Rn) for all y ∈ Y, ∇y∇yh˜ ∈ C(Rn × Y), h˜(x, ·) ∈ Cα(Y) uniformly
in x ∈ Rn for some α ∈ (0, 1), and there exist K and qb, qc ≥ 0 such
that
|b(x, y)| + ‖∇xb(x, y)‖ + ‖∇x∇xb(x, y)‖ ≤ K(1 + |y|qb)
|c(x, y)| + ‖∇xc(x, y)‖ + ‖∇x∇xc(x, y)‖ ≤ K(1 + |y|qc)
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(ii) For every N > 0 there exists a constant C(N) such that for all x1, x2 ∈
R
n and |y| ≤ N , the diffusion matrix σ satisfies
‖σ(x1, y)− σ(x2, y)‖ ≤ C(N)|x1 − x2|.
Moreover, there exists K > 0 and qσ ≥ 0 such that
‖σ(x, y)‖ ≤ K(1 + |y|qσ).
(iii) The functions f(x, y), g(x, y), τ1(x, y), and τ2(x, y) are C2,2+αb (Rn×Y)
with α ∈ (0, 1). In addition, g is uniformly bounded.
Condition 2.2. (i) The diffusion matrix τ1τ
T
1 +τ2τ
T
2 is uniformly contin-
uous and bounded, nondegenerate and there exist constants β1, β2 > 0
such that
0 < β1 ≤
〈
(τ1τ
T
1 (x, y) + τ2τ
T
2 (x, y))y, y
〉
|y|2 ≤ β2.
(ii) There exists R,Γ > 0 and r ≥ 0 such that in Regime 1,
sup
x∈Rn
f(x, y) · y ≤ −Γ|y|r+1 for |y| > R,
and in Regime 2,
sup
x∈Rn
(γf(x, y) + g(x, y)) · y ≤ −Γ|y|r+1 for |y| > R.
For each Regime i = 1, 2, define an operator Li,x (treating x as a parameter)
by
L1,xF (y) =
(∇yF (y))f(x, y) + 1
2
(τ1τ
T
1 + τ2τ
T
2 )(x, y) : ∇y∇yF (y),
(2)
L2,xF (y) =
(∇yF (y))(γf(x, y) + g(x, y)) + γ 1
2
(τ1τ
T
1 + τ2τ
T
2 )(x, y) : ∇y∇yF (y)
where the notation A : B for two n × k matrices means the trace of their
product,
A : B =
n∑
i=1
k∑
j=1
aijbij.
For a k × k matrix A and a n-dimensional vector–valued function of a k-
dimensional vector f(x) define A : ∇∇f as a n-dimensional vector where
component i is equal to A : ∇∇fi. Also, for notational convenience we some-
times collect the variables at the end of the expression and we write
ττT(x, y) = τ(x, y)τ(x, y)T.
Operators L1,x and L2,x are the infinitesimal generators for the processes
that play the role of the fast motion (and with respect to which averaging is
being performed) in Regimes 1 and 2 respectively. Condition 2.2 guarantees
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that the fast process in each Regime i = 1, 2 has a unique invariant measure,
denoted by µi,x(dy), for each x ∈ Rn.
Because the fast motion takes values in an unbounded space, Rd, the con-
stants qb, qc, qσ that determine the growth of the coefficients from Condition
2.1 and the constant r from Condition 2.2 that determines the recurrent
properties of the fast component, will need to be related in order for the
subsequent tightness argument to go through. In particular, we have Con-
dition 2.3.
Condition 2.3. Consider the constants qb, qc, qσ from Condition 2.1 and
the constant r from Condition 2.2. Define qb,c = max{qb, qc} and qF =
max{qb, qc, (qb + 1 − r)+}, where for any x ∈ R we have set (x)+ = x1x≥0.
Then in Regime 1, we assume that
max
{
(qF + 1− r)+ + qb,c, (qF + 2(1− r))+ + qb,c, (qF + 1− r)+ + 2qσ,
(qF + 2(1 − r))+ + 2qσ, (qF + 3(1− r))+ + 2qσ
} ≤ r,
max
{
qF , qσ, (qF + 1− r)+
}
< r.
In Regime 2, we assume
max
{
(qb,c + 1− r)+ + qb,c, (qb,c + 2(1− r))+ + qb,c, (qb,c + 1− r)+ + 2qσ,
(qb,c + 2(1 − r))+ + 2qσ, (qb,c + 3(1− r))+ + 2qσ
} ≤ r,
max
{
qb,c, qσ, (qb,c + 1− r)+
}
< r.
Remark 2.1. Of course, it is clear that if the fast process is the Ornstein-
Uhlenbeck process for example, where r = 1, Condition 2.3 can be dramati-
cally simplified, see Example 1 in Section 3. In addition, it is also clear that
Condition 2.3 places some restrictions on r as well. For example, if all the
coefficients are bounded, in which case qb = qc = qσ = 0, then we need to
have that r ≥ 4/5 for Regime 1 and r ≥ 3/4 for Regime 2.
In addition, in Regime 1, we impose the following centering condition.
Condition 2.4. The drift term b satisfies∫
Y
b(x, y)µ1,x(dy) = 0.
Then by the results in [14, 15], which we collected in Theorem A.1 in the
Appendix, for each ℓ ∈ 1, . . . , n, there is a unique, twice differentiable func-
tion χℓ(x, y) in the class of functions that grows at most polynomially in |y|
that satisfies the equation
(3) L1,xχℓ(x, y) = −bℓ(x, y),
∫
Y
χℓ(x, y)µ1,x(dy) = 0, for ℓ = 1, · · · , n,
where bℓ(x, y) is the ℓ
th component of the vector b(x, y) = (b1(x, y), · · · , bn(x, y)).
Let us set χ(x, y) = (χ1(x, y), . . . , χn(x, y)). Define the function λi(x, y) : R
n×
MODERATE DEVIATIONS FOR SYSTEMS OF SLOW-FAST DIFFUSIONS 6
Y → Rn under Regime i by
λ1(x, y) =
(∇yχ(x, y))g(x, y) + c(x, y)
λ2(x, y) = γb(x, y) + c(x, y).
Under Regime i, for any function G(x, y), define the averaged function G¯
by
(4) G¯(x) =
∫
Y
G(x, y)µi,x(dy).
It follows that G¯ inherits the continuity and differentiability properties of
G. In particular, for each regime,
λ¯i(x) =
∫
Y
λi(x, y)µi,x(dy).
Then by an argument similar to that of Theorem 3.2 in [17], as ε ↓ 0, in
Regime i we have the averaging result Xεt → X¯t in probability, where X¯t is
defined by
dX¯t = λ¯i(X¯t) dt, X¯0 = x0.
Lastly, for Regime i = 1, 2, introduce the function Φi(x, y), given by the
PDE
(5) Li,xΦi(x, y) = −(λi(x, y) − λ¯i(x)),
∫
Y
Φi(x, y)µi,x(dy) = 0.
Under our assumptions, each one of λi− λ¯i, for i = 1, 2, satisfy the assump-
tions of Theorem A.1, part (iii), and thus by Theorem A.1, (5) has a unique
classical solution in the class of functions which grow at most polynomially
in |y| for every x.
Last but not least we assume uniqueness of a strong solution.
Condition 2.5. We assume that the SDE (1) has a unique strong solution.
Remark 2.2. Condition 2.5 holds for example if the coefficients are Lip-
shcitz continuous with at most linear growth. However, these conditions can
be significantly weakened, see for example [19]. Conditions 2.1, 2.3 and 2.5
should be considered together and it is clear that depending on the value of
r in the recurrence Condition 2.2, Conditions 2.1, 2.3 will directly imply
Condition 2.5. For example if r = 1 then the coefficients cannot grow faster
than linearly in y and are always assumed to be bounded in x, so in that
case for instance Condition 2.5 instantly holds.
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2.2. Main Results. By [5], the LDP for ηεt is equivalent to the Laplace
principle, which states that for any bounded continuous function a : C([0, 1];Rn)→
R,
(6) lim
ε↓0
− 1
h2(ε)
logE
[
exp
{−h2(ε)a(ηε)}] = inf
ξ∈C([0,1];Rn)
(S(ξ) + a(ξ))
where S(ξ) is called the action functional. In this paper we essentially prove
(6) and Theorem 2.1 identifies the action functional S(ξ). In order to state
Theorem 2.1, we need to know the relative rates at which δ, ε, and 1/h(ε)
vanish. In particular, in Regime i, i = 1, 2, define j1, j2 by
(7) j1 = lim
ε↓0
δ/ε√
εh(ε)
<∞, j2 = lim
ε↓0
ε/δ − γ√
εh(ε)
<∞.
j1, j2 specifies the relative rate at which ε/δ goes to its limit and h(ε) goes
to infinity. In order for a moderate deviations principle to hold, we require
that j1, j2 be finite.
The main result of this paper is the following theorem.
Theorem 2.1. Let Conditions 2.1, 2.2, 2.3 and 2.5 be satisfied. Addition-
ally, under Regime 1, let Condition 2.4 be satisfied. Then under Regime i,
i = 1, 2, the process {Xε, ε > 0} from (1) satisfies the MDP, with the action
functional S(ξ) given by
S(ξ) =
1
2
∫ 1
0
(
ξ˙s − κ
(
X¯s, ξs
))T
q−1(X¯s)
(
ξ˙s − κ
(
X¯s, ξs
))
ds
if ξ ∈ C([0, 1];Rn) is absolutely continuous, and ∞ otherwise. Under Regime
1, we have
κ(x, η) =
(∇xλ¯1(x))η + j1
∫
Y
(∇yΦ1(x, y))g(x, y)µ1,x(dy)
(8)
q(x) =
∫
Y
(
α1α
T
1 (x, y) + α2α
T
2 (x, y)
)
µ1,x(dy)(9)
α1(x, y) = σ(x, y) +
(∇yχ(x, y))τ1(x, y), α2(x, y) = (∇yχ(x, y))τ2(x, y).
(10)
Under Regime 2, we have
κ(x, η) =
(∇xλ¯2(x))η + j2
∫
Y
[
b(x, y) − 1
γ
(∇yΦ2(x, y))g(x, y)
]
µ2,x(dy)
q(x) =
∫
Y
(
α1α
T
1 (x, y) + α2α
T
2 (x, y)
)
µ2,x(dy)
α1(x, y) = σ(x, y) +
(∇yΦ2(x, y))τ1(x, y), α2(x, y) = (∇yΦ2(x, y))τ2(x, y),
where the finite constants j1, j2 are defined in (7).
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Remark 2.3. Note that in either Regime, the function κ(x, η) is affine in
η and the function q(x) is constant in η. This is expected by the nature
of moderate deviations. In the large deviations case, see [7, 17], the corre-
sponding κ(x) and q(x) are nonlinear functions of x. The affine structure of
κ(x, η) is what makes the moderate deviations very appealing for the design
of Monte Carlo simulation methods, as it makes the solution to the associ-
ated Hamilton-Jacobi-Bellman equation much easier to obtain. We plan to
explore this in detail in a follow up work.
3. Examples
In this section we present some concrete examples to illustrate Theorem
2.1.
3.1. Example 1. Consider the system of one-dimensional processes
dXεt = b(X
ε
t , Y
ε
t ) dt+
√
εσ(Xεt , Y
ε
t ) dWt, X
ε
0 = x0,
dY εt = −
1
ε
1
2
Y εt dt+
1√
ε
dBt
where B and W are independent Brownian motions. The invariant mea-
sure of the fast process Y is the Gaussian measure given by µ2,x(dy) =
(2π)−1/2 exp(−y2/2) dy. This system can be rewritten in terms of (1) with
δ = ε. In this case, the recurrence constant r from Condition 2.2 is r = 1
and the restrictions on qb, qσ from Condition 2.3 take the much simpler form
qb ≤ 1/2 and 2qσ + qb ≤ 1. Notice that the limit X¯t = limε↓0Xεt is given
by
dX¯t = λ¯2(X¯t) dt, X¯0 = x0, where λ¯2(x) =
1√
2π
∫
R
b(x, y)e−y
2/2 dy.
In this case Φ2(x, y), i.e. the solution to the PDE (5), takes the explicit
form
∂Φ2
∂y
(x, y) = −2ey2/2
∫ y
−∞
b(x, z)e−z
2/2 dz
which then implies that the action functional S(ξ) of Theorem 2.1 is defined
with
κ(x, η) =
1√
2π
η
∫
R
∂b
∂x
(x, y)e−y
2/2 dy
q(x) =
∫
R
[
σ(x, y)2 + 4ey
2
(∫ y
−∞
b(x, z)e−z
2/2 dz
)2]
µ2,x(dy).
Remark 3.1. [12] presents a similar example under the additional as-
sumption that
∫
R
b(x0, y)µ2,x(dy) = 0. By Theorem 1, this assumption is
not necessary, and the results here extend the results of [12] to a much more
general class of processes in a unified way.
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3.2. Example 2. In the second example, we consider the first order Langevin
equation under Regime 1,
dXεt =
[
−ε
δ
∇Q
(
Xεt
δ
)
−∇V (Xεt )
]
dt+
√
ε
√
2DdWt, X
ε
0 = x0.
This equation has a number of applications and has been studied extensively,
beginning with [21], see also [8]. In our notation, let Y εt = X
ε
t /δ, b(x, y) =
f(x, y) = −∇Q(y), and c(x, y) = g(x, y) = −∇V (x). The invariant density
µ(y) is the Gibbs measure
µ(y) =
1
Z
e−Q(y)/D, Z =
∫
Y
e−Q(y)/D dy.
In order to have closed form formulas, let us also assume thatQ(y1, y2, . . . , yd) =
Q1(y1) +Q2(y2) + · · ·+Qd(yd) and that Y is the d-dimensional unit torus.
Since the fast motion is restricted to be on a torus, the recurrence condition
(part (ii)) of Condition 2.2 and Condition 2.3 are not needed.
Then X¯t = limε↓0Xεt is given by
X¯t = x0 +
∫ t
0
λ¯1(X¯s) ds
where
λ¯1(x) = −Θ¯∇V (x), Θ¯ = diag
[
1
Z1Zˆ1
, . . . ,
1
ZdZˆd
]
and for i = 1, 2, . . . , d
Zi =
∫
T
e−Qi(yi)/D dyi, Zˆi =
∫
T
eQi(yi)/D dyi.
Φ1(x, y) is given by
∇yΦ(x, y) = 1
D
Θ(y)∇V (x)
where
Θ(y) = diag
[
eQi(yi)/D
Zˆi
(
yi − 1
Zi
∫ yi
0
e−Qi(ξ)/D dξ
+
1
Zˆi
∫ 1
0
eQi(ρ)/D
∫ ρ
0
(
1
Zi
e−Qi(ξ)/D − 1
)
dξ dρ
)]
.
Then the action functional S(ξ) of Theorem 2.1 is defined with
κ(x, η) = −Θ¯∇∇V (x)η − j1
∫
Y
(
1
D
Θ(y)∇V (x)
)
∇V (x)µ(dy)
q(x) = 2DΘ¯.
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Remark 3.2. We remark that this example is not covered by previous results
in the literature on moderate deviations. Here we are able to get a very
explicit form for the action functional.
3.3. Example 3. To illustrate the case where Y εt is a CIR (square-root)
process, consider the following model:
dXεt = c(X
ε
t , Y
ε
t ) dt+
√
εσ(Xεt , Y
ε
t ) dWt, X
ε
0 = x0 ∈ R
dY εt =
ε
δ2
a(b− Y εt ) dt+
√
ε
δ
τ
√
Y εt dWt, Y
ε
0 = y0 ∈ R
where a, b, and τ are positive constants satisfying 2ab ≥ τ2. Note that
this model does not satisfy Condition 2.2 because the fast process noise is
degenerate at y = 0. However, if y0 > 0 and 2ab ≥ τ2 then Y εt > 0 for all
t > 0 w.p.1., Y εt has the gamma distribution as its unique invariant measure
and so the results are expected to hold. For this model, the invariant measure
and the limiting process X¯t do not depend on the regime. However, as we
shall see the MDP for Regimes 1 and 2 do differ. The fast process has the
gamma invariant density
m(y) =
(2a/τ2)2ab/τ
2
Γ(2ab/τ2)
y2ab/τ
2−1e−2ay/τ
2
.
Then X¯t = limε↓0Xεt satisfies the ordinary differential equation
X¯t = x0 +
∫ t
0
λ¯(X¯s) ds
where
λ¯(x) =
∫ ∞
0
c(x, y)m(y) dy.
Under Regime 1, the action functional S(ξ) of Theorem 2.1 is expected to
be defined with
κ(x, η) = η
d
dx
λ¯(x)
q(x) =
∫ ∞
0
σ2(x, y)m(y) dy.
In contrast, under Regime 2, we let Φ2(x, y) be the unique solution to (5)
with i = 2 and λ2(x, y) = c(x, y). Then we have that
κ(x, η) = η
d
dx
λ¯(x)
q(x) =
∫ ∞
0
(
σ(x, y) + τ
√
y
dΦ2
dy
(x, y)
)2
m(y) dy.
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Hence, the two MDP’s differ on the formula for q(x). Again, we remark that
this example can be covered with the results of this paper, but it is not clear
whether existing previous results in the literature can address it or indicate
how the action functional should look like.
4. The controlled processes
The proof of the Laplace principle (6) is based on a stochastic control rep-
resentation given by Theorem 3.1 in [2]. This theorem is restated here for
the convenience of the reader.
Theorem 4.1. Let Z be a 2m-dimensional Brownian motion with respect
to the filtration {Ft} for 0 ≤ t ≤ 1. Let A be the space of Ft-progressively
measurable 2m-dimensional processes v = (v1, v2) for 0 ≤ t ≤ 1 satisfying
E
∫ 1
0
|v(s)|2 ds <∞.
Let F be a bounded, measurable, real–valued function defined on the space
of R2m–valued continuous functions on [0, 1]. Then
− logE [exp{−F (Z(·))}] = inf
v∈A
E
[
1
2
∫ 1
0
|v(s)|2 ds+ F
(
Z(·) +
∫ ·
0
v(s) ds
)]
.
In our case we set Z(·) = (W (·), B(·)) and each one of v1, v2 arem−dimensional
vectors. Under Condition 2.5, for each ε > 0, (1) has a unique strong
solution. Therefore ηε is a measurable function of Z. Set F (Z(·)) =
h2(ε)a(ηε(·)). Set uεi = vi/h(ε), uε = (uε1, uε2), and then divide by h2(ε)
to obtain
(11)
− 1
h2(ε)
logE
[
exp{−h2(ε)a(ηε)}] = inf
uε∈A
E
[
1
2
∫ 1
0
|uε(s)|2 ds+ a(ηε,uε)
]
where the controlled deviations process ηε,u
ε
is defined by
(12) ηε,u
ε
t =
1√
εh(ε)
(
Xε,u
ε
t − X¯t
)
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and the controlled processes Xε,u
ε
t and Y
ε,uε
t are defined by
dXε,u
ε
t =
[ε
δ
b(Xε,u
ε
t , Y
ε,uε
t ) + c(X
ε,uε
t , Y
ε,uε
t ) +
√
εh(ε)σ(Xε,u
ε
t , Y
ε,uε
t )u
ε
1(t)
]
dt
(13)
+
√
εσ(Xε,u
ε
t , Y
ε,uε
t ) dWt
dY ε,u
ε
t =
1
δ
[ε
δ
f(Xε,u
ε
t , Y
ε,uε
t ) + g(X
ε,uε
t , Y
ε,uε
t ) +
√
εh(ε)τ1(X
ε,uε
t , Y
ε,uε
t )u
ε
1(t)
+
√
εh(ε)τ2(X
ε,uε
t , Y
ε,uε
t )u
ε
2(t)
]
dt
+
√
ε
δ
[
τ1(X
ε,uε
t , Y
ε,uε
t ) dWt + τ2(X
ε,uε
t , Y
ε,uε
t ) dBt
]
Xε,u
ε
0 = x0, Y
ε,uε
0 = y0.
Note that we can rewrite ηε,u
ε
in the form
ηε,u
ε
t =
∫ t
0
1√
εh(ε)
[ε
δ
b(Xε,u
ε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ¯i(X¯s)
]
ds(14)
+
∫ t
0
σ(Xε,u
ε
s , Y
ε,uε
s )u
ε
1(s) ds+
∫ t
0
1
h(ε)
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs.
Define Z = Rm. This is the space in which the control processes uε1 and uε2
take values. Define θi(x, η, y, z1, z2) : R
n × Rn × Y ×Z × Z → Rn by
θ1(x, η, y, z1, z2) =
(∇yχ(x, y))(τ1(x, y)z1 + τ2(x, y)z2) + j1(∇yΦ1(x, y))g(x, y)
(15)
+
(∇xλ¯1(x))η + σ(x, y)z1
θ2(x, η, y, z1, z2) = j2b(x, y) +
(∇yΦ2(x, y))[τ1(x, y)z1 + τ2(x, y)z2] + (∇xλ¯2(x))η
+ σ(x, y)z1 + j2
(∇yΦ2(x, y))f(x, y) + j2
2
((
τ1τ
T
1 + τ2τ
T
2
)
(x, y) : ∇y∇yΦ2(x, y)
)
Conditions 2.1, 2.3 and Theorem A.1 guarantee that the functions θ1 and
θ2 are bounded in x, affine in η, z1 and z2 and bounded polynomially in |y|
with order r ≥ 0 (r comes from Condition 2.2).
Next we introduce the occupation measure P ε,∆. Let ∆ = ∆(ε) ↓ 0 as
ε ↓ 0, whose role is to exploit a time-scale separation. Let A1, A2, B,
and Γ be Borel sets of Z = Rm, Z, Y = Rd, and [0, 1] respectively. Let
(Xε,u
ε
, Y ε,u
ε
) solve (13). Associate with (Xε,u
ε
, Y ε,u
ε
) and uε a family of
occupation measures P ε,∆ defined by
P ε,∆(A1×A2×B×Γ) =
∫
Γ
[
1
∆
∫ t+∆
t
1A1(u
ε
1(s))1A2(u
ε
2(s))1B(Y
ε,uε
s ) ds
]
dt
and assume uεi (s) = 0 if s > 1.
MODERATE DEVIATIONS FOR SYSTEMS OF SLOW-FAST DIFFUSIONS 13
Definition 4.1. Let θ(x, η, y, z1, z2) : R
n × Rn × Y × Z × Z → Rn be a
function that has at most polynomial growth in |y| with order r ≥ 0. For
each x ∈ Rn, let Lx be a second order elliptic partial differential operator
and denote by D(Lx) its domain of definition. A pair (ψ,P ) ∈ C([0, 1];Rn)×
P(Z × Z × Y × [0, 1]) is called a viable pair with respect to (θ,Lx) if
• The function ψ is absolutely continuous.
• The measure P is integrable in the sense that∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2 + |y|2r]P (dz1 dz2 dy ds) <∞.
• For all t ∈ [0, 1],
(16) ψt =
∫
Z×Z×Y×[0,t]
θ(X¯s, ψs, y, z1, z2)P (dz1 dz2 dy ds).
• For all t ∈ [0, 1] and for every F ∈ D(Lx),
(17)
∫ t
0
∫
Z×Z×Y
LX¯sF (y)P (dz1 dz2 dy ds) = 0.
• For all t ∈ [0, 1],
(18) P (Z × Z × Y × [0, t]) = t.
We write (ψ,P ) ∈ V(θ,Lx).
Note that the last item is equivalent to stating that the last marginal of P
is Lebesgue measure, or that P can be decomposed as P (dz1 dz2 dy dt) =
Pt(dz1 dz2 dy) dt. In comparison to the definition of viable pairs in the large
deviations case (for example, [7]), ψ does not appear in (17), and so ψ and
P are decoupled. Another difference with the definition of viable pair in [7] is
that here we need to impose the condition
∫
Z×Z×Y×[0,1]|y|2rP (dz1 dz2 dy ds) <
∞ which is due to the polynomial growth in |y| of the involved functions.
As we will see in the convergence proof, due to the a priori bound of Lemma
B.2, this is a restriction that is satisfied.
The controlled process (12) and definition of viable pairs will be used to
prove the following theorem:
Theorem 4.2. Let Conditions 2.1, 2.2, 2.3 and 2.5 be satisfied. Addition-
ally, under Regime 1, let Condition 2.4 be satisfied. Then under Regime i,
i = 1, 2, the family of processes {Xε, ε > 0} from (1) satisfies the MDP,
with the action functional S(ξ) = Si(ξ) given by
Si(ξ) = inf
(ξ,P )∈V(θi,Li,x)
[
1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2]P (dz1 dz2 dy ds)
]
with the convention that the infimum over the empty set is ∞.
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Notice that Theorem 4.2 offers a compact way to write the MDP for both
regimes in terms of the appropriate viable pairs each time. As will be shown
during the proof, Theorem 2.1 follows directly from Theorem 4.2.
5. Proof in Regime 1
The proof is nearly identical for Regime 1 and for Regime 2, aside from some
technical differences. In this section, we present the proof for Regime 1. In
Section 6, we discuss the changes necessary for Regime 2. In Subsections 5.1
and 5.2 we prove tightness and convergence of the pair (ηε,u
ε
, P ε,∆) respec-
tively. In Subsection 5.3, we prove the Laplace principle lower bound. In
Subsection 5.4, we prove compactness of level sets of S(·). Finally, in Subsec-
tion 5.5, we prove the Laplace principle upper bound and the representation
formula of Theorem 2.1.
5.1. Proof of tightness. The main result of this section is the following
proposition on tightness.
Proposition 5.1. Let Conditions 2.1, 2.2, 2.3, 2.4 and 2.5 be satisfied.
Consider any family {uε, ε > 0} of controls in A satisfying for some N <∞
(19) sup
ǫ>0
∫ 1
0
|uε(t)|2 dt < N, almost surely
Then the following hold.
(1) The family {(Xε,uε ,Pε,∆), ε > 0} is tight.
(2) Define the set
Br,M = {(z1, z2, y) ∈ Z × Z × Y : (|z1| > M, |z2| > M, |y|r > M)} .
The family {Pε,∆, ε > 0} is uniformly integrable in the sense that
lim
M→∞
sup
ǫ>0
Ex0,y0
[∫
{(z1,z2,y)∈Br,M×[0,1]
[|z1|+ |z2|+ |y|r] Pǫ,∆(dz1 dz2 dy dt)
]
= 0.
The proof of Proposition 5.1 is the subject of Sections 5.1.1 and 5.1.2.
5.1.1. Tightness of {P ε,∆, ε,∆ > 0} on P(Z×Z×Y× [0, 1]). The argument
for tightness is similar to the argument for tightness in the proof of Theorem
3.2 in [17] (see also [7]), but with some differences due to the unboundedness
of the space on which the fast motion takes values. We repeat here for
completeness the argument emphasizing the differences.
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By Lemmas B.1 and B.2 in the Appendix, we can restrict to a family {uε =
(uε1, u
ε
2), ε > 0} of controls in A satisfying
sup
ε>0
E
∫ 1
0
[|uε1(s)|2 + |uε2(s)|2 + |Y ε,uεs |2r] ds <∞.
Recall that a tightness function gˆ(x) is a function mapping a space X to
R∪ {∞} which has a lower bound and for which for each M <∞, the level
set Zgˆ(M) = {x ∈ X : gˆ(x) ≤M} is relatively compact in X .
Consider q ∈ P(Z × Z × Y × [0, 1]) (not to be confused with the growth
parameters of Condition 2.1). The function
gˆ(q) =
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2 + |y|2r] q(dz1 dz2 dy dt)
is a tightness function on P(Z × Z × Y × [0, 1]) by the facts that it is
nonnegative and that the level sets of gˆ are relatively compact. Then by
Theorem A.3.17 in [5], for each M <∞, the set
Zgˆ(M) =
{
θ ∈ P(P(Z × Z × Y × [0, 1])) :
∫
P(Z×Z×Y×[0,1])
gˆ(q) θ(dq) ≤M
}
is tight. Tightness of {P ε,∆, ε,∆ > 0} follows from the bound
sup
ǫ∈(0,1]
E[gˆ(P ε,∆)] = sup
ǫ∈(0,1]
E
[∫
Z×Z×Y×[0,1]
(
|z1|2 + |z2|2 + |y|2r
)
Pǫ,∆(dz1 dz2 dy dt)
]
= sup
ǫ∈(0,1]
E
∫ 1
0
1
∆
∫ t+∆
t
[
|uε1(s)|2 + |uε2(s)|2 +
∣∣Y ε,uεs ∣∣2r] ds dt
<∞.
Lastly the uniform integrability statement of Proposition 5.1 follows from
the last display and the following observation
E
[∫
(z1,z2,y)∈Br,M×[0,1]
(|z1|+ |z2|+ |y|r) Pǫ,∆(dz1 dz2 dy dt)
]
≤ C
M
E
[∫
Z×Z×Y×[0,1]
(
|z1|2 + |z2|2 + |y|2r
)
Pǫ,∆(dz1 dz2 dy dt)
]
,
for some unimportant constant C <∞.
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5.1.2. Tightness of {ηε,uε , ε > 0} on C([0, 1];Rn). Next, we prove tightness
of the family {ηε,uε}. It is sufficient to prove that for every ζ > 0
(20) lim
ρ↓0
lim sup
ε↓0
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
|ηε,uεt2 − ηε,u
ε
t1 | > ζ

 = 0.
This proof is the main source of additional complexity as compared to the
large deviations case. The proof depends on several technical lemmas which
are stated and proved in the Appendix.
From (14), we have
ηε,u
ε
t2 − η
ε,uε
t1 =
∫ t2
t1
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ¯1(X¯s)√
εh(ε)
ds
+
∫ t2
t1
σ(Xε,u
ε
s , Y
ε,uε
s )u
ε
1(s) ds+
1
h(ε)
∫ t2
t1
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs.
We can rewrite the first term in the form
∫ t2
t1
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ¯1(X¯s)√
εh(ε)
ds(21)
=
∫ t2
t1
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )√
εh(ε)
ds
+
∫ t2
t1
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )√
εh(ε)
ds+
∫ t2
t1
λ¯1(X
ε,uε
s )− λ¯1(X¯s)√
εh(ε)
ds.
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Then we have
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
|ηε,uεt2 − η
ε,uε
t1 | > ζ


≤ P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣∣
∫ t2
t1
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )√
εh(ε)
ds
∣∣∣∣∣ > ζ5


+ P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣∣
∫ t2
t1
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )√
εh(ε)
ds
∣∣∣∣∣ > ζ5


+ P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣∣
∫ t2
t1
λ¯1(X
ε,uε
s )− λ¯1(X¯s)√
εh(ε)
ds
∣∣∣∣∣ > ζ5


+ P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
σ(Xε,u
ε
s , Y
ε,uε
s )u
ε
1(s) ds
∣∣∣∣ > ζ5


+ P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣ 1h(ε)
∫ t2
t1
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs
∣∣∣∣ > ζ5


=
5∑
i=1
Jε,ρi .
By Lemma B.4, B.5, B.6, B.3 we have for i = 1, 2, 3, 4 respectively
that
lim
ρ↓0
lim sup
ε↓0
Jε,ρi = 0.
It remains to study the term Jε,ρ5 . By the conditions on σ and Lemma
B.2,
Mt =
∫ t
0
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs
is a local square integrable martingale with continuous paths. Then, using
again Lemma B.2, we have for a constant C <∞ that may change from line
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to line and for ν > 0 small enough such that qσ(1 + ν) < r, we have
P
[
sup
0≤t1≤t≤t1+ρ
∣∣∣∣
∫ t
t1
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs
∣∣∣∣ > h(ε)ζ5
]
≤ C (h(ε)ζ)−2(1+ν) E
[
sup
0≤t1≤t≤t1+ρ
∣∣∣∣
∫ t
t1
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs
∣∣∣∣
2(1+ν)
]
≤ C (h(ε)ζ)−2(1+ν) E
[
sup
0≤t1≤t≤t1+ρ
∣∣∣∣
∫ t
t1
∣∣σ(Xε,uεs , Y ε,uεs )∣∣2 ds
∣∣∣∣
(1+ν)
]
from which the result follows by Lemma B.3. With this, the proof of (20)
is completed.
5.2. Proof of existence of viable pair. In the previous section, we have
shown that the family of processes {(ηε,uε , P ε,∆), ε > 0} is tight. It follows
that for any subsequence of ε converging to 0, there exists a subsubsequence
of (ηε,u
ε
, P ε,∆) which is convergent in distribution to some limit (η¯, P¯ ). The
goal of this section is to show that (η¯, P¯ ) is a viable pair with respect to
(θ1,L1,x) according to Definition 4.1. For this purpose we use the martingale
problem formulation.
By the Skorokhod Representation Theorem, we may assume that there exists
a probability space in which the desired convergence occurs w.p.1. By the
proof of tightness for {P ε,∆} and Fatou’s lemma,
E
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2 + |y|2r] P¯ (dz1 dz2 dy dt) <∞
which then implies that
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2 + |y|2r] P¯ (dz1 dz2 dy dt) <
∞ w.p.1. Here r is the order of polynomial bound in |y| of the θ1 func-
tion.
Therefore, to show that the limit point (η¯, P¯ ) is a viable pair, we must show
that it satisfies equations (16), (17), and (18).
We begin with (16). Let p1 and p2 be positive integers. Let F be a real
valued, smooth function with compact support on Rn. Let φj , j = 1, . . . , p1,
be real valued, smooth functions with compact support on Z×Z×Y× [0, 1].
Let S, T , and ti, i = 1, . . . , p2, be nonnegative real numbers such that ti ≤
S < S+T ≤ 1. Let ζ be a real valued, bounded and continuous function with
compact support on (Rn)p2×Rp1p2 . For a measure rˆ ∈ P(Z×Z×Y× [0, 1])
and t ∈ [0, 1], define
(rˆ, φj)t =
∫
Z×Z×Y×[0,t]
φj(z1, z2, y, s) rˆ(dz1 dz2 dy ds).
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Define the operator L¯ε,∆t by
L¯ε,∆t F (η) =
∫
Z×Z×Y
(∇F (η))θ1(X¯t, η, y, z1, z2)P ε,∆t (dz1 dz2 dy)
where
P ε,∆t (dz1 dz2 dy) =
1
∆
∫ t+∆
t
1dz1(u
ε
1(s))1dz2(u
ε
2(s))1dy(Y
ε,uε
s ) ds.
Then to prove (16), it is sufficient to prove that as ε ↓ 0,
(22)
E
[
ζ(ηε,u
ε
ti
, (P ε,∆, φj)ti , i ≤ p2, j ≤ p1)
[
F (ηε,u
ε
S+T )− F (ηε,u
ε
S )−
∫ S+T
S
L¯ε,∆t F (ηε,u
ε
t ) dt
]]
→ 0
and
(23)∫ S+T
S
L¯ε,∆t F (ηε,u
ε
t ) dt−
∫
Z×Z×Y×[S,S+T ]
(∇F (η¯t))θ1(X¯t, η¯t, y, z1, z2) P¯ (dz1 dz2 dy dt)→ 0.
For every real valued, continuous function φ with compact support and
t ∈ [0, 1],
(P ε,∆, φ)t → (P¯ , φ)t w.p.1.
Lemma 5.1. Let S > 0 and T > 0 be positive numbers such that S+T ≤ 1.
Consider a continuous function ξ : Rn×Rn×Y×Z×Z → R that is bounded
in the first argument, affine in the second argument, not growing faster than
|y|r in the third argument and affine in the last two arguments. Assume that
(ηε,u
ε
, P ε,∆)→ (η¯, P¯ ) in distribution for some subsequence of ε ↓ 0, and that
Conditions 2.1 and 2.2 (and in Regime 1, Condition 2.4) hold. Then the
following limits are valid in distribution along this subsequence:∫
Z×Z×Y×[S,S+T ]
ξ(X¯t, η
ε,uε
t , y, z1, z2)P
ε,∆(dz1 dz2 dy dt)
→
∫
Z×Z×Y×[S,S+T ]
ξ(X¯t, η¯t, y, z1, z2) P¯ (dz1 dz2 dy dt)
and∫ S+T
S
ξ(Xε,u
ε
t , η
ε,uε
t , Y
ε,uε
t , u
ε
1(t), u
ε
2(t)) dt
−
∫
Z×Z×Y×[S,S+T ]
ξ(X¯t, η
ε,uε
t , y, z1, z2)P
ε,∆(dz1 dz2 dy dt)→ 0.
Lemma 5.1 is similar to Lemma 3.2 from [7] with the difference however
that the function ξ is not bounded in y. The proof of Lemma 5.1 follows
the same lines as that of Lemma 3.2 from [7], where here we need to make
use of the uniform integrability of P ε,∆ with respect to both (z1, z2) and y
from the second part of Proposition 5.1, in the same way that the uniform
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integrability with respect to just the control z was used in [7]. The details
are omitted.
We apply this lemma with ξ(x, η, y, z1, z2) =
(∇F (η))θ1(x, η, y, z1, z2). The
first statement of Lemma 5.1 is equivalent to (23), and the second is equiva-
lent (after applying the Itoˆ formula to F (η)) to (22), which proves (16).
To prove (17), introduce the operator L˜εz1,z2,x for functions F ∈ C2(Y) de-
fined by
L˜εz1,z2,xF (y) =
1
δ
(∇F (y)) [ε
δ
f(x, y) + g(x, y) +
√
εh(ε)τ1(x, y)z1 +
√
εh(ε)τ2(x, y)z2
]
+
ε
δ2
1
2
(τ1τ
T
1 + τ2τ
T
2 )(x, y) : ∇∇F (y).
Consider {Fℓ : Y → R, ℓ ∈ N} to be a smooth and dense family of bounded
functions with bounded derivatives in C2(Y). Then it is easy to see that
M εt = Fℓ(Y
ε,uε
t )− Fℓ(y0)−
∫ t
0
L˜ε
uε
1
(s),uε
2
(s),Xε,u
ε
s
Fℓ(Y
ε,uε
s ) ds
is an Ft martingale. Let G(ε) = δ
2/ε and notice that G(ε)L˜εz1,z2,x converges
to L1,x as ε ↓ 0. Next, we define the operator
Gz1,z2,xFℓ(y) =
(∇Fℓ(y))(τ1(x, y)z1 + τ2(x, y)z2)
and write
G(ε)M εt −G(ε)(Fℓ(Y ε,u
ε
t )− Fℓ(y0))
(24)
−G(ε)
[∫ t
0
1
∆
[∫ s+∆
s
L˜ε
uε
1
(ρ),uε
2
(ρ),Xε,u
ε
ρ
Fℓ(Y
ε,uε
ρ ) dρ
]
ds
−
∫ t
0
L˜ε
uε
1
(s),uε
2
(s),Xε,u
ε
s
Fℓ(Y
ε,uε
s ) ds
]
= −δ
ε
√
εh(ε)
∫ t
0
1
∆
[∫ s+∆
s
[
G
uε
1
(ρ),uε
2
(ρ),Xε,u
ε
ρ
Fℓ(Y
ε,uε
ρ )− Guε
1
(ρ),uε
2
(ρ),Xε,u
ε
s
Fℓ(Y
ε,uε
ρ )
]
dρ
]
ds
− δ
ε
√
εh(ε)
∫
Z×Z×Y×[0,t]
G
z1,z2,X
ε,uε
s
Fℓ(y)P
ε,∆(dz1 dz2 dy ds)
− δ
ε
∫ t
o
1
∆
[∫ s+∆
s
(∇Fℓ(Y ε,uερ )) [g(Xε,uερ , Y ε,uερ )− g(Xε,uεs , Y ε,uερ )] dρ
]
ds
− δ
ε
∫
Z×Z×Y×[0,t]
(∇Fℓ(y))g(Xε,uεs , y)P ε,∆(dz1 dz2 dy ds)
−
∫ t
0
1
∆
[∫ s+∆
s
[
L
1,Xε,u
ε
ρ
Fℓ(Y
ε,uε
ρ )− L1,Xε,uεs Fℓ(Y
ε,uε
ρ )
]
dρ
]
ds
−
∫
Z×Z×Y×[0,t]
L
1,Xε,u
ε
s
Fℓ(y)P
ε,∆(dz1 dz2 dy ds).
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Now consider each of these terms as ε ↓ 0. The left hand side of (24) goes
to zero since:
(a) M εt is square integrable, so G(ε)M
ε
t ↓ 0 in probability as ε ↓ 0,
(b) Fℓ is bounded, G(ε)
[
Fℓ(Y
ε,uε
t )− Fℓ(y0)
]
converges to zero uniformly as
ε ↓ 0, and
(c) ∆ ↓ 0 as ε ↓ 0,
G(ε)
[∫ t
0
1
∆
[∫ s+∆
s
L˜ε
uε
1
(ρ),uε
2
(ρ),Xε,u
ε
ρ
Fℓ(Y
ε,uε
ρ ) dρ
]
ds −
∫ t
0
L˜ε
uε
1
(s),uε
2
(s),Xε,u
ε
s
Fℓ(Y
ε,uε
s ) ds
]
converges to zero in probability.
We next study the right hand side of (24). Tightness of {Xε,uε , ε > 0}
implies that the first term, third term, and fifth term on the right side
converge to zero in probability as ε ↓ 0. (Tightness of {Xε,uε , ε > 0} follows
immediately from tightness of {ηε,uε , ε > 0} by (12).)
Uniform integrability of P ε,∆ and the fact that δ/ε ↓ 0 imply that the
second and fourth terms on the right side converge to zero in probability as
ε ↓ 0.
Therefore,∫
Z×Z×Y×[0,t]
L
1,Xε,u
ε
s
Fℓ(y)P
ε,∆(dz1 dz2 dy ds)→ 0 in probability as ε ↓ 0.
This implies (17) by continuity in t and density of {Fℓ, ℓ ∈ N}.
Proof of (18) is identical to [7] or [17]. More explicitly, by the fact that
P ε,∆(Z × Z × Y × [0, t]) = t, along with P (Z × Z × Y × {t}) = 0 and
the continuity of the mapping t → P (Z × Z × Y × [0, t]), the property
holds.
5.3. Proof of Laplace principle lower bound. We now prove the Laplace
principle lower bound. We want to show that for all bounded, continuous
functions a mapping C([0, 1];Rn) into R,
lim inf
ε↓0
− 1
h2(ε)
logE
[
exp
{−h2(ε)a(ηε)}]
≥ inf
(ξ,P )∈V(θ1,L1,x)
[
1
2
∫ [|z1|2 + |z2|2]P (dz1 dz2 dy ds) + a(ξ)
]
.
It is sufficient to prove the lower limit along any subsequence such that
− 1
h2(ε)
logE
[
exp
{−h2(ε)a(ηε)}]
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converges. Such a subsequence exists because |−1/h2(ε) logE [exp{−h2(ε)a(ηε)}]| ≤
‖a‖∞. By Lemma B.1, we may assume that
sup
ε>0
E
∫ 1
0
|uε(s)|2 ds ≤ N.
for some constant N .
We construct the family of occupation measures P ε,∆, and the family {(ηε,uε , P ε,∆), ε >
0} is tight. Hence, for any subsequence of ε ↓ 0 there is a further subsequence
for which
(ηε,u
ε
, P ε,∆)→ (η¯, P¯ ) in distribution
with (η¯, P¯ ) ∈ V(θ1,L1,x). By Fatou’s lemma, we then obtain
lim inf
ε↓0
(
− 1
h2(ε)
logE
[
exp
{−h2(ε)a(ηε)}])
≥ lim inf
ε↓0
(
E
[
1
2
∫ 1
0
|uε(s)|2 ds+ a(ηε,uε)
]
− ε
)
≥ lim inf
ε↓0
(
E
[
1
2
∫ 1
0
1
∆
∫ t+∆
t
|uε(s)|2 ds dt+ a(ηε,uε)
])
= lim inf
ε↓0
(
E
[
1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] P ε,∆(dz1 dz2 dy dt) + a(ηε,uε)
])
≥ E
[
1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] P¯ (dz1 dz2 dy dt) + a(η¯)
]
≥ inf
(ξ,P )∈V(θ1,L1,x)
{
1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] P (dz1 dz2 dy dt) + a(ξ)
}
.
This concludes the proof of the Laplace principle lower bound.
5.4. Proof of compactness of level sets of S(·). We want to prove that
for each s <∞, the set
Ξs = {ξ ∈ C([0, 1];Rn) : S(ξ) ≤ s}
is a compact subset of C([0, 1];Rn). The proof is analogous to the proof of
the lower bound. We need to show precompactness of Ξs and that it is a
closed set.
Precompactness of the pair {(ξn, Pn), n > 0} follows by standard arguments,
see for example [7]. Next we must show that the limit of a sequence of viable
pairs is a viable pair. Fix K < ∞ and consider any convergent sequence
{(ξn, Pn), n > 0} such that for every n > 0, (ξn, Pn) ∈ V(θ1,L1,x) and∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2 + |y|2r] Pn(dz1 dz2 dy dt) < K,
where r is the order of the polynomial bound in |y| of θ1.
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Since (ξn, Pn) is a viable pair, we get that
ξnt =
∫
Z×Z×Y×[0,t]
θ1(X¯s, ξ
n
s , y, z1, z2)P
n(dz1 dz2 dy ds)
and ∫ t
0
∫
Z×Z×Y
L1,X¯sF (y)Pn(dz1 dz2 dy ds) = 0
for every t ∈ [0, 1] and every F ∈ C2(Y). Then by the convergence of (ξn, Pn)
to (ξ, P ), we get that (ξ, P ) ∈ V(θ1,L1,x).
Finally, we must prove lower semicontinuity, that is
lim inf
n→∞ S(ξ
n) ≥ S(ξ)
Without loss of generality, we may assume that there is some M <∞ such
that lim infn→∞ S(ξn) ≤M . Also, by the definition of S(ξn), we obtain that
one can find measures {Pn, n <∞} such that (ξn, Pn) ∈ V(θ1,L1,x),
sup
n<∞
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] Pn(dz1 dz2 dy dt) < M + 1
and
S(ξn) ≥ 1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] Pn(dz1 dz2 dy dt)− 1
n
.
Then by Fatou’s lemma we have
lim inf
n→∞ S(ξ
n) ≥ lim inf
n→∞
[
1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] Pn(dz1 dz2 dy dt)− 1
n
]
≥ 1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] P (dz1 dz2 dy dt)
≥ inf
(ξ,P )∈V(θ1,L1,x)
{
1
2
∫
Z×Z×Y×[0,1]
[|z1|2 + |z2|2] P (dz1 dz2 dy dt)
}
= S(ξ).
5.5. Proof of Laplace principle upper bound and representation
formula. The first step is to establish the equivalence of the control formu-
lation to the relaxed control formulation, as in [7]. Let us briefly recall how
this is done.
The action functional S(ξ) can be written in terms of a local action func-
tional, i.e.,
S(ξ) =
∫ 1
0
Lrel(X¯s, ξs, ξ˙s) ds.
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This follows from the definition of a viable pair by setting
Lrel(x, η, β) = inf
P∈Arel
x,η,β
∫
Z×Z×Y
1
2
[|z1|2 + |z2|2] P (dz1 dz2 dy)
where
Arelx,η,β =
{
P ∈ P(Z × Z × Y) :
∫
Z×Z×Y
L1,xF (y)P (dz1 dz2 dy) = 0
for all F ∈ C2(Y),
∫
Z×Z×Y
[|z1|2 + |z2|2 + |y|2r] P (dz1 dz2 dy) <∞,
and β =
∫
Z×Z×Y
θ1(x, η, y, z1, z2)P (dz1 dz2 dy)
}
.
The constant r in the above expression is the order of the polynomial bound
of |y| in θ1.
Note that any measure P ∈ P(Z × Z × Y) can be decomposed in the
form
(25) P (dz1 dz2 dy) = ν(dz1 dz2|y)µ(dy)
where µ is a probability measure on Y and ν is a stochastic kernel on Z×Z
given Y. Following the terminology of [7], we refer to this as a “relaxed”
formulation.
Inserting (25) into (17) and noticing that L1,x does not depend on the control
variables, we obtain that for every F ∈ C2(Y),∫
Y
L1,xF (y)µ(dy) = 0.
The nondegeneracy of (τ1τ
T
1 + τ2τ
T
2 ) and the previous equation show that
µ(dy) is the unique invariant measure corresponding to the operator L1,x
(i.e. µ(dy) = µ1,x(dy)).
Because the cost is convex in z and θ1 is affine in z, the relaxed control
formulation is equivalent to the ordinary control formulation of the local
rate function:
(26) Lo(x, η, β) = inf
(v,µ)∈Ao
x,η,β
1
2
∫
Y
|v(y)|2 µ1,x(dy)
where
Aox,η,β =
{
v(·) = (v1(·), v2(·)) : Y → R2m, µ ∈ P(Y) : (v, µ) satisfy∫
Y
L1,xF (y)µ1,x(dy) = 0 for all F ∈ C2(Y),
∫
Y
[|v(y)|2 + |y|2r] µ(dy) <∞
and β =
∫
Y
θ1(x, η, y, v1(y), v2(y))µ1,x(dy)
}
.
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The equivalence of Lrel(x, η, β) and Lo(x, η, β) follows from Jensen’s inequal-
ity and the fact that θ1(x, η, y, z1, z2) and L1,x are affine in z1 and z2.
The following result is a key statement for the equivalence of Theorems 2.1
and 4.2.
Theorem 5.1. Under Conditions 2.1, 2.2, and Condition 2.4, the infimiza-
tion problem (26) has the explicit solution
Lo(x, η, β) =
1
2
(β − κ(x, η))Tq−1(x)(β − κ(x, η))
where κ(x, η) and q(x) are given by (8) and (9). Furthermore, with α1(x, y),
α2(x, y) given by (10), the control v(y) = (v1(y), v2(y)) defined by
v1(y) = α1(x, y)
Tq−1(x)(β − κ(x, η))
v2(y) = α2(x, y)
Tq−1(x)(β − κ(x, η))
attains the infimum in the variational problem (26).
Proof. Observe that for any v ∈ Aox,η,β,∫
Y
|v(y)|2 µ1,x(dy) ≥ (β − κ(x, η))Tq−1(x)(β − κ(x, η)).
This follows because any v ∈ Aox,η,β satisfies
β =
∫
Y
θ1(x, η, y, v1(y), v2(y))µ1,x(dy)
= κ(x, η) +
∫
Y
[
σ(x, y)v1(y) +
(∇yχ(x, y))(τ1(x, y)v1(y) + τ2(x, y)v2(y))]µ1,x(dy)
= κ(x, η) +
∫
Y
(
α1(x, y)v1(y) + α2(x, y)v2(y)
)
µ1,x(dy).
Then treating x and η as parameters and applying Lemma 5.1 from [7] to
the relation above, we get the claim. Next, observe that by choosing (with
x and η treated as parameters)
v1(y) = α1(x, y)
Tq−1(x)(β − κ(x, η))
v2(y) = α2(x, y)
Tq−1(x)(β − κ(x, η))
we have ∫
Y
|v(y)|2 µ1,x(dy) = (β − κ(x, η))Tq−1(x)(β − κ(x, η)).
This completes the proof of the theorem. 
Now we can prove the Laplace principle upper bound. We must show that
for all bounded, continuous functions a mapping C([0, 1];Rn) into R
lim sup
ε↓0
− 1
h2(ε)
logE
[
exp
{−h2(ε)a(ηε)}] ≤ inf
ξ∈C([0,1];Rn)
[S(ξ) + a(ξ)].
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Let ζ > 0 be given and consider ψ ∈ C([0, 1];Rn) with ψ0 = 0 such that
S(ψ) + a(ψ) ≤ inf
ξ∈C([0,1]:Rn)
[S(ξ) + a(ξ)] + ζ <∞.
Since a is bounded, this implies that S(ψ) < ∞, and thus ψ is absolutely
continuous. Theorem 5.1 shows that Lo(x, η, β) is continuous and finite at
each (x, η, β) ∈ R3n. By a mollification argument we can assume that ψ˙ is
piecewise continuous, see Section 6.5 in [5]. Given this ψ define
u¯1(t, x, η, y) = α1(x, y)
Tq−1(x)(ψ˙t − κ(x, η))
u¯2(t, x, η, y) = α2(x, y)
Tq−1(x)(ψ˙t − κ(x, η))
with α1 and α2 defined as in Theorem 5.1. Define a control in feedback form
by
u¯ε(t) = (u¯1(t), u¯2(t)) =
(
u¯1(t, X¯t, η
ε
t , Y
ε
t ), u¯2(t, X¯t, η
ε
t , Y
ε
t )
)
.
Then ηε,u¯
ε → η¯ in distribution, where w.p.1
η¯t =
∫ t
0
κ(X¯s, η¯s) ds +
∫ t
0
[∫
Y
[(
σ(X¯s, y) +
(∇yχ(X¯s, y))τ1(X¯s, y)) u¯1(s)
+
(∇yχ(X¯s, y))τ2(X¯s, y)u¯2(s)]µ1,X¯s(dy)
]
ds
=
∫ t
0
κ(X¯s, η¯s) ds+
∫ t
0
[∫
Y
[
α1α
T
1 (X¯s, y) + α2α
T
2 (X¯s, y)
]
µ1,X¯s(dy)
]
q−1(X¯s)(ψ˙s − κ(X¯s, η¯s)) ds
=
∫ t
0
κ(X¯s, η¯s) ds+
∫ t
0
q(X¯s)q
−1(X¯s)(ψ˙s − κ(X¯s, η¯s)) ds
=
∫ t
0
ψ˙s ds = ψt.
The cost satisfies
E
(
1
2
∫ 1
0
|u¯εs|2 ds−
1
2
∫ 1
0
∫
Y
|u¯(s, X¯s, η¯s, y)|2 µ1,X¯s(dy) ds
)2
→ 0 as ε ↓ 0.
Theorem 5.1 implies that
E
1
2
∫ 1
0
∫
Y
|u¯(s, X¯s, η¯s, y)|2 µ1,X¯s(dy) ds = ES(η¯) = S(ψ).
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Then we obtain
lim sup
ε↓0
− 1
h2(ε)
logE
[
exp
{−h2(ε)a(ηε)}] = lim sup
ε↓0
inf
u∈A
E
[
1
2
∫ 1
0
|u(t)|2 dt+ a(ηε,u)
]
≤ lim sup
ε↓0
E
[
1
2
∫ 1
0
|u¯ε(t)|2 dt+ a(ηε,u¯ε)
]
= E
[
1
2
∫ 1
0
∫
Y
|u¯(s, X¯s, η¯s, y)|2 µ1,X¯s(dy) ds + a(η¯)
]
= [S(ψ) + a(ψ)]
≤ inf
ξ∈C([0,1];Rn)
[S(ξ) + a(ξ)] + ζ.
Since ζ > 0 is arbitrary, the upper bound is proved. Furthermore, we have
an explicit representation formula for the action functional, given by
S(ξ) =
1
2
∫ 1
0
(
ξ˙s − κ
(
X¯s, ξs
))T
q−1(X¯s)
(
ξ˙s − κ
(
X¯s, ξs
))
ds
if ξ ∈ C([0, 1];Rn) is absolutely continuous, and ∞ otherwise.
6. Comments on the Proofs for Regime 2
The structure of the proof for Regime 2 is identical to that of Regime 1,
after replacing λ1, θ1,L1,Φ1, and µ1 by λ2, θ2,L2,Φ2, and µ2 respectively.
Hence we do not repeat it here. For example in Regime 2, applying the Itoˆ
formula to Φ2(X
ε,uε
t , Y
ε,uε
t ) and some term rearranging shows that
ηε,u
ε
t =
∫ t
0
[
j2b(X¯s, Y
ε,uε
s ) +
(∇yΦ2(X¯s, Y ε,uεs )) [τ1(X¯s, Y ε,uεs )uε1(s) + τ2(X¯s, Y ε,uεs )uε2(s)]
+
(∇xλ¯2(X¯s))ηε,uεs + σ(X¯s, Y ε,uεs )uε1(s) + j2(∇yΦ2(Xε,uεs , Y ε,uεs ))f(Xε,uεs , Y ε,uεs )
+
j2
2
((
τ1τ
T
1 + τ2τ
T
2
)
(Xε,u
ε
s , Y
ε,uε
s ) : ∇y∇yΦ2(Xε,u
ε
s , Y
ε,uε
s )
)]
ds+Rε,
where Rε contains the additional terms which go to zero as ε ↓ 0. However,
the necessary statements that were needed for Regime 1 and which are
proved in Appendix B do need some special care. We address these in
Appendix C.
Appendix A. Regularity results
The following theorem collects results from [14] and [15] that are used in
this paper.
Theorem A.1. Let Conditions 2.1 and 2.2 be satisfied. In Regime i = 1, 2
we have that,
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(i) There exists a unique invariant measure µi,x(dy) associated with the
operator Li,x. For all x ∈ Rn and q ∈ N,∫
Y
|y|q µi,x(dy) <∞.
Moreover, µi,x has a density which is twice differentiable in x.
(ii) Assume that G(x, y) ∈ C2,α(Rn × Y). Then
G¯(x) =
∫
Y
G(x, y)µi,x(dy)
is twice differentiable in x.
(iii) Assume that F (x, y) ∈ C2,α(Rn × Y),∫
Y
F (x, y)µi,x(dy) = 0,
and that for some positive constants K and qF ,
|F (x, y)| + ‖∇xF (x, y)‖+ ‖∇x∇xF (x, y)‖ ≤ K(1 + |y|qF ).
Then there is a unique solution from the class of functions which grow
at most polynomially in |y| to
Li,xu(x, y) = −F (x, y),
∫
Y
u(x, y)µi,x(dy) = 0.
Moreover, the solution satisfies u(·, y) ∈ C2 for every y ∈ Y, ∇x∇xu ∈
C(Rn×Y), and there exist positive constants K ′ that change from line
to line such that
|u(x, y)| ≤ K ′(1 + |y|)(qF+1−r)+ ,
‖∇yu(x, y)‖ ≤ K ′(1 + |y|(qF+1−r)+ + |y|qF )
‖∇xu(x, y)‖ ≤ K ′(1 + |y|(qF+1−r)+ + |y|(qF+2(1−r))+),
‖∇x∇xu(x, y)‖ ≤ K ′(1 + |y|(qF+1−r)+ + |y|(qF+2(1−r))+ + |y|(qF+3(1−r))+)
where r is as defined in Condition 2.2.
Proof. (i) Conditions 2.1 and 2.2 imply that Li,x satisfies the conditions for
Proposition 1 in [14] and Theorem 1 in [15]. The first statement is due to
Proposition 1 in [14] and the second statement is due to Theorem 1 in [15].
(ii) Conditions 2.1 and 2.2 and the condition on G imply that Theorem 2
in [15] holds, so (ii) holds.
(iii) Conditions 2.1 and 2.2 and the conditions on F imply that Theorem
3 in [15] holds, which implies the existence and smoothness of u. The cor-
responding growth conditions follow from Theorem 2 of [14], appropriately
translated to our case. Notice that Theorem 2 of [14] has a statement for
the growth only for the solution and its y−derivative. The statements for
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the x−derivatives follow, for example, by differentiating the equation and
re-applying Theorem 2 of [14] to the new equation. 
Appendix B. Lemmas for Regime 1
Lemma B.1. Assume Conditions 2.1, 2.2 and 2.5. Let (Xε,u
ε
t , Y
ε,uε
t ) be
the strong solution to (13). Then the infimum of the representation in (11)
can be taken over all controls such that∫ 1
0
|uε(s)|2 ds < N, almost surely,
where the constant N does not depend on ε or δ.
Proof. The proof is standard, but we recall it here for the readers conve-
nience. Without loss of generality, we can consider a function a(x) that is
bounded and uniformly Lipschitz continuous in C([0, 1];Rn). Namely, there
exists a constant La such that
|a(x)− a(y)| ≤ La‖x− y‖
(where ‖·‖ is the supremum norm) and ‖a‖∞ = supx∈C([0,1];Rn)|a(x)| <∞.
Fix ζ > 0. There exists a family of controls {uε, ε > 0} in A such that for
every ε > 0,
− 1
h2(ε)
logE
[
exp{−h2(ε)a(ηε)}] ≥ E [1
2
∫ 1
0
|uε(s)|2 ds+ a(ηε,uε)
]
− ζ.
Then each control uε satisfies
sup
ε>0
E
[
1
2
∫ 1
0
|uε(s)|2 ds
]
≤ 2‖a‖∞ + ζ.
By the proof of Theorem 4.4 in [3], it is enough to assume that for given
ζ > 0 the controls satisfy the bound∫ 1
0
|uε(s)|2 ds < N where N ≥ 4‖a‖∞(4‖a‖∞ + ζ)
ζ
.

Lemma B.2. Let Conditions 2.1, 2.2, 2.3, and 2.5 be satisfied. For N ∈ N,
let uε ∈ A such that almost surely
sup
ε>0
∫ 1
0
|uε(s)|2 ds < N.
Then, with r > 0 from Condition 2.2 we have for any T ≤ 1 there exist
ε0 > 0 small enough such that
sup
ε∈(0,ε0)
E
∫ T
0
|Y ε,uεs |2r ds ≤ K(N,T, r)
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for some finite constant K(N,T, r) that may depend on (N,T, r), but not
on ε, δ(ε).
Proof. By the Markov property it is enough to check what happens when
the process Y ε,u
ε
is outside a compact subset of Y. For this purpose, with
R <∞ to be chosen, let us define
τR = inf
{
t > 0 : |Y ε,uεt | < R
}
and assume that the initial condition is such that |y0| > R. For notational
convenience, we will write (X,Y ) instead of (Xε,u
ε
, Y ε,u
ε
). Without loss of
generality and for exposition purposes we shall set g = 0 (since it is assumed
to be bounded) and τ1 = 0 (the argument is exactly the same if both τ1 and
τ2 are non-zero). By Condition 2.2 we have that uniformly in both x and y
and for any constant β
β − 2
2
〈
τ2τ
T
2 (x, y)y, y
〉
|y|2 +
1
2
Tr(τ2τ
T
2 )(x, y) ≤ ρ,
for some fixed constant ρ > 0. Hence, considering t ≤ T , the Itoˆ formula
gives for β > 0 (to be chosen)
E|Yt∧τR |β = |y0|β + β
ε
δ2
E
∫ t∧τR
0
|Ys|β−2
(
〈Ys, f(Xs, Ys)〉+
+
β − 2
2
〈
τ2τ
T
2 (Xs, Ys)Ys, Ys
〉
|Ys|2 +
1
2
Tr(τ2τ
T
2 )(Xs, Ys)
)
ds
+
√
εh(ε)
δ
βE
∫ t∧τR
0
|Ys|β−2 〈Ys, τ2(Xs, Ys)uε2(s)〉 ds
≤ |y0|β + β ε
δ2
E
∫ t∧τR
0
|Ys|β−2
(−Γ|Ys|r+1 + ρ) ds+
+
√
εh(ε)
2δ
βE
∫ t∧τR
0
(
|Ys|2β−2 + ‖τ2‖2 |uε(s)|2
)
ds
where Condition 2.3 was used.
Choosing now R large enough such that R1+r > 2ρΓ and recalling that
supε∈(0,1) E
∫ T
0 |uε(s)|2ds ≤ N , we can continue the last inequality as fol-
lows
E|Yt∧τR |β ≤ |y0|β −
βΓ
2
ε
δ2
E
∫ t∧τR
0
|Ys|β+r−1ds+
√
εh(ε)
2δ
β ‖τ2‖2N
+
√
εh(ε)
2δ
βE
∫ t∧τR
0
|Ys|2β−2ds
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Choosing now β ≤ r + 1, we obtain
E|Yt∧τR |β ≤ |y0|β −
βΓ
2
ε
δ2
E
∫ t∧τR
0
|Ys|β+r−1ds+
√
εh(ε)
2δ
β ‖τ2‖2N
+
√
εh(ε)
2δ
βE
∫ t∧τR
0
|Ys|β+r−1ds
Choosing next ε, δ sufficiently small such that δε
√
εh(ε) < Γ/4 we obtain
E|Yt∧τR |β ≤ |y0|β −
βΓ
4
ε
δ2
E
∫ t∧τR
0
|Ys|β+r−1ds+
√
εh(ε)
2δ
β ‖τ2‖2N
which then gives by comparison
E
∫ t∧τR
0
|Ys|β+r−1ds ≤ 4
βΓ
δ2
ε
|y0|β + 2
Γ
δh(ε)√
ε
‖τ2‖2N.
Since β ≤ r + 1, we choose β = r + 1, which concludes the proof of the
lemma. 
Lemma B.3. Let Conditions 2.1 and 2.2 be satisfied. Let N ∈ N be finite
and uε = (uε1, u
ε
2) ∈ A such that almost surely
sup
ε>0
∫ 1
0
|uε(s)|2 ds < N.
Let A(x, y) and B(x, y) be matrix-valued functions and K, θ ∈ (0, r), where
r is as defined in Condition 2.2, be constants such that each components Aij
and Bij satisfy
|Aij(x, y)| ≤ K(1 + |y|θ), and |Bij(x, y)| ≤ K(1 + |y|2θ).
Then for α ∈ {1, 2}:
(i) For any p ∈ (1, r/θ], there exists a C < ∞ such that for fixed ρ > 0
and for all 0 ≤ t1 < t1 + ρ ≤ 1,
E sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
A(Xε,u
ε
s , Y
ε,uε
s )u
ε
α(s) ds
∣∣∣∣
2p
≤ C|ρ|r/θ−1.
and
E sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
B(Xε,u
ε
s , Y
ε,uε
s ) ds
∣∣∣∣
p
≤ C|ρ|r/θ−1.
(ii) For all ζ > 0
lim
ρ↓0
lim sup
ε↓0
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
A(Xε,u
ε
s , Y
ε,uε
s )u
ε
α(s) ds
∣∣∣∣ > ζ

 = 0.
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and
lim
ρ↓0
lim sup
ε↓0
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
B(Xε,u
ε
s , Y
ε,uε
s ) ds
∣∣∣∣ > ζ

 = 0.
Proof. We shall only prove the statement for A(x, y), as the proof for B(x, y)
is the same but simpler. Applying Ho¨lder inequality with 1/m + 1/q = 1
and q = p > 1 gives
E sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
A(Xε,u
ε
s , Y
ε,uε
s )u
ε
α(s) ds
∣∣∣∣
2p
≤ E sup
0≤t1<t2≤1
|t2−t1|<ρ
(∫ t2
t1
∣∣A(Xε,uεs , Y ε,uεs )∣∣2 ds
)p(∫ t2
t1
|uεα(s)|2 ds
)p
≤ NpE sup
0≤t1<t2≤1
|t2−t1|<ρ
(∫ t2
t1
∣∣A(Xε,uεs , Y ε,uεs )∣∣2 ds
)p
≤ Npρp/mE sup
0≤t1<t2≤1
|t2−t1|<ρ
(∫ t2
t1
∣∣A(Xε,uεs , Y ε,uεs )∣∣2q ds
)p/q
≤ Npρp/mE sup
0≤t1<t2≤1
|t2−t1|<ρ
(∫ t2
t1
∣∣A(Xε,uεs , Y ε,uεs )∣∣2p ds
)
≤ Npρp/mE sup
0≤t1<t2≤1
|t2−t1|<ρ
∫ t2
t1
(
1 +
∣∣Y ε,uεs ∣∣2θp) ds
≤ Npρp−1E
∫ 1
0
(
1 +
∣∣Y ε,uεs ∣∣2r) ds
and the result follows by Lemma B.2 and by the choice of p.
The second claim follows from the first statement and Markov’s inequality.

Lemma B.4. Assume Conditions 2.1, 2.2, 2.3 and 2.4 and define the func-
tion χ(x, y) by (3) and the processes Xε,u
ε
and Y ε,u
ε
by (13). Let N < ∞
such that almost surely
sup
ε>0
∫ 1
0
|uε(s)|2 ds < N.
We have
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(i)
E sup
t∈[0,1]
∣∣∣∣∣
∫ t
0
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )√
εh(ε)
ds
−
∫ t
0
(∇yχ(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
∣∣∣∣
2
< (δC1)
2 +
(
1
h(ε)
C2
)2
+ o
(
δ2 +
1
h2(ε)
)
(ii) For every ζ > 0,
(27) lim
ρ↓0
lim sup
ε↓0
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣
∫ t2
t1
1√
εh(ε)
(ε
δ
b(Xε,u
ε
s , Y
ε,uε
s )
+ c(Xε,u
ε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )
)
ds
∣∣∣∣ > ζ

 = 0.
(iii) There exists an M > 0 such that for all sufficiently small ε,
(28)
E sup
t∈[0,1]
∣∣∣∣∣
∫ t
0
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )√
εh(ε)
ds
∣∣∣∣∣
2
< M.
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Proof. (i). Applying the Itoˆ formula to χ(Xε,u
ε
t , Y
ε,uε
t ) and rearranging gives
1√
εh(ε)
∫ t
0
[ε
δ
b(Xε,u
ε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )
]
ds
(29)
= − δ√
εh(ε)
(
χ(Xε,u
ε
t , Y
ε,uε
t )− χ(x0, y0)
)
+
δ√
εh(ε)
∫ t
0
(∇xχ(Xε,uεs , Y ε,uεs )) [εδ b(Xε,uεs , Y ε,uεs ) + c(Xε,uεs , Y ε,uεs )
]
ds
+ δ
∫ t
0
(∇xχ(Xε,uεs , Y ε,uεs ))σ(Xε,uεs , Y ε,uεs )uε1(s) ds
+
∫ t
0
(∇yχ(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
+
δ
√
ε
2h(ε)
∫ t
0
σσT(Xε,u
ε
s , Y
ε,uε
s ) : ∇x∇xχ(Xε,u
ε
s , Y
ε,uε
s ) ds
+
δ
h(ε)
∫ t
0
((∇xχ(Xε,uεs , Y ε,uεs ))σ(Xε,uεs , Y ε,uεs ) + 1δ (∇yχ(Xε,uεs , Y ε,uεs ))τ1(Xε,uεs , Y ε,uεs )
)
dWs
+
1
h(ε)
∫ t
0
(∇yχ(Xε,uεs , Y ε,uεs ))τ2(Xε,uεs , Y ε,uεs ) dBs.
Using Lemmas B.2 and B.3 and Doob’s martingale inequality, along with
the facts that the integrands that appear in the previous display grow no
more than polynomially in |y|r (Condition 2.3 is being used here), we have
E sup
t∈[0,1]
∣∣∣∣∣
∫ t
0
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )√
εh(ε)
ds
−
∫ t
0
(∇yχ(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
∣∣∣∣
2
< (δC1)
2 +
(
1
h(ε)
C2
)2
+ o
(
δ2 +
1
h2(ε)
)
where the constants C1, C2 <∞ do not depend on ε.
(ii). Separate the integral in (27) as in (29), and then most terms go to zero
in probability as ε goes to zero. The only exception is the term∫ t2
t1
(∇yχ(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds.
Condition 2.3 and Theorem A.1 imply that Lemma B.3 can be applied,
concluding the proof of the statement.
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(iii). Rewrite (28) as in (29) and use the triangle inequality. Take expecta-
tions, and for fixed ε, all terms are bounded by Lemmas B.1, B.2, and B.3
and Doob’s martingale inequality. 
Lemma B.5. Assume Conditions 2.1, 2.2, 2.3 and 2.4 and define the pro-
cesses Xε,u
ε
and Y ε,u
ε
by (13). Let N <∞ such that almost surely
sup
ε>0
∫ 1
0
|uε(s)|2 ds < N.
Also, define the function Φ1(x, y) by (5). Then
(i)
E sup
t∈[0,1]
∣∣∣∣ 1√εh(ε)
∫ t
0
(
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )
)
ds
− δ/ε√
εh(ε)
∫ t
0
(∇yΦ1(Xε,uεs , Y ε,uεs ))g(Xε,uεs , Y ε,uεs ) ds
∣∣∣∣
2
≤
(
δ√
εh(ε)
C
)2
+ o
(
δ2
εh2(ε)
)
where the constant C <∞ does not depend on the choice of ε.
(ii) For every ζ > 0,
lim
ρ↓0
lim sup
ε↓0
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣ 1√εh(ε)
∫ t2
t1
(
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )
)
ds
∣∣∣∣ > ζ

 = 0.
(iii) There exists an M > 0 such that for all sufficiently small ε,
E sup
t∈[0,1]
∣∣∣∣ 1√εh(ε)
∫ t
0
(
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )
)
ds
∣∣∣∣
2
< M.
Proof. (i). Note that
∫
Y
(
λ1(x, y)− λ¯1(x)
)
µx(dy) = 0
for fixed x by the definition of λ¯1 in (4). Then by Theorem A.1, (5) has a
unique smooth solution for every x in the space of functions with at most
polynomial growth in y.
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Apply the Itoˆ formula to Φ1(X
ε,uε
t , Y
ε,uε
t ) and rearrange to obtain
1√
εh(ε)
∫ t
0
(
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )
)
ds = − δ
2/ε√
εh(ε)
(
Φ1(X
ε,uε
t , Y
ε,uε
t )− Φ1(x0, y0)
)(30)
+
δ2/ε√
εh(ε)
∫ t
0
(∇xΦ1(Xε,uεs , Y ε,uεs )) (εδ b(Xε,uεs , Y ε,uεs ) + c(Xε,uεs , Y ε,uεs )
)
ds
+
δ2/ε√
εh(ε)
∫ t
0
ε
2
σσT(Xε,u
ε
s , Y
ε,uε
s ) : ∇x∇xΦ1(Xε,u
ε
s , Y
ε,uε
s ) ds
+
δ2
ε
∫ t
0
(∇xΦ1(Xε,uεs , Y ε,uεs ))σ(Xε,uεs , Y ε,uεs )uε1(s) ds
+
δ/ε√
εh(ε)
∫ t
0
(∇yΦ1(Xε,uεs , Y ε,uεs ))g(Xε,uεs , Y ε,uεs ) ds
+
δ
ε
∫ t
0
(∇yΦ1(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
+
δ2
εh(ε)
∫ t
0
(∇xΦ1(Xε,uεs , Y ε,uεs ))σ(Xε,uεs , Y ε,uεs ) dWs
+
δ
εh(ε)
∫ t
0
(∇yΦ1(Xε,uεs , Y ε,uεs ))τ1(Xε,uεs , Y ε,uεs ) dWs
+
δ
εh(ε)
∫ t
0
(∇yΦ1(Xε,uεs , Y ε,uεs ))τ2(Xε,uεs , Y ε,uεs ) dBs.
Due to Conditions 2.1 and 2.2, λ1(x, y) − λ¯1(x) satisfies the condition of
Theorem A.1. Notice that a polynomial bound on |y| of∇x∇x∇yχ is needed.
However, due to Condition 2.1, this follows by Theorems 1 and 2 in [14].
Using Theorem A.1, Lemmas B.2 and B.3 and Doob’s martingale inequality,
along with the facts that the integrands that appear in the previous display
grow no more than polynomially in |y|r (Condition 2.3 is being used here),
we have
E sup
t∈[0,1]
∣∣∣∣ 1√εh(ε)
∫ t
0
(
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )
)
ds
− δ/ε√
εh(ε)
∫ t
0
(∇yΦ1(Xε,uεs , Y ε,uεs ))g(Xε,uεs , Y ε,uεs ) ds
∣∣∣∣
2
≤
(
δ√
εh(ε)
C
)2
+ o
(
δ2
εh2(ε)
)
where C does not depend on ε.
(ii). Again using (30), most terms go to zero in probability as ε goes to zero.
The possible exception is the term
δ/ε√
εh(ε)
∫ t2
t1
(∇yΦ1(Xε,uεs , Y ε,uεs ))g(Xε,uεs , Y ε,uεs ) ds.
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Condition 2.3 and Theorem A.1 imply that Lemma B.3 can be applied,
which together with the constraint δ/ε√
εh(ε)
→ j1 < ∞ conclude the proof of
the statement.
(iii). Again, use (30) and use the triangle inequality. For fixed ε, by Lemmas
B.1, B.2, and B.3, all terms are bounded in L2([0, 1] × P). 
Lemma B.6. Assume Conditions 2.1, 2.2, 2.3 and 2.4 and define the pro-
cesses Xε,u
ε
and Y ε,u
ε
by (13). Let N <∞ such that almost surely
sup
ε>0
∫ 1
0
|uε(s)|2 ds < N.
Also, define ηε,u
ε
by (12). Then
(i)
E sup
t∈[0,1]
|ηε,uεt |2 ≤ K exp(L2λ)
where Lλ is the Lipschitz constant for λ¯1 and the constant K does not
depend on ε.
(ii) For every ζ > 0,
lim
ρ↓0
lim sup
ε↓0
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣ 1√εh(ε)
∫ t2
t1
(
λ¯1(X
ε,uε
s )− λ¯1(X¯s)
)
ds
∣∣∣∣ > ζ

 = 0.
Proof. (i). λ¯1(x) is Lipschitz with Lipschitz constant Lλ by the fact that its
first derivative is bounded. Write (12) as
Xε,u
ε
t = X¯t +
√
εh(ε)ηε,u
ε
t
and then
|λ¯1(Xε,u
ε
t )− λ¯1(X¯t)| ≤ Lλ|
√
εh(ε)ηε,u
ε
t |.
Therefore we have
(31) sup
0≤t≤1
∣∣∣∣ 1√εh(ε)
∫ t
0
(
λ¯1(X
ε,uε
s )− λ¯1(X¯s)
)
ds
∣∣∣∣
2
≤ L2λ
∫ 1
0
∣∣ηε,uεs ∣∣2 ds.
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Using the decomposition in (14) and (21), we have up to some multiplicative
constant C <∞
|ηε,uεt |2 ≤
∣∣∣∣∣
∫ t
0
ε
δ b(X
ε,uε
s , Y
ε,uε
s ) + c(X
ε,uε
s , Y
ε,uε
s )− λ1(Xε,u
ε
s , Y
ε,uε
s )√
εh(ε)
ds
∣∣∣∣∣
2
+
∣∣∣∣∣
∫ t
0
λ1(X
ε,uε
s , Y
ε,uε
s )− λ¯1(Xε,u
ε
s )√
εh(ε)
ds
∣∣∣∣∣
2
+
∣∣∣∣∣
∫ t
0
λ¯1(X
ε,uε
s )− λ¯1(X¯s)√
εh(ε)
ds
∣∣∣∣∣
2
+
∣∣∣∣
∫ t
0
σ(Xε,u
ε
s , Y
ε,uε
s )u
ε
1(s) ds
∣∣∣∣
2
+
∣∣∣∣
∫ t
0
1
h(ε)
σ(Xε,u
ε
s , Y
ε,uε
s ) dWs
∣∣∣∣
2
.
Take supremum in t ∈ [0, 1] and then expectations of both sides. For suffi-
ciently small ε, the first term is bounded by Lemma B.4. The second term
is bounded by Lemma B.5. The third term is bounded by (31). The fourth
term is bounded by Lemma B.3. Finally, the expectation of the fifth term is
bounded due to Doob’s martingale inequality and the bound on σ together
with Lemma B.2. Combining these, we get
E sup
t∈[0,1]
|ηε,uεt |2 ≤ K + L2λ
∫ 1
0
E sup
s∈[0,t]
∣∣ηε,uεs ∣∣2 dt
where K is the sum of the bounds on the expectations of terms one, two,
four, and five. Then by Gronwall’s lemma, we have the required statement,
(32) E sup
t∈[0,1]
|ηε,uεt |2 ≤ K exp(L2λ)
for all sufficiently small ε > 0.
(ii) From (31) and the Markov inequality,
P

 sup
0≤t1<t2≤1
|t2−t1|<ρ
∣∣∣∣ 1√εh(ε)
∫ t2
t1
(
λ¯1(X
ε,uε
s )− λ¯1(X¯s)
)
ds
∣∣∣∣
2
> ζ2


≤ L
2
λ
ζ2
E sup
0≤t1<t2≤1
|t2−t1|<ρ
∫ t2
t1
∣∣ηε,uεs ∣∣2 ds.
Since E supt∈[0,1]|ηε,u
ε
t |2 is uniformly bounded by (32) for ε small enough,
this probability goes to zero as |t2 − t1| goes to zero, completing the proof.

Appendix C. Lemmas for Regime 2
Notice that Lemmas B.1, B.2 and B.3 are also valid for Regime 2. State-
ments and proofs for the lemmas corresponding to Lemmas B.4, B.5 and
B.6 are similar to those in Regime 1, by considering λ2 in place of λ1. The
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only difference is in the proof of the statement that corresponds to Lemma
B.5(i), which we now state and prove.
Lemma C.1. Assume Conditions 2.1, 2.2, and 2.3 and define the processes
Xε,u
ε
and Y ε,u
ε
by (13). Let N <∞ such that almost surely
sup
ε>0
∫ 1
0
|uε(s)|2 ds < N.
Also, define the function Φ2(x, y) by (5) with j2 <∞. Then
E sup
t∈[0,1]
∣∣∣∣ 1√εh(ε)
∫ t
0
(
λ2(X
ε,uε
s , Y
ε,uε
s )− λ¯2(Xε,u
ε
s )
)
ds
−
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
−ε/δ − γ√
εh(ε)
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs ))f(Xε,uεs , Y ε,uεs ) ds
−1
2
ε/δ − γ√
εh(ε)
∫ t
0
(
τ1τ
T
1 + τ2τ
T
2
)
(Xε,u
ε
s , Y
ε,uε
s ) : ∇y∇yΦ2(Xε,u
ε
s , Y
ε,uε
s ) ds
∣∣∣∣
2
≤ (δC1)2 +
(
1
h(ε)
C2
)2
+ o
(
δ2 +
1
h2(ε)
)
where the constants C1 and C2 do not depend on the choice of ε.
Proof. Note that in Regime 2
∫
Y
(
λ2(x, y)− λ¯2(x)
)
µ2,x(dy) = 0
for fixed x by the definition of λ¯2 in (4). Then (5) has a unique, smooth
solution for every x that is bounded in x and grows at most polynomially
in |y| as in Theorem A.1.
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Apply the Itoˆ formula to Φ2(X
ε,uε
t , Y
ε,uε
t ) and rearrange to show
1√
εh(ε)
∫ t
0
(
λ2(X
ε,uε
s , Y
ε,uε
s )− λ¯2(Xε,u
ε
s )
)
ds = − δ√
εh(ε)
(
Φ2(X
ε,uε
t , Y
ε,uε
t )− Φ2(x0, y0)
)
+
δ√
εh(ε)
∫ t
0
(∇xΦ2(Xε,uεs , Y ε,uεs )) (εδ b(Xε,uεs , Y ε,uεs ) + c(Xε,uεs , Y ε,uεs )
)
ds
+
δ
√
ε
h(ε)
1
2
∫ t
0
σσT(Xε,u
ε
s , Y
ε,uε
s ) : ∇x∇xΦ2(Xε,u
ε
s , Y
ε,uε
s ) ds
+ δ
∫ t
0
(∇xΦ2(Xε,uεs , Y ε,uεs ))σ(Xε,uεs , Y ε,uεs )uε1(s) ds
+
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
+
δ
h(ε)
∫ t
0
(∇xΦ2(Xε,uεs , Y ε,uεs ))σ(Xε,uεs , Y ε,uεs ) dWs
+
1
h(ε)
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs ))τ1(Xε,uεs , Y ε,uεs ) dWs
+
1
h(ε)
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs ))τ2(Xε,uεs , Y ε,uεs ) dBs
+
ε/δ − γ√
εh(ε)
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs ))f(Xε,uεs , Y ε,uεs ) ds
+
1
2
ε/δ − γ√
εh(ε)
∫ t
0
(
τ1τ
T
1 + τ2τ
T
2
)
(Xε,u
ε
s , Y
ε,uε
s ) : ∇y∇yΦ2(Xε,u
ε
s , Y
ε,uε
s ) ds.
Using Theorem A.1, Lemmas B.2 and B.3 and Doob’s martingale inequality,
along with the facts that the integrands that appear in the previous display
grow no more than polynomially in |y|r (Condition 2.3 is being used here),
we have
E sup
t∈[0,1]
∣∣∣∣ 1√εh(ε)
∫ t
0
(
λ2(X
ε,uε
s , Y
ε,uε
s )− λ¯2(Xε,u
ε
s )
)
ds
−
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs )) [τ1(Xε,uεs , Y ε,uεs )uε1(s) + τ2(Xε,uεs , Y ε,uεs )uε2(s)] ds
−ε/δ − γ√
εh(ε)
∫ t
0
(∇yΦ2(Xε,uεs , Y ε,uεs ))f(Xε,uεs , Y ε,uεs ) ds
−1
2
ε/δ − γ√
εh(ε)
∫ t
0
(
τ1τ
T
1 + τ2τ
T
2
)
(Xε,u
ε
s , Y
ε,uε
s ) : ∇y∇yΦ2(Xε,u
ε
s , Y
ε,uε
s ) ds
∣∣∣∣
2
≤ (δC1)2 +
(
1
h(ε)
C2
)2
+ o
(
δ2 +
1
h2(ε)
)
where C1 and C2 do not depend on ε. 
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