Abstract-Given a finite directed graph G with n vertices, the metric m(G) is naturally defined over F n q , where the weight of a word which has its nonzero entries in positions i 1 , . . . , i r , is equal to the number of vertices in all the directed paths starting in the vertices v i 1 , . . . , v ir . Two canonical forms, which do not affect the metric, are given to each graph. Based on these canonical forms we characterize each such metric. We further use these forms to prove that two graphs with different canonical forms yield two different metrics. Efficient algorithms to check if a given set of metric weights define a metric based on a graph are given. We provide tight bounds on the number of metric weights required to reconstruct the whole metric. Finally, we discuss the group of linear isometries of the graph metrics and the connection of the work to coding theory.
I. Introduction
Any given directed graph G, on n vertices, defines a metric over a vector field of dimension n, where the weight of a word which has its nonzero entries in positions i 1 , . . . , i r , is equal to the number of vertices in all the directed paths starting in the vertices v i 1 , . . . , v i r . The distance between two words x and y is defined as the weight of the difference y − x. This metric is called the metric defined by the graph G. This definition is a straightforward generalization of the poset metrics, which were introduced by Brualdi et al in 1995 [2] , and has been extensively studied in the literature in the context of coding theory, exploring all its major aspects and invariants: MacWilliams Identity ( [3] , [6] ), perfect and MDS codes ( [1] , [4] , [5] ), duality, packing, and covering problems ( [7] , [8] , [9] ). As much as the poset metrics, metrics defined by a graph may be useful to model some specific kind of channels and used to perform bitwise or message wise unequal error protection. The goal of this paper is to study such metrics, especially with the connection to the following questions.
1) Provide characterizations for metrics based on graphs. 2) Can two different directed graphs form the same metric? 3) How many metric weights of words are required to construct the whole metric or to reconstruct the related graph? 4) Is there an efficient algorithm to determine if two metrics defined by two graphs are isomorphic? 5) A description of the group of linear isometries of such metrics.
6) The relation between the minimum distance and the packing radius of a code in such metrics.
These questions and related ones will be discussed in this paper. The paper is organized as follows. In Section II we present the basic definitions of directed graphs and metrics defined by graphs. In Section III, two canonical forms, of directed graphs (for construction of the related metrics), are defined -the expanded canonical form and the reduced canonical form. We prove that these two canonical forms are unique, i.e. for a given directed graph there is a unique expanded canonical form and a unique reduced canonical form. Based on these unique canonical forms it is proved that for a given metric, based on a graph, there is a unique graph in expanded canonical form which forms the given metric. In Section IV we consider several computational questions related to the minimum number of metric weights which are required to reconstruct the whole metric. This question has several variants which will be discussed in this section. Bounds, some of which are tight are presented. These questions are related to the isomorphism problem of two such metrics. We will discuss algorithms to determine whether two metrics on the same set of vertices are isomorphic in the full version of this paper, where we also give all omitted proofs. This question is related to the well-celebrated unsolved problem of graph isomorphism (before the most recent result of László Babai). In Section V we discuss the group of linear isometries of the graph metrics and the connection of the work to coding theory.
II. Basic Concepts
A (finite) directed graph G(V, E) consists of a finite set of vertices V = {v 1 , . . . , v n } and a set of directed edges E, where e ∈ E is an ordered pair (u, v) ∈ V × V, where u v, denoted also by u → v. The vertex u in this edge is called the tail of the edge and the vertex v the head of the edge. A simple directed path of length k, from u 0 ∈ V to u k ∈ V, in a direct graph, is a sequence of edges (u 0 , u 1 ), (u 1 , u 2 ), . . . , (u k−1 , u k ), where the head of one edge is the tail of the next edge, and the u i 's are distinct, except for the possibility that u 0 = u k . If u 0 = u k then the path is called a directed cycle. A complete graph is a graph which contains all the possible (k(k − 1) edges for a directed graph with k vertices). Such a graph is also called a clique.
A directed graph G(V, E) will be called L-weighted and will be denoted by G(V, E, L) if G(V, E) is a directed graph and there is a function L : V −→ N, where N denote the set of natural numbers (positive integers). The value L(v), v ∈ V, is called the L-weight of v. Clearly, if for each v ∈ V we have that L(v) = 1 then we can omit the L-weights of the vertices, and the L-weighted directed graph is just a directed graph.
Each directed graph G(V, E), where V = {v 1 , . . . , v n }, defines a metric m(G) = (F n q , d G ) as follows. The words of the space are all n-tuples over a given alphabet whose size is at least two. Let e i 1 , . . . , e i r be r distinct unit vectors of length n. A vertex u ∈ V dominates a vertex v ∈ V if there exists a simple directed path from u to v. The Gweight w G (a i 1 e i 1 + · · · + a i r e i r ), a i j ∈ F q \ {0}, in m(G), of the word with nonzero elements only in positions i 1 , . . . , i r , is defined as the total number of distinct vertices in G dominated by the vertices v i 1 , . . . , v i r . The distance between two words x, y ∈ F n q is defined by d G (x, y) = w G (y − x). Since the nonzero values in the nonzero entries do not play any role in the determination of the G-weights, we will assume w.l.o.g. that all the G-weights are given only for binary words.
Finally, the Hamming weight of a word is defined as the number of nonzero elements in the word (this relates to the metric in the particular case where E = ∅.
III. Canonical Forms
In this section two canonical forms will be introduced for any given finite directed graph G(V, E), one reduced canonical form and one expanded canonical form. Each canonical form can serve to characterize a set of graphs which form the same G-metric. These canonical forms are unique and will lead to one of the main results of this paper, that two different graphs whose expanded or reduced canonical forms are different yield two different metrics. The canonical forms can be defined through a set of edges called shortcuts which are defined next.
An edge u → v ∈ E is called a shortcut if there exists a simple directed path from u to v which contains at least two edges. Adding or removing shortcuts to the graph do not affect the metric as the following lemma states.
Lemma 1: If G(V, E) and G (V, E ) are two directed graphs which differ in exactly one edge e, and e is a shortcut, then m(G) = m(G ).
A directed graph G(V, E), is in an expanded canonical form (for the related metric) if any possible edge that can be added to E is not a shortcut. In other words, given a directed graph G(V, E), its expanded canonical form is obtained by adding edges one by one in a way that each edge added to the graph is a shortcut. Hence, the expanded canonical graph G (V, E ) of a directed graph G(V, E) is a graph for which E ⊆ E , E \ E contains only shortcuts, any possible edge not in E is not a shortcut, and there is no graph G * (V, E * ) having these properties such that E * ⊂ E .
The expanded canonical form of a graph G has all the possible shortcuts. Some of these shortcuts form complete subgraphs in the expanded canonical form. These cliques are formed on vertices defined in the following lemma.
Lemma 2: Let G(V, E) be a directed graph and let V be a set of vertices in V such that for any two vertices u, v ∈ V , there exists a simple directed path from u to v and there exists a simple directed path from v to u. Then in the expanded canonical form G (V, E ) of G, the vertices of V induce a complete subgraph on V .
Lemma 3: Let V and V be two sets of vertices, in a directed graph G(V, E), which induce maximal cliques in the expanded canonical form
Finally, we have that the expanded canonical form is unique.
Lemma 4: Any directed graph has a unique expanded canonical form. In other words, the expanded canonical form is well-defined.
Next, we want to define a second canonical form for a graph which defines a metric. The graph in this canonical form will be L-weighted. By Lemma 4, we can assume that our directed graph
• All the other vertices of V are also vertices of V , for which the L-weights are ones.
• The set of edgesẼ, which are not shortcuts, whose tails are vertices in a clique C 1 of G, which was replaced by a vertex v in G , and their heads are in a clique C 2 of G, which was replaced by a vertex u, are replaced by one edge v → u ∈ E . (note that a vertex not in a clique of size greater than one can be viewed as a clique of size one).
• Each edge of E which is not a shortcut in G is contained also in E . There may be many shortcuts with tail u and the heads {u 1 , u 2 , · · · , u r } contained in a single clique. In the reduced form, all these edges are replaced by a single edge with tail u and head in the vertex that replaces the clique.
Finally, we have that the reduced canonical form is also unique.
Lemma 5: Any directed graph has a unique reduced canonical form. In other words, the reduced canonical form is well-defined. Lemma 5 leads to the two main results of this section.
Theorem 2: Two different graphs with the same expanded canonical form yield the same metric. Theorem 2 cannot be true, if the expanded canonical form is replaced by the reduced canonical form. One reason is that the metric is defined based on a directed graph and the reduced canonical form is an L-weighted directed graph. This can be fixed by an appropriate definition. What cannot be replaced are the L-weights, greater than 1, which might come from different vertices in the two graphs (different by name, but identical functionally). These different names yield isomorphic metrics and not identical ones. The importance of the reduced canonical form is in the proof of the next most important theorem. Theorem 3: If two directed graphs G 1 (V, E 1 ) and G 2 (V, E 2 ) induces metrics such that m(G 1 ) = m(G 2 ) then the expanded canonical forms of G 1 and G 2 are equal, and the same is true for their reduced canonical forms.
Proof: The proof is by induction on the sum of all the L-weights in the reduced canonical form of the two graphs, i.e. the number of vertices in the original graphs which is equal to the number of coordinates in a word. The details of the proof will be given in the full version of this paper.
Corollary 1: Two graph metrics are isomorphic if and only if their related graphs in expanded or reduced canonical forms are isomorphic.
IV. Metric Reconstruction
In this section we will consider the minimum number of G-weights which are required to reconstruct the whole metric. This question has at least three variants. 1) Let S(n) be a set of words of length n such that for any given metric based on a directed graph with n vertices, the weights of the words in S(n) are sufficient to recover the whole metric. Let D(n) be the minimum size of S(n). What is the value of D(n)? 2) Let m(G) be a metric based on a directed graph with n vertices. Let M G (n) be minimum number of G-weights required to recover the whole metric. Let G be the expanded canonical graph for which this number is the smallest among all graphs, and let M min (n) be the value of M G (n) for this graph. Let G be the expanded canonical graph for which this number is the largest among all graphs, and let M max (n) be the value of M G (n) for this graph. What is the value of M min (n)? What is the value of M max (n)?
3) Given a metric m(G), we can ask queries, each query on the G-weight value of a specific word, in a sequence, where each query is based on the values given in previous answers that we got. Let Q(n) be the minimum number of queries which are required to recover any given such metric. What is the value of Q(n)? We note on the difference between the second and the third variants. For the second variant we assume that for the given metric we receive the smallest number of metric weights to recover all the G-weights. In the third variant we have to find a general strategy to ask queries in a way that the total number of queries will be small.
The following lemma is readily verified.
We start with the fundamental question of constructing the graph from the G-weights of the words in the space. Given a set of all G-weights we would like to find the related graph, i.e. its reduced canonical form or its expanded canonical form. To this end we first need the following lemma.
Lemma 7: For a given graph metric m(G), of a graph G(V, E), w G (e i + e j ) = w G (e i ), i j, if and only if there exists a path from v i to v j , i.e. v i dominates v j .
Theorem 4: The G-weights of all words with Hamming weights one or two are sufficient to determine the expanded canonical form of the related graph.
Proof: By Lemma 7, we can determine for each pair of vertices {v i , v j }, i j, if the edges v i → v j and v j → v i exist or not, by observing G-weights only of words with Hamming weight one or two.
Corollary 2: If the graph G with the metric m(G) has n vertices, then the n + n 2 G-weights of words with Hamming weights one or two are sufficient to determine the whole metric.
Corollary 3: D(n) ≤ n + n 2 . On the other hand it is not difficult to see that there are metrics in which all the weights, except for one, are not sufficient to determine the whole metric. Consider the following two graphs G 1 (V, E 1 ) and G 2 (V, E 2 ), where V = {v 1 , . . . , v n }. Assume that G 1 is the complete graph, while in G 2 , v 1 , . . . , v n−1 form a clique on n − 1 vertices, and there is an edge v i → v n , for each i, 1 ≤ i ≤ n − 1. The G-weights of all words, except one word e n , in these two metrics are the same (w G 1 (x) = w G 2 (x) = n for each word x ∈ F n q , except for w(G 1 ) e n = n and w G 2 (e n ) = 1). Corollary 4: If m(G) is a metric based on a graph G, then each one of the weights of words with Hamming weight one might be required to determine the whole metric, i.e. e i ∈ S(n) for each 1 ≤ i ≤ n.
Corollary 3 can be slightly improved as follows.
. . , v n } be the set of vertices of G. We claim that the G-weights of all the words of Hamming weight one and the G-weights of all the words with Hamming weights two, excluding w G (e 1 + e 2 ), w G (e 3 + e 4 ), w G (e 5 + e 6 ),..., are sufficient to recover the G-weights of the whole metric. To prove this we only have to show that we can find the weights of w G (e 1 + e 2 ), w G (e 3 + e 4 
where t is the number of vertices dominated by both v 1 and v 2 (and t can be found by observing the vertices dominated by v 1 and observing the vertices dominated by v 2 ). Similarly, we can find w G (e 3 + e 4 ) and so on. To conclude, we apply Corollary 2 to complete the proof.
Theorem 6: Given any set with less than n 2 + n 2 Gweights, there exists a directed graph G with n vertices whose graph metric cannot be reconstructed only from these G-weights.
Proof: Consider the following two directed graphs G 1 (V, E 1 ) and G 2 (V, E 2 ), where V = {v 1 , . . . , v n }. G 1 has a clique on the set of vertices {v 4 , . . . , v n }; for each i, 4 ≤ i ≤ n, G 1 has the edge v i → v j , 1 ≤ j ≤ 3, and it also has the edge v 1 → v 2 . G 2 has a clique on the set of vertices {v 4 , . . . , v n }; for each i, 4 ≤ i ≤ n, G 2 has the edge v i → v j , 1 ≤ j ≤ 3, and it also has the edge v 1 → v 3 . This means that the two graphs differ only in the edges v 1 → v 2 and v 1 → v 3 . The related metrics differ only in two Gweights. In G 1 , w G 1 (e 1 + e 2 ) = 1 and w G 1 (e 1 + e 3 ) = 0, while in G 2 , w G 2 (e 1 + e 2 ) = 0 and w G 2 (e 1 + e 3 ) = 1. Hence, if these two G-weights are not given we won't be able to distinguish between the two metrics. Thus, from all the G-weights of words with Hamming weight two we are required to have at least The values of M min (n) and M max (n) given in the next theorem will be proved in the full version of this paper.
Theorem 7: M min (n) = n and M max (n) = 2n − 2. The value of Q(n) is discussed in the full version of this paper. Unfortunately, we managed only slightly to bridge on the gap derived from Lemma 6.
V. Isometries and Coding
Let us denote by Aut (G) the group of automorphisms of the directed graph G and GL (n, G) q the group of linear isometries of F n q , m (G) , that is,
The first thing we remark is that an automorphism φ ∈ Aut (G) induces an isometry T φ ∈ GL (n, G) q , acting on F n q by permutation of the coordinates: T φ ((x 1 , x 2 , ..., x n )) = x φ(1) , x φ(2) , ..., x φ(n) .
Given G = (V, E) and X ⊆ V, we denote by X G the set of all vertices that are dominated by elements of X. For simplicity, if X = {v}, we denote v G := {v} G . Given x ∈ F n q , the G-support of x is supp G (x) := {v i ∈ V : x i 0}. We consider now a linear map T : F n q → F n q determined by the images T (e i ) = n j=1 α i j e j of the usual basis β = {e 1 , ..., e n }, satisfying the two following conditions: (i) α ii 0 for every i ≤ n; (ii) α i j 0 implies that v j ∈ v i G . Considering the basis β, such a transformation T is defined by a matrix A = a i j n i,j=1
such that a ii 0 and for every j, v i ; a ij 0 ⊆ v j G . We say that such a matrix respects domination on (the graph) G. We denote T = T A to stress the relation between the matrix and the linear transformation. We denote N (G) := T A : A respects domination on G .
Lemma 8: Aut (G) and N (G) are subgroups of GL (n, G) q .
Lemma 9:
Proof: It is clear that Aut (G) ∩ N (G) = {Id}, so all is needed is to prove that N (G) is normal. This follows straightforward from the definition of the action of Aut (G).
We claim that actually GL (n, G) q = Aut (G) N (G). In order to prove it, we first need to prove some preliminary results. Considering the graph G = (V, E), let X ⊆ V be a non-empty subset. We say that v ∈ X is maximal in X if u ∈ X and u → v implies that v → u. A subset X ⊆ X is said to be a minimal set of generators (MSG) of X G if X G = X G (any element dominated by v ∈ X is dominated by some u ∈ X) and X is minimal with this property. A MSG is not unique, but it is easy to see that it contains only elements that are maximal in X.
Lemma 10: Let T ∈ GL (n, G) q . Given e i , there is
Proof: Given i, let T (e i ) = x 1 e 1 + · · · + x n e n . We define X := supp G (T (e i )) G and let X ⊆ X G be a MSG. Given
by setting a j,k(j) = −x k(j) x −1 j , a j j = 1 and a jk = 0 otherwise. The transformation S i = T A i is well defined and satisfies the desired conditions.
Lemma 11: Given T ∈ GL (n, G) q and e i 0 ∈ β, supp G T e i 0 G = v j 0 G , for some v j 0 ∈ V. Proof: Let X ⊆ V be such that T(e i ) = v j ∈X x j e j , with x j 0. Considering the fact that T is invertible and linear we get that v i 0 ∈ ∪ v j ∈X supp G T e j G , so there is v j 0 such that v i 0 ∈ supp G T e j 0 G . Considering the fact that T −1 is an isometry we can deduce that supp G T e i 0 G = 2016 IEEE International Symposium on Information Theory v j 0 G . The previous Lemma ensures there is a map φ T : V → V, where φ T (i) is defined to be a vertex such that
. This map is not necessarily unique, since φ T (i) may be exchanged by another vertex in the same clique. This amounts to the choice of a MSG made in the proof of Lemma 11 to determine the map S i . Considering the family S i , i = 1, 2, · · · , n, we get a well defined map S φ T :
Proposition 1: The map φ T is a graph automorphism and
Proof: It follows from Proposition 1 and the fact that
In the case the graph has no cliques, that is, in case G defines a partial order (poset), the so-called hierarchical posets play an exceptional role, since the corresponding metric is a very strong generalization of the Hamming metric: Kim and Oh showed [6] that hierarchical posets are the unique posets that admits the classical MacWilliams identity. Later, Machado et al [7] showed that many of the known properties of codes considering the Hamming metric are properties that holds if and only if the metric into consideration is an hierarchical poset metric. Many of those results in coding theory, originally proved for the usual Hamming metric, depends essentialy on the action of the group of linear isometries being transitive on spheres centered at 0. This is the case, for example, of the well known MacWilliams identity, as can be seen in [3] . It is obvious that, for any T ∈ GL (n, G) q and x ∈ F n q , w G (x) = w G (T (x)), and we shall look for sufficient conditions (on G) to imply that, whenever w G (x) = w G y , there is T such that T (x) = y.
Let G (V , E , L ) be the reduced canonical form of G (V, E). The set V can be decomposed in different levels V = V 1 ∪ · · · ∪ V h , where the union is disjoint an it is uniquely determined by the properties: (i) If u, v ∈ V i than u does no dominate v; (ii) If u ∈ V i , v ∈ V j and u → v then i > j; (iii) If u ∈ V i , i > 1, then there is v ∈ V i−1 such that u → v. We call this partition the level structure of the graph G . The reduced graph is said to be hierarchical if the next condition also holds: (iv) If u ∈ V i , i > 1 and v ∈ V i−1 , then u → v.
Proposition 2: Let G be a directed graph and G (V , E , L ) be its reduced canonical form. If G is hierarchical, then GL (n, G) q acts transitively on the spheres of F Proof: Given x ∈ F n q , let X be a MSG for supp G (x) G . Since G is hierarchical, all elements of X belong to the same level, let us say X ⊆ V k 0 . Then we find that
and the result follows from Proposition 1
As a particular case, if G is hierarchical and L : V → N is constant on each level V i , let us say assuming the value L (i), it follows that the action of GL (n, G) q is transitive on the spheres of F n q , M (G) . In this situation, we have that the packing radius R (C) of a linear code C is determined by its minimal distance d 1 (C) as follows:
Proposition 3: Let k 0 be the minimal level of V intersected by C: k 0 = min i; supp G (x) ∩ V i ∅, x ∈ C . Then,
where x ∈ F n q is a codeword with minimal L-weight and X is a MSG for supp G (x) G The minimum distance d G (C) and the packing radius R(C) of a code C are defined in exactly the same manner as in the Hamming case, just substituting the Hamming metric by the metric m (G). From Proposition 2 we get that, in the conditions of Proposition 3, R(C) = R(d G (C)). We remark that this situation, whether the packing radius is determined by the minimal distance, is unusual but very helpful, since even for codes of dimension 1, determining the packing radius is, in general, an NPhard problem (see [8, Section 4] ).
