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И УПРАВЛЕНИЯ ДИФФЕРЕНЦИАЛЬНЫМИ ВКЛЮЧЕНИЯМИ,
СОДЕРЖАЩИМИ СУБДИФФЕРЕНЦИАЛЫ1
Введение
В области Ω ⊂ Rn с достаточно гладкой границей Γ рассмотрим смешанную граничную
задачу
xt(t, η)−∆Lx(t, η) + a0(η)x(t, η) + β(x(t, η) − ψ(η)) ∋ (1)
∋ (Bu(t))(η) − (Cv(t))(η) + f(t, η) на Q = T × Ω,
α1x(t, σ) + α2∂x(t, σ)/∂n = 0 на Σ = Γ× (t0, ϑ)
с начальным условием
x(t0, η) = x0(η) при п. в. η ∈ Ω.
Здесь T = [t0, ϑ] , αj > 0 , α1 + α2 > 0 , ψ ∈ H
2(Ω) , f(·) ∈ L2(Q) , β — максимально
монотонный граф на R × R , 0 ∈ D(β) = {z ∈ R : β(z) < +∞} , ∂x/∂n — производная по
внешней нормали, ∆Lx =
∑n
i=0 ∂
2x/∂η2i — оператор Лапласа, (U, | · |U ) и (V, | · |V ) равномерно
выпуклые банаховы пространства, B ∈ L(U ;H) и C ∈ L(V ;H) — линейные непрерывные
операторы, H = L2(Ω) .
Включения (1) используются для описания процесса управления термостатом, параболиче-
ской задачи с препятствием, задачи Сигнорини и т. д. Интенсивное исследование параболиче-
ских включений, содержащих субдифференциалы выпуклых функций началось в семидесятые
годы прошлого века в значительной мере благодаря работам Х.Брезиса [1]. При этом основ-
ное внимание уделялось, как правило, вопросам существования и единственности решений, их
регулярности. В работах В.Барбу [2] для таких включений рассматривались задачи оптималь-
ного программного управления (принцип максимума). Им же был развит метод динамического
программирования [3]. Качественным вопросам управляемых субдифференциальных включе-
ний в банаховых пространствах посвящены работы А.А.Толстоногова [4].В данной заметке мы
хотим обратить внимание на тот факт, что для исследования трех довольно разных по своей
природе задач - задачи отслеживания эталонного движения, задачи игрового управления и за-
дачи динамического восстановления входа (задачи идентификации)- может быть использован
единый подход.
§ 1. Содержательная постановка задач
Приведем содержательную постановку обсуждаемых задач. Пусть фиксирована равномер-
ная сетка ∆ = {τi}
m
i=0 , τi = τi−1 + δ , τ0 = t0 , τm = ϑ на интервале T . Пусть решение
включения (1) x(·) = x(·; t0, x0, u(·), v(·)) зависит от изменяющегося во времени управления
u(·) ∈ L2(T ;U) и неизвестного возмущения v(·) ∈ L2(T ;V ) . Функция x(·) также неизвестна.
В моменты t ∈ T или τi ∈ ∆ фазовое состояние x(t) (в первом случае) или x(τi) (во втором
случае) измеряются с ошибкой. Результаты измерений — элементы ξh(t) ∈ H или ξhi ∈ H ,
i ∈ [0 : m− 1] — удовлетворяют неравенствам
|ξh(t)− x(t)|H 6 h (2)
или
|ξhi − x(τi)|H 6 h (3)
соответственно. Здесь h ∈ (0, 1) — величина информационной погрешности.
1Работа выполнена при частичной финансовой поддержке Российского фонда фундаментальных исследо-
ваний (грант 04-01-00059), Программы научно-исследовательских работ Президиума РАН №13 и Программы
поддержки ведущих научных школ России НШ 7581.2006.1.
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Задача отслеживания эталонного движения. Предполагается, что в правой части
включения (1) v = v(t) ≡ 0 , t ∈ T . Задано число ε > 0 . Имеется эталонное движение, кото-
рое описывается также включением вида (1), в котором, однако, C ≡ 0 , а u = u∗(t) . При этом
как функция u∗(·) , так и решение эталонного включения g(·) неизвестны. Известно лишь,
что u∗(t) ∈ D∗ при п.в. t ∈ T , где D∗ ⊂ U заданное ограниченное и замкнутое множество.
В моменты τi ∈ ∆ наряду с x(τi) измеряется (с ошибкой) состояние g(τi) . Результаты из-
мерений неточны. Требуется указать алгоритм формирования по принципу обратной связи
управления u = u(t) ∈ P , t ∈ T , такой, что траектория включения (1) останется при всех
t ∈ T в равномерной ε -окрестности эталонного движения.
Задача игрового управления. Пусть фиксированы P и Q — ограниченные и замкну-
тые множества из пространств U и V соответственно. Заданы непустое множество N ⊂ H и
число ε > 0 . Требуется указать алгоритм формирования по принципу обратной связи управ-
ления u = u(t) ∈ P , t ∈ T , включением (1) обладающий следующими свойствами. Како-
во бы ни было возмущение v(·) , v = v(t) ∈ Q , t ∈ T , расстояние от фазового состояния
x(t)=x(t; t0, x0, u(·), v(·)) в момент t=ϑ до множества N не должно превышать значения ε.
Задача динамической реконструкции входа (задача идентификации). Пусть в
правой части включения (1) управление равно нулю, то есть u = u(t) = 0 , t ∈ T . Требу-
ется построить динамический алгоритм, который позволяет восстановить неизвестный вход
(возмущение) v = v(·) в «реальном времени».
Для решения всех трех типов задач, описанных выше, может быть использован единый
подход, основанный на методе вспомогательных позиционно-управляемых моделей. При этом
зоконы выбора управлений в моделях основываются на тех или иных модификациях прин-
ципа экстремального сдвига Н.Н.Красовского [5]. Ниже приведена схема алгоритма решения
задачи динамической реконструкции [6,7]. Аналогичная схема может быть использована и для








uh(·) = u(·; ξh, wh)
wh(·)
- -
В соответствии с этой схемой вводится вспомогательная система (модель) M с траектори-
ей wh(t) и управлением uh(t) . Затем задача реконструкции заменяется задачей построения
алгоритма управления моделью по принципу обратной связи. При этом алгоритм управления
отождествляется с отображением U , выбираемым таким образом, что функция uh(·) «при-
ближает» в L2(T ;V ) неизвестное возмущение v(·) : u
h(t) = uhi = U(τi, ξ
h
i , w
h(t)), t ∈ δi , — в
первом случае, и uh(t) = U(t, ξh(t), wh(t)) , t ∈ T , — во втором.
§ 2. Алгоритм решения задачи реконструкции
Обратимся к задаче реконструкции. Считаем, что подлежащее определению возмущение
v(·) является элементом пространства L2(T ;V ) . Включение (1) может быть записано в виде
x˙(t) + ∂ϕ(x(t)) ∋ −Cv(t) + f(t), t ∈ T, (4)
где ϕ : H → R — некоторая выпуклая функция, вид которой может быть указан явно [2].
Решение (1), порожденное возмущением v(·) ∈ L2(T ;V ) обозначим символом
x(·) = x(·; t0, x0, v(·)) . Пусть модель M описывается соотношением
w˙h(t) + ∂ϕ(wh(t)) ∋ −Cuh(t) + f(t), t ∈ T, wh(t0) = x0. (5)
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В первом случае (когда верны неравенства (2)), управление в модели (4) определим по правилу
uh(t) = U(p(t)) ∈ V, t ∈ T, (6)




i=0, τi,h = τi−1,h + δ, τ0,h = t0, τmh,h = ϑ (7)
с диаметрами δ = δ(h) . Управление uh(·) в модели (4) при этом определим следующим
образом:
uh(t) = U(pi) ∈ V, t ∈ δi,h = [τi,h, τi+1,h), (8)
где pi = (τi,h, ξ
h
i , w
h(t)) (при t ∈ δi,h ).
Пусть v∗(·;x(·)) — элемент минимальной L2(T ;V ) -нормы из множества V∗(x(·)) всех
функций v(·) ∈ L2(T ;V ) , порождающих решение x(·) , т. е. v∗(·;x(·)) = argmin{|v(·)|L2(T ;V ) :
v(·) ∈ V∗(x(·))} , где V∗(x(·)) = {v˜(·) ∈ L2(T ;V ) : x(·) = x(·; t0, x0, v˜(·))} .
Задача динамической реконструкции состоит в конструировании стратегии управления по
принципу обратной связи U : T × H × H → V такой, что управление uh(·) , определяемое
согласно (6) или (8), обладает свойством uh(·)→ v∗(·;x(·)) в L2(T ;V ) при h→ 0 .
Опишем два алгоритма решения этой задачи. Сначала рассмотрим первый случай. Введем
функцию α(h) : (0, 1)→ R+ = {z ∈ R : z > 0} со свойствами
α(h)→ 0, h2/3α−1(h)→ 0 при h→ 0. (9)
Отображение U : T ×H ×H → V зададим по правилу
U(p(t)) = α−1(h)C∗(ξh(t)− wh(t)), (10)
где символ C∗ означает сопряженный оператор, а символ wh(·) — решение включения (5) с
управлением uh(·) , определенным согласно (6), (10).
Т е о р е м а 1. Пусть выполнено условие (9). Тогда закон управления U вида (6), (10)
решает задачу динамической реконструкции входа в первом случае.
Рассмотрим случай, когда выполняются неравенства (3), т.е. второй случай. Пусть фикси-
рованы разбиения ∆h , h ∈ (0, 1) , (7) и функция α(h) : (0, 1) → R
+ . Пусть также выполнено
следующее условие:
α(h)→ 0, δ(h)→ 0, δ(h)α−2(h)→ 0, h2δ−1(h)α−1(h)→ 0 при h→ 0. (11)




где wh(·) — решение включения (5), отвечающее управлению uh(·) , определенному соглас-
но (8), (12).
Т е о р е м а 2. Пусть выполнено условие (11). Тогда закон управления U вида (8), (12)
решает задачу динамической реконструкции входа во втором случае.
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§ 3. Алгоритм решения задачи отслеживания эталонного движения
Назовем (h,∆, g) -решеним xh∆,g(·; t∗, x∗,U , vt∗,ϑ(·)) , порожденным законом управления U
на разбиении ∆ , решение x(·) включения (1) (с начальным состоянием (t∗, x∗) ), отвечающее
кусочно-постоянному управлению u = uh(·) (формируемому по принципу обратной связи:
uh(t) = uhi ∈ U(pi) ∈ U , t ∈ [τi, τi+1) , i ∈ [0 : m − 1] , pi = (τi, ξ
h
i , g(τi)) , |ξ
h
i − x(τi)|H 6 h) и
возмущению vt∗,ϑ(·) ∈ Qt∗,ϑ(·) .
Задача отслеживания эталонного движения состоит в построении закона управления
U : T × H × H → P со следующими свойствами: каково бы ни было число ε > 0 , мож-
но указать (в явном виде) такие числа h∗ > 0 и δ∗ > 0 , что выполняется неравенство
supt∈T |x
h
∆,g(t, t0, x0,U) − g(t)|H 6 ε , каковы бы ни были измерения ξ
h
i со свойствами (3)
при h 6 h∗ и δ = δ(∆) 6 δ∗ .
Опишем процедуру формирования (h,∆, g) -решения xh∆,g(·; t0, x0,U) , отвечающего фик-
сированному разбиению ∆ и отображению U вида
U(t, x, g) = argmin{(x− g,Bu)H : u ∈ P}. (13)
На интервале [t0, τ1) возьмем произвольный элемент u
h
0 ∈ P . Под действием управления
u(t) = uh0 , t ∈ [t0, τ1) , реализуется (h,∆, g) -решение {x
h
∆,g(·; t0, x0, u
h
0 )}t0,τ1 . В момент t = τ1
определим uh1 из условия








∆,g(τ1)|H 6 h, |ψ
h
1 − g(τ1)|H 6 h.




1 )}τ1,τ2 . Пусть
(h,∆, g) -решение xh∆,g(·) определено на интервале [t0, τi] . В момент t = τi выберем








∆,g(τi)|H 6 h, |ψ
h
i − g(τi)|H 6 h.
В результате действия управления uh(t) = uhi , t ∈ [τi, τi+1) , i ∈ [0 : m− 1] (h,∆, g) -решение




i )}τi,τi+1 реализуется на интервале [τi, τi+1] . Описанная выше
процедура формирования (h,∆, g) -решения заканчивается в момент ϑ .
Т е о р е м а 3. Пусть D∗ = P . Тогда закон управления U : T ×H ×H → P , опреде-
ленная согласно (13), решает задачу отслеживания эталонного движения.
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