American Sign Language (ASL) uses a series of hand based gestures ("signs") as a replacement for words to allow the deaf to communicate. Previous work has shown that although it takes longer to make signs than to say the equivalent words, on average sentences can be completed in about the same time. This leaves unresolved, however, precisely why that should be the case. This paper reports a determination of the empirical entropy and redundancy in the set of handshapes (conformation of the hand) of ASL. In this context, the entropy refers to the average information content in a unit of data. It is found that the handshapes, as fundamental units of ASL, are less redundant than phonemes, the equivalent fundamental units of spoken English, and that their entropy is much closer to the maximum possible information content (achieved by equally likely handshapes). This explains why the slower signs can produce sentences in the same time as speaking -the low redundancy compensates for the slow rate of sign production. In addition to this precise quantification, this work is also novel in its approach towards quantifying an aspect of the ASL alphabet. Unlike spoken and written languages, frequency analysis of ASL is difficult due to the fact that every sign is composed of phonemes that are created through a combination of manual (hand) and a relatively large and imprecise set of bodily features. Focusing on handshapes as the ubiquitous and universal feature of all sign languages permits a precise quantitative analysis. As interest in visual electronic communication explodes within the deaf community, this work also paves the way for more precise automated sign recognition and synthesis.
Frequency of Occurrence and Information Entropy of American Sign Language

Introduction
American Sign Language (ASL) is a hand-based gestural language used primarily by about 2 million deaf and hard-of-hearing Americans [4] . Series of hand-based gestures ("signs") are used in ASL as replacement for words. Signs are composed of phonemes, which in turn are created through a combination of features such as the conformation of a hand, commonly known as a handshape, the movement of a hand or hands, and the location of the hands with respect to the body, and other non-manual physical actions such as smiling, shrugging, and nodding.
The handshape feature is of particular interest to researchers because of their ubiquitous nature in signed language: each sign includes at least one handshape. There is a discrete number of handshapes that are precisely defined in ASL. In contrast, other variables of signs such as palm orientation and hand movement are defined differently based on the analysis applied to ASL, i.e., one or more such variables may be defined as parts of a single feature or sometimes as individual features [1, 16] . Due to the ambiguity associated in defining these variables, in this study, we focus on handshapes as the universal feature of signed languages. For brevity, we henceforth refer to the set of handshapes as the ASL handshape alphabet.
In their seminal work in [6] , Bellugi and Fischer showed that although English words are spoken at a faster rate than ASL signs are produced, equivalent sentences in both languages take approximately the same amount of time to produce. In this work, we offer an explanation for this effect by quantifying the predictability and redundancy of the ASL handshape alphabet. To this end, we determine the average information content in bits, i.e., the entropy, of the set of ASL handshapes, and compare it with the entropy of the set of phonemes in the English language. The motivation for choosing the two sets comes from the fact that in both languages, the elements of these sets are the fundamental units of the respective languages [ref. for phonemes in English and ASL].
We compute the entropy of the ASL handshape alphabet by determining the empirical frequencies of the handshapes. While specific ASL studies have targeted the frequencies of certain classes of signs, to the best of our knowledge, empirical frequencies of handshapes have not been computed prior to this work. We use signed video logs and recorded conversations to obtain the empirical frequencies. Our analysis reveals that the empirical entropy for handshapes, in comparison to the entropy for phonemes in English [12] is much closer to its maximum possible entropy (achieved by an alphabet with equally likely letters), and that ASL handshapes are relatively less redundant than English phonemes. Our observations lead us to conclude that, as a universal feature of all signs, handshapes have lower redundancy to compensate for the slow rate of sign production.
Information Theory Concepts
In his paper "A Mathematical Theory of Communication", Claude Shannon defined entropy as a measure of the average information content of an information source [2] . A distinction between different sources of information, such as images, videos, audio, or text, can be made using the alphabet from which the source takes values. Thus, for example, the alphabet of images is a set of RGB (red, green, and blue) pixel values, while that for text is the alphabet of the language used. Noting that a deterministic source, i.e., an information source that presents the same letter of the alphabet at all times provides no information over time, Shannon modeled an information source as a random variable. For our purposes, a random variable X is quantified by a finite alphabet X from which it takes values x with probability (relative frequency of occurrence) p(x) such that the probabilities of all elements of the alphabet sum to one. Using this model, Shannon defined the information content (in units of bits) of each letter of the alphabet as H(x) = log 2 (1/p(x)) and thus, the entropy H(X) as the weighted sum of H(x) for all x in X, where the weight for each letter x is its probability p(x). Entropy defined in this way also quantifies the average uncertainty of an information source. Thus, among all sources taking exactly N values, a source whose alphabet consists of N equally likely letters has the most uncertainty about it and a maximum entropy of log 2 (N). On the other hand, a source with a distinctly biased alphabet is more predictable and has a lower average entropy relative to the maximum.
In his seminal paper on the entropy and predictability of the English language [3] , Shannon determined the empirical entropy of the English language for a 27-letter alphabet (with whitespace as the 27 th character). The empirical entropy is computed in the same way as the entropy except that the empirical frequencies of the letters are used in the place of the probabilities. Shannon defined the redundancy R as the difference from 1 of the ratio of the empirical entropy to the maximum entropy where the maximum entropy is obtained by assuming that all the letters of the alphabet are equally likely. This ratio quantifies the "maximum degree of compression" possible when the language is encoded to the same alphabet while, its difference from 1, i.e., the redundancy, quantifies the predictability of the language. For printed English, the redundancy has been shown to be in the neighborhood of 50%, indicating that nearly half of a text can be predicted when the remaining half is known. A very low value for redundancy indicates that a large number of letter combinations are allowed in the language whereas a very high redundancy indicates that the language is heavily constrained.
Spoken versus Signed Language
ASL, as a gestural language, differs significantly from English and, in fact, all spoken languages. ASL is transmitted by hand gestures and is received visually, while conversational English is transmitted by vocal cord vibrations and is received aurally. ASL is almost always used in person-to-person communication, and rarely written, as there is no single wellestablished or accepted system for writing in ASL. ASL is also word-based, in that there are no distinct "letters" -when signed, gestures are used to represent words or phrases, and spelling by letters, known as fingerspelling, is used only in special situations.
In linguistic terminology, a phoneme is the smallest structural unit capable of conveying a distinction in meaning [8] . For example, the /m/ in mat and /b/ in bat are phonemes. Phonemes in American Sign Language are the basic elements of gesture and location that are combined to create individual signs in ASL, and are generally considered to be linguistically identical to phonemes in written languages [6] . ASL phonemes are in general distinguished based on multiple features such as handshape, location of the sign on the body, palm orientation, movement of the hands, and non-manual features such as facial expression or head movement. Features such as movement and palm orientation may be considered indistinguishable depending on the linguistic analysis applied to ASL. Furthermore, these features are often difficult to study -for example, there are so many possible locations that it is not easy to establish frequencies of use for each location. Palm orientation has too few variations and is not always used in every sign. Movement has too many variations and does not appear in every sign. Finally, non-manual features are in general too hard to categorize and are also not used in every sign.
Handshapes are the only type of feature present in all signs. There are approximately 150 different handshapes, with about 41 phonemically distinct handshapes [11, 17] . Futhermore, handshapes are the only feature recognized by all major ASL linguistic analyses. For these reasons, we focus here on the set of handshapes as a collection of fundamental units of the language.
Materials and Methods
We compiled a list of handshapes using [1, 4, 10, 11, 17] . It has been estimated that there are about 45 different handshapes [16] . However, not all of these handshapes are phonemically distinct [1, 17] , as some handshapes are interchangeable and thus redundant. Of the 45 handshapes, 23 have a one-to-one correspondence with 23 distinct letters of the English alphabet. The handshapes for the remaining three letters, I, K, and D, are the same handshapes as those for J, P, and Z, respectively. In signed conversations, these letters are distinguished based on palm orientation and movement that we ignore for the purpose of this analysis. Furthermore, there are 10 distinct handshapes used to represent the digits 0 through 9. However, the handshapes representing the letters D, V, W, and F are the same as those for the numbers 1, 2, 6, and 9. In signed conversation, the distinction is made contextually and through the use of other sign features that we ignore for the purpose of this analysis. In addition to these 29 handshapes that have an alphanumeric correspondence, there are 16 handshapes used for signing. The complete set of handshapes is given by the following list. We note that in the list below the names for handshapes are not universal; in fact, some of the handshapes may have several names associated with them depending on the signs in which they are commonly used.
• A / 10: fist with thumb touching index finger We collected data using video logs (vlogs) from on-line sources such as YouTube.com deafvideo.tv, and deafread.com. Video logs have become very popular in the Deaf community, due to the rise of fast Flash-based video sites like YouTube.com and due to the fact that vlogs allow signers to communicate visually. Vlogs were selected for at least 30 seconds of continuous speech. In addition, we also used signed conversations that we recorded (videotaped) at the New Jersey School for the Deaf, Katzenbach Campus. To allow for diversity in conversations, and thus, a diversity in the use of handshapes, conversations of students of high school age or older and teachers at the Katzenbach Campus were videotaped over a period of two months during classroom discussions, class breaks, and lunch breaks.
The relative frequency of each handshape is computed by counting the number of times a handshape appears in the entire conversation or vlog. Thus, a sign can include many repetitions of a handshape and each such occurrence is counted. The relative frequency f(x) of a handshape x is obtained by dividing the total number of occurrences of tgat handshape by the total number of handshapes. The information in bits of each handshape is given by log 2 (1/f(x)), where f(x) is the relative frequency (empirical probability) of x. These individual handshape frequencies are calculated for the two sets of data. A plot of the handshape frequencies for the vlogs and the conversations is shown in Fig. 1 . For both sources, the information content of each handshape is shown in Fig. 2 .
The average entropy was calculated using (formula reference) and was found to be approximately 5.14 bits for vlogs and 5.01 bits for conversational signing. For comparison, the maximum possible entropy for handshapes is log 2 (45) = 5.49 bits. In contrast, the results in [12] indicate that the empirical entropy of phonemes is about 0.6-1.5 bits. Thus, we see that difference between the empirical entropy and the maximum entropy of the ASL handshape alphabet is within 0.5 bits. In contrast, the empirical entropy for English phonemes is about 3 to 3.5 bits lower than the maximum possible entropy.
Discussion
Our findings suggest that a slow rate of sign production in ASL may be compensated for, at least in part, by a low redundancy of handshapes. This offers an explanation for the effect that Bellugi and Fischer discovered in their comparison of English and ASL, i.e., that sentences can be produced at roughly the same rate as in spoken English, despite the relatively slow rate of signing [6] .
Entropy might be higher for handshapes than English phonemes because the visual channel is less noisy than the auditory channel. Environmental sounds might cause interference when visual effects might not. This interference might be common enough that English speech relies on redundancy of phonemes in order to correct errors introduced by this interference. By this logic, entropy might be higher in ASL handshapes because conversely the visual channel as used by sign language is inherently less noisy than the auditory channel as used by spoken language, and so error correction is less necessary.
Error correction in ASL might be accomplished not with handshape redundancy but by holding handshapes for longer periods of time. Difficulties in visual recognition of handshapes could be solved by holding or slowing the transition between those handshapes for longer amounts of time, while difficulties in auditory recognition of spoken phonemes cannot always be easily solved by speaking phonemes for longer amounts of time.
Other ASL features may provide more information for error correction or reducing redundancy even further. It is important to remember that handshapes are not actually phonemes, although we have compared handshapes to English phonemes. The phoneme set might be expanded greatly through the use of other sign features (location, palm orientation, movement, and non-manual features). These other sign features might also be redundant in their own frequencies or in their combination with handshapes. We suspect specifically that the combinations of handshapes and motions between the dominant and non-dominant hands are redundant to some degree, and that this might provide error correction where simple handshape frequency does not. Further analysis in terms of entropies for the other features and mutual information of concurrent handshapes may reveal such effects.
In addition to recorded signed conversations, we used video logs for our analysis. Video logs have enabled the Deaf community to participate in the new age of electronic communications. In contrast to the low rate transmission required of spoken communication via devices such as cellular phones, signed communications require higher bandwidth medium to facilitate video transmissions. In fact, the MobileASL group at the University of Washington is developing video compression schemes to enable real-time reliable signed communications for handheld devices over the wireless medium [21] . Our frequency and redundancy analysis in combination with additional analysis of related ASL features can result in the design of better encoders and decoders that achieve compression rates required for wireless transmissions. 
