One common purpose of research is to determine the effect of an intervention on an outcome. The gold standard for determining effects is a randomized control trial. A randomized control trial controls for unmeasured variables that may affect the outcome by randomly placing participants in either a treatment or control condition. This works well in cases in which participants can be randomized, but in many cases it is impossible to do so. For example, assigning people to psychological conditions, race, or gender is impossible. To address this, many people use a procedure called propensity score matching (PSM). One current method that is used for PSM is marginal mean weighting through stratification. This analysis is complicated to conduct and suffers from other disadvantages. To address these concerns, we propose a new method to conduct PSM called piecewise propensity score analysis (PPSA). PPSA is a method that can assist researchers in identifying causal effects when random assignment is not possible. Creating methods to accurately determine the effect of interventions is extremely important in educational research, psychological research, and behavioral and cognitive science research. PPSA is a method that can support researchers and practitioners in trying to understand human processes in order to improve them.
One of the most fundamental goals in the social sciences is to find cause-and-effect explanations for individual and group differences. Ever since Fisher (1935 Fisher ( /1971 enunciated the research design needed to ascertain a causal explanation, the classical true experiment has been the gold standard for research design in the social and natural sciences. Fisher theorized that randomly assigning subjects to experimental groups would produce groups that were equal in all respects at the beginning of the experiment. As a result, any differences that appeared at the end of a study would be solely because of differences in the groups' experiences during the study.
However, researchers in some branches of psychology rarely conduct true experiments. For example, in some areas of educational psychology, fewer than 2.5% of all published articles have been true experiments (Baumberger & Bangert, 1996; Parker, Jordan, Kirk, Aspiranti, & Bain, 2010) , and only 6.3% of articles in the Journal of Counseling & Development have been true experiments (Bangert & Baumberger, 2005) . Fisher-being a statistician interested in biology, genetics, and agriculture-created an experimental design that often is unobtainable in the social sciences, when the research participants frequently refuse random assignment, self-select for interventions, or leave a study. In addition, random assignment is sometimes not ethical. For example, survivors of sex abuse cannot be randomly assigned to treatment and control conditions. Furthermore, random assignment may not even be possible in the case of demographic information such as race, gender, or socioeconomic status. These complications can introduce threats to internal experimental validity, such as selection and attrition (Shadish, Cook, & Campbell, 2002) .
Therefore, many social scientists and methodologists are interested in designing studies that approximate the results of true experiments without all the necessary components for causal inference, such as random assignment, baseline equivalence, unambiguous temporal precedence, and so forth. Some methods of approximating the true experiment design include statistically controlling for covariates (e.g., with multiple regression or a partial correlation; see Thompson, 2006) and stratifying a sample so that analyses are conducted on sample members within the same strata, thereby reducing the impact of the stratified covariate (e.g., see Holahan & Sears, 1995 , which stratified sample members by gender to eliminate it as a confounding variable). However, a widely accepted method has been to match individuals with equal values on a small number of covariates so that groups in a study are precisely balanced on the measured covariates.
Yet methodologists (e.g., Nagengast, Marsh, Chiorri, & Hau, 2014) generally agree that these methods do not equalize groups as well as random assignment does in a true experiment. Moreover, these methods have drawbacks and/or unrealistic assumptions. For example, using analysis of covariance to control for differences on one preexisting variable has a limited ability to form truly equal groups, especially in regard to unobserved covariates (Morgan & Winship, 2007) . Using a statistical method to control for a covariate, for example, requires the assumption that all relevant covariates are included in the statistical model. Traditional matching methods have the disadvantage that they control only for the matched covariates, whereas random assignment theoretically controls for all possible covariates-even covariates that the researcher does not measure.
Logic of Propensity Score Analysis
Traditional propensity score analysis is based on the theories of causal inference from Rubin and his colleagues (e.g., Rubin & Rosenbaum, 1985) . Rubin realized that each covariate influenced a subject's probability of being assigned to a treatment or control group, which led to the conclusion that instead of matching participants in different groups on the basis of their vector of scores on a series of covariates, it was only necessary to match them on their predicted probability of being assigned to the treatment group. This predicted probability was labeled the propensity score, which is defined as
where p(x) is defined as the conditional probability that a person will be assigned to the treatment group, T is the treatment condition, and X ϭ x is a realized set of covariate scores. Traditionally, propensity scores are calculated through a variety of methods from an existing data set after the treatment has been administered. However, there is no theoretical obstacle for calculating propensity scores at any stage of the research process. Many researchers use logistic regression or discriminant analysis to estimate probabilities for each subject in their sample (D'Agostino, 1998) .
After calculating the propensity scores, a researcher must match subjects from the treatment and control groups to one another. Matching is an important step in propensity score analysis in order to ensure that the propensity score matching worked and that subjects truly are balanced on all covariates. A variety of matching methods have been proposed in the propensity score literature, including stratification matching (Rosenbaum & Rubin, 1983) , caliper matching (Raynor, 1983) , nearest neighbor matching (Arya, Mount, Netanyahu, Silverman, & Wu, 1998) , and Mahalanobis metric matching (Rubin, 1980) . If matching has been successful, the average treatment effect is unbiased, meaning that assignment to the treatment T is statistically independent of the outcomes of the treatment-Y(0) and Y(1)-given the person's probability of being assigned to the treatment group, or p(x). Thus, a mean treatment effect can be estimated after balancing groups on their propensity scores.
Propensity Score Analysis for Additional Ordered Groups
The outline of propensity score modeling works well for two groups, such as an experimental group and a control group. However, problems develop when attempting to use propensity score analysis with three or more groups. Foremost among these problems is the fact that the number of propensity scores for each person will always be equal to k -1, where k is the number of groups (Guo & Fraser, 2010 ). Yet the purpose of propensity score analysis is to collapse a vector of covariates into a single score; when there are two or more propensity scores, the researcher has the same problem that he or she did at the beginning of the study-too many covariates.
The leading method of handling multiple categories is marginal mean weighting through stratification (MMW-S). Introduced by Hong (2010 Hong ( , 2012 Hong & Hong, 2009 ), MMW-S solves the problem of multiple propensity scores per subject by relying on the proportional odds model, which is defined (Agresti, 2007, pp. 180 -182) as
In this model, the same logistic regression model (␤ x ) can be applied to any pair of adjacent groups which only differ by a constant (␣ k ) separated by threshold j. Because groups differ only in the proportional odds model by a constant, any propensity scores derived from this model will produce the same rank order for subjects. Therefore, the existence of more than one propensity score is irrelevant, and researchers can analyze their data using any propensity score (Hong, 2010) .
Education researchers have successfully used MMW-S to investigate the following:
• the influence of instructional grouping strategies for kindergarteners' reading instruction (Hong & Hong, 2009 );
• the effectiveness of instructional strategies for kindergarten children who are learning English as a second language (Hong, 2012) ;
• the impact of advanced placement (AP) on high school students' college admission test scores (Warne, Larsen, Anderson, & Odasso, 2015) ;
• the effect of openness during inquiry instruction on 15-year-old students' attitudes toward science (Jiang & McComas, 2015) ; and
• the impact of working part time on high school students' academic motivation and achievement (Nagengast et al., 2014) .
In all of these studies, researchers controlled for many covariatessometimes dozens-in order to reduce preexisting differences between subject groups. Although these researchers recognize that their efforts fall short of the strength of evidence that a randomized control trial would provide, propensity score matching permits far better estimates of treatment impacts than quasi-experiments or traditional matching methods. For example, Warne et al. (2015) controlled for over 70 covariates in order to estimate the impact of the AP program on high school academic achievement. Controlling for these covariates reduced the apparent impact of the program on each dependent variable by at least 50% (Warne, 2017) . In this example, propensity score matching prevented the authors from overstating, by at least a factor of two, the impact of the AP program.
Our Proposed Solution: Piecewise Propensity Score Analysis
Our proposed solution to the problem of three or more ordinal groups producing multiple propensity scores is a procedure called piecewise propensity score analysis (PPSA). This method takes advantage of the ordered nature of categories to produce an estimated treatment effect for each pair of adjacent groups, which can then be combined to determine the overall impact on the dependent variable of the treatment. The PPSA procedure involves three main steps:
1. The researcher finds a propensity score for each pair of adjacent groups while temporarily eliminating members of any other groups. For example, in a situation in which the independent variable has three ordinal groups, the researcher should find a propensity score for members of the lowest two groups while ignoring the members of the highest group. Then researchers would find a propensity score for members of the two highest groups while ignoring the lowest group.
2. The researcher then performs an ordinary propensity score analysis on each pair of groups using their corresponding propensity scores.
3. An effect size is calculated by finding the differences between pairs of groups and then standardizing these differences by dividing by the dependent variable's pooled standard deviation for all groups. This creates a series of k -1 effect sizes analogous to Cohen's d, which can then be linked together in a piecewise manner to model the impact of a subject moving across the continuum of ordinal categories.
PPSA builds upon the strengths and known properties of two-group propensity score matching and expands it to an application of an ordinal-level independent grouping variable. In theory, if a series of k groups are ordinal in nature, the propensity scores can be modeled as a sequence of k -1 propensity scores. PPSA takes advantage of this sequential nature of ordinal groups: Instead of creating a complex model that estimates each sample member's probability of membership in every group, it is only necessary to model a propensity score for each sample member's group and for adjacent groups. With a set of k -1 propensity scores, the impact of the treatment across each pair of adjacent groups can be estimated as an effect size or treatment effect. These k -1 effects can then be summed to form an overall estimate of the treatment across the entire sample.
The hypothesis of this study is that if PPSA is a viable method, it will have fewer statistical assumptions than MMW-S. Most important, PPSA does not assume that all ␤ values are constant across categories, as MMW-S does; PPSA would permit ␤ values to vary across the entire parameter space. This would allow the researcher to investigate interactions between an ordinal grouping variable and covariatessomething not possible in MMW-S. Additionally, MMW-S has no developed procedure for conducting a sensitivity analysis (Nagengast et al., 2014; Warne et al., 2015) , which is an important procedure in two-group propensity score analysis that helps researchers determine the potential maximum impact of an unobserved covariate (Guo & Fraser, 2010) . However, because PPSA investigates two groups at a time, it enables a sensitivity analysis. A summary of the advantages and disadvantages of PPSA when compared with MMW-S are included in Table 1 .
In the remaining sections of this article, the performance of PPSA and MMW-S are compared as measured by mean square error when applied to a population data set distributed as a proportional odds model under the following circumstances:
• ␤ values do not vary across treatment groups (i.e., a correctly specified MMW-S model).
• ␤ values vary across treatment groups (i.e., an incorrectly specified MMW-S model, also a correctly specified PPSA model).
Additionally, the following conditions and their effect on mean square error are considered in this simulation study:
• misspecification because of omitted main effects in estimation of the propensity scores; Note. PPSA ϭ piecewise propensity score analysis; MMW-S ϭ marginal mean weighting through stratification; MSE ϭ mean square error.
• change in treatment and control group proportions within each group;
• change in the strength of relationship between a covariate and the outcome variable;
• use of different methods of estimation (simple mean difference, grouping based on categorical cutoff points for covariates, linear regression, stratifying based on propensity score, and using propensity score as a covariate in weighted regression; Murnane & Willett, 2010) ; and
• change in sample size (N ϭ 1,000, N ϭ 5,000, N ϭ 10,000, N ϭ 21,753). The 1,000, 5,000, and 10,000 sample sizes were chosen to investigate the differences between methods across a wide variety of sample sizes. The 21,753 sample size was chosen because it matched the real-world data set from Warne et al. (2015) .
Method
The PSM approach consists of a logistic regression predicting group membership using a number of covariates as independent variables. For simplicity, four covariates were simulated with low correlations to group membership. The correlations mimic what has been observed in reality with educational data (Warne et al., 2015) .
A correlation table from a known data set (Warne et al., 2015) was used in order to replicate a realistic data set as closely as possible. Four of the variables in this data set were dummy-coded dichotomous group membership variables, four were continuous covariates, and one was a continuous outcome variable. To simulate these data, the continuous variables were simulated first from a multivariate normal distribution using only the continuous variable cells in the correlation matrix. Then, the proportions of each group were determined using the correlation between dichotomous variables. Once the proportions had been determined, the two data sets were combined, randomly assigning each continuous case with a group membership case, ensuring that the continuous variable correlations were accurate among themselves and the dichotomous variable correlations were accurate within themselves. Subsequently, a brute force correlation difference minimization algorithm was implemented. This method iteratively assigned each continuous case to a group, according to which group placement minimized the sum of the absolute value of the correlation differences between ideal and actual. Once the algorithm had placed each case in a group, the correlation differences were computed, ensuring that the method had successfully recovered the initial correlation matrix. This procedure is an improvement over other methods used to simulate data sets with both continuous and categorical variables, which have resulted in larger disparities between the proposed correlation matrix and the correlation produced by the simulation (Tannenbaum, Holford, Lee, Peck, & Mould, 2006) .
Using these data, a 3 ϫ 5 ϫ 4 study was conducted comparing MMW-S and PPSA across three conditions, five analysis methods, and four sample sizes (1,000, 5,000, 10,000, and 21,753). The four groups to be compared were simulated from a real-world data set and correspond to the following groups of high school students: (a) those who passed an AP exam, (b) those who took an AP class but failed the exam, (c) those who took an AP class but did not take the test, and (d) those who did not take an AP class. Each cell was simulated 1,000 times. The data were simulated and analyzed in python using the numpy, statsmodel, and scipy packages (see Supplemental Appendix). The analysis methods include:
1. Simple mean difference (calculate by subtracting the mean of the control group from the mean of the treatment group) 2. Linear regression (calculate by running a regression on the outcome variable between two groups using the four continuous covariates as predictors and average the group scores)
Simple stratification
• Dichotomize each covariate by splitting each one on the median for the covariate.
• Group each row of data by their corresponding group membership for all four covariates (16 groups total). • Subtract the control group outcome variable from the treatment group outcome variable within each group.
Propensity stratification
• Use logistic regression to predict group membership using the four covariates.
• Stratify each row of data into deciles based on the propensity score.
• Within each decile, subtract the control group outcome variable from the treatment group outcome variable. • Average the differences across all deciles to get a final effect size.
Weighted regression
• Use logistic regression to predict group membership.
• Use the weighted inverse of the propensity score as a weight in a weighted regression predicting the outcome variable.
Results
To validate that the data simulation technique was accurate, the difference between the correlation matrix used to simulate the data and the correlation matrix obtained from the simulated data was calculated. The difference in each cell had to be less than 10% error unless the value was less than 0.1, in which case another value less than 0.1 would be sufficient. The original correlation matrix was replicated with this simulation technique.
Two of the simulation manipulations were (a) to change the group proportions within the group membership values, and (b) to change the covariate strength of a continuous covariate. Neither of these conditions had an effect on the calculated mean square error, and thus will not be discussed further.
The data were analyzed using the five methods discussed in the Method section. To increase the sophistication of the propensity score matching approach, the stratification results for which there was imbalance among the covariates were thrown out. Theoretically, this would improve the weighted regression and the propensity stratification methods. However, no meaningful changes were seen in the results, so results from all cases were reported.
To narrow the focus of the results, each variation in the simulation was analyzed using multiple regression to identify those most predictive of bias and mean square error. Eliminating a covariate was of about the same magnitude as allowing the betas to be averaged across group comparisons instead of allowing them to vary, but as this is not the focus of this article, it will not be discussed in the results.
The preliminary results are displayed in Figure 1 . As sample size increased, all the methods reduced the mean square error, which is to be expected. Linear regression and simple mean difference were consistently more effective than the other methods. The weighted regression was consistently inferior to the other methods. Propen-sity stratification and simple stratification showed about average effectiveness when compared with other methods. However, the differences between methods were quite small (average mean square error across methods ϭ 0.01, average difference between methods ϭ 0.00287), meaning the methods had been basically equivalent. The difference in mean square error for all methods was less than 0.015 within each sample size, and within 0.03 across sample sizes.
Eliminating the cases in which the covariates were not balanced within each stratum for the stratification methods was attempted, as a practitioner often will check covariate balance between groups and make adjustments accordingly (Austin, 2009 ). However, the methods gave very similar results (average difference ϭ 0.002), so all of the data were used instead of only those from the methods in which the covariates were balanced.
Next, the results are presented that compared (a) averaging the betas across group conditions in the logistic regression (MMW-S), and (b) allowing the betas to vary across group conditions for each group comparison (PPSA). As represented in Figure 2 , averaging betas produced results that were counterintuitive, as it was not expected that averaging betas across group (MMW-S) conditions to lower the mean square error. However, the differences that were found were small (average ϭ 0.0057).
These results suggest that the specific method used is not as important in determining results as other research has found (Bloom, Michalopoulos, & Hill, 2005; Steiner, Cook, Shadish, & Clark, 2010) . Some differences were found based on sample size and propensity score analysis method, as well as in whether the betas in the logistic regression were averaged (MMW-S) or allowed to vary across conditions (PPSA). However, the differences among them were very small.
Discussion
In the study described in this article, the PPSA procedure was proposed and then tested to estimate the causal impact of a nonrandomly assigned independent variable on a dependent variable. Although the procedure was not entirely without merit, the PPSA did not outperform competing methods, such as MMW-S, in any condition. However, sample size was an important determinant of the mean square error of estimates, with (as expected) smaller samples having more error. Among the five analysis methods tested, there were very few differences in mean square error, though the weighted regression analysis method did underperform the others. All of these findings held in a real-world scenario based on data from an actual study (Warne et al., 2015) .
Having taken the original inspiration for PPSA from another quantitative procedure, piecewise growth modeling, another branch of quantitative methods can be used to explain the reason PPSA did not outperform traditional methods. In classical test theory, every observed score is a combination of true score and error. These error scores are theoretically uncorrelated with true scores and have a mean of zero. Therefore, the most accurate estimate of a true score will be the mean of a set of observed scores because averaging these observed scores will cancel out the error from the constituent observed scores (Crocker & Algina, 2008) . The overall averaging that occurs in MMW-S is completely absent from the PPSA procedure, thus giving the random error within each segment of the PPSA procedure fewer opportunities to cancel out across parameter estimates.
Why would an article be devoted to a failed idea? There are two reasons for this. The first is to help future researchers avoid wasting time on a proposed method that is inferior to existing methods of estimating causal impact. If any other researchers use the same logic that was used to propose PPSA, it is advised that they not waste their time developing a method that is now seen as deeply flawed. Second, in the psychological and medical sciences increased numbers of researchers are becoming aware of the magnitude of seriousness of publication bias. Although publication bias has been a concern for many years, evidence now shows that the publication bias is so strong for some topics that meta-analytic results may be sufficiently inflated for the true effects to be zero (e.g., Vadillo, Hardwicke, & Shanks, 2016) . Therefore, hiding failed ideas in a "file drawer" (Rosenthal, 1979, p. 638) would distort the literature and hinder scientific knowledge.
Several limitations exist in any study of this type. For example, extremely small sizes were not included in this analysis. An additional limitation was that the particular choice of correlation structure, although realistic, does not reflect all possible values that could be used, and thus these results may not apply to all possibilities. Also, MMW-S and PPSA were not examined under all possible situations; thus, both methods could be advantageous under situations beyond the scope of this article. A comparison between averaging betas in logistic regression or allowing the betas in logistic regression to vary across two methods: propensity stratification and weighted regression. These results are counterintuitive because it is not expected that not averaging the betas would reduce the mean square error.
Because data were simulated from a multivariate normal distribution, assumptions have been made that the data are normally distributed with linear relationships between variables. The simulation method is further limited if the real data set includes nonnormal data with curvilinear relationships between variables, despite being able to recover the specified covariance matrix.
Conclusion
Although the logic behind the proposed PPSA method was justifiable, the results of the Monte Carlo registration show that the new method does not outperform existing practices. Using traditional methods to average beta parameter estimates is fully supported in this simulation study, and the practice should continue. These results show that increasing sample size is effective in reducing error-as would be expected on the basis of frequentist statistical theory. For readers interested in practical guidelines, group stratification, linear regression, simple mean difference, or propensity stratification methods are recommended for simulating causal inference. These procedures are discussed at length in Chapter 12 of Murnane and Willett (2010) . Although they are not as internally valid as the Fisherian randomized control trial, with a properly specified model they can be effective in approximating its results (Steiner et al., 2010) . In situations when randomized control trials are difficult-or impossible-the use of these methods are encouraged to learn more about the causal impact of psychological interventions.
Although PPSA did not outperform MMW-S, future research is encouraged in this area. MMW-S is difficult and complex to conduct, so other statisticians and quantitative researchers should continue to search for additional viable methods as alternatives to MMW-S. MMW-S makes theoretical sense, and if a modified version of it could outperform the traditional methodology, this hypothetical version would have pedagogical and intuitive appeal to researchers and students.
