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INTRODUCTION 
The symmetric primal form of linear programming is as follows. 
n 
maximize 1 VjXj 
I I j=I 
subject to 
i= I,2 ,..., m, 
Jci 2 0, j = 1, 2 )..., n. 
The dual form is as follows. 
D,(z): 
I” minimize 1 z z17ri 
I 
subject to 
“i 3 0, i = 1, 2 ,..., m. 
(2) 
(3) 
(4) 
(5) 
(6) 
There are certain well-known relationships between P,(z) and D,(z). 
The purpose of this note is to show how these relationships can be established 
using dynamic programming. 
Dreyfus and Freimer [l] use a dynamic programming approach to the 
duality theorem. However this is heuristic because it makes differentiability 
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assumptions which are not examined. In addition, the cases of infeasibilitl 
and unboundedness are not examined. 
In tackling this problem use is made of “supremum” and “infimum,” 
which reduce to the usual “maximum” and “minimum” when finite optima 
exist. This facilitates the analysis and makes the derivation of the full theorem 
fairly simple once the central optimization equivalence of the primal and 
dual problems has been established in one form. 
It is to be noted that the proof requires no special attention to degenerac! 
conditions which can complicate normal proofs. 
Having established the duality theorem it is possible to provide equivalent 
mixed forms of the primal and dual problems. These provide the possibility 
of obtaining a variety of equivalent linear programming forms. 
DYNAMIC PROGRAMMING FORMULATION 
Using Bellman [l] we have the following formulation. 
P&): 
k>l 
f&z) = zf {Q-Y +L(z - .++J), 
/ 
where 
aB is the column (all, , up, ,..., a,&, 
fk(z) is the supremum value of 1 u+xj 
j=l 
(7) 
(8) 
subject to 
iaipi<zi, i= 1,2 ,..., m, (9) 
j=l 
xj p ‘0 , j = 1, 2 ,..., k. (10) 
It is important to notice that in expression (7) we only constrain x to 
be nonnegative. The reason for this is that if any x gives rise to infeasibilities 
at later stages, this will be reflected in the value of the function fkpl(*). 
We similarly define F,(z) for &(z). 
We need to consider k = 0 separately. 
For general functions g(t) defined over a region R, if R is infeasible we put 
inf {g(t)} = co, 
toR 
sup {g(t)} = - aJ 
tsR 
(11) 
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and wherever one of the results (11) arise we equate this with R being 
infeasible. 
For k = 0, we have the primal problem as follows. 
f&4 = 0 if xi > 0, i = 1, 2,..., m 
If Pa(z) is infeasible, then 
f&4 = -03 
For the dual problem we have the following. 
(12) 
(13) 
(14) 
We easily see that fO(z) = F,,(z). 
DUALITY THEOREM. 
(4 f/c(z) = F,(z), h 2 0 (15) 
(/3) Pk(z) feasible, D,(z) infeasibh e fk(z) = co, k > 1 (16) 
Dk(z) feasible, Pk(z) infeasible sFk(z) = -CO, k > 1 (17) 
(y) Pk(z) feasible, D,(z) feasible e xt*(vk - xk*ak) = 0, 1 < t < k, (18) 
where xt*, xk* are the optimum values of the variables {xt} for Pk(z) and 
optimum solutions for D,(z), respectivelJ1. 
A similar result applies when the dual and primal roles are reversed. 
The central part of the theorem is part (a) and is true irrespective of 
feasibility and boundedness considerations. The rest follows very easily 
from this. 
It will be seen that by putting k = n, we have the normal statement 
of the theorem, if we put t == R in (18). 
We first of all establish a lemma. 
LEMMA. Let 4(x, x) be concave in finite dimensional vectors x and convex 
in $nite dimensional vectors n over nonempty convex spaces X, 17, respectively, 
and let 4(x, n) be continuous over X x Z-. Then 
inf sup {4(x, rr)} = sup inf {4(x, x)>. 
nsrl xex rox non 
(19) 
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Proof. In general we have 
inf sup {4(x, x)) >s sup inf {4(x, x)}. 
nsrl XEX XGX men 
(20) 
Let S, T be feasible bounded closed convex subsets of X, 17, respectively. 
Then (see Stoer and Witzgall [2]) 
(21) 
JET XES 
Also, 
sup inf {4(x, n)> < sup inf {4(x, z)]. 
XPS nsT XEX XET 
(23) 
Hence, combining (21), (22), and (23) we have 
inf sup {4(x, n)} < sup inf (4(x, n)}. 
xen xcs XEX XET 
(24) 
Then from (24) we have 
inf sup {#J(x, x)} = inf sup sup {+(x, x)> 
nd7 xsx nsn .sgx xes 
< sup inf inf{$(x, n)} 
XPX EI7neT 
= sup inf {f#~(x, TC)}. 
xcx nsn 
(25) 
Inequalities (20) and (25) establish the lemma. 
Note that this lemma requires no boundedness constraints on 4(x, x) 
nor on X, 17. 
Proof of Theorem. Part (a) of the theorem has been established as true 
for k = 0. Let us now assume that part (a) of the theorem is true for k - 1, 
k - 2,..., 0. We have four cases to consider. 
Case A. P&) and D&) feasible. 
Case B. s(z) feasible, &(z) infeasible. 
Case C. PJz) infeasible, Pk(z) feasible. 
Case D. P&z), &(z) infeasible. 
In what follows we will drop suffixes from xk and TC~ for convenience. 
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= sup inf {xz + x(vk - xak)} 
t&o nsrr,-, 
= inf sup {zEz + x(Vk - zak)} 
nor&-~ r>o 
= inf sup {&(z, x, x)}. 
nEq-1 r>o 
(26) 
(27) 
(28) 
(using the lemma) (29) 
(30) 
sup {&(z, x, x)} is given by x = CO, 
320 
and hence 
inf {&(z, x, x)} = CL). 
xm,-,-I& 
(32) 
We can, therefore ignore x E II,+, - Klk and 
If E, = {Z E IIk such that vk = xak , then 
= min{ inf (x * z>; inf {X * z>l 
TTSEk LEL+Ek 
= inf (7~ * Z} = Fk(z) (35) 
ncrr, 
and part (a) of the theorem is true for k. 
409lsr 13-14 
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Case B. Expression (28) is valid and II,-, is feasible. Since Ilk is in- 
feasible, the only feasible x satisfy q~ > x . a, . Using the lemma we see that 
=CC 
= inf (x . z} = Fk(z) by convention 
nol7k 
(36) 
and part (a) of the theorem is true for k. 
Care C. We simply interchange the roles of the problems Pk(z), I&(Z) 
to produce 
F&) = inf {x * z} = --cc = fk(z) by convention 
¶&I~ 
(37) 
and part (a) of the theorem is true for k. 
Case D. This is excluded. 
We have thus shown in each of the three meaningful Cases A, B, C that 
and part (a) of the theorem is true for k. 
Part (fi) comes directly from the previous analysis of Cases B and C. 
Hence parts (a) and (6) of the theorem are true for all k > 1, since part 
(a) of the theorem is true for k = 0. 
Let us now consider part (y) of the theorem, which relates only to Case A. 
In Case A there will exist finite optimum solutions x* and x* and from 
expression (29) we obtain 
Hence, unless 71~ = =*ay , we would have x = 0. 
Now, with k >, 2, referring to expressions (26), (27), (28), (29), and (38), 
we see that if x* is optimum for I&(z) it is also optimum for Dkpl(z - x*ak). 
Repeating the argument we see that x* will be optimum for all residual 
duals when modifications to the constraint vector z have been made in the 
light of decisions up to that stage. Hence unless, for 1 < t < k, T+ = x*a, , 
we have xt* = 0. (This can also easily be seen from expression (43) of the 
next section in a more direct manner.) 
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Thus part (r) of the theorem is established for k 3 1. 
The main theorem is now complete. Note that when both optimum 
solutions are finite we may replace “sup” and “inf” by “max” and “min,” 
respectively. 
THE MIXED PRIMAL DUAL FORM 
Let us now restrict ourselves to Case A. 
Let Xk,,+,(z) be the set of (xk, xk-r ,..., x,+J, for which Pk(z) has a 
feasible solution. 
We may then extend expression (28) to 
X(z) = sup inf rr * Z + 5 q(Vt - ‘x * at)/. 
Z&O nml, I t=s+1 
k>t>s+l 
By a similar argument to that of the earlier text, we also have 
jk(Z)=hh sup Ilr.z+ i Xt(7+- x - at> (41) 
8 X&O t=s+1 
k>t>s+l 
= inf {Vk,S(x)}. (42) 
rd, 
By a further similar argument to that of the earlier text, we see that 
I 
k 
fk(z) = jE;; suP x -z + 1 xt(q - 9-c * at) (43) 
X20 t=s+1 
Jc>t>s+1 
Now from (42) we have, for x E 17,: 
x . z + f X& - x - 4 d vk,y(4p V{%> 3 0. (44) 
ks+l 
We thus have a mixed primal dual form, viz 
inf (V> (45) nssl, 
subject to 
97 . z + i %(Vt - 5~ . at) < V, V{x,}30, k>t>s+l. (46) 
t=s+1 
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Let us suppose that M is an upper bound for the feasible values of 
k 
x:t=s+l xt given z. Then we require 
x . z + M(v, - x . at) < P,,(7r), Vk>t>s+l (47) 
Tt . z < rr,s(Tc) (48) 
Since any vector [x,], k > t > s + 1 can be put in the form 
[q] = ho0 + $ h,S,M, A,+ i i&=1, hj 3 0, % (49) 
f=s+l t=s+1 
where 0 is a (k - S) dimensional zero vector and 6, is a (k - s) dimensional 
vector with unity in the position corresponding to t and zeros elsewhere, 
we see that a necessary and sufficient condition for (44) to hold is that (47) 
and (48) hold. 
The equivalent problem now becomes 
inf {L’} 
reIIl, 
subject to 
x(2 - Ma,) + Mvt < V, k>t>s+l (51) 
7t * z < 17. (52) 
This problem has k + 1 inequalities, in addition to ZT~ 3 0, i = 1, 2,..., m, 
whereas D,(z) has only k inequalities in addition to ri 3 0, i = 1, 2,..., m. 
A similar treatment for expression (40) gives an equivalent problem: 
“zY>! v-1 (53) 
k>f>s+1 
subject to 
tg+l .q(7.1~ - xat) + x - 2 2 bv V’sr E II, . (54) 
The analogous formulation to (50), (51), and (52) is 
sup V-1 
ZC*>O 
k>f>Sfl 
(55) 
subject to 
where (rrr} are a finite set of generators of the convex set II, . 
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In the special case of s = 0, (48), (49), and (50) become 
inf{ V} 
subject to 
~(2 - Ma,) + Mv, < V, 
x*z<v 
xi > 0, 
and (53), (54) become 
sup{ V> 
subject to 
g1 +Jt - kt) f-h t lf’, 
i xtvt > v 
t=1 
xt 3 0, 
(57) 
K>t>l (58) 
i= 
i 
(59) 
1 , 2 ) . . . ) m, (60) 
(61) 
: 1, 2 ,...) ??I. (62) 
(63) 
k>t>l, (64) 
where L is an upper bound for the feasible values of cam=1 vi . 
Expressions (45), (46) give a form of mixed primal dual. Expressions 
(53), (54), and (55), (56) give a further form of mixed primal dual. These 
are not symmetrical expressions. If we reverse the role of the primal and 
the duals we obtain symmetrical analogs of (45), (46) and of (53), (54). 
The expressions (45), (46), and (53), (54), and (55), (56) and their sym- 
metrical analogs, do not raise much hope of computational aids. 
Expressions (50), (51), and (52) and their symmetrical analogs provide 
new formulations where advantages may arise because of the new coefficients 
involved, particularly since there is some freedom in the choice of M and L. 
Although (57), (58), (59), (60), and (61), (62), (63), (64) are symmetric 
forms, they are not the duals of each other, thus giving rise to further 
possibilities by taking the duals of these. 
When AZ, L ---f co, we obtain the original primal and dual problems. 
It will, of course, be true that for the optimal solutions, inequalities 
(52), (59), and (63) will become equalities, and that (50), (51), and (52) 
reduce to &(z), (57), (58), (59), and (60) reduce to &(z) and (61), (62), 
(63), and (64) reduce to Pk(z). Nevertheless these representations of the 
problems are different and will have different computational aspects. 
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