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Теоретические проблемы обработки и распознавания 
образов и речи 
УДК 519.683:681.3 
М.И. Шлезингер 
Распознавание образов как реализация определенного подкласса процессов  
мышления 
Представлен обзор исследований проблемы распознавания образов, выполненных в течение последнего двадцатилетия в 
Международном научно-учебном центре информационных технологий и систем с момента его основания. Это – исследования 
на стыке классической проблемы распознавания и проблемы совместимости системы ограничений, известной как Constraint 
Satisfaction Problem. Система понятий, задач и алгоритмов на стыке этих направлений формализует определенный тип 
мыслительных процессов, осознанно или неосознанно выполняемых человеком или другими живыми существами. 
Подано огляд досліджень проблеми розпізнавання образів, виконаних протягом останнього двадцятиріччя у Міжнародному 
науково-навчальному центрі інформаційних технологій та систем з дня його заснування. Це – дослідження на перетині 
класичної проблеми розпізнавання і проблеми несуперечності системи обмежень, відомої як Constraint Satisfaction Problem. 
Система понять, задач і алгоритмів на перетині цих напрямів формалізує певний тип процесів мислення, що свідомо чи 
несвідомо виконує людина або інші живі істоти.  
 
Введение. Исследования, проведенные в Меж-
дународном научно-учебном центре информа-
ционных технологий и систем за последние 
два десятилетия, находятся на стыке двух на-
учных направлений, существовавших до обо-
зреваемого периода независимо друг от друга. 
Первое направление состоит в формулировке 
задач распознавания и их решении на основе 
порождающих моделей множества распознава-
емых сигналов. Основополагающие идеи этого 
направления сформулированы в работах В.А. Ко-
валевского и Т.К. Винцюка [1–6] 1967–1987 
годов. Второе направление составляют иссле-
дования проблемы совместимости системы ог-
раничений, известной как Constraint Satisfac-
tion Problem [7]. На стыке этих двух направле-
ний сформировалась новая система понятий, 
задач и алгоритмов, которая образует одну из 
парадигм машинного образного мышления. 
Вычисление и мышление как две различ-
ные схемы решения задач 
Будем различать мыслительные и вычисли-
тельные процессы на основе различия между 
двумя форматами представления задачи для ее 
решения на искусственно созданном устрой-
стве. Для решения задачи на вычислительном 
устройстве ее следует представить в виде тройки 
, ,X Y f  , где X  и Y  – множества исходных 
данных и, соответственно, результатов реше-
ния, а YXf :  – алгоритм вычисления ре-
зультата Yxf )(  для исходных данных .Xx  
В указанной тройке отсутствует то, что в обы-
денной практике понимается как условие зада-
чи, подлежащей решению. Дополним тройку 
 fYX ,,  функцией : {0,1}X Y   , форма-
лизующей понятие условия задач и для каждой 
пары YyXx  ,  указывающей, является ли y 
правильным решением при исходных данных 
x. Если на вход вычислительного устройства 
поступает не только тройка  fYX ,, , но и ус-
ловие  задачи, вычислительное устройство 
приобретает возможность самоконтроля полу-
чаемых результатов, что в свою очередь по-
зволяет смягчить требования к алгоритму f. 
Последний может иметь эвристический харак-
тер, т.е. гарантировать решение задачи не для 
любых исходных данных, а только для некото-
рого, трудно распознаваемого подмножества. 
Самоконтроль : {0,1}X Y    позволяет блоки-
ровать подачу на выход ошибочного решения. 
Мыслительное устройство решает задачу не 
на основании тройки  fYX ,, , а на основании 
тройки , , : {0,1}X Y X Y     , где   – усло-
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вие задачи. В отличие от вычисления, состоя-
щего в получении решения * *= ( )y f x  для дан-
ных x с помощью известного алгоритма f, 
мышление состоит в том, что для заданного x 
и условия : {0,1}X Y    выполняется поиск 
решения *y , такого, что * *( , ) = 1x y . Теорети-
ческий анализ процессов мышления основан 
на фундаментальных понятиях теории распо-
знавания совместимости или противоречиво-
сти системы ограничений [7]. Применение 
этой теории к задачам распознавания образов, 
особенно, к распознаванию изображений, ока-
залось плодотворным как для практики ма-
шинного зрения, так и для самой науки о со-
вместимости ограничений. В практике машин-
ного зрения произошел прорыв в таких тради-
ционно трудных задачах, как стереозрение и 
текстурная сегментация [8–13]. Вместе с тем, 
соприкосновение математической теории со-
вместимости ограничений с практическими 
задачами машинного зрения привело к суще-
ственному расширению математической про-
блематики этой науки. Прежде всего это рас-
ширение состояло в задании той или иной 
функции качества на множестве решений сис-
темы ограничений [14–18]. Задача в этом слу-
чае заключается в поиске не произвольного 
решения системы ограничений, а наилучшего 
решения, оптимизирующего заданную функ-
цию качества. Следующий этап обобщения со-
стоит в том, что для заданной системы ограни-
чений и функции качества на множестве ее 
решений требуется найти не единственное ее 
решение, пусть и наилучшее, а заданное коли-
чество наилучших решений [19]. 
Таким образом, на стыке проблем распозна-
вания совместимости ограничений и распозна-
вания образов сформировалось новое направ-
ление в моделировании определенного класса 
мыслительных процессов. Размеры журналь-
ной публикации, конечно, не достаточны для 
исчерпывающего обзора того мощного потока 
исследований во всем мире, которые сыграли 
ключевую роль в формировании этого направ-
ления. Учитывая юбилейный характер данного 
выпуска журнала, статья показывает лишь 
вклад МНУЦИТиС в процесс его становления. 
Определение основных понятий 
Пусть T  и K  – два конечных множества, 
элементы которых назовем объектами и мет-
ками. Cтруктурой множества T  назовем неко-
торое подмножество T T   пар ),( ji  объ-
ектов Ti , Tj . Для любого подмножества 
TS   обозначим SK  множество всех возмож-
ных отображений вида KS  .  
Пусть KTx :  – функция, называемая 
разметкой. Значение разметки KTx :  для 
объекта Ti  обозначим ix , а ее сужение на 
подмножество TS   обозначим Sx . В случае, 
когда требуется подчеркнуть, что RPS = , 
 =RP , сужение x  на S  будет записано не 
в виде P Rx  , а в виде пары ( , )RPx x . Сужение 
x  на },{ ji  обозначим ),( ji xx . 
Пусть ),,( W  – коммутативное полуколь-
цо и для каждой пары ( , )i j   определена 
функция φ :ij K K W  . 
Определение 1. Исходные данные (,)-за-
дачи разметки – это пятерка  
 = , , ( , , ), , (φ | ( , ) ) ,ijT K W i j        (1) 
а решение (,)-задачи – значение  
 *
( , )
= φ ( , )ij i j
T i jx K
w x x W

 

 (2) 
 и разметка * ,Tx K  такая, что 
 * * *,
( , ) ( , )
φ ( , ) = φ ( , ) = ,ij i j i j i j
Ti j i jx K
x x x x w
 
  
 
 (3) 
если таковая существует.   
Задача (1–3), сформулированная на полу-
кольце ),({0,1},  , соответствует классиче-
ской задаче распознавания совместимости ог-
раничений [7]. Задача распознавания совмес-
тимости размытых ограничений [20] есть зада-
ча (1–3), сформулированная на полукольце 
)min,max,(W , где W  – некоторое упорядочен-
ное множество. Оптимизационная задача раз-
метки [14–18] – это задача (1–3), сформулиро-
ванная на полукольце ),min,( W , где   – лю-
бая операция, образующая с операцией min  по-
лукольцо на упорядоченном множестве W . В 
дальнейшем используем обозначения (, )-за-
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дача или (max,min)-задача, или (min,+)-задача 
в зависимости от того, в каком полукольце эта 
задача сформулирована, или обозначение 
),(  -задача, если она сформулирована в про-
извольном, но заданном полукольце. 
Задачи разметки на ациклических струк-
турах 
Множество T  вместе со структурой   вто-
рого порядка образуют неориентированный 
граф, множеством вершин которого является 
T , а вершины Ti  и Tj  соединены ребром 
тогда и только тогда, когда ij . Структуру 
  множества T  назовем ациклической, если 
пара ( , )T   образует связный граф, не содер-
жащий циклов. Для этого случая, с чисто тех-
ническими целями видоизменим выражение 
(2) для искомого решения ),(  -задачи, вклю-
чив в него сомножители, каждый из которых 
зависит только от одной переменной. Выраже-
ние (2) в этом случае приобретает вид 
 * = φ ( ) φ ( , ) .i i ij i j
T i T ijx K
w x x x W
 
        (4) 
Ациклическая задача (4) эффективно реша-
ется в общем виде для любого полукольца 
),,( W , и это решение состоит в последова-
тельном исключении объектов из T  посред-
ством следующей процедуры динамического 
программирования [18, 21]. Выбирают объект 
Tl , для которого существует один и только 
один объект Tm , такой, что { , }m l  . Для 
выбранного объекта l  определяют множество 
}{\=* lTT , структуру * = \{{ , }}m l   и функ-
ции ψ :i K W , *Ti , так, что  
 
ψ ( ) = φ ( ) [φ ( , ) φ ( )]
и ψ ( ) = φ ( ) .
m m ml l
y K
i i
x x x y y
x x для i m

 

  (5) 
Результатом исключения объекта Tl  яв-
ляется ),(  -задача вычисления значения  
*
* * *
= ψ ( ) φ ( , ) ,i i ij i j
T i T ijx K
u x x x W
 
         (6) 
совпадающего с искомым решением (4) исход-
ной задачи, так как  
* = φ ( ) φ ( , ) =i i ij i j
T i T ijx K
w x x x
 
       

*
* *
= φ ( ) φ ( , )
φ ( ) φ ( , ) =
l l ml m l
xT lx K
i i ij i j
i T ij
x x x
K
x x x

 
 

  
 
 

 
* * *
= φ ( ) φ ( , )
φ ( ) φ ( , ) =
i i ij i j
ijT i Tx K
l l ml m l
xl
x x x
x x x
K

 
     
  


 
*
*
* *
= ψ ( ) φ ( , ) = .
T
i i ij i j
iji Tx K
x x x u

       
Как видно из (5), исключение одного объек-
та имеет сложность 2|| K -кратного выполне-
ния операций   и  , а решение ),(  -задачи 
в целом – сложность )|||(| 2KT  -кратного вы-
полнения этих операций.  
Множество ),(  -задач на ациклических 
структурах допускает единообразное решение 
с помощью общего алгоритма, который за 
время порядка )|||(| 2KT   решает задачу для 
любых заданных функций ij и любого задан-
ного полукольца ),(  . Для задач на произ-
вольных структурах это единообразие уже не 
наблюдается: задачи на разных полукольцах 
решаются различными, хотя в чем-то и сход-
ными алгоритмами. 
Разрешимые подклассы ),(  -задач 
Языки полиномиально разрешимых под-
классов (, )-задач [22]. Ради упрощения ви-
да формул и без потери общности положим, 
что структура   состоит из всех возможных 
пар Tji , , ji  , и при этом φ ( , ) =ij k k   
= φ ( , )ji k k . В таком случае исходные данные 
),(  -задачи можно представить не в виде пя-
терки (1), а более лаконично – в виде тройки  
 = , , ( : {0,1} | , ) .ijT K K K i j T        (7) 
Собственно ),(  -задача заключается в вы-
числении значения  
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 *
,
= φ ( , ) {0,1}ij i j
T i j Tx K
w x x

  , (8) 
и, если 1=*w , отыскании разметки KTx :* , 
такой, что * *( , ) = 1ij i jx x  для всех TjTi  , . В 
дальнейшем рассмотрим произвольные, но фик-
сированные множества T  и K  и поэтому, как 
правило, они не будут упоминаться. Кроме того, 
не будет указываться формат функций ij , если 
это ясно из контекста. Так, выражение (7) будет 
кратко представлено в виде = ( :ij K K     
{0,1}| , )i j T   или еще короче = ( | , )ij i j T   . 
Множество задач, сформулированных в фор-
мате (7, 8), образует NP -полный класс. Поли-
номиально разрешимые подклассы этого класса 
формируют путем ограничений класcа функций 
φij  в исходных данных задачи (7). В теории 
распознавания совместимости ограничений это 
сужение выполняют на основе математических 
понятий [22], которые сформулируем на адек-
ватном для данной статьи уровне общности. 
Пусть : {0,1}K K    – функция двух пе-
ременных, а p  – двухместный оператор вида 
KKK   или трехместный оператор вида 
KKKK  . 
Определение 2. Функция : {0,1}K K    
называется инвариантом двухместногo опера-
тора KKKp : , а оператор p  – полимор-
физмом функции  , если для любых двух пар 
Kxx ,  и Kyy ,  справедлива импликация 
( , ) ( , ) ( ( , ), ( , ))x x y y p x y p x y      . 
Функция : {0,1}K K    называется инва-
риантом трехместного оператора :p K K   
K K  , а оператор p – полиморфизмом функ-
ции  , если для любых трех пар Kxx , , 
Kyy ,  и Kzz ,  справедлива импликация 
( , ) ( , ) ( , ) ( ( , , ), ( , , )).x x y y z z p x y z p x y z          
Определение 3. Пусть   – подмножество 
функций вида : {0,1}K K   , называемое 
языком задач. Задача (7, 8) формулируется в 
языке  , если ij   для всех Tji , .   
Определение 4. Ассоциативный, коммутатив-
ный, идемпотентный оператор :p K K K 
называется оператором полурешетки на мно-
жестве K . 
Оператор KKKKp :  называется мажо-
ритарным, если для любых Kyx ,  выполняет-
ся равенство ( , , ) = ( , , ) =p x x y p x y x  ( , , ) = .p y x x x  
Оператор KKKKp :  называется опера-
тором Мальцева, если для любых Kyx ,  вы-
полняется равенство ( , , ) = ( , , ) .p x x y p y x x y   
В следующей теореме сформулирован оп-
ределенный подкласс полиномиально разре-
шимых ),(  -задач [22].  
Теорема 1. Пусть   – язык задач, для кото-
рого выполняется по крайней мере одно из 
следующих трех условий: 
 существует по крайней мере один опера-
тор полурешетки, относительно которого ин-
вариантны все функции из  ; 
 существует по крайней мере один мажо-
ритарный оператор, относительно которого 
инвариантны все функции из  ; 
 существует по крайней мере один опера-
тор Мальцева, относительно которого инвари-
антны все функции из  . 
В таком случае множество ),(  -задач, 
формулируемых в этом языке, образует поли-
номиально разрешимый подкласс.  
В следующем подразделе сформулируем 
другой полиномиально разрешимый подкласс 
),(  -задач. Он пересекается с подклассом 
задач, сформулированным в Теореме 1, но не 
является его подмножеством: сформулирован-
ный далее полиномиально разрешимый под-
класс содержит в себе и задачи, не входящие в 
приведенный подкласс. Идейную основу этого 
подкласса составляет понятие согласованных 
),(  -задач, первоначально сформулирован-
ное в работах [16, 17] и отшлифованное в мно-
гочисленных исследованиях, обзор которых 
представлен в [7]. 
Согласованные ),(  -задачи и процеду-
ры вычеркивания 
Определение 5. Задача = (φ :ij K K    
{0,1}| , )i j T   называется пустой, если 
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φ ( , ) = 0ij i jx x  для любых двух объектов 
Tji ,  и любых двух меток , jix x K .  
Определение 6. Задачи = (φ | , )ij i j T   и 
* *= (φ | , )ij i j T    эквивалентны,  если 
*
, ,
φ ( , ) = φ ( , )i j i ji
T Ti j i j
ij jx x x x    для любой раз-
метки TKx .  
Определение 7. Задача = (φ :ij K K    
{0,1} | , )i j T   называется согласованной, 
если 
φ ( , ) = φ ( , )
[φ ( , ) φ ( , )]
i j i j
i l l j
xl
ij ij
il lj
x x x x
x x x x
K

 
  
для любых трех объектов Tlji ,,  и любых 
двух меток Kxx ji , .  
Для любой ),(  -задачи   существует со-
гласованный эквивалент * , называемый яд-
ром задачи  , которое строят путем много-
кратного выполнения операции, называемой 
вычеркиванием. Один акт вычеркивания со-
стоит в поиске трех объектов Tlji ,,  и двух 
меток Kxx ji , , нарушающих согласован-
ность задачи, т.е. таких, что φ ( , ) = 1i jij x x , а 
[φ ( , ) φ ( , )] = 0i l l j
xl
il ljx x x xK

 . Если такие трой-
ка Tlji ,,  и пара Kxx ji ,  найдены, то 
прежнее значение φ ( , ) = 1i jij x x  заменяют но-
вым значением φ ( , ) = 0i jij x x . Замена значения 
φ ( , )i jij x x  называется вычеркиванием четверки 
),,,( ji xxji . После конечного количества вы-
черкиваний этот процесс завершается получе-
нием пустого или непустого ядра исходной за-
дачи. Очевидно, что пустота ядра задачи – 
достаточное, но не необходимое условие ее 
противоречивости, и, аналогично, непустота 
ядра – необходимое, но не достаточное усло-
вие совместимости условий задачи. Однако на 
определенном подклассе задач эти условия не-
обходимы и достаточны. Этот подкласс фор-
мулируется на основании понятий, близких к 
рассмотренным в предыдущем подразделе, но 
все же отличающихся от них.  
Пусть для каждого i  T определен оператор 
KKKKpi : . 
Определение 8. Задачу = (φ :ij K K    
 {0,1}| , )i j T  назовем инвариантной отно-
сительно совокупности )|(= TipP i   мажори-
тарных операторов, если для любых двух объ-
ектов Tji ,  и любых трех пар Kxx , , 
Kyy , , Kzz ,  меток справедлива импли-
кация 
 
φ ( , ) φ ( , ) φ ( , )
φ ( ( , , ), ( , , )).
ij ij ij
ij ji
x x y y z z
p x y z p x y z
    
     
Пусть для каждого i  T определен оператор 
KKKpi : . 
Определение 9. Задачу = (φ :ij K K    
{0,1}| , )i j T   назовем инвариантной отно-
сительно совокупности = ( | )iP p i T  операто-
ров, образующих полурешетку, если для любых 
двух объектов Tji ,  и любых двух пар 
Kxx , , Kyy ,  меток справедлива имплика-
ция φ ( , ) φ ( , ) φ ( ( , ), ( , ))ij ij jij ix x y y p x y p x y     .  
Определения 8 и 9 расширяют понятия по-
лиморфизмов и инвариантов, принятые в тео-
рии ),(  -задач и сформулированные в Опре-
делении 2. В теории ),(  -задач полагают, что 
оператор )|(= TipP i   однороден на множе-
стве T  в том смысле, что его компоненты pi не 
зависят от Ti . В соответствии с Определе-
ниями 8 и 9 каждому i  T соответствует свой 
оператор pi и в этом смысле оператор 
)|(= TipP i   может быть неоднородным. 
Везде в дальнейшем будем говорить, что для 
задачи   существует подходящий полиморфизм, 
если существует совокупность )|(= TipP i   ма-
жоритарных операторов, относительно которой 
задача   инвариантна, или если существует со-
вокупность операторов, образующих полурешет-
ку, относительно которой эта задача инвариантна. 
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Теорема 2. Пусть для задачи = (φ :ij K   
{0,1}| , )K i j T    существует подходящий 
полиморфизм. В таком случае условия задачи 
  противоречивы тогда и только тогда, когда 
ядро * *= (φ : {0,1}| , )ij K K i j T     этой за-
дачи пустое.  
Теорема доказывается сравнительно легко 
для случая, когда компонентами pi подходяще-
го полиморфизма )|(= TipP i   являются опера-
торы, образующие на множестве K  полурешет-
ку. Доказательство теоремы несколько сложнее 
для случая, когда подходящий для задачи поли-
морфизм составлен из мажоритарных операто-
ров. Справедливость теоремы для этого случая 
следует из результатов, описанных в [23] и отно-
сящихся к решению (max, min)-задач. 
Из теоремы 2 следует простой алгоритм про-
верки совместимости условий в задачах с под-
ходящим полиморфизмом. Проверка совмес-
тимости в этом случае сводится к построению 
ядра  исходной задачи   и проверке, что по-
лученное ядро  не пустое. Как видно, этот ал-
горитм можно реализовать, даже не зная под-
ходящий оператор P , относительно которого 
инвариантна решаемая задача. Достаточно лишь 
гарантии, что такой оператор существует. По-
этому указанный алгоритм непосредственно 
применим, если такая априорная гарантия сле-
дует, например, из специфики ее прикладного 
содержания. Если же такой гарантии нет, то 
предлагаемый алгоритм следует дополнить 
средствами самоконтроля с целью блокирова-
ния ошибочного решения задач, для которых 
подходящий полиморфизм отсутствует. 
Алгоритм решения (,)-задач с само-
контролем 
Определение 10. Сечением ),(  -задачи 
= (φ | , )ij i j T   по подмножеству TS  и 
разметке KSx :*  называется задача 
* *= (φ | , )ij i j T  , такая, что *φ ( , ) = 0i jij x x , ес-
ли Si  и *ii xx  , и *φ ( , ) = φ ( , )i j i jij ijx x x x  для 
всех прочих Tji , , Kxx ji , .   
Как видно из Определения 10, сечением за-
дачи   по пустому подмножеству является 
сама задача  . Из Определения 10 следует 
также справедливость леммы. 
Лемма 1. Если сечение задачи по некото-
рому непустому подмножеству TS   и раз-
метке KSx :*  имеет непустое ядро, то 
* *
,
φ ( , ) = 1i j
i j S
ij x x
 .   
Примем для удобства, что },{1,2,= nT  , и 
определим семейство вложенных друг в друга 
подмножеств TSr  , },{0,1,2, nr  , таких, 
что =0S , }{= 1 rSS rr   и TSn = . В силу 
свойств задач, для которых существует подхо-
дящий полиморфизм (см. Теорему 2), справед-
лива также лемма.  
Лемма 2. Пусть = (φ :ij K K   {0,1}| ,i  
)j T  – задача, для которой существует под-
ходящий полиморфизм. Пусть для некоторого 
},{2, nr   существует разметка 1 1:r rx S K   , 
такая, что сечение   по подмножеству 1rS   и 
разметке 1rx   имеет непустое ядро. В таком слу-
чае существует метка rx K , такая, что сечение 
задачи   по подмножеству 1= { }r rS S r   и 
разметке 1= ( , )r r rx x x  тоже имеет непустое 
ядро.   
Сформулируем алгоритм, который для 
),(  -задачи   строит либо последователь-
ность *( | = 0,1, , )r r n   задач и последова-
тельность *( | = 1,2 , )rx r n  меток, либо те или 
иные начальные участки этих последователь-
ностей. Этот алгоритм определен для любой 
),(  -задачи, а не только для задач, обладаю-
щих тем или иным полиморфизмом. Далее бу-
дем ссылаться на этот алгоритм как на ),(  -
алгоритм с самоконтролем.  
Алгоритм начинает работу с построения яд-
ра *0  исходной задачи  . Если ядро *0  пус-
тое, то алгоритм прекращает работу и сообща-
ет, что 
,
φ ( , ) = 0ij i j
T i j TKx
x x

  , т.е. решает, что 
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условия исходной задачи   противоречивы. 
Это решение правильно независимо от нали-
чия или отсутствия какого-либо полиморфизма 
для решаемой задачи. 
Если к началу r -го шага, 1r , построена 
непустая согласованная задача * 1r , то на r -м 
шаге выполняется поиск метки *rx K , такой, 
что сечение задачи * 1r  по объекту r и метке 
*
rx  имеет непустое ядро *r . Если такая метка 
найдена, то задача *r  объявляется результа-
том r-го шага и алгоритм переходит к следую-
щему шагу. Если для исходной задачи   су-
ществует подходящий полиморфизм, то в силу 
Леммы 2 искомая метка *rx  гарантированно 
будет найдена. Если для задачи   такой по-
лиморфизм отсутствует, то искомая метка *rx  
может существовать, а может и не существо-
вать. В последнем случае алгоритм сообщает 
об отказе от решения задачи. Существенно, 
что этот отказ возможен только в том случае, 
когда для исходной задачи отсутствует подхо-
дящий полиморфизм. 
Если на протяжении всех n  шагов алгоритм 
не сообщил об отказе от решения задачи, то 
результатом его работы будет разметка 
*( | = 1,2, , )rx r n . В силу Леммы 1 для этой раз-
метки выполняется равенство * *
,
φ ( , ) = 1i j
Si j
ij x x . 
Это значит, что разметка *( | = 1,2, , )rx r n  яв-
ляется решением задачи  , и этот факт не за-
висит от наличия или отсутствия подходящего 
полиморфизма для решаемой задачи. 
Таким образом, сформулированный алго-
ритм определен на множестве всех возможных 
),(  -задач, которое образует NP-полный класс 
проблем. В области своего определения алго-
ритм самостоятельно выделяет область своей 
компетентности – подмножество задач, от ре-
шения которых он не отказывается. Область 
компетентности алгоритма содержит в себе все 
задачи, для которых существует подходящий 
полиморфизм. Алгоритм обеспечивает безоши-
бочное решение всех этих и многих других за-
дач, уклоняясь при этом от ответа на трудный 
вопрос о существовании или отсутствии подхо-
дящего полиморфизма для каждой решаемой 
задачи. 
Разрешимые подклассы ),min(  -задач 
Субмодулярные ),min(  -задачи. Пусть для 
каждой пары объектов Tji ,  определена функ-
ция φij  вида K K , а не вида {0,1}K K  , 
как в (, )-задаче.  
Определение 11.  Исходными  данными 
),min(  -задачи является тройка  
= , , ( : | , ) ,ijT K K K i j T        
а собственно задача заключается в вычислении 
,
φ ( , )min ij i jTx K i j T
x x
 
  и 
,
argmin φ ( , ).ij i j
T i j Tx K
x x

   
В указанном формате можно выразить 
любую (,)-задачу и поэтому множество 
(min,+)-задач образует NP-трудный класс про-
блем. Известно, что полиномиально разреши-
мый подкласс (min,+)-задач образуют так на-
зываемые субмодулярные (min,+)-задачи [24]. 
Определим это понятие в несколько более об-
щем виде, чем общепринятое определение. 
Пусть для каждого объекта Ti  задана нуме-
рация Ki :α  меток и = ( | )iA i T   – со-
вокупность этих нумераций.  
Определение 12. Задача = (φ :ij K K    
| , )i j T   называется субмодулярной отно-
сительно совокупности = ( | )iA i T   нумера-
ций, если для любых двух объектов Tji ,  и лю-
бых четырех меток Kyxyx jjii ,,,, , таких, что 
( ) < ( )i i i ix y   и ( ) < ( )j j j jx y  , справедливо 
неравенство φ ( , ) φ ( , )i j i jij ijx y y x  φ ( , )i jij x x   
φ ( , )i jij y x . 
Задача   называется субмодулярной, если 
существует совокупность = ( | )iA i T   нуме-
раций, относительно которой задача субмоду-
лярна.  
Отметим, что субмодулярность задачи – это 
достаточно трудно распознаваемое свойство, в 
то время, как сравнительно просто проверить 
ее субмодулярность относительно заданной 
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совокупности нумераций. Общепринятое оп-
ределение субмодулярности задачи является 
таким частным случаем Определения 12, когда 
нумерация i  не зависит от i , т.е. когда для 
всех объектов определена одна и та же нуме-
рация. 
Существенный прорыв в теории ),min(  -за-
дач и практике распознавания изображений 
осуществлен в [30–32], где показано, что суб-
модулярные ),min(  -задачи сводятся к задачам 
о минимальном сечении графов или, что то же 
самое, о максимальном потоке в графах. Одна-
ко для преобразования конкретной ),min(  -за-
дачи в соответствующую ей задачу о мини-
мальном сечении графа недостаточно гаранти-
ровать ее субмодулярность, а необходимо знать 
еще ту конкретную упорядоченность меток, от-
носительно которой задача субмодулярна. По-
этому этот подход оказался плодотворным пре-
жде всего в задачах стереозрения и сегментации 
изображений, в которых упорядоченность непо-
средственно вытекает из прикладного содержа-
ния этих задач. Если эта упорядоченность ап-
риори не известна, то применение указанного 
подхода становится проблематичным. 
В следующем подразделе описан подход к 
решению субмодулярных ),min(  -задач, по-
добный подходу к решению ),(  -задач, опи-
санному в подразделе об алгоритме решения 
таких задач с самоконтролем. Cформулиро-
ванный далее алгоритм определен на множе-
стве всех возможных ),min(  -задач, а не толь-
ко субмодулярных. В этой области определе-
ния алгоритм самостоятельно обозначает об-
ласть своей компетентности – подмножество 
задач, от решения которых он не отказывается. 
В эту область входят все субмодулярные зада-
чи, и алгоритм решает все эти задачи, минуя 
проверку субмодулярности каждой из них. Ос-
новные идеи описанного далее подхода сфор-
мулированы в [16, 17], а затем развиты в много-
численных последующих исследованиях [25–
27], в частности, выполненных по Государст-
венной программе «Образный компьютер» [28, 
29]. 
Эквивалентные и тривиальные (min,+)-за-
дачи 
Определение 13. Задачи = (φ | , )ij i j T   и 
* *= (φ | , )ij i j T    эквивалентны,  если 
*
, ,
φ ( , ) = φ ( , )i j i j
T T
ij
i j i j
ij x x x x
 
   для любой раз-
метки TKx .   
Определим число 
,
( ) = φ ( , )min, ij i jxi j T i j
Pot x x
y K
   
для каждой ),min(  -задачи   и назовем его 
потенциалом задачи. Очевидно, что  
, ,
φ ( , ) φ ( , )min min, ij i j ij i jTx x Ki j T i j Ti j
x x x x
y K  
  , 
однако для некоторых задач это неравенство 
обращается в равенство. 
Определение 14. Задачу = ( | , )ij i j T     
назовем тривиальной, если  
 
, ,
φ ( , ) = φ ( , ).min min, ij i j ij i jTx x Ki j T i j Ti j
x x x x
y K      
Очевидно, что распознавание тривиальности 
),min(  -задачи = (φ | , )ij i j T   сводится к рас-
познаванию непротиворечивости ),(  -задачи 
= (ψ | , ),ij i j T   такой, что ψ ( , ) = 1i jij x x , 
если 
,
φ ( , ) = φ ( , )mini j
u v K
ij ijx x u v
, и ψ ( , ) = 0i jij x x  в 
противном случае. Полученную ),(  -задачу   
назовем бинаризованным представлением 
),min(  -задачи  . 
Базовая идея описываемого подхода к ре-
шению ),min(  -задач состоит в поиске триви-
ального эквивалента исходной задачи, если 
такой тривиальный эквивалент вообще суще-
ствует. Следующие три теоремы указывают 
реализацию этой идеи.  
Теорема 3. Пусть 0  – ),min(  -задача, 
)( 0Z  – множество ),min(  -задач, эквивалент-
ных 0 . Если для задачи 0  существует триви-
альный эквивалент, то любая задача * , такая, 
что *
0(
( ) = ( )max )ZPot Pot    – тривиальна.  
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Теорема доказана в [28]. В этой же работе 
показано, что поиск задачи *  сводится к мак-
симизации вогнутой функции от 2|||| TK   пе-
ременных и относится к проблематике выпук-
лой оптимизации. 
Теорема 4. Для любой субмодулярной за-
дачи существует тривиальный эквивалент.   
Наиболее простое доказательство этой тео-
ремы приведено в работе [33]. 
Теорема 5. Если ),min(  -задача субмоду-
лярна, то ее бинаризованное представление 
обладает подходящим полиморфизмом.  
Доказательство этой теоремы не трудное, но 
громоздкое и здесь не приводится. Укажем 
только без доказательства один из возможных 
полиморфизмов, существование которого ут-
верждает теорема. Коль скоро ),min(  -задача 
субмодулярная, то существует совокупность 
= (α : | )iA K i T   нумераций меток, удов-
летворяющая Определению 12 субмодулярно-
сти. Искомый полиморфизм = ( :iP p K K   
| )K i T   составлен из операторов ip , таких, 
что xyxpi =),( , если ( ) ( )i ix x  , и yyxpi =),( , 
если ( ) ( )i ix x   . Каждый из этих операторов 
идемпотентен, ассоциативен и коммутативен, 
т.е. образует полурешетку на множестве K . 
Указанная совокупность )|(= TipP i   являет-
ся полиморфизмом бинаризованного представ-
ления любой субмодулярной задачи.  
Теоремы 3, 4 и 5 позволяют более опреде-
ленно сформулировать предложенный подход 
к решению субмодулярных ),( min -задач на ос-
нове их эквивалентных преобразований. Сфор-
мулируем алгоритм, который назовем ),min(  -
алгоритмом с самоконтролем. Алгоритм со-
стоит из двух этапов. На первом этапе входная 
задача   преобразуется в эквивалентную ей 
задачу *  с максимальным потенциалом. На 
втором – проверяется непротиворечивость 
),(  -задачи   – бинаризованного представ-
ления ),min(  -задачи *  или, что то же самое, 
проверяется тривиальность задачи * . Второй 
этап выполняется ),(  -алгоритмом с само-
контролем, описанным ранее. Как было сказа-
но при описании этого алгоритма, он заверша-
ет свою работу одним из следующих трех ре-
зультатов: 
 утверждением, что условия задачи   
противоречивы; 
 утвержденим, что для задачи   отсут-
ствует подходящий полиморфизм; 
 формированием разметки KTx : , ко-
торая является решением задачи  , а следова-
тельно, и решением задач *  и  . 
Если входная задача   субмодулярна, то 
завершение работы алгоритма с первым или 
вторым результатом исключено. Первый ре-
зультат исключен в силу Теорем 3 и 4, а вто-
рой – в силу Теоремы 5. Если же на вход алго-
ритма поступает произвольная ),min(  -задача, 
то не исключен ни один из указанных трех ре-
зультатов, включая и третий. Получение треть-
его результата обозначает, что найдена триви-
альная задача, эквивалентная исходной, и по-
лучено решение как этой тривиальной задачи, 
так и исходной. Из этого не следует, что вход-
ная задача   субмодулярна. Получение пер-
вого или второго результата понимается, как 
отказ алгоритма от решения текущей задачи, 
но это возможно только тогда, когда эта задача 
не субмодулярна. 
Приведенный ),min(  -алгоритм с самокон-
тролем выражает идею решения ),min(  -задач 
методом их эквивалентного преобразования. 
Однако он сформулирован не полностью, а с 
точностью до алгоритма выпуклой оптимиза-
ции, к которой сводится поиск задачи с макси-
мальным потенциалом. Для этой цели, как пра-
вило, непригодны известные алгоритмы вы-
пуклой оптимизации общего назначения, так 
как они не гарантируют отыскание оптимума 
за конечное количество шагов, а осуществляют 
бесконечную последовательность, предел ко-
торой – искомый оптимум. Для реализации из-
ложенного подхода требуется либо разрабо-
тать специальные конечно-шаговые алгоритмы 
выпуклой оптимизации, учитывающие специ-
фику ),min(  -задач, либо ослабить требования 
к решению ),min(  -задач, так, чтобы их мож-
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но было удовлетворить известными методами 
выпуклой оптимизации. 
В статье [29] исследован второй из этих 
двух путей, содержащий три основных момен-
та. Прежде всего, понятие тривиальности 
обобщено так, что задача ( | , )ij i j T   счита-
ется -тривиальной, если 
,
φ ( , )min i jTx K i j T ij
x x
 
  
,,
min φ ( , ) ε.
i j
ij i jx y Ki j T
x y
   Затем разработан алго-
ритм, который для любого заданного положи-
тельного числа 0   и для любой субмодуляр-
ной задачи (а также ряда других) находит ее -
тривиальный эквивалент. И наконец, сформу-
лирован алгоритм, который для любого поло-
жительного числа  и любой субмодулярной 
задачи (φ | , )ij i j T  находит разметку ** Kx  , 
такую, что * *
, ,
φ ( , ) φ ( , ) δmini j i jTx Ki j T i j Tij ij
x x x x
 
   . 
Понятно, что этот алгоритм обеспечивает точ-
ное решение ),min(  -задачи, если функции ij  
принимают целочисленные значения. 
Поиск заданного количества наилучших 
решений 
В данном разделе исследованы обобщения 
),min(  - и ),(  -задач, которые будут назы-
ваться d -оптимизацией и d -совместимостью. 
Пусть : TK    – функция, определенная на 
множестве разметок. Задача d -оптимизации 
этой функции, TKd |<|<0 , состоит в поиске 
подмножества TKSol  , dSol |=| , такого, что 
( ) ( )x y    для любых Solx , Soly . По-
иск оптимальной разметки в ),min(  -задачах, 
рассмотренный в предыдущем разделе, являет-
ся 1-оптимизацией. 
Аналогично d-оптимизации, распознавание 
d-совместимости условий ),(  -задачи состо-
ит в ответе на вопрос, существуют ли d раз-
личных разметок Ti Kx  , di ,1,2,=  , удовле-
творяющих условиям этой задачи. Распознава-
ние непротиворечивости условий ),(  -зада-
чи, рассмотренной ранее, является распознава-
нием 1-совместимости. 
Необходимость d-оптимизации, 1>d , равно 
как и распознавания d-совместимости, возни-
кает в повседневных, вполне реалистичных 
ситуациях. Это происходит, например, когда 
искомый оптимум должен удовлетворять ап-
риори известному ограничению, но оптимиза-
ция  при этом ограничении вызывает серьез-
ные вычислительные трудности. В других си-
туациях решение *x  предназначено для после-
дующей обработки с помощью алгоритма с 
ограниченной, но априори неизвестной обла-
стью определения. В этом случае можно лишь 
апостериори констатировать, что текущее по-
лученное решение *x  непригодно для после-
дующей обработки, и запросить иное, тоже хо-
рошее решение. Наконец, формализовать ог-
раничение на решение в принципе невозмож-
но, когда оно адресуется человеку, который 
может отвергнуть предложенное решение *x  в 
силу известных только ему соображений. Во 
всех этих ситуациях целесообразна d-опти-
мизация с последовательно возрастающим d и 
отыскание последовательности ухудшающихся 
решений, пока не будет найдено оптимальное 
решение, удовлетворяющее объективным, но 
заранее не известным ограничениям. 
Базовый алгоритм d-оптимизации. Осново-
полагающая идея d-оптимизации и распозна-
вания d-совместимости принадлежит Лоулеру 
(Eugene U. Lawler) [34] и состоит в следующем. 
Подобно понятию сечения задачи (см. Опреде-
ление 10), определим понятие сечения функ-
ции : lK W  . Функцию 1: lK W   назовем 
сечением функции , если существуют такие 
li 1  и Ka , что 1 1 1( , , , , , ) =i i nx x x x     
1 1 1= ( , , , , , , )i i nx x a x x    . Кроме того, опре-
делим, что если   является сечением  , а 
функция   – сечением  , то   – это тоже се-
чение  . Лоулер показывает, что d-оптими-
зация функции   сводится к 1-оптимизации 
определенной совокупности ее сечений, коли-
чество которых равно || Knd  . Сформулиру-
ем базовый алгоритм d-оптимизации, который 
в общем случае не обладает преимуществами в 
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сравнении с алгоритмом Лоулера, но суще-
ственно ускоряет поиск d  наилучших разме-
ток для некоторых подклассов задач разметки.  
Определение 15. Для конечного множества 
I, упорядоченного множества W, функции 
: I W   и целого числа d , |<|<0 Id , выра-
жение * = argmin[ ]φ( )
i I
I d i

 обозначает, что 
* *, | | = φ( ) φ( )I I I d и i j   
               * *для любых ,i I j I  ; (9) 
для || Id   выражение * = argmin[ ]φ( )
i I
I d i

 обо-
значает, что II =* .   
Подобно обозначению argmin φ( )
i I
i

, которое 
не обязательно определяет единственный эле-
мент Ii * , обозначение argmin[ ]φ( )
i I
d i

 не оп-
ределяет однозначно единственное подмноже-
ство II * . Выражение * = argmin[ ]φ( )
i I
I d i

 
следует понимать как краткую запись утвер-
ждения, что подмножество *I  удовлетворяет 
условиям (9), возможно, наряду с какими-то 
другими подмножествами. 
Будем считать, что упорядоченное множе-
ство W  содержит элемент, обозначаемый  , 
такой, что a  для любого Wa .  
Определение 16. Для целого числа d, 
||<0 Id  , выражение min[ ]φ( )
i l
d i  обозначает 
монотонно неубывающую последовательность 
значений ( )i , arg min[ ]φ( )
j l
i d j

 ; для |>| Id  
выражение min[ ]φ( )
i l
d i  обозначает последова-
тельность длины d, которая начинается после-
довательностью значений ( ),i i I  , упорядо-
ченной в неубывающем порядке, и заканчива-
ется || Id  элементами, равными  .  
В отличие от argmin[ ]φ( )
i I
d i

 последователь-
ность min[ ]φ( )
i I
d i

 определена однозначно для 
любой функции : I W  . 
Пусть : TK W   – функция на множестве 
разметок, для которой следует построить под-
множество argmin[ ]φ( ).
Tx K
d x

 Пусть TS   и 
.\= STR  
Определение 17. Проекцией функции φ: TK  
  на подмножество S  является функция 
φ : SS K , такая, что ( ) = ( , )minS S S RRxR
x x x
K
  .  
Для TS   введем ради краткости обозна-
чение = argmin[ ]φ ( )S S S
SxS
Sol d x
K . Построение ис-
комого решения TSol  основано на следующей 
взаимосвязи между SSol  и \{ }S iSol . 
Теорема 6. Пусть TS  , Si , }{\= iSP , 
= arg min[ ]φ ( )
P
P
P P P
x K
Sol d x

. 
Пусть SKSol *  – некоторое подмножество 
разметок. 
Если *
( , )
= arg min [ ]φ ( , )
P i P
S P i
x x Sol K
Sol d x x
 
, то 
= argmin[ ]φ ( ).S S
SxS
Sol d x
K

   
Теорема доказана в [35]. 
Из теоремы следует алгоритм d-оптимиза-
ции, который строит { }0iSol  для подмножества, 
состоящего из единственного объекта 0i , затем 
последовательно пересчитывает }{\ iSSol  в SSol  
и получает в результате = argmin[ ]φ( )T
Tx K
Sol d x

. 
Построение { }0iSol  состоит из следующих 
вычислений:  
 для каждой метки Kxi 0  вычисляют вели-
чины { }0 0 0φ ( ) = φ( , )mini i i RRxR
x x x
K , где }{\= 0iTR ; 
сложность этих вычислений равна || KC , где 
C  – сложность 1-оптимизации; 
 из полученных || K  величин { }0 0φ ( )i ix , 
Kxi 0 , выбирают d  наименьших; известно 
[34], что сложность этого выбора линейно за-
висит от || K , т.е. равна || Kc , где c  – кон-
станта. Таким образом, сложность построения 
{ }0i
Sol  имеет порядок )(|| cCK  . 
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Пересчет \{ }S iSol  в SSol  состоит в том, что 
для каждой разметки \{ } \{ }S i S ix Sol  и каждого 
значения ix K  вычисляется величина  
\{ } \{ }φ ( , ) = φ( , , ), = \ ,minS i i RRxRS i S i
x x x x x R T S
K (10) 
а затем из полученных || Kd  величин выби-
раются d  наименьших. Таким образом, пере-
счет \{ }S iSol  в SSol  имеет сложность порядка 
)(|| cCKd  , а сложность вычисления 
= argmin[ ]φ( )T
Tx K
Sol d x

 имеет порядок | |d K   
| | ( )T C c   .  
Алгоритм d-оптимизации, вытекающий из 
Теоремы 6, так же, как и алгоритм Лоулера, 
позволяет автоматически решать задачи d-опти-
мизации для таких подклассов ),min(  -задач, 
для которых известен алгоритм 1-оптимизации. 
В частности, это ),min(  -задачи на ацикличе-
ских структурах и субмодулярные ),min(  -за-
дачи. Кроме того, Теорема 6, так же, как идея 
Лоулера, позволяет проверять d-совместимость 
для любого подкласса ),(  -задач, для кото-
рых известен алгоритм проверки 1-совмести-
мости. Однако из Теоремы 6 следует еще, что 
для некоторых ),(  -задач d-оптимизацию или 
проверку d-совместимости можно существен-
но ускорить. Это те задачи, которые допуска-
ют эффективный пересчет проекции S  в про-
екцию \{ }S i  для любого подмножества TS  .  
d -оптимизация в задачах на ацикличе-
ских структурах. Пусть = , , ( , , ),T K W     
, (φ | ( , ) )ij i j     – условия ),(  -задачи на 
ациклической структуре  , а ее решение – зна-
чение *
( , )
= φ ( , ) .ij i j
T i jx K
w x x W

 

 Оптимизаци-
онные задачи образуют подкласс этих задач, 
для которых W  – упорядоченное множество, опе-
рацией yx  является операция },{min yx , а 
  – любая операция, образующая с операцией 
min  полукольцо. Собственно задача заключает-
ся в вычислении величины *
( , )
= φ ( , )min ij i jTx K i j
w x x
 


 – 
качества наилучшей разметки.  
Задача d-оптимизации заключается в вы-
числении 
( , )
min[ ] φ ( , )ij i j
T i jx K
d x x



 – качеств d  
наилучших разметок, и ее можно решать 
двумя способами. Первый способ заключает-
ся в применении метода Лоулера или Теоре-
мы 6 для сведения d-оптимизации к решению 
|)|||( TKd   задач 1-оптимизации, каждая из 
которых решается общим алгоритмом (5, 6) 
динамического программирования. Второй, ме-
нее очевидный способ заключается в том, что 
вычисление 
( , )
min[ ] φ ( , )ij i j
Tx K i j
d x x
   реализуется 
тем же общим алгоритмом (5, 6), так как вы-
числение *w
( , )
= min[ ] φ ( , )ij i j
T i jx K
d x x



 является 
частным случаем общей ).(  -задачи (1, 2). 
Покажем, что второй способ на порядок более 
быстродействующий, чем первый. 
Теорема 7 [18, 21, 37]. Для коммутативного 
полукольца ),min,( W , функций (φ :ij K K   
 | )W ij  и числа d  существуют коммута-
тивное полукольцо ( [ ], [ ], [ ])W d d d   и функ-
ции (φ[ ] : [ ] | )ijd K K W d ij   , такие, что 
[ ] [ ]φ[ ] ( , ) min[ ] ( , )
TT ij i j ij i jij ijx Kx K
d d d x x d x x
 
    
 
. 
Доказательство. Определим [ ]W d  как мно-
жество всех монотонно неубывающих после-
довательностей ),,,( 21 daaa  , Wai  , и для 
заданного Wa  обозначим [ ]a W d   после-
довательность, первый элемент которой равен 
a , а остальные равны  .  
Пусть ),,,(= 21 daaaa   и ),,,(= 21 dbbbb   – 
две последовательности. Представим совокуп-
ность величин ),,,,,,,( 2121 dd bbbaaa   в виде 
монотонно неубывающей последовательности 
и определим сумму ( [ ] )a d b  как последова-
тельность первых d  элементов в полученной 
упорядоченной последовательности. 
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Представим совокупность величин ji ba  , 
dji ,1,=,  , в виде монотонно неубывающей 
последовательности и определим произведе-
ние ( [ ] )a d b  как последовательность первых 
d  элементов в полученной упорядоченной по-
следовательности.  
Нетрудно убедиться, что коль скоро тройка 
),min,( W  – коммутативное полукольцо с ну-
левым элементом  , то операции ( [ ] )a d b  и 
( [ ] )a d b  на множестве ][dW  тоже образуют 
коммутативное полукольцо с нулевым элемен-
том  . 
Определим функции (φ[ ] :ijd K K   
[ ] | )W d ij   так, что φ[ ] ( , ) =i jijd x x  
= φ ( , )ij i jx x  . Для любой функции : I W   
справедливо, что [ ] φ( ) = φ( )
i l i l
d i i
 
     , и по-
этому [ ] φ ( ) = φ ( ) .S S S S
S S
d x x
 
    
 
 Справедли-
во также, что [ ] φ = min[ ] φ( )i i li l
d d i
  , и по-
этому  
[ ] [ ] φ ( ) = min[ ] φ ( ).
T
T
S S S S
x KS Sx K
d d x d x
 
   
 
 
Теорема доказана.  
Очевидно, что сложность операции (a  [d] b) 
имеет тот же порядок, что и d-кратное выпол-
нение операции min . Несколько менее оче-
видно, но все же верно, что сложность опера-
ции a  [d] b имеет тот же порядок, что и 
)log( dd -кратное выполнение операций min  и 
 . Решение ),(  -задачи в произвольном по-
лукольце сводится к )|||(| 2TK  -кратному вы-
полнению операций   и  . В частности, вы-
числение величины φ ( , )min ij i jTx K ij
x x
 


 сводится 
к )|||(| 2TK  -кратному выполнению операций 
min  и  , а вычисление [ ] φ ( , )min ij i jTx K ijd x x   – 
к )|||(| 2TK  -кратному выполнению операций 
[ ]d  и [ ]d . Это значит, что d-оптимизация в 
рассматриваемом классе задач имеет слож-
ность порядка )log( Cdd  , где C  – сложность 
1-оптимизации, а не )||||( CTKd  , как это 
было бы при использовании базовых методов 
d-оптимизации общего назначения.  
Покажем в следующих двух подразделах два 
подкласса ),min(  -задач, для которых d-опти-
мизацию можно улучшить еще на порядок. Из 
Теоремы 6 следует алгоритм d-оптимизации, 
имеющий сложность не )||||( CTKd   и не 
)log( Cdd  , а )||||( CTKdc  , где c  на по-
рядок меньше, чем C .  
Поиск d наилучших цепочек. Пусть 
|}=|,{1,2,= TnT   и = {{ , 1}|1 }r r r n   . 
В этом частном случае разметка KTx :  – 
это цепочка ),,,(= 21 nxxxx  , качество ( )x  
которой определено как 1
=
=2
φ ( , )
r n
r r
r
r x x . Обо-
значим rx  начальный участок разметки x  
длиной r. Будем считать, что при поиске наи-
лучшей цепочки методом динамического про-
граммирования исключение объектов посред-
ством оператора (5) происходит в порядке убы-
вания их номеров. Как и прежде, определим 
семейство вложенных друг в друга подмно-
жеств TSr  , },{1,2, nr  , так что =nS T  и 
1 = \{ }r rS S r . Обозначим *φ : Srr K   – про-
екцию целевой функции   на подмножество 
rS  и rSol = *argmin[ ]φ ( )r
Srx K
d x

. 
Процедура (5) исключения переменной xr из 
множества Sr есть не что иное, как построение 
проекции * 1φr  на основании уже построенной 
проекции *φr . Поэтому результатом решения 
),min(  -задачи методом динамического про-
граммирования является не только величина 
φ ( , )min ij i jTx K ij
x x
 


, но и проекции *φr  для всех 
{1,2, , 1}r n  , что позволяет эффективно 
строить argmin[ ] φ ( , )
T
ij i j
x K ij
d x x
 


 для любого за-
данного d . 
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В соответствии с Теоремой 6 построение 
argmin[ ] φ ( , )ij i j
T ijx K
d x x



 состоит в построении 
1Sol  и последовательном пересчете 1rSol  в 
rSol , который заканчивается получением 
= argmin[ ] φ ( , ).n ij i j
T ijx K
Sol d x x



 Построение 1Sol  
состоит в вычислении К чисел 1( , )min RRxR
x x
K
 , 
Kx 1 , {1}\= TR , и выборе из них d  наи-
меньших. В общем случае для этого требуется 
решить || K  задач 1-оптимизации. В рассмат-
риваемом случае числа 1( , ) =min RRxR
x x
K

*
1 1( )x  
уже вычислены для всех Kx 1  и поэтому по-
строение 1Sol  состоит лишь в выборе d наи-
меньших чисел из заданных || K  чисел. Слож-
ность этого выбора имеет порядок || K  [34]. 
Пересчет 1rSol   в rSol  состоит в вычислении 
( | |)d K  чисел 1φ( , , )min RRxR r r
x x x
K  , 1 1r rx Sol  , 
Kxr  , где = \ rR T S , и выборе из них d  наи-
меньших. В общем случае для этого следует 
решить |)|( Kd   задач 1-оптимизации. В рас-
сматриваемом же случае 1φ( , , ) =min RRxR
r rx x xK   
*
1= φ ( , )r r rx x , а функция *φr  построена в про-
цессе исключения объектов и представлена в 
виде, приемлемом для ее эффективного вы-
числения. Вычисление ее значения для задан-
ной цепочки 1rx   и заданной метки rx  сводит-
ся к выполнению двух операций  . Пересчет 
1rSol   в rSol  в этом случае сводится к вычис-
лению |)|( Kd   чисел * 1φ ( , )r r rx x , сложность ко-
торого имеет порядок |)|( Kd  , и последуюшего 
выбора из них d  наименьших, который имеет 
ту же сложность |)|( Kd  . Поиск d  наилучших 
цепочек имеет сложность |)||||||(| 2 TKdTK  , 
где первое слагаемое – сложность поиска са-
мой лучшей разметки, а второе – сложность 
поиска всех остальных. Полученный вывод 
достаточно неожиданный. Наиболее сложной 
частью поиска какого-то количества наилуч-
ших цепочек является поиск первой, самой 
лучшей цепочки. Удельные затраты на поиск 
всех остальных цепочек на порядок меньше. 
В работе [21] описан алгоритм поиска d  наи-
лучших цепочек за время порядка 2(| | | |K T   
log | | | |)d K T   . Величина |)|||log( TKd   – 
это объем памяти, необходимый для хранения 
полученных d  наилучших цепочек. Это зна-
чит, что после того, как найдена самая лучшая 
цепочка, затраты на поиск всех остальных 
имеют тот же порядок, что и простое перепи-
сывание полученных разметок с одного места 
памяти в другое. Не исключено, что это опти-
мальный по сложности алгоритм. 
d-оптимизация функций, инвариантных 
относительно мажоритарных операторов. В 
работе [23] исследован определенный подкласс 
)maxmin,( -задач  
= , , ( ,min,max), ( | ( , ) )ijT K W i j T     . Это 
задачи, для которых существует совокупность 
)|(= TipP i   мажоритарных операторов, та-
ких, что для любых двух объектов Tji ,  и 
любых шести меток Kzzyyxx jijiji ,,,,,  вы-
полняется неравенство  
max{ ( , ), ( , ), ( , )}
( ( , , ), ( , , )).
ij i j ij i j ij i j
ij i i i i j j j j
x x x x x x
p x y z p x y z
   
   
Собственно задача  заключаются в поиске 
разметки *
,
= argmin φ ( , )][max ij i j
T i j Tx K
x x x

. Теорема 6 
позволяет обобщить этот результат на поиск 
,
argmin[ ] φ ( , )max ij i j
i j TTxr
d x x
K  . 
Как и прежде, будем считать, что {1,=T  
|}=|,2, Tn . Для },{1,2, nr   обозначим 
= {1,2, , }rS r , 1 2= ( , , , )r rx x x x , *r  – про-
екцию функции 
,
( , )max ij i j
i j T
x x

  на подмноже-
ство rS  и *= arg min[ ]φ ( )
S
r
r
x K r
r rSol d x

. Задачу 
= ( | ( , ) )ij i j T    назовем согласованной по се-
мейству ( | )rS r T , если * ,( ) = ( , )maxr r ij i ji j Srx x x   
для любого Tr  и любой разметки rx . 
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Представленный в [23] алгоритм решает за-
дачу   в два этапа. На первом этапе исходная 
задача = ( | ( , ) )ij i j T    преобразуется в эк-
вивалентную ей задачу = ( | ( , ) )ij i j T  , со-
гласованную по семейству ( | )rS r T . Трудо-
емкость этого этапа имеет порядок 33 |||| TK  . 
На втором этапе за время порядка 2|||| TK   
строится разметка 
,
= argmin ψ ( , )] =[max
T
ij i j
i j Tx K
x x x

 
,
= argmin φ ( , )][max
T
ij i j
i j Tx K
x x

.  
Покажем, что если для задачи   построен 
согласованный эквивалент  , то можно нахо-
дить не только наилучшую разметку за время 
порядка 2|||| TK  , но и d  наилучших разметок 
за время порядка 2|||| TKd  . Построение ре-
шения 
,
= argmin[ ]max φ ( , )
T
n ij i ji j Tx K
Sol d x x

 состоит из 
построения Sol2 для {1,2}=2S  и последователь-
ности пересчетов 1rSol   в rSol  до получения 
решения nSol . Поскольку задача   согласована, 
то построение Sol2 состоит в выборе d  наи-
меньших величин из 2|| K  величин 12 1 2( , )x x , 
Kxx 21, , и имеет сложность порядка 2|| K . 
Правило пересчета 1rSol   в rSol , которое 
следует из Теоремы 6, для согласованной зада-
чи   приобретает вид  
1 11 1 ,( , )
= argmin [ ] max{max ψ ( , ), ψ ( , )}.max
r rr r r
r ij i j ir i ri j S i Sx x Sol K
Sol d x x x x
     
 
Учитывая, что величины 
, 1
ψ ( , ) =max i j
i j S
ij
r
x x
 
 
*
1 1= ψ ( )r rx   уже были получены при формирова-
нии 1rSol  , вычисление числа 
1,
max{max φ ( , ),
r
ij i ji j S
x x

 
1
*max φ ( , )}
r
ir ii S
x k

 для одной пары 1 1r rx Sol  , 
rx K  имеет сложность порядка ||T , а не 
2||T , а сложность вычисления || Kd  таких 
чисел – сложность |||| TKd  . Поиск d  наи-
меньших чисел в полученной совокупности 
|| Kd  чисел имеет сложность порядка || Kd . 
Суммарная сложность пересчета 1rSol   в rSol  
имеет порядок |||| TKd  , а ||T -кратный пе-
ресчет 1rSol   в rSol , nr ,3,4,=  , завершаю-
щийся получением решения 
,
= arg min [ ]max φ ( , )
T
n ij i ji j Tx K
Sol d x x

, 
имеет сложность порядка 2|||| TKd  . 
Таким образом, представленный здесь алго-
ритм d-оптимизации состоит из преобразова-
ния решаемой задачи   в согласованную задачу 
  и ||T -кратного пересчета 1rSol   в rSol . Вы-
числительная сложность этого алгоритма оп-
ределяется сложностью первой части, которая 
не зависит от d и имеет тот же порядок 
33 |||| TK  , что и алгоритм 1-оптимизации [23]. 
Вторая часть алгоритма имеет сложность поряд-
ка 2|||| TKd   и линейно зависит от d  с ко-
эффициентом пропорциональности, на порядок 
меньшим, чем 33 |||| TK  . Этот результат подо-
бен полученному в предыдущем подразделе для 
поиска d наилучших цепочек. Сложность d-оп-
тимизации рассматриваемого класса функций 
несущественно зависит от d. Наиболее сложной 
частью поиска d наилучших разметок является 
поиск первой, самой лучшей разметки. Удель-
ные затраты на поиск всех остальных разметок 
оказываются на порядок меньше. 
Заключение. Направление будущих ис-
следований 
Представленные результаты исследований 
проблемы совместимости ограничений форми-
руют одну из парадигм машинного мышления. 
Основная идея, выражающая отличие машин-
ного мышления от машинного вычисления, 
состоит в том, что мыслящее устройство реша-
ет задачу не на основании заданного алгоритма 
ее решения, а на основании заданного условия 
этой задачи. Определение  1 общей ),(  -
задач разметки является одной из возможных, 
но наиболее исследованных реализаций этой 
идеи. Ей посвящены сотни фундаментальных и 
прикладных исследований, составляющих мощ-
ное направление в современных компьютер-
ных науках. Представленные здесь результаты 
являются очередным, но далеко не последним 
этапом исследований указанной проблемы. 
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Науке о машинном мышлении еще предстоит 
пройти тот же путь, который прошла наука о 
машинных вычислениях, но пройти его, по 
возможности, за более короткое время. 
В настоящее время имеется внушительный 
послужной список важных прикладных задач, 
решенных благодаря их формулировке в виде 
),(  -задачи разметки с последующим при-
менением того или иного известного метода их 
решения. В частности, это прикладные задачи, 
решенные в научном коллективе, где выпол-
нена данная работа [8–13]. Эти результаты 
систематически публикуются, например, в тру-
дах Международной конференции EMMCVPR 
(Energy Minimization Methods of Computer 
Vision and Pattern Recognition). Само название 
этой конференции говорит, что распознавание 
образов и, в особенности, изображений со-
ставляет обширную область применимости 
разработанных методов. Опыт разработки та-
ких прикладных программных комплексов по-
казывает, что формулировка условий задачи в 
формате (1–3) составляет едва ли не самую 
трудоемкую часть разработки программного 
комплекса в целом. Формат (1–3) является 
фактически языком формулировки задачи, 
подлежащей решению, но это язык самого 
низкого, можно сказать, атомарного уровня. 
Сегодняшнее состояние проблематики машин-
ного образного мышления в ее прикладном ас-
пекте аналогично состоянию вычислительной 
техники многолетней давности, когда было 
достигнуто понимание, что одна и та же вы-
числительная машина может выполнить самые 
разнообразные вычисления, и для этого нужна 
«всего лишь» программа требуемых вычисле-
ний. Однако, как только вычислительные ма-
шины стали применять для действительно 
трудных реальных задач, создание программы 
вычислений стало изнурительным трудоемким 
процессом, который нуждался в автоматизации 
не в меньшей степени, чем само вычисление. 
Выполнение этого требования проходило че-
рез ряд этапов. Поначалу это было составление 
разнообразных библиотек стандартных под-
программ, затем – создание языков програм-
мирования высокого уровня, средств формаль-
ного анализа программ, наконец, средств тес-
тирования, отладки и редактирования про-
грамм. Строго говоря, потребовалось около 
четырех–пяти десятилетий, чтобы пройти путь 
от программирования в кодах операций той 
или иной вычислительной машины до совре-
менных технологий программирования. 
Теории и практике образного мышления еще 
предстоит пройти этот путь. Предположитель-
но, он может состоять из следующих этапов: 
 формирования библиотек стандартных 
структур и весовых функций, наиболее упот-
ребимых в распознавании изображений; 
 создания языка (языков) высокого уровня, 
пригодного для формулировки любой ),(  -за-
дачи, но ориентированного на краткую форму-
лировку задач, наиболее уместных в распозна-
вании изображений; 
 создания библиотеки известных методов 
решения ),(  -задач; 
 разработки транслятора задачи с языка 
высокого уровня на язык в формате (1) – (3); 
 разработки средств отладки и редактиро-
вания задач на языке высокого уровня. 
Указанные инструментальные средства долж-
ны быть ориентированы на обширный, но воз-
никший только в последние годы круг пользо-
вателей. Это не исследователи проблем распо-
знавания и не конечные пользователи той или 
иной конкретной распознающей системы, а 
разработчики распознающих систем в самых 
разнообразных прикладных областях. 
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M.I. Schlesinger 
Pattern Recognition as an Implementation of a Certain Type of Thought Processes 
The paper presents a review of pattern recognition research conducted by the International Research and Training Center 
for Information Technologies and Systems during the last 20 years since the moment of it's foundation. This research lies on 
the edge of classical pattern recognition and constraint satisfaction problems. The system of concepts, problems and algo-
rithms produced by the merge of these fields formalizes a particular type of thought process performed by humans and other 
living beings. 
The application of Constraint Satisfaction Problem theory to pattern recognition problems has produced a breakthrough in 
such traditionally hard problems in computer vision as stereo vision and texture segmentation. At the same time, the merge of 
Constraint Satisfaction Problem theory and practical computer vision problems has led to expansion of mathematical theory 
of the former. First of all it has resulted in introduction of a quality function over the set of solutions and finding the best so-
lution instead of an arbitrary one. The next generalization consisted in finding a given number of best solutions and not just a 
singe best solution. 
The paper describes methods of finding the best solution to the Weighted (Soft) Constraint Satisfaction Problem as well as 
the method of finding any given number of best solutions. These methods are implemented as algorithms whose domain is 
the set of all possible  Weighted (Soft) Constraint Satisfaction Problems, i.e. a NP-hard problem class. For any given problem 
from the domain the algorithms either find it's solution or reject the problem. It is essential that the algorithms automatically 
distinguish the subdomains of their competence, i.e. the subset of problems that they do not reject. The subdomain of compe-
tence of the algorithm that finds the best solution includes the known class of submodular minimization problems but is not 
restricted to it. The subdomain of competence of the algorithm that finds a given number of best solutions includes the mini-
mization of functions with a majority polymorphism but is not restricted to it. 
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