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Abstract
In this paper we examine the Bernstein–Markov inequality on special compact subsets of the com-
plex plane, namely on lemniscates. Sharp constants are obtained which involve the Green function
of the complement and the density of equilibrium measure of the compact set. Using lemniscates is a
useful tool because of the possibility of taking inverse images. The proof also uses so-called peaking
polynomials which will be constructed.
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1. Introduction
The Bernstein inequality is well known:∣∣p′n(z0)∣∣ n‖pn‖D, (1)
where pn is arbitrary complex polynomial with degree n and ‖pn‖D denotes its supremum
norm over the unit disk D = {z ∈ C: |z| 1}.
Now we generalize this inequality for a bit more general sets, namely for lemnis-
cates. By definition, the set K ⊂ C is a lemniscate if for some complex polynomial r ,
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the interior of the lemniscate K .
To formalize the result, we need the notion of the Green function. For an introduction
we refer to [2] or [3]. Denote the extended complex plane by C∞, that is C∞ = C ∪ {∞}.
If K ⊂ C is a compact set, then denote the Green function of the unbounded component of
C∞ \K with pole at infinity by gC∞\K(z,∞). This will usually be shortened to gK(z).
It is worth to note that the Green function of the unbounded component of a
lemniscate and its interior are the same, that is, if r is a complex polynomial then
gC∞\{u∈C: |r(u)|1}(z,∞) = gC∞\{u∈C: |r(u)|=1}(z,∞). Furthermore, the supremum norm
of an arbitrary polynomial over a lemniscate and over its interior are the same, that is, if p
and r are complex polynomials then ‖p‖{u∈C: |r(u)|1} = ‖p‖{u∈C: |r(u)|=1}.
If K is differentiable at z0 ∈ ∂K , then the normal vector (with norm 1) at z0 pointing
outward is denoted by nz0 . We will usually consider nz0 as a vector and as a complex
number simultaneously. So ∂K near z0 can be parametrized in the form z0 + inz0 t + o(|t|)
for small real values of t .
The result generalizes the Bernstein inequality in the style of [1] and [4].
2. The result and the sketch of the proof
To generalize the classical Bernstein inequality (1), let us rephrase it in a different way
first.
The Green function of the complement of the unit disk D = {z ∈ C: |z| 1} is gD(z) =
log|z|, so its derivative at z0 (|z0| = 1) with respect to the normal vector pointing outward
at z0 is
∂
∂nz0
gD(z0) = ∂
∂nz0
log|z0| = 1,
which implicitly appears on the right-hand side of (1).
So the classical Bernstein inequality (1) can be written in the following form:
|pn(z0)| n‖pn‖D ∂
∂nz0
gK(z0) (|z0| = 1).
The main result of this paper is the following.
Theorem 1. Let K ⊂ C be interior of a lemniscate of some polynomial r , that is, K =
r−1[D], and let z0 ∈ ∂K be fixed. Assume that ∂K is smooth at z0. Denote the Green
function of the unbounded component of C∞ \ K by gK(z) := gC∞\K(z,∞). Then, for
every polynomial P with degP = n, we have
|P ′(z0)|
(
1 + o(1)) · n · ∂
∂nz0
gK(z0) · ‖P‖K, (2)
where the term o(1) is to be understood as n → ∞ and depends only on K and z0 and is
independent of P .
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pressed as z0 is not a critical point of r . It is also equivalent to the fact that ∂K is a simple
curve near z0 (does not cross itself).
The result is sharp in the following two sense. First, the 1 + o(1) factor cannot be left
out if we choose the compact set and the polynomial suitably. Second, the constant (the
factor (∂/∂nz0)gK(z0) on the right-hand side) cannot be replaced by anything smaller. The
examples will be given after the proof.
Brief outline of the proof is as follows. First we prove the statement when P is a polyno-
mial of r , that is, there exists a polynomial p such that P = p(r). In this case the Bernstein
inequality (2) simply follows from the fact that gK(z) = log|r(z)|/degr . Then we will
prove the inequality for polynomials that are not (necessarily) polynomials of r . This will
be achieved by summing up the P on different branches of r−1[∂D] so that the sum will
be polynomial of r .
3. The proof when P is a polynomial of r
In this section we prove the Bernstein inequality (2) provided there exists a polynomial
p such that P = p(r). The degree of P is denoted by n and let Nr = deg r , Np = degp
(Np = degP/deg r = n/Nr ).
The following lemma will help us.
Lemma 2. Let K := r−1[D] = {z ∈ C: |r(z)| 1}. Denote the Green function of the un-
bounded component of the complement of K by gK , that is gK(z) := gC∞\K(z,∞). If
z0 ∈ ∂K and r ′(z0) 	= 0, then
∂
∂nz0
gK(z0) = 1
Nr
|r ′(z0)|. (3)
Proof. First, the Green function of C∞ \K is gK(w) = log|r(w)|/Nr which immediately
follows from the defining properties of the Green function. Second, the following com-
putation holds. If χ ∈ C, |χ | = 1 and f holomorphic, then for the directional derivative
∂
∂χ
log|f (z)| of log|f (z)| we have
∂
∂χ
log|f (z)| = lim
t→0 t>0
log|f (z + t · χ)| − log|f (z)|
t
= lim
t→0 t>0
Re(logf (z + t · χ)) − Re(logf (z))
t
= Re lim
t→0 t>0
logf (z + t · χ) − logf (z)
t · χ χ = Re
(
f ′(z)
f (z)
· χ
)
. (4)
Applying this with f = r , we obtain
∂ 1
log|r(z0)| = 1 |r ′(z0)| · Re
(
arg r ′(z0)
nz0
)
.∂nz0 Nr Nr r(z0)
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which preserves angles. Denote the unit length tangent vector to ∂K at z0 by vz0 ; the
actual direction of vz0 is not important. Since nz0 is perpendicular to vz0 , that is, to ∂K at
z0, r ′(z0)nz0 is perpendicular to r ′(z0)vz0 , that is, to ∂D at r(z0). Furthermore, if t > 0 is
small enough, then z0 + tnz0 	∈ K , that is, |r(z0 + tnz0)| > 1. So, from the r(z0 + tnz0) =
r(z0)+ r ′(z0) · tnz0 + o(|t|) representation it follows that r ′(z0) · nz0 is an outward normal
vector to ∂D at r(z0). Therefore, the direction of r ′(z0)nz0 coincides with the direction
of r(z0), and this means that
(
arg r ′(z0)
)
nz0 = r(z0). Substituting this into the previous
formula, we obtain that Re(. . .) = 1, that is:
∂
∂nz0
1
Nr
log|r(z0)| = 1
Nr
|r ′(z0)|. 
Using P = p(r) with w = r(z) and w0 = r(z0) we can write
|P ′(z0)| =
∣∣p′(r(z0)) · r ′(z0)∣∣= |p′(w0)| · |r ′(z0)|.
But p(w) already acts on the unit circle so the original Bernstein inequality can be applied.
Clearly ‖p(r(.))‖K = ‖p(.)‖D holds, furthermore degp = n/Nr , so (3) yields
|P ′(z0)| (degp) · ‖p‖D · |r ′(z0)| = n · ‖P‖K · ∂
∂nz0
gK(z0),
which is the inequality in the statement without the (1 + o(1)) here.
4. The proof for arbitrary polynomials
We will use the already introduced notations: degP = n, deg r = Nr , r(z) = w, K =
r−1[D].
Let z(0) := z and z(1), . . . , z(Nr−1) denote those points (counting multiplicity) for
which r(z(0)) = r(z(1)) = · · · = r(z(Nr−1)). From the assumption in the theorem, we have
z0 	= z(j)0 , j = 1,2, . . . ,Nr .
Now we construct the weight that we will use when summing up P on different branches
of r−1[∂D] = ∂K .
Lemma 3. For arbitrary ε > 0 and any fixed z0 ∈ ∂K , a simple point (r ′(z0) 	= 0), there
exists a polynomial Q(.) = Q(z0; .) = Q(ε, z0; .) satisfying the following properties:
Q(z0) = 1, (5)
Q
(
z
(1)
0
)= Q′(z(1)0 )= · · · = Q(z(Nr−1)0 )= Q′(z(Nr−1)0 )= 0 and (6)
Nr−1∑
j=0
∣∣Q(z(j))∣∣ 1 + ε for all z ∈ ∂K. (7)
Proof. The proof consists of two steps. In the first step we construct a preliminary poly-
nomial, and in the second step we use this preliminary polynomial to construct Q. Since
z0 is fixed, we assume in this proof that r(z0) = 1.
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q1(m, z0; z) = q1(z) :=
(
1 + r(z)
2
)m
,
where m is a positive integer parameter which we will choose later. Since r(z0) = 1,
q1(z0) = 1. Moreover, |q1(z)| < 1 for all z ∈ K except for finitely many points (namely,
z
(0)
0 , z
(1)
0 , . . . , z
(Nr−1)
0 ).
Step 2. Let q2(z0; z) = q2(z) be the polynomial with the lowest possible degree such that
q2(z0; z0) = 1, q ′2(z0; z0) = −1,
q2
(
z0, z
(1)
0
)= q2′(z0; z(1)0 )= · · · = q2(z0, z(Nr−1)0 )= q2′(z0; z(Nr−1)0 )= 0.
The z0 is not a critical point of r , but the other z(j)0 ’s (j 	= 0) may be, so degq2  2 ·Nr .
Let Q = Q(z0; .) be the following polynomial:
Q(z) = Q(m,z0; z) := q1(m, z0; z) · q2(z0; z),
where m will be chosen later. Property (6) for Q immediately follows since q2(z0; z(j)0 ) =
q2′(z0; z(j)0 ) = 0 at every z(j)0 , z(j)0 	= z0. Property (5) is also true because of q1(z0) =
q2(z0) = 1.
Now we verify (7) for all z ∈ ∂K . The family {|q2(z0; z)|: z0 ∈ ∂K} is uniformly
bounded if z ∈ K and let M < ∞ be an upper bound where M is independent of ε and m.
Moreover, the derivatives (with respect to z) {|q2′(z0; z)|} are bounded too and let M1 de-
note its upper bound. So the functions q2(z0; z) z0 ∈ ∂K are uniformly equicontinuous
on K . That is, there exists δ = δ(ε) which is independent of z0 and we can reindex the
solutions z(0), z(1), . . . , z(Nr) of the equation r(t) = r(z) so that if z ∈ ∂K and w = r(z)
then we have the following assertion:
if |w − 1| < δ, then ∣∣q2(z0; z(j)0 )− q2(z0; z(j))∣∣< εNr for all j.
Using this and the definition of q2, we get the following estimate:
Nr−1∑
j=0
∣∣Q(z0; z(j))∣∣= |q1(m, z0; z) · q2(z0; z)| +
Nr−1∑
j=1
∣∣Q(z0; z(j))∣∣
 1
(
1 + ε
Nr
)
+ (Nr − 1) ε
Nr
= 1 + ε.
So if z is such that |w − 1| < δ (where w = r(z)) then ∑ |Q| 1 + ε. Note that we used
here that z0 	= z(j)0 , j = 1,2, . . . ,Nr .
On the other hand, let z ∈ ∂K be such that |w − 1| δ. Then let us choose m so that
|q1(m, z0; z)| < ε3NrM for all z with |r(z) − 1| > δ, z ∈ K. (8)
The m depends on ε but is independent of z0. Then, in this case
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j=0
∣∣Q(z0; z(j))∣∣
Nr−1∑
j=0
ε
3NrM
· 3M = ε < 1 + ε.
So (7) holds. 
For an arbitrary polynomial P define
P ∗(z) :=
Nr−1∑
j=0
P
(
z(j)
) ·Q(z0; z(j)).
This P ∗ is symmetric in z(0), z(1), . . . , z(Nr−1), so it is a polynomial in their elementary
symmetric polynomials. Consider the equation r(t) − r(z) = 0 where z is a parameter and
t is the variable. The solutions are z(0), z(1), . . . , z(Nr−1), hence an elementary symmetric
polynomial is constant (± ratios of coefficients of r) if its degree is smaller than Nr and is
a linear polynomial of r(z) if its degree is Nr .
This shows that P ∗ is a polynomial of r(z), P ∗ = p(r) where p is a suitable polynomial.
Differentiate P ∗ at z0:
(P ∗)′(z0) = P ′(z0)Q(z0; z0) + P(z0)Q′(z0; z0) +
Nr−1∑
j=1
(
P
(
z
(j)
0
))′
Q
(
z0; z(j)0
)
+
Nr−1∑
j=1
P
(
z
(j)
0
)
Q′
(
z0; z(j)0
)
.
For all j with z(j)0 	= z0 we have Q(z0; z(j)0 ) = Q′(z0; z(j)0 ) = 0. Since Q(z0; z0) = 1, it
follows that
(P ∗)′(z0) = P ′(z0) + P(z0)Q′(z0; z0).
We estimate the second term as follows:
|P(z0)Q′(z0; z0)| ‖P‖K ·
(
m|r ′(z0)| + M1
)
,
where M1 = M1(K) and also m = m(ε,K, z0) is independent of degP = n so this estimate
can be written as
|P(z0)Q′(z0; z0)| = o(1)n ∂
∂nz0
gK(z0)‖P‖K,
where o(1) tends to zero as n tends to infinity and is independent of P (but depends on
m,z0,K).
On the other hand, the supremum norm of P ∗ on K can be estimated as follows (using
r(K) = D):
‖P ∗(z)‖K =
∥∥∥∥∥
Nr−1∑
j=0
P
(
z
(j)
0
) ·Q(z0; z(j))
∥∥∥∥∥
D
 ‖P‖K sup
z∈K
Nr−1∑
j=0
∣∣Q(z0; z(j))∣∣
 ‖P‖K(1 + ε).
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We get
|(P ∗)′(z0)| degP ∗ · ‖P ∗‖K · ∂
∂nz0
gK(z0).
We know that
(P ∗)′(z0) = P ′(z0) + o(1)n ∂
∂nz0
gK(z0)‖P‖K,
‖P ∗‖K  (1 + ε) · ‖P‖K , degP ∗ = degP + degQ, and degQ = m · deg r + degq2 
mNr + 2Nr . The ε > 0 is fixed, so is m = m(ε). So degQm(ε) · Nr + 2 · Nr , which is
a fixed value, too. So we have
|P ′(z0)| n ·
(
1 + mNr
n
+ 2Nr
n
+ o(1)
)
· (1 + ε) · ‖P‖K · ∂
∂nz0
gK(z0)
= (1 + o(1)) · n · ‖P‖K · ∂
∂nz0
gK(z0).
It is easy to verify that the o(1) error term depends on z0 because the degree of Q(z0; z)
depends on z0.
5. Sharpness
First, the 1+o(1) error term can be arbitrarily large for a fixed n (but we know o(1) → 0
as n → ∞). Consider the interior of the lemniscate L = r−1[D] where r(z) = (zn +1) and
n is a parameter. Denote the length of the lemniscate r−1[C] = r−1[{z ∈ C: |z| = 1}] by
l = l(n). Since 0 ∈ ∂L and nth roots of −1 are in L and the nth roots of +1 are not in L
and ∂L is connected, it immediately follows that l → ∞ as n → ∞. Denote the density
function of the equilibrium measure of L with respect to the arc length by ω. So there
exists a z0 ∈ ∂L, z0 	= 0 where ω(z0) 1/l.
Take the very simple polynomial p(z) = z. The p′(z) ≡ 1, so the left-hand side of (2) at
z0 is 1. The following relation connects ω and (∂/∂nz0)gL(z):
ω∂L(z) = 12π
∂
∂nz0
gL(z),
see [3, p. 92]. So the right-hand side without the error factor is
1 · 2πω(z0) · 1 = 2π
l
,
which can be arbitrarily small, if l is big enough. So the error term could be very large.
The second example shows that the constant ((∂/∂nz0)gK(z0)) on the right-hand side is
asymptotically sharp, that is, for any K (which satisfies the conditions in the theorem), any
z0 ∈ ∂K (where ∂K does not cross itself at z0) the following relation holds:
lim sup
n→∞
(
sup
|p′n(z0)|
n‖pn‖K
)
= ∂
∂nz
gK(z0).degpn=n 0
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r−1[D]. Consider the polynomials (r(z))m where m = 1,2, . . . . For these polynomials, we
have ∣∣mr ′(z0)(r(z0))m−1∣∣= m|r ′(z0)|,
so
|(rm(z0))′|
deg(rm)‖rm‖ =
m|r ′(z0)|
mNr
= |r
′(z0)|
Nr
= ∂
∂nz0
gK(z0),
where at the last equality we used Lemma 2.
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