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Abstract: Estimation of the covariance matrix has attracted a lot of at-
tention of the statistical research community over the years, partially due
to important applications such as Principal Component Analysis. However,
frequently used empirical covariance estimator, and its modifications, is
very sensitive to the presence of outliers in the data. As P. Huber wrote [21],
“...This raises a question which could have been asked already by Gauss,
but which was, as far as I know, only raised a few years ago (notably by
Tukey): what happens if the true distribution deviates slightly from the as-
sumed normal one? As is now well known, the sample mean then may have
a catastrophically bad performance...” Motivated by Tukey’s question, we
develop a new estimator of the (element-wise) mean of a random matrix,
which includes covariance estimation problem as a special case. Assuming
that the entries of a matrix possess only finite second moment, this new es-
timator admits sub-Gaussian or sub-exponential concentration around the
unknown mean in the operator norm. We explain the key ideas behind our
construction, and discuss applications to covariance estimation and matrix
completion problems.
MSC 2010 subject classifications: Primary 60B20, 62G35; secondary
62H12.
Keywords and phrases: random matrix, heavy tails, concentration in-
equality, covariance estimation, matrix completion..
1. Introduction
Let Y1, . . . , Yn ∈ Cd1×d2 be a sequence of independent random matrices such
that all their entries have finite second moments: E |(Yj)k,l|2 < ∞ for all 1 ≤
j ≤ n, 1 ≤ k ≤ d1, 1 ≤ l ≤ d2. Let EY1, . . . ,EYn ∈ Cd1×d2 be the expec-
tations evaluated element-wise, meaning that (EYj)k,l = E (Yj)k,l. The goal of
this paper is to construct and study estimators of EY¯ := E
[
1
n
∑n
j=1 Yj
]
under
minimal assumptions on the distributions of Y1, . . . , Yn. In particular, we are
interested in the estimators that admit tight non-asymptotic bounds and ex-
ponential deviation inequalities without imposing any additional assumptions
∗Supported in part by the National Science Foundation grant DMS-1712956.
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(besides finite second moments) on Y1, . . . , Yn. For example, if Yj = ZjZ
T
j ,
where Z1, . . . , Zn ∈ Rd are i.i.d. copies of a random vector Z such that EZ = 0,
E
[
ZZT
]
= Σ and E‖Z‖42 <∞, formulated problem is reduced to covariance es-
timation (here and in what follows, ‖ · ‖2 and 〈·, ·〉 stand for the usual Euclidean
norm and Euclidean dot product respectively).
Techniques developed in this paper have direct connection to several prob-
lems in high-dimensional statistics and statistical learning theory. In the past
decade, these fields have seen numerous breakthroughs in structural estima-
tion, concerned with a task of recovering a high-dimensional parameter that
belongs to a set with “simple” structure from a small number of measurements.
Examples include sparse linear regression, low-rank matrix recovery and struc-
tured covariance estimation. However, theoretical recovery guarantees for pop-
ular techniques (e.g., `1 and nuclear norm minimization) usually require strong
assumptions on the underlying probability distribution, such as sub-Gaussian
or bounded noise. What happens with the performance of the algorithms when
these conditions are violated, which is the case for many real data sets modeled
by heavy-tailed distributions? Can the assumptions be weakened without sac-
rificing the quality of theoretical guarantees? We look at examples where the
answer is positive, and describe modifications of existing techniques that allow
to achieve the improvements.
1.1. Overview of the previous work
Let us begin by briefly discussing a scalar version of the problem investigated
in this paper. Assume that X1, . . . , Xn ∈ R are i.i.d. copies of X, where EX2 <
∞. One of the fundamental problems in statistics is to construct the confi-
dence interval for the unknown mean EX based on a given sample. A sur-
prising fact (dating back to [39] where the “median of means” estimator was
introduced, along with [3] and [24]) is that it’s possible to construct a non-
asymptotic confidence intervals Iˆn(δ) with coverage probability 1− δ (meaning
that Pr
(
EX ∈ Iˆn(δ)
)
≥ 1 − δ for given n and δ) and “nearly optimal” length∣∣∣Iˆn(δ)∣∣∣ ≤ L√Var(X)√ log(e/δ)n , where L > 0 is an absolute constant. An in-
depth study of this and closely related questions was performed in [12, 15]
based on two different approaches. Note that the center of any such confidence
interval is a point estimator µˆ := µˆ(X1, . . . , Xn, δ) that satisfies
Pr
(
|µˆ− EX| ≥ L
√
Var(X)
√
log(e/δ)
n
)
≤ δ.
Because the only assumption on X is the existence of a second moment, it is
natural to call such an estimator “robust” 1: it admits strong deviation bounds
even for the heavy-tailed distributions that can be used to model outliers in
1For the classical treatment of robust estimators based on the notion of a breakdown point,
we refer the reader to [22].
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the data. Ideas behind these results have also been extended to empirical risk
minimization methods [6, 32] which cover a wide range of statistical applica-
tions. Let us emphasize that the aforementioned estimators do not require any
assumptions on the “shape” of the distribution, such as unimodality or elliptical
symmetry.
Generalizations of univariate results to the case of random vectors and ran-
dom matrices are not straightforward since element-wise deviation inequalities
do not always translate into desired bounds. In some cases, element-wise bounds
yield inequalities for the “wrong” norm: for example, estimating each entry of
the covariance matrix results in a deviation inequality for the Frobenius norm,
while we are frequently interested in the bounds for the operator norm that can
be much smaller. An approach which often yields “dimension - free” bounds
was proposed in [20] and [37] (using generalizations of the median in higher
dimensions); however, to the best of our knowledge, results of these papers are
still not sufficient to obtain deviation guarantees in the operator norm that we
are mainly interested in. Under more restrictive assumptions on the sequence
of random matrices Y1, . . . , Yn (such as ‖Yj‖ ≤M almost surely for some fixed
M > 0, j = 1, . . . , n, where ‖ · ‖ stands for the operator norm), behavior of
the sample mean Y¯ = 1n
∑n
j=1 Yj has been analyzed with the help of matrix
concentration inequalities [1, 40, 43].
A closely related covariance matrix estimation problem has been extensively
studied in the past decades. A comprehensive review is beyond the scope of this
introduction, so we will just mention few classical results and more recent work
related to the current line of research. Statistical properties of the sample covari-
ance matrix for Gaussian and sub-Gaussian observations have been investigated
in detail, see [8, 9, 28, 29, 48] and references therein; under weaker moment as-
sumptions, sample covariance estimator has been studied in [41]. Some popular
robust estimators of scatter are discussed in [23], including the Minimum Co-
variance Determinant (MCD) estimator and the Minimum Volume Ellipsoid
estimator (MVE). However, rigorous results for these estimators are available
only for elliptically symmetric distributions; see [7] for results on MCD and [14]
for results on MVE. Popular Maronna’s [36] and Tyler’s [46, 49] M-estimators of
scatter also admit theoretical guarantees for the family of elliptically symmetric
distributions, but we are unaware of any results extending beyond this case.
Recent papers of O. Catoni [13] and I. Guilini [19], Fan et al. [17] are closest
in spirit to our work. For instance, in [13] author constructs a robust estima-
tor of the Gram matrix of a random vector Z ∈ Rd (as well as its covariance
matrix) via estimating the quadratic form E 〈Z, u〉2 uniformly over ‖u‖2 = 1,
and obtains error bounds for the operator norm. The latter (univariate) estima-
tors for the quadratic form are based on the fruitful ideas originating in [12].
However, results of these works can not be straightforwardly extended beyond
covariance estimation, and are obtained under more stringent (compared to the
present paper) assumptions on the underlying distribution (such as a known
upper bound on the kurtosis of 〈Z, u〉2 for any u of norm 1). In [17], authors
obtain error bounds for norms other than the operator norm which is the main
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focus of the present paper.
Finally, let us mention that the problem of robust matrix recovery (that
is discussed as an example below) has also received attention recently: for in-
stance, the work [10, 26] investigates robust matrix completion under the “low
rank + sparse” model. In [18], authors study low-rank matrix recovery under
the assumption that the additive noise has only (2 + ε) moments, and obtain
strong results via truncation argument. We propose a different approach based
on general techniques developed in this paper and achieve similar results for the
matrix completion problem while requiring only the finite variance of the noise.
1.2. Organization of the paper
Section 2 contains definitions, notation and background material. Our main
results are introduced in section 3. After presenting core results, we discuss ap-
plications to covariance estimation and low-rank matrix completion in section
4, and illustrate the role of various quantities involved in the general bounds
through these examples. Sections 5 and 6 discuss adaptation to unknown pa-
rameters that appear in our construction, and contain longer proofs.
Appendix contains proofs of several technical lemmas and results that were
omitted in the main text.
2. Preliminaries
In this section, we introduce main notation and recall several useful facts from
linear algebra, matrix analysis and probability theory that we rely on in the
subsequent exposition.
2.1. Definitions and notation
Given A ∈ Cd1×d2 , let A∗ ∈ Cd2×d1 be the Hermitian adjoint of A. If A is
self-adjoint, we will write λmax (A) and λmin (A) for the largest and smallest
eigenvalues of A. Next, we will introduce the matrix norms used in the paper.
Everywhere below, ‖·‖ stands for the operator norm ‖A‖ := √λmax (A∗A). If
d1 = d2 = d, we denote by trA the trace of A. Next, for A ∈ Cd1×d2 , the nuclear
norm ‖·‖1 is defined as ‖A‖1 = tr (
√
A∗A), where
√
A∗A is a nonnegative definite
matrix such that (
√
A∗A)2 = A∗A. The Frobenius (or Hilbert-Schmidt) norm is
‖A‖F =
√
tr (A∗A), and the associated inner product is 〈A1, A2〉 = tr (A∗1A2).
Finally, set ‖A‖max := supi,j |ai,j |. For Y ∈ Cd, ‖Y ‖2 stands for the usual
Euclidean norm of Y .
Given two self-adjoint matrices A and B, we will write A  B (or A  B) iff
A−B is nonnegative (or positive) definite.
Given a sequence Y1, . . . , Yn of random matrices, Ej [ · ] will stand for the
conditional expectation E[ · |Y1, . . . , Yj ].
Finally, for a, b ∈ R, set a ∨ b := max(a, b) and a ∧ b := min(a, b).
S. Minsker/ Estimators of the mean of a random matrix 5
2.2. Tools from linear algebra
In this section, we collect several facts from linear algebra, matrix analysis and
probability theory that are frequently used in our arguments.
Definition 2.1. Given a real-valued function f defined on an interval T ⊆ R
and a self-adjoint A ∈ Cd×d with the eigenvalue decomposition A = UΛU∗ such
that λj(A) ∈ T, j = 1, . . . , d, define f(A) as f(A) = Uf(Λ)U∗, where
f(Λ) = f

λ1 . . .
λd

 =
f(λ1) . . .
f(λd)
 .
Additionally, we will often use the following facts:
Fact 2.1. Let A ∈ Cd×d be a self-adjoint matrix, and f1, f2 be two real-valued
functions such that f1(λj) ≥ f2(λj) for j = 1, . . . , d. Then f1(A)  f2(A).
Fact 2.2. Let A,B ∈ Cd×d be two self-adjoint matrices such that A  B. Then
λj(A) ≥ λj(B), j = 1, . . . , d, where λj(·) stands for the j-th largest eigenvalue.
Moreover, tr eA ≥ tr eB.
Fact 2.3. Matrix logarithm is operator monotone: if A  0, B  0 and A  B,
then log(A)  log(B).
Proof. See [4].
Fact 2.4. Let A ∈ Cd×d be a self-adjoint matrix. Then I+A+A22  0. Moreover,
− log
(
I +A+
A2
2
)
 log
(
I −A+ A
2
2
)
.
Proof. In view of the definition of a matrix function, the first claim follows from
scalar inequality 1+ t+ t2/2 > 0 for t ∈ R. Similarly, the second relation follows
from the inequality − log(1 + t+ t2/2) ≤ log(1− t+ t2/2) for t ∈ R.
Fact 2.5 (Lieb’s concavity theorem). Given a fixed self-adjoint matrix H, the
function
A 7→ tr exp (H + log(A))
is concave on the cone of positive definite matrices.
Proof. See [33] and [45]. 2
Fact 2.6. Let f : R 7→ R be a convex function. Then A 7→ tr f(A) is convex
on the set of self-adjoint matrices. In particular, for any self-adjoint matrices
A,B,
tr f
(
A+B
2
)
≤ 1
2
tr f(A) +
1
2
tr f(B).
2Let us mention that Lieb’s theorem is one of the key tools for proving matrix concentration
inequalities, and its power in this context was first demonstrated by J. Tropp [44].
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Proof. This is a consequence of Peierls inequality, see Theorem 2.9 in [11] and
the comments following it.
Finally, we introduce the Hermitian dilation which allows to reduce many
problems involving general rectangular matrices to the case of Hermitian op-
erators. Given the rectangular matrix A ∈ Cd1×d2 , the Hermitian dilation
H : Cd1×d2 7→ C(d1+d2)×(d1+d2) is defined as
H(A) =
(
0 A
A∗ 0
)
. (2.1)
Since H(A)2 =
(
AA∗ 0
0 A∗A
)
, it is easy to see that ‖H(A)‖ = ‖A‖. Another
tool useful in dealing with rectangular matrices is the following lemma:
Lemma 2.1. Let S ∈ Cd1×d1 , T ∈ Cd2×d2 be self-adjoint matrices, and A ∈
Cd1×d2 . Then ∥∥∥∥( S AA∗ T
)∥∥∥∥ ≥ ∥∥∥∥( 0 AA∗ 0
)∥∥∥∥ .
Proof. See section A.1 in the appendix.
3. Main results
Our construction has its roots in the technique proposed by O. Catoni [12] for
estimating the univariate mean. Let us briefly recall the main ideas of Catoni’s
approach. Assume that ξ, ξ1, . . . , ξn is a sequence of i.i.d. random variables such
that Eξ = µ and Var(ξ) ≤ v2. Catoni’s estimator is defined as follows: let
ψ(x) : R 7→ R be a non-decreasing function such that for all x ∈ R,
− log(1− x+ x2/2) ≤ ψ(x) ≤ log(1 + x+ x2/2). (3.1)
See remark 1 below for examples of such functions. Given θ > 0, let µˆθ be such
that
n∑
j=1
ψ (θ(ξj − µˆθ)) = 0 (3.2)
(clearly, µˆθ always exists due to monotonicity). Set η = v
√
2t
n(1−2t/n) and θ∗ =√
2t
n(v2+η2) . Assuming that n > 2t, it is shown in [12] that |µˆθ∗ − µ| ≤ η with
probability ≥ 1− 2e−t.
We proceed by presenting a multivariate extension of the estimator µˆθ. We
will first formulate main results for the self-adjoint matrices, and will later de-
duce the general case of rectangular matrices as a corollary. Let Y1, . . . , Yn ∈
Cd×d be a sequence of independent self-adjoint random matrices such that
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σ2n :=
∥∥∥∥∥ n∑j=1EY 2j
∥∥∥∥∥ <∞. Let Ψ be such that Ψ′(x) = ψ(x) for all x ∈ R, and set
T̂ ∗θ = argminS∈Cd×d,S=S∗
tr n∑
j=1
Ψ (θ(Yj − S))
 , (3.3)
where θ > 0 is an appropriate constant. It follows from Fact 2.6 that T̂ ∗θ exists,
moreover, it is unique if ψ(x) is strictly increasing. It is also not hard to see that
(3.3) is equivalent to
n∑
j=1
ψ
(
θ(Yj − T̂ ∗θ )
)
= 0d×d. (3.4)
Indeed, if Fψ(S) := tr
∑n
j=1 Ψ (θ(Yj − S)), then (3.4) simply states that the
gradient of Fψ evaluated at T̂
∗
θ is equal to zero; see Lemma A.1 in the appendix
for more details.
To understand the properties of the estimator defined via (3.3) and (3.4), we
will first consider another estimator T̂
(0)
θ that shares many important properties
with T̂ ∗θ but is easier to analyze.
The “preliminary estimator” T̂
(0)
θ is constructed as follows: given θ > 0 and
a function ψ satisfying (3.1), set Xj := ψ (θYj) , j = 1, . . . , n and
T̂
(0)
θ :=
1
nθ
n∑
j=1
Xj . (3.5)
In other words, T̂
(0)
θ is an average of “ψ-truncated” observations. Since Xj ' θYj
for small θ and a smooth function ψ, we expect that T̂
(0)
θ is close to
1
n
∑n
j=1 EYj .
In the following sections, we will make this intuition more precise. In particular,
we will establish the following (so far informally stated) results:
Theorem. 1. Assume that the observations Y1, . . . , Yn are i.i.d. copies of
Y ∈ Cd×d and the parameter θ is chosen properly. Then
Pr
(∥∥∥T̂ (0)θ − EY ∥∥∥ ≥ σ√ tn
)
≤ 2d exp
(
− t
2
)
,
where σ2 := σ2n/n =
∥∥EY 2∥∥.
2. Assume that n is large enough and θ is chosen properly. Then the estimator
T̂ ∗θ defined via (3.4) satisfies the inequality
Pr
(∥∥∥T̂ ∗θ − EY ∥∥∥ ≥ C1σ0√ tn
)
≤ C2d exp
(
− t
2
)
,
where C1, C2 > 0 are absolute constants and σ
2
0 :=
∥∥E(Y − EY )2∥∥.
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Note that the “variance term”
∥∥EY 2∥∥ appearing in the first part of the bound
above is akin to the second moment, while in the second bound it is replaced by
σ20 =
∥∥E(Y − EY )2∥∥; presence of the term ∥∥EY 2∥∥ can be explained by the fact
that the estimator T̂
(0)
θ is obtained via bias-producing truncation. We remark
that in some applications, such as matrix completion discussed in section 4,
even the estimator T̂
(0)
θ with “suboptimal” variance term suffices to obtain good
bounds.
Remark 1. Most of our results do not depend on the concrete choice of the
function ψ. One possibility is
ψ1(x) =
log
(
1 + x+ x
2
2
)
, x ≥ 0,
− log
(
1− x+ x22
)
, x < 0.
(3.6)
Another example is
ψ2(x) =
{
x− sign(x)x22 , x ∈ [−1, 1],
1
2sign(x), |x| > 1.
(3.7)
Since the latter function is bounded, it can provide additional advantages (such
as robustness) in applications. However, note that ψ2(x) does not satisfy (3.1);
instead, it satisfies a slightly weaker inequality
− log (1− x+ x2) ≤ ψ2(x) ≤ log (1 + x+ x2) ,
hence all subsequent results hold for ψ2 as well, albeit with slightly worse constant
factors. We also note that both ψ1 and ψ2 are operator Lipschitz functions; see
Lemma A.3 for details.
3.1. Bounds for the moment generating function
In this section, we will establish deviation inequalities for the estimator T̂
(0)
θ =
1
nθ
∑n
j=1 ψ(θYj). The lemma below is the cornerstone of our results. As before,
given θ > 0, let Xj = ψ(θYj).
Lemma 3.1. The following inequalities hold:
Etr exp
 n∑
j=1
(Xj − θEYj)
 ≤ tr exp
θ2
2
n∑
j=1
EY 2j
 , (3.8)
Etr exp
 n∑
j=1
(θEYj −Xj)
 ≤ tr exp
θ2
2
n∑
j=1
EY 2j
 . (3.9)
Proof. Note that
E tr exp
 n∑
j=1
(Xj − θEYj)
 =
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EEn−1tr exp
n−1∑
j=1
(Xj − θEYj)− θEYn
+ ψ (θYn)
 ≤
EEn−1tr exp
n−1∑
j=1
(Xj − θEYj)− θEYn
+ log (I + θYn + θ2Y 2n /2)
 ≤
E tr exp
n−1∑
j=1
(Xj − θEYj) + log
(
I + θEYn + θ2EY 2n /2
)− θEYn
 ,
where the first inequality follows from the semidefinite relation ψ(θYn)  log
(
I + θYn +
θ2
2 Y
2
n
)
and Fact 2.2, and the second inequality follows from Lieb’s concavity theorem
(Fact 2.5) with H =
∑n−1
j=1 (Xj − θEYj) − θEYn and Jensen’s inequality for
conditional expectation. We also note that I + θEYn + θ2EY 2n /2  0 since
I + θYn + θ
2Y 2n /2  0 almost surely, hence log
(
I + θEYn + θ2EY 2n /2
)
is well-
defined. Repeating the steps for Xn−1, . . . , X1, we obtain the inequality
E tr exp
 n∑
j=1
(Xj − θEYj)
 ≤ tr exp
 n∑
j=1
(
log
(
I + θEYj + θ2EY 2j /2
)− θEYj)

(3.10)
It remains to note that by Fact 2.1 and the inequality log(1+x) ≤ x (that holds
∀ x > −1), for all j = 1, . . . , n
log
(
I + θEYj + θ2EY 2j /2
)  θEYj + θ2
2
EY 2j ,
or log
(
I + θEYj + θ2EY 2j /2
) − θEYj  θ22 EY 2j . The first inequality (3.8) now
follows from (3.10) and Fact 2.2.
To establish the second inequality of the lemma, we use the relation −Xj =
−ψ(θYj)  log
(
I − θYj + θ22 Y 2j
)
(which follows from (3.1) and Fact 2.1) to-
gether with the Fact 2.2 to deduce that
E tr exp
 n∑
j=1
(θEYj −Xj)
 ≤
E tr exp
 n∑
j=1
(
log
(
I + θ(−Yj) + θ2Y 2j /2
)− θE(−Yj))
 ,
and apply inequality (3.8) to the sequence −Y1, . . . ,−Yn with
Xj = log
(
I + θ(−Yj) + θ2(−Yj)2/2
)
, j = 1, . . . , n.
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We are ready to state and prove the main result of this section.
Theorem 3.1. Let Y1, . . . , Yn ∈ Cd×d be a sequence of independent self-adjoint
random matrices, and σ2n ≥
∥∥∥∑nj=1 EY 2j ∥∥∥. Then for all θ > 0
Pr
∥∥∥∥∥∥
n∑
j=1
(
1
θ
ψ (θYj)− EYj
)∥∥∥∥∥∥ ≥ t√n
 ≤ 2d exp(−θt√n+ θ2σ2n
2
)
.
In particular, setting θ = t
√
n
σ2n
, we get the “sub-Gaussian” tail bound 2d exp
(
− t22σ2n/n
)
,
for a given t > 0. Alternatively, setting θ =
√
n
σ2n
(independent of t), we obtain
sub-exponential concentration with tail 2d exp
(
− 2t−12σ2n/n
)
for all t > 1/2.
Remark 2. In the important special case when Yj , j = 1, . . . , n are i.i.d. copies
of Y , we will often use the following equivalent form of of the bound: assume
that σ2 ≥ ‖EY 2‖, then replacing t by σ√s and setting θ := √ sn 1σ implies that
Pr
(∥∥∥T̂ (0)θ − EY ∥∥∥ ≥ σ√ sn
)
≤ 2d exp (−s/2) , (3.11)
where T̂
(0)
θ was defined in (3.5).
Proof. As before, set Xj := ψ (θYj) , j = 1, . . . , n. Then
Pr
(
λmax
1
θ
n∑
j=1
(Xj − θEYj)
 ≥ s)
= Pr
exp
λmax
 n∑
j=1
(Xj − θEYj)
 ≥ eθs

≤ e−θsE tr exp
 n∑
j=1
(Xj − θEYj)
 ≤ e−θs tr exp
θ2
2
n∑
j=1
EY 2j

≤ d exp
−θs+ θ2
2
∥∥∥∥∥∥
n∑
j=1
EY 2j
∥∥∥∥∥∥
 ,
where we used Chebyshev’s inequality, the fact that eλmax (A) = λmax (e
A) and
the inequality λmax (e
A) ≤ tr eA on the second step, the first inequality of
Lemma 3.1 on the third step, and the bound tr eA ≤ d e‖A‖ on the last step
(here and below, A ∈ Cd×d is an arbitrary self-adjoint matrix). Similarly, since
−λmin (A) = λmax (−A), we have
Pr
(
λmin
1
θ
n∑
j=1
(Xj − θEYj)
 ≤ −s)
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= Pr
λmax
1
θ
n∑
j=1
(θEYj −Xj)
 ≥ s

≤ e−θsEtr exp
 n∑
j=1
(θEYj −Xj)
 ≤ e−θs tr exp
θ2
2
n∑
j=1
EY 2j

≤ d exp
−θs+ θ2
2
∥∥∥∥∥∥
n∑
j=1
EY 2j
∥∥∥∥∥∥
 ,
where we used the second inequality of Lemma 3.1 instead. The result follows
by taking s := t
√
n since for a self-adjoint matrix A, ‖A‖ = max ( λmax (A),
−λmin (A) ).
The main weakness of the estimator T̂ 0θ discussed above is the fact that
the “variance term”
∥∥∥∑nj=1 EY 2j ∥∥∥ appearing in the bound is akin to the sec-
ond moment (the price we pay for applying bias-producing truncation) while
we would like to replace it by
∥∥∥∑nj=1 E(Yj − EYj)2∥∥∥. This problem will be ad-
dressed in detail in section 6. In particular, we will show the following: assume
that Y1, . . . , Yn are i.i.d. copies of Y , σ
2
0 ≥
∥∥E(Y − EY )2∥∥, θ0 = √ 2tn 1σ0 , and
n is large enough (n & d2). Then, with exponentially high probability with re-
spect to s, the solution T̂ ∗θ0 of equation (3.4) satisfies
∥∥∥T̂ ∗θ0 − EY ∥∥∥ ≤ Cσ0√ sn
for an absolute constant C > 0. Another problem is the fact that one needs to
know the value of
∥∥∥∑nj=1 EY 2j ∥∥∥ (or its tight upper bound) a priori to choose the
“optimal” value of parameter θ. This issue and its resolution based on adap-
tive estimators is discussed in section 5. We conclude this discussion with few
additional comments.
Remark 3. 1. Sub-Gaussian guarantees provided by Theorem 3.1 hold for a
given confidence parameter t > 0 that has to be fixed a priori: in particular, the
optimal value of θ depends it. However, as it was noted in [15], this is sufficient
to construct (via Lepski’s method [31]) estimators that admit sub-Gaussian tails
uniformly over t in a certain range.
2. Let Y1, . . . , Yn ∈ Cd×d be i.i.d. copies of Y , and σ20 = ‖E(Y −EY )2‖. It is
interesting to compare our estimator (in particular, bound (3.11)) to the guar-
antees for the sample mean 1n
∑n
j=1 Yj. Under an additional restrictive bound-
edness assumption requiring that ‖Y ‖ ≤ M almost surely, the noncommutative
Bernstein’s inequality (see Theorem 1.4 in [44]) implies that
∥∥∥ 1n∑nj=1 Yj − EY ∥∥∥ ≤
2σ0
√
t
n ∨ 43 Mtn with probability ≥ 1 − 2de−t/2. Hence, even under additional
strong assumptions our technique allows to obtain guarantees that compare fa-
vorably to the sample mean. However, as noted in [44], in the case when ‖Y ‖ ≤
M almost surely, the size of E
∥∥∥ 1n∑nj=1 Yj − EY ∥∥∥ is controlled by σ20 while the
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scale of deviations of the random variable
∣∣∣∥∥∥ 1n∑nj=1 Yj − EY ∥∥∥− E∥∥∥ 1n∑nj=1 Yj − EY ∥∥∥∣∣∣
depends on the “weak variance” parameter σ2∗ = sup‖v‖2=1 E 〈(Y − EY )v, v〉2 ≤
σ20. It is not clear if similar improvements are achievable in the case of heavy-
tailed distributions; see Remark 6 for additional comments.
3.2. Bounds depending on the effective dimension
The bound obtained in Theorem 3.1 explicitly depends on the dimension d of
random matrices. Example is subsection 3.2.1 below shows that the dimensional
factor in the right-hand side of the inequality is unavoidable in general. However,
it is possible to prove a similar inequality which only includes the “effective
dimension” defined as
d¯ :=
tr
(∑n
j=1 EY 2j
)
∥∥∥∑nj=1 EY 2j ∥∥∥ (3.12)
which can be much smaller than d if
∑n
j=1 EY 2j has many eigenvalues that are
close to 0. The following result holds:
Theorem 3.2. Let Y1, . . . , Yn ∈ Cd×d be a sequence of independent self-adjoint
random matrices, and σ2n ≥
∥∥∥∑nj=1 EY 2j ∥∥∥ . Then
Pr
∥∥∥∥∥∥
n∑
j=1
(
1
θ
ψ (θYj)− EYj
)∥∥∥∥∥∥ ≥ t√n
 ≤ 2d¯(1 + 1
θt
√
n
)
exp
(
−θt√n+ θ
2σ2n
2
)
.
Remark 4. As before, we can set θ = t
√
n
σ2n
to get
Pr
∥∥∥∥∥∥
n∑
j=1
(
1
θ
ψ (θYj)− EYj
)∥∥∥∥∥∥ ≥ t√n
 ≤ 2d¯(1 + σ2n/n
t2
)
exp
(
− t
2
2σ2n/n
)
.
For the values of t ≥ √σ2n/n (when the bound becomes useful), it further sim-
plifies to
Pr
∥∥∥∥∥∥
n∑
j=1
(
1
θ
ψ (θYj)− EYj
)∥∥∥∥∥∥ ≥ t√n
 ≤ 4d¯ exp(− t2
2σ2n/n
)
.
For the “sub-exponential regime” with θ =
√
n
σ2n
, we get that for all t ≥ 12 ∨ σ2n/n
simultaneously,
Pr
∥∥∥∥∥∥
n∑
j=1
(
1
θ
ψ (θYj)− EYj
)∥∥∥∥∥∥ ≥ t√n
 ≤ 4d¯ exp(− 2t− 1
2σ2n/n
)
.
Proof. The argument is similar in spirit to the proof of Theorem 3.1. Details
are included in appendix C.
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3.2.1. Dimensional factor in Theorem 3.1
Example below shows that the dimensional factor in Theorem 3.1 is unavoidable
in general. Assume that ψ(x) = ψ1(x) as defined in (3.6), θ = 1, n = d, and
let Yj , j ≤ d be independent and such that ψ1(Yj) = γj ejeTj , where γj , j ≤ d
are i.i.d. random variables with density p(x) = e−2|x|, and {e1, . . . , ed} is the
standard Euclidean basis. Recalling that Yj = ψ
−1
1 (γj)eje
T
j , it is easy to check
that EYj = 0d×d, and that
∥∥∥∑dj=1 EY 2j ∥∥∥ = E (ψ−11 (γ1))2 < ∞. Theorem 3.1
implies that
Pr
∥∥∥∥∥∥
d∑
j=1
γjeje
T
j
∥∥∥∥∥∥ ≥ s
 ≤ f(d)e−s
with f(d) ≤ Cd for some absolute constant C. Since
∥∥∥∑dj=1 γjejeTj ∥∥∥ = max (|γ1|, . . . , |γd|),
it follows from Lemma A.5 that
Pr
∥∥∥∥∥∥
d∑
j=1
γj eje
T
j
∥∥∥∥∥∥ ≥
(
1
2
− τ
)
log d
 ≥ c(τ)
for any 0 < τ < 1/2 and some constant c(τ) > 0. This shows that the dimen-
sional factor f(d) can not grow slower than d1/2−τ for any τ > 0.
3.3. Bounds for arbitrary rectangular matrices
In this section, we will deduce results for arbitrary matrices from the bounds
for self-adjoint operators. Let Y1, . . . , Yn ∈ Cd1×d2 be independent, and assume
that
σ2n ≥ max
∥∥∥∥∥∥
n∑
j=1
EYjY ∗j
∥∥∥∥∥∥ ,
∥∥∥∥∥∥
n∑
j=1
EY ∗j Yj
∥∥∥∥∥∥
 .
Given θ > 0, set Xj := ψ (θH(Yj)) (where H(·) is the self-adjoint dilation, see
equation (2.1)) and define Tˆ ∈ C(d1+d2)×(d1+d2) as
T̂ := T̂ (θ) =
n∑
j=1
1
θ
Xj .
Let Tˆ11 ∈ Cd1×d1 , Tˆ22 ∈ Cd2×d2 , Tˆ12 ∈ Cd1×d2 be such that T̂ =
(
Tˆ11 Tˆ12
Tˆ ∗12 Tˆ22
)
.
Since T̂ is “close” to
∑n
j=1H (EYj) for the proper choice of θ, it is natural to
expect that Tˆ12 is close to
∑n
j=1 EYj .
Corollary 3.1. Under the assumptions stated above,
Pr
∥∥∥∥∥∥Tˆ12 −
n∑
j=1
EYj
∥∥∥∥∥∥ ≥ t√n
 ≤ 2(d1 + d2) exp(−θt√n+ θ2σ2n
2
)
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and
Pr
∥∥∥∥∥∥Tˆ12 −
n∑
j=1
EYj
∥∥∥∥∥∥ ≥ t√n
 ≤ 2d¯(1 + 1
θt
√
n
)
exp
(
−θt√n+ θ
2σ2n
2
)
,
where d¯ = 2
tr (
∑n
j=1 EY ∗j Yj)
‖∑nj=1 EYjY ∗j ‖∨‖∑nj=1 EY ∗j Yj‖ .
Proof. Note that∥∥∥∥∥∥
n∑
j=1
EH(Yj)2
∥∥∥∥∥∥ = max
∥∥∥∥∥∥
n∑
j=1
EYjY ∗j
∥∥∥∥∥∥ ,
∥∥∥∥∥∥
n∑
j=1
EY ∗j Yj
∥∥∥∥∥∥
 ≤ σ2n.
Theorem 3.1 applied to self-adjoint random matricesH(Yj) ∈ C(d1+d2)×(d1+d2), j =
1, . . . , n implies that
∥∥∥T̂ −∑nj=1H(EYj)∥∥∥ ≤ t√n with probability ≥ 1− 2(d1 +
d2) exp
(
−θt√n+ θ2σ2n2
)
. It remains to apply Lemma 2.1:∥∥∥∥∥∥T̂ −
n∑
j=1
H(EYj)
∥∥∥∥∥∥ =
∥∥∥∥∥
(
Tˆ11 Tˆ12 −
∑n
j=1 EYj
Tˆ ∗12 −
∑n
j=1 EY ∗j Tˆ22
)∥∥∥∥∥
≥
∥∥∥∥∥
(
0 Tˆ12 −
∑n
j=1 EYj
Tˆ ∗12 −
∑n
j=1 EY ∗j 0
)∥∥∥∥∥ =
∥∥∥∥∥∥Tˆ12 −
n∑
j=1
EYj
∥∥∥∥∥∥ ,
and the first inequality follows. To obtain the second inequality, it is enough to
use Theorem 3.2 instead of Theorem 3.1 and note that
tr
 n∑
j=1
EH(Yj)2
 = tr
 n∑
j=1
EYjY ∗j
+tr
 n∑
j=1
EY ∗j Yj
 = 2tr
 n∑
j=1
EY ∗j Yj

since for any 1 ≤ j ≤ n, tr (EYjY ∗j ) = Etr (YjY ∗j ) = Etr (Y ∗j Yj).
In a particular case when Y ∈ Rd is a random vector such that EY Y T = Σ
and Y1, . . . , Yn are its i.i.d. copies, max
(∥∥∥∑nj=1 EYjY ∗j ∥∥∥ ,∥∥∥∑nj=1 EY ∗j Yj∥∥∥) =
n tr Σ and tr
(∑n
j=1 EY ∗j Yj
)
= n tr Σ, hence d¯ = 2 and the estimator Tˆ12 admits
the following bound: if we replace t by
√
s
√
tr Σ and set θ =
√
s
n
1√
tr Σ
in the
second bound of Corollary 3.1, then
Pr
(∥∥∥∥∥ Tˆ12n − EY
∥∥∥∥∥
2
≥
√
tr Σ
√
s
n
)
≤ 4 (1 + 1/s) e−s/2.
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3.4. Bounds under weaker moment assumptions
In this section, we discuss the mean estimation problem under weaker moment
conditions. Namely, assume that Y1, . . . , Yn are independent self-adjoint random
matrices such that ‖E|Yj |α‖ <∞ for some α ∈ (1, 2] and all 1 ≤ j ≤ n. Let ψα
satisfy
− log(1− x+ cα|x|α) ≤ ψα(x) ≤ log(1 + x+ cα|x|α)
for all x ∈ R, where cα = α−1α ∨
√
2−α
α . The fact that such ψα exists follows
from Lemma A.2 in the appendix. For example, one can take ψα(x) = log(1 +
x+ cα|x|α). The following result holds:
Theorem 3.3. Assume that vαn ≥
∥∥∥∑nj=1 E|Yj |α∥∥∥. Then for any positive t and
θ,
Pr
∥∥∥∥∥∥
n∑
j=1
(
1
θ
ψα(θYj)− EYj
)∥∥∥∥∥∥ ≥ t
 ≤ 2d exp (−θt+ cαθαvαn) .
Proof. The argument repeats the steps of Lemma 3.1 and Theorem 3.1, the only
difference being that application of Fact 2.4 is replaced by Lemma A.2.
Remark 5. In the special case when Y1, . . . , Yn are i.i.d. copies of Y with
v = ‖E|Y |α‖1/α, setting t = vn1/αsα−1α and θ =
(
1
αcα
)1/(α−1) (
s
n
)1/α 1
v gives
the inequality
Pr
∥∥∥∥∥∥ 1nθ
n∑
j=1
ψα(θYj)− EY
∥∥∥∥∥∥ ≥ v
( s
n
)α−1
α
 ≤ 2d exp(−α− 1
α
(
1
αcα
)1/(α−1)
s
)
.
Note that for α = 2, we recover (3.11).
Before we proceed with discussion or further improvements and adaptation
issues, let us demonstrate applications of developed techniques to popular prob-
lems in statistics and highlight the advantages over existing results.
4. Examples
We present two examples which highlight the potential improvements obtained
via our technique in popular scenarios: estimation of the covariance matrix in
Frobenius and operator norms, and low-rank matrix completion problem.
4.1. Estimation of the covariance matrix in operator norm
Let Z ∈ Rd be a random vector with EZ = µ, E‖Z−µ‖42 <∞, Σ = E
[
(Z − µ)(Z − µ)T ],
and let Z1, . . . , Z2n be i.i.d. copies of Z. Let us first assume that µ = 0, and
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define
Σ˜2n(θ) =
1
2nθ
2n∑
j=1
ψ
(
θZjZ
T
j
)
,
where ψ(·) satisfies (3.1). Let σ2 ≥ ∥∥E‖Z‖22ZZT∥∥ and θ˜ = √ tn 1σ . It is straight-
forward to deduce from Theorem 3.1 that with probability ≥ 1− 2de−t,∥∥∥Σ˜2n(θ˜)− Σ∥∥∥ ≤ σ√ t
n
.
Remark 6. 1. Note that for any matrix X = λUUT of rank 1 (where ‖U‖2 =
1),
ψ(X) = ψ(λ)UUT (since ψ(0) = 0),
hence Σ˜2n(θ˜) =
1
2nθ˜
∑2n
j=1 ψ(θ˜‖Zj‖22)
ZjZ
T
j
‖Zj‖22 . In particular, this expression is easy
to evaluate numerically; in general, computation of the estimator (3.5) requires
n singular value decompositions.
2. Parameter σ is closely related to the effective rank defined as r(Σ) = tr (Σ)‖Σ‖
[48]; clearly, it always true that r(Σ) ≤ d. The quantity √r(Σ)‖Σ‖ has been
shown to control the expected error of the sample covariance estimator in the
Gaussian setting [29]. Under the additional assumption that the kurtosis of the
linear forms 〈Z, v〉, v 6= 0, is uniformly bounded by K, it is possible to show that
(see Lemma 2.3 in [38]) that σ2 ≤ K r(Σ) ‖Σ‖2. On the other hand, fluctuations
of the error around its expected value in the Gaussian case [29] are controlled by
the “weak variance” supv∈Rd:‖v‖2=1 E
1/2 〈Z, v〉4 ≤ √K‖Σ‖, while in our bounds
fluctuations are controlled by the “strong variance” σ2; this fact leaves room for
improvement in our construction and proof techniques.
Of course, the initial assumption that µ is known is often unrealistic, hence
we modify the estimator as follows. Given θ > 0, set
Yj =
1
2
(Z2j−1 − Z2j) (Z2j−1 − Z2j)T ,
Σ̂2n(θ) =
1
nθ
n∑
j=1
ψ(θYj).
Let σˆ2 ≥ 12
∥∥∥E ((Z − µ)(Z − µ)T )2 + tr (Σ)Σ + 2Σ2∥∥∥ , and θˆ = √ tn 1σˆ . Our co-
variance estimator is then defined as Σ̂2n := Σ̂2n(θˆ). The following result can
be deduced from Theorem 3.1:
Corollary 4.1. With probability ≥ 1− 2d e−t,∥∥∥Σ̂2n − Σ∥∥∥ ≤ √2σˆ√ t
n
.
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Before presenting the proof, let us make several additional remarks.
Remark 7. 1. It is not hard to show that (see Corollary A.1) that∥∥∥E ((Z − µ)(Z − µ)T )2∥∥∥ ≥ tr (Σ) ‖Σ‖ ,
hence it is enough to choose σˆ2 ≥ ‖Σ‖2 +σ20 = ‖Σ‖2 +
∥∥∥E ((Z − µ)(Z − µ)T )2∥∥∥.
In view of remark 6, this expression can be further simplified under the bounded
kurtosis assumption, and one can choose σˆ2 ≥ ‖Σ‖2 (1 +Kr(Σ)), where K is the
uniform bound on the kurtosis of the coordinates of Z, and r(Σ) is the effective
rank.
2. Construction of Σ̂2n(θ) essentially halves the effective sample size. While
the loss of a constant factor can be deemed insignificant in non-asymptotic the-
oretical bounds, it is undesirable in applications. A more natural version of the
estimator based on a sample of size 2n is the U-statistic
Σ¯2n(θ) =
1(
2n
2
) ∑
1≤i<j≤2n
1
θ
ψ
(
θ
2
(Zi − Zj)(Zi − Zj)T
)
.
Another possibility to avoid “halving” the sample size is to center the data using
a robust estimator of location, such as the spatial median or the median-of-means
estimator [25, 35, 37]. Analysis of the estimators of these types is not covered
in the present paper, and requires a slightly different set of technical tools to deal
with dependent summands; see [38] for results in this direction.
Proof of Corollary 4.1. Note that for all j = 1, . . . , n, EYj = Σ. Since Y1, . . . , Yn
are i.i.d. random matrices, Theorem 3.1 applies (see remark 2), giving that
Pr
(∥∥∥Σˆ(θˆ)− Σ∥∥∥ ≥ σˆ√2t
n
)
≤ 2de−t,
where σˆ2 ≥ ∥∥EY 21 ∥∥. It is easy to check that∥∥EY 21 ∥∥ = 12 ∥∥∥E ((Z − µ)(Z − µ)T )2 + tr (Σ)Σ + 2Σ2∥∥∥ ,
and result follows.
4.2. Estimation of the covariance matrix in Frobenius norm
Next, we present an estimator which achieves strong deviation guarantees in
the Frobenius norm. Estimation of the covariance matrix with respect to this
norm has been previously investigated in the literature, for instance, see [30],
[9] and references therein; Frobenius norm is a natural choice when one wants
to understand the effect of the rank of an unknown covariance matrix on the
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estimation error [34]. Let Sˆ2n be the sample covariance estimator based on
Z1, . . . , Z2n:
Sˆ2n =
1(
2n
2
) ∑
1≤i<j≤2n
(Zi − Zj)(Zi − Zj)T
2
.
The following “soft thresholding” estimator has been studied in [34]; here, τ > 0
is a fixed threshold parameter:
Sˆτ2n = argminA∈Rd×d
[∥∥∥A− Sˆ2n∥∥∥2
F
+ τ ‖A‖1
]
. (4.1)
We propose to replace the sample covariance Sˆ2n by Σ̂2n, and consider
Σ̂τ2n = argminA∈Rd×d
[∥∥∥A− Σ̂2n∥∥∥2
F
+ τ ‖A‖1
]
. (4.2)
It is not hard to see (e.g., see the proof of Theorem 1 in [34]) that Σ̂τ2n can be
written explicitly as
Σ̂τ2n =
d∑
j=1
max
(
λj
(
Σ̂2n
)
− τ/2, 0
)
vj(Σ̂2n)vj(Σ̂2n)
T ,
where λj(Σ̂2n) and vj(Σ̂2n) are the eigenvalues and corresponding eigenvectors
of Σ̂2n. The following result holds:
Theorem 4.1. For any
τ ≥ 4σˆ
√
t+ log(2d)
2n
∥∥∥Σ̂τ2n − Σ∥∥∥2
F
≤ inf
A∈Rd×d
[
‖A− Σ‖2F +
(1 +
√
2)2
8
τ2rank(A)
]
. (4.3)
with probability ≥ 1− e−t.
Result stated above mimics the (almost) optimal rates obtained in [34] (in
the situation when no data is missing) under significantly weaker assumptions
on the underlying distribution.
Proof of Theorem 4.1. The proof is based on the following lemma:
Lemma 4.1. Inequality (4.3) holds on the event E =
{
τ ≥ 2
∥∥∥Σ̂2n − Σ∥∥∥}.
To verify this statement, it is enough to repeat the steps of the proof of Theorem
1 in [34], replacing each occurrence of the sample covariance Sˆ2n by its robust
counterpart Σ̂τ2n.
Result then follows from corollary 4.1 that Pr(E) ≥ 1 − e−t whenever τ ≥
4σˆ
√
t+log(2d)
2n .
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4.3. Matrix completion
Let A0 ∈ Rd1×d2 be an unknown matrix, and assume that we observe a random
subset of its entries contaminated by noise. The goal is to estimate A0 from
a small number of such noisy measurements under an additional assumption
that A0 is likely to be of low rank (or can be well approximated by a low rank
matrix). More specifically, let
X = {ej(d1)eTk (d2), 1 ≤ j ≤ d1, 1 ≤ k ≤ d2} ,
where ej(d1) and ek(d2) are the elements of the canonical bases of Rd1 and Rd2
respectively. Let X have uniform distribution Π := Unif(X ) on X , and assume
that the noisy linear measurement Y has the form
Y = tr (XTA0) + ξ,
where E(ξ|X) = 0. Finally, assume that (X1, Y1), . . . , (Xn, Yn) are i.i.d. copies
of (X,Y ).
It is easy to check that E(Y X) = 1d1d2A0, hence the natural unbiased esti-
mator of A0 is
Â =
d1d2
n
n∑
j=1
YjXj .
To incorporate the structural (low-rank) assumption on A0, the following esti-
mator has been considered in the literature: let τ > 0, and define
Âτ = argminA∈Rd1×d2
[
1
d1d2
‖A− Â‖2F + τ‖A‖1
]
= argminA∈Rd1×d2
 1
d1d2
‖A‖2F −
〈
2
n
n∑
j=1
YjXj , A
〉
+ τ‖A‖1
 .
Note that one can use the symmetric version Âs ∈ R(d1+d2)×(d1+d2) of Â instead,
defined as
Âs =
d1d2
n
n∑
j=1
YjH(Xj),
so that EÂs = H(A0), and consider the equivalent convex minimization problem
Âτ = argminA∈Rd1×d2
[
1
d1d2
‖H(A)−H(Âs)‖2F + 2τ‖A‖1
]
= argminA∈Rd1×d2
 1
d1d2
‖H(A)‖2F −
〈
2
n
n∑
j=1
YjH(Xj),H(A)
〉
+ 2τ‖A‖1
 .
However, strong theoretical guarantees for this estimator exist only when the
“noise term” ξj is either bounded with probability 1, or has sub-exponential
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tails. We propose to replace Âs with a robust estimator
R̂ =
d1d2
nθ
n∑
j=1
ψ (θYjH(Xj)) ,
where ψ(·) satisfies (3.1) and
θ := θ(t, n,A0) =
1
‖A0‖max ∨
√
Var(ξ)
√
(t+ log(2(d1 + d2)))(d1 ∧ d2)
n
.
The reasoning behind this choice of θ is explained below. Consider
R̂τ = argminA∈Rd1×d2
[
1
d1d2
‖H(A)‖2F −
〈
2
d1d2
R̂,H(A)
〉
+ 2τ‖A‖1
]
.
Finally, set
M = R̂− E (YH(X)) .
The following result holds:
Theorem 4.2. Assume that ξj is independent of Xj , j = 1, . . . , n, and that
Var(ξ) <∞. For any
τ ≥ 4
(
‖A0‖max ∨
√
Var(ξ)
)√ t+ log(2(d1 + d2))
n(d1 ∧ d2) ,
1
d1d2
∥∥∥R̂τ −A0∥∥∥2
F
≤ inf
A∈Rd1×d2
 1
d1d2
‖A−A0‖2F +
(
1 +
√
2
2
)2
d1d2τ
2 rank(A)
 .
with probability ≥ 1− e−t.
Note that we only assume that Var(ξ) < ∞, while in [18], a similar result is
obtained under a slightly stronger assumption requiring that E|ξ|2+ε < ∞ for
some ε > 0.
Proof. Define A ⊆ R(d1+d2)×(d1+d2) to be the image of Rd1×d2 under H(·):
A =
{
B ∈ R(d1+d2)×(d1+d2) : B = H(A) for some A ∈ Rd1×d2
}
.
We begin with the following inequality:
Lemma 4.2. Assume that τ ≥ 2‖M‖. Then
1
d1d2
∥∥∥H(R̂τ )−H(A0)∥∥∥2
F
≤ inf
B∈A
 1
d1d2
‖B −H(A0)‖2F +
(
1 +
√
2
2
)2
d1d2τ
2 rank(B)
 .
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Proof. By the definition of R̂τ , we see that
H(R̂τ ) = argminB∈A
[
1
d1d2
‖B‖2F −
〈
2
d1d2
R̂, B
〉
+ τ‖B‖1
]
.
If we replace 1d1d2 R̂ by
1
d1d2
Âs =
1
n
∑n
j=1 YjH(Xj), the result follows from
Theorem 1 in [27] immediately. To obtain the current statement, it is enough
to repeat the argument of Theorem 1 in [27], replacing each occurrence of the
matrix 1d1d2 Âs by
1
d1d2
R̂.
To complete the proof, we will estimate each side of the inequality of Lemma
4.2. First, it is obvious from the definition of the Frobenius norm that
1
d1d2
∥∥∥H(R̂τ )−H(A0)∥∥∥2
F
=
2
d1d2
∥∥∥R̂τ −A0∥∥∥2
F
. (4.4)
Next, since rank(H(A)) = 2 rank(A),
inf
B∈A
 1
d1d2
‖B −H(A0)‖2F +
(
1 +
√
2
2
)2
d1d2τ
2 rank(B)

= 2 inf
A∈Rd1×d2
 1
d1d2
‖A−A0‖2F +
(
1 +
√
2
2
)2
d1d2τ
2 rank(A)
 . (4.5)
It remains to estimate the probability of the event E = {τ ≥ 2‖M‖}. Let
σ2 := max
(∥∥E [Y 2XXT ]∥∥ ,∥∥E [Y 2XTX]∥∥) .
Lemma 4.3. Assume that ξj is independent of Xj, j = 1, . . . , n. Then
σ2 ≤ (Var(ξ) ∨ ‖A0‖2max) 2d1 ∧ d2 .
Proof. Note that E
[
Y 2XXT
]
= E
[
ξ2XXT
]
+ E
[(
tr (XTA0)
)2
XXT
]
. More-
over, |tr (XTA0)| ≤ maxi,j |(A0)i,j | = ‖A0‖max, and
∥∥∥EXXT = 1d1 ∥∥∥, hence∥∥E [Y 2XXT ]∥∥ ≤ Var(ξ) 1
d1
+ ‖A0‖2max
1
d1
.
Similarly, ∥∥E [Y 2XTX]∥∥ ≤ Var(ξ) 1
d2
+ ‖A0‖2max
1
d2
.
Applying Theorem 3.1 (see remark 2) with
θ =
√
2(t+ log(2(d1 + d2)))
n
1(
(Var(ξ) ∨ ‖A0‖2max) 2d1∧d2
)1/2
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=
1
‖A0‖max ∨
√
Var(ξ)
√
(t+ log(2(d1 + d2)))(d1 ∧ d2)
n
,
we see that
‖M‖ ≤ 2
(
‖A0‖max ∨
√
Var(ξ)
)√ t+ log(2(d1 + d2))
n(d1 ∧ d2)
with probability ≥ 1 − e−t. Final result now follows from the combination of
this inequality with (4.4), (4.5) and Lemma 4.2.
5. Optimal choice of θ and adaptation to the unknown second
moment
To make results of Theorem 3.1 useful, one has to set the value for the parameter
θ which in turn depends on the (usually unknown) norm σ2n =
∥∥∥∑nj=1 EY 2j ∥∥∥. To
address this problem, we develop a simple adaptive solution based on Lepski’s
method.
Lepski’s method [31] is a powerful general technique that allows to adapt to
the unknown structure of the problem - for example, bandwidth selection in non-
parametric estimation, or unknown second moment in our case. Let Y1, . . . , Yn ∈
Cd×d be independent self-adjoint random matrices with σ2n =
∥∥∥∑nj=1 EY 2j ∥∥∥, and
assume that σmin , σmax are such that
σmin ≤
σn√
n
≤ σmax .
Parameters σmin and σmax are “crude” preliminary bounds that can differ from
σn/
√
n by several orders of magnitude. Let σj = σmin 2
j and
J = {j ∈ Z : σmin ≤ σj < 2σmax }
be a set of cardinality |J | ≤ 1 + log2(σmax /σmin ), and for each j ∈ J set
θj = θ(j, t) =
√
2t
n
1
σj
. Define
Tn,j =
1
nθj
n∑
i=1
ψ(θjYi),
where ψ(·) satisfies (3.1). Finally, set
j∗ := min
{
j ∈ J : ∀k > j s.t. k ∈ J , ‖Tn,k − Tn,j‖ ≤ 2σk
√
2t
n
}
(5.1)
and T ∗n := Tn,j∗ .
Next result shows that adaptation is possible at the cost of an additional
multiplicative constant factor 6 in the deviation bound.
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Theorem 5.1. The following inequality holds for any t > 0:
Pr
(
‖T ∗n − EY ‖ ≥ 6(σn/
√
n)
√
2t
n
)
≤ 2d log2
(
2σmax
σmin
)
e−t.
Proof. Let j¯ = min
{
j ∈ J : σj ≥ σn√n
}
(hence σj¯ ≤ 2 σn√n ). First, we will show
that j∗ ≤ j¯ with high probability. Indeed,
Pr (j∗ > j¯) ≤ Pr
 ⋃
k∈J :k>j¯
{∥∥Tn,k − Tn,j¯∥∥ > 2σk√2tn
}
≤ Pr
(∥∥Tn,j¯ − EY ∥∥ > σj¯√2tn
)
+
∑
k∈J : k>j¯
Pr
(
‖Tn,k − EY ‖ > σk
√
2t
n
)
≤ 2de−t + 2d log2
(
σmax
σmin
)
e−t,
where we used Theorem 3.1 to bound each of the probabilities in the sum. The
display above implies that the event
B =
⋂
k∈J :k≥j¯
{
‖Tn,k − EY ‖ ≤ σk
√
2t
n
}
of probability ≥ 1 − 2d log2
(
2σmax
σmin
)
e−t is contained in E = {j∗ ≤ j¯}. Hence,
on B we have that
‖T ∗n − EY ‖ ≤ ‖T ∗n − Tn,j¯‖+ ‖Tn,j¯ − EY ‖ ≤ 2σj¯
√
2t
n
+ σj¯
√
2t
n
≤ 4 σn√
n
√
2t
n
+ 2
σn√
n
√
2t
n
= 6
σn√
n
√
2t
n
,
and result follows.
Remark 8. It follows from the proof that constant factor 6 in Theorem 5.1
can be reduced to 3 + ε for any ε > 0 by considering the “finer grid”, that is,
replacing J by {j ∈ Z : σmin ≤ κjσmin < κσmax } for some 1 < κ < 2, at the
cost of replacing log2
(
2σmax
σmin
)
by log2
(
κσmax
σmin
)
/ log2 κ.
6. From bounds depending on ‖EY 2‖ to bounds depending on
‖E(Y − EY )2‖
Assume that Y1, . . . , Yn are i.i.d. copies of Y ∈ Cd×d. In this section, we build
upon previously established bounds to provide performance guarantees for the
estimator defined via (3.3), (3.4). To this end, we study a version of the steepest
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descent scheme for the problem (3.3) initialized at the point T̂
(0)
θ , namely, Tˆ0 :=
T̂
(0)
θ0
and
Tˆk = Tˆk−1 +
1
nθk
n∑
j=1
ψ
(
θk(Yj − Tˆk−1)
)
, k ≥ 1
for an appropriate choice of θk, k ≥ 0. Note that for any non-random self-adjoint
matrix S and θS =
√
s
n
1
‖E(Y−S)2‖1/2 , Theorem 3.1 implies that
Pr
(
‖Tn(S)− EY ‖ ≥ ‖E(Y − S)2‖1/2
√
s
n
)
≤ 2d exp (−s/2) ,
where Tn(S) = S +
1
nθS
∑n
j=1 ψ (θS(Yj − S)). Hence, if we use random S which
is “not too far” from EY with high probability, we expect that the deviation
guarantees will still hold with the “variance parameter” close to
∥∥E(Y − EY )2∥∥.
Everywhere in this section, we will assume that one has access to some known
(possibly very crude) bounds for σ2 = ‖EY 2‖ and σ20 = ‖E(Y − EY )2‖:
Assumption 1. Let σmin , σ0,min and σmax , σ0,max be known constants such
that
σmin ≤ σ ≤ σmax and σ0,min ≤ σ0 ≤ σ0,max .
6.1. Two-step estimation based on sample splitting
We will first discuss the simplest (but not the most efficient) approach based on
splitting the sample Y1, . . . , Yn into two disjoint subsets G1 and G2 of cardinality
≥ bn/2c each, and performing one step of the steepest descent. The main advan-
tage of this approach is the fact that it requires very mild assumptions. The idea
is to apply Lepski’s method (as discussed in section 5) twice: on the first step, we
obtain an estimator Tˆ0 based on subsample G1, and on the second step we apply
Lepski’s method again to the subsample
{
Yj − Tˆ0 : 1 ≤ j ≤ n, Yj ∈ G2
}
.
Here is the more detailed description: set σj = 2
jσmin ,
J1 = {j ∈ Z : σmin ≤ σj < 2σmax }
and σ0,j = 2
jσ0,min ,
J2 =
{
j ∈ Z : σ0,min ≤ σ0,j < 2
(
σ0,max + 12σmax
√
t
n
)}
,
and let Tˆ0 be the “Lepski-type” adaptive estimator based on the subsample G1
defined as
Tˆ0 = T|G1|,j∗1 (0;G1),
where
T|G1|,j(S;G1) =
1
|G1|θj
|G1|∑
i=1
ψ(θj(Yi − S)),
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θj =
√
2t
n/2
1
σj
, ψ(·) satisfies (3.1) and
j∗1 := min
{
j ∈ J1 :∀k ∈ J1 s.t. k > j,
∥∥T|G1|,k(0;G1)− T|G1|,j(0;G1)∥∥ ≤ 2σk
√
2t
|G1|
}
Tˆ1 is then defined as follows:
Tˆ1 = Tˆ0 + T|G2|,j∗2 (Tˆ0;G2),
where
T|G2|,j(S;G2) =
1
|G2|θ0,j
n∑
i=|G1|+1
ψ(θ0,j(Yi − S)), θ0,j =
√
2t
n/2
1
σ0,j
and
j∗2 := min
{
j ∈ J2 :∀k ∈ J2 s.t. k > j,
∥∥∥T|G2|,k(Tˆ0;G2)− T|G2|,j(Tˆ0;G2)∥∥∥ ≤ 2σ0,k
√
2t
|G2|
}
.
Theorem 6.1. With probability at least
1− 2d
(
2 + log2
(
σmax
σmin
)
+ log2
(
σ0,max + 12σmax
√
t/n
σ0,min
))
e−t,
the following inequality holds:∥∥∥Tˆ1 − EY ∥∥∥ ≤ 12(σ0 + 12σ√ t
n
)√
t
n
.
Proof. See appendix D.
The main feature of this result is the variance term σ0 + 12σ
√
t
n that can be
much smaller compared to σ as long as t n.
6.2. Results for the estimator T̂ ∗θ defined via equation (3.4)
We will next show how to design an estimator with deviations controlled by
“correct” variance term without sample splitting (however, subject to the con-
dition that the sample size is sufficiently large). In what follows, we will make
an additional assumption about the function ψ:
S. Minsker/ Estimators of the mean of a random matrix 26
Assumption 2. Function ψ(·) satisfies (3.1) and is operator Lipschitz, meaning
that ‖ψ(A)− ψ(B)‖ ≤ L‖A−B‖ for all self-adjoint A,B ∈ Cd×d, with Lipschitz
constant L independent of the dimension d.
For example, we may take ψ = ψ1 or ψ = ψ2 (see Lemma A.3 for details). As
before, let t > 0 be fixed, set σ0,j = 2
jσ0,min ,
J = {j ∈ Z : σ0,min ≤ σ0,j < 2σ0,max } ,
θ =
√
2t
n
1
σmax
and θj =
√
2t
n
1
σ0,j
for j ∈ J .
For all j ∈ J , define δ(0)j = σmax
√
2t
n and
δ
(k)
j =
12
5
σ0,j
√
2t
n
+ 6−k
(
σmax
√
2t
n
− 12
5
σ0,j
√
2t
n
)
(6.1)
for k ≥ 1. Next, for each j ∈ J , we define
T
(0)
n,j := T
(0)
n =
1
nθ
n∑
i=1
ψ (θYi) , (6.2)
(independent of j)3, and
T
(k)
n,j := T
(k−1)
n,j +
1
nθj
n∑
i=1
ψ
(
θj
(
Yi − T (k−1)n,j
))
for k ≥ 1. Finally, we apply Lepski’s method to the collection of estimators{
T
(k)
n,j : j ∈ J
}
. To this end, define Tˆk := T
(k)
n,j∗k
, where
j∗k = min
{
j ∈ J : ∀l ∈ J s.t. l > j,
∥∥∥T (k)n,l − T (k)n,j ∥∥∥ ≤ 2δ(k)l } .
Note that the estimator Tˆk is completely data-dependent. We are ready to state
the main result of this section:
Theorem 6.2. Let
τ = 1.1K
√
d2 + Lt
n
+
√
2t
n
1
2σ0
,
where K > 0 is an absolute constant, and assume that τ ≤ 1/6. Moreover,
assume that (
24
5
σ0,max ∨ σmax
)√
2t
n
≤ 1. (6.3)
3Particular choice of T
(0)
n does not matter as long as ‖T (0)n − EY ‖ is small with high
probability.
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Then for all k ≥ 0 simultaneously,∥∥∥Tˆk − EY ∥∥∥ ≤ 3[(1− 6−k)24
5
σ0
√
2t
n
+ 6−kσmax
√
2t
n
]
with probability ≥ 1− 8d
(
1 + 2 log2
(
12σmax
5σ
0,min
))
log2
(
2σ0,max
σ
0,min
)
e−t.
Proof. See section 5 in appendix E.
The next corollary easily follows from the preceding result. Let A be the
event of probability
Pr(A) ≥ 1− 8d
(
1 + 2 log2
(
12σmax
5σ0,min
))
log2
(
2σ0,max
σ0,min
)
e−t
defined in Theorem 6.2. Since by the properties of the steepest descent scheme
T
(k)
n,j converges to the solution (denoted T̂
∗
θj
) of the problem (3.3), we can easily
deduce the following inequality.
Corollary 6.1. Let
{
T̂ ∗θj
}
j∈J
satisfy the equations
1
nθj
n∑
i=1
ψ
(
θj(Yi − T̂ ∗θj )
)
= 0d×d, j ∈ J .
Then on event A,
∥∥∥T̂ ∗θj − EY ∥∥∥ ≤ limk→∞ δ(k)j = 125 σ0,j√ 2tn .
One can further apply Lepski’s method (see section 5) to the collection{
T̂ ∗θj
}
j∈J
to obtain a completely data-dependent estimator T̂ ∗ that satisfies
∥∥∥T̂ ∗ − EY ∥∥∥ ≤ 72
5
σ0
√
2t
n
with high probability (in particular, on event A).
7. Numerical simulation results
Numerical simulation was performed for covariance estimation problem. Data
was simulated as follows: let U =
(
U (1), . . . , U (100)
)T ∈ R100 be a vector with
i.i.d. coordinates such that U (j)
d
= 1√
2c(q)
(ξj,1 − ξj,2), where ξj,1 and ξj,2, j =
1, . . . , 100, are independent random variables with probability density function
pξ(t; q) =
q
(1 + t)1+q
I{t ≥ 0}
(which belongs to the Pareto family), c(q) = Var(ξ) = q(q−1)2(q−2) and q = 4.01;
in particular, Var(U (j)) = 1. Finally, let Z =
√
ΣU , where Σ is a diagonal matrix
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with Σ11 = 10, Σ22 = 5, Σ33 = 1, and Σjj =
1
97 , j ≥ 4. In particular, EZ = 0
and EZZT = Σ.
The goal of numerical experiment was to evaluate the quality of estimation
of the covariance matrix Σ as well as its first eigenvector e1 corresponding to
λ1 = 10. We tested two scenarios with sample sizes equal n to 100 and 1000.
In both cases, we generated Z1, . . . , Zn, i.i.d. copies of Z, and centered the data
via the spatial (or geometric) median defined as
M̂n = argminy∈R100
100∑
j=1
‖y − Zj‖2 .
We compared two estimators, Ŝn and Σ̂n constructed as follows: set Z
0
j :=
Zj − M̂n for brevity, and
Ŝn =
1
n
n∑
j=1
Z0jZ
0
j
T
,
which is the analogue of sample covariance with “robust centering”.
Next, Σ̂n was constructed using a version of Lepski’s method described in
section 5. We provide details for completeness: set
σmax := 2
√√√√√
∥∥∥∥∥∥ 1n
n∑
j=1
‖Z0j ‖22Z0jZ0j T
∥∥∥∥∥∥, σmin = σmax100 ,
J = {j ∈ Z : σmin < 1.3j ≤ σmax } ,
and let ψ(·) be the function defined in (3.6). Let t = log 10, and for j ∈ J , set
θj =
√
2t
n
1
1.3j and Σˆn,j =
1
nθj
∑n
i=1 ψ
(
θjZ
0
i Z
0
i
T
)
. Finally, define
j∗ := min
{
j ∈ J : ∀k > j, ‖Σˆn,k − Σˆn,j‖ ≤ 1.3k
√
t
n
}
(note that we modified some constants compared to the “theoretical” version),
and finally set Σ̂n := Σˆn,j∗ .
Quality of covariance estimation was evaluated via comparing ‖Ŝn−Σ‖‖Σ‖ with
‖Σ̂n−Σ‖
‖Σ‖ over 500 runs of simulations. We also compared errors of estimation of
projectors onto the first principal component,∥∥∥u1(Ŝn)u1(Ŝn)T − u1(Σ)u1(Σ)T∥∥∥ and ∥∥∥u1(Σ̂n)u1(Σ̂n)T − u1(Σ)u1(Σ)T∥∥∥ ,
where u1(·) denotes the eigenvector corresponding to the largest eigenvalue of
a matrix. Histograms illustrating performance of both estimators are presented
in figures 1a and 1b (for the sample size n = 100), and in figures 2a and 2b (for
the sample size n = 1000). It is clear from the graphs that in all scenarios, Σ̂n
performs significantly better than Ŝn.
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‖Ŝn− Σ‖/‖Σ‖
Robust estimator error
‖Σ̂n − Σ‖/‖Σ‖
(a) Covariance matrix estimation error
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Error
Fr
eq
ue
nc
y
 
 
Sample covariance estimator
Robust covariance estimator
‖u1(Σ̂n)u(Σ̂n)
T
− u1(Σ)u1(Σ)
T‖
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Fig 1: Sample size n = 100, dimension d = 100.
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Fig 2: Sample size n = 1000, dimension d = 100.
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Appendix A: Supplementary technical results
Lemma A.1. Let F : R 7→ R be a continuously differentiable function, and
S ∈ Cd×d be a self-adjoint matrix. Then the gradient of G(S) := trF (S) is
∇G(S) = F ′(S),
where F ′ is the derivative of F and F ′(S) : Cd×d 7→ Cd×d is the matrix function
in the sense of definition 2.1.
Proof. We will first check the claim assuming that F is a polynomial of the form
F (x) = xk, k ∈ N. Let H = H∗ be a self-adjoint operator, and consider the
directional derivative dG(S;H) of G in direction H:
dG(S;H) = lim
t→0
1
t
tr
(
(S + tH)k − Sk) = k∑
j=1
tr
(
Sj−1HSk−j
)
= tr
(
kSk−1H
)
= 〈F ′(S), H〉 ,
hence the claim holds for monomials. By linearity, it also holds for arbitrary
polynomials. It remains to extend the claim to arbitrary continuously differ-
entiable function via a standard approximation argument (for instance, see [4,
chapter 5, section 3]).
Lemma A.2. Let 1 < α ≤ 2 and cα = α−1α ∨
√
2−α
α . Then 1 + y + cα|y|α > 0
and
− log(1 + y + cα|y|α) ≤ log(1− y + cα|y|α) for all y ∈ R.
Proof. To check the first claim, it is enough to note that f(y) = 1 + y + cα|y|α
is convex and its minimum is attained for ym = −
(
1
αcα
)1/(α−1)
. It is easy to
check that f(ym) = 1− ym + ymα , which implies that f(ym) > 0 ⇐⇒ cα > α−1α2
which always holds since cα ≥ α−1α and α > 1.
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For the second part, it is enough to show that (1+cα|y|α+y)(1+cα|y|α−y) ≥ 1
for all y ∈ R, which is equivalent to claiming that c2αy2α + 2cαyα ≥ y2, y ≥ 0.
Note that for any τ ∈ (−1, 1), p, q > 0 such that 1/p+ 1/q = 1, and y ≥ 0,
y2 = y1−τy1+τ ≤ y
p(1−τ)
p
+
yq(1+τ)
q
.
Choosing p := α2(α−1) , q :=
α
2−α , we get y
2 ≤ 2(α−1)α yα+ 2−αα y2α which is further
bounded above by 2cαy
α + c2αy
2α for cα =
α−1
α ∨
√
2−α
α .
Lemma A.3. Functions ψ1(x) and ψ2(x) defined in Remark 1 are operator
Lipschitz, with Lipschitz constants independent of the dimension.
Proof. Lipshitz property of ψ1(x) follows from Theorem 1.6.1 in [2]. Result for
ψ2(x) follows from Theorem 1.1.1 in the same paper.
A.1. Proof of Lemma 2.1
For a self-adjoint matrices R,Q, ‖R‖ ≥ ‖Q‖ iff ‖R2‖ ≥ ‖Q2‖. Clearly,(
S A
A∗ T
)2
=
(
S2 +AA∗ SA+AT
A∗S + TA∗ T 2 +A∗A
)
It implies that
∥∥∥∥∥
(
S A
A∗ T
)2∥∥∥∥∥ ≥ ∥∥S2 +AA∗∥∥ ≥ ‖AA∗‖ and
∥∥∥∥∥
(
S A
A∗ T
)2∥∥∥∥∥ ≥∥∥T 2 +A∗A∥∥ ≥ ‖A∗A‖. Since ( 0 A
A∗ 0
)2
=
(
AA∗ 0
0 A∗A
)
, we obtain
∥∥∥∥∥
(
S A
A∗ T
)2∥∥∥∥∥ ≥
∥∥∥∥∥
(
0 A
A∗ 0
)2∥∥∥∥∥ ,
and result follows.
The following lemma is a generalization of Chebyshev’s association inequality.
Lemma A.4 (FKG inequality). Let f, g : Rd → R be two functions that are
non-decreasing with respect to each coordinate. Moreover, let V = (V1, V2, . . . , Vd)
be a random vector taking values in Rd. Then
Ef(V )g(V ) ≥ Ef(V )Eg(V ).
Proof. See Theorem 2.15 in [5].
The following corollary is immediate.
Corollary A.1. Let Z ∈ Rd be a centered random vector with covariance matrix
Σ. Then
σ20 :=
∥∥E‖Z‖22ZZT∥∥ ≥ E‖Z‖22 ∥∥EZZT∥∥ = tr Σ ‖Σ‖.
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Proof. Consider any unit vector v ∈ Rd. It is enough to show E [(vTZ)2‖Z‖22] ≥
E(vTZ)2E‖Z‖22. We make the change the coordinates by considering an or-
thonormal basis {v1, · · · ,vd} with v1 = v. Letting Vi = vTi Z, i = 1, 2, · · · , d,
we obtain
E(vTZ)2‖Z‖22 = EV 21 ‖V ‖22 ≥ EV 21 E‖V ‖22,
where the last inequality follows from Lemma A.4 inequality by setting f (V1, . . . , Vd) :=
V 21 and g (V1, . . . , Vd) := ‖V ‖22.
Lemma A.5. Let γ1, . . . , γn be independent random variables with density
p(x) = e−2|x|, x ∈ R. Then for all n > 1
1. Emax (|γ1|, . . . , |γn|) ≥ 12 log n.
2. Emax (γ1, . . . , γn) ≥ 14 log n.
3. Pr
(
max (|γ1|, . . . , |γn|) ≥
(
1
2 − τ
)
log n
) ≥ c(τ) > 0 for every 0 < τ < 1/2.
Proof. Note that, since the distribution of γj ’s is symmetric and Emax (γ1, . . . , γn)
is positive,
Emax (|γ1|, . . . , |γn|) = Emax (max (γ1, . . . , γn) ,max (−γ1, . . . ,−γn))
≤ 2Emax (γ1, . . . , γn) .
Next, for 1 ≤ j ≤ n, |γj | has exponential distribution with density p˜(x) =
2e−2xI{x ≥ 0}. It follows from a well-known fact that Emax (|γ1|, . . . , |γn|) =
1
2
∑n
j=1
1
j ≥ 12 log n, and the first and second inequalities follow.
A standard computation shows that Emax2 (|γ1|, . . . , |γn|) ≤ c1 log2 n for
some numerical constant c1 > 0, hence Paley-Zygmund inequality implies the
last claim.
Appendix B: Tools from probability theory and linear algebra
We recall several useful results that we will need in the proofs below.
Lemma B.1 (Matrix Hoeffding inequality). Let Z1, . . . , Zn ∈ Cd×d be a se-
quence of independent self-adjoint random matrices such that for all 1 ≤ k ≤ n,
EZk = 0 and ‖Zk‖ ≤Mk almost surely.
Then
∥∥∥∑nj=1 Zj∥∥∥ ≤ t with probability ≥ 1− 2d exp(− t28∑nj=1M2j ).
Proof. See Theorem 1.3 in [44].
We conclude this section by recalling the notion of Talagrand’s generic chain-
ing complexity (see [42]) and several related results. Given a metric space (T, ρ),
let {∆n} be a nested sequence of partitions of T such that card ∆0 = 1 and
card ∆n ≤ 22n . For s ∈ T , let ∆n(s) be the unique subset of ∆n containing s.
The generic chaining complexity γ2(T, ρ) is defined as
γ2(T, ρ) := inf{∆n}
sup
s∈T
∑
n≥0
2
n
2D(∆n(s))
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where the infimum is taken over all admissible sequences of partitions and
D(A) := D(A, ρ) stands for the diameter of a set A. The covering number
N(T, ρ, ε) is defined as the smallest N ∈ N such that there exists a subset
F ⊆ T of cardinality N with the property that for all z ∈ T , ρ(z, F ) ≤ ε.
Dudley’s entropy integral bound (see [42]) states that
γ2(T, ρ) ≤ 1
2
√
2− 1
D(T )∫
0
√
logN(T, ρ, ε/4)dε. (B.1)
We will say that Cd×d-valued stochastic process {X(t), t ∈ T} has sub-Gaussian
increments with respect to the metric ρ if for all t1, t2 ∈ T,
Pr (‖Xt1 −Xt2‖ ≥ sρ(t1, t2)) ≤ 2de−s
2/2,
where ‖ · ‖ is the operator norm.
Lemma B.2. Let (T, ρ) be a metric space and let Cd×d-valued stochastic process
{X(t), t ∈ T} have sub-Gaussian increments with respect to ρ. There exists an
absolute constant C > 0 such that for any t0 ∈ T and any s ≥ 1,
sup
t∈T
‖Xt −Xt0‖ ≤ C
(
γ2(T, ρ) +
√
sD(T )
)
with probability ≥ 1− 2de−s.
Proof. See Theorem 3.2 in [16] for a more general statement.
Appendix C: Proof of Theorem 3.2
Define φ(x) = max(ex − 1, 0) and Xj = ψ(θYj). Proceeding as in the proof of
Theorem 3.1, we get that for s ≥ 0,
Pr
(
λmax
1
θ
n∑
j=1
(Xj − θEYj)
 ≥ s) = Pr
φ
λmax
 n∑
j=1
(Xj − θEYj)
 ≥ φ(θs)

≤ 1
φ(θs)
Etrφ
 n∑
j=1
(Xj − θEYj)
 = 1
φ(θs)
Etr exp
 n∑
j=1
(Xj − θEYj)
− I
 .
It follows from Lemma 3.1 that
Etr exp
 n∑
j=1
(Xj − θEYj)
 ≤ tr exp
θ2
2
n∑
j=1
EY 2j
 .
Set B2n :=
∑n
j=1 EY 2j  0, and note that
tr
exp
θ2
2
n∑
j=1
EY 2j
− I
 = tr
θ2
2
√
B2n
I + θ22 B2n
2!
+ . . .+
(
θ2
2 B
2
n
)k−1
k!
+ . . .
√B2n

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≤ tr
θ2
2
B2n
1 + θ22 ‖B2n‖
2!
+ . . .+
(
θ2
2 ‖B2n‖
)k−1
k!
+ . . .

 = trB2n‖B2n‖
(
exp
(
θ2
2
‖B2n‖
)
− 1
)
.
Here we have used the fact that A  B implies SAS∗  SBS∗ for S = S∗ :=√
B2n, and the equality
ex−1
x =
∑∞
j=1
xj−1
j! . We have shown that
Pr
(
λmax
1
θ
n∑
j=1
(Xj − θEYj)
 ≥ s) ≤ trB2n‖B2n‖
exp
(
θ2
2 ‖B2n‖
)
− 1
eθs − 1
≤ trB
2
n
‖B2n‖
exp
(
θ2
2
‖B2n‖ − θs
)
eθs
eθs − 1 ≤
trB2n
‖B2n‖
exp
(
θ2
2
‖B2n‖ − θs
)(
1 +
1
θs
)
,
where we used an elementary inequality e
θs
eθs−1 ≤ 1 + 1θs on the last step.
Combining the same steps with Fact 2.4 and the equality −λmin (A) =
λmax (−A), we get
Pr
(
λmin
1
θ
n∑
j=1
(Xj − θEYj)
 ≤ −s) ≤ trB2n‖B2n‖ exp
(
θ2
2
‖B2n‖ − θs
)(
1 +
1
θs
)
.
Finally, replace s by t
√
n to get the bound in the required form.
Appendix D: Proof of Theorem 6.1
Let E1 be the event defined by
E1 =
{∥∥∥Tˆ0 − EY ∥∥∥ ≤ 6σ
√
2t
n/2
}
.
By Theorem 5.1,
Pr(E1) ≥ 1− 2d log2
(
2σmax
σmin
)
e−t. (D.1)
Note that on this event,
∥∥∥E [(Y − Tˆ0)2|Tˆ0]∥∥∥ = ‖E(Y − EY )2 + (EY − Tˆ0)2‖ ≤ σ20 +
(
12σ
√
t
n
)2
.
(D.2)
In particular, on event E1,∥∥∥E [(Y − Tˆ0)2|Tˆ0]∥∥∥1/2 ≤ σ0 + 12σ√ t
n
≤ σ0,max + 12σmax
√
t
n
. (D.3)
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Next,
Pr
(∥∥∥Tˆ1 − EY ∥∥∥ ≥ 6(σ0 + 12σ√ t
n
)√
2t
n/2
)
(D.4)
= Pr
(∥∥∥T|G2|,j∗2 (Tˆ0;G2)− (EY − Tˆ0)∥∥∥ ≥ 6
(
σ0 + 12σ
√
t
n
)√
2t
n/2
)
≤ Pr(Ec1) + Pr
(∥∥∥T|G2|,j∗2 (Tˆ0;G2)− (EY − Tˆ0)∥∥∥ ≥ 6
(
σ0 + 12σ
√
t
n
)√
2t
n/2
∣∣∣E1) .
Define the new probability measure by P˜r(A) = Pr(A|E1). Clearly, under this
new measure, subsample G2 is still independent of G1 since E1 ∈ σ(G1) - the
sigma-algebra generated by G1, and for any B ∈ σ(G2), P˜r(B) = Pr(B). Let E˜
be the expectation with respect to measure P˜r(·). Then
Pr
(
‖T|G2|,j∗2 (Tˆ0;G2)− (EY − Tˆ0)‖ ≥ 6
(
σ0 + 12σ
√
t
n
)√
2t
n/2
∣∣∣E1)
= P˜r
(
‖T|G2|,j∗2 (Tˆ0;G2)− (EY − Tˆ0)‖ ≥ 6
(
σ0 + 12σ
√
t
n
)√
2t
n/2
)
≤ P˜r
(
‖T|G2|,j∗2 (Tˆ0;G2)− (EY − Tˆ0)‖ ≥ 6
∥∥∥E [(Y − Tˆ0)2|Tˆ0]∥∥∥1/2
√
2t
n/2
)
= E˜P˜r
(∥∥∥T|G2|,j∗2 (Tˆ0;G2)− (EY − Tˆ0)∥∥∥ ≥ 6 ∥∥∥E [(Y − Tˆ0)2|Tˆ0]∥∥∥1/2
√
2t
n/2
∣∣∣Tˆ0)
≤ 1− 2d log2
(
2(σ0,max + 12σmax
√
t/n)
σ0,min
)
e−t.
Here, we use the definition of P˜r(·) on the first step and (D.3) on the second step.
The last inequality follows from independence of G2 from Tˆ0 (under P˜r(·)) and
Theorem 5.1 applied conditionally on Tˆ0: indeed, this can be done since (D.3)
holds on E1. It remains to combine the last bound with (D.4) and (D.1).
Appendix E: Proof of Theorem 6.2
We will first state several technical results that are required in the proof. Let
j ∈ J be such that σ0,j = 2jσ0,min ≥ σ0, and define
Xj,i(S) := ψ (θj(Yi − S)) , i = 1, . . . , n.
Moreover, set
Ln(δ, j) := sup
S:‖S−EY ‖≤δ
∥∥∥∥∥ 1nθj
n∑
i=1
(Xj,i(S)− EXj,i(S))− 1
nθj
n∑
i=1
(Xj,i(EY )− EXj,i(EY ))
∥∥∥∥∥ ,
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and define the event
Ω(δ, j) =
{
Ln(δ, j) ≤ Kδ
√
d2 + Lt
n
}
,
where K > 0 is an absolute constant.
Lemma E.1. For K large enough,
Pr (Ω(δ, j)) ≥ 1− 2de−t.
Proof. See section E.1.
Lemma E.2. For any Hermitian S,∥∥∥∥S − EY + 1θj EXj,1(S)
∥∥∥∥ ≤ θj2 ∥∥E(Y − S)2∥∥ .
Proof. Note that
Xj,1(S) = ψ (θj(Y1 − S))  log
(
I + θj(Y1 − S) +
θ2j
2
(Y1 − S)2
)
 θj(Y1 − S) +
θ2j
2
(Y1 − S)2,
which is a consequence of scalar inequality log(1 + x) ≤ x, x > −1 and fact
M.2.1, hence we can deduce from fact M.2.2 that
λmax
(
S − EY + 1
θj
EXj,1(S)
)
≤ θj
2
∥∥E(Y − S)2∥∥ .
At the same time,
−λmin
(
S − EY + 1
θj
EXj,1(S)
)
= λmax
(
− 1
θj
EXj,1(S)− (S − EY )
)
.
Since
−Xj,1(S) = −ψ (θj(Y1 − S))  log
(
I − θj(Y1 − S) +
θ2j
2
(Y1 − S)2
)
by the definition of ψ(·), we conclude that
−λmin
(
S − EY − 1
θj
EXj,1(S)
)
≤ θj
2
∥∥E(Y − S)2∥∥ ,
hence
∥∥∥S − EY + 1θjEXj,1(S)∥∥∥ ≤ θj2 ∥∥E(Y − S)2∥∥.
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Lemma E.3. With probability ≥ 1− 2de−t,∥∥∥∥∥ 1nθj
n∑
i=1
(
Xj,i(EY )− E
[
Xj,i(EY )
])∥∥∥∥∥ ≤ σ0,j
√
2t
n
+
θj
2
σ20 .
Proof. Result follows from Theorem M.3.1 and the inequality∥∥∥∥ 1θj EXj,1(EY )
∥∥∥∥ ≤ θj2 σ20 ,
which is a consequence of lemma E.2. Indeed,∥∥∥∥∥ 1nθj
n∑
i=1
(
Xj,i(EY )− E
[
Xj,i(EY )
])∥∥∥∥∥ ≤
∥∥∥∥∥ 1nθj
n∑
i=1
Xj,i(EY )
∥∥∥∥∥+ 1θj ‖EXj,1(EY )‖
≤ σ0,j
√
2t
n
+
θj
2
σ20
with probability ≥ 1− 2de−t.
We are ready to proceed with the proof of the theorem. Let
E0 =
{∥∥∥T (0)n − EY ∥∥∥ ≤ σmax√2tn
}
,
where T
(0)
n was defined in M.6.2 as T
(0)
n =
1
nθ
∑n
i=1 ψ (θYi), and note that
Pr(E0) ≥ 1− 2de−t by Theorem M.3.1. Let
kmax = 1 + max
{
k ≥ 0 : σ0,min 1.1k ≤
12
5
σmax
}
, (E.1)
γl = 1.1
lσ0,min
√
2t
n
, l ≥ 0,
and note that kmax ≤ 1 +
 log2( 12σmax5σ0,min )
log2 1.1
 ≤ 1 + 8 log2 ( 12σmax5σ
0,min
)
. Define
Ωj :=
{∥∥∥∥∥ 1nθj
n∑
i=1
(Xi,EY − EXi,EY )
∥∥∥∥∥ ≤ σ0,j
√
2t
n
+
θj
2
σ20
}
∩
kmax⋂
l=0
Ω (γl, j) .
By Lemma E.1, Lemma E.3 and the union bound, Pr (Ωj) ≥ 1−2d(2+kmax)e−t.
We will now show by induction that on the event E0∩Ωj ,
∥∥∥T (k)n,j − EY ∥∥∥ ≤ δ(k)j for
all k ≥ 0. For k = 0, result follows from the definition of E0. In remains to com-
plete the induction step k− 1 7→ k. Note that when
{∥∥∥T (k−1)n,j − EY ∥∥∥ ≤ δ(k−1)j }
occurs, we have∥∥∥T (k)n,j − EY ∥∥∥ =
∥∥∥∥∥T (k−1)n,j − EY + 1nθj
n∑
i=1
ψ
(
θj(Yi − T (k−1)n,j )
)∥∥∥∥∥
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≤ sup
S:‖S−EY ‖≤δ(k−1)j
∥∥∥∥∥S − EY + 1nθj
n∑
i=1
ψ (θj(Yi − S))
∥∥∥∥∥ . (E.2)
Expression under the supremum in (E.2) can be decomposed as follows:
S − EY + 1
nθj
n∑
i=1
ψ (θj(Yi − S)) =
S − EY + 1
θj
EXj,1(S) +
1
nθj
n∑
i=1
(Xj,i(S)− EXj,i(S))
− 1
nθj
n∑
i=1
(Xj,i(EY )− EXj,i(EY )) + 1
nθj
n∑
i=1
(Xj,i(EY )− EXj,i(EY )) .
We will treat 3 terms separately: first, it follows from Lemma E.2 that on Ωj
sup
S:‖S−EY ‖≤δ(k−1)j
∥∥∥∥S − EY + 1θj EX1,S
∥∥∥∥ ≤ θj2
(
σ20 +
(
δ
(k−1)
j
)2)
. (E.3)
Next, ∥∥∥∥∥ 1nθj
n∑
i=1
(Xi,EY − EXi,EY )
∥∥∥∥∥ ≤ σ0,j
√
2t
n
+
θj
2
σ20 , (E.4)
once again by the definition of Ωj . Let l˜ = min
{
l ≥ 0 : γl ≥ δ(k−1)j
}
(where γl
was defined in (E.1)), and note that l˜ ≤ kmax and γl˜ ≤ 1.1δ(k−1)j . We bound the
third term as
sup
S:‖S−EY ‖≤δ(k−1)j
∥∥∥∥∥ 1nθj
n∑
i=1
(Xj,i(S)− EXj,i(S))− 1
nθj
n∑
i=1
(Xj,i(EY )− EXj,i(EY ))
∥∥∥∥∥
(E.5)
= Ln
(
δ
(k−1)
j , j
)
≤ Ln
(
γl˜, j
) ≤ Kγl˜
√
d2 + Lt
n
≤ 1.1Kδ(k−1)j
√
d2 + Lt
n
.
Putting the bounds (E.3),(E.4),(E.5) together, we can estimate the supremum
in (E.2) as
sup
S:‖S−EY ‖≤δ(k−1)j
∥∥∥∥∥S − EY + 1nθj
n∑
i=1
ψ (θj(Yi − S))
∥∥∥∥∥
≤ θj
2
(
σ20 +
(
δ
(k−1)
j
)2)
+
θj
2
σ20 + σ0,j
√
2t
n
+ δ
(k−1)
j · 1.1K
√
d2 + Lt
n
≤ (σ0 + σ0,j)
√
2t
n
+ δ
(k−1)
j
(
1.1K
√
d2 + Lt
n
+
√
2t
n
1
2σ0,j
)
. (E.6)
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Note that we have used bounds θjσ
2
0 ≤ σ0
√
2t
n and θj
(
δ
(k−1)
j
)2
≤ θjδ(k−1)j
(indeed, inequality (6.3) implies that δ
(m)
j ≤ 1 for all j and m) to get the second
inequality above. Since j was chosen such that σ0,j ≥ σ0 and τ = 1.1K
√
d2+Lt
n +√
2t
n
1
2σ0
≤ 16 by assumption, we have shown that∥∥∥T (k)n,j − EY ∥∥∥ ≤ 2σ0,j√2tn + 16δ(k−1)j = δ(k)j ,
where the last equality follows from the fact that the sequence δ
(k)
j defined in
(6.1) satisfies the recursive relation
δ
(0)
j = σmax
√
2t
n
, δ
(k)
j = 2σ0,j
√
2t
n
+
1
6
δ
(k−1)
j .
To complete the proof, it is enough to follow the steps of the proof Theo-
rem 5.1 applied to the collection of estimators
{
T
(k)
n,j : j ∈ J
}
: first, let j¯ =
min {j ∈ J : σ0,j ≥ σ0}, and note that the event
E0 ∩
⋂
j≥j¯, j∈J
Ωj
has probability ≥ 1 − 8d
(
1 + 2 log2
(
12σmax
5σ
0,min
))
log2
(
2σ0,max
σ
0,min
)
e−t. Moreover,
on this event j∗k ≤ j¯, hence∥∥∥Tˆk − EY ∥∥∥ = ∥∥∥T (k)n,j∗k − EY ∥∥∥ ≤ ∥∥∥T (k)n,j∗k − T (k)n,j¯ ∥∥∥+ ∥∥∥T (k)n,j¯ − EY ∥∥∥
≤ 3δ(k)
j¯
≤ 3
[
(1− 6−k)24
5
σ0
√
2t
n
+ 6−kσmax
√
2t
n
]
,
where we used the fact that σ0,j¯ ≤ 2σ0 in the last inequality.
E.1. Proof of Lemma E.1
To this end, we will use a chaining argument. Recall that the function ψ(·)
is operator Lipschitz with Lipschitz constant L by assumption. Recall that
Xj,i(S) := ψ (θj(Yi − S)) , i = 1, . . . , n. It follows from Assumption 2 (see also
Lemma A.3) that for any Hermitian S1, S2 and 1 ≤ i ≤ n,
‖Xi,S1 −Xi,S2‖ = ‖ψ(θj(Yi − S1))− ψ(θj(Yi − S2)‖ ≤ Lθj‖S1 − S2‖.
Matrix Hoeffding’s inequality (Lemma B.1) applies with
Zi =
1
nθj
((Xi,S1 − EXi,S1)− (Xi,S2 − EXi,S2)) , i = 1, . . . , n,
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and Mi =
2L
n ‖S1 − S2‖, and yields that∥∥∥∥∥
n∑
i=1
Zi
∥∥∥∥∥ ≤ L√32‖S1 − S2‖
√
s
n
with probability ≥ 1− 2de−s.
Lemma E.4 (Covering number in the operator norm). Let B(r) be the ball of
radius r > 0 in Rd2 with respect to the operator norm ‖ · ‖, centered at 0. Then
the covering number N(B(r), ε) := N(B(r), ‖ · ‖, ε) satisfies
N(B(r), ε) ≤
(
2r
ε
+ 1
)d2
.
Proof. It is well known [47] that
N(A, ε) ≤ |A+B(ε/2)||B(ε/2)| ,
where |C| denotes the Lebesgue measure of a set C, and A + C stands for
the Minkowski sum of the sets A and C. For A = B(r), we get N(B(r), ε) ≤
|B(r+ε/2)|
|B(ε/2)| . The volume of the unit ball is given by
|B(r)| = cd
∫
[−r,r]d
∏
1≤i<j≤d
∣∣x2i − x2j ∣∣ dx1 . . . dxd,
where cd = d!4
−d
(∏d
j=1 v
2
j
)2
and vj is the volume of the Euclidean unit ball in
Rj . From here, it is easy to see that
|B(r + ε/2)|
|B(ε/2)| =
(
2r
ε
+ 1
)d2
.
Let T (δk−1) :=
{
S ∈ Cd×d : ‖S − EY ‖ ≤ δk−1
}
, and define the metric
ρd(S1, S2) := L‖S1 − S2‖, S1, S2 ∈ Cd×d.
Viewing S 7→ 1nθj
∑n
i=1(Xi,S − EXi,S) as a Cd×d-valued stochastic process in-
dexed by the elements of the metric space (T (δk−1), ρd), we can apply Lemma
B.2 which implies that there exists an absolute constant C > 0 such that for
any t ≥ 1,
Ln(δk−1) ≤ C√
n
(
γ2(T (δk−1), ρd) +
√
tD(T (δk−1), ρd)
)
(E.7)
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with probability ≥ 1−2de−t. Recall the Dudley’s entropy integral bound (B.1):
γ2(T (δk−1), ρd) ≤ 1
2
√
2− 1
D(T (δk−1),ρd)∫
0
√
logN(T (δk−1), ρd, ε/4)dε.
Noting that D(T (δk−1), ρd) = 2Lδk−1 and combining Dudley’s bound with the
estimate of Lemma E.4, we get
γ2(T (δk−1), ρd) ≤ C1 Lδk−1d,
where C1 =
2
2
√
2−1
∫ 1
0
log1/2(1 + 4/ε)dε. Bound (E.7) implies that with proba-
bility ≥ 1− 2de−t,
Ln(δk−1) ≤ C√
n
(
C1Lδk−1d+ 2Lδk−1
√
t
)
≤ δk−1 ·K
√
d2 + Lt
n
(E.8)
for some absolute constant K > 0.
