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Abstract In this paper, we investigate how to determine a better perturbation for su-
periorized iteration. We propose to seek the perturbation by proximal point method.
In our method, the direction and amount of perturbation are computed simultaneously.
The convergence conditions are also discussed for bounded perterbation resilence itera-
tion. Numerical experiments on simulated XCT projection data show that the proposed
method improves the convergence rate and the image quality.
Keywords Superiorization of iteration; Proximal point method; XCT image recon-
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1 Introduction
Linear imaging problems, such as X-ray computed tomography(XCT), single-photon
emission computed tomography(SPECT) and magnetic resonance imaging (MRI) can
be formulated by
Ax = b, (1)
where the imaging matrix A ∈ Km×n, the observed data b ∈ Km, and x ∈ Kn is the
image to be reconstructed [1, 2]. K can be the real number field R or the complex
number field C.
This research is supported by NSFC (11471101, 1140117), Foundation of Education Depart-
ment of Henan Province, China (14B110019), Natural Science Foundation of Henan Province, China
(132300410150).
1
Iterative methods, such as algebraic reconstruction technique(ART) [3–5] and ex-
pectation maximum(EM) [6], are usually used to solve (1) because of the ill-posedness
of A and huge data dimension for practical problems [1,7]. However, the reconstructed
results by iteration methods mentioned above are not satisfied when the m≪ n, such
as few-angle and sparse-angle XCT. Regularization methods based on optimization are
investigated to improve the image quality (see [8–10] and references therein). How-
ever, we are short of efficient algorithm to solve the optimization problem because the
dimension is huge for imaging problems [11, 12]. Superiorization of iteration was pro-
posed to seek a desirable result from the application point of view at a relatively low
computational cost.
In order to introduce the concept of superiorization, we consider the following con-
strained optimization problem for (1)
minφ(x) subject to Ax = b and x ∈ C0, (2)
where the convex function φ and the convex set C0 denote the prior knowledge of the
solution x. In this paper, we assume that C0 is a bounded set in K
n because the desired
images are bounded in practice. Let Ci = {x ∈ R
n|〈ai, x〉 = bi}(i = 1, 2 · · · , m) with
ai denoting the i-th row of A, and the optimization problem (2) can be written as
minφ(x) subject to x ∈ C ,
m⋂
i=0
Ci. (3)
As mentioned above, we can use ART or EM iteration to find a feasible point in
C [3–5, 7], but we are short of efficient algorithm to solve (3), i.e. look for a point
x∗ ∈ C such that φ(x∗) ≤ φ(x)∀x ∈ C, since the dimension is huge for imaging
problems [11, 12]. The aim of superiorized iteration is to steer the iterates toward a
superior point x⋆ ∈ C such that φ(x⋆) is smaller but not necessarily smallest. There
are three reasons to propose and use the superiorization approach.
1. The computational cost to solve the large scale constrained optimization problems
is very high, especially when the constraint set C is a complicated convex set(for
example C is the intersection of a series of convex sets).
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2. We need not to solve the constraint optimization problem (3) precisely since
the optimal solution of (2) is possibly not the solution we want in practical
problems [4, 12]. For example, the optimal solution often suffers from staircase
problem if φ is the total variation function [13–15].
3. The convergence rate could be improved by using appropriate perturbed direc-
tions and amounts in our opinion.
Superiorization of iterative methods have been used in various image reconstruction
problems, such as XCT [10, 11, 16, 17], SPECT [18], bioluminescence tomography [19]
and proton computed tomography [20,21], since it was proposed. Under the assumption
that xk+1 = Pxk converge to a feasible point x∗ ∈ C, the superiorized version of P
with respect the objective function φ (2) can be written as [12]


yk = xk + βkv
k
xk+1 = Pyk
, (4)
where vk is a descent direction of φ at xk, and βk > 0 such that φ(y
k) ≤ φ(xk)
and dist(xk+1, C) < dist(xk, C) [12, 17]. There are two key problems of superiorized
iteration (4) to be answered
1. Under what conditions the iteration sequence of (4) is convergent.
2. Is the limit x⋆in the constraint set C if the sequence is convergent?
3. How to determine better perturbation direction vk and amount βk to guarantee
the convergence of iteration (4)?
4. Can we attain our aim that φ(x⋆) ≤ φ(x∗) where x⋆, x∗ are the limits of the
superiorized iteration sequence and the original iteration sequence without per-
turbation, respectively.
As far as we know, the studies on superiorized algorithms are about the first
two problems [17, 22–24]. A condition called bounded perturbation resilience(BPR,
see section 2 for the definition) of iteration plays an important role in the proof
of perturbed version of iteration algorithm. For a BPR iteration P , the sequence
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generated by (4) converges to a feasible point if the perturbation is summable, i.e.∑∞
k=1 ‖βkv
k‖ =
∑∞
k=1 |βk| <∞. Therefore, it is only required that the perturbation is
summable for the BPR iteration P to guarantee the convergence of iteration (4). The
ART iteration and its variations, such block iteration projection(BIP) [11] and string
averaging projection (SAP) [16], were proved to be bounded perturbation resilient
when the constraints are consistent. For inconsistent cases, the authors of [17] proved
the convergence of the symmetric version of ART under summable perturbations. The
convergence and perturbation resilience of dynamic string-averaging projection algo-
rithms were studied in [23] recently. The superiorization of EM algorithm was proposed
in [19], and then a modified version and some assumptions for convergence were studied
in [18]. Furthermore, the bounded perturbation resilience(BPR) of EM algorithms was
proved in [24].
We attempt to study the third problem in this paper. It is obvious that the vari-
ables {vk} and {βk} play an important role in he convergence rate and quality of
reconstructed images. In the literature, parameters vk and βk are determined by two
successive steps for each iteration. Firstly, an unit descent direction of φ at xk is usu-
ally as vk [11, 12, 16, 17]. Secondly, the parameters βk is adjusted by the criterion that
φ(xk + βkv
k) ≤ φ(xk) and dist(P (xk + βkv
k), C) < dist(xk, C). Numerical experiments
showed that one should adjust βk by trial and error such that φ(x
k + βkv
k) ≤ φ(xk)
and dist(P (xk+βkv
k), C) < dist(xk, C). And these operations make the computational
cost much more high.
In this paper, we propose a new method to determine the perturbed results yk
directly, rather than the middle variables vk and βk. And the direction and amount
of perturbation can be obtained by βkv
k = yk − xk simultaneously. The proposed
method determines the perturbed result yk by optimization method with single regu-
larization parameter. In fact, yk is a proximate point of xk with respect to φ. We
can prove that the inequality φ(yk) ≤ φ(xk) holds naturally. Therefore, we only
need to adjust the regularization parameter in the optimization problem such that
dist(P (yk), C) < dist(xk, C). Therefore, the computation cost could be reduced intu-
itively. Moreover, numerical experiments on XCT image reconstruction show that the
convergence rate and quality of reconstruction images can be improved by the proposed
4
method. Furthermore, the convergence of the proposed algorithm is investigated theo-
retically. We call the proposed algorithm as φ-proximate point superiorization (φ-PP
superiorization) algorithm in the following to emphasize the perturbed point yk is the
φ-proximate point of xk. As for the fourth problem, there is no progress as far as we
known.
The rest of this paper is organized as follows. In section 2, we present the pro-
posed superiorization algorithm and theory analysis. Several numerical experiments
are present to demonstrate the efficiency of the proposed superiorization algorithm in
section 3. Section 4 contains the conclusions and future works.
2 φ-proximate point(φ-PP) superiorization algorithm
and theory analysis
2.1 φ-PP superiorization algorithm
Let P be an iteration for the feasible problem x ∈
⋂m
i=0Ci. The superiorized version
of P can be illustrated algorithm 1.
Algorithm 1 φ-proximate point superiorzation algorithm
1: set k = 0, x0 ∈ Rn, β0 > 0, and 0 < γ < 1.
2: while k ≤M and Res(xk) ≥ ǫ
3: logic=true;
4: while(logic)
5: yk = perturbφ(x
k, βk)
6: xk+1 = Pyk
7: if φ(yk) ≤ φ(xk) and (dist(xk+1, C) < dist(xk, C)) (∗)
8: logic=false
9: else
10: βk = βkγ
11: end(if)
12: end(while)
13: βk+1 = βkγ
14: k = k + 1
15: end(while)
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There are two methods to compute dist(x, C) [11, 17],
dist(x, C) =
√√√√ m∑
j=1
(
bj − 〈aj, x〉
‖aj‖
)2
, (5)
and
dist(x, C) =
√√√√ m∑
j=1
(bj − 〈aj, x〉)
2
, Res(x). (6)
The first method is unstable because small changes in the data x result in large changes
in the value of dist(x, C) [17]. Therefore, we use the second formula to measure the
deviation between the projection of reconstructed image x and the observed data.
In the classical superiorization algorithm( see [11, 16, 17] and references therein),
yk = perturbφ(x
k, βk) = x
k + βkv
k, where vk =


− u
k
‖uk‖
, uk 6= 0
0 uk = 0
with uk ∈ ∂φ(xk)
being fixed as a subgradient of φ at xk. Then βk is adjusted to make the condition (∗)
true. Because the perturbation direction vk is fixed, it is possible to adjust βk many
times, and the computational cost is increased.
In this paper, we propose to compute the perturbed vector yk directly by solving
the following optimization problem
yk = perturbφ(x
k, βk) = argminy φ(y) +
1
2βk
‖y − xk‖22. (7)
Let ψ(y) = φ(y) + 1
2βk
‖y − xk‖22, and we have
φ(yk) ≤ ψ(yk) ≤ ψ(xk) = φ(xk), (8)
Therefore, the first condition in (∗) is naturally true for the proposed method. More-
over, it is obvious that the perturbation yk − xk by our method is dependent on the
parameter βk, and the perturbation direction and amount change simultaneously along
with the change of βk, while the classic method change the perturbation amount only.
It seems that the optimization problem (7) could increase the computational cost of
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superiorization algorithm. However, the experiments show that the convergence rate
is accelerated by using the proposed perturbation, and the computational cost can
be reduced by the same terminated criterion since the number of iteration is smaller.
Furthermore, for the commonly used regularization function φ, we have explicit solution
or efficient algorithm for the regularization problem (7), such as
Example 1. φ(x) = ‖x‖0, y
k
i = hardφ(x
k
i , βk) =


xi |xi| > β
0 otherwise
;
Example 2. φ(x) = ‖x‖1, y
k
i = softφ(x
k
i , βk) = max{|xi| − βk, 0}sign(xi);
Example 3. φ(x) = 1
2
‖x‖22, y
k
i =
xk
i
βk+1
.
Example 4. For the total variation regularization, φ(x) =
∑n
i=1 |∇xi| [13], we can
apply fast algorithms, such as dual algorithm [25], splitting Bregman iteration [26],
fixed point method [27] and ADMM method [28], to solve (7). In this paper, we the
dual algorithm 2 (see [25] for details) to solve the subproblem (7).
Algorithm 2 Dual algorithm for TV-minization [25].
Let p0,k = 0, 0 < τ < 1/8 and N > 0,
for s=0:(N-1),
ps+1,ki,j =
ps,ki,j + τ(∇(divp
s,k − xs,k/βk))i,j
1 + τ |(∇(divps,k − xs,k/βk))i,j|
, (9)
end(for)
yk = xk − βkdiv(p
N,k);
2.2 Convergence of the φ-PP superiorization algorithm
We will investigate the convergence of the φ-PP superiorization algorithm in this
subsection. Before illustrating the convergence of algorithm 1, we first review the BPR
condition.
Definition 1. Bounded perturbation resilience [12]: An iterative operator P : Rn −→
Rn is said to be bounded perturbation resilience with respect to a given nonempty set
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C ⊆ Rn if the following is true: If a sequence {xk}∞k=0, obtained by the iterative process
xk+1 = Pxk, for all k ≥ 0, (10)
converges to a point in C for all x0 ∈ Rn, then the iterative sequence {xk}∞k=0
xk+1 = P (xk + vk), for all k ≥ 0, (11)
also converges to a point in C for all x0 ∈ Rn provided that
∞∑
k=1
‖vk‖2 <∞.
Let Pi be the projection operator on Ci(i = 0, 1, · · · , m), i.e. Pix = miny∈Ci ‖x−y‖2.
For i = 1, 2 · · · , m, we have
Pix = x+
bi − 〈a
i, x〉
||ai||22
(ai)t, i = 1, 2, · · · , m. (12)
In practice we can select simple convex set C0, C0 = {x ∈ R
n|0 ≤ xi ≤ L, i =
1, 2, · · · , n} for instance, such that P0x have explicit solution. The classic ART iteration
and its variations (block iteration projection [4] and successive averaging projection [5]
for example) by the Pi(i = 0, 1, · · · , m) are all nonexpansive and BPR operator [11,16].
Becuase the desirable solutions of (2) are bounded in practice, we define P = P0Pˆ with
Pˆ denoting the ART iteration and its variations. Therefore, the iteration sequence
{xk} ⊂ C0 is bounded, i.e. there is a number R such that ‖x
k‖ ≤ R for all k ∈ N.
Under the assumption that P is BPR iteration(ART iterations and EM iterations
for example), we only need to prove
∑
k ‖y
k − xk‖2 < ∞ to show the convergence of
algorithm 1, and we have the following theorem about algorithm 1.
Theorem 1. Assume that φ(x) is a nonnegative and closed convex function on Rn, P
is a continuous and BPR iteration for feasible problem x ∈
⋂n
i=0Ci, and Px ∈ C0 is
bounded for all x ∈ Rn. Then, we have
1. The sequence {yk} in algorithm 1 is bounded,
2. For a given bounded set B0 ⊂ R
n, there is a real number M > 0 such that
|∂φ(x)| < M for all x ∈ B0,
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3.
∑+∞
k=0 ‖y
k − xk‖ < +∞.
In other word, the iteration sequence {xk} generated by algorithm 1 converges to a
feasible point in C if P is a BPR operator.
Proof. Statement 1
Firstly, we have the sequence {xk} ⊂ C0 is bounded based on the assumption of P ,
and there is a positive number R such that ‖xk‖ ≤ R for all k ≥ 0. Secondly, φ
is a continuous function on C0 [29], and then there are a real number M1 such that
φ(x) ≤M1 for all x ∈ C0.
Since yk is the solution of (7), by selecting y = xk in (7) we have
φ(yk) +
1
2βk
‖yk − xk‖22 ≤ φ(x
k). (13)
Therefore, we have
1
2βk
(
‖yk‖22 − ‖x
k‖22
)
≤ φ(yk) +
1
2βk
‖yk − xk‖22 ≤ φ(x
k) ≤M1. (14)
The equality (14) can be written as
‖yk‖ ≤ ‖xk‖+ 2βkφ(x
k) ≤ R + 2βkM1. (15)
Because {βk} is a positive and summable sequence, there exists a positive number
M2 = R + 2M1
∑∞
k=1 βk such that
‖yk‖ ≤M2. (16)
Statement 2
For the given bounded set B0, let B1 = {x+y|x ∈ C0, y ∈ R
n and ‖y‖2 ≤ 1}. Therefore,
B0 ⊂ B1, and there is a real number M3 > 0 such that |φ(y)| ≤ M3 for all y ∈ B1
by the assumption of φ [29]. In order to prove the conclusion, we need to prove there
exist a real number M4 such that maxxˆ∈∂φ(x) ‖xˆ‖ ≤ M4 for ∀x ∈ B0.
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Let x ∈ B0 and xˆ ∈ ∂φ(x). Then for all z ∈ R
n we have
φ(z)− φ(x) ≥ 〈xˆ, z − x〉. (17)
Furthermore, we can choose an appropriate y ∈ B1 such that 〈xˆ, z−x〉 ≥ ‖xˆ‖. In fact,
if xˆ = 0, it is obvious that 〈xˆ, z−x〉 ≥ ‖xˆ‖. Otherwise, one can choose z = x+ xˆ
‖xˆ‖
∈ B1
such that 〈xˆ, z − x〉 ≥ ‖xˆ‖. Therefore, we have
‖xˆ‖ ≤ |φ(z)|+ |φ(x)| ≤ 2M3, (18)
i.e. maxxˆ∈∂φ(x) ‖xˆ‖ ≤ 2M3 for ∀ x ∈ B0. The second statement is true by selection
M4 = 2M3.
Statement 3
Let yk is the solution of (7), and then we have
0 ∈ ∂φ(yk) +
1
βk
(yk − xk). (19)
Therefore, the φ-PP perturbation vk = yk − xk ∈ βk∂φ(y
k). Assuming B0 = {x ∈
Rn| ‖x‖2 ≤M2} in the second statement, we have y
k ∈ B0 and
∑
k
‖vk‖ =
∑
k
βk‖∂φ(y
k)‖ ≤M4
∑
k
βk <∞. (20)
Moreover, the iteration sequence converges to a feasible point in C =
⋂n
i=0Ci if the
iteration operator P is BPR.
Remark 1. Based on the assumption of iteration P , the φ-PP superiorized version of
ART-like converge to a feasible point. In addition the conclusion can be generalized for
EM iteration by imposing some conditions.
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3 Numerical experiments for XCT image reconstruc-
tion
Although superiorization algorithms can be applied to different image reconstruc-
tion methods [4, 18, 19], we present the application of the proposed superiorization
algorithm to XCT image reconstruction to verify the efficiency of the φ-PP superior-
ization algorithm.
In our simulations, we used the total variation(TV) function as the objective func-
tion φ [8, 13, 16, 17]. For a K × L digital image x, the discrete total variation of x is
defined as
TV (x) =
K−1∑
i=1
L−1∑
j=1
√
(xi+1,j − xi,j)2 + (xi,j+1 − xi,j)2. (21)
Furthermore, we used the classic ART iteration P = P0Pm · · ·P1 as the iteration oper-
ator P in our numerical experiments. In order to compare the proposed superiorization
algorithm with the classic superiorization algorithm, we applied the classic superioriza-
tion and φ-PP superiorization algorithm to two phantoms (see figure 1). The first one
is the 200× 200 Shepp-Logan phantom [30], and the second one is the 256× 256 head
phantom with a ghost which is invisible at 22 specified projection directions [10, 31].
In addition, we compare the performances of the two algorithms for the noiseless and
noised data with different projections. In all experiments, the noised projection data
was corrupted by additive Gaussian white noise with variance σ2 = 0.0001. We record
the iterations, running time of program and mean square error (MSE) of different
algorithms, where MSE is computed by
MSE(x) =
√√√√ 1
KL
K,L∑
i=1,j=1
(
xij − x
0
ij
)2
, (22)
where x0, x are the original and estimated images, respectively.
We abbreviate the classic TV-superiorization algorithm as TV-S, and the proposed
algorithm as TV-PPS for convenience. In the numerical experiments, we used the
initial value x0 = 0, β0 = 10, γ = 1/2, and dist(x
k, C) = Res(x) = ‖Axk − b‖2 in
algorithm 1.
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(a) (b)
Figure 1: Shepp-Logan phantom (a) and ghost phantom(b).
3.1 Shepp-Logan phantom
Noiseless projection data: The projection data were collected by calculating line
integrals across the phantom at 60, 90, 120 directions(equal increments 3◦, 2◦ and 1.5◦
from 0◦ to 180◦) of 201 equally spaced parallel lines from −1 to 1. Iteration procedures
were terminated when Res(xk) ≤ 0.01 for the noiseless experiments.
The reconstruction images from the noiseless projection data were shown in the
Fig. 2. From Fig. 2, we can observe that the classic and the proposed algorithms can
reconstruct images from the three projection data. In order to show the advantages
of the proposed algorithm visually, the central vertical line of the differences between
the reconstructed images and the original image are present in Fig. 3. We can observe
that the φ-PP superiorization is more efficient than the classic superiorization in the
aspect of suppressing the artifacts in the reconstructed images.
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(a) TV-S (b) TV-S (c) TV-S
(d) TV-PPS (e) TV-PPS (f) TV-PPS
Figure 2: The reconstruction results of Shepp-Logan phantom from 3 noiseless data
sets. The images in first row are reconstructed by TV-S algorithm, and the images in
second row by TV-PPS algorithm. From left to right, the images in each column are
the reconstruction results from 60, 90, and 120 projections.
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(a) (b) (c)
Figure 3: Comparison of profiles. (a), (b), (c) are the profile differences of the central
vertical lines of the images in Fig. 2 and the original image.
In order to compare the images in Fig. 2 quantitatively, we tabulated the iterations,
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MSE, Res and running time(RT) of programs in Table 1. By comparing the numbers
in Table 1, we can draw the conclusion that the proposed method can improve the
quality of the estimated images and save computation time.
Table 1: The MSE, number of iteration and running time(RT) of the images in Fig. 2
Algorithm TV-S TV-PPS TV-S TV-PPS TV-S TV-PPS
projections 120 120 90 90 60 60
iterations 103 97 75 67 67 44
MSEs 0.0059 0.0022 0.0102 0.0046 0.0181 0.0097
RT(min) 15.179 11.3611 5.5021 5.3384 4.4305 3.0206
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Figure 4: MSE vs. iteration number of the two algorithms for Shepp-Logan phantom,
from left to right for 60, 90, and 120 projections.
In order to compare the convergent speed of the proposed algorithms with the
classic algorithms visually, we present the evolution of MSE along with the iteration
process in Fig. 4 for the 3 projection data. And we can observe that the proposed
perturbation can accelerate the convergent rate and improve the reconstructed image
qualities.
Noised projection data: In order to show the ability of noise suppressing, we
apply the algorithms to noised projection data. For the noise experiments, the iteration
procedures were terminated the algorithms when Res(xk) ≤ 0.1, 0.12, 0.14 for 60, 90
and 120 projections. The reconstruction images were given in Fig. 5, and Table 2
showed the MSE, number of iterations, running time of different images in Fig. 5.
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(a) TVS (b) TVS (c) TVS
(d) TV-PPS (e) TV-PPS (f) TV-PPS
Figure 5: The reconstruction results of Shepp-Logan phantom from noised projections.
From left to right, the images in each column are reconstructed from 60, 90, and 120
projections.
Table 2: The MSE, number of iteration and running time(RT) of images in Fig. 5
Algorithm TV-S TV-PPS TV-S TV-PPS TV-S TV-PPS
projections 120 120 90 90 60 60
iterations 49 49 34 33 25 24
MSEs 0.0134 0.0108 0.0132 0.0085 0.0192 0.0112
RT(min) 5.6175 6.6477 2.8230 2.5867 1.5444 1.4879
By comparing Fig. 5 and Table 2, we can observe the reconstructed images by
the proposed superiorization algorithm have higher quality than these by classic su-
periorization algorithm. Therefore, the performance of the proposed superiorization
algorithm is better than the classic superiorized algorithms for noised projection data.
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In summary, the proposed superiorization algorithm has faster reconstruction speed
than the classic superiorization algorithms, and the MSEs of the reconstruction im-
ages by the proposed algorithm are smaller than these of the reconstructed images by
the classic superiorization algorithm regardless noiseless and noised projection data.
Therefore, the above results demonstrate that the modified superiorization algorithm
can accelerate the convergent speed and improve the image qualities.
3.2 Ghost phantom
Noiseless projection data: Since the ghost in this phantom is invisible at 22
directions [10, 11], the reconstruction images usually suffer from artifacts. in our sim-
ulations, the projection data were collected in 112 and 82 directions: 90 and 60 with
equal angle increments from 0◦ to 179◦ and 22 specified views in which the ghost is in-
visible [10]. Iteration procedures were terminated when Res(xk) ≤ 0.01 for the noiseless
projections.
The reconstruction images from the noiseless projection data were shown in the
Fig. 6. For comparison, Table 3 present the iterations, MSE, Res and running time(RT)
of different reconstruction results.
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TV-S TV-S
TV-PPS TV-PPS
Figure 6: The reconstruction results of ghost phantom from noiseless projections. From
left to right, images in each column are reconstructed from 82, 112 projections .
Table 3: The MSE, number of iteration and running time(RT) of the images in Fig. 6
Algorithm TV-S TV-PPS TV-S TV-PPS
projections 112 112 82 82
iterations 24 19 33 32
MSEs 0.0056 0.0026 0.0108 0.0083
RT(min) 16.82 13.89 10.83 10.87
Noised projection data: For the noised projection data, the iteration processes
were terminated when Res(xk) ≤ 0.15, 0.13 for 82 and 112 projections. The reconstruc-
tion images were given in Fig. 7. Table 4 showed the MSEs, iterations and running
time of program of the results of images in Fig. 7.
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TV-S TV-S
TV-PPS TV-PPS
Figure 7: The reconstruction results of ghost phantom without noise. From left to
right, the images in each row are reconstructed from 112, 82 projections.
Table 4: The MSE, number of iteration and running time(RT) of images in Fig. 7
Algorithm TVS TV-PPS TVS TV-PPS
projections 112 112 82 82
iterations 3 7 13 13
MSEs 0.0102 0.0080 0.0164 0.0158
RT(min) 2.0529 5.1975 10.382 9.1644
By comparing the images in Fig. 6, 7 and numbers in Table 3, 4, we can obtain
the same conclusions that the proposed perturbation can not only improve qualities of
reconstructed images, but also can accelerate the convergent speed. However, we can
observe that the reconstruction images suffer from artifacts regardless of the classic
and the proposed algorithm when the projections is inadequate.
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4 Conclusion
We investigated an optimization-based method to determine the perturbation for
superiorization algorithms. We analyzed the convergence of the proposed superioriza-
tion algorithm. Numerical experiments on different projection data for XCT image
reconstruction were conducted to validate the good performance of the proposed per-
turbation. The experiments show that the perturbation determined by the proposed
method can improve the quality of reconstructed images and convergent speed of the
superiorization algorithms.
Since the superiorization methodology is a new algorithm for inverse problems, the
superiorized iteration needs to be studied further from the mathematical theory and
applications [12]. In the future, we will investigate acceleration methods and appli-
cations(parallel magnetic resonance imaging problem for instance) of superiorization
algorithm.
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