Context. A terrestrial planet is molten during formation and may remain molten if subject to intense insolation or tidal forces. Current and future observations will favour the detection and characterisation of hot and warm planets, potentially with large outgassed atmospheres. Aims. Determine the radius of hot Earth-like planets with large outgassed atmospheres. Explore the differences between molten and solid silicate planets and their influence on the mass-radius relationship and transmission and emission spectra.
Introduction
The detection of over 1000 rocky exoplanets has ushered in a new era of exoplanet characterisation, driven by the goal of identifying and characterising Earth-analogues or potentially habitable worlds. During planet formation, terrestrial planets do not retain a significant primordial atmosphere from the nebula gas due to volatile loss during accretion (e.g., Schlichting & Mukhopadhyay 2018) . Rather, they outgas volatiles from the interior to form so-called secondary atmospheres once the circumstellar disk has decayed. This strong coupling between the rocky interior and atmosphere presents an opportunity to probe the connection between the state of the interior and atmospheric structure and composition. Current (TESS) and future (JWST, CHEOPS, PLATO) observatories will enhance our catalogue of rocky worlds through new discoveries and detailed characterisation, particularly of atmospheres. These facilities demand a concurrent advancement in modelling capabilities to extract maximum insight from observational data, particularly in terms of the interplay between the interior, surface, and atmosphere.
The earliest secondary atmosphere of a rocky planet originates from extensive volatile release during one or more magma ocean epochs that occur during and after the assembly of the planet. Magma oceans form as a result of accretion, coreformation, radioactive decay of short-lived elements, and giant impacts (e.g., Elkins-Tanton 2012). For example, the moonforming impact melted at least two-thirds of Earth's mantle (Nakajima & Stevenson 2015) producing a global magma ocean that subsequently cooled and crystallised. Magma oceans set the stage for the long-term evolution of terrestrial planets by establishing the major chemical reservoirs of the iron core and silicate mantle, chemical stratification within the mantle (e.g., Labrosse et al. 2007) , and outgassed atmosphere. Therefore, understanding the whole life-cycle of a terrestrial planet, from its magma ocean origins to potentially a mature state with a solid mantle, has fundamental implications for the thermal and chemical evolution of terrestrial planets (e.g., Schaefer & Elkins-Tanton 2018) .
Although definitions in the literature can vary, the magma ocean stage is typically defined as the period during which the planetary mantle has a melt fraction above a critical value, usually between 30 and 50%. This critical value reflects the melt fraction at which a partially molten mantle abruptly switches from a dynamic regime dominated by turbulent melt transport to the comparatively slow viscous creep of solid materials. The boundary between these two regimes is know as the rheological transition or the rheological front, since it is strongly controlled by the phase-and hence temperature-dependency of viscosity (Solomatov 2000) . For a magma ocean that crystallises from the bottom-up, this boundary moves upwards through the mantle from the core-mantle boundary to the surface as the planet cools. As inferred from solar system samples, the building blocks of a rocky planet can contain several hundred ppm by mass of volatiles that subsequently outgas as a magma ocean cools and crystallises. CO 2 and H 2 O are the dominant gases released from carbonaceous chondrites (Schaefer & Fegley 2010) and potent greenhouse gases, and therefore have received significant attention in the context of coupled interior-atmosphere evolution (Elkins-Tanton 2008; Lebrun et al. 2013; Nikolaou et al. 2019) . As a magma ocean crystallises, the solubility of volatile species in the melt phase drives outgassing as the solid fraction increase and the melt becomes over saturated. The growing atmosphere thermally insulates the magma ocean which dictates the early cooling rate, possibly extending the lifetime of a magma ocean from a few million years with no atmosphere present (e.g., Abe 1993) to 100 million years with an atmosphere (e.g., Hamano et al. 2013) .
For the terrestrial planets in the solar system, the magma ocean stage was only transient, lasting at most a few hundred million years. However, some exoplanets may harbour permanent magma oceans, which necessitates an understanding of the spectral signature of magma oceans to assist in their characterisation. This is because there is an observational bias to detect exoplanets with short orbital periods, such that many of the detected rocky worlds are likely to be tidally-locked and subject to intense insolation. These factors compound to promote a permanent magma ocean on the star-facing side of the planet, which may extend globally if the atmospheric redistribution of heat is efficient (Kite et al. 2016) . Melts behave fundamentally different to solids, which necessitates a tailored approach to determine their material properties and hence assess their impact on interior evolution and mass-radius observations. recently provide a thermodynamically self-consistent equation of state for MgSiO 3 melt-the most abundant mineral in Earth's mantle-which is calibrated by high pressure and temperature calculations and experimental data. This raises the question of whether mass-radius data can be explained by differences in the phase of silicate matter, rather than invoking bulk compositions that depart strongly from Earth (e.g., Dorn et al. 2019) .
Magma oceans have also garnered interest from the perspective of observing planet formation in process, notably the giant impact stage, which may be amiable to direct detection using the next generation of ground-based facilities (Miller-Ricci et al. 2009; Lupu et al. 2014; Bonati et al. 2019) . The planet may emit strongly in the infra-red and have an outgassing atmosphere that is preferable for atmospheric characterisation. The library of hot planets will continue to increase due to TESS preferentially detecting planets with ∼27 day period (e.g., Barclay et al. 2018) , as well as the expected yield from future missions such as PLATO (Rauer et al. 2014) and ARIEL (Tinetti et al. 2018) . Understanding the interior evolution of a rocky planet provides a vital bridge between planet formation theory and observations. Mass-radius data cannot uniquely constrain the structure and composition of a planet due to inherent degeneracy that is most appropriately addressed using a Bayesian framework (e.g., Dorn et al. 2018) . Additional data or modelling constraints can be used to limit the range of acceptable interior structures, such as a combination of stellar abundances (Dorn et al. 2016) and disk evolution models (Dorn et al. 2019) . Ordinarily, static structure models assume an interior thermal structure, although this is adopted a priori rather than relating directly to evolutionary considerations. Planetary radii determined from static structure models that consider only solid phases are relatively insensitive to temperature (e.g., Dorn et al. 2018) . However, temperature variations drive dynamic processes such as melting that facilitates outgassing, which again facilitates a direct connection between the interior and potentially observable atmospheric signatures.
An holistic modelling strategy is required to maximise our understanding of interior-atmosphere processes as future observational facilities push the limits of exoplanetary characterisation. In this study, we highlight the potential to combine models of coupled interior-atmosphere evolution with static structure calculations and modelled atmospheric spectra (transmission and emission). By combining these components in a common modelling framework, we acknowledge planets as dynamic entities and leverage their evolution to bridge planet formation, interior-atmosphere interaction, and observations. By considering the earliest stage of terrestrial planet evolution (the magma ocean epoch), we can investigate the consequences of large variations in temperature, material phase, and atmospheric properties on observations. This has immediate application for characterising hot and close-in rocky planets. Ultimately, we wish to close the gap between atmospheric modelling and interior dynamics, and thus pave the way for a new comprehension of the nature of rocky planets.
Model

Dynamic interior model
We use the SPIDER code to model the interior evolution of a rocky planet coupled to an atmosphere (Sect 2.2). Our model parameters are based on "case BU" presented in Bower et al. (2018) , which tracks the thermal evolution of an Earth-like planet during its magma ocean stage. We consider a mantle with one component (Mg-Bridgmanite) and two phases (melt and solid), which resides above an Earth-sized iron core. The thermophysical properties of silicate melts are provided by since they are calibrated to terrestrial mantle pressures and temperatures and are in agreement with shock-wave data (Fig. 3, Wolf & Bower 2018) . Solid properties are given by Mosenfelder et al. (2009) , and the properties of the melt-solid mixture are derived by assuming volume additivity and computing the two-phase adiabat (Solomatov 2007) . For the melting region, we join together liquidus and solidus data appropriate for the upper and lower mantles with a smoothed transition region. The lower mantle liquidus and solidus are derived from measurements on a chondritic composition (Andrault et al. 2011) . These melting curves have nearly linear boundaries that are reasonably described with a constant proportionality of 1.09, which is consistent with typical melting behavior governed by the cryoscopic equation as discussed by Stixrude et al. (2009) . For the upper mantle, we adopt the bounds determined by Hamano et al. (2013) from published experimental peridotite melting data, which is likewise consistent with similar fitted boundaries (e.g., Stixrude et al. 2009 ). The upper and lower mantle melting regions are joined by a smoothed transition zone region. The composition space of exoplanetary interiors may be large (Bond et al. 2010) , which is confounded by less constraints on the properties of materials that depart strongly from those of terrestrial interest. We therefore focus on a planet that has comparable size, composition, and structure to Earth, although the code itself is ambivalent and can accommodate diverse compositions and internal structures if desired. However, in all cases the thermophysical properties of the appropriate modelled phases must either be available or assumed.
Compared to case BU , we omit the gravitational separation flux and the parameterised ultra-thin thermal boundary layer at the surface. Since we consider an MgBridgmanite mantle, gravitational separation would be driven by the density contrast between MgSiO 3 melt and solid. However, this would fail to take account of upper mantle mineralogy and the evolving chemistry of the melt and solid phases during magma ocean cooling, both of which would impact melt-solid separation (Caracas et al. 2019) . Excluding the parameterised boundary layer is simply a choice to ensure that the actual surface temperature is resolved by both the interior and the atmosphere model. The mesh resolution is increased to 1000 nodes across the mantle for our present calculations. Our models include internal heating due to the long-lived radiogenic isotopes ( 40 K, 232 Th, 235 U, 238 U), where the half-lives and present-day fractional abundances are provided by Ruedas (2017) . We assume the mantle is undepleted (fertile) to estimate the heating rate per unit mass (p. 170, Turcotte & Schubert 2014) . We exclude short-lived radioisotopes such as 26 Al and 60 Fe since our model begins as a fully assembled albeit molten planet. Shortlived radionuclides can drive the thermal and chemical evolution of planetary building blocks (e.g., Lichtenberg et al. 2016) , but their influence is muted during the final accretion phase.
Our parameterised model of convection requires a prescription of the mixing length , which is conventionally taken as either a constant or the distance to the nearest boundary (e.g., Abe 1995; Stothers & Chin 1997) . We use both of these prescriptions in this study. A constant mixing length effectively averages the convective heat transport over the mantle and therefore replicates the results of boundary layer theory that consider an average (representative) viscosity for the calculation of the Rayleigh number. By contrast, a mixing length that increases away from the uppermost and lowermost boundary enforces a conductive lid at the interfaces of the mantle with the core and atmosphere. For the atmosphere interface, this enables the near surface to form a viscous lid when it drops below the rheological transition and hence restrict subsequent cooling of the interior. Therefore, a variable versus constant mixing length gives end-member models of slow and fast interior cooling, respectively, once the surface reaches the rheological transition. We suffix the case number with "v" to denote cases with a variable mixing length, i.e. a mixing length that increases linearly from zero at the outer boundaries to a maximum of d/2 in the centre of the domain, where d is the thickness of the mantle. By comparison, a suffix of "c" represents a constant mixing length of d/4, which is the average across the domain for the variable mixing length parameterisation. 
Coupled atmosphere-interior evolution
We modify the SPIDER code to include volatile species (H 2 O and CO 2 ) that form an atmosphere as a consequence of outgassing as a magma ocean cools and crystallises. The influence of radiation trapping of greenhouse species in the atmosphere can delay cooling of the interior by several orders of magnitude relative to no atmosphere being present. For each species, mass conservation determines its abundance in the melt, solid, and gas phase, according to solubility and partitioning behaviour (e.g., Eqs. 14-17, Lebrun et al. 2013) . The partitioning of a species between the melt and solid phase is given by a constant partition coefficient, and the partitioning between the melt and gas phase is determined by a modified Henry's law that accommodates a power-law relationship between partial pressure and volatile abundance in the melt phase:
where X v is the volatile abundance in the melt phase, α is Henry's constant, and β facilitates a non-linear relationship. Table 1 provides the parameters for the two volatile species (H 2 O and CO 2 ) that we consider. The partial pressure of each volatile species relates to its atmospheric mass: (e.g., Pierrehumbert 2011):
where m g v is the mass of the volatile in the atmosphere, R p radius of the planetary surface, µ v molar mass of the volatile,μ mean molar mass of the atmosphere, p v the (surface) partial pressure of the volatile, and g gravity. In some previous studies that focus on magma oceans, the ratio of molar masses is incorrectly omitted, but this is only appropriate if a single volatile species is considered (Appendix A). The mass balance equations for the volatile species form a set of coupled differential equations that we solve as part of the same system of equations that determine the evolution of the interior. Hence our interior and atmosphere are fully coupled during the evolution. Our atmosphere model solves for the radiative transfer of heat in a plane-parallel, grey atmosphere, with no scattering, using the two-stream approximation (Abe & Matsui 1985) . It computes an effective emissivity of the atmosphere by summing the optical depth of each volatile at the planetary surface. The optical depth depends on an absorption coefficient (equivalent to the extinction coefficient, since scattering is not considered) that scales linearly with atmospheric pressure. The model provides the pressure-temperature structure of the atmosphere that is fully consistent with the pressure-temperature structure of the interior.
Previous magma ocean studies often assume an initial abundance of volatiles in the mantle with values around 0.05 wt % H 2 O and 0.01 wt % CO 2 (e.g., Elkins-Tanton 2008; Lebrun et al. 2013; Nikolaou et al. 2019) . These values roughly correspond to the water content of Earth's ocean (300 bar) and the CO 2 content of Venus's atmosphere (100 bar), and are thus a lower estimate of the initial reservoir sizes that are required to explain solar system observations. Note that the aforementioned conversion from volatile mass (wt %) to atmospheric pressure (bar) assumes that the given volatile is the only species in the atmosphere (i.e., the ratio of molar masses in Eq. 2 is unity). For this study, however, we are interested in the diversity of CO 2 and H 2 O atmospheres that may be viable beyond the solar system. We calibrate our initial condition to produce exactly 220 bar (surface partial pressure) of H 2 O once all of the volatiles have outgassed. This corresponds to the pressure at the critical point of water, and ensures that we can chart the thermal evolution of the planet without the added complication of H 2 O condensing from the vapour phase below the critical temperature. It is then natural to consider a range of CO 2 volume mixing ratios at the end of outgassing:
where r f,CO 2 is the final (i.e., fully outgassed) volume mixing ratio of CO 2 , p f,CO 2 the final partial pressure of CO 2 , p f,H 2 O the final partial pressure of H 2 O, and the total pressure is the sum of the partial pressures according to Dalton's law. The partial pressure of each volatile species decreases with altitude above the planetary surface, but the volume mixing ratios stay the same if the atmosphere is well mixed. From an implementation perspective, only the partial pressure at the surface is necessary to compute for the interior coupling (p v , Eq. 2). We explore the influence of relatively more or less CO 2 compared to H 2 O at the end of outgassing by varying the final volume mixing ratio of CO 2 ( Table 2 ). Note that this also results in different total surface pressure and volatile mass in the atmosphere when crystallisation is complete. We then back compute the initial reservoir size (ppm by mass) of both H 2 O and CO 2 in the fully molten mantle using Eq. 1 (Table 2) . Again, even though the final partial pressure of H 2 O is fixed in all cases to 220 bar, the initial mantle abundance of H 2 O is not the same in all cases since CO 2 affects the average molar mass of the atmosphere (Eq. 2 & Appendix A).
Static structure calculation
The interior-atmosphere model determines the temperature and phase throughout the interior and the thermal structure and composition of the atmosphere. At a given time, the mantle density is sensitive to the temperature and pressure, both of which also determine the phase (melt, solid, or mixed) via the melting curves.
Using this density profile, we solve the static structure equations following the approach outlined by Valencia et al. (2007) . The algorithm iterates to find the planetary radius of the surface that satisfies the requirement of a hydrostatic interior. The geophysical (iron) core mass and radius are fixed to Earth values to enable Table 2 . Initial volatile concentrations X i,v (ppm by mass) in the mantle relative to a total mantle mass of 4.208 × 10 24 kg. All parameter combinations result in a 220 bar partial pressure atmosphere of H 2 O at the surface once solidification and hence outgassing is complete. The final mixing ratio and partial pressure of CO 2 is r f,CO 2 and p f,CO 2 , respectively. In the text, a suffix of "v" and "c" to the case number denotes a variable and constant mixing length, respectively.
End of outgassing
Initial mantle abundance Case r f,CO 2 p f,CO 2 (bar) us to focus on the influence of the silicate mantle and its early outgassing. In this regard, the core is always treated as an incompressible sphere of iron at the planetary centre. The growth of an outgassing atmosphere does not influence the density structure of the interior because the bulk modulus of silicate melt or solid is around 100 GPa. Therefore, silicates do not experience appreciable compression due atmospheric pressure. We are thus justified to compute the height of the atmosphere above the planetary surface independently from the structure of the interior. The pressure-temperature structure of the atmosphere is provided by the atmosphere model (Abe & Matsui 1985) . This is converted to height-temperature using the ideal gas law (with the mean molar mass of the atmosphere) and the equation of hydrostatic equilibrium, assuming that the volatile species are well-mixed throughout the atmosphere.
Transmission and emission spectroscopy
We compute synthetic transmission and emission spectra at fixed times during the evolution. The previous modelling steps provide all the information that we need for this calculation, i.e., temperature-pressure structure of the atmosphere, reference radius (corresponds to the planetary surface), and abundance of volatile species in the atmosphere. To generate the transmission and emission spectra, we employ our observation simulator Helios-o. For transmission spectra we divide the planet into 200 annuli p. For each wavenumber ν we then calculate the integrated slant optical depth along each tangent height τ ν (p) according to
where χ ν (x(p)) is the extinction coefficient and x the spatial coordinate along the tangent. The extinction coefficient contains contributions of both scattering and absorption. The transmission T ν (p) along a tangent p is:
And the effective tangent height h ν is: The wavelength-dependent radius R ν is then given by
where again R p is the planet's surface radius. Due to the presence of a fixed surface radius and pressure, transmission spectra of terrestrial planets do not suffer from the radius-pressure degeneracy (Heng & Kitzmann 2017) . Synthetic emission spectra are calculated by solving the radiative transfer equation at each wavenumber ν. The spectral fluxes F ν are obtained by using a general n-stream discrete ordinate method, where we employ the C version of the state-of-art discrete ordinate solver DISORT (Hamre et al. 2013) . We set the number of streams to four, which is more than sufficient to provide accurate fluxes in the absence of strongly scattering aerosols. The discrete ordinate solver takes into account absorption, thermal emission, as well as Rayleigh scattering by molecules. The absorption coefficients are calculated using the opacity calculator Helios-k (Grimm & Heng 2015) . For CO 2 , HITEMP (Rothman et al. 2010 ) is employed as source for the line list, while for water we use the full BT2 list (Barber et al. 2006) . The calculation and data sources for the molecular Rayleigh scattering coefficients are discussed in Kitzmann (2017).
Results
Evolution of extended outgassing cases
We first describe Case 3v, which encapsulates both the short-and long-term evolution of a rocky planet, and demonstrates the major trends of the cases that facilitate viscous lid formation. Case 3v uses a variable mixing length and r f,CO 2 = 0.25, which produces the same final volume mixing ratio at the end of outgassing as an atmosphere with 100 bar CO 2 and 300 bar H 2 O. These partial pressures motivate reference cases in previous studies (e.g., Lebrun et al. 2013; Salvador et al. 2017; Nikolaou et al. 2019) , although their initial volatile abundances in the mantle are incompatible with the multi-species mass balance (Eq. 2). Figs. 1 and 2 show the coupled evolution of the interior and atmosphere as the planet cools from fully molten to fully solid. The molten planet follows a thermal profile as dictated by the MgSiO 3 melt adiabat , before intercepting the liquidus at the base of the mantle. The cooling profile then transitions through the mixed phase region, taking account of the two-phase adiabat as well as turbulent mixing of the melt and solid phase that transports energy via latent heat (Fig. 1) . During the early cooling phase ( 1 Myr), the cooling rate is restricted by the radiative timescale of the atmosphere, which is largely determined by CO 2 since it is less soluble in silicate melt and hence outgasses first to the atmosphere. The mass fraction of CO 2 in the interior continues to decrease during this phase and the atmosphere shows a commensurate increase (Fig. 2b) .
Once the rheological transition reaches the surface, just prior to 1 Myr, there is an abrupt change in the evolutionary trajectory. The cooling rate is now no longer restricted by the ability of the atmosphere to radiate heat, but rather the ability of the lid to transport energy to the near surface to be radiated. At this time, the majority of H 2 O remains in the interior reservoir (Fig. 2b) , and therefore has only negligible influence on the cooling of the planet prior to this time compared to CO 2 . Subsequently, the surface cools rapidly to just above the equilibrium temperature (Fig. 2c) , whilst the interior temperature remains below the rheological transition but above the solidus for several hundred Myrs (Fig. 1) . The volatile reservoirs do not experience significant modification during the protracted phase of cooling from ≈ 1 − 100 Myrs. After around 100 Myrs, the global melt fraction drops below 10% and H 2 O begins to enter the atmosphere in earnest (Fig. 2a) . Note that in our models the rheological transition is defined by a dynamic criteria in which the convective regime switches from inviscid to viscous, and not simply by a critical melt fraction or viscosity .
As H 2 O flushes into the atmosphere, the partial pressure of CO 2 decreases since the volume mixing ratio of CO 2 decreases (Fig. 2a) . H 2 O outgasses into the atmosphere from around 100 Myr to 1 Gyr because it is controlled by heat transport through the lid and the cooling rate of the viscous mantle. Outgassing from the interior hence persists for around 1 Gyr and results in a 220 bar H 2 O atmosphere and a 74 bar CO 2 atmosphere after 4.55 Gyrs. Of course, the initial volatile mass in the mantle was set by this criteria, but this result remains useful since it demonstrates the accuracy and stability of our fully-coupled numerical scheme to handle the interior-atmosphere evolution over short and long timescales. For comparison, at 0 Myr the atmosphere consists of 96 bar of CO 2 and less than 1 bar of H 2 O. The thermal profile after 4.55 Gyrs captures the first-order characteristics of Earth's geotherm, including average mantle temperature, core-mantle boundary temperature, and viscous boundary layers at the surface and core-mantle boundary with temperature drops around 1000 K.
All of the extended outgassing cases are characterised by a decrease in the cooling rate once the surface reaches the rheological transition (φ g ∼ 30%). At this time, the majority of H 2 O remains in the interior reservoir and the CO 2 volume mixing ratio remains greater than 85%. This again demonstrates that the time to cool to the rheological transition is almost exclusively deter- mined by the abundance of CO 2 in the atmosphere. For cooling beyond the rheological transition, all cases show a similar reduction in the global melt fraction with time, demonstrating that heat transport across the lid is now determining the cooling rate of the interior and not the efficiency of the atmosphere to radiate heat.
Evolution of early outgassing cases
We now present cases that demonstrate early complete outgassing. These cases use a constant mixing length, which prevents a viscous lid from forming at the surface and hence runaway cooling of the atmosphere. These models are therefore the most appropriate for eventual application to hot and molten exoplanets, which are maintained in their semi-molten state by intense insolation that precludes a totally solid surface and cool atmosphere. Recall that using a constant mixing length replicates the behaviour of models that use boundary layer theory. Since our evolutionary models transition through nearequilibrium states, the mixing length parameterisation largely determines the timescale of cooling once the rheological transition reaches the surface. This is evident by comparing the global melt fraction for Case 3v (φ g , Fig. 1 ) with Case 3c (Fig. 3a) . For Case 3v, the distinctive kink in the melt fraction evolution around 1 Myr that is associated with the rheological front reaching the surface is absent for the equivalent Case 3c with constant mixing length. Fig. 3 compares the early outgassing cases. The cooling time varies over almost two orders of magnitude, but all cases follow a similar cooling profile (Fig. 3a) . As the global melt fraction decreases, volatiles become over-saturated in the melt which leads to outgassing. Outgassing of H 2 O begins once the global melt fraction drops below about 25%, and manifests as a decrease in the CO 2 volume mixing ratio and an increase in the H 2 O interior abundance. The abundance of H 2 O in the interior always increases with time (Fig. 3d) . By contrast, the abundance of CO 2 in the interior does not always increase, and this is a consequence of the mass-partial pressure relationship (Eq. 2). Following a steady increase in the interior concentration of CO 2 , later H 2 O outgassing actually causes the interior CO 2 abundance to decrease, and this effect is most pronounced for atmospheres that are H 2 O dominated (Fig. 3c) . This is because H 2 O outgassing reduces the partial pressure of CO 2 in the atmosphere, such that the interior concentration of CO 2 adjusts according to Henry's law (Eq. 1) to maintain thermodynamic equilibrium. Fig. 4 shows that volatile depletion of the interior occurs once the global melt fraction drops below 15% or so. The massive CO 2 -dominated atmospheres (e.g., Case 9c) suppress the outgassing of H 2 O to a greater extent than atmospheres that are less massive with less CO 2 (e.g., Case 1c). Note that whilst the total volatile mass is different for the cases, only the partial pressure of each species controls its abundance in the interior according to Henry's law (Eq. 1).
Discussion
Mass-partial pressure relationship
Several previous magma ocean studies (e.g., Elkins-Tanton 2008; Lebrun et al. 2013; Salvador et al. 2017; Nikolaou et al. 2019) do not appear to use the correct expression for the relationship between the partial pressure of a given volatile and its mass in the atmosphere (Eq. 2). For example, Fig. 5 in Lebrun et al. (2013) , Fig. 5 in Salvador et al. (2017) , and Fig. 4 in Nikolaou et al. (2019) show the partial pressure of both CO 2 and H 2 O increasing during outgassing, whereas we find that the partial pressure of CO 2 decreases as the atmosphere becomes increasingly diluted by H 2 O (Fig. 2a) . Eq. 9 in Elkins-Tanton (2008) also omits the ratio of the volatile molar mass to the mean atmospheric molar mass, implying that these models are affected by the same discrepancy. A decrease in the CO 2 partial pressure is a robust feature of the parameter combinations that we investigate. Note that studies that consider the evolution of one volatile species such as H 2 O (e.g., Abe & Matsui 1985; Hamano et al. 2013 ) are unaffected. To estimate the influence of neglecting the molar masses, we compute four extra cases: two cases using parameter combinations in this study (Sect. 4.1.1), and two cases using an initial CO 2 abundance of ∼120 ppm and H 2 O abundance of ∼410 ppm (Sect. 4.1.2), which is inspired by previous reference cases (Lebrun et al. 2013; Nikolaou et al. 2019) . 
Influence of molar mass on Case 3c and Case 7c
We compute two additional cases with exactly the same parameters as Case 3 and 7 but that omit the ratio of molar masses from the mass balance (Eqs. 2 and A.1). Fig. 5 shows the results of the correct (Case 3c and 7c) versus the incorrect (Case 3cw and 7cw) cases. There are three obvious differences between the correct and incorrect cases: (1) once H 2 O begins outgassing, the CO 2 volume mixing ratio decreases at a faster rate and to a lower final value than predicted by the equivalent incorrect case (Fig. 5a ), (2) the CO 2 concentration in the interior actually decreases at later times for the correct case, but always increases for the incorrect case (Fig. 5b) , and (3) compared to the incorrect case, the correct case retains more H 2 O in the interior until a lower melt fraction is reached (or equivalently, until later time), but then delivery of H 2 O occurs at a faster pace. This trade-off is because the depletion of the interior (for both correct and incorrect cases) begins at 0% for a fully molten mantle and ends near 0% for a fully solid mantle, assuming a comparatively negligible retention of volatiles in the mantle. Therefore, these boundary conditions mean that correct and incorrect cases are tied to the same depletion values at the start and end of evolution, but the trajectory between these two boundary values is different. The global melt fraction is decreasing as a consequence of continuous cooling, such that the melt volume available to accommodate the volatiles is decreasing with time. Over-saturation of volatiles in the ever-reducing volume of melt can therefore drive outgassing. This basic behaviour is captured by both the correct and incorrect cases. The differences between the correct and incorrect cases can be understood by appreciating that there is feedback between the outgassing of multiple species. For all cases, at early time the CO 2 volume mixing ratio of the atmosphere is near unity, since CO 2 is much less soluble in silicate melt than H 2 O. Using Eq. 2, we therefore find at early time that:
Hence the increase of H 2 O mass in the atmosphere for an incremental change in partial pressure is suppressed, compared to if only H 2 O was outgassing. In other words, for a given addition of H 2 O mass to the atmosphere, more solidification (cooling) is necessary to increase the interior abundance and hence increase the partial pressure (Eq. 1) when H 2 O is outgassing in the presence of CO 2 . Therefore CO 2 in the atmosphere delays the outgassing of H 2 O until later time, and the effect is more pronounced for atmospheres that are dominated by CO 2 (Fig. 5c ).
Relative to the incorrect cases, the correct cases predict a slower depletion of the H 2 O reservoir, reaching maximum differences of 10% at φ g ≈ 3.5% for Case 3 and 16% at φ g ≈ 2% for Case 7. A second mechanism explains why, also at later time, the interior CO 2 abundance decreases. As H 2 O flushes into the atmosphere it decreases the partial pressure of CO 2 and the interior concentration of CO 2 reduces to maintain thermodynamic equilibrium according to Henry's law. Note that CO 2 is always outgassing so the interior reservoir is always decreasing in total CO 2 mass (Fig. 4) even though its concentration in the melt can either increase or decrease. The physical coupling between two volatile species and its influence on atmosphere growth is given by the last term of Eq. A.4.
Alternative initial volatile abundance
The physical reasoning described above applies in general to two outgassing species, but to offer further calibration of existing work in the literature we compute another two cases (one correct, one incorrect). We configure a model based on the reference-A model in Nikolaou et al. (2019) , which itself is similar (by design) to the models in Lebrun et al. (2013) . This model setup is typical of magma ocean models in the literature that investigate early outgassing of volatile species. Compared to the standard model setup for the constant mixing length cases in this study, we make the following amendments. We exclude core heating, internal heat generation, and the turbulent mixing of the melt and solid phase. The initial CO 2 and H 2 O are 120 and 410 ppm, respectively and we decrease the CO 2 absorption coefficient to 0.001 m 2 /kg. We deem our model similar enough to reference-A (Nikolaou et al. 2019) to provide a meaningful assessment of how neglecting the molar mass ratio term in the mass-partial pressure relationship affects previous results. −2 Myr) and the partial pressure of H 2 O increases at a similar rate (Fig. 6a) . Note that here we have kept the initial volatile abundances the same rather than the final mixing ratios at the end of outgassing, so the H 2 O partial pressure in the correct case continues to rise even though the incorrect case reaches a maximum around 340 bar. At 10 Myr, the mixing ratio for H 2 O is less for the incorrect case (Fig. 6b) , resulting in a maximum error around -25% during the evolution (Fig. 6c) . The most pronounced difference by far is the error that accumulates for the partial pressure and mixing ratio of CO 2 . As we previously note, the partial pressure of CO 2 decreases as a consequence of H 2 O outgassing, and this behaviour is again evident for these cases (Fig. 6a) . This actually results in more than 100% error for the CO 2 partial pressure and mixing ratio at 10 Myr. We further confirm the trend shown in Fig. 5c that the correct case predicts less depletion of the H 2 O interior reservoir (figure not shown). Therefore, this preliminary analysis suggests that some results of previous studies could be impacted by the difference of the molar masses of CO 2 and H 2 O.
Magma ocean solidification and outgassing of H 2 O
There are broadly two ways to define the lifetime of a magma ocean. Firstly, the lifetime can be the time taken for either the surface or the bulk of the mantle to reach the rheological transition (RT definition); below this transition the convective timescale is dictated by the viscous creep of the solid matrix rather than rapid transport by the melt. Secondly, the lifetime may instead be the time for a magma ocean to freeze to a near or fully solid state (solid definition). These definitions are sensitive to different parameters and regimes of a cooling magma ocean. The lifetime according to the RT definition is dictated by the efficiency of the atmosphere to radiate heat as well as the melting curves near the surface which determine when the RT is reached. In this case, the cooling timescale is controlled by radiative energy emission from the hot surface and is not limited by heat transfer to the surface, which is rapid for a turbulent magma ocean. Cooling from a molten state to the RT is rapid without an insulating atmosphere, occurring from a few hundred (Solomatov 2000) to several hundred thousand (Monteux et al. 2016) years. This lifetime is increased by orders of magnitude from ∼ 1 to 100 Myrs for models that account for a co-evolving atmosphere (Elkins-Tanton 2008; Lebrun et al. 2013; Hamano et al. 2013; Nikolaou et al. 2019) .
For the solid definition of lifetime, the atmospheric cooling rate and interior melting curves can conspire to give similar cooling times, albeit for completely different reasons. For example, models that assume cooling is limited by radiative heat loss can crystallise 98% of the Earth's mantle in less than 5 Myrs (ElkinsTanton 2008). However, we expect this time to increase substantially if we take account of the transition to a cooling timescale dictated by viscous lid and/or interior dynamics once the surface reaches the RT around 40% melt fraction. Although a dynamic model of the interior reports a similar lifetime of a few Myrs (Lebrun et al. 2013) , this is a consequence of very steep melting curves such that most of the mantle is crystallised by the time the surface reaches the RT. Lebrun et al. (2013) ; Abe (1997) use melting curves based on an ideal mixture of MgSiO 3 and MgO extrapolated to high pressure, which results in a liquidus temperature at the base of the mantle over 6000 K. This is around 800 K higher than the peridotite liquidus (Fiquet et al. 2010 ) and 1500 K higher than chondritic mantle (Andrault et al. 2011) . Salvador et al. (2017) update the model of Lebrun et al. (2013) to use chondritic melting curves (Andrault et al. 2011 ) and find that the surface temperature reaches the RT between around 500 kyr and 1 Myr. However, they do not discuss the subsequent longer term evolution.
The majority of previous magma ocean models use boundary layer theory, which facilitates continuous outgassing since they do not consider lid formation at the surface which can restrict cooling. Rather, these models compute an estimate of the bulk viscosity of the mantle that is then used for calculating an effective Rayleigh number and hence the magma ocean heat flux. We reproduce these types of models using a constant mixing length, which also has the effect of disregarding a near-surface lid that can dictate the cooling rate. We refer to these cases as early outgassing cases (Sect. 3.2). However, due to the true 1-D nature of our model, we also investigate cases that form a viscous lid at the surface, resulting in extended outgassing cases (Sect. 3.1). For these cases, there is a dramatic change in cooling style once the surface reaches the RT, since the growth of a lid greatly hinders heat exchange from the interior to the atmosphere. The surface cools rapid due to efficient radiation of heat and the fact that now the comparatively sluggish internal (viscous) dynamics cannot replenish the near surface with heat at the same rate due to presence of the viscous lid. Hence the planet transitions from a cooling timescale dictated by the atmosphere to a cooling timescale dictated by the lid and the interior dynamics. The liquidus and solidus of the mantle determine both when the surface reaches the RT and the global melt fraction at this time, which depends on the gradient of the melting curves with pressure and their relationship to the thermal profile.
Despite differences in methodology and the mass-partial pressure relationship (Sect. 4.1), for all cases we also find that CO 2 controls the early cooling rate of the interior and H 2 O outgasses later (Lebrun et al. 2013; Nikolaou et al. 2019 ). However, this result is strongly controlled by the solubility curves, which are often the same or similar between studies, so agreement in this regard is not surprising. A more interesting result, is that the outgassing of H 2 O is strongly impacted by the delayed cooling and solidification of the mantle caused by a surface lid (extended outgassing cases). For the initial H 2 O and CO 2 combinations that we consider in this study, we find that the majority of H 2 O does not outgas during the magma ocean stage prior to the surface reaching the RT. Instead, 90% of the initial H 2 O reservoir (by mass) remains in the interior and its outgassing rate is determined by heat transport in the mantle and the surface lid. Late or extended outgassing of H 2 O, or any volatile for that matter, is a challenge to model since it falls outside the melt fraction regime that is typically considered by either short-or long-term modelling approaches. When the surface reaches the RT the interior dynamics are switching to a viscous flow regime according to the local Reynolds number. This transition from inviscid to viscous convection is validated by recent studies that demonstrate that solid-state convection begins during magma ocean crystallisation (Ballmer et al. 2017; Maurice et al. 2017) . We thus capture the first-order nature of the transition that is important for bulk heat transport, but the details of how a lid forms and evolves at the surface is clearly a complex process. Nevertheless, if significant volatile outgassing from terrestrial planets occurs once the surface has partially solidified to form a lid, then there could be profound feedback between processes operating in the interior, atmosphere, and surface. The lid-forming process is particularly relevant for H 2 O outgassing, since H 2 O is relatively soluble in silicate melt and does not readily outgas until the global melt fraction drops to a few tens of percent.
We apply the volatile mass balance (Eq. A.4) throughout the evolution of the extended outgassing cases, which implies that the interior and atmosphere are always in thermodynamic equilibrium even once the surface cools and forms a lid. Hence, outgassing in our models is restricted by the planetary cooling rate but not the inability of the interior to communicate with the atmosphere. Although we compute the evolution of Case 3v for several Gyr (Fig. 1) , our model does not consider any volatile sinks, such as atmospheric escape or ingassing of volatile species due to geochemical cycling driven by surface processes such as plate tectonics. Rather, the objective is to demonstrate the switching of timescales that control planetary cooling, and to note the potential importance of the lid and viscous boundary layer at the surface that has largely been ignored by previous modelling studies.
Implications for observations
We apply the results of our evolutionary models to the detection and characterisation of rocky exoplanets by considering the global melt fraction at various stages of the evolution. This is facilitated by the fact that our models evolve through a series of quasi-equilibrium states, which enables us to inform both observations of transient magma oceans (e.g., Miller-Ricci et al. 2009 ) as well as permanent magma oceans on lava planets that are sustained by intense insolation. Although the mechanism by which a melt reservoir is formed and sustained is different for these two cases, both result in a molten or partially molten planet, and we now focus on the observable nature of such a planet given our modelling assumptions. Numerous hot terrestrial planets are expected to be discovered by current (e.g., TESS) and future (e.g., PLATO, ARIEL) observatories, and even though they exhibit extreme environments from the perspective of habitability, they remain at the cutting edge of observations. Fig. 7 shows the evolution of the partial pressure in the atmosphere for Case 1c and Case 9c, with a relatively small (r f,CO 2 = 0.1) and large (r f,CO 2 = 0.9) final volume mixing ratio of CO 2 , respectively. We determine the global melt fraction φ g and surface temperature (T s ) at several times which are denoted by vertical dotted lines (Fig. 7) . For these global melt fractions, we combine the integrated interior-atmosphere model with structure calculations and spectra calculations to determine the observational nature of an Earth-like planet with an early outgassing atmosphere (Fig. 8). 4.3.1. Mass-radius Fig. 8 reveals that the thickness of the silicate mantle is ∼10% less for a fully solid mantle than for a fully molten mantle. A mantle that is locked at the rheological transition (φ g ∼30%) has a thickness around 5% less. The contraction of the mantle follows a similar trend for both Case 1c and 9c, which is largely a consequence of plotting the same global melt fraction φ g . By contrast, the atmospheric structure of the two cases exhibits crucial differences. The massive CO 2 atmosphere of Case 9c undergoes continual contraction due to cooling, such that it reduces in height by ≈ 40% for a dominantly solid (φ g ≤ 0.01) versus molten (φ g = 1) mantle. Case 1c also contracts as φ g decreases, but notice that the atmospheric height is predicted to be larger when φ g = 0.01 than when φ g = 0.10. This is because H 2 O flushing into the atmosphere during the later stage of the evolution reduces the mean molar mass of the atmosphere such that the atmosphere expands. This dilution of the atmosphere also occurs for Case 9c, but not to the same extent since there is insufficient H 2 O available to appreciably decrease the mean molar mass of the atmosphere (Fig. 9c) . We explore the connection between outgassing and planetary radius by determining the evolution of the radius for Case 1c and 9c (Fig. 9a, b) , for both the planetary surface and the total radius which includes the atmospheric height (defined at 10 mbar). Initially the hot atmosphere increases the planetary radius relative to a molten mantle by 2 − 3%. The early evolution of the radius before the rheological transition is reached (φ g > 0.3) is driven by contraction of the mantle with a smaller contribution from atmospheric cooling. Beyond the rheological transition, the mantle continues to contract to reduce the total radius by a further 1% at the end of solidification. For the CO 2 -dominated atmosphere (Case 9c), the total radius tracks the planetary surface radius, suggesting that contraction of the atmosphere is near complete once the rheological transition is reached. For Case 1c, however, outgassing of H 2 O once the planet reaches around 10% melt fraction is able to compensate for the reduction in radius due to mantle contraction, and actually increases the total planetary radius before then decreasing again (Fig. 9a) .
Variations in mantle melt fraction and atmospheric thickness might be the cause of observed variability in the bulk densities of super-Earths below two Earth radii (Fig. 10) . Super-Earths do not follow a simple mass-radius trend, but rather reveal a diversity of mass-radius relationships that are usually associated with compositional and structural differences. Close-in planets that are highly irradiated and experience strong tidal heating (e.g., Bolmont et al. 2013) or induction heating due to the stellar magnetic field (Kislyakova et al. 2019) , might have largely molten interiors which reduces the bulk density similar to our calculated planetary interiors (Fig. 8) . If the density decrease observed here for molten Earth-sized bodies is of similar scale for more massive super-Earths, a completely molten mantle could explain the radius of close-in rocky exoplanets such as HD219134 b and 55 Cnc e. This offers an alternative explanation to these planets having exotic solid compositions with light element enrichment and possibly a mineral-rich atmosphere (e.g., Dorn et al. 2019) . However, it remains at the cutting edge of material science to experimentally verify the equation of state of planetary compositions at the extreme interior conditions of super-Earths (e.g., Wicks et al. 2018) . We have intentionally limited our exposure to large uncertainty in the equation of state by focussing on a planet that is Earth-size and with Earth-like composition. Nevertheless, we estimate that the mantle thickness can change by up to 10% during cooling from a molten to solid state. Assuming an Earth-like core size, this mantle decrease translates to a 17% decrease in bulk density or a change in bulk radius of 5% for the rocky interior. The evolution of the coupled interior-atmosphere models indicate a change in planetary radius of up to 7%. Such differences in density or radii can be measured with current and future observational facilities (e.g., HARPS, TESS, CHEOPS, PLATO). Especially with CHEOPS, well-characterised radii for a distribution of super-Earths might confirm an overall decrease in planet bulk densities for planets at small orbital distances and relatively low (Earth-like) planet mass.
Planetary spectra
We compute transmission and emission spectra for Case 1c and Case 9c at global melt fraction φ g =1, 0.75, 0.3, 0.1, 0.01. These spectra correspond to the static structure calculations in Fig. 8 . For each case, the transmission spectra are calculated for two central stars: a G2V star (1 solar radius, left y-axis) and a cool M-dwarf (0.117 solar radii, right y-axis) (Fig. 11) . For a G-type main sequence star, the total variations in transit depth between the different melt fractions are of the order of 15 ppm for each of the two cases. While the primary transits of these planets itself could be detected by the PLATO satellite mission (Rauer et al. 2014) , the variations due to the different melt fractions would be undetectable in the near future. It would also be virtually impossible to distinguish between Case 1c and 9c with the currently planned, future planet detection and characterisation missions if the planet is orbiting a solar-like star. By contrast, if the planet orbits a cool M-dwarf, the transit depths increase considerably (right y-axis, Fig. 11 ) due to the much smaller stellar radius. The overall variations of the transit depths are now in the range of 750 ppm, which would even be detectable with current ground-based telescopes. For the same melt fraction, Case 1c and 9c differ on the order of 100 ppm. These variations are caused by the different atmospheric compositions: Case 1c is a water-dominated atmosphere, whilst Case 9c is predominantly composed of CO 2 . While challenging from the ground, such observations are feasible in the near future by, for example, the James Webb Space Telescope (JWST). The Hubble Space Telescope (HST) is in principle sensitive to these signal levels, but lacks spectral coverage. The HST's WFC3 instrument's wavelength range, that is often used to observe exoplanets, is mostly only sensitive to H 2 O and does not cover the major absorption bands of CO 2 . Fig. 12 shows the corresponding emission spectra (upper panels) and secondary eclipse spectra (lower panels) for the same melt fractions as plotted for the transmission spectra. We restrict the emission spectra to an M-star host only. Owing to the much higher luminosity of the G2V star, detecting the thermal emission spectrum of an orbiting planet would require a space-based interferometer or a space telescope with a starshade to mitigate the stellar light. Whilst being theoretically investigated as possible future space observatories (e.g. LUVOIR), no such mission is currently planned to be available within the foreseeable future. The overall differences in the secondary eclipse spectra are of the order of several hundred ppm in the infrared wavelength range for both cases. Such spectral variations are detectable in the neat future with the JWST (Gardner et al. 2006) . The different atmospheric compositions of the two cases can also be clearly distinguished. Case 1c features strong water absorption bands whilst Case 9c is dominated by the very deep CO 2 absorption band at 15 µm and has only muted water features.
Different melt fractions also show quite strong variations in the secondary eclipse spectra. For a planet with a low melt fraction, the spectrum resembles a black body compared to spectra for a planet with higher melt fraction. This is caused by the different temperature profiles. For smaller melt fractions and lower surface temperatures, the atmospheres become increasingly isothermal in the upper atmosphere (Fig. 8 ) which causes them to appear similar to a pure black-body spectrum. Differences in the spectra can also be noticed at shorter wavelengths. This part of the spectrum is determined by the back-scattering of the planet's host star radiation via molecular Rayleigh scattering rather than thermal emission. Clear spectral signatures can only be seen for large melt fractions. At low melt fractions, which is indicative of a significant outgassed atmosphere, the atmosphere is optically thick enough to absorb most of the stellar radiation which leads to a reduced back-scattering signal in the planetary spectrum. Therefore, observing a planet in the infrared and at shorter wavelengths might enable us to differentiate observationally between the different atmospheric compositions and total surface pressures caused by the variations in melt fraction.
Combining both primary transit and secondary eclipse measurements together with mass estimates via radial velocity measurements can give constraints on the atmosphere and the planetary interior to a certain degree, at least for roughly Earth-sized planets orbiting small M-type host stars. There are of course still degeneracies that can not be easily overcome, such as between the total surface pressure and the planetary surface radius for very massive atmospheres. Transmission spectra inherently only provide information about the upper atmosphere and the overall planetary radius. Emission spectra, meanwhile, are sensitive to the atmospheric temperature profile and pressure. However, neither spectra can provide information about the very deep atmosphere if the planet possesses a massive atmosphere. Thermal emission spectra originate from parts of the atmosphere where the optical depth integrated from the top of the atmosphere downwards is approximately unity. Information from higher optical depths (and thus pressures) are therefore not accessible.
Atmospheric escape
Three fundamental heating mechanisms can in principle contribute to the atmospheric escape of an outgassing rocky body: surface heating (e.g., Jeans escape), upper atmospheric heating (e.g., energy-limited escape), and plasma heating (e.g., atmospheric sputtering) (e.g., Johnson 2004; Johnson et al. 2015; Oza et al. 2019) . Surface and upper atmospheric heating dominate light atmospheres (H, He), but nevertheless can be calculated for volatile species of any molar mass. In a test model (not shown), we implement escape due to surface heating (Eq. 2b, Johnson et al. 2015) and find that it has negligible influence on magma ocean cooling. Even though the surface temperature is high, the molar mass of both H 2 O and CO 2 is large which results in a large Jeans parameter and hence minimal Jeans escape (Eq. 1b, Johnson et al. 2015) . Upper atmospheric heating which is limited by the XUV stellar irradiation is often used to approximate hydrodynamic escape at terrestrial exoplanets (e.g., Bourrier et al. 2017) . This may evaporate the secondary H 2 O atmospheres that are produced from interior outgassing. Earth's transient magma ocean, the enhanced EUV irradiation can be more than 100 times the present-day value, which results in around 10 9 g/s of H 2 O loss (Catling & Kasting 2017) . This corresponds to roughly 1.5 kbar of water loss over 100 Myr, and may be the main driver for the desiccation of Venus. Nevertheless we caution that the physics of upper atmospheric heating is not well constrained for terrestrial planets and in particular the heating efficiency factor is necessarily assumed to be similar to large planets, although it may in fact be very different. This is because the chemical speciation (e.g., CO 2 , H 2 , N 2 ) of terrestrial atmospheres regulates the heating of the upper atmosphere that is responsible for escape.
In-situ solar system observations reveal that plasma-driven heating is the dominant mechanism for atmospheric loss at all terrestrial planets at present day (e.g., Zahnle & Catling 2017; Catling & Kasting 2017) . These data are particularly valuable to inform the loss rate of terrestrial atmospheres for planets orbiting M-dwarfs that are known to be strongly magnetic (Garraffo et al. 2017) . MAVEN recently detected an oxygen escape rate of around 10 3 g/s at Mars (Jakosky et al. 2018) , which when sputtered for 4.5 Gyrs corresponds to a loss of approximately 8 bar of CO 2 (Luhmann et al. 1992) . For a planet at 1 AU, this yields a lower loss limit of approximately 18 bar of CO 2 due to sputtering alone. Simulations that include plasma-driven losses are therefore important for future long-term evolution models (e.g., Egan et al. 2019) . In this regard, our model is an end-member that assumes retention of an outgassed atmosphere. Importantly, atmospheric losses that occur over Gyrs must be considered alongside geochemical cycling that also acts to deplete the atmospheric reservoir over geological timescales. Consideration of both of these effects will be important for bridging short-term and longterm evolution models, and should form the basis of future coupled interior-atmosphere models.
Conclusions
We devise a coupled interior-atmosphere model to connect the evolution of a rocky planet to the observational nature of hot and warm Earth-like planets with large outgassed atmospheres. Our models are calibrated to give an outgassed atmosphere of 220 bar H 2 O, and we vary the final CO 2 volume mixing ratio to explore the consequences of a CO 2 versus H 2 O dominated atmosphere. The relationship between the volatile mass and partial pressure is often misstated in the literature when more than a single volatile species is considered, so we provide clarification on the correct expression and calibrate previous results by running comparison cases. It is anticipated that the correction will greatly affect atmospheres that contain species with strongly differing molar masses, and is perhaps magnified further if the species have similar solubilities. We generate two suites of mod-els that produce different outgassing behaviour. For early outgassing cases, typical of most models in the literature, outgassing occurs largely unimpeded and magma ocean cooling generates a large outgassed atmosphere within a few million years. For extended outgassing cases, the formation of a viscous lid at the surface prevents efficient outgassing, particularly of H 2 O which has a higher solubility in silicate melt than CO 2 . This is because the cooling timescale is dictated by heat transport through the lid, and eventually the viscous flow of the solid mantle, rather than the radiative timescale of the atmosphere. For all cases, 90% of the H 2 O inventory remains in the interior and only readily outgasses once the global melt fraction drops below 10%. This melt fraction occurs after the surface reaches the rheological transition, suggesting that a large reservoir of H 2 O can be retained in the interior until the very last stages of magma ocean crystallisation. Therefore, the formation of a surface lid that restricts heat transport could control the outgassing of volatile species from the interior.
We combine the evolutionary models with static structure calculations to determine the radius of an Earth-like planet with varying degrees of melt from fully molten to fully solid and in the presence of an outgassed atmosphere. Our results demonstrate that a hot molten planet can have a radius several percent larger (≈ 5%) than its equivalent solid counterpart, which may explain the larger radii of some close-in exoplanets. Outgassing of a low molar mass species (such as H 2 O, compared to CO 2 ) can combat the continual contraction of a planetary mantle and even marginally increase the planetary radius. We further use our models to generate synthetic transmission and emission data to aid in the detection and characterisation of rocky planets via transits and secondary eclipses. Atmospheres of terrestrial planets around M-stars that are dominated by CO 2 versus H 2 O could be distinguished by future observing facilities that have extended wavelength coverage (e.g., JWST). Incomplete magma ocean crystallisation, as may be the case for close-in terrestrial planets, or full or part retention of an early outgassed atmosphere, should be considered in the interpretation of observational data from current and future observing facilities.
