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Soil hydraulic parameters are essential input to most hydrologic and climatic models (Mohanty et al., 2002; Mohanty and Zhu, 
2007). Th ey are used to defi ne the hydraulic characteristics of the 
soil vital in modeling soil moisture and fl ux in the unsaturated 
zone near the land–atmosphere boundary. At the scale of model 
applications, it is very important to defi ne the appropriate param-
eter values to characterize the eff ective hydraulic behavior of the 
soil system (Wood, 1994; Vrugt et al., 2004). Th ese so-called eff ec-
tive soil hydraulic parameters (Zhu and Mohanty, 2003; Jhorar et 
al., 2004) are not always available for practical applications.
At the fi eld scale, the eff ective soil hydraulic properties are usu-
ally defi ned using a bottom-up approach wherein point-scale soil 
hydraulic data are scaled up using similar media scaling approaches. 
In these methods, scaling factors are derived and used to defi ne sets 
of scaled soil hydraulic properties for both θ(h) and K(h), where θ is 
soil moisture, K is hydraulic conductivity, and h is the pressure head 
(Miller and Miller, 1956; Hopmans and Stricker, 1989; Clausnitzer 
et al., 1992; Rockhold et al., 1996; Bertuzzi and Bruckler, 1996; 
Kabat et al., 1997; Van Dam et al., 1997). Bottom-up approaches 
like this require extensive soil hydraulic data to establish the refer-
ence soil hydraulic functions and the statistical characteristics of the 
scaling factors, therefore limiting their application in larger scale 
hydrologic and hydroclimatic modeling. Th e spatial variability of 
the soil hydraulic properties within a large climatic model grid can 
be also accounted for by using appropriate spatial averaging of local-
scale soil hydraulic parameters (Gomez-Hernandez and Gorelick, 
1989; Green et al., 1996; Zhu and Mohanty, 2002, 2003).
In larger-scale hydrologic modeling, the soil system can be 
considered as an equivalent homogenous unit described by a set 
of eff ective soil hydraulic parameters (Feddes et al., 1993a; Wood, 
1994). Th is assumption is attractive to explore since a top-down 
approach can be developed to estimate these eff ective parameters 
based on inversion of remote sensing data. Feddes et al. (1993b) 
proposed the use of hydrologic variables derived from remote 
sensing as conditioning criteria for regional inverse modeling to 
defi ne these eff ective parameters. Evapotranspiration (ET)-based 
approaches evolved from this framework (e.g., Jhorar et al., 2002, 
2004; Ines and Droogers, 2002a,b) by taking advantage of the 
improved methodologies in estimating ET from remote sensing 
data (e.g., Bastiaanssen et al., 2002). Jhorar et al. (2002, 2004) 
numerically explored the existence of these eff ective parameters with 
an ET-based inverse modeling approach in which ET simulated 
by forward modeling was matched iteratively with ET simulated 
by inverse modeling using a gradient-based search algorithm to 
optimize selected sets of soil hydraulic parameters. Despite the 
broad coverage of their numerical experiments, the goodness-of-fi ts 
of the derived soil hydraulic parameters were validated on seasonal 
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H We conducted a validation study of a newly developed near-surface soil moisture assimilation scheme for estimating eff ective 
soil hydraulic properties using soil moisture data from diff erent hydroclimatic regions, including semihumid Oklahoma, humid 
Iowa and Illinois, and temperate humid China. A genetic algorithm (GA) was used to estimate the eff ective soil water reten-
tion θ(h) and hydraulic conductivity K(h) functions of an eff ective modeling domain by minimizing errors between observed 
near-surface soil moisture and values simulated with the Richards-based Soil–Water–Atmosphere–Plant (SWAP) model. Th e 
parameter estimation approach considered uncertainties in the initial and bottom boundary conditions, rooting depth, and 
root density by creating simulation ensembles based on combinations of several modeling conditions and a multipopula-
tion approach in the GA to estimate uncertainties in the derived soil hydraulic properties. Th e results showed that θ(h) is not 
very sensitive to variations in the initial and boundary conditions, rooting depth, and root density applied on the modeling 
domain. Th e value of K(h) was found to be more sensitive to variations in rooting depth and root density than to variations 
in the initial and boundary conditions. With the modeling domain better represented, the estimated θ(h) and K(h) functions 
were found to be satisfactory in most of the locations studied. Th ey were validated using laboratory-measured θ(h) and Ksat, 
observed soil moisture in the fi eld, and soil hydraulic properties from the UNSODA database. Our study indicates, however, 
that the homogeneous-medium assumption commonly used to eff ectively describe a heterogeneous system may fail to closely 
represent a highly heterogeneous (layered) soil profi le if only the near-surface soil moisture data are used to defi ne the subsurface 
soil hydraulic properties. Additional soil moisture data from deeper depths may be needed to better estimate the eff ective soil 
hydraulic properties of highly heterogeneous systems.
www.vadosezonejournal.org · Vol. 7, No. 1, February 2008 40
values of ET, bottom boundary fl uxes, Q, and changes in total stor-
age, ΔS, rather than the profi le soil moisture dynamics, crucial for 
subseasonal applications such as in agricultural water management. 
Using lysimeter data, Ines and Droogers (2002a) showed that ET-
based soil hydraulic parameters do not always closely reproduce the 
soil moisture dynamics in a soil profi le. Th ey found that the profi le 
soil moisture is more stable as a search criterion for quantifying the 
soil hydraulic parameters.
Remotely sensed soil moisture data, however, are available 
only for the top 0 to 5 cm of the soil surface (Jackson et al., 1995). 
To test if near-surface soil moisture data can be used to characterize 
the subsurface soil hydraulic properties, we developed in this study 
an inverse modeling-based near-surface soil moisture assimilation 
scheme using evolutionary computing (Goldberg, 1989). Unlike 
with usual near-surface data assimilation procedures where a shal-
low soil moisture profi le is being retrieved (e.g., Entekhabi et al., 
1994; Galantowicz et al., 1999; Walker et al., 2001; Heathman et 
al., 2003; Crow and Wood, 2003; Dunne and Entekhabi, 2005; 
Das and Mohanty, 2006), the new method aims to derive the 
eff ective soil hydraulic properties of the soil profi le. In this study, 
we validated in the fi eld the near-surface soil moisture assimilation 
scheme for estimating the eff ective soil hydraulic properties across 
the soil profi le in diff erent hydroclimatic regions. We conducted 
validation experiments using fi eld data from Oklahoma, Iowa, and 
Illinois in the United States and several soil moisture monitoring 
sites in China. Our study was designed to test a new eff ective 
parameter estimation approach under real-world conditions and 
to evaluate the value of using actual fi eld data, in this case soil 
moisture, for determining the eff ective soil hydraulic properties. 
Our study also aimed to explore possible sources of uncertainties 
for fi eld conditions not usually accounted for in numerical for-
ward–backward experiments where all simulation conditions are 
considered to be known (Abbaspour et al., 2000).
Materials and Methods
Near-Surface Soil Moisture Assimilation Scheme
Th e inverse modeling-based near-surface soil moisture assim-
ilation scheme was implemented by combining a physically based 
Soil–Water–Atmosphere–Plant model, SWAP (Van Dam et al., 
1997), with a genetic algorithm, GA (Goldberg, 1989). Th e crite-
rion for estimating the eff ective soil hydraulic properties is given 
by near-surface (0–5-cm) soil moisture data. Th e method can 
also accommodate ET as conditioning data, which can be used 
in tandem with soil moisture when needed in the analysis.
Th e SWAP model is a variably saturated fl ow model that 
solves the one-dimensional Richards equation to simulate the 
soil moisture dynamics in a vertical soil column using a robust 
implicit fi nite diff erence scheme (Belmans et al., 1983). It uses 
the following Mualem–van Genuchten equations (van Genuchten, 
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Equations [1] and [2] require parameters that are soil specifi c and 
must be determined beforehand. Th e parameters of interest for 
the near-surface soil moisture assimilation study are k ={α, n, θres, θsat, Ksat, λ}, where α (cm−1) is a shape parameter equivalent to 
the inverse of the bubbling pressure, n (dimensionless) is a shape 
parameter that accounts for the pore size distribution, θres (m3 
m−3) and θsat (m3 m−3) are the residual and saturated soil mois-
ture contents, respectively, Ksat (cm d
−1) is the saturated hydraulic 
conductivity, and λ (dimensionless) is a shape parameter that 
accounts for tortuosity in the soil. On average, λ is assumed to 
have a value of 0.5 (Mualem, 1976); van Genuchten (1980) pro-
posed m to be equal to 1 − 1/n. Finally, Se (dimensionless) in Eq. 
[2] is the relative saturation and h is the pressure head (−cm).
Th e SWAP model considers the time-dependent top bound-
ary conditions in terms of either a fl ux or given head, controlled 
dynamically based on a given set of nested criteria (Van Dam et 
al., 1997) related to the atmospheric forcings and hydrologic con-
ditions at the soil surface. Th e bottom boundary condition can be 
imposed in various forms (Dirichlet, Neumann, or Cauchy type). 
Th e SWAP model is an integrated water management tool con-
taining irrigation and drainage modules as well as process-based 
crop growth models for simulating the impacts of weather, soil 
type, plant type, and water management practices on the growth 
and development of the crops. Detailed descriptions of SWAP 
can be found in Van Dam et al. (1997) and Van Dam (2000).
To estimate the parameter set k, we combined SWAP with the 
GA to create a dynamic, inverse, variably saturated fl ow model. Th e 
GA searches for the eff ective parameter set k, while SWAP tests the 
proposed parameters by using them in forward simulations. A brief 
description of the GA search is provided below for completeness. 
Genetic algorithms are powerful search techniques that combine the 
survival-of-the-fi ttest mechanism with a structured yet randomized 
information exchange to arrive at the search solution (Holland, 1975; 
Goldberg, 1989). In a binary GA, the search spaces of the unknown 
parameters (here the soil hydraulic parameters) are discretized into 
fi nite lengths and then coded as sets of binary substrings to form a 
string structure called a chromosome. Th e bits’ arrangement (i.e., 0s 
and 1s) within a chromosome represents a possible combination of 
the unknown parameters, which can be a solution to the problem. 
Th e procedure starts by randomly generating a set of chromosomes 
(called a population) serving as starting search positions at the search 
surface. Since several chromosomes are included within a population, 
multiple starting points are explored at the start of the search process. 
Th e chromosomes are then individually evaluated (in our application, 
SWAP used each chromosome to simulate the soil moisture dynam-
ics) to determine their suitability based on a given fi tness function. 
Th e chromosomes then go through the process of selection, crossover, 
and mutation. Based on their fi tness, they compete to be selected, 
mate, and reproduce for the next generation. During selection, the 
fi tter chromosomes survive and the weaker chromosomes die. Th e 
selected chromosomes then randomly mate to exchange genetic infor-
mation through the process of crossover to produce their off spring. 
Th e resulting new chromosomes are subjected to mutation to infuse 
fresh genetic materials for the new generation and to restore certain 
genetic characteristics that were lost due to degeneracy. Th e processes 
of selection, crossover, and mutation are repeated for many genera-
tions until the best possible solution is achieved; this solution is the 
fi ttest chromosome that evolved after these many generations.
In this study we used a modifi ed microGA (Carroll, 1998; Ines 
and Droogers, 2002a; Ines and Honda, 2005) to solve the parameter 
set k by minimizing the error between the simulated near-surface soil 
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moisture and the measured data for a given day across the simulation 
period. In the implementation, we determined the parameter subset 
p = {α, n, θres, θsat, Ksat} since λ = 0.5 (Mualem,1976), and hence k 
=  {p, λ}. Th e modifi ed microGA is a GA variant that uses a micro-
population to search for the solution of the inverse problem. Aside 
from restarting the micropopulation, which is a classic feature of the 
microGA (Krishnakumar, 1989; Goldberg, 2002), we introduced a 
creep mutation operator (occurring at decimal or real values [base 
10]) analogous to the securGA of Carroll (1998) since a jump muta-
tion (occurring at binary values [base 2]) is not allowed in a microGA. 
We also introduced a time-saving mechanism crucial for coupled 
methodologies (Ines and Honda, 2005) and an intermittent jump 
mutation operator to introduce further new genetic materials along 
the search. Th e time-saving mechanism allows the GA to remember 
not only the elite chromosome of the previous generation (g − 1) but 
also the remaining chromosomes so that they will not be evaluated by 
SWAP if they are reproduced in the next generation (g), but instead 
will inherit their genetic replicate properties from the previous gen-
eration. In the modifi ed microGA, the elite chromosome is always 
reproduced in the next generation. Moreover, the micropopulation 
restarts here using a lower degree of bit-positioning similarity (e.g., 
90%) as a basis of population convergence, thereby increasing the 
restarting occurrence of the micropopulation along the generations 
(Ines and Droogers, 2002a).
Since we are dealing with real-world conditions, we considered 
uncertainties in the initial and (bottom) boundary conditions as 
factors contributing to the parameter uncertainties of the eff ec-
tive modeling domain. We tested two types of bottom boundary 
conditions: a free-draining soil column and a soil column with 
variable water table depths. For some test scenarios, we assumed a 
free-draining soil column (i.e.,∂h/∂z = 0 at the bottom boundary, 
where z is soil depth) with variable initial conditions, namely, wet 
[h(z) = −100 cm at t = 0], dry [h(z) = −500 cm at t = 0], and an 
equilibrium condition [h(z) = heq(z) at t = 0], where heq is calcu-
lated iteratively using multiple years of simulations. In the case of a 
water table, we conducted the inverse analyses using three possible 
groundwater table depths (at 100, 150, or 200 cm) as the bottom 
boundaries, while assuring the initial condition of the soil column 
to be in equilibrium with the water table. Th e water table depths 
were imposed at the start and the end of the simulation period and 
allowed the model to vary its values during simulations. A soil pro-
fi le of 2 m was used in all of the inverse analyses. In some cases, we 
also explored the eff ect of uncertainties in the root length and root 
density on the estimation of eff ective soil hydraulic parameters.
In addition to the ensemble of simulation conditions as 
sources of uncertainties, we also used a multipopulation approach 
in the GA to quantify the uncertainty in the parameter estimates 
from a search algorithm point of view. The multipopulated 
modifi ed microGA was applied across the ensemble of simula-
tion conditions analogous to the application of a Monte Carlo 
simple GA presented by Wu et al. (2006). Th e multipopulations 
run in parallel across the ensemble of simulation conditions, but 
are not designed to interact during the search. After the search is 
completed, the resulting fi nal populations across the ensemble of 
simulation conditions are integrated to quantify a relatively robust 
solution of the inverse problem (Fig. 1). Th e successful ensemble 
members that would comprise the fi nal solution are those chro-
mosomes (p) that could satisfy the criterion (i.e., p fi tness should 
exceed) based on the grand average fi tness of the converging solu-
tions across the ensemble of simulation conditions.
Table 1 shows the representations of the soil hydraulic param-
eters used in the GA. In all GA runs, we used a micropopulation 
size of 10, three micropopulations running in parallel, a maximum 
number of generations of 500, tournament selection, uniform 
crossover with 0.5 crossover probability, and 0.5 creep mutation 
probability, while the intermittent jump mutation probability was 
set to 0.05 occurring at 25, 50, 75, and 85% of the maximum gen-
eration. Our initial investigation showed that using more than three 
micropopulations did not signifi cantly improve the results in terms 
of estimated parameters and their uncertainty. Th us, we decided to 
limit our analyses to three micropopulations for all cases.
Field Experiments and Data
We used measured soil moisture data from three locations in 
the United States, namely from the Southern Great Plains 1997 
FIG. 1. Conceptual framework of the near-surface soil moisture assimi-
lation (α is a shape parameter equivalent to the inverse of the bubbling 
pressure, n is a shape parameter that accounts for the pore size distri-
bution, θres and θsat are the residual and saturated soil moisture content, 
respectively, Ksat is the saturated hydraulic conductivity, λ is a shape 
parameter that accounts for tortuosity in the soil, θ(h) is the effective soil 
water retention, and K(h) is hydraulic conductivity at pressure head h.)
TABLE 1. Representations of the Mualem–van Genuchten parameters 
in the genetic algorithm (GA).
Parameter† Search space‡ Bits (L)§ 2LMin. values Max. values
no.
α, cm−1 0.0060 0.0330 5 32
n, dimensionless 1.200 1.610 6 64
θres, m3 m−3 0.061¶ 0.163 7 128θsat, m3 m−3 0.37 0.55 5 32
Ksat, cm d−1 1.84 55.7 10 1024
† α is a shape parameter equivalent to the inverse of the bubbling pressure, n 
is a shape parameter that accounts for the pore size distribution, θres and θsat are the residual and saturated soil moisture content respectively, Ksat 
is the saturated hydraulic conductivity.
‡ Global search space = 32 × 64 × 128 × 32 × 1024 = 8,589,934,592.
§ Example of GA chromosome p = {α, n, θres, θsat, Ksat} = {00101 110010 
0001111 00001 0101000101}.
¶ Minimum values were adjusted based on the minimum soil moisture data in 
the fi eld.
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(SGP97) hydrology experimental sites in Oklahoma (Heathman 
et al., 2003, Das and Mohanty, 2006), Soil Moisture Experiment 
2002 (SMEX02) sites in Iowa (Jacobs et al., 2004), and soil 
moisture monitoring sites in Illinois (Hollinger and Isard, 1994; 
Illinois State Water Survey, 2005) as well as soil moisture data 
from China (Robock et al., 2000) to validate the inverse model-
ing-based near-surface soil moisture assimilation scheme.
Figure 2a shows the locations of the selected soil moisture 
sites (ARS-135, ARS-133, ARS-149, ARS-134, and ARS-159) in 
the Little Washita watershed in Oklahoma (SGP97). Th e SGP97 
experiment was designed to study the variability of soil moisture 
within the remote-sensing footprint and to analyze the physical 
controls of soil moisture dynamics at various spatial scales (from 
point, to fi eld, to remote-sensing footprint) (Mohanty and Skaggs, 
2001). Th e near-surface and profi le soil moisture data used in this 
study were measured using time domain refl ectometry (TDR) 
probes (Heathman et al., 2003). Daily weather data including 
solar radiation, precipitation, humidity, minimum and maximum 
temperature, and wind speed were collected from the USDA-ARS 
Micronet on-site weather station, while any data gaps were fi lled 
by data from nearby Oklahoma Mesonet stations. Table 2 shows 
the key environmental features of the selected sites. Th e soils at 
the study sites ranged from silt loam to sandy loam. In this study, 
simulations were performed for one calendar year between 1 Jan. 
and 31 Dec. 1997, in which near-surface soil moisture data (0–5-
cm depth) during the SGP97 experiment (June–July 1997) were 
used as conditioning data for the parameter estimation. In the 
SWAP model, grass was treated as an annual crop with a growth 
cycle of 1 yr.
Th e SMEX02 experiment was conducted in Iowa to calibrate 
and validate the soil moisture measurements of several airborne 
passive microwave sensors (Jacobs et al., 2004). Soil moisture mea-
surements were conducted in the fi eld during June and July 2002. 
Figure 2b shows the locations of the selected (based on data avail-
ability) soil moisture measurement sites (NS-W13, NS-W5, EW-S4, 
and EW-S9) in Field WC11 in the Walnut Creek watershed (see 
Jacobs et al., 2004, for further details). In addition to the data from 
the SMEX02 study sites, we also used the Soil Climate Analysis 
Network (SCAN) site for this fi eld validation because of the large 
amount of data available from this site. Th e SCAN site is equipped 
with an automatic weather station and soil moisture probes up to 
1-m depth that recorded data at hourly or subhourly time steps 
(Jackson, 2002). Table 2 shows some key features of the SMEX02 
and SCAN sites. Th e soils at the selected sites are predominantly 
clay loam. Th e WC11 fi eld was planted with corn (Zea mays L.) and 
soybean [Glycine max (L.) Merr.] during SMEX02, while the SCAN 
site was located in a grass area. Simulations for the WC11 sites 
were made for one cropping season (May–October 2002), while 
simulations for the SCAN site were performed across the entire 
year (January–December 2002). Th e simulation during the winter 
months (January–April) was used for model spinning. As with the 
SGP97 sites in Oklahoma, near-surface (0- to 6-cm) soil moisture 
contents measured at the WC11 fi eld sites during the SMEX02 
experiment (June–July 2002) and monitored daily near-surface (0- 
to 5-cm) soil moisture (May–October 2002) at the SCAN site were 
used as conditioning data for the parameter estimation.
Figure 2c shows the selected soil moisture network sites 
(1–Bondville, 2–Dixon Springs, 3–Brownstown, 4–Orr Center, 
and 5–De Kalb) in Illinois. Th ese sites were part of a long-term 
soil monitoring program to study soil climatology in the state of 
Illinois (Hollinger and Isard, 1994). Soil moisture was measured 
using TDR probes at various depths down to 2 m once and twice 
a month during the noncropping and cropping seasons, respec-
tively. Th e near-surface soil moisture data considered here was 
for the 0- to 10-cm depth. Table 2 shows additional features of 
the selected sites. Notice that all Illinois sites are grass areas, with 
predominantly silt loam soils. Th e simulations were done during 
January to December 2002.
We also used soil moisture data 
from the Global Soil Moisture Databank 
(Robock et al., 2000) for several soil 
moisture monitoring sites across China 
for this validation study. Figure 2d shows 
the locations of the selected soil mois-
ture sites (Fuyu2, Shache, Xifengzhen, 
Nanyang, and Xuzhou) from the large 
array of soil moisture monitoring sites 
in China. Soil moisture is measured at 
a depth of 1 m with a maximum depth 
interval of 10 cm (near the surface) mea-
sured on the 8th, 18th, and 28th day of 
the month (Li et al., 2005). Th e selected 
sites are all unirrigated agricultural areas 
planted to wheat (Tritucum aestivum  L.) 
and corn (Table 2). Simulations were 
done during the cropping season of 1992 
(May–October) using the available near-
surface soil moisture (0–10 cm) during 
the season as conditioning data in the 
parameter estimation. Daily weather data 
for the sites were taken from Feng et al. 
(2004). Important features of the sites are FIG. 2. Locations of (a) Oklahoma Southern Great Plains 1997 (SGP97) sites, (b) Iowa Soil Mois-
ture Experiment 2002 (SMEX02) sites, (c) Illinois sites, and (d) China sites.
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listed in Table 2. Note that Site 9 (Fuyu2) was farthest from the 
weather station.
Validation and Analysis
We used three diff erent types of data sets to test and validate the 
results of the inverse modeling experiments, including measured near-
surface and profi le soil moisture contents in the fi eld (Heathman et 
al., 2003; Jacobs et al., 2004; Hollinger and Isard, 1994; Robock et 
al., 2000; Illinois State Water Survey, 2005), measured soil hydrau-
lic properties measured in the laboratory using soil cores from the 
experimental fi elds (Mohanty et al., 2002; Mohanty, unpublished 
data, 2006), and soil hydraulic properties data of dominant soil tex-
tures from the UNSODA database (Leij et al., 1999).
Th e Pearson’s correlation (R) and mean bias error (MBE) of 
the observed and simulated soil moisture contents were used to 
assess the performance of the near-surface soil moisture assimila-
tion scheme:
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where predθˆ  is the average soil moisture contents (i.e., 
1/m pred,1
m
ii= θ∑ ) of the successful ensemble members m at 
time t derived from the solutions of GA, predθ  is the average of
predθˆ , θobs is the measured soil moisture content at time t, obsθ  
is the average of θobs, and i is a running index. Where data were 
available, the simulated subsurface soil moisture contents, θ(z,t), 
were evaluated against the measured subsurface data.
Results and Discussion
Southern Great Plains 1997 Sites, Oklahoma
Fitting Near-Surface Soil Moisture Data
Figure 3 shows an example of a near-surface soil moisture 
content fi tted with the GA for the ARS-135 site within the Little 
Washita watershed in Oklahoma (Fig. 2a) under a free-draining 
bottom boundary. Th e ARS-135 site consists of mostly loam soils, 
which are expected to be highly identifi able by inverse modeling 
(Jhorar et al., 2002, 2004; Van Dam, 2000). Apparently, the 
observed near-surface soil moisture content closely matched the 
simulated values (R = 0.90; MBE = −0.002 cm3 cm−3) using 
GA-derived θ(h) and K(h) as inputs in the forward simulations. 
Th is result suggests that the GA generated a soil hydraulic param-
eter set p capable of reproducing the soil moisture dynamics of 
the near-surface soil layer of the fi eld study site. Th e spread in 
the simulated near-surface soil moisture contents also appears to 
be narrow, suggesting that the simulated soil moisture contents 
among the successful ensemble members are identical.
Effects of Initial and Bottom Boundary Conditions and Rooting
Depth and Density on Soil Hydraulic Properties
Modeling soil moisture in actual fi eld conditions is more 
complex than for studies conducted under controlled environ-
ments (Abbaspour et al., 2000). Hence, we conducted exploratory 
simulations to better understand the involved soil hydrologic 
processes and to better characterize the eff ective modeling domain 
for the inverse analysis. We used, for this purpose, several soil 
moisture sampling sites in the Little Washita watershed to explore 
the sensitivity of the inverse modeling-based near-surface soil 
moisture assimilation scheme subject to possible sources of uncer-
tainties often encountered in the fi eld. Modeling soil moisture 
under fi eld conditions involves uncertainties associated with 
the selection of the initial and boundary conditions, vegetation 
parameters, soil moisture measurements, soil hydraulic properties, 










Southern Great Plains 1997 (SGP97) sites, Oklahoma‡
ARS-135 (34.93N, −98.02E) loam grass on site 366
ARS-133 (34.95N, −98.13E) sandy loam grass on site 430
ARS-149 (34.90N, −98.18E) silt loam grass on site 420
ARS-134 (34.94N, −98.08E) loam grass on site 384
ARS-159 (34.80N, −97.99E) sandy loam grass on site 439
Soil Moisture Experiment 2002 (SMEX02) sites, Iowa§
SCAN (42.01N, −93.73E) clay loam grass on site 327
EW-S9 (41.972N, −93.696E) clay loam corn 4.5 313
EW-S4 (41.972N, −93.697E) clay loam soybean 4.6 325
NS-W5 (41.971N, −93.695E) clay loam corn 4.6 313
NS-W13 (41.973N, −93.695E) clay loam corn 4.6 313
Illinois sites¶
1–Bondville (40.05N, −88.22E) silt loam grass near site 213
2–Dixon Springs (37.45N, −88.67E) silt loam grass near site 165
3–Brownstown (38.95N, −88.95E) silt loam grass near site 177
4–Orr Center (39.80N, −90.83E) silt loam grass near site 206
5–De Kalb (41.85N, −88.85E) silt loam grass near site 265
China sites#
9–Fuyu2 (45.18N, 124.18E) loam corn 23.77 134
15–Shache (38.43N, 77.27E) silt clay wheat 0.47 1231
21–Xifengzhen (35.73N, 107.63E) silt clay wheat 0.48 1421
33–Nanyang (33.03N, 112.58E) sand wheat 0.48 129
36–Xuzhou (34.27N, 117.28E) clay loam wheat 12.03 46
† Proximity to soil sampling sites.
‡ Heathman et al. (2003); Mohanty et al. (2002).
§ Jacobs et al. (2004); Jackson (2002).
¶ Hollinger and Isard (1994); Illinois State Water Survey (2005).
# Li et al. (2005); Feng et al. (2004).
FIG. 3. Rainfall (top panel) and observed and simulated near-sur-
face (depth z = 0–5 cm) soil moisture [θ(z,t)] with derived effective 
soil water retention θ(h) and hydraulic conductivity K(h) for Okla-
homa Southern Great Plains 1997 (SGP97) Site ARS-135 in 1997; 
bottom boundary condition is free drainage [i.e., ∂(h + z)/∂z = 1]; 
MBE is mean bias error.
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and other ancillary data (e.g., weather), as well as uncertainties 
about the governing soil water fl ow model itself to be used in the 
modeling eff ort. Th ese uncertainties may aff ect the parameter 
estimation process and perhaps the derived soil hydraulic param-
eters (Kool and Parker, 1988; Ines and Droogers, 2002a). In this 
study, we explored combinations of initial and bottom boundary 
conditions, rooting depth, and root density as sources of uncer-
tainties in the soil hydraulic parameter estimation.
Figure 4 shows the eff ects of the initial and bottom boundary 
conditions (Fig. 4a, 4b, 4e, and 4f), rooting depth (Fig. 4b, 4c, 4g, 
and 4f), root density (Fig. 4b, 4d, 4f, and 4h), and the combina-
tion of rooting depth and root density (Fig. 4c, 4d, 4g, and 4h) on 
the estimated θ(h) and K(h) functions for the ARS-135 site in the 
Little Washita watershed. We found almost no signifi cant eff ects 
of the varying conditions (applied to the modeling domain) in the 
estimation of θ(h) and K(h) at ARS-135. Only a slight change in 
the drier and wetter ends of θ(h) was observed when the initial and 
bottom boundary conditions were changed (Fig. 4a and 4b). Th is 
trend occurred with changing root density (Fig. 4b and 4d) and 
rooting depth (Fig. 4b and 4c). A slight change in the drier end of 
θ(h) was obtained when both the rooting depth and density were 
changed (Fig. 4c and 4d). Interestingly, only the uncertainty bounds 
of the estimated K(h) appeared to be aff ected by the changes in the 
modeling domain, while the mean Ksat derived by the parameter 
estimation did not change signifi cantly (Fig. 4e–4h). We should 
note, however, that these results may be unique for this soil type 
(ARS-135, a loam) and the conditions used in the simulations. Th e 
results from other SGP97 experimental sites (e.g., ARS-133, a sandy 
loam, results not shown here) indicated that the K(h) estimates 
could be sensitive to the rooting depth and root density variations, 
while the estimates of θ(h) did not vary signifi cantly.
We validated the estimated soil hydraulic parameters of ARS-
135 and other SGP97 sites using independently derived θ(h) and 
Ksat data from laboratory measurements (Mohanty et al., 2002) and 
from the soil hydraulic database UNSODA (Leij et al., 1999). Since 
we did not use any macroporosity in the soil hydraulic model, we 
only considered the Ksat values from the Mohanty et al. (2002) data 
sets that were <200 cm d−1 when calculating the validation aver-
age Ksat value for a particular soil type. Th e SGP97all and LWonly 
symbols in Fig. 4e to 4h indicate the average Ksat of, in this case, 
the loam soil for all the SGP97 experimental sites (SD = 32.9 cm 
d−1) and the Little Washita watershed only (SD = 30.2 cm d−1), 
respectively. Th ey are captured well by the K(h) estimates of the 
GA. Th e estimates for θ(h) were also found to be reasonable in the 
drier range of the measured soil hydraulic data (Fig. 4a–4d). Th e 
wetter range, however, appeared to be overestimated. Note here that 
the measured θ(h) data were not used as conditioning data in the 
parameter estimation. We only used the observed near-surface soil 
moisture content to estimate the eff ective θ(h) and K(h) of the mod-
eling domain. A probable reason for the overestimation of θsat is the 
limited information (data range) contained within the time series of 
the observed near-surface soil moisture data. Th e measured highest 
near-surface soil moisture content at the ARS-135 site during the 
SGP97 campaign was about 0.31 m3 m−3 (see Fig. 3). Th e GA 
cannot specify the “true” value of θsat since the information content 
of the data does not allow the algorithm to do so. Th e sensitivity 
of θsat to the search and fi tness function used in the GA cannot be 
ruled out, however, as an integral factor for this overestimation.
With respect to the UNSODA data, a fairly good agreement 
was obtained with the laboratory-measured θ(h) values, although a 
bias between them is apparent (Fig. 4a–4d). Th is is expected since 
the UNSODA data were derived from the average values of a range 
of soils for a particular textural class (Leij et al., 1999). It is interesting 
to note that the GA-estimated θ(h) function followed the drier end of 
the laboratory-derived θ(h) values more closely. Th e estimated K(h) 
from the GA also closely captured the mean Ksat values measured in 
the laboratory, while the UNSODA data matched somewhat fairly 
(Fig. 4e–4h). Th e drier end of the estimated K(h), however, matched 
FIG. 4. Effects of (a, b, e, and f) initial and bottom boundary conditions, (b, c, g, and f) rooting depth, and (b, d, f, and h) root density on effective 
water retention θ(h) and hydraulic conductivity K(h) for the Oklahoma Southern Great Plains 1997 (SGP97) Site ARS-135 for a loam soil (BBC is 
bottom boundary condition, RZmax is maximum rooting depth, RZdensity is root density, and Dassim denotes predicted by the inverse modeling-
based near-surface soil moisture assimilation scheme).
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the UNSODA data quite well. Th ese comparisons suggest that the 
inverse parameter estimation by the GA provides robust results and 
can be used to indirectly estimate the hydraulic properties of the soil. 
Aside from saving time and money from tedious laboratory analysis, 
the GA approach can be applied at larger scales, thus allowing a 
regional estimation of eff ective soil hydraulic parameters crucial for 
hydroclimatic modeling. Sources of uncertainties under actual fi eld 
conditions can be also incorporated in the soil hydraulic parameter 
estimation process using the GA scheme.
Effects of Initial and Bottom Boundary Conditions and Rooting
Depth and Density on Profi le Soil Moisture Dynamics
Figure 5 shows the eff ects of the initial and bottom bound-
ary conditions (Fig. 5a and 5b), rooting depth (Fig. 5b and 5c), 
and root density (Fig. 5b and 5d) on θ(z,t) for z = 0 to 60 cm. 
Obviously, with varied conditions in the modeling domain, the 
simulated subsurface (0–60-cm) soil moisture contents are quite 
diff erent from each set of simulated conditions (Fig. 5a–5d). Th is 
result was expected since the fl ow regimes are quite diff erent under 
diff erent initial and boundary conditions, even with more or less 
similar θ(h) and K(h) values used in the simulations (Fig. 4a–4h).
Th e case of a free-draining soil column with uniform root den-
sity needs further examination (Fig. 5a). While the simulated and 
observed near-surface (0–5-cm) water contents matched reasonably 
well (Fig. 3), the observed and simulated subsurface (0–60-cm) soil 
moisture contents showed some diff erence. Similar results were 
observed by Heathman et al. (2003) in their direct-insertion data 
assimilation study. Th ey concluded that the infl uence of near-surface 
information could be limited only to the approximately top 30 cm of 
the soil. Capehart and Carlson (1997) also observed a decoupling of 
surface and root-zone soil moisture. Th ey suggested that near-surface 
soil moisture derived from remote sensing is probably not even useful 
for deriving the column-average soil moisture. Our earlier numerical 
studies showed, however, that the relationship between near-surface 
and subsurface (50–60-cm) soil moisture is relatively strong, espe-
cially in a wet year (not shown). During a dry year, this relationship 
between the near-surface and subsurface diminishes, but a signal 
could be still observed. Based on these fi ndings, we suggest that as 
long as the modeling domain is represented well, it is potentially 
possible to estimate the eff ective soil hydraulic properties and the soil 
moisture dynamics of the subsurface using mainly near-surface soil 
moisture information in the inverse modeling process.
In this study, we hypothesized that the modeling domain may 
not be well represented using a free-draining assumption. A free-
draining condition at the bottom boundary has a unit hydraulic 
gradient, as such will exclude the eff ect of a perched or shallow 
water table that may be present in the subsurface due to a low-
conductive layer underneath. Abbaspour et al. (2000) succeeded 
in matching the soil moisture and pressure head distributions of 
their fi eld sites only after they considered a better representation 
of their hydrologic domain. Figure 5b shows simulated subsurface 
soil moisture with variable water table depths as bottom boundar-
ies. An improvement in the simulated soil moisture is observed, 
although the eff ect of a deep rooting system (75 cm) with uniform 
root density is apparent. Reducing the rooting depth to 30 cm did 
improve the simulation further (Fig. 5c); however, fi eld measure-
ments showed that the vegetation at the sampling sites consisted 
of tall grasses with relatively deep roots (Mohanty et al., 2002). 
Figure 5d shows the results of a relatively deep-rooted system with 
a triangular root density confi guration. Under more appropriate 
bottom boundary conditions, rooting depth, and root distribution, 
the simulated subsurface soil moisture had improved signifi cantly 
(Fig. 5d; higher R, lower MBE). Hence, we adopted this modeling 
domain for the rest of the SGP97 study (Oklahoma), the SMEX02 
sites (Iowa), the Illinois sites, and the China sites.
Soil Hydraulic Properties and Soil Moisture Dynamics
at the Other Oklahoma Sites
Figure 6 also shows the derived θ(h) and K(h) functions by 
using the GA for the other SGP97 sites in Oklahoma (see Fig. 
2a), namely ARS-
133 (sandy loam), 
A R S - 1 4 9  ( s i l t 
loam), ARS-134 
(loam), and ARS-
159 (sandy loam). 
The ARS-134 and 
ARS-159 sites were 
used as replicates 
for the ARS-135 
(loam) and ARS-
133 (sandy loam) 
sites, respectively, 
to cross-validate 
the results from the 
same soil textural 
class. We hypoth-
esize that soils with 
similar textural 
class should behave 
similarly as long as 
there are no sig-
nificant structural 
components (e.g., 
FIG. 5. Effects of (a and b) initial and bottom boundary conditions, (b and c) rooting depth, and (b and d) root density on 
subsurface (z = 0–60 cm) soil moisture θ(z,t) for the Oklahoma Southern Great Plains 1997 (SGP97) Site ARS-135 for a 
loam soil in 1997 (BBC is bottom boundary condition, RZmax is maximum rooting depth, RZdensity is root density).
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macropores) aff ecting their hydraulic properties. Figure 7 also 
shows the simulated near-surface (0- to 5-cm) and subsurface 
(0- to 60-cm) soil moisture using the GA-derived θ(h) and K(h) 
(Fig. 6) as inputs in the forward simulations.
Th e estimated θ(h) at the ARS-133 site appears to correspond 
well with the measured θ(h) data (Fig. 6a); however, the estimated 
θ(h) at ARS-159 site, which has a texture similar to ARS-133, did 
not correspond well with the measured data (Fig. 6d). In the drier 
range, the estimated θ(h) overshot the measured θ(h). Th is over-
shooting of θ(h) at the ARS-159 site could be attributed to the 
information content of the measured near-surface soil moisture 
used as conditioning data in the parameter estimation (Fig. 7d). 
Also, measurement and calibration errors of the fi eld and labo-
ratory data cannot be discounted as factors aff ecting the result. 
An important point to consider here is that while ARS-133 and 
ARS-159 are both sandy loam sites, their measured θ(h) values 
from the laboratory analysis were not exactly the same. On the 
other hand, the GA-estimated θ(h) values for both sites appear to 
agree better, which supports our initial hypothesis that soils with 
similar textural class could behave similarly.
Th e GA-estimated θ(h) for the ARS-134 (loam) site appears 
to be in good agreement with observations in the drier end of the 
soil water retention curve (Fig. 6c). We did not have measured θ(h) 
data for the ARS-149 (silt loam) site, but using measured θ(h) data 
from a nearby sampling site and from the UNSODA database, the 
estimated soil water retention property θ(h) faired well (Fig. 6b). 
Moreover, it is apparent that the estimated K(h) is more variable 
(with large uncertainty bounds, Fig. 6e–6h) compared with θ(h) for 
a variety of soils. Generally, however, despite the above mentioned 
discrepancies, the GA-estimated θ(h) and K(h) functions were fairly 
representative of the eff ective modeling domains studied. Th e MBE 
and R values of the simulated and observed subsurface soil moisture 
(see Fig. 7, bottom panels) ranged from −0.035 to 0.067 m3 m−3 
and 0.83 to 0.94, respectively.
A summary of derived soil hydraulic parameters using the 
inverse modeling-based near-surface soil moisture assimilation 
scheme for the selected SGP97 sites in Little Washita watershed, 
Okalahoma, is given in Table 3. Th e results were derived using 
variable water table depths at the bottom boundaries and a 75-cm 
rooting depth with a triangular root density distribution.
Soil Moisture Experiment 2002 Sites, Iowa
Soil Climate Analysis Network Site
Th e SCAN site is located in Ames, IA, 5 km northwest of the 
SMEX02 Walnut Creek watershed fi eld WC11 site (Fig. 2b). We 
also used variable water table depths as bottom boundary condi-
tions in the near-surface soil moisture assimilation scheme for 
the SMEX02–SCAN site. Figure 8 shows the results of the near-
surface soil moisture assimilation using the GA-derived θ(h) and 
K(h) values (Table 4) in the forward simulations. Th e R and MBE 
values of the observed and simulated near-surface soil moisture 
appear to be less than those for SGP97. Despite the large amount 
of available soil moisture data used in the parameter estimation, 
the near-surface soil moisture was only fairly predicted. It appears 
that the rainfall event (?23 mm) during DOY (Day of the Year) 
185 (Fig. 8, top panel) did not immediately change the soil mois-
ture dynamics at the 0- to 5-cm depth (Fig. 8a). Similar delays in 
the near-surface soil moisture dynamics were observed on DOY 
206 to 208 rainfall events (?10 mm). Th is is one limitation of 
the soil-water fl ow model used, which operates on a daily time 
step and hence cannot account for subdaily variability of the soil 
moisture dynamics and the time mismatch between soil moisture 
sampling and rainfall occurrence on a particular day.
No laboratory-measured θ(h) data were available for the 
SCAN site to evaluate the GA-derived θ(h), but using the data 
for a clay loam soil from the UNSODA database, we found that 
the drier end of the estimated θ(h) was well defi ned, while θsat was 
FIG. 6. Derived effective water retention θ(h) and hydraulic conductivity K(h) for Oklahoma Southern Great Plains 1997 (SPG97) sampling sites: (a and e) 
ARS-133, (b and f) ARS-149, (c and g) ARS-134, and (d and h) ARS-159. Bottom boundary condition is a variable water table; maximum rooting depth 
is 75 cm; root density is triangular; Dassim denotes predicted by the inverse modeling-based near-surface soil moisture assimilation scheme.
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underestimated (Fig. 8c). Th is underestimation was refl ected in 
the simulated subsurface soil moisture (high negative MBE; Fig. 
8b). Figure 8d shows a fair estimate of K(h) for a clay loam soil 
based on the UNSODA data.
Soil Hydraulic Properties and Soil Moisture Dynamics at the Other 
Iowa Sites
Figure 9 shows a comparison between the laboratory-mea-
sured θ(h) and GA-derived θ(h) functions (Table 4) at the four 
SMEX02 sampling sites in the Walnut Creek watershed, Iowa 
(Fig. 2b). Th e number of observations and range of near-surface 
soil moisture data during the SMEX02 experiment are somewhat 
limited (Fig. 10). Th e inverse modeling results (Fig. 9) showed 
good agreement between the measured and derived θ(h) for Site 
EW-S9 and fair agreement for Sites NS-W5 and NS-W13. It is 
interesting to note that the GA-derived θ(h) values agreed better 
with the measured data than the more generalized UNSODA 
data. Since Field WC11 is an agricultural fi eld, using actual fi eld 
data to estimate the soil hydraulic properties better accounted 
for the impacts of tillage and other agricultural practices on the 
estimated values. Moreover, the deviation of the estimated and 
the measured values at the drier end of the soil water retention 
curve at Site EW-S4 could be attributed to the narrow range 
of the near-surface soil moisture data used in the parameter 
estimation. Th e mismatch in the timing of rainfall and the 
near-surface soil moisture measurements and spatial variation 
in precipitation aff ecting the soil hydraulic parameter estima-
tion are also apparent (Fig. 10). Weather data from the SCAN 
site were used in the parameter estimation (Table 2, Fig. 2b). 
At the SMEX02 sites, however, the high R (0.75–0.98) and 
small MBE (−0.011 to −0.003 m3 m−3) between the observed 
and simulated near-surface soil moisture refl ected the general 
success of the near-surface soil moisture assimilation scheme. 
No comparisons are shown for the subsurface soil moisture 
FIG. 7. Rainfall (top panels), observed and simulated soil moisture 
θ(z,t) at the near-surface (z = 0–5 cm) (middle panels), and subsurface 
(z = 0–60 cm) (bottom panels) for Oklahoma Southern Great Plains 
1997 (SGP97) sites in 1997: (a) ARS-133, (b) ARS-149, (c) ARS-134, 
and (d) ARS-159. Bottom boundary condition is a variable water table; 
maximum rooting depth is 75 cm; root density is triangular.
TABLE 3. Derived soil hydraulic parameters† for the selected Southern 
Great Plains 1997 (SGP97) sites, Oklahoma.
Site Statistic α n θres θsat Ksat
cm−1 —— m3 m−3 —— cm d−1
ARS-135 Mean 0.016 1.491 0.097 0.527 23.1
SD 0.005 0.067 0.016 0.029 10.2
ARS-133 Mean 0.028 1.570 0.027 0.410 19.3
SD 0.005 0.034 0.001 0.044 12.0
ARS-149 Mean 0.020 1.511 0.078 0.394 27.4
SD 0.008 0.084 0.012 0.027 19.0
ARS-134 Mean 0.018 1.602 0.027 0.454 34.3
SD 0.005 0.008 0.001 0.041 12.2
ARS-159 Mean 0.022 1.605 0.027 0.462 15.6
SD 0.007 0.008 0.001 0.050 9.8
† α is a shape parameter equivalent to the inverse of the bubbling pressure, n 
is a shape parameter that accounts for the pore size distribution, θres and θsat are the residual and saturated soil moisture content respectively, Ksat 
is the saturated hydraulic conductivity.
FIG. 8. Rainfall (top left), observed and simulated soil moisture 
θ(z,t) at (a) near surface (z = 0–5 cm) and (b) subsurface (z = 
0–50 cm) using (c and d) the derived effective water retention 
θ(h) and hydraulic conductivity K(h) for the Iowa Soil Moisture 
Experiment 2002 (SMEX02) site Soil Climate Analysis Network 
(SCAN) in 2002.
TABLE 4. Derived soil hydraulic parameters† for the selected Soil 
Moisture Experiment 2002 (SMEX02) sites, Iowa.
Site Statistic α n θres θsat Ksat
cm−1 —— m3 m−3 —— cm d−1
SCAN Mean 0.028 1.256 0.118 0.386 7.0
SD 0.005 0.050 0.011 0.012 4.4
EW-S9 Mean 0.019 1.580 0.062 0.373 1.9
SD 0.002 0.021 0.002 0.004 0.1
EW-S4 Mean 0.018 1.276 0.150 0.373 36.1
SD 0.007 0.059 0.025 0.004 17.6
NS-W5 Mean 0.023 1.582 0.062 0.373 2.6
SD 0.002 0.046 0.001 0.003 0.8
NS-W13 Mean 0.032 1.518 0.118 0.383 2.6
SD 0.001 0.083 0.007 0.004 0.6
† α is a shape parameter equivalent to the inverse of the bubbling pressure, n 
is a shape parameter that accounts for the pore size distribution, θres and θsat are the residual and saturated soil moisture content respectively, Ksat 
is the saturated hydraulic conductivity.
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since there were no subsurface measurements available for these 
sites. Th e majority of estimated K(h) and Ksat values (Fig. 9e–9h, 
Table 4) for Sites EW-S9, NS-W5, and NS-W13 are fairly good 
estimates of a clay loam soil (matrix) based on the UNSODA 
database (Leij et al., 1999).
Illinois Sites
Figure 11 shows observed and simulated near-surface and sub-
surface soil moisture of the selected sites in Illinois (Fig. 2c) using 
the derived θ(h) and K(h) functions (Table 5) in the forward sim-
ulations. Compared with the Oklahoma and Iowa sites, a longer 
time series of near-surface soil moisture data was available (Hollinger 
and Isard, 1994; Illinois State Water Survey, 2005) with at least one 
data point a month, thus providing more opportunities to capture 
the drier and wetter ranges of the soil hydraulic functions for the 
near-surface soil moisture assimilation scheme. Th e near-surface soil 
moisture was measured between 0 and 10 cm from the soil surface. 
Overall, the near-surface soil moisture data were 
fi tted well for all sites, with R and MBE ranging 
from 0.74 to 0.93 and −0.032 to 0.012 m3 m−3, 
respectively. Correspondingly, the subsurface soil 
moisture data were reasonably fi tted, with R and 
MBE ranging from 0.79 to 0.99 and −0.057 to 
0.085 m3 m−3, respectively. It is interesting to 
note here the subsurface soil moisture case of the 
Dixon Springs site (Fig. 11b.2), which showed a 
very high correlation between the observed and 
simulated subsurface soil moisture (R = 0.96), 
although the MBE was also high (−0.057 m3 
m−3). Th e primary reason for this bias is the 
fact that the observed subsurface soil moisture 
was underestimated signifi cantly during the dry 
season. Th is case could be a typical example of 
a modeling domain that cannot be represented 
well with an eff ective homogenous unit if only the near-surface soil 
moisture is used to estimate the eff ective soil hydraulic properties 
because of the high heterogeneity in the system. Th e parameter esti-
mation process assumes that the estimated θ(h) and K(h) functions 
using near-surface information are eff ective for the entire modeling 
domain. Evidently, this assumption may fall short when the soil 
is highly heterogeneous. Th e estimated soil hydraulic parameters 
appear to be good in the wetter range of the subsurface layers, but 
are inferior in the drier range (Fig. 11b.2). We did not have mea-
sured θ(h) data at the site to further validate the results; however, 
the UNSODA data show that the θ(h) estimate is a good refl ection 
of silt loam soils. Figure 12 shows a comparison of the derived θ(h) 
data for Site 1–Bondville with the UNSODA data and the labora-
tory-measured θ(h) of a silt loam soil at the Oklahoma SGP97 site 
(near ARS-149). Th e estimated Ksat values for the Dixon Springs 
and Brownstown sites (Table 5) were very low compared with the 
UNSODA data. Th e rainfall–soil moisture mismatch is still evident 
FIG. 9. Derived effective water retention θ(h) and hydraulic conductivity K(h) for the Iowa Soil Moisture Experiment 2002 (SMEX02) sampling sites: 
(a and e) EW-S9, (b and f) EW-S4, (c and g) NS-W5, and (d and h) NS-W13. Dassim denotes predicted by the inverse modeling-based near-sur-
face soil moisture assimilation scheme.
FIG. 10. Observed and simulated near-surface (z = 0–6 cm) soil moisture θ(z,t) for the Iowa 
Soil Moisture Experiment 2002 (SMEX02) sampling sites in 2002: (a) EW-S9, (b) EW-S4, (c) 
NS-W5, and (d) NS-W13. MBE is mean bias error.
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in some of the results (see Fig. 11a.1 and 13a). Th e weather data 
used in the simulations were collected from weather stations nearest 
to the monitoring sites (Table 2).
China Sites
Figure 14 shows the results for the selected sites in China 
(Fig. 2d). Here, we used quality-checked daily weather data 
(Feng et al., 2004) for the parameter estimation. 
Evidently, the proximity of the weather sta-
tions (due to spatial variation in rainfall) to the 
soil moisture sampling sites (Table 2) aff ected 
the results of the near-surface soil moisture 
assimilation. For Sites 33 (Nanyang) and 21 
(Xifengzhen), the simulated and observed near-
surface soil moisture values were fitted well, 
having correlations (R) of 0.93 and 0.78, respec-
tively. Although the MBE of the simulated and 
observed near-surface soil moisture for Site 15 
(Shache) was similar to that of Sites 33 and 21, 
the random error was high (lower R) since the 
soil moisture dynamics did not closely follow the 
trend of rainfall at the site (Fig. 14b.1). In fact, 
at Site 15, the only signifi cant amount of rain-
fall recorded was 32 mm during DOY 178 (Fig. 
13g). Th is site was situated near the Himalayan 
Mountains (western part of China), where pos-
sible overland and lateral subsurface fl ows from 
snowmelts may have aff ected the local soil mois-
ture. For better results, exogenous sources of soil 
moisture like this should be explicitly included 
in the simulation model. Overall, the results for 
the China sites appear to be relatively good (Fig. 
14). Th e majority of estimated soil hydraulic 
parameters (Table 6; crosscheck with Table 2 for 
soil texture) also appear to compare well with the 
UNSODA data (Leij et al., 1999). Since there 
were no measured θ(h) data available for these 
sites, we show a comparison of the measured θ(h) 
of a loam soil from the Oklahoma SGP97 site 
(ARS-135) with the GA-estimated θ(h) of Site 9 
(Fuyu2), which is also a loam soil (Table 2). Th e 
estimated θ(h) of this site matched with the mea-
sured θ(h) from the SGP97 site with a similar 
FIG. 11. Observed and simulated near-surface (z = 0–5 cm) (top panels) and 
subsurface (z = 0–70 cm) (bottom panels) soil moisture θ(z,t) for Illinois sam-
pling sites in 2002: (a) 1–Bondville, (b) 2–Dixon Springs, (c) 3–Brownstown, 
(d) 4–Orr Center, and (e) 5–De Kalb. MBE is mean bias error.
TABLE 5. Derived soil hydraulic parameters† for the selected Illinois sites.
Site Statistic α n θres θsat Ksat
cm−1 —— m3 m−3 —— cm d−1
1–Bondville Mean 0.014 1.263 0.120 0.454 10.9
SD 0.007 0.051 0.018 0.016 6.7
2–Dixon Springs Mean 0.010 1.603 0.062 0.492 2.3
SD 0.002 0.007 0.001 0.013 0.6
3–Brownstown Mean 0.008 1.602 0.062 0.594 2.7
SD 0.003 0.018 0.001 0.008 0.7
4–Orr Center Mean 0.013 1.408 0.069 0.544 18.6
SD 0.004 0.069 0.015 0.041 12.4
5–De Kalb Mean 0.018 1.471 0.130 0.533 14.4
SD 0.007 0.094 0.025 0.028 4.8
† α is a shape parameter equivalent to the inverse of the bubbling pressure, n 
is a shape parameter that accounts for the pore size distribution, θres and θsat are the residual and saturated soil moisture content respectively, Ksat 
is the saturated hydraulic conductivity.
FIG. 12. Derived effective water retention q(h) for the Illinois sampling 
site 1–Bondville compared with a similar soil type (silt loam) from the 
Oklahoma Southern Great Plains 1997 (SGP97) site (near ARS-149). 
Dassim denotes predicted by the inverse modeling-based near-sur-
face soil moisture assimilation scheme.
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texture extremely well (Fig. 15), thereby further supporting 
our hypothesis that soils with same texture should behave 
similarly. Th e good estimate of θ(h) may be attributed to the 
quality of the data (with long-duration monitoring at discrete 
depths) used for the near-surface soil moisture assimilation.
Conclusions
We conducted a fi eld validation study for a newly developed 
GA-based inverse modeling near-surface soil moisture assimila-
tion scheme for estimating the eff ective soil hydraulic properties 
from diff erent hydroclimatic regions, namely the SGP97 sites 
in Oklahoma, the SMEX02 sites in Iowa, and soil moisture 
monitoring sites in Illinois, as well as for several sites in China. 
We used measured near-surface soil moisture data to estimate 
the eff ective Mualem–van Genuchten soil hydraulic functions 
θ(h) and K(h) of the eff ective modeling domain. A GA was used 
to derive the appropriate parameter combinations of α, n, θres, θsat, and Ksat by minimizing the diff erence between the mea-
sured near-surface soil moisture data and the simulated values 
obtained with a physically based model of the soil–water–atmo-
sphere–plant system (SWAP).
Under actual fi eld conditions, the uncertainties involved in 
prescribing the initial and bottom boundary conditions, root-
ing depth, and root density were considered in the parameter 
estimation process. We also used a multipopulation approach 
in the GA to estimate the uncertainty of the parameter esti-
mates. Results show that the soil water retention curve θ(h) 
was relatively insensitive to variations in the modeling domains. 
Some of the experiments showed, however, that the hydraulic 
conductivity K(h) estimates can be quite sensitive to rooting 
depth and root density variations. Th e eff ects of varying condi-
tions in the modeling domain on the profi le soil moisture θ(z,t) 
were apparent because of a change in the hydrologic regime. 
In certain cases, even though the near-surface soil moisture 
was fi tted well, the discrepancies in subsurface soil moisture 
suggest that the eff ective modeling domain could not be well 
represented. Variations in the initial and bottom boundary 
conditions, rooting depth, and root density were used in fi ne-
tuning the solutions.
Th e validation data used in this study included the measured 
or derived soil hydraulic parameters using laboratory-measured 
θ(h) and Ksat values, fi eld measurements of surface and sub-
surface soil moisture, and soil hydraulic properties from the 
UNSODA database. Overall, the solutions from the near-sur-
face soil moisture assimilation scheme are promising since the 
estimated parameters did well in reproducing the measured 
values, especially in the drier parts of θ(h) and K(h). 
For some soil types, (e.g., loam soil), the Ksat value 
was also well determined. Th e simulated and mea-
sured near-surface and subsurface soil moisture 
contents were reasonably fi tted in some sites and 
regions but not for others because of several fac-
tors not accounted for in the simulations. Overall, 
compared with the UNSODA data and texture-
based eff ective soil hydraulic property estimates, the 
inversely estimated θ(h) matched the measured θ(h) 
better in the specifi c experimental locations.
In this validation study, we identified several 
issues that could affect the performance of the 
parameter estimation scheme. We observed that 
the duration (data volume), observation depth, and 
information content (data range and variability) of 
the near-surface soil moisture data are crucial for 
successful parameter estimation. Data mismatch 
such as incurred in the timing of soil moisture 
sampling and the occurrence of rainfall could also 
affect the performance of the parameter estima-
tion process. Exogenous sources of soil moisture 
(e.g., snowmelt that cannot be accounted for as 
inputs in the SWAP modeling) would impact the 
inverse solutions as well. Additionally, the proxim-
ity of the weather station to the soil monitoring 
site as well as spatial variability in precipitation 
may affect the soil hydraulic parameter estimation 
results. Uncertainty in the soil hydrologic model, 
the daily time step used in the simulations, and 
the sensitivity of the soil hydraulic parameters to 
the fitness function used in the GA could also 
affect the inverse solutions. Finally, a critique of 
the assumption of an effective homogenous soil 
unit to represent a heterogeneous profile is pos-
tulated. Based on some of our results, it appears 
FIG. 13. Rainfall data for the Illinois sites in 2002 and the China sites in 1992: (a) 
1–Bondville, (b) 2–Dixon Springs, (c) 3–Brownstown, (d) 4–Orr Center, (e) 5–De Kalb, 
(f) 9–Fuyu2, (g) 15–Shache, (h) 21–Xifengzhen, (i) 33–Nanyang, and (j) 36–Xuzhou.
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that an effective homogenous soil unit may fail to accurately 
represent a highly heterogeneous soil profile if only near-sur-
face soil moisture data is used to estimate the effective soil 
hydraulic properties.
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