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ABSTRACT The potential energy proﬁle for many complex reactions of proteins, such as folding or allosteric conformational
change, involves many different scales of molecular motion along the reaction coordinate. Although it is natural to model the
dynamics of motion along such rugged energy landscapes as diffusional (the Smoluchowski equation; SE), problems arise
because the frictional forces generated by themolecular surround are typically not strong enough to justify the use of the SE. Here,
we discuss the fundamental theory behind the SE and note that it may be justiﬁed through a master equation when reduced to its
continuum limit. However, the SE cannot be used for rough energy landscapes, where the continuum limit is ill deﬁned. Instead, we
suggest that one should use a mean ﬁrst passage time expression derived from a master equation, and show how this approach
can be used to glean information about the underlying dynamics of barrier crossing. We note that the potential proﬁle in the SE is
that of the microbarriers between conformational substates, and that there is a temperature-dependent, effective friction
associated with the long residence time in the microwells that populate the rough landscape. The number of recrossings of the
overall barrier is temperature-dependent, governed by the microbarriers and not by the effective friction. We derive an explicit
expression for themean number of recrossings and its temperature dependence. Finally, we note that themean ﬁrst passage time
can be used as a departure point for measuring the roughness of the landscape.
INTRODUCTION
Proteins are dynamic macromolecules that exhibit many
scales of molecular motion (1–5). In the simplest reduction,
just two can be considered (6,7). One is an overall proﬁle of a
free energy surface, which typically has minima at both ends
of the process and has a maximum somewhere in between.
There is, however, a shorter length scale: as the system pro-
ceeds from one side to another, it goes through local minima
of the free energy surface. These minima, known as confor-
mational substates or microstates, range from a few to hun-
dreds. How then does one provide a formalism, which takes
these two reaction scales into account?
This question has been dealt with in some detail previ-
ously. The standard picture is that of diffusion of the system,
as described by a Smoluchowski equation (SE). The SE is,
however, already a coarse-grained description of the process.
What are the microscopic dynamics that lead to the SE de-
scription? The motivation for this article comes from the fact
that one cannot uniquely identify from the SE the underlying
microscopic dynamics without additional information. More
speciﬁcally, in the limit of strong friction, one can derive the
SE from the Klein-Kramers equation in phase space by adi-
abatic elimination (8). The Klein-Kramers equation is in turn
derived from a Hamiltonian in which the system is bilinearly
coupled to a harmonic bath with Ohmic friction (9). It is this
friction that then reduces the reaction rate, as shown by
Kramers in his famous article (10).
However, one can also derive the SE directly from amaster
equation description of the hopping between microstates
(11,12). Such a description is valid as long as the barriers
separating microstates are larger than the thermal energy kBT.
In this description, there is no obvious friction coefﬁcient that
couples the system to some underlying bath. In fact, in Klein-
Kramers dynamics, the friction must be strong to achieve the
SE, but simulations have shown that the typical frictional
force as derived from force autocorrelation functions is not
very large when compared to typical molecular vibrations
(13–17). Although these simulations have not been carried
out for macromolecules, they do suggest that the Klein-
Kramers equation is not the correct route to the SE applicable
to protein isomerization reactions.
The differences between the two underlying mechanisms
are not only philosophical in nature. For example, Zwanzig
considered the effect of the roughness of the potential (18).
His theory starts with the SE. He describes the roughness in
terms of a free energy proﬁle that has a random component.
The roughness of the potential leads to a non-Arrhenius in-
crease in themean ﬁrst passage time and thus a decrease in the
reaction rate, beyond that expected from a simpliﬁedKramers
analysis. These ideas were further developed by Bryngelson
and Wolynes (19), who start their analysis with a generalized
master equation formalism, then use the continuous-time ran-
dom walk description to estimate mean ﬁrst passage times for
protein folding. Hyeon and Thirumalai (20) suggested how the
roughness can be measured by applying an external force on
the biosystem. This was then actually achieved by Nevo et al.
(21). If, however, the underlyingdynamics of the SE is amaster
equation and the barriers of the potential energy proﬁle are
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uncorrelated, then the derivative of the potential is ill deﬁned in
the continuum limit and the SE seems to becomemeaningless.
What then is the effect of the roughness? Can it really be
measured?
The two different mechanisms lead also to interpretational
problems. Hyeon and Thirumulai (20) use the Klein-Kramers
dynamics to argue that one can extend a proposed method for
measurement of the roughness, also for moderate friction, by
employing the Kramers moderate friction expression for the
rate. What, however, is the source of this friction? Sagnella
et al. (17) have noted that the velocity autocorrelation func-
tion relaxes with two timescales. A short timescale is asso-
ciated with the molecular friction, and a longer timescale is
associated with the residence time in the microstates. In the
master equation approach, the friction is associated with the
time the system is trapped in each of the microstates. Since
this time is very long, as compared to molecular timescales,
the friction is indeed strong, the process of transformation
from reactant to product is indeed diffusive, and the use of the
SE is justiﬁed, with some caveats.
The derivation from a kinetic equation raises another in-
teresting question (6). Kramers showed that strong friction
reduces the reaction rate. He derived a prefactor in the rate
expression that is inversely proportional to the friction. It is
also well understood that this prefactor comes as a correction,
which accounts for the multiple recrossings of the transition
state (22,23). How do the recrossings as estimated by using
master equation dynamics (7) relate to recrossing as esti-
mated using the Kramers formalism?
The purpose of this article is to clarify the usage of the SE in
the context of protein reaction dynamics.We argue that the SE
equation is valid for such processes onlywhen derived from the
master equation. Themolecular frictionmay not be sufﬁciently
strong to justify the usage of the SE as derived from the Klein-
Kramers equation. This leads to a number of conclusions:
The free energy proﬁle in the Smoluchowski equation is
that of the barriers (separating microstates) only.
Thestrongfriction,which justiﬁesusageof theSmoluchowski
equation, is a result of the long trapping times in the
microstates, which separate reactants from products.
The effective friction coefﬁcient is temperature-dependent,
but it does not have any affect on the recrossing
probability.
Recrossing exists in the discrete limit also (we present an
explicit expression for the mean number of recrossings
of the topmost barrier); it is temperature-dependent and
depends on the number of barriers between microstates
whose energy is kBT or less of the topmost barrier energy.
In the presence of spatially dependent friction, the equi-
librium distribution of the SE depends on the friction.
Finally, we conclude that one should use the mean ﬁrst
passage time expression, which is valid for the master equa-
tion (24) for estimating rate constants rather than an approach
whose starting point is the SE. The mean ﬁrst passage time
expression derived from the master equation remains valid in
the presence of a rough energy landscape.
In the next section, TheMaster Equation, we review results
that are known for the discretized master equation description
of the process. In The Smoluchowski Equation, we consider
the continuum limit. We end with a summary in the Dis-
cussion section.
THE MASTER EQUATION
Our model for biological reactions is that of a reactant and
product. The route leading from the reactant (protein in con-
formation A) to the product (protein in conformation B) passes
through a rugged landscape, composed of many shallow po-
tential wells and barriers separating them. The overall rough
structure of the potential along the reaction coordinate is that of
a double well potential in which the two wells are separated by
a barrier. However, along the way there are many (N) local
minima, whose local well-depth is assumed to be larger than
kBT .We can safely assume that the systemgets trapped in such
a microwell ¼ microstate, before continuing on its journey.
Consider then the jth microstate. It has a well separated by
barriers from the rest of the chain. The rate of escape to the left
will be denoted as
Gj1)j ¼ njexp bðVj1=2  VjÞ
 
; (1)
while the rate of escape to the right is denoted as
Gj11)j ¼ njexp bðVj11=2  VjÞ
 
; (2)
where the values Vj61/2 are the barrier heights to either
direction, Vj is the well-depth of the j
th microstate, and b ¼
1/kBT. The prefactor nj is a frequency that may include in it
the effect of the local microscopic friction, which typically
appears in the Klein-Kramers equation (25). That is, here we
do not consider the microstates themselves to have rugged
surfaces.
Anticipating the continuum limits, we may rewrite these
rates also as
Gj1)j ¼ Gjexp bDVj
2
 
(3)
and
Gj11)j ¼ Gjexp bDVj
2
 
; (4)
where we used the notation
DVj ¼ Vj11=2  Vj1=2; (5)
Vj ¼ Vj11=21Vj1=2
2
; (6)
Gj ¼ njexp bðVj  VjÞ
 
: (7)
Initially, the population of reactants ( j ¼ 0) is unity; the
population of all other local minima ( j ¼ 1, . . . , N) is zero.
We then put a sink at the products ( j ¼ N 1 1), so that ul-
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timately, all the population disappears in the sink, precisely
the boundary conditions which validate a mean ﬁrst passage
time estimate for the rate of reaction. Allowing for nearest
neighbor transitions only, the time-dependent population of
the jth microstate is described in terms of the master equation
dnj
dt
¼ Gj exp bDVj
2
 
1 exp
bDVj
2
  
nj
1Gj1exp bDVj1
2
 
nj11Gj11exp
bDVj11
2
 
nj11:
(8)
The detailed balance condition
Gj1exp bDVj1
2
 
n
eq
j1 ¼ Gjexp
bDVj
2
 
n
eq
j (9)
assures that, at equilibrium, there is no change, which is that
ðdneqj =dtÞ ¼ 0: We then ﬁnd that the equilibrium distribution
is
n
eq
j ¼
n
1
j expðbVjÞ
Z
; Z ¼ +
N11
j¼0
n
1
j expðbVjÞ: (10)
The expression for the mean ﬁrst passage time for the discrete
dynamics is well known (24,26), and in our notation it
becomes
tP)R ¼ +
N
j¼0
expðbVj11=2Þ +
j
k¼0
n
1
k expðbVkÞ: (11)
As shown in Appendix A, the rate expression derived by
Zhou et al. (see their Eq. 7 in (7)) is (apart from a steepest-
descent-like approximation) identical to the inverse of the
mean ﬁrst passage time expression of Eq. 11.
The standard transition state theory (TST) expression for
the rate in the absence of recrossings of the transition state is
obtained by using the usual steepest descent arguments. We
assume that the frequency factors nk do not vary much as one
moves from one microstate to the next one. We also assume
that the reactant well-depth (V0) is much lower than the
well-depth of any of the microstates so that the second sum is
+j
k¼0n
1
k expðbVkÞ;n10 expðbV0Þ: If we further assume
that only the topmost barrier (with barrier heightVz, located at
j¼ jz) contributes to the remaining sum, then we ﬁnd that the
mean ﬁrst passage time is
tP)RðTSTÞ ; n10 exp bðVz  V0Þ
 
; (12)
and this is the standard TST limit.
In light of this, are recrossings of the topmost barrier at all
important in this discrete model? Yes. When the landscape is
rough, the top barrier height Vz is not unique, in the sense that
there are, say, M  1 microstates whose barrier heights are
within kBT or less of the maximal barrier. This number of
states M will depend on the temperature. For a static land-
scape, the larger the temperature, the larger the magnitude
of M. One can then no longer ignore these additional micro-
states that are in the barrier region (27). They add to the mean
ﬁrst passage time since motion between them is diffusive.
As discussed in Pollak and Talkner (23), in the diffusive
limit, the mean ﬁrst passage time will be increased relative to
the TST estimate. This increase is related to recrossings of the
topmost barrier. The probability ﬂux leaving reactants (pro-
ducts) may be divided into subsets that cross the topmost
barrier k times. The mean number of crossings of the topmost
barrier is denoted as ÆNRæ, (ÆNPæ). Similarly, the probability
ﬂux leaving the topmost barrier may be divided into subsets
that recross it l times. The average number of recrossings of
the topmost barrier is denoted as ÆNcæ. The two are not
identical, but related to each other:
ÆNcæ ¼ ÆNiðNi  1Þæ
2ÆNiæ
; i ¼ R;P: (13)
If one assumes that the probability of reaching either reac-
tants or products from the topmost barrier without further
recrossing is the same for both, and that subsequent recross-
ings are independent of each other, then the mean ﬁrst
passage time will be enhanced by the factor (2 ÆNcæ 1 1).
In the TST limit, there are no recrossings since ÆNcæ¼ 0, and
one regains the TST limit. The factor of 2 reﬂects the fact that
having reached the top barrier, one has equal probability to go
back toward either direction.
Consider now, the mean ﬁrst passage time expression.
Using the steepest descent estimate as above, one has that
tP)R ; tP)RðTSTÞ+
N
j¼0
exp b Vj11=2  Vz
  	
; (14)
so that the mean number of recrossings is given by the
expression
ÆNcæ ;
1
2
+
N
j¼0
exp b Vj1 1=2  Vz
  	 1
 !
: (15)
To estimate the enhancement, let us assume that the micro-
state barriers roughly follow the shape of a parabolic barrier,
that is
Vj11=2 ;  mv
z2
l
2
2
ð j  jzÞ21Vz; (16)
where we assumed that the distance between microstates is l.
The summation over states can now be roughly estimated as
an integral and we ﬁnd that
+
N
j¼0
exp b Vj11=2  Vz
  	
;
ﬃﬃﬃﬃﬃﬃ
2p
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mbv
z2
l
2
q : (17)
In this limit, in which the temperature is not too low (see Fig.
1), recrossings enhance the mean ﬁrst passage time by the
temperature-dependent factor
ﬃﬃﬃﬃﬃﬃ
2p
p
=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mbvz2 l2
q
: A quantita-
tive comparison with the exact mean number of recrossings is
provided in Appendix B.
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THE SMOLUCHOWSKI EQUATION
The Langevin equation route
The Smoluchowski equation for a system with mass m and
coordinate q moving on a force ﬁeld with potential V(q) is
@rðq; tÞ
@t
¼ 1
mg
@
@q
dVðqÞ
dq
rðq; tÞ1 1
b
@rðq; tÞ
@q
 
: (18)
Here, g is the friction coefﬁcient and r(q,t) is the distribution
function for ﬁnding the particle at position q at the time t. We
assume that the potential function has a minimum at q¼ a,
a barrier located at q¼ 0, and a sink located at some value of
the coordinate (q1), which is well beyond the location of the
barrier. The mean ﬁrst passage time from the well to the
product is given by the expression
tða/q1 Þ ¼ bmg
Z q1
N
dq exp bVðqÞ½ 
Z q
N
dq9exp bVðq9Þ½ :
(19)
The principal contribution to the integration over q comes
from the barrier top, while the major contribution for the
integration over q9 comes from the minimum at q ’ a:
Approximating the barrier around its top as parabolic,VðqÞ ’
ðmvz2q2=2Þ 1 Vz for q ’ 0—and around the well as har-
monic, VðqÞ ’ mv20ðq1aÞ2=2 for q ’ a—we have that the
mean ﬁrst passage time is t ’ ð2p=v0Þðg=vzÞexp ðbVzÞ:
The prefactor g=vz is twice the average number of crossings
of the barrier induced by the friction (23).
The Smoluchowski equation is often derived as the large
friction limit of the Klein-Kramers equation in phase space,
which in turn is equivalent to the Langevin equation
mq¨1
dVðqÞ
dq
1mg _q¼ FðtÞ; (20)
where F(t) is a Gaussian random force with zero mean
and correlation function ÆFðtÞFð0Þæ ¼ 2ðmg=bÞdðtÞ: The
Langevin equation in turnmaybederived from theHamiltonian
of the system bilinearly coupled to a harmonic bath. Further-
more, if the friction is spatially dependent, in the large friction
limit the SE then takes the form (28)
@rðq; tÞ
@t
¼ 1
m
@
@q
1
gðqÞ
dVðqÞ
dq
rðq; tÞ1 1
b
@rðq; tÞ
@q
 
; (21)
from which it is evident that the spatial dependence of the
friction does not affect the equilibrium distribution. This is to
be expected when one thinks of the friction in terms of an
interaction with a bath, and the potential as the free energy
along the reaction coordinate. The free energy is an averaged
quantity that already includes any bath effects and therefore
the friction does not affect the equilibrium distribution.
The master equation route
The starting point is the master equation as given in Eq.
8. The jth well is located at the coordinate value xj. We denote
the distance between two consecutive wells as lj, such that
the barrier denoted by j – 1/2 is located at xj11 l1j1 ¼ xj – lj
and lj ¼ lj 1 l1j1: To derive the continuum limit of the
master equation one lets the distances lj tend to 0, while the
rates Gj tend to inﬁnity, keeping the diffusion coefﬁcient
Dj ¼ Gjl2j constant. The physical picture one has in mind is
that of a diffusing particle, with a well-deﬁned diffusion
coefﬁcient.
The master equation is rewritten in terms of the pro-
bability p(xj,t) ¼ nj(t) of ﬁnding the system at the point xj at
the time t,
@pðxj; tÞ
@t
¼GðxjÞ exp bDVj
2
 
1exp
bDVj
2
  
pðxj; tÞ
1Gðxj1Þexp bDVj1
2
 
pðxj1; tÞ
1Gðxj11Þexp bDVj11
2
 
pðxj11; tÞ: (22)
Expanding all variables around their value at xj up to
quadratic terms in lj, we have that
Gðxj61Þ ¼GðxjÞ6 lj @GðxjÞ
@xj
1
l2j
2
@
2
GðxjÞ
@x
2
j
; (23)
pðxj61; tÞ ¼ pðxj; tÞ6 lj @pðxj; tÞ
@xj
1
l
2
j
2
@
2
pðxj; tÞ
@x
2
j
; (24)
DVj61 ¼DVj6 lj @DVj
@xj
1
l
2
j
2
@
2
DVj
@x
2
j
: (25)
FIGURE 1 The decadic logarithm of the mean number ÆNcæ of barrier
recrossings for a parabolic barrier as a function of the logarithmic dimen-
sionless barrier parameter x ¼ log10mbvz2l2 was numerically determined
by means of Eq. 52 (crosses) and the approximate formula (Eq. 15) (solid
line). The dotted line displays the asymptotic relation (Eq. 53).
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We then note that
DVj
lj
’ @VðxjÞ
@xj
; (26)
where we stress that this derivative comes from the difference
in consecutive barrier heights separating microstates. The
potential energy function that will appear in the correspond-
ing SE is the proﬁle of the barriers. It does not include in it
information about the wells. Expanding the master equation
to second order in lj, one then ﬁnds that the corresponding SE
for the probability density r(x, t) ¼ p(x, t)/l(x) is
@rðx; tÞ
@t
¼b @
@x
dVðxÞ
dx
DðxÞrðx; tÞ1 1
b
@ DðxÞrðx; tÞ½ 
@x
 
;
(27)
where D(x) is the continuum analog of Dj. One may then
deﬁne an effective space-dependent friction coefﬁcient as
g
ðxÞ[ 1
mbDðxÞ (28)
to write down the ﬁnal form of the SE as
@rðx; tÞ
@t
¼ 1
m
@
@x
dVðxÞ
dx
rðx; tÞ
g
ðxÞ1
1
b
@ rðx; tÞ=gðxÞ½ 
@x
 
: (29)
We thus see explicitly that the friction is proportional to the
inverse of the escape rate from a microstate. This inverse is
proportional to the residence time in the microstate, which is
long compared to the characteristic microstate prefactor nj.
Equation 29 differs from the SE derived from the Klein-
Kramers equation as given in Eq. 21 and used for example in
Best et al. (29). The equilibrium distribution here is
r
eqðxÞ; gðxÞexpðbVðxÞÞ: (30)
This is not an error. It coincides with the continuum limit of
the equilibrium solution (Eq. 10) of the master equation (for
similar considerations that assure the correct equilibrium
limit see Ha¨nggi et al. (12)). That Eq. 30 expresses the correct
equilibrium limit distribution is a direct consequence of the
fact that the friction g*(x) in this derivation comes from the
residence time in the microstates. More speciﬁcally, the pre-
factor, by deﬁnition is
g
ðxÞ ¼ 1
mbDðxÞ;
1
mbGðxÞl2ðxÞ;
exp bDUðxÞ½ 
mbnðxÞl2ðxÞ ; (31)
where the notation DU(x) comes for the difference between
the average barrier height of the microstate and its well-
depth. In other words, the equilibrium population is propor-
tional to the Boltzmann factor for the well-depth and this is
what it should be.
We also note that the friction coefﬁcient g*(x) is strongly
temperature-dependent. This, too, is very different from the
temperature-independent coefﬁcient that appears in the
Klein-Kramers equation and used in the literature (25,29).
Recrossings
In the presence of space-dependent friction, the mean ﬁrst
passage time expression as derived from the SE given in Eq.
29 is
tða/q1Þ ¼ bm
Z q1
N
dqexp bVðqÞ½ 
3
Z q
N
dq9gðq9Þexp bVðq9Þ½ : (32)
The steepest descent approximation here is a bit tricky, since
as already stressed above, the potential V(q) appearing in this
expression is the proﬁle of the barrier energies and does not
include in it any wells. Using the deﬁnition of the friction
coefﬁcient as given in Eq. 28 (and assuming that the length
scale l(x) is independent of x), we may rewrite the mean ﬁrst
passage time as
tða/q1Þ ¼ 1
l
Z q1
N
dqexp b VðqÞVz  	 
3
1
l
Z q
N
dq9
exp b Vðq9ÞVz  
Gðq9Þ
 !
: (33)
The second expression in brackets reduces within a steepest
descent estimate to the standard TST expression while the
ﬁrst one expresses the enhancement of the mean ﬁrst passage
time due to recrossings of the highest barrier. The continuum
limit for the mean number of recrossings as given in Eqs. 14
and 15 then becomes
ÆNcæ¼ 1
2
1
l
Z q1
N
dqexp b VðqÞVz  	1 : (34)
It is important to note that the number of recrossings is not
proportional to the friction coefﬁcient g*(q), as would be the
case for the Klein-Kramers equation. The friction coefﬁcient
does not even appear in the expression for the recrossings.
We have thus shown that
1. The discrete jump model and the continuum model lead
in the continuum limit to the same equilibrium distribu-
tion and to the same mean ﬁrst passage time.
2. The mean ﬁrst passage time is increased due to recross-
ing of the highest barrier between reactants and products.
3. The number of recrossings is temperature-dependent; in
the discrete limit, it decreases to zero as the temperature
is lowered to zero. Lowering of the temperature dimin-
ishes the probability of recrossing the central barrier due
to the Arrhenius factor of neighboring barriers.
Rough energy landscape
The derivation of the SE as given above assumes that the
potential barrier heights vary smoothly from one microstate
to the other. If this is not true, and more speciﬁcally, for a
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model of random, spatially uncorrelated potentials, then one
cannot go to the continuum limit and the SE equation is not
valid. This might seem to imply that Zwanzig’s major result
(18), which is that the rough energy landscape leads to a non-
Arrhenius temperature reduction of the rate, is incorrect. In
fact, his point of departure—the SE—is not valid; however,
the expression for the mean ﬁrst passage time is more general
than the SE. To understand the mean ﬁrst passage time in the
presence of the rough energy landscape, one should take as
the starting point the mean ﬁrst passage time expression for
the master equation, as given in Eq. 11. One may then av-
erage this mean ﬁrst passage time, over the roughness of the
potential.
Following Zwanzig, we assume that the barrier energy
Vj11/2 has a mean value ÆVj11=2æ and Gaussian ﬂuctuations
dV distributed as expðdV2=ð2e2ÞÞ; where e ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ÆdV2
j11=2æ
q
is the root mean-squared roughness. We will further simplify
and assume that the potential minima of the microstates are
not rough. One then has that the mean ﬁrst passage time,
when averaged over the roughness of the barriers, is
ÆtP)Ræ¼+
N
j¼0
ÆexpðbVj11=2Þæ+
j
k¼0
n
1
k expðbVkÞ
¼+
N
j¼0
expðbÆVj11=2æ1b2e2=2Þ+
j
k¼0
n
1
k expðbVkÞ;
(35)
and this is identical to the result derived by Zwanzig.
DISCUSSION
Diffusion is central to the study of dynamics in biological
systems. Rather than just assuming that one can use a dif-
fusion equation, we tried to provide an answer for its validity.
We noted that the source is not the interaction of the system
with a surrounding bath. Instead, the friction comes from the
long residence times of the system as it traverses from one
microstate to the next. This time is very long when compared
to the timescales nj, which characterize the microstates and
therefore leads to the diffusive character of the dynamics as
described by the SE.
This does not mean that the ‘‘standard friction’’, which
results from the interaction of the system with the bath does
not exist or is uninteresting. The standard friction guarantees
that the microstates equilibrate locally on a timescale that is
rapid compared with the escape time from the microstate.
This in turn justiﬁes the usage of a master equation. However,
the diffusional property is a result of the long residence times,
which are mainly governed by the barrier heights separating
the microstates rather than by the standard friction.
This observation is not new in the context of the physics of
ﬂuids. It underlies Zwanzig’s theory (30), which relates the
self-diffusion to the longitudinal and shear viscosities in
liquids (31). We believe that it is not generally appreciated in
the context of biological reactions, which occur on a rough
energy landscape. This lack of appreciation manifests itself
through a number of observations considered in this article.
We showed that the effective friction is temperature-depen-
dent. This temperature dependence has to do with the resi-
dence time in the microstates, which increases exponentially
as the temperature is lowered. We also showed that in con-
trast to the results obtained from the Klein-Kramers equation
in the strong friction limit, here the average number of re-
crossings of the highest barrier is temperature-dependent.
The source for this temperature dependence is the effective
number of microstates whose barrier energies are within kBT
of the dominant barrier height. This number increases with
increasing temperature and underlies diffusive recrossing of
the topmost barrier.
Our analysis points out that one should not always assume
that the Smoluchowski equation is valid for biological sys-
tems. In fact, when the landscape is sufﬁciently rough so that
barrier heights can be considered to be independent random
variables, the SE is no longer valid because the spatial de-
rivative of the barrier heights is not well deﬁned. However,
the idea that the roughness can be measured via reaction rates
is correct. The more general concept validating this is the
mean ﬁrst passage time expression, which holds also for
rough energy landscapes. It does not assume any continuity
in the potential. Zwanzig’s result (18) that the roughness
increases the mean ﬁrst passage time in a non-Arrhenius
fashion is correct, since it can be derived directly from the
mean ﬁrst passage time expression.
In this article we considered only a one-dimensional
model. Can one really describe the complexity of change in a
biological system with one-dimensional models? The one-
dimensional picture is an oversimpliﬁcation but remains in-
structive because it reveals the essential physics responsible
for the diffusional properties of motion on rough energy
landscapes. There is nothing though that limits application of
the same ideas to more realistic multidimensional descrip-
tions. Speciﬁcally, the same ideas are readily derived also in
two dimensions by following the formalism of Schumaker
and Watkins (32), which would then lead to diffusion in two
dimensions.
APPENDIX A: THE MEAN FIRST PASSAGE TIME
For the same model as considered in The Master Equation, Zhou et al. (7)
derived an expression for the reaction rate, valid in the limit that the rate of
escape from the initial well (reactant) G1)0 is much smaller than the rates of
jumping between microstates. Denoting
rj ¼Gj1)j
Gj11)j
¼ exp bðVj1=2Vj11=2Þ
 
(36)
(where, for the second equality in the right-hand side, we used Eqs. 1 and 2),
they ﬁnd that the rate is given by the expression
k¼ G1)0
N
; (37)
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where
N¼ 11 +
N
i¼1
Yi
j¼1
rj: (38)
We then see that
Yi
j¼1
rj ¼ exp bðV1=2Vi11=2Þ
 
: (39)
Noting that
G1)0 ¼ n0exp bðV1=2V0Þ
 
(40)
and as discussed following Eq. 11 that the reactants’ well is much lower in
energy then the wells of the microstates, we have that
n
1
0 expðbV0Þ ’ +
j
k¼0
n
1
k expðbVjÞ; (41)
so that ﬁnally
1
k
¼
11 +
N
i¼1
Qi
j¼1 rj
n0exp bðV1=2V0Þ
 
¼ exp bV1=2
 
11 +
N
i¼1
Yi
j¼1
rj
 !
n
1
0 expðbV0Þ
¼+
N
j¼0
exp bðVj11=2VzÞ
 
+
j
k¼0
n
1
k exp bðVjVzÞ
 
;
(42)
which is just the mean ﬁrst passage time expression as given in Eq. 11.
APPENDIX B: THE AVERAGE NUMBER OF
BARRIER RECROSSINGS
By deﬁnition, a recrossing of a barrier implies that one must have visited this
state before. We therefore consider processes which start at the barrier and
then count the number of returns to the barrier before eventually reaching
either the reactant or the product states, j¼ 0 or j¼N1 1, respectively. Once
one of these states has been reached, the process, as described by the master
equation (Eq. 8), would become trapped there for a long time, on the order of
half the inverse rate until reescaping and revisiting the barrier. To charac-
terize just the ﬁrst episode of recrossings we stop the process at its ﬁrst arrival
at reactants or products. The probability p(j, tjjz) to ﬁnd such a process at time
t in a particular state between reactants and products is governed by the
master equation
d
dt
pð j; tjjzÞ ¼+
j9
Mj;j9pð j9; tj jzÞ; jR, j, jP; (43)
with the initial condition
pð j;0j jzÞ ¼ d
j;j
z : (44)
The master matrix M ¼ (Mj,j9) allows for absorption at the reactant and
product states, i.e., for the cancellation of the process once it reaches either of
these states. Otherwise it is determined by Eqs. 3 and 4. Consequently, it has
the form
Mj1;j ¼Gj1)j; 1# j# N
Mj11;j ¼Gj11)j; 1# j# N
Mj;j ¼ðGj1)j1Gj11)jÞ 1# j# N
Mj;j9¼ 0 otherwise
: (45)
The frequency of reaching the barrier at a time t. 0, say, from its left side, is
given by the probability p(jz – 1, tjjz) to be occupied, multiplied by the
transition probability Gjz)jz1 to move from there to the right (33). The
analogous expression holds for the frequency with which the barrier is
reached from the right side. Therefore the frequency of recrossing the barrier
at time t is given by
Wð jz; tÞ ¼ G
j
z)jz11pð jz11; tj jzÞ1Gjz)jz1pð jz1; tj jzÞ:
(46)
The integral of W(jz, t) over all positive times yields the average number of
barrier recrossings ÆNcæ, which is thus given by
ÆNcæ¼
Z N
0
dtWð jz; tÞ: (47)
Using themaster equation (Eq. 43) one can express the frequencyof recrossings
by Wð jz; tÞ ¼ dpð jz; tj jzÞ=dt1ðGjz11)jz1Gjz1)jz Þpð jz; tj jzÞ: Integra-
tion of the ﬁrst term by parts gives for the average number of recrossings
ÆNcæ¼11ðGjz11)jz1Gjz1)jzÞT jz ;jz ; (48)
where
T j;k ¼
Z N
0
dtpð j; tjkÞ (49)
denotes the mean total sojourn time in the state j of a process starting in the
state k, with initial condition p(j, 0jk)¼ dj, k. Note that this time is ﬁnite for all
states j because it is bounded by the total mean lifetime of the process which
itself is ﬁnite due to the presence of the absorbing states at reactants and
products. Multiplying Eq. 49 by the master matrixM, one obtains, by means
of the master equation (Eq. 43) and a partial integration, the following
algebraic equation for the matrix of sojourn times:
+
j9
Mj;j9T j9;k ¼dj;k; (50)
having the formal solution
T ¼M1; (51)
whereM1 denotes the inverse master matrix. The latter exists because of the
presence of the absorbing states. Combining Eqs. 48 and 51, we obtain
ÆNcæ¼1ðGjz11)jz1Gjz1)jzÞM1jz ;jz (52)
for the average number of recrossings.
We determined the average number of recrossings by means of a
numerical inversion of the master matrix M for a parabolic barrier of the
shape speciﬁed by Eq. 16 for different values of the dimensionless barrier
parameter bmvz2l2. The prefactors of the transition rates, which, for the sake
of simplicity, were assumed to be constant, i.e., Gj ¼ G, determine the
timescale of the sojourn times Tj,k. They exactly cancel, however, from the
result for the mean number of recrossings. In Fig. 1, the results are compared
to the predictions of Eq. 15 and its high temperature asymptotic value
ÆNcæ
ﬃﬃﬃ
p
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mbv
z
l
2
p ; (53)
which results by means of the approximation (Eq. 17).
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For sufﬁciently large temperatures, i.e., for small enough values of the
dimensionless barrier parameter bmvz2l2, the discrete formula Eq. 15 as well
as its asymptotic approximation were found to be in excellent agreement with
the numerically exact mean number of recrossings. For lower temperatures,
the discrete expression (Eq. 15) provides a useful approximation, which
always gives an upper bound to the actual number of recrossings.
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