Abstract. The iteratively regularized Gauss-Newton method is used to solve an inverse acoustic scattering problem with Neumann boundary conditions in two space dimensions, which is known to be nonlinear and severely ill posed. Some recent results on the speed of convergence for such problems are considered, and numerical experiments yield logarithmic convergence rates, as expected. Moreover, we present an efficient method to numerically evaluate the Fréchet derivative using its characterization as a boundary value problem and prove fast convergence of this method.
1.
Introduction. An important problem in inverse scattering is to determine the shape of a sound-hard obstacle from the scattering of one incoming acoustic wave in the resonance region. We consider the scattering by long cylindrical obstacles with cross sections Ω ⊂ R 2 that are starlike with respect to the origin. Then ∂Ω can be uniquely represented by a periodic function q : [0, 2π] → R + :
∂Ω q = q(t) cos t sin t : t ∈ [0, 2π] .
For a fixed incident wave u i the solution to the direct scattering problem defines an operator F : q → u ∞ , which maps q to the far-field pattern u ∞ of the scattered wave u s corresponding to the scatterer ∂Ω q . This will be made more precise in subsection 2.1. The inverse problem can be formulated as a nonlinear operator equation
where q † : [0, 2π] → R + represents the unknown scatterer. Since physical measurements are always subject to errors, we can expect only noisy data u δ ∞ satisfying u δ ∞ − u ∞ L 2 ≤ δ. Given u δ ∞ we want to find an approximation for q † . To solve this or related inverse scattering problems for sound-hard obstacles, iterative methods have been used in [5, 16, 17, 21] . They all involve the Fréchet derivative F ′ of the solution operator F . It can be shown that F is Fréchet differentiable, and in [7, 18] with the total field u for the scatterer ∂Ω q . In section 3 we will present an efficient method to evaluate F ′ using (1.2) and prove exponential convergence of this method for analytic data. A Green's ansatz is used to obtain u ∂Ωq as the solution of an integral equation. Since the first and second derivatives of u ∂Ωq are needed in (1.2), a numerical method is described yielding trigonometric polynomials u n , n ∈ N that converge to u ∂Ωq in the C 2,α -Hölder norm. Furthermore, we compare our method to evaluate F ′ to a different method in [16] . In the second part of this paper (sections 4 and 5) we consider the speed of convergence of the approximations q δ n obtained by the iteratively regularized GaussNewton method (IRGNM), applying some recent results in [9] (see also [1, 2] ). Here the nth iterate q δ n depends (continuously) on the initial guess q 0 and the data u Since (1.1) is (severely) ill posed, it is well known (see, e.g., [4, p. 57] ) that this convergence may be arbitrarily slow unless some source condition is fulfilled. A natural and appropriate generalization of the well-known linear source conditions to nonlinear problems is
where q 0 is an initial guess that enters the iteration, f is a continuous function, and w is "small." Since for scattering problems the singular values of F ′ [q] decay at least exponentially, the usual choice f (t) = t ν , ν > 0, which has been investigated for the IRGNM in [2] , is far too restrictive. Therefore in [9] the functions
where e is Euler's number,
, and p > 0, were considered and for f = f p in (1.3) the convergence rates
were obtained. For exact data (and regularization parameters α n = α 0 r −n ) we have convergence
We will show in subsection 4.2 that under certain conditions the source condition (1.3), (1.4) can be interpreted as a closeness condition with respect to a Sobolev-type norm · s+p if a Sobolev norm · s is used to measure the error q δ n − q † . There is still some gap in our convergence analysis, as we have not been able to prove a nonlinearity condition on the operator F needed for our convergence theorem, but to our knowledge, up to now no convergence or convergence rate results for Newtontype methods in inverse acoustic scattering have been reported at all (except in [9] for Dirichlet boundary conditions). Convergence of the Landweber iteration has been investigated in [6] , but as in this paper, a nonlinearity condition on the solution operator could not be verified.
Numerical experiments presented in section 5 confirm our asymptotic formulas for the speed of convergence, and they even show that the parameter p is of the expected order depending on the smoothness of q 0 − q † .
2. The direct problem.
2.1. Introduction. We first give a precise definition of the direct problem in a slightly generalized form. Let Ω ⊂ R 2 be a bounded simply connected domain with boundary ∂Ω of class 
The Sommerfeld radiation condition (2.2) leads to an asymptotic behavior of the form
The function v ∞ defined on the unit circle S 1 ⊂ R 2 is called the far-field pattern of v. In particular u ∞ is the far-field pattern of the scattered field u s . The fundamental solution to the Helmholtz equation in R 2 is given by
where
is the Hankel function of the first kind of order 0. We use the following notation for the single-layer, the double-layer, and the normal derivatives of the singleand the double-layer potential:
The ansatz
to solve problem (2.1)-(2.3) leads to the integral equation
for the unknown density ϕ. Using the fact that S is a regularizer of T − iK ′ + iI (see [3] ) and mapping properties of S, T, and K in Hölder spaces (see [10] ), it can be shown by Riesz-Fredholm theory (as presented in [11] ) that T − iK ′ + iI is bounded and boundedly invertible from C 2,α (∂Ω) to C 1,α (∂Ω).
2.2.
A numerical method to solve the direct problem. We will now summarize a method introduced in [13] to solve (2.7) numerically. If we parameterize ∂Ω by a periodic function z : [0, 2π] → ∂Ω, it turns out that (2.7) multiplied by |z ′ | can be written as
, and the operators
(In this paper all function spaces on the interval [0, 2π] by definition contain only 2π-periodic functions.) The smoothness of the kernels K 1 and K 2 depends on the smoothness of z. If z is analytic, so are K 1 and K 2 . The quadrature method used to approximate (2.8) is based on trigonometric interpolation. For n ∈ N let t (n) j := jπ n , j = 0, . . . , 2n − 1 be an equidistant mesh, and let T n be the set of all complex trigonometric polynomials of the form
The interpolation problem with respect to T n and the nodal points t (n) j , j = 0, . . . , 2n − 1 is uniquely solvable and defines an interpolation operator P n :
For our error analysis we need the error estimate
which holds for all 0 < β ≤ α < 1, 0 ≤ p ≤ q, p, q ∈ N, f ∈ C q,α ([0, 2π]), and some constant C depending only on p, q, α, and β (see [13] and the references therein). If f is analytic, then there exist constants C, σ > 0 depending only on f such that
(see [11, p. 160] 
with the numerical quadrature operators A 1,n and A 2,n defined by
The integrals on the right-hand sides can be evaluated exactly. Since the trigonometric monomials ǫ m (t) := e imt satisfy
a solution ψ n to (2.11) automatically belongs to T n , and therefore it is uniquely determined by the nodal values {ψ n (t
, and π n are the quadrature coefficients for the operators T 0 , A 1,n , and A 2,n , respectively. For more details including explicit formulas for
we refer to [13] .
Convergence analysis.
In order to prove convergence of our method to evaluate the Fréchet derivative, we have to modify the error analysis in [13] to yield ψ n − ψ 2,α → 0 instead of ψ n − ψ 1,α → 0 as n → ∞ (at the price of a higher regularity assumption on the right-hand side).
Lemma 2.1. Let ϕ : [0, 2π] 2 → C be 2π-periodic in both variables, and assume that the derivative with respect to the first variable exists and is p times continuously differentiable with respect to both variables (p ∈ N 0 ). Then for the function u : [0, 2π] → C given by
the estimate
holds for all 0 < α < 1 and a constant C depending only on p and α.
Proof. See Lemma 4.1 and Corollary 4.2 in [13] . We use the notation B := A 1 + A 2 + A 3 and B n := A 1,n + A 2,n + A 3 . Proposition 2.2. Assume that z is analytic. Then for all 0 < α < 1 we have
Proof. In this proof we denote by C a generic constant that depends only on α, β (defined below) and z. Applying Lemma 2.1 with ϕ(t, τ ) = (P n K 1 (t, ·)ψ)(τ ) − K 1 (t, τ )ψ(τ ) and using
for all 0 < β ≤ α < 1. In the same way we show
for all 0 < β ≤ α < 1. In particular this implies
(with C independent of n). Applying (2.9) again yields
From (2.14) and (2.15) we obtain
by the triangle inequality. This inequality remains true if A 1,n , A 1 are replaced by A 2,n , A 2 or A 3 , A 3 . Then the proof is completed by an application of the triangle inequality.
The main convergence theorem now follows by a Neumann series argument and the boundedness of (T 0 + B) −1 (see [13] ). Theorem 2.3. For sufficiently large n the approximating equation (2.11) has a unique solution ψ n , and the distance to the unique solution ψ of the original equation (2.8) satisfies the error estimate
for all 0 < α < 1 and some constant C depending only on α.
As pointed out in [13] , if the boundary and the boundary data are analytic, so is the exact solution ψ, and from (2.10), (2.13), and (2.16) it can be seen that .17) i.e., the error decreases exponentially.
The Fréchet derivative.
3.1. Characterization as a boundary value problem. Recall that the solution operator F maps a positive function q ∈ C 2,α ([0, 2π]) to the far field u ∞ ∈ L 2 (S 1 ) corresponding to the scatterer ∂Ω q parameterized by z q (t) := q(t) ( cos t sin t ).
where v ∞ is the far-field pattern of the unique radiating solution v to the Helmholtz equation, which satisfies the Neumann boundary condition
Here u denotes the total field for the scatterer Ω q , d ds is the derivative with respect to the arclength (
Proof. This theorem has been proven in R 3 by Hettlich [7] using variational methods. For a proof in R 3 using a boundary integral equation involving the operator T , we refer to [18] . The above version of the theorem has been shown in [8] using a mixed single-layer and volume-potential ansatz, thus avoiding the singular operator T .
An efficient method to evaluate F
′ . We first present an ansatz to solve the direct problem (2.1)-(2.3), which yields the total field u ∂Ω entering (3.1) as the solution of an integral equation. A similar ansatz for the sound-soft scattering problem is presented in [12, 14] . Adding Green's theorem for u s and Green's second identity for Φ(x, ·) and u i yields the well-known representation formula
From the jump relations we obtain
letting x tend to ∂Ω in (3.2), and
taking the normal derivative in (3.2). A linear combination of (3.3) and (3.4) yields This integral equation is adjoint to (2.7), and therefore after parameterization, multiplication by |z ′ |, and discretization as described in subsection 2.2, we arrive at the linear system
which is adjoint to (2.12). The unique trigonometric polynomial u n ∈ T n for which the nodal values u n (t ′′ 0,α → 0 as n → 0. Since (2.12) and (3.6) are adjoint, both can be solved by just one LR-decomposition.
In summary, our method to evaluate F ′ [q]h consists of the following steps: 1. Solve (3.6) to find an approximate solution u n to (3.5). (For Newton-type methods, u n can also be used to obtain approximations of the far field u ∞ = F (q) by (3.2)!) 2. Evaluate the first and second derivatives of the trigonometric polynomial u n exactly to approximate the right-hand side of (3.1). 3. Evaluate the function v in Theorem 3.1 by the method introduced in subsection 2.2, i.e., solve (2.12) with the right-hand side calculated in step 2 using the LR-decomposition from step 1. Due to (2.6) the far field
The integral in this formula is approximated by the trapezoidal rule. 
be the operator that maps ϕ to the far field of the function v in (2.6). Then the solution u ∞ = F (q) to the direct problem can be expressed by
It can be shown that P q , (T q + iK q − iI) −1 , and N q are all Fréchet-differentiable with respect to q. By the (generalized) product rule this yields differentiability of F and a formula for F ′ [q]h that can be numerically implemented. Since method B can be shown to have the same excellent convergence properties as method A, both yield almost identical results for smooth curves and sufficiently large discretization levels. To evaluate F ′ [q]h for one h, in both methods only one LRdecomposition (time complexity O(n 3 )) has to be computed, and all other operations have time complexity of order O(n 2 ). However, in method B, for each h a matrix for (T + iK) ′ [q]h has to be set up and several other O(n 2 )-complexity operations have to be performed. Therefore in the context of Newton-type methods involving the evaluation of F ′ [q]h for many different h's, method B is slower than method A. We implemented method B starting from a single-layer potential ansatz rather than (2.6). This approach suffers from irregular wavenumbers but avoids the singular operator T and is less computationally expensive. The computation times for one Newton step differed by a factor of three to five if the number M of h's ranged between n 4 and n. These numbers confirm the above argument that method A is faster than method B for Newton-type methods and give an impression of the order of the difference.
We would like to mention that for other boundary conditions we also have the choice of evaluating F ′ [q]h using its characterization as a boundary value problem or using an integral equation representation of F (q). The same arguments concerning the time complexity of both methods apply.
On the problem of injectivity of F
. For sound-soft obstacles, (2.4) has to be replaced by u = 0 on ∂Ω. The Fréchet derivative of the corresponding solution operator F Diri can be characterized similarly to Theorem 3.1, and the boundary condition corresponding to (3.1) is
A simple argument using Holmgren's uniqueness theorem (see [12] 
is injective for all q ∈ D(F Diri ) if u i does not satisfy the Sommerfeld radiation condition. (Otherwise F Diri (q) = −u i ∞ for all q ∈ D(F Diri ).) For sound-hard obstacles the above argument cannot be applied. In fact, the following example shows that F ′ [q] is not always injective. Assume that k ∈ N, u i (r, t) = J k (kr)e ikt in polar coordinates and q ≡ 1, i.e., Ω is the unit circle. Note that due to the integral representation of Bessel functions (see, e.g., [11, (18.22) ]) u i is a superposition of plane waves:
We readily compute
For h ≡ 1, (3.1) yields
Hence
is always injective, if u i is a plane wave.
4. The IRGNM.
4.1. The convergence theorem. Let X, Y be Hilbert spaces, and let F :
and that for y only noisy data y δ are available satisfying
To find an approximation for x † given y δ , δ, and an initial guess x 0 ∈ X, we apply the IRGNM defined by the iteration formula
Here the sequence (α n ) satisfies
The iteration is stopped at the first index N for which
with some τ > 1. In [9] the following convergence theorem has been shown. Theorem 4.1. Assume that (4.1) and (4.2) are satisfied and that in a ball B ρ (x † ) := {x ∈ X : x − x † ≤ ρ}, ρ > 0 contained in D(F ) the following nonlinearity condition is satisfied: There exist mappings R :
. We further assume that C R is sufficiently small and τ sufficiently large (see [9, Remark 2.4] ). Then after possibly decreasing the value of ρ, there are constants w 0 > 0 andᾱ 0 > 0 such that the Gauss-Newton iterates x δ n , 0 ≤ n ≤ N given by (4.3), (4.4), and (4.5) with α 0 ≥ᾱ 0 are well defined for every x 0 ∈ D(F ) satisfying
For the noise-free case δ = 0 we have 
It has been shown in [19] that for linear problems the convergence rate (4.10) is of optimal order under the source condition (4.8). For 0 < α < s − 2.5 the · H s -norm is stronger than · C 2,α (see, e.g., [20] ) and hence Theorem 3.1 implies Fréchet differentiability of F on D(F ) := {q ∈ X : q > 0} with respect to · H s . Since X is a real Hilbert space, we introduce a new real scalar product on Y := L 2 C (S 1 ) by f, g R := Re f, g to interpret Y as a real Hilbert space as well. Note that the adjoint and hence the singular values of a compact operator between complex Hilbert spaces are the same with respect to both scalar products, but that the ·, · R -singular values have twice the multiplicity.
As already mentioned in the introduction, we have not been able to prove the nonlinearity condition (4.6) for the operator F .
In the rest of this subsection we will discuss the source condition (4.8) for the sound-hard scattering problem. The boundary condition (3.1) can be expressed in terms of h and h ′ as
andũ := u • z q . Hence, introducing the inclusion mapping i 1 :
and the far-field operator A q :
to the far-field pattern v ∞ of the radiating solution v to the Helmholtz equation with Neumann boundary values ∂v ∂ν = ϕ on ∂Ω q , the Fréchet derivative of F can be expressed as
by Theorem 3.1. In the following proposition we show that the source condition (4.8) with only the first part A q of F ′ [q] and q ≡ const has a very nice interpretation. Later we will see that under certain heuristic assumptions a similar result is true for the general case.
Proposition 4.2. For q ≡ r, r ∈ R + , let A := A q be the operator defined above. Then for all s ≥ 0 and ǫ > 0 the inclusions
hold and the operators
Proof. By the remark at the beginning of this subsection, we may, for this proof, interpret H s C and L 2 C (S 1 ) as complex Hilbert spaces in the usual way. Moreover, since k is arbitrary, without restriction of generality we may assume r = 1. Define Hilbert bases
k denote the Hankel function of the first kind of order k, we can express the radiating solution to the Helmholtz equation satisfying
in polar coordinates. From the asymptotics of the Hankel functions for big arguments
n ∈ N 0 , and from (2.5) it follows that the far-field patterns v n,∞ = Aϕ n of v n are given by v n,∞ = σ n ψ n , where
This implies that a singular system of A is given by {(ϕ n , σn |σn| ψ n , |σ n |) : n ∈ Z}. Hence we have the following formula for the functional calculus:
The identity H n ′ (t) = H n−1 (t) − n t H n (t), n ≥ 1, t > 0, the asymptotic behavior
and the Stirling formula n! = √ 2πn( n e ) n (1 + o (1)) yield the asymptotic formula
and hence
For all ǫ > 0 there exist constants c, C > 0 and N 0 ∈ N such that
Due to A = max j∈Z |σ n | we have − ln |σn| 2 e A 2 ≥ 1 for all n ∈ Z. Therefore after possibly redefining c and C, (4.14) holds for all n ∈ Z, and we obtain
The first inequality and (4.13) imply the first inclusion in (4.12) and the mapping properties of f p (A * A) −1 , and the second inequality accounts for the second inclusion in (4.12) 
t , which is complementary to i 1 in (4.11) in the following sense.
Lemma 4.3. For s ∈ N the ranges R(i 1 ) and R(i 2 ) of i 1 and i 2 are orthogonal and
Proof. The closed subspaces R(i 1 ) and R(i 2 ) are orthogonal since by partial integration
Differentiating the second equation and inserting it into the first and vice versa yields
Since the operator (−
is an isomorphism for all p ∈ R, (4.17) has a unique solution h 1 , h 2 ∈ H s R for all f, g ∈ H s−1 R . Differentiating the second equation in (4.17) and adding it to the first, we obtain = ϕ. It is easy to show that N q→q is bounded. Assume now that q is sufficiently smooth and that det M (t) = 0 for all t ∈ [0, 2π]. Then by (3.5) and the mapping properties of K and T (see [10] ) f and g are smooth as well, and hence B q is bounded and boundedly invertible. We can choose r, R ∈ R such that 0 < r < q < R. By Lemma 4.3 we expect that the singular values σ n (A q B q R(i2) ) (numbered in decreasing order with multiplicity n ∈ N 0 ) decay as fast as σ n (A q B q R(i1) ), or at least that σ n (A q B q R(i2) ) ≤ cσ n (A q B q R(i1) ), n ∈ N 0 for some constant c. With these additional assumptions we can estimate
using some basic properties of singular values (see, e.g., [15, 
We use this equivalent variational formula for our implementation. In order to arrive at a finite-dimensional system, we look for a minimizerh n in the set T M of real trigonometric polynomials of degree ≤ M and approximate the norms by the trapezoidal rule
Hence (4.18) is approximated by the finite-dimensional system
After multiplying by N , (4.19) is equivalent to the linear least-squares problem Ax − r 2 2 = min! for the Fourier coefficients vector x ∈ R 2M +1 ofh n , where
N ,x l := (cos t l , sin t l ), and {η j : 0 ≤ j ≤ 2M } is a basis of T M ,h n = 2M j=0 x j η j . 5. Numerical results. We tested our method on the curve q b defined in subsection 3.3 on the kite-shaped domain described by These curves and some reconstructions for noisy as well as for exact data are depicted in Fig. 5.1 . In all cases the true curve and the reconstructed curve look almost identical for exact data, and they are surprisingly close (considering that the problem is severely ill posed) for noisy data. To avoid an inverse crime we used a single-layer potential ansatz with 2n = 512 grid points to create synthetic data, taking the risk of irregular wavenumbers. Moreover, the true curves q † are not in the approximating subspace T M . In order to simulate measurement errors, we added computer-generated random numbers to Re u ∞ and Im u ∞ at each collocation point such that u δ ∞ − u ∞ / u ∞ ≈ δ.
Choosing α n = α 0 r −n we obtain from (4.9) ln q n − q † q † sup{p : q † ∈ H 3+p } δ = 0 δ > 0 q [4] 0.5 -0.4 -0.9 q [5] 1.5 -1.8 -2.7 q [6] 2.5 -2.4 -3.3
