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Abstract
In a 1961 paper, Box and Hunter defined the resolution of a regular fractional factorial
design as a measure of the amount of aliasing in the fraction. They also indicated that
the maximum resolution is equal to the minimum length of a defining word. The idea of a
wordlength pattern has now been extended to nonregular designs by various authors, who
show that the minimum generalized wordlength equals the maximum strength plus 1.
Minimum generalized wordlength is often taken as the definition of resolution. However,
Box and Hunter’s original definition, which does not depend on wordlength, can be extended
to nonregular designs if they are simple. The purpose of this paper is to prove that the
maximum Box-Hunter resolution does equal the maximum strength plus 1, and therefore
equals the minimum generalized wordlength. Other approaches to resolution are briefly
discussed.
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1 Introduction
Box and Hunter (1961) introduced the notion of resolution of a regular fraction, and observed
that the maximum resolution, say Rmax, is equal to the length of the shortest defining word.
Fries and Hunter (1980) pointed out that the number of defining words of length Rmax discrim-
inates between fractions of equal resolution in a useful way: for example, for regular fractions
of equal size and having the same factors, fewer defining words of length Rmax implies less
∗Funded in part by an NSF-AWM Mentoring Travel Grant and a University of Dayton Women’s Center
Research Grant.
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aliasing between main effects and interactions of order Rmax − 1. This led them to consider
the wordlength pattern (A1, . . . , Ak) of a regular fraction having k factors, where Ai is the
number of defining words of length i, and to introduce their criterion of relative aberration for
comparing two designs.
There have been various proposals for extending the idea of wordlength patterns to non-
regular (and possibly mixed-level) designs. Deng and Tang (1999) and Tang and Deng (1999)
gave a definition for 2-level designs that was generalized to arbitrary mixed-level designs by
Xu and Wu (2001). An equivalent coding-theoretic version was developed simultaneously by
Ma and Fang (2001). All these authors prove that the minimum generalized wordlength satisfies
min{i : Ai > 0} = tmax + 1, (1.1)
tmax being the maximum strength of the design (considered as an orthogonal array).
With some variation, these authors1 simply define resolution to be the left-hand side of
(1.1). However, Box and Hunter have given us an independent concept of resolution:
A design has resolution R if every interaction of p factors is unaliased with every
interaction of fewer than R− p factors.
This definition, and the definition of aliasing that underlies it, have been extended to arbitrary
simple (or equireplicate) designs in a previous paper (Beder, 2004), where it was shown that
a simple design of strength t has “Box-Hunter” resolution R ≥ t + 1 (Corollary 3.6 below).
In this paper we show that Rmax = tmax + 1 (Theorem 3.7). This and (1.1) then prove that
Rmax = min{i : Ai > 0}.
To be sure, this result depends on the particular definitions of aliasing and resolution that
we are using. Other approaches to these concepts will be discussed in Section 4. The present
approach is illustrated with a regular fraction in Section 2 in preparation for the abstract set-up
in Section 3.
Notation and basic definitions. We follow the notation and definitions given in Beder
(2004). In particular, the cardinality of a set E is denoted by |E|, and the empty set by ∅. The
integers are denoted by Z, and the integers modulo n by Z/n. The real numbers are denoted
by R, and the real-valued functions on the set T by RT . Given any finite set T (for us, the set
of treatment combinations), RT is a Euclidean space with inner product
(u, v) =
∑
s∈T
u(s)v(s) (1.2)
for u, v ∈ RT and norm ‖v‖ =
√
(v, v). If we fix an ordering of the elements of T , we may
view u and v as ordinary column vectors in the Euclidean space Rg, where g = |T |. Then the
formula in (1.2) is the ordinary dot product.
We denote by 1 the constant function taking the value 1, and by 1C the indicator or
characteristic function of the set C ⊂ T :
1C(s) =
{
1 if s ∈ C,
0 if s 6∈ C.
1See Ma and Fang (2001, page 88) and Xu and Wu (2001, page 1068), as well as Cheng and Ye (2004, Defi-
nition 4.1). A variation by Deng and Tang is noted in Remark 3.9 below.
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Thus 1 is 1T . Note that (1C , 1D) = |C ∩D|.
If there are k factors whose levels are indexed by sets A1, . . . , Ak of size s1, . . . , sk, respec-
tively, then the set of treatment combinations (or cells) is T = A1 × · · · × Ak. We will refer
to T as the full factorial design. A fractional factorial design, or fraction, is one in which each
treatment combination appears with some multiplicity (possibly 0). The design is simple if it
is a subset S of T , that is, if each treatment combination used in the design appears only once.
The design T is symmetric if s1 = · · · = sk = s, in which case we may take A1 = · · · =
Ak = A; otherwise it is asymmetric or mixed-level. Similar terminology applies to a fraction. If
in a symmetric design s is a prime or prime power, we may take A to be the finite field GF (s).
In this case the fraction is regular if it is the solution set of a system of linear equations over
the finite field GF (s).
If the cells of the fraction are written as rows or columns of a matrix, then the fraction is
an orthogonal array and thus has strength t, for some t, and (in the symmetric case) index λ
(see Section 3).
Other notation is introduced as needed.
2 An illustrative example
In this section we illustrate the abstract definition of aliasing that will follow in Section 3. This
is often illustrated in introductory experimental design texts by a regular 23−1
III
fraction. A
regular 33−1
III
fraction will better display the features of the general situation.
Consider a regular fraction with defining relations
I = AB2C2 (= A2BC)
and aliases
A = ABC = BC
B = AC2 = ABC2
C = AB2 = AB2C
AB = AC = BC2.
There are three such fractions, each having (maximum) resolution 3. We will choose the one
given as the solution set to x+ 2y + 2z ≡ 1 (mod 3), namely the cells
002, 011, 020, 100, 112, 121, 201, 210, and 222.
To construct it, we create a pair of contrasts for each of the 13 main effects and components
of interaction in the full 33 factorial. Each effect is described by a partition of the 27 treatment
combinations into 3 blocks, and we create a pair of contrasts by assigning 1,−1, 0 and 1, 0− 1,
respectively, to the blocks. A portion of the resulting contrast vectors (of length 27) would look
like this:
3
cell A B C AB AB2 AC AC2 BC BC2 ABC ABC2 AB2C AB2C2
000 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
001 1 1 1 1 -1 0 1 1 1 1 -1 0 0 -1 -1 0 0 -1 -1 0 0 -1 -1 0 0 -1
002 1 1 1 1 0 -1 1 1 1 1 0 -1 -1 0 0 -1 -1 0 0 -1 -1 0 0 -1 -1 0
010 1 1 -1 0 1 1 -1 0 0 -1 1 1 1 1 -1 0 -1 0 -1 0 -1 0 0 -1 0 -1
011 1 1 -1 0 -1 0 -1 0 0 -1 -1 0 0 -1 0 -1 1 1 0 -1 1 1 1 1 -1 0
012 1 1 -1 0 0 -1 -1 0 0 -1 0 -1 -1 0 1 1 0 -1 1 1 0 -1 -1 0 1 1
020 1 1 0 -1 1 1 0 -1 -1 0 1 1 1 1 0 -1 0 -1 0 -1 0 -1 -1 0 -1 0
021 1 1 0 -1 -1 0 0 -1 -1 0 -1 0 0 -1 1 1 -1 0 1 1 -1 0 0 -1 1 1
022 1 1 0 -1 0 -1 0 -1 -1 0 0 -1 -1 0 -1 0 1 1 -1 0 1 1 1 1 0 -1
100 -1 0 1 1 1 1 -1 0 -1 0 -1 0 -1 0 1 1 1 1 -1 0 -1 0 -1 0 -1 0
101 -1 0 1 1 -1 0 -1 0 -1 0 0 -1 1 1 -1 0 0 -1 0 -1 1 1 0 -1 1 1
102 -1 0 1 1 0 -1 -1 0 -1 0 1 1 0 -1 0 -1 -1 0 1 1 0 -1 1 1 0 -1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
We now select from these only the 9 treatment combinations in our fraction, restricting the
original columns to those 9 cells. This yields the columns below. Of course, those for AB2C2
no longer are contrast vectors as they represent a defining word.
cell A B C AB AB2 AC AC2 BC BC2 ABC ABC2 AB2C AB2C2
002 1 1 1 1 0 -1 1 1 1 1 0 -1 -1 0 0 -1 -1 0 0 -1 -1 0 0 -1 -1 0
011 1 1 -1 0 -1 0 -1 0 0 -1 -1 0 0 -1 0 -1 1 1 0 -1 1 1 1 1 -1 0
020 1 1 0 -1 1 1 0 -1 -1 0 1 1 1 1 0 -1 0 -1 0 -1 0 -1 -1 0 -1 0
100 -1 0 1 1 1 1 -1 0 -1 0 -1 0 -1 0 1 1 1 1 -1 0 -1 0 -1 0 -1 0
112 -1 0 -1 0 0 -1 0 -1 1 1 1 1 0 -1 1 1 0 -1 -1 0 1 1 0 -1 -1 0
121 -1 0 0 -1 -1 0 1 1 0 -1 0 -1 1 1 1 1 -1 0 -1 0 0 -1 1 1 -1 0
201 0 -1 1 1 -1 0 0 -1 0 -1 1 1 -1 0 -1 0 0 -1 1 1 -1 0 1 1 -1 0
210 0 -1 -1 0 1 1 1 1 -1 0 0 -1 0 -1 -1 0 -1 0 1 1 1 1 -1 0 -1 0
222 0 -1 0 -1 0 -1 -1 0 1 1 -1 0 1 1 -1 0 1 1 1 1 0 -1 0 -1 -1 0
The aliasing of AB and AC, for example, means that the restricted contrast vectors for
AC are linear combinations of those for AB, and vice versa. On the other hand, the fact that,
say, C and AB are not aliased in the fraction means that the restricted contrast vectors for
C are orthogonal to those of AB. Another way to say this is that the span (in R9) of the
restricted columns for AB equals the span of those for AC, and is orthogonal to the span of
those representing C.
Of course, the particular choice of contrast vectors representing each effect in the full facto-
rial is not the essential thing. Rather, each effect is described by a subspace of R27 of dimension
2 consisting of contrast vectors, and the process of restriction yields a corresponding subspace
of R9. We might denote the subspaces of R27 by UA, UB , . . . , UAB2C2 , and the corresponding
subspaces of R9 by UˆA, UˆB , . . . , UˆAB2C2 . The subspaces of R
27 are mutually orthogonal. The
“complete” aliasing A = BC = ABC in the fraction means that UˆA = UˆBC = UˆABC , while
the fact that A and B are unaliased in the fraction means that UˆA ⊥ UˆB . Since this fraction is
regular, being equal (completely aliased) or orthogonal (unaliased) are the only possibilities.
This is the way we will view aliasing in Section 3. Two things occur when we move to
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nonregular fractions. One is the appearance of partial aliasing. The other is the lack of
“components of interaction” that we have in regular s-level fractions when s > 2.
3 Strength and resolution of fractional factorial designs
Let T be a finite set – for us, a set of treatments. An observation on a treatment s ∈ T is
assumed to have a mean µ(s), which we refer to as a cell mean (when T is a Cartesian product,
its elements are “cells”). Contrasts in cell means are expressions of the form
∑
s∈T
c(s)µ(s)
where
∑
s∈T c(s) = 0. We may refer to these functions c ∈ R
T as contrast functions or contrast
vectors, or (by abuse of language) as contrasts.
Any blocking (or partition) C of T determines a subspace UC ⊂ RT of dimension |C| − 1
consisting of the contrast functions that are constant on the blocks of C. If c ∈ UC, then∑
c(t)µ(t) is a contrast between the blocks. The association of a vector space UC to each
partition C was first formalized and studied by Tjur (1984).
If D is another blocking of T , we define the join of C and D to be the partition
C ∨D = {C ∩D : C ∈ C, D ∈ D, C ∩D 6= ∅}.
Let pi be the uniform probability measure on T :
pi(A) = |A|/|T |.
We denote the independence of A and B by A⊥B. This is simply the combinatorial condition
|A ∩B||T | = |A||B|.
We say that the set A is independent of the partition C (written A⊥C) if A⊥C for every C ∈ C.
Similarly, the partitions C and D are independent (C⊥D) if C⊥D for every C ∈ C and D ∈ D.
This condition is important because of the fact (Beder, 1989, Lemma 3) that
UC ⊥ UD iff C⊥D.
Independence also gives us a convenient way to define the strength of an orthogonal array (see
Lemma 3.3 below).
For the remainder of this section, let T = A1×· · ·×Ak be the set of treatment combinations
in an s1 × · · · × sk factorial, where Ai indexes the levels of factor i and si = |Ai|. Which main
effect or interaction a contrast belongs to is determined entirely by the coefficients c(s).
As r ranges over Ai, the sets
A1 × · · · ×Ai−1 × {r} ×Ai+1 × · · · ×Ak
form a blocking Ai of T consisting of si blocks of equal size. For i < j the blocks of Ai ∨ Aj
are sets of the form
A1 × · · · ×Ai−1 × {r} ×Ai+1 × · · · ×Aj−1 × {s} ×Aj+1 × · · · ×Ak
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where r ∈ Ai and s ∈ Aj .
In general, for any nonempty subset I ⊂ {1, . . . , k} the factors i ∈ I determine the blocking
∨i∈IAi of T . Its blocks are formed by taking intersections of blocks, one from each Ai, i ∈ I,
and are subsets of T of the form B1 × · · · ×Bk, where for fixed elements ri ∈ Ai we have
Bi =
{
{ri} if i ∈ I,
Ai if i 6∈ I.
(3.1)
We pause to record some simple observations that will be needed below. Let CI denote
∨i∈IAi.
Lemma 3.1. a. pi(B) =
1
Πi∈Isi
for every block B ∈ CI .
b. CI ∨ CJ = CI∪J .
c. CI⊥CJ ⇔ I ∩ J = ∅.
Proof. For B ∈ CI , |B| =
∏k
i=1 |Bi| =
∏
i 6∈I si. Thus pi(B) =
∏
i 6∈I si/|T | =
∏
i∈I si. This
proves (a).
To prove (b), let B′ ∈ CI and B
′′ ∈ CJ . Then B
′ = B′1 × · · · ×B
′
k and B
′′ = B′′1 × · · · ×B
′′
k
where B′i is of form (3.1) and B
′′
i is of the same form with I replaced by J (and possibly
different elements ri). We must show that either B
′ ∩ B′′ is also of this form, I ∪ J replacing
I, or B′ ∩ B′′ = ∅. But the first case occurs if B′i and B
′′
i agree for all i ∈ I ∩ J (trivially if
I ∩ J = ∅), while the second occurs if they disagree. Thus CI ∨ CJ ⊂ CI∪J .
Conversely, if B ∈ CI∪J then B is of form (3.1) with I ∪ J replacing I. Using the given
values of ri, i ∈ I ∪ J , define
B′i =
{
{ri} if i ∈ I,
Ai if i 6∈ I.
and
B′′i =
{
{ri} if i ∈ J,
Ai if i 6∈ J
and put B′ = B′1×· · ·×B
′
k and B
′′ = B′′1 ×· · ·×B
′′
k . Note that B
′ and B′′ automatically agree
on I ∩ J , and that B′ ∈ CI and B
′′ ∈ CJ . Then B = B
′ ∩B′′ ∈ CI ∨CJ , and so CI∪J ⊂ CI ∨CJ ,
proving (b).
Finally, let B′ ∈ CI and B
′′ ∈ CJ . If I ∩ J = ∅, then it is easy to see that pi(B
′ ∩ B′′) =
pi(B′)pi(B′′). If, however, I∩J 6= ∅, then either there exists i ∈ I∩J such that r′i 6= r
′′
i , in which
case pi(B′ ∩ B′′) = 0, or pi(B′ ∩ B′′) = 1/
∏
i∈I∪J si. In either case, pi(B
′ ∩ B′′) 6= pi(B′)pi(B′′)
for B′ ∈ CI and B
′′ ∈ CJ . This proves (c).
We now describe the contrasts belonging to main effects and to various interactions in the
factorial experiment. First, the contrasts between the blocks of Ai define the main effect of
factor i. The set of such contrast functions is then
Ui = UAi .
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The contrast functions belonging to the ij-interaction are defined to be those elements of UAi∨Aj
that are orthogonal to both Ui and Uj. They form a subspace which we denote Uij. In general,
for ∅ 6= I ⊂ {1, . . . , k} we define the subspaces UI inductively as
UI = {c ∈ UC : c ⊥ UJ for all J $ I},
where C = ∨i∈IAi and U∅ is the subspace of constant functions. For nonempty I, the subspace
UI is the set of contrast functions belonging to the interaction between the factors listed in the
set I. This is a slightly modernized version of the definition given by Bose (1947). We note
that UC has the orthogonal decomposition
UC = ⊕J⊆IUJ . (3.2)
Next, we consider what happens when we observe only those treatment combinations in a
subset, or simple fraction, S ⊂ T . Rao (1947, page 129) referred to such subsets as arrays. His
crucial discovery was the parameter known as strength.
Definition 3.2. S has strength t ≥ 1 if, for every I = {i1, . . . , it} ⊂ {1, . . . , k}, the projection
of S onto the factors i1, . . . , it consists of λI copies of the full factorial Ai1 × · · · ×Ait.
Note that for a symmetric array S, the multiplicities λI are all equal to a common value λ,
the index of the array.
As is well known, it follows from the definition that if S has strength t then it also has
strength t′ for all t′ < t. A convenient equivalent definition of strength is the following (Beder,
1998, Corollary 5.2).
Lemma 3.3. A simple fraction S has strength t iff for every I ⊂ {1, . . . , k} of size t we have
S⊥ ∨i∈I Ai.
In order to define aliasing in a fraction S ⊂ T , we restrict the contrast functions of the full
factorial experiment to the subset S. Thus we let uˆ be the restriction of u to S, and let
UˆI = {uˆ : u ∈ UI}. (3.3)
UˆI denotes the set of restrictions of all the functions in UI to the fraction S. Since addition
and scalar multiplication are defined pointwise, UˆI is also a subspace (of RS). The definition of
aliasing that follows allows us to define resolution in exactly the same way as Box and Hunter
(1961, page 319) do in regular fractions.
Definition 3.4. Let S be a simple fraction. UI and UJ are
- completely aliased in S if UˆI = UˆJ ,
- unaliased in S if UˆI ⊥ UˆJ , and
- partially aliased in S otherwise.
S has resolution R if, for each p, every p-factor effect is unaliased with every effect having
fewer than R− p factors.
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It is straightforward to see that a fraction having resolution R also has resolution R′ for all
R′ < R.
We quote the following theorem and corollary from Beder (2004, Theorem 3.4(a) and Corol-
lary 3.5). We include the brief proof of the corollary for convenience.
Theorem 3.5. Let S be a simple fraction of strength t. Let I, J ⊂ {1, . . . , n} with |I ∪ J | ≤ t.
If I 6= J , then UˆI ⊥ UˆJ .
Corollary 3.6. If S has strength t then it has resolution t+ 1.
Proof. Suppose S has strength t, and let I and J be subsets of {1, . . . , k} such that
|I| = p and |J | ≤ t− p.
By Theorem 3.5, UˆI ⊥ UˆJ . Thus no interaction of p factors is aliased with any interaction of
at most t− p factors. But this means that S has resolution t+ 1.
Corollary 3.6 implies that if S has maximum strength t then S has resolution R ≥ t + 1.
We now show that R cannot exceed t+ 1.
Theorem 3.7. If a simple fraction S has maximum strength t, then S has maximum resolution
t+ 1.
Proof. To show that S does not have resolution t+ 2, we must produce I, J ⊂ {1, . . . , k} such
that |J | < t+ 2− |I| but UˆI 6⊥ UˆJ .
Since S does not have strength t+1, there exists a set K ⊂ {1, . . . , k} such that |K| = t+1
and S⊥6 CK , where CK =
∨
i∈K Ai. That means there exists a block B ∈ CK such that S⊥6 B.
Now |K| ≥ 2, so we may write K = I ∪J , where both I and J are nontrivial and I ∩J = ∅.
Since K = I ∪ J , we have CK = CI ∨ CJ by Lemma 3.1, so there exist B
′ ∈ CI and B
′′ ∈ CJ
such that B = B′ ∩B′′.
Let u = 1B′ − pi(B
′)1 and v = 1B′′ − pi(B
′′)1. Then u ∈ UCI and v ∈ UCJ . Using equation
(3.2) we have the orthogonal sums
u =
∑
I′⊆I
uI′ , v =
∑
J ′⊆J
vJ ′ ,
where uI′ ∈ UI′ and vJ ′ ∈ UJ ′ . Now if I
′ ⊂ I and J ′ ⊂ J , then I ′ 6= J ′ (in fact they are disjoint);
moreover, if I ′ 6= I or J ′ 6= J , then |I ′ ∪ J ′| ≤ t, and thus (uˆI′ , vˆJ ′) = 0 by Theorem 3.5. Hence
(uˆ, vˆ) = (uˆI , vˆJ ). We will show that (uˆ, vˆ) 6= 0. Then (uˆI , vˆJ) 6= 0, and thus UˆI 6⊥ UˆJ . Now
(uˆ, vˆ) =
∑
s∈S u(s)v(s)
=
∑
s∈S(1B′(s)− pi(B
′)1)(1B′′ (s)− pi(B
′′)1)
= |B′ ∩B′′ ∩ S| − pi(B′)|B′′ ∩ S| − pi(B′′)|B′ ∩ S|+ |S|pi(B′)pi(B′′)
= |T | [pi(B′ ∩B′′ ∩ S)− pi(B′)pi(B′′ ∩ S)− pi(B′′)pi(B′ ∩ S) + pi(S)pi(B′)pi(B′′)].
Since S has strength t, it is independent of both CI and CJ (Lemma 3.3), and so we have
pi(B′ ∩ S) = pi(B′)pi(S) and pi(B′′ ∩ S) = pi(B′′)pi(S). Moreover, since I ∩ J = ∅, we have
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CI⊥CJ by Lemma 3.1 , and thus pi(B
′ ∩B′′) = pi(B′)pi(B′′). Therefore,
(uˆ, vˆ) = |T | [pi(B′ ∩B′′ ∩ S)− pi(B′)pi(B′′)pi(S)]
= |T | [pi(B ∩ S)− pi(B′)pi(B′′)pi(S)]
= |T | [pi(B ∩ S)− pi(B′ ∩B′′)pi(S)]
= |T | [pi(B ∩ S)− pi(B)pi(S)]
6= 0,
since S⊥6 B.
In the following, the notation OA(N, k, s, t) denotes a symmetric orthogonal array of size
N (the number of “runs”), k factors, s symbols and strength t.
Example 3.8. The solution set of the equation x1 + x2 + x3 + 2x4 ≡ 0 (mod 4) forms a 1/4
fraction of a 44 factorial, and is an OA(64, 4, 4, 2). It does not have strength 3, as its projection
on the first three factors is not a complete 43 factorial, but is rather the juxtaposition of 2 copies
each of the fractions of a 43 factorial given by x1 + x2 + x3 ≡ 0 (mod 4) and x1 + x2 + x3 ≡ 2
(mod 4). Thus it has (maximum) resolution 3: main effects are unaliased with each other, but
some two-factor interactions are aliased with main effects.
We can even say a bit more about where the aliasing is occurring. Let us call the factors
A,B,C, and D. If we project the fraction on any set of three factors that includes D, we indeed
get a complete 43 factorial design. Thus those three main effects and all their interactions will
be unaliased in the fraction. Aliasing between main effects and two-factor interactions is limited
to the three factors other than D.
One might be tempted to view this as a regular fraction with defining contrast ABCD2,
based on the defining equation, and to conclude that its resolution should be 4 since the
“wordlength” of ABCD2 is 4. However, the fraction is a solution set of an equation over Z/4,
not GF (4). According to our definition, this fraction is not regular and the usual wordlength
algorithm need not apply – indeed it doesn’t. We note that the generalized wordlength pattern
of this fraction, computed according to Xu and Wu (2001), is (0, 0, 1, 2).
Remark 3.9. We have allowed fractions to have strength 1 (resolution 2). It is even possible
to allow t = 0 in our definition of strength (take an empty join to be the trivial partition
{T}). Then a fraction has maximum strength 0 if it does not even have strength 1. Similarly,
all fractions vacuously have resolution 1, and with a bit of elaboration one may show that all
ensuing results extend to this case. As there is no practical need for this, we have omitted it.
Roughly speaking, two contrasts are completely aliased if they are equal, and unaliased if
they are orthogonal. Partial aliasing is something in between. Using this idea, Deng and Tang
(1999, page 1074) introduce a generalized resolution for 2-level designs that equals Box-Hunter
resolution plus a fraction. This is extended to other designs by Evangelaras et al. (2005, Sec-
tion 5).
Remark 3.10. An alternate proof of Theorem 3.7 can be constructed using machinery intro-
duced by Cheng and Ye (2004).
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4 Other approaches to resolution and aliasing
Several authors, such as John (1971, page 152) and Raktoe et al. (1981, page 88), define a
fraction to have resolution R if all contrasts belonging to effects of order at most [R/2]− 1 are
estimable. (An effect is of order k if it involves exactly k factors. The symbol [x] denotes the
greatest integer not exceeding x.) This is accompanied by the assumption that certain high-
order effects are absent, an assumption not present in Box and Hunter’s original formulation
(see Beder (2004) for a discussion of this issue). One consequence of their definition is that
while a design of strength t has resolution t + 1, it may, for example, have resolution R but
maximum strength R− 2 (Raktoe et al., 1981, page 174). Hedayat et al. (1999, page 281) add
a further assumption to deal with this problem.
Dey and Mukerjee (1999, page 18) define a fractional design to have resolution (f, t), f ≤ t,
if contrasts belonging to effects of order at most f are estimable when effects of order greater
than t are absent. They show that fractions of strength g are universally optimal as long as
f + t = g, and then define the resolution of such a fraction to be g + 1 (Dey and Mukerjee,
1999, Theorem 2.6.1 and Remark 2.6.2).
Box-Hunter resolution distinguishes itself from these approaches in a couple of ways:
• It is a combinatorial property of the underlying fraction, independent of any modeling
assumptions (such as the absence of high-order interactions).
• It is a measure of the amount of aliasing in a fraction rather than of the estimability of
terms in a model.
We are relying here on the concept of aliasing used in regular fractions (Definition 3.4).
We note, however, that aliasing is sometimes defined in terms of bias, specifically as a measure
of the biases caused by misspecification of a model (cf. Box and Wilson (1951, page 7) and
Raktoe et al. (1981, page 95)). The relation between the two views of aliasing is discussed in
Beder (2004).
5 Conclusion
Consider the following simple orthogonal array, an OA(18, 3, 3, 2) that is the juxtaposition of
two regular OA(9, 3, 3, 2):
O =

 000111222 000111222012012012 120012210
012120201 012012021


Here the runs are the 18 columns. The components are the solutions to x1 + x2 +2x3 ≡ 0 and
≡ 1 mod 3, and so the defining relation is I = ABC2 = A2B2C for each component. Thus the
wordlength pattern for each component is (0, 0, 2), while the generalized wordlength pattern of
the combined array, computed according to Xu and Wu (2001), is (0, 0, 1/2).
The question suggested by this example is just what information about aliasing is encoded in
the generalized wordlength pattern. We have seen that this pattern does capture the resolution
of a design in the sense of Box and Hunter. What makes the wordlength pattern useful in the
case of regular designs is the underlying aliasing structure, which is directly controlled by the
defining words. We do not yet seem to have a comparable theory for nonregular designs, one
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that would explain an example such as the one above. It would seem that Theorem 3.7 should
be a natural part of such a theory.
The development leading up to our Theorem 3.7 depends directly on the property that a
design is simple (or equireplicate). To extend it to non-simple designs would require extending
to such designs the concept of aliasing in Definition 3.4. It is not clear at this time how to do
this. Such an extension would be a larger goal of the theory.
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