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ABSTRACT OF DISSERTATION

Multi-Modal Medical Imaging Analysis with Modern Neural Networks
Medical imaging is an important non-invasive tool for diagnostic and treatment
purposes in medical practice. However, interpreting medical images is a time consuming
and challenging task. Computer-aided diagnosis (CAD) tools have been used in clinical
practice to assist medical practitioners in medical imaging analysis since the 1990s.
Most of the current generation of CADs are built on conventional computer vision
techniques, such as manually defined feature descriptors. Deep convolutional neural
networks (CNNs) provide robust end-to-end methods that can automatically learn
feature representations. CNNs are a promising building block of next-generation
CADs. However, applying CNNs to medical imaging analysis tasks is challenging.
This dissertation addresses three major issues that obstruct utilizing modern deep
neural networks on medical image analysis tasks—lack of domain knowledge in
architecture design, lack of labeled data in model training, and lack of uncertainty
estimation in deep neural networks. We evaluated the proposed methods on six
large, clinically-relevant datasets. The result shows that the proposed methods can
significantly improve the deep neural network performance on medical imaging analysis
tasks.
KEYWORDS: Annotation efficient, weak supervision, network calibration, pretraining, image-text matching
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Chapter 1
Introduction
"Medical imaging encompasses different imaging modalities and processes to image
the human body for diagnostic and treatment purposes and therefore plays an important
role in initiatives to improve public health for all population groups."
—World Health Organization Administration

The concept of medical imaging began in the year of 1895 when Wilhelm Rontgen,
a German professor of physics, invented the X-ray [112]. Over the years, multiple imaging modalities were rapidly developed and adopted [126, 128]. In today’s
practice, medical imaging serves as a critical device for diagnostic and treatment
purposes![73, 93, 127]. It provides visual representations of the interior of a human
body and reveals internal structures hidden by the skin and bones [6, 136, 150, 47]
(Figure 1.1). Medical imaging is useful to help health practitioners confirm the
diagnosis of disease and make decisions regarding treatment plans [36, 132, 31, 90].
However, in many cases, interpreting medical images is time-consuming and challenging even to experienced health providers. Computer-aided diagnosis (CAD) has been brought into clinical practices since the 1980s to help radiologists and physicians on various tasks related to the interpretation
of medical images [30, 22, 32]. The majority of the
current generation of CADs are built upon traditional computer vision and machine learning techniques [141, 24, 87]. One disadvantage of the current Figure 1.1: An ultrasound image.
1

CADs is that they are heavily reliant on hand-crafted
features and prior knowledge that may not be transferable among datasets and tasks.
Artificial neural networks (ANN) inspired by the structure and function of human
brains introduce a robust end-to-end learning method [77]. In the concept of ANNs,
the machine is only given a set of images and labels, and the image features can
be learned automatically [102]. As a subset of ANNs, deep convolutional neural
networks (CNNs) have shown its power on a wide range of computer vision tasks
since the early 2010s. For instance, CNNs surpassed human performance in natural
imaging classification tasks in 2016 [45], reported super-human performance on skin
cancer detection in 2017 [25], and beat the No.1 world ranked Go player in the same
year [123].
Though deep convolutional neural networks have a promising future, many challenges obstruct applying such an advanced technique as one of the core building blocks
of the next generation of CADs for medical imaging analysis. In this dissertation, we
propose four innovative methods to address three real-world challenges of using CNNs
in medical imaging analysis tasks.

1.1

Medical Imaging Analysis

The application of medical imaging analysis may include the following tasks: classification, detection, segmentation, and registration.
Image classification is the task of classifying images according to a set of shared
qualities or characteristics. The output of a classification task is a discrete label. A
typical classification example will be to decide whether there is a lung nodule in a
chest X-ray. The output of this example will be either "yes" or "no." A classification
task with two possible answers is also known as binary classification. A classification
task with more than two possible answers is known as multiclass or multinomial
classification. An example of multiclass classification could be deciding on the subtype
of a lung cancer shown in an X-ray. The output of this example will be one of the
subtypes.
Object detection is also known as computer-aided detection (CADe) in the medical
image analysis field. In addition to classification tasks, the goal of detection is not
only to decide whether an abnormality exists in an image but also to find the location
of the abnormality in the image. The output of a detection task could be a bounding
box that tightly surrounds the abnormality or the x and y coordinates that show the
2

Figure 1.2: Left: breast tumor detection. Red bounding boxes show the detected
lesions in the mammogram. Middle: nuclei segmentation. Each circle indicates one
segmented nucleus. Right: feature-based CT slices registration. Yellow lines with two
circles indicate the matched features in the two CS slices.
abnormality’s location. Figure 1.2 (Left) is an example of breast tumor detection.
The red bounding boxes show two detected lesions in the mammogram.
The goal of supervised image segmentation is to partition an image into multiple
segments. For instance, when given a brain MRI, we may want to strip the skull
from the image and leave only the brain. The first step is to partition the pixels of
the MRI into one of the two groups, skull or brain. Another example will be that
given a pathology image, we want to segment all the nuclei. Figure 1.2 (Middle) is an
example of nuclei segmentation. Each circle indicates one segmented nucleus.
Image registration is the process of aligning two or more images into one coordinate
system. Images may be captured from different sensors, times, or viewpoints. It
is impossible to guarantee that all the images for the same patient appear in the
same coordinate system. This misalignment between images could be problematic in
automatic medical imaging analysis tasks. Thus, image registration is a preliminary
step in many medical imaging analysis tasks that aligns two or more images into the
same coordinate system. Figure 1.2 (Right) demonstrates a feature-based registration
result of two head CT slices. The yellow line with two circles indicates the matched
feature in the two CS slices.

3

1.2

Challenges with Convolutional Neural
Network

A well-known challenge of applying convolutional neural networks (CNNs) on medical
imaging analysis tasks is the limitation imposed by the lack of labeled datasets, which
is caused by several reasons. Firstly, there is a general shortage of publicly available
data. Though millions of medical images are acquired each year, less than a fraction
of these images can be publicly accessed due to government regulations and patients’
privacy protection. Lack of publicly available data limits the CNN model development
and generalization evaluation [85, 152, 147]. Secondly, most of the medical imaging
datasets are small, which may not be able to train a CNN model end-to-end without
overfitting. For instance, the cancer imaging archive (TCIA), one of the largest
collections of cancer images that is accessible for public download, hosts 125 datasets
as of October 21, 2020, only five of them contain more than 1000 cases, and a majority
have fewer than a hundred cases [7]. Lastly, medical imaging annotation is extremely
costly because the annotator needs months or even years of training. Among all the
publicly available data, labeled datasets are extremely rare, which obstructs applying
supervised methods for CNN training [91, 85, 158].
Another major challenge preventing the use of CNN in clinical practice is the
concern of the liability issues, such as who should take the liability of a neural network
model or how much health practitioners should trust a model [40, 27, 1]. Researchers
are actively developing CNN models that are able to achieve high-performance (e.g.,
high accuracy); however, uncertainty quantification (i.e., confidence-level of predictions)
is often ignored when quantifying these models. Without indicating the confidence of
a prediction, the black-boxed result that is provided by a CNN model will be difficult
for health practitioners to accept, especially when the modern deep neural networks
tend to be overconfident in their predictions [39, 106, 74].
In addition to the challenges mentioned above, knowledge discrepancy between
DNN model developers and model users could also be an issue. A model developer is
usually someone with strong background knowledge in computer science and may not
be as knowledgeable as a health practitioner in handling medical-related tasks. In
such a case, less domain knowledge may be applied in the model development process
where domain knowledge is extremely critical in many cases.

4

1.3

Contributions

In this dissertation, we propose four novel deep neural network models to address three
real-world challenges of applying CNNs in medical imaging analysis tasks. We also
conduct a variety of experiments to show the effectiveness of the proposed methods.
The main contributions of this dissertation are:
• A clinical-inspired framework that integrates domain knowledge into the deep
learning model design process. The framework works on both 2D and pseudo-3D
medical data simultaneously.
• A weakly-supervised lesion detection method, which uses coarse labels for
fine-grained prediction. Through this method, we can relax the annotation
requirements of training object detection networks.
• A general framework for image feature learning that utilizes imagery and text
data in the medical record system without the request of manual annotations.
Various types of downstream applications can be trained using the learned
feature representation with only a small labeled dataset.
• A trainable approach to deep neural network classification model calibration,
which helps models provide a more accurate estimation of their prediction
confidence. The confidence-level of a prediction can be used as a criterion by
health practitioners to decide how much to trust a deep learning model.
• A detailed evaluation, both quantitative and qualitative, of the proposed methods
on multiple clinically relevant datasets.

1.4

Dissertation Outline

The remainder of this document consists of the following chapters:
• Chapter 2 provides a technical background that is necessary for understanding
the work in this dissertation. We provide an overview of related background
knowledge and research in the convolutional neural net, transfer learning, class
activation mapping, and Siamese network.
• Chapter 3 introduces a multi-modal classification framework, which evaluates
2D and pseudo-3D data simultaneously. The proposed framework is highly
5

inspired by the daily clinical practice of specialized breast radiologists. The key
technique contribution is that we innovatively convert 3D medical data with
a varying number of slices into a fixed-size representation, which significantly
reduces the computation of a deep neural network.
• Chapter 4 proposes a weakly-supervised lesion detection network. Conventionally, object detection networks are trained fully supervised with bounding
boxes or pixel-level annotations. However, such kinds of fine-grained annotations
hardly exist in the clinically relevant datasets. In this chapter, we propose a
weakly-supervised network for breast lesion detection. The proposed method
takes image-level labels as weak supervision and uses a self-learning approach to
learn the location of lesions gradually. No bounding boxes or pixel-level labels
are needed in this method.
• Chapter 5 presents a general framework for image feature learning in a low
resource setting. Manual annotations are costly in the medical domain. Deep
learning researchers are frequently suffering from the lack of labeled data. Though
there is plenty of existing data in the medical record system that provides rich
information about medical images, it is still unacceptable to use to directly
train a deep learning model. In this chapter, we use unstructured text and
image reports as a form of weak supervision. The proposed framework learns
image feature representation through an image and text matching network.
The learned feature representation can be used to build various downstream
applications.
• Chapter 6 explores a problem related to safe AI in the medical domain (i.e.,
how much health practitioners can trust a deep learning model). Modern
deep learning networks tend to be overconfident in their predictions, which
is problematic in an automatic decision-making system. In this chapter, we
propose a trainable approach to deep learning model calibration, which helps
models provide a more accurate estimation of the confidence in their prediction.
• Chapter 7 summarizes the major findings and the contributions of this dissertation. The results of the dissertation will lead to the improvement of medical
imaging analysis methods and understanding. Possible future research directions
are also discussed.
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Chapter 2
Technical Background
In this chapter, to help readers understand the proposed study, relevant technical
background information is provided. The concept of convolutional neural networks,
a type of neural network commonly used for image-related tasks, is first introduced,
followed by the description of transfer learning. Transfer learning is a widely used
technique in deep learning model training, especially when the training set is small.
Then the method of class activation mapping is discussed, which is a common tool used
for deep learning model decision visualization. Finally, this chapter ends with Siamese
networks, a neural network that minimizes the intraclass distance and maximizes the
interclass distance in the feature space.

2.1

Convolutional Neural Networks

The convolutional neural network (CNN) is a subset of feed-forward artificial neural
networks that fall under the concepts of machine learning and artificial intelligence
(AI) in a broader sense [117]. CNNs are powerful tools for various imaging-related
tasks [72, 44, 25, 133, 165]. For instance, Krizhevsky et al. [72] proposed an eight-layer
CNN network that reduces the top-5 classification errors on the ImageNet [20] dataset
from 25.8% to 16.4% in 2012. In 2015, He et al. further reduced the figure to 3.57%
by assembling multiple very deep CNN models [44], which is higher than human
performance (approximately 95%) on this dataset. In the medical field, CNN is widely
applied to various imaging analysis tasks, such as medical imaging classification [25],
lesion detection [109], imaging segmentation [110], and imaging processing [156].
A CNN model usually contains multiple convolutional (Conv) layers that may be
followed by one or more fully connected (FC) layers. The Conv layers learn feature
representations of an image, and the FC layers are used for a final decision [130]. Each
7

Figure 2.1: A convolutional neural network (CNN) architecture for image classification
tasks. There are four types of layers included in this CNN model: convolutional
(Conv), pooling (Pool), non-linear activation (rectified linear unit–ReLU), and fully
connected (FC) layers.
Conv layer may be followed with a non-linear activation layer and a pooling layer.
Figure 2.1 shows an example of a CNN architecture.
A Conv layer contains a set of learnable filters. The size of the filters is usually
spatially small, for instance, 3 ◊ 3 or 5 ◊ 5. The filters are moved across the width
and height of the input. The convolution process of a Conv layer generates multiple
two-dimensional maps (the number of maps is equal to the number of filters). Given
a filter (K) and an input image (I), the convolution process with stride 1 can be
presented as:
conv(I, K)x,y =

H ÿ
W
ÿ

(2.1)

Ki,j Ix+i≠1,y+j≠1 ,

i=1 j=1

where H and W are the height and width of I. The output dimension of this filter is:
E

F E

F

H + 2p ≠ f
W + 2p ≠ f
dim(conv(I, K)) = (
+1 ,
+ 1 ),
s
s

(2.2)

where f is the size of the convolutional filter, p is padding, and s is stride. Figure 2.2
illustrates a convolution process of a 3 ◊ 3 filter applied over a 9 ◊ 9 image with stride
3 and padding 0 from input to output. According to Equation 2.2, the output feature
map shape is 3 ◊ 3.
The non-linear activation layer applies element-wise non-linearity by using some
specific functions. Commonly used non-linearity functions may include:
• Rectified linear unit (ReLU):
relu(x) = max(0, x),

(2.3)

• Hyperbolic tangent function:
tanh(x) =

sinh(x)
e2x ≠ 1
= 2x
,
cosh(x)
e +1
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(2.4)

Figure 2.2: Illustration of a convolution process of one 3 ◊ 3 filter (stride 3 and padding
0) from input to output.
• Sigmoid function:
‡(x) =

1
.
1 + ex

(2.5)

The pooling layers with stride larger than 1 perform down-sampling, which reduces
the spatial size of the representation. The output shape of a pooling layer can be
computed using Equation 2.2. A pooling layer is commonly periodically inserted
between successive Conv layers. Max-pooling function is one of the most commonly
used pooling functions using the maximum value from a region to represent the region.
Average pooling is another widely used pooling function.

2.2

Transfer Learning

The recent rapid advancement of the neural networks was enabled by the large amount
of data collected during the big data era and advanced computational devices, such as
the graphics processing units (GPUs). It is known that the performance of a modern
neural network model is associated with the network capacity. For instance, networks
with more layers or parameters [124, 137] are more likely to have a better performance
than the shallower ones or the ones with fewer parameters [76, 72]. However, the
more parameters that need to be learned, the more data that is required during the
training stage. Unfortunately, large datasets are rare in many professional domains
due to the prohibitively high annotation cost.
Transfer learning is a machine learning technique in which a model trained on
one task can be repurposed to improve generalization in another setting [35]. It is
an optimization that allows rapid progress or improves performance when modeling
9

Figure 2.3: A transfer learning model that was pre-trained using the ImageNet data
and transferred to a chest x-ray dataset.
the second task [100]. The typical way to do transfer learning in the imaging domain
is to pre-train a CNN model on a large dataset. The pre-trained weights are then
applied to a second CNN model and train the second model on a new dataset. The
pre-trained weights can be applied to all layers, except the last fully connected layer,
if the architectures are the same for the two models. The parameters that receive the
weights can be either frozen or fine-tuned during the second training stage, but the
last fully connected layer must be optimized.
Figure 2.3 illustrates a transfer learning model. The model was pre-trained using
the natural imaging dataset and transferred to the second model for a chest x-ray
classification task. The parameters of all the convolutional (Conv) layers in the pretrained model were transferred to the second model. The Conv layers of the second
model were frozen and used as a fixed image feature extractor in the second model.
A shallow CNN classifier was added after the feature extractor. The shallow CNN
classifier contained a new Conv layer, a max-pooling layer, and two fully connected
layers. The new Conv layer aimed to convert the natural imaging specific features to
chest x-ray specific features. Only the CNN classifier was optimized during the second
training stage.
ImageNet dataset [20] (also known as the ILSVRC dataset) is the most used dataset
for pre-training. The dataset contains over one million images across 1000 classes.
Many researchers report performance improvement when pre-training on ImageNet for
numerous tasks in various imaging domains, including the medical imaging domain.
However, whether ImageNet is suitable for other imaging domains is still debatable
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partly because of the significant character differences between the natural imaging
domain and others. For instance, a natural image typically has three color channels
(R, G, and B channels). However, the majority of the medical images have only one
channel. Additionally, objects in a medical image are dramatically different from
those in a natural image. Thus, whether we should use ImageNet to pre-train medical
imaging analyzing networks still remains an open question.

2.3

Class Activation Mapping

Neural networks are considered as black-boxes. Users have limited information about
how a specific decision is made by a neural network. Class activation maps (CAM) is
a technique to visualize the decision-making process of a CNN mode [167, 119]. The
pixel values of CAM heatmaps are associated with the contribution to the classification
decision. A higher value indicates a higher contribution.
Figure 2.4 shows four examples of the decision-making process visualization using
CAM heatmaps of a text-imaging matching network. The network is trained to verify
whether a given text and image are naturally matching. In all of the examples, the
CAM heatmaps successfully highlight the critical parts that associate the image to
text. These examples are generated based on [167], in which the CAM heatmap (Mc )
for class c can be computed as:
Mc (x, y) =

ÿ

wkc fk (x, y),

(2.6)

k

where (x, y) is a spatial location, fk (x, y) represents the activation of unit k in the last
convolutional layer at the spatial location, wkc indicates the weight corresponding to
class c for unit k. The bias term is ignored by explicitly setting the input bias of the
softmax to 0 since it has little to no impact on the classification performance [167].
More specifically, a classification network with a global average pooling (GAP)
layer needs to be trained first. The GAP layer follows the last Conv-layer in the
network. After the GAP layer, a fully-connected layer followed by a softmax layer.
To generate the CAM heatmap of the predicted class, the following procedures are
conducted: 1) retrieve all the weights connected between the fully-connected layer
and the softmax class of which we want to predict. If n feature maps are presented
before the GAP layer, n weights will be received. 2) Computed the weighted sum of
the n feature maps that come from the last Conv-layer. The weighted sum generated
a heatmap of a particular class. The size of the heatmap was the same as the feature
map.
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Figure 2.4: Class activation maps (CAM) visualize the decision-making process of a
text-imaging matching network on four examples. The CAM heatmap highlights the
regions that have a high contribution to the decision of whether the given text and
image are matching naturally.
Since the pixel values of CAM heatmaps are associated with the contribution
to the classification decision, the pixel values can be interpreted as the possibility
of object-of-interest occurrence. Thus, CAMs can also be used as weak supervision
for object detection network training [52, 142, 82]. Traditionally, object detection
networks are trained with pixel-level labels or bounding box annotations. However,
such kinds of fine-grained labels tend to have higher annotation costs than those of
image-level labels. By utilizing CAMs, an object detection network using only the
image-level labels can be trained.

2.4

Siamese Networks

Siamese neural networks typically contain two identical subnetworks which share
the same weights [138, 41]. A siamese network can learn useful data representations
that can be used to compare the inputs of the two subnetworks. The outputs of the
subnetworks usually are feature vectors. A distance-based loss function is often used
to compare the outputs that minimize the loss of samples from the same class and
maximize the loss of samples from different classes [18, 118]. The simplest version
will be that feeding the absolute difference between the two feature vectors to a fully
connected layer for a binary classification task and applying the binary cross-entropy
loss.
Figure 2.5 shows a simple siamese network that classifies whether two images are
12

Figure 2.5: A simple siamese network.
from the same class. The network contains two identical image processing subnetworks
with shared weights. The image processing network converts an input image to a
feature vector. The absolute distance of the two feature vectors are passed to a fully
connected layer for classification. Binary cross-entropy loss is used in this example.
This loss can be calculated as:
LossBCE = ≠ylog(p) + (1 ≠ y)log(1 ≠ p),

(2.7)

Loss = LossBCE+ + LossBCE≠ ,

(2.8)

where y is the class label (i.e., 0 or 1), p is the predicted probability. In order to
minimize the loss of samples from the same class and maximize the loss of samples
from different classes, both positive and negative samples may be fed at a time and
add up the losses of the two samples:

where LossBCE+ is the binary entropy loss for the positive sample, and LossBCE≠ is
the binary entropy loss for the negative sample.
Another popular loss function for siamese networks is the triplet loss [118]:
Losstriplet = max(d(a, p) ≠ d(a, n) + margin, 0),

(2.9)

where d(·) is a distance function (such as the L2 distance), a is a sample from the
dataset, p is a positive sample (e.g., a sample from the same class), n is a negative
sample, and margin is an arbitrary margin that helps to distinguish the two pairs of
samples better.
A number of applications can be built on siamese networks, such as one-shot
learning image recognition [70], face recognition [118], pedestrian tracking [75], resumesjobs matching [89]. In this dissertation, the idea of siamese networks was used to
build a siamese-like network that performs image and text matching tasks.
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Chapter 3
Combine Domain Knowledge with
Technology
design

—Clinically inspired deep learning architecture

In general, most of the development of convolutional neural networks (CNN) in the
medical imaging domain is done by computer science experts, who may have a basic
understanding of the medical domain but may not be a domain expert. Empirically,
domain knowledge is important in medical imaging analysis tools. Thus, there is a
need to integrate domain knowledge into CNN model development. This chapter shows
that by including domain knowledge from the medical side into CNN architecture
design, we can significantly improve the model’s performance. We demonstrate this
hypothesis through a clinical-inspired multi-modal breast cancer classification network.

3.1

Introduction

Breast cancer is the leading cause of cancer death in over 100 countries and the
most frequently diagnosed cancer in 154 out of 195 countries in the world [14, 122].
Mammography is the only image screening tool that has been proven to reduce breast
cancer mortality [47]. Digital mammography (DM or 2D mammography) and digital
breast tomosynthesis (DBT or 3D mammography) are the two types of mammograms
that are used in clinical practice [2] (Figure 3.1). However, the existing models
typically focus on using either DM or DBT [109, 162, 92, 166].
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Figure 3.1: Example of a positive 2D digital mammogram in craniocaudal (CC) view
(left) and the four slices from the corresponding digital breast tomosynthesis (right).
Inspired by clinical practice, we propose a novel breast cancer classification approach
using convolutional neural networks (CNN) that simultaneously reads DM and DBT,
as what radiologists would do in their daily practice. One key challenge of this work
is how to use DBT effectively. The data size of DBT is large and with varying depths
(on average, each DBT has 1024 ◊ 1024 ◊ 82 voxels in this study). Training a 3D CNN
model for such large data is extremely computation/memory costly and may potentially
lead to overfitting. We innovatively extract a fixed-size slice representation for each
DBT and use a 2D CNN for classification. The extracted fixed-size representation
can capture the changes between DBT slices, which often helps radiologists evaluate
DBT. From our experiment, the proposed method has improved the performance
significantly.
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Figure 3.2: Overview of the proposed model. A) DBT data pre-processing, convert
DBT data to a fixed representation. B) The input of the model is DM/DBT pairs.
C) Feature map extraction using the backbone network. D) Ensemble outputs of
different CNN classifiers for testing. Blue lines, model training stage; Green lines,
model testing stage; Black lines, shared by the training and testing stage; DBT, digital
breast tomosynthesis; DM, digital mammogram.

3.2
3.2.1

Background
Mammography

Mammography is a specialized medical-imaging technique using a low-dose x-ray. It
is used in the early detection and diagnosis of breast diseases. Digital mammography
(DM), also called full-field digital mammography (FFDM) or 2D mammogram, uses
two-dimensional x-ray projections to acquire images with a high spatial resolution
(e.g., 3328 ◊ 4096 pixels). While the high resolution helps distinguish the subtle
differences between cancer and normal breast tissue, the sensitivity of cancer detection
is often limited by superimposed breast tissue, especially in dense breasts [3]. Digital
breast tomosynthesis (DBT), also called 3D mammography, is an advanced form of
breast imaging, which captures a volumetric view of the breast as a set of parallel 2D
image slices, which overcomes the superimposition problem of DM [4, 125]. DBT can
lead to better visualization of the underlying tissue; the number of 2D image slices
may vary (i.e., from tens to a few hundred) depending on the volume and size of the
breast. The large size of DBT data (e.g., on average 1024 ◊ 1024 ◊ 82 voxels in this
study) and the varying depth of each DBT can pose a great challenge to computer
algorithms. Research has concluded that by considering the slice-to-slice change
information of DBT, radiologists’ performance can be improved in both accuracy and
confidence [94, 105].
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3.2.2

CNN-Based Computer-Aided Diagnosis Tools

Ribli et al. used a Faster r-CNN [108] based approach to classify the 2D mammograms,
and that achieved 0.95 AUC (area under the receiver operating characteristic curve)
for breast tumor classification [109]. This work won second place at the Digital
Mammography DREAM Challenge [5]. Shen et al. [121] designed a fully convolutional
network for mammogram classification, which achieved 0.94 AUC. Though both the
methods reported an exciting performance, the models were trained using bounding
boxes (BBs). Such annotations are usually not available on the real clinical data due
to the extremely high obtaining cost for medical images. More importantly, these
methods are only designed for 2D mammograms. None of them works on DBT.
Mendel et al. [92] proposed a model using a pre-trained VGG19 [124] network as
the feature extractor and using a support vector machine (SVM) [19] as the classifier to
separately evaluate breast lesions in DM and DBT. They reported 0.81 and 0.89 AUC
on DM and DBT, respectively. However, the proposed work has two major limitations.
Firstly, a keyframe of each DBT needs to be selected by a trained radiologist during
the data pre-processing step. This human involvement does not only increase the cost
of using the method but also introduces bias into the proposed model. Secondly, this
method omits using the most important informant of DBT—the slice-to-slice changing
information, which is the most distinguished feature separating DBT from DM and
often used by radiologists for breast cancer detection and diagnosis. Zhang et al. [162]
proposed an end-to-end breast cancer classification method using AlexNet [72] as
the backbone. Similar to [92], Zhang’s method needs to use two different models to
evaluate DM and DBT separately. Though this method has some advantages over the
previous ones, the model performs poorly on DBT due to the high computational cost
of the 3D CNN model. The performance of classifying normal vs. malignant images
is only 0.66 AUC. More importantly, neither Mendel’s nor Zhang’s method is able to
evaluate both DM and DBT simultaneously.

3.2.3

CNN Model for Volumetric Data

Two types of 3D CNN models are commonly used to handle volumetric data. The first
is the fully 3D CNN architecture, such as 3D-ResNet [43] and I3D [15]. The second is
to use 2D CNN models in a 3D way, such as [162]. Even though the two approaches
work differently, they both suffer from the same limitations. Due to the CNN model
limitation, it is not easy to train a CNN model with a varying size of data. Also,
volumetric data usually have much more extensive data size than a regular 2D image,
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for instance, the average size of ImageNet data is 469 ◊ 387 pixels, but the average size
of DBT used in this study is 1024 ◊ 1024 ◊ 82 voxels. Training a 3D CNN model on
such a large data size is extremely computation costly and may potentially lead to
overfitting. To reduce the negative effect, Zhang’s model only takes 30 slices of each
DBT as the input [162]. However, by doing this, either a pre-selection step is needed,
or we are just hoping the slices we decide to feed into the model will represent the
whole volumetric data sufficiently. Neither of the scenarios is optimal. Thus, directly
training a 3D CNN model for DBT may not be a good option.

3.3

Architecture Overview

We propose a novel CNN ensemble method for breast tumor classification. The
proposed approach consists of three main components: 1) DBT pre-processing approach
(Figure 3.2 A), 2) DBT and DM feature extraction and feature map concatenation
(Figure 3.2 C), and 3) multiple classifiers and ensemble outputs of each classifier
(Figure 3.2 D).

3.3.1

DBT Pre-processing

In non-medical domains, a popular method to represent a series of images is to apply
a temporal pooling operator to the features extracted at individual images. The commonly used temporal pooling operators may include temporal templates [13], ranking
functions [29] and sub-videos [49], as well as other traditional pooling operators [114].
We adopt the idea of temporal pooling operators to the medical imaging domain.
Inspired by Bilen et al., we applied RankSVM [11] directly on DBT data to extract a
fixed, one-slice representation of each DBT. Since the extracted fixed representation
keeps the dynamic features (i.e., the slice-to-slice changes) of DBT, we call it dynamic
feature image. See Figure 3.3 for examples.
One dynamic feature image is a single RGB image, which captures the slice-to-slice
changes of a DBT. A ranking function is used to obtain the dynamic feature image for
a series of slices I1 ,...,IT , temporally. More specifically, let Â(It ) œ Rd be the feature
q
vector extracted from each individual slices It in the series. Let Vt = 1t t· =1 Â(I· ) be
the average time of these features up to time t. The ranking function associates to each
time t a score S(t|d) = Èd, Vt Í, where d œ Rd is a vector of parameters. The function
parameters d are learned so that the scores reflect the rank of the slices in the series.
Therefore, later times are associated with larger scores, i.e. q º t ∆ S(q|d) > S(t|d).
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Figure 3.3: Example of DM and the corresponding dynamic feature images.
Learning d is posed as a convex optimization problem using the RankSVM function:
dú = ﬂ(I1 , ..., IT ; Â) = argmind E(d),
⁄
2
E(d) = ||d||2 +
◊
2
T (T ≠ 1)
ÿ
q>t

(3.1)

max{0, 1 ≠ S(q|d) + S(t|d)}.

The first term in the objective function is a quadratic regularizer used in SVM.
The second term is a hinge-loss that counts how many pairs q º t are incorrectly
ranked by the scoring function. The optimizer to the RankSVM is written as a
function p(I1 , ..., It ; Â) that maps a series of T slices to a single vector d⇤ . Since this
vector contains enough information to rank all the slices in the series, it aggregates
information from all of them and can be used as a descriptor of a series of slices. The
process of constructing d⇤ is known as rank pooling [28]. Rank pooling can be applied
directly to the slices of DBT.

3.3.2

CNN Architectures

The proposed network contains two kinds of CNNs: the backbone CNN feature
extracting network (Feature Extractor) and the shallow CNN classifier (Classifier).
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Figure 3.4: Concatenate features. H=height, W=width, M=modality, C=channel.
CNN Feature Extractor
The Feature Extractor is a fully convolutional network (FCN), which takes a W ◊H ◊K
image as input and outputs a W Õ ◊ H Õ ◊ K Õ feature map. We use the common
CNN classification architecture to build the Feature Extractor by pre-training it on
ImageNet [20] dataset. The fully connected (FC) layers of the model are removed.
The pooling layer between the first FC layer and the last convolution (Conv) layer is
also removed, if applicable. We use the output of the last convolutional layer of the
model as the extracted feature map. All the parameters are frozen during the feature
extracting step.
CNN Classifier
There are three CNN classifiers with two different architectures included in the
proposed model. The DBT Classifier and DM Classifier (Figure 3.2 D-1 and 3.2
D-3) are used for DBT feature map classification and DM feature map classification,
respectively. These two classifiers share the same architecture but with different
weights, which was implemented as a 2D Conv layer followed by two FC layers. The
DM-DBT Classifier (Figure 3.2 D-2) simultaneously evaluates the DM and DBT by
taking the feature maps of the two imaging modality in combination and concatenating
them on the modality dimension (see Figure 3.4). The 2D Conv layer in the other
Classifiers is replaced with a 3D Conv layer. The 3D convolution kernels are applied on
the height, width, and modality dimensions. All the Conv layers included convolution,
batch normalization [54], leaky ReLU [155], and max pooling [72]. The batch size is
32. Max pooling has a 2 ◊ 2 or 2 ◊ 2 ◊ 1 receptive field with stride 1 for 2D and 3D
Conv layers, respectively. Cross-entropy loss is used in training. Adam optimizer [68]
with a learning rate of 0.0001 is used as the optimizer. Dropout [131] with a rate of
0.5 is applied to the FC layers. See Table 3.1 for Classifier architecture detail.
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Table 3.1: Detail of CNN Classifiers.
Classifier Input Shape Conv Layer Conv Type Pooling FC1 FC2
DBT or DM w ◊ h ◊ c
c @ 1◊1
2D Conv
2◊2
256 128
DM-DBT w ◊ h ◊ 2 ◊ c c @ 1 ◊ 1 ◊ 2 3D Conv 2 ◊ 2 ◊ 1 256 128

3.3.3

Classifier Ensemble

We propose to use the ensemble learning strategy to improve both the model performance and prediction confidence. In order to keep our method intuitive and
straightforward, we use the majority voting strategy [57] in this study.
Suppose we have K classifier, the majority voting can be computed as:
C(X) = arg maxi

qK

j=1

wj I(hj (X) = i),

(3.2)

where hi is the classifier, wi is the weights that sum to 1, and I(·) is an indicator
function.

3.4
3.4.1

Evaluation
Dataset

A private, clinical dataset is used in this study. All the DM and DBT data were
retrospectively collected from patients seen at a comprehensive breast imaging center
in the United States from Jan 2014 to Dec 2017. The dataset contains 415 benign
patients and 709 malignant patients. Each patient was reviewed by practicing breast
radiologists. Both the benign and malignant cases were proved with a biopsy. All
patients had both DM and DBT in either craniocaudal (CC) or mediolateral oblique
(MLO) view or both views. Approximately 1400 paired DM/DBT data were included.
To our best knowledge, this is the largest paired DM/DBT breast cancer dataset.
The DM was provided in 12-bit DICOM format at 3328 ◊ 4096 resolution. The
DBT was provided in 8-bit AVI format with a resolution of 1024 ◊ 1024. All the frames
of every DBT data was saved to a set of 8-bit JPEG images before generating the
dynamic feature images. Both the DM and dynamic feature images were down sampled
to 832 ◊ 832. Data augmentation was also applied to each of the mammography
images and dynamic feature images through a combination of reflection and rotation.
Each original image was flipped horizontally and rotated by each of 90, 180, and 270
degrees. In total, 6875 paired DM/DBT data were used in this study.
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The dataset was randomly partitioned into training and testing datasets with a
4 : 1 ratio on the patient-level. All the images of the same patient will be in either the
training set or the test set. The benign and malignant ratio was maintained in both
training and testing sets. To minimize the imbalance effect (low benign to malignant
ratio), we balanced each mini-batch during training.

3.4.2

Implementation and Evaluation Metrics

Four popular CNN networks were used as the backbone feature extractor in this study,
namely AlexNet [72], ResNet [44], DenseNet [51], and SqueezeNet [53]. The model
was deployed in Pytorch [103] and trained with balanced mini-batches for 100 epochs
on a Linux computer server with eight Nvidia GTX 1080 GPU cards. The whole
training process, including the feature extraction and the CNN classifier training, can
be done within several hours.
The classification accuracy (ACC), the area under the receiver operating characteristic curve (AUC), precision (Prec), recall (Reca), F1, average precision (AP), and
average correct predict confidence (AC) were used in this study.

3.4.3

Baseline Model and Ensemble Approach

We use the 2D-T3-Alex and 3D-T2-Alex models from [162] as the baseline model
for DM and DBT, respectively. The 2D-T3-Alex model is a transfer learning 2D
CNN model, which uses pre-trained AlexNet to extract features. The 3D-T2-Alex
model is a 3D CNN model, which firstly uses the regular AlexNet model to extract
feature maps of every slice in a DBT. Then, K feature maps of each DBT are fed
into a one-Conv-layer 3D CNN model for classification. K = 30 was chosen in their
paper [162].
Our experiment shows the proposed model significantly improves the performance.
By only using DBT data (i.e., the dynamic feature images), the performance can
be improved from 0.72 AUC to 0.89 AUC (23.61% increase). When using DM and
DBT in combination, a single model can achieve 0.95 AUC. After assembling the
three classifiers (DM Classifier, DBT Classifier, and DM-DBT Classifier, which uses
DM only, DBT only, and DM and DBT data, respectively), the proposed model can
further improve the performance to 0.97 AUC (Table 3.2).
Table 3.3 lists the ensemble result of all the different backbone networks. The
performance is consistent among the four different feature extractors, which indicates
the proposed method is not limited to any specific architecture.
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Table 3.2: Ensemble results for different backbone networks.
Model
2D ≠ T 3 ≠ Alex
3D ≠ T 2 ≠ Alex
OursDBT
OursDM ≠DBT
OursEnsemble

Input Data
DM only
DBT only
DBT only
DM & DBT
DM & DBT

Backbone Network
AlexNet
AlexNet
AlexNet
AlexNet
AlexNet

AUC
0.87
0.72
0.89
0.95
0.97

Table 3.3: Comparing with baseline model.
Backbone Network
AlexNet
ResNet
DenseNet
SqueezeNet

3.4.4

Input Data
DM & DBT
DM & DBT
DM & DBT
DM & DBT

AUC
0.97
0.96
0.97
0.97

Single Modality vs. Multiple Modalities

In this section, we evaluate the model performance using a single imaging modality
vs. multiple imaging modalities. More specifically, we are comparing the performance
of DM Classifier, DBT Classifier, and DM-DBT Classifier. Four different backbone
networks were used. In total, 12 models were trained and compared in this experiment.
Table 3.4 reveals when using multiple imaging modalities together, the model
performance is significantly better. The DM-DBT Classifier achieves a 0.95 AUC on
average. However, the save metric for DM Classifier and DBT Classifier is 0.88 and
0.89, respectively. The table also shows when using DBT data, the model prediction
confidence can be improved, especially when using DM and DBT in combination. On
average, the prediction confidence of DM Classifier is 0.83, the same metric of DBT
Classifier and DM-DBT Classifier is 0.89 and 0.93, respectively. As in the previous
section, the performance of all four different backbone networks is consistent. They all
achieved a similar result, except the average prediction confidence of single modality
classifiers (i.e., DM Classifier and DBT Classifier). Among the four backbone networks,
the DenseNet performance is slightly better than others, which achieves the highest
scores of 17 out of 21 different metrics for different classifiers.
Figure 3.5 shows the AUC curve of the different models. The green line indicates the
AUC performance of DM-DBT Classifier, the orange line is for the DBT Classifier, the
blue line is for the DM Classifier, and the dashed line indicates a random performance
(0.5 AUC).
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Table 3.4: Evaluation results of models trained with a single modality vs. models
trained with the multiple modalities.
Backbone
DM Classifier
DBT Classifier
DM-DBT Classifier
Network ACC AUC F1 Prec Reca AP AC ACC AUC F1 Prec Reca AP AC ACC AUC F1 Prec Reca AP AC
AlexNet 0.78 0.87 0.76 0.87 0.75 0.70 0.78 0.81 0.89 0.80 0.84 0.76 0.76 0.83 0.90 0.95 0.89 0.91 0.87 0.86 0.83
ResNet 0.78 0.87 0.79 0.75 0.83 0.71 0.96 0.79 0.88 0.79 0.80 0.78 0.73 0.97 0.87 0.94 0.87 0.82 0.93 0.80 0.96
DenseNet 0.79 0.90 0.80 0.76 0.83 0.72 0.79 0.85 0.91 0.85 0.86 0.84 0.80 0.97 0.91 0.96 0.91 0.93 0.89 0.88 0.96
SqueezeNet 0.78 0.88 0.78 0.78 0.79 0.71 0.80 0.79 0.89 0.78 0.85 0.72 0.75 0.79 0.90 0.96 0.91 0.93 0.88 0.88 0.97
Average 0.78 0.88 0.78 0.79 0.80 0.71 0.83 0.81 0.89 0.81 0.84 0.78 0.76 0.89 0.89 0.95 0.90 0.90 0.90 0.86 0.93

(a) AlexNet Backbone Models

(b) ResNet Backbone Models

(c) DenseNet Backbone Models

(d) SqueezeNet Backbone Models

Figure 3.5: AUC curves of different models. By using 2D digital mammogram (DM)
and digital breast tomosynthesis (DBT) data in combination, the model performance
can be improved significantly. DM Classifier-Use only DM data for training, DBT
Classifier-Use only DBT data for training, DM-DBT Classifier-Use DM and DBT
data in combination for training.

3.5

Discussion

3.5.1

Limitation

Due to the nature of medical images, most of the mammography datasets are private
collections. The largest publicly available mammography dataset is the Digital
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Database of Screening Mammography (DDSM), which was established in 1999, which
contains 2620 cases for three classes (Negative, Benign, and Malignant). DDSM only
contains digitized screen-files of mammograms and does not include any DM or DBT.
Though we are using the largest known dataset in this study, the dataset size may
still be considered as small compared to the nature imaging domain, such as the
ImageNet dataset that has over one million images. The limited number of data
may affect the model prediction power. Also, the model was trained only using the
data from the same facility with machines from a single vendor. Therefore, these
results must be validated across different vendors and facilities. Variability in the
clinical data available in different facilities is expected. One of the future works is to
collaborate with more facilities to increase the dataset size and to validate the model
across different vendors, facilities, and populations.

3.5.2

Future Uses

The goal of this study is not to develop software to replace radiologists but to assist
them. Radiologists are doing more than analyzing images. No computer software is
expected to replace radiologists, soon. In addition, current deep learning algorithms
work differently with radiologists. For example, the proposed method does not review
any patient’s prior images, which is another information radiologists often assess to
detect breast cancer on mammograms. Other than imaging features, radiologists also
consider more comprehensive factors, such as patients’ risk profiles. Though deep
learning models work differently with radiologists, the high performance of this model
may enable it to serve as a second reader when a double reading at a mammography
screening is not available. Our work emphasizes the need for using multiple imaging
modalities to improve the accuracy of breast cancer classification and save experts’
time on high-probability healthy patients. The proposed method is intuitive and
straightforward and has a good performance. It will be easy to replicate, and we
believe it will serve as a strong baseline for future research.

3.6

Conclusion

We propose a novel deep learning ensemble model for breast lesion classification, which
simultaneously uses digital mammograms (DM) and digital breast tomosynthesis
(DBT). We innovatively use the RankSVM algorithm on DBT to extract a fixed
representation, dynamic feature image, of DBT. Dynamic feature image captures the
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slice-to-slice difference in DBT, which is the information often looked at by radiologists.
The experiments show that when using both DM and DBT in combination, the single
model performance can be improved nearly 10% on AUC and 23% on the prediction
confidence. By applying an ensemble strategy on the three classifiers, the best
performance can be improved to 0.97 AUC. This improvement indicates that deep
learning models, like radiologists, benefit from combining both mammographic image
formats. Also, the consistency of better performance across different feature extractors
and classifiers suggests that our method is not limited to any specific deep learning
architecture. The proposed DBT data representation method and dynamic feature
image can also increase the classification performance of using DBT-only data by
nearly 24%. In addition, our approach uses only the image-level labels. Due to a
large number of incoming data in the daily, clinical practice, annotating images with
bounding boxes is not practical. However, we believe that with more precise labels,
such as bounding boxes, the performance of our model can be further improved. Our
model can adapt to bounding box labeling with minor changes.
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Chapter 4
Learn Fine-Grained Labels from
Coarse Labeled Data
detection

—Weakly-supervised training for abnormality

In the natural imaging domain, the use of deep learning methods has dramatically
increased the state-of-the-art performance in object localization tasks. However, a
high-performance localization network is usually trained with large training datasets
with pixel-level or bounding box annotations, which are extremely costly, especially in
the medical imaging domain. The prohibitively high annotation cost limited the applicability of using deep learning as the backbone for computer-aided detection (CADe)
tools. We propose a novel weakly-supervised method for abnormality localization
in medical images. The essential advantage of our approach is that the model only
requires image-level labels and uses a self-training strategy to refine the predicted
localization in a step-wise manner. We evaluated our approach on a large, clinically
relevant mammogram dataset from breast cancer localization. The results show that
our model significantly improves performance compared to other methods trained
similarly.

4.1

Introduction

Recently, deep learning has demonstrated revolutionary potential in various medical imaging analysis tasks such as classification, localization, segmentation, image
post-processing, treatment planning, etc [25, 95, 115, 166, 156, 154, 84]. In object
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localization tasks, fully-supervised training methods usually require a large number of
training images with bounding boxes (BBs) of region-of-interests (ROIs) or pixel-level
annotations [33, 107, 109, 169]. However, such fine-grained annotations are usually
not available for medical images, especially for a clinically-relative breast cancer
dataset [147]. Obtaining the annotations usually is expensive and time-consuming
because the annotator needs months or even years of professional training. In contrast
to fully supervised training, weakly-supervised training uses coarser annotations, such
as image-level labels [23, 101, 12], which can significantly reduce the time and cost for
annotation.
Domain adaptation is one way to train an object localization network without finegrained labels. This approach was proposed to deal with the scenarios in which a model
trained on a source distribution (dataset) is used in the context of a different (but
related) target distribution (dataset) [9]. Domain adaptation for weakly-supervised
localization training shows promising results in natural imaging settings [67]. To use
such a method, we need firstly to train a localization network on a source dataset with
fine-grained labels. After the model is trained well, we can use domain adaptation to
apply the pre-trained model on a different but related target dataset without requiring
fine-grained labels. However, in the medical imaging domain, source datasets with
fine-grained labels are usually not available in the real world.
An attention mechanism, which usually refers to trainable attention [143, 58], can
be used for weakly-supervised object localization as well. An attention map highlights
the important areas of a given image. Ideally, the highlighted areas should be the
ROIs of a given image. We can use the attention map for object localization. However,
in practice, not all of the important areas are necessary to be ROIs. Zhang et al. [163]
proposed to use self-produced guidance (SPG) masks for object localization of natural
images. A SPG mask is learned from an attention mask. Each pixel in the attention
mask is labeled as one out of three classes using a thresholding method. Then, the
SPG masks are used as auxiliary pixel-level supervision to facilitate the training
of classification networks for object localization. Their method is the-state-of-art
weakly-supervised localization performance on the ILSVRC [113] dataset.
Inspired by Zhang et al. [163], we propose to use the class activation mapping
(CAM) mechanism and self-training strategies to train a tumor localization network
using only the image-level labels. More specifically, we use CAM heatmaps to replace
the attention maps in their work.
Class Activation Mapping was originally proposed for model decision visualization [167, 119], in which the pixel values of CAM heatmaps are associated with the
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Figure 4.1: Breast tumor localization example of a given input mammogram (left), the
prediction of the attention-based method (middle), and the prediction of our method
(right). The red box indicates the ground truth tumor localization. The heatmap
shows the predictedu location.
contribution to the classification decision. A higher value indicates a higher contribution, which implies a higher possibility of the occurrence of the object-of-interest at
that location. Unlike attention maps, CAM heatmaps are only highlighting the most
discriminative regions. The ROIs are usually much smaller in the medical imaging
domain, and the ratio of image size to ROI size is often much higher, compared with
the natural imaging domain. For instance, a typical full-field digital mammogram
(FFDM) size is 3328 ◊ 4096 pixels. However, the size of a breast tumor could be as
small as 10 pixels in diameter. CAM-based methods provide a more precise localization
result than the attention-based methods (Figure 4.1).
We evaluated the proposed approach on a large, clinically relevant mammogram
dataset, which was recently collected from a comprehensive breast care center. Our
experiment results show that the proposed method significantly improves the performance of weakly-supervised breast cancer localization tasks.

4.2

Architecture

Given an input image at the training stage, a CAM heatmap can be learned from a
classification network. A trimap (a pixel-level annotation for each pixel in a CAM
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Figure 4.2: An illustration of our weakly-supervised self-training breast cancer localization model: 1) an input image passes through the classification network to extract the
intermediate feature maps and CAM heatmap; 2) the localization network is trained
using a self-training strategy with the intermediate feature maps and CAM heatmap;
3) at the testing stage, softmax is applied on the fused CAM and localization network
outputs to find the final object location.
heatmap, in which each pixel belongs to one of three classes in the trimap) can
be derived from the CAM heatmap, which highlights the high-confident foreground
(ROI/tumor) pixels, the high-confident background (non-ROI/non-tumor) pixels, and
the unknown pixels. Then, the trimap can be used as the pseudo-pixel-level label in
a self-training convolutional neural network (CNN) localization model (Figure 4.2).
More specifically, we use the foreground and background pixels in the trimap as the
pseudo-pixel-level label and use the corresponding areas in an intermediate feature
map (the output from a higher convolutional layer) as the input to train a CNN model
for the pixel-level labeling task. The prediction of this CNN can be used to generate
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another pseudo-pixel-level label (trimap) to train a new CNN model that takes another
intermediate feature map from an even higher convolutional layer (Conv-layer) as
the input. This self-training strategy can be repeated up to K times (K equals to
the number of Conv-layers in the classification model). At the testing stage, the
predictions of all the self-trained CNN models were combined with the CAM heatmap.
The softmax function will be applied to find the final predicted ROI localization.

4.2.1

CAM Heatmap Generalization

Class activation maps (CAM heatmaps) is generated using the global average pooling
(GAP) in CNN classification networks. A CAM heatmap for a particular category
indicates the discriminative image regions used by the CNN model to identify that
category. More specifically, we first need to train a classification network with a
GAP layer. The GAP layer follows the last Conv-layer in the network. After the
GAP layer, we will have a fully-connected network follows by softmax layer, which
provides the classification decision of a given image. To generate the CAM heatmap
of the predicted class, we need to: 1) get all the weights connected between the
fully-connected layer and the softmax class of which we want to predict. If n feature
maps are presented before the GAP layer, n weights will be received. 2) We need to
compute the weighted sum of the n feature maps that come from the last Conv-layer.
The weighted sum generates a heatmap of a particular class. The size of the heatmap
is the same as the feature map. Please see [167] for more details.

4.2.2

Self-Training

Self-training of a localization network includes two components: a pseudo-label
generating strategy and a CNN model trained with the fully supervised training
style. In our study, we use the self-training strategy to train multiple CNN models
recursively. Each CNN model takes the output of a Conv-layer as the input and
predicts a heatmap. The heatmap indicates the probability of being a tumor for each
specific pixel in the input image. The pseudo-label used in the training of the base
CNN model (the first model in the recursive sequence) is derived from the CAM
heatmap using a thresholding method. The prediction of the base CNN model is
used to generate the pseudo-label for the next CNN model, which trains in the same
fashion.
More specifically, given an input image, I, we first feed it to a classification network
and extract the CAM heatmap, C, and multiple intermediate feature maps, {Fi },
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where i Æ K, K equals the number of Conv-layers in the classification model. We
generate a trimap, MC , of C using two thresholds tf and tb . For each pixel, pj in
C, if pj > tf , pj is labeled as foreground; if pj < tb , pj is labeled as background; if
tb Æ pj Æ tf , pj is labeled as unknown. The foreground and background pixels in MC
are used to train a base CNN model (CN Nbase ).
The CN Nbase takes Fi as the input and predicts the pixel-level label for each
pixel in I. The predictions form a new heatmap, MCÕ . Ideally, the high-confidence
foreground and background areas in MCÕ and MC should be identical to each other.
The CN Nbase also predicts binary pixel labels of the area that was signed as unknown
in MC . A new trimap, MK≠1 , is derived from MCÕ using the same thresholding method.
MK≠1 is used to train a new CNN model, CN NK≠1 , which takes Fi≠1 as the input
Õ
and predicts MK≠1
. We repeat this process recursively until CN N1 is trained, which
uses F1 as the input and M1 as the ground truth label.
Binary cross-entropy (Equation 4.1) loss is used in all the CNN models.
BEC = ≠

N
1 ÿ
yi · log(p(ŷi ))
N i=1

(4.1)

+ (1 ≠ yi ) · log(1 ≠ p(ŷi )),

where y is the label, p(ŷ) is the predicted probability of the given data point, and N
is the number of data points.

4.2.3

Implementation

We used Inception-V3 as our classification network in this study. We removed all the
layers after the last Inception block. Then, we added two Conv-layers of kernel size
3 ◊ 3, stride 1 with 1024 kernels, a global average pooling layer, a fully-connected
layer, and a softmax layer. We used the output of the last Conv-layer to compute the
CAM heatmap. We extracted the outputs of the third and eighth Inception blocks as
the intermediate feature maps.
The localization network contained two CNN models, one for each intermediate
feature map. Each of the CNN models had three Conv-layers, followed by a sigmoid
layer. The first Conv-layers of the two CNN models had 288 and 768 kernels with size
of 3 ◊ 3, each. The second Conv-layers of both CNNs contained 512 kernels with size
of 1 ◊ 1, and the third Conv-layers of both CNNs had one 1 ◊ 1 kernel. The weights
of the second and third layers were shared between the two CNNs.
The model was implemented in PyTorch and trained with batch size 8. The initial
learning rate was 0.001. The SGD optimizer with a momentum of 0.9 was used in
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training. We chose the thresholds tf = 0.6 and tb = 0.1. We trained and tested the
network on an Nvidia GTX 1080 GPU card with 8GB of memory.

4.3
4.3.1

Experiments
Dataset

We use the UKy dataset (a large, clinically related mammogram dataset) for this
study. The dataset contains FFDM images for 779 positive cases and 3018 negative
cases. All the mammography data were retrospectively collected from patients seen at
a comprehensive breast imaging center in the United States from Jan 2014 to Dec 2017.
All patients had mammograms in either craniocaudal (CC) view, mediolateral oblique
(MLO) view, or both. Each image was reviewed by specialized breast radiologists. All
the positive cases were proved with biopsy, and the negative cases were confirmed
with more than two years of follow-up. The dataset contains cases with co-existing
conditions, such as a prior benign biopsy and surgery.
The images also contain common foreign bodies, such as clips, markers, and
pacemakers. The images were acquired with Hologic devices in 12-bit DICOM format
at the resolution of 3328 ◊ 4096 and downsampled to 832 ◊ 832. Data augmentation
was applied to all the positive images through a combination of reflection and rotation.
Each original image was flipped horizontally and rotated by each of 90, 180, and 270
degrees. In total, 4175 positive images and 12072 negative images are used in the
training stage. The dataset is randomly split into the training and validation sets on
the patient-level with a 4 : 1 ratio.
The training and validation sets were used for the classification model training.
We manually annotated the ROIs of an additional 138 positive images with bounding
boxes for testing. These images were held out during the training stage and only used
in the testing stage.

4.3.2

Result

We used ST L [52] and F CNW SL [142] as the baseline models in this study. ST L was
specifically designed for breast cancer localization. F CNW SL was an extension of [23]
on medical related tasks. The CAM-based weakly-supervised training methods were
used in both models.
We evaluated our model on localization AP, which has been widely used in weaklysupervised object localization tasks [23, 101, 142, 52]. We calculated localization AP
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Table 4.1: Localization performances.
Model
Loc. AP

ST L
0.43

F CNW SL
0.26

Ours
0.52

in the following way: if the predicted location lies within the ground truth bounding
box of the same class or within a tolerance distance (d), the example is considered as
true positive; otherwise, it is a false positive prediction. In our experiment, only the
positive class is considered for localization AP since there is no ROI on the negative
class. We chose d to be equal to 12 pixels, which is the mean of [142, 52].
Table 4.1 shows localization AP for the three models. Our model achieves 0.52
localization AP, which surpasses ST L by 20.93% (0.43 localization AP). F CNW SL
only achieved 0.26 localization AP, which is only 50% of our model.
Figure 4.3 shows the prediction results of our model. The testing images are on the
left, and the predicted heatmaps are on the right. The red boxes are the ground truth
bounding boxes of the malignant tumors, which indicates the ground truth localization.
We used the center pixel of each heatmap as the final predicted localization. If the
pixel lies in the ground truth bounding boxes or within 12 pixels, we consider the
prediction as true positive.
The figure shows that our model is able to predict correct locations for both mass
and calcification cases. The figure also demonstrates that our model has the ability to
work in very challenging cases, such as cases with prior surgery history (the top left
example in the figure).

4.4

Conclusion

We proposed a novel weakly-supervised breast cancer localization network. The
proposed method only requires the image-level labels for training. No fine-grained
annotation, such as bounding boxes or pixel-level labels, are needed in the training
process. The model uses CAM to generate a pseudo-pixel-level label to train a
localization network gradually in a self-training fashion. The evaluation result on
a large clinically relevant mammogram dataset shows the proposed method has
significantly improved the performance in object localization. We believe the proposed
model is not only limited to breast tumor localization. It should be easily transferred
to other medical imaging localization tasks with minor changes. We believe this work
will serve as a strong baseline for future researchers.
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Figure 4.3: Breast tumor localization examples generated with our method. The
red boxes are the ground truth bounding boxes. The heatmaps show the predicted
locations.
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Chapter 5
Train Deep Learning Models in
Low Resource Settings
sion

—Image feature learning under weak supervi-

The number of manually annotated training instances is usually limited in the
medical imaging domain due to the prohibitively high annotation cost, which posts a
barrier to applying supervised deep learning techniques on medical image analysis.
However, plentiful unstructured text that accompanies medical images is often readily
available. The text is produced by expert physicians and includes unstructured but
rich information for the corresponding images. In this work, we propose to use the
unstructured text as a form of weak supervision for image feature learning through a
text and image matching network. This approach is widely applicable and useful in
applications where manually annotated training images are limited, but text-image
pairs are readily available.
The key idea is to learn image feature representations on a large number of
images that come from the same imaging domain via a network that matches imagery
with text. Then various models for a downstream application (e.g., classification,
detection, segmentation) can be trained using the available annotations. We evaluate
the proposed method on three datasets for classification tasks and find consistent
performance improvements. The biggest gains are realized when fewer manually labeled
examples are available. In some cases, our method achieves the same performance as
the baseline even when using 70%–98% fewer labeled examples.
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5.1

Introduction

Though millions of medical images are acquired each year, few are annotated with
a discrete label or a pixel-level label due to the prohibitively high cost of manual
annotation [152]. Deep learning models are typically trained using large quantities
of annotated data [25, 42, 26, 81, 164]. The limited number of manual annotations
in the medical domain poses a barrier to applying deep learning to medical image
analysis [148, 85, 147]. Much more common than manual annotation is the physicians’
textual assessments and reports which typically accompany medical imagery. This
unstructured text data provides rich information about the findings observed in each
image, but it is difficult to directly integrate it into deep neural network training.
We propose using unstructured text as a form of weak supervision for image feature
learning through a text and image matching network that we call TIMNet (Text-Image
Matching Network). The network learns image feature representations from a large
number of text and image pairs in a weakly-supervised fashion. Then, various models
for a downstream application can be built based on the learned feature representations
with only a small labeled dataset.
The proposed method is widely applicable, but our focus is on the medical imaging
domain, in which textual findings are often readily available but obtaining manual
image-level labels is expensive. Our key contribution is in leveraging these matched
text-image pairs to train a two-branch neural network that can help build effective
models for downstream predictions relying only on image input. We demonstrate the
proposed method on the MIMIC-CXR [62], MendeleyV2 [65], and Kather5000 [64]
datasets for binary, multi-class, and multi-label classifications. In addition, we also
investigate the transferability of the learned feature representations between datasets
and imaging modalities. Our experiments show that the proposed method significantly
reduces the need for manually annotated data by up to 98%.

5.2
5.2.1

Background
Medical Imaging Annotation Availability

Over the years, the number of acquired medical image datasets has increased dramatically. However, the number of images that can be used effectively for machine
learning (incl. deep learning) remains quite small due to the limited availability of
manual labels [152]. For instance, the cancer imaging archive (TCIA) [7] hosts one of
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Figure 5.1: An example of a chest x-ray (left) with the radiology report (right) from
the MIMIC-CXR dataset.
the largest collections of cancer images that are accessible for public download; while
the archive includes 123 datasets as of August 1, 2020, only four of them contain more
than 1000 cases, and a majority have fewer than a hundred cases.
On the other hand, almost every clinical imaging procedure/event is accompanied
by at least one clinician authored textual report summarizing the corresponding
findings from the medical images generated. These reports are a required artifact of
the typical care delivery paradigm. They inform further patient care and are part
of the archived record of the patient’s interactions with the healthcare system. For
instance the MIMIC-CXR dataset contains 227,835 radiographic studies of 64,588
patients with 368,948 chest X-rays and associated radiology reports (Figure 5.1).
These imaging reports are rich with information about the corresponding images, but
their use in training deep models for image classification is non-trivial. Although
image-level labels may be derived from the reports using machine learning techniques,
such as in NegBio [104] or CheXpert [55], the accuracy of the derived labels could
still be problematic. In addition, labeled data may still be needed to train a machine
learning model that derives labels from unstructured text.
In this study, instead of trying to infer labels from the reports, we use the reports
directly by letting the model directly glean the associations between text and images.
Intuitively speaking, our setup transfers the strong expert generated language signal
to the image feature generation part of the architecture, priming it more powerfully
for downstream training on supervised tasks.

5.2.2

Weakly-Supervised Learning

Neural architectures are usually data-hungry, often relying on large labeled datasets,
posing a frequent challenge for the medical imaging domain [148, 85]. Weak supervision
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methods have been proposed to improve the performance of deep net models when
dealing with smaller training datasets [168, 139]. In general, weak supervision may be
categorized into two groups: 1) incomplete supervision and 2) inexact supervision.
Incomplete supervision arises when only a small portion of a given dataset is
labeled. Active learning methods [120, 71, 157] may be useful when the labeling is
incomplete. These methods try to select the most valuable unlabeled instance to
hand-annotate based on specific criteria of informativeness. However, when only
a few labeled examples are available, the performance of an active learning model
may be unstable. Semi-supervised learning [170, 10, 60, 16] is another alternative to
incorporate incomplete supervision. These methods are based on assumptions that
link the input distribution to the decision properties. Some techniques [38, 8, 66]
propagate labels from the labeled to unlabeled data, and use the larger, newly labeled
data for training. They assume that the high confidence predictions are correct, and
hence proceed to use them in the training process. The approach uses such assumption
is also called self-supervised learning approach.
Inexact supervision applies to scenarios where the given supervision is not as exact
as desired. A specific example is when we only have image-level labels to train a
segmentation model. Class activation mapping (CAM) [167, 119] is widely used when
training a segmentation network with only coarse-grained labels. CAM was initially
proposed for model decision visualization, in which the pixel values are associated
with the contribution to the classification decision, and can be used to generate
saliency maps [23, 56]. Multi-instance learning (MIL) is a more general approach
when dealing with inexact supervision. MIL has been applied to different tasks, such
as classification [17] and segmentation [59]. This approach takes a set of labeled
bags containing many instances as training data. An instance in the bag is a small,
unlabeled image patch that can be extracted from an image. At test time, one needs
to convert the test image into patches and predict each patch [160, 144].
In this study, given an image-text pair, we exploit latent connections between linguistic artifacts in textual findings and image features as a form of inexact supervision.
These connections indirectly guide and pre-train an effective image feature extractor,
which can be fine-tuned for various downstream tasks. The model thus learns more
discriminative feature representations without acquiring additional labels.
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5.2.3

Text and Image Matching

Text-image matching has become a popular research topic in recent years. Broadly, the
existing matching methods can be divided into two categories: 1) local representation
matching and 2) global representation matching.
Local representation matching focuses on local feature matching between text and
images. For instance, we can extract objects from images and then match the objects
to words in a given text [63, 79, 145, 86, 146]. One drawback of the local representation
matching method is that it usually relies on pre-trained object detectors, such as
R-CNNs [34, 33, 108]. However, a pre-trained, high-performance object detector is
usually not available in the medical imaging domain, given the complexities of the
tasks.
The global representation matching method usually contains three procedures: 1)
image feature embedding, 2) text feature embedding, and 3) measures of distance
between the two embeddings. For instance, Kiros et al. [69] use a convolutional neural
network (CNN) to encode images and a long short-term memory network (LSTM) [50]
to encode the full text. The triplet loss is used to pull the embeddings of the matched
text and image closer to each other and push the unmatched ones further. Wehrmann
et al. [149] encode the text data using an efficient character-level inception module
that convolves over characters in the text. Sarafianos et al. [116] train a text-image
matching network by using a ResNet101 [44] network for imaging processing and a
transformer-based model [21] with an LSTM based encoder for text processing. Prior
efforts seem to focus on the matching problem from the perspective of text-based
querying systems for image retrieval. In contrast, our goal is to imbue an image
classifier with the knowledge obtained from learning to match a medical image with
the associated clinician generated textual report. We use the global matching approach
with a two-branch setup one each for image processing and text processing. The
absolute difference between the two output feature vectors is fed to a classification
network, which predicts if the input image and text are a valid pair — the text snippet
is in fact the correct findings report for the image.

5.2.4

Natural Language Encoding

The deep learning revolution in natural language processing (NLP) started with the
idea of representing words as dense embeddings in a real vector space as opposed to the
typical multi-hot encoding. Self-supervised pre-training of neural word embeddings
picked up with the now-famous Word2Vec [97, 96] approach. The main idea is based on
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the distributional hypothesis that similar words tend to share distributional similarities
appearing in similar or at times in the same contexts. However, the drawback of this
method is the embedding is independent from the context in which the word appears.
Thus, this method cannot address polysemy or homonymy. Nevertheless, word2vec
based embeddings pre-trained on large corpora (e.g., Wikipedia) have been used to
initialize deep neural networks and are subsequently fine-tuned in a supervised task.
Modern NLP has moved toward more contextualized embeddings by using a language modeling based objective for self-supervision instead of the simpler distributional
one used by word2vec. The main idea is to predict words based on prefixes in longer
snippets of text and recently predict even masked words in the middle of a text
snippet. The transformer [143] architecture uses an encoder-decoder structure and
attention mechanism to translate one sequence to another sequence. It can encode
the contextual information of a word from distant parts of a sentence. Unlike a
conventional recurrent neural network (RNN), a transformer does not require the
sequential data to be processed in order leading to new practical gains in efficiency.
The bidirectional encoder representations from transformers (BERT) [21] architecture trains a transformer by jointly conditioning on both left and right contexts in all
layers. A pre-trained BERT model can be fine-tuned to create state-of-the-art models
for various tasks without substantial task-specific architectural modifications [134, 78].
In this study, we use a pre-trained BERT model as the text processing branch that
encodes a given text into a feature vector.

5.3

Method

Our proposed model TIMNet consists of two modules: 1) a weakly-supervised image
feature learning module via a text-image matching network and 2) a downstream
application module that is designed for a specific task. A CNN image feature extractor
is shared between the modules (Figure 5.2). The two modules can be optimized in an
interleaved manner or trained in separate phases. For simplicity, we present the two
modules in a two-phase training setup.

5.3.1

Weakly-Supervised Image Feature Learning

Textual annotation based weak-supervision is carried out in TIMNet through a twobranch network, one for text processing and the other for imaging processing. The
network takes a text and image pair as input and predicts whether they are naturally
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Figure 5.2: The TIMNet matching architecture. 1) Weakly-supervised image feature
learning through a text-image matching network (solid black line). 2) Downstream
application training using a small dataset (dashed blue line).
related. For instance, whether the text is the radiology report that corresponds to the
radiographic image. We use a pre-trained BERT model as the backbone of the text
processing branch and a CNN model for the image processing branch.
The pre-trained BERT model is used as a text feature extractor that encodes
input text as a vector. The output of the BERT model is then passed through a
1 ◊ 1 convolutional (Conv) layer, which translates it to the target domain. After that,
global average pooling (GAP) is applied to all the hidden states. A fully-connected
(FC) layer is added to transfer the pooled hidden states to a feature vector (denoted
as Vt ). The CNN model of the image processing branch contains a feature extractor
(i.e., multiple Conv layers) and an FC layer. The feature extractor predicts a block of
features from input images. The FC layer converts the image features to a feature
vector (denoted as Vi ). Finally, the absolute difference between the outputs of the two
branches (|Vt ≠ Vi |) is fed into a shallow classification network that predicts whether
the pair of feature vectors belong to the same example or not.
The input of the two-branch network is a text and image pair with a label indicating
whether the text-image pair corresponds to the same imaging event or not. A true
pair means the text is the correct report for the corresponding image; otherwise, it is a
false or fake pair, where the text is randomly selected from other reports in the dataset.
We ensure that the numbers of true pairs and false pairs are balanced in training.
The length of each piece of text is pre-processed to 256 words at the word embedding
stage. We add 0s for the texts shorter than 256 words, and we snip much longer texts
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to 256 words. The output of this first weak-supervision phase is a probability estimate
of the input text-image pair being a true match.

5.3.2

Fine-Tuning for Downstream Tasks

At the end of the weak-supervision phase described earlier, the hypothesis is that the
matching process has pre-trained the image feature learning component parameters
to an extent that it needs fewer supervised instances for a downstream image-related
task. This in turn relies on our high-level intuition that there is nontrivial transferable
signal available in the textual annotations to improve imaging tasks down the line.
The fine-tuning of the image-processing branch in TIMNet for downstream tasks
is fairly straightforward. Although it can be done for a variety of applications, in
this study, we demonstrate the proposed method for classification tasks. To build
a downstream application model, we can either add additional Conv layers and FC
layers to the image processing branch, or use it as-is by retraining the FC layers. Since
we only need to optimize the few additional layers from scratch, while the rest of the
network is already pre-trained on a larger set of images from the same domain, the
total number of required training instances for fine-tuning could be much smaller than
training the entire network from scratch.

5.4
5.4.1

Evaluations and Discussion
Experiment Setup

Implementation
We implement the experiments in Pytorch [103]. We use a pre-trained BERT model
(specifically, bert-base-uncased from HuggingFace [153]) as the backbone of the
text processing branch in TIMNet. A 1 ◊ 1 Conv layer, a GAP layer, and an FC layer
with 512 neurons are added to the BERT model to process its hidden outputs for each
word. We use the ResNet-18 [44] model as the backbone of the imaging processing
branch in TIMNet. A 1 ◊ 1 Conv layer and an FC layer with 512 neurons are added
before and after the GAP layer, respectively.
All the Conv layers of the image processing branch in TIMNet are used as a
feature extractor in the downstream networks. A shallow CNN classification network
is added on top of the feature extractor. The CNN classification network contains a
1 ◊ 1 Conv layer, an FC layer with 512 neurons, and an output layer with various
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(a) A chest X-ray from (b) A pediatric chest X-ray (c) Four histological patches
MIMIC-CXR
from Mendeley-V2
from Kather5000

Figure 5.3: Examples from different datasets used in evaluation.
numbers of neurons for different tasks. Cross-entropy loss and Adam optimizer [68]
with a learning rate of 0.0001 are used for both weak-supervision (phase one) and
downstream application training (phase two).
Training
TIMNet is pre-trained for 50 epochs using the text and image pairs from the training
set of MIMIC-CXR. The “findings” portion of the radiology reports is used as the text
input. The downstream networks are trained using varying amounts of the training
data and image-level labels from the MIMIC-CXR, Mendeley V2, and Kather500
datasets—ranging from 0.5% to 100%. Each downstream model is trained for 100
epochs with batch size 16 for five trials. The results reported in this paper are the
averaged performances over all five trials.

5.4.2

Datasets

We use the MIMIC-CXR, MendeleyV2, and Kather5000 datasets in this study. The
MIMIC-CXR dataset is used in training of both TIMNet pre-training and downstream
applications training. MendeleyV2, and Kather5000 are only used for downstream
application training.
MIMIC-CXR
The dataset contains 227,835 radiographic studies of 64,588 patients with 368,948
chest X-rays and the associated radiology reports (Figure 5.1 and Figure 5.3a). In
the official train/validation/test split, the validation set and test set are small with
44

2,991 and 5,159 images, respectively. We combine the official validation and test
sets together to form our own validation set. The chest X-ray images are resized
to 500 ◊ 500. We use the official train set and our validation set in both TIMNet
pre-training and downstream application training.
Mendeley-V2
The dataset (Figure 5.3b) is a pediatric chest X-ray dataset that includes 4,273
pneumonia images and 1,583 normal images. Though the imaging modality is the same
with MIMIC-CXR, the patient demographics are different. In addition, the images in
Mendeley-V2 also have different appearances. We used the original train/validation
split of this dataset to train a downstream application model that evaluates the
transferability of pre-trained weights between different datasets while retaining the
same imaging modality.
Kather5000
This dataset (Figure 5.3c) contains 5,000 histological images of 150 ◊ 150 pixels. Each
image belongs to exactly one of eight balanced categories: tumor epithelium, simple
stroma, complex stroma, immune cells, debris, normal mucosal glands, adipose tissue,
and background (no tissue). All images are RGB, 0.495µm per pixel, digitized with
an Aperio ScanScope (Aperio/Leica Biosystems), magnification 20◊. We randomly
partition the dataset into training and validation sets with a 4:1 ratio. The dataset is
used to train a downstream application model that aims to evaluate the transferability
of pre-trained weights between different imaging modalities.

5.4.3

Evaluation Method

We evaluate the proposed method through downstream application performance and
the degree of need for labeled instances for supervision. We denote the downstream
models with TIMNet pre-trained weights as Ours and models without the pre-trained
weights as Base. The weights of Base models are randomly initialized, and the weights
of Ours variants are pre-trained using TIMNet. All compared models have the same
architecture.
We use (a). accuracy (ACC), the area under the receiver operating characteristics
curve (auROC), F1 score (F1), and average precision (AP) as the evaluation metrics
for binary classification tasks, (b). auROC and AP for multi-label classification tasks,
and (c). ACC, F1, Prec, and recall for multi-class tasks.
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Figure 5.4: Binary classification results on MIMIC-CXR dataset.

5.4.4

Classification on MIMIC-CXR

We first present the evaluation results of downstream applications that are trained
using the MIMIC-CXR dataset. The text-image pairs in this dataset are also used
in TIMNet pre-training. Two downstream application models are tested, a binary
classification model and a multi-label classification model. The MIMIC-CXR dataset
contains 14 labels (with 13 labels for different abnormalities and one label for the
normal case), which are derived from the radiology reports using NLP tools. The
binary classification model predicts whether an abnormality exists in an image, and
the multi-label classification model predicts what kind of abnormality exists in an
image. The output of the binary classification model is Boolean, and the output for
the multi-label task is a multi-hot vector, with 1 indicating the presence of a particular
class. Multiple classes can present within the same image at once.
Figure 5.4 shows the result of the binary classification task on the MIMIC-CXR
dataset. The results reveal that the proposed model has superior performance compared with the Base model in all settings, with better gains when only few labeled
images are available. For instance, when using 0.5% of the labeled data (¥ 1,850
instances), the Base model has an accuracy of 66.41%, while the Ours has a 71.81%
accuracy. The highest accuracy of Base is 76.38%, when it is trained with 90% of the
labeled data (¥ 339,340 instances). Ours surpasses the best performance (across all
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Figure 5.5: Multi-label leanring results on MIMIC-CXR dataset.
metrics) of Base with only 30% of training data. Thus the need for manual labels is
reduced by 70% when using the proposed method.
Figure 5.5 for multi-label classification results also show the superior performance
of Ours compared to the Base models. As in the binary case, TIMNet is able to
significantly reduce the need for manual labels to achieve comparable performance.
The Base model reaches its best performance (0.9152 auROC) with 100% of training
data, while Ours can achieve a similar performance (0.9148 auROC) with only 30% of
training data.

5.4.5

Transferability of Pre-Trained Weights

The feature extractor used in Ours is pre-trained via TIMNet on MIMIC-CXR, a chest
X-ray dataset. In this section, we evaluate the transferability of these pre-trained
weights between different datasets and imaging modalities. More specifically, we
first evaluate the model performance on Mendeley-V2, which is also a chest X-ray
dataset, but with different patient demographics compared with MIMIC-CXR. Then,
we evaluate the proposed method on Kather5000, a dataset of a different imaging
modality.
Different dataset, same modality
Figure 5.6 shows the model performance for pneumonia classification on the MendeleyV2 dataset of pediatric chest X-ray images. From the results, we can see that TIMNet’s
pre-trained features work surprisingly well as it is able to reduce the need for labeled
data by 98.33% as elaborated next. The Base model achieves its highest accuracy
of 87.52% using 30% of the training data, and the highest auROC of 0.9333 also
using 30% of the training data, while Ours outperforms Base with using only 0.5%
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Figure 5.6: Binary classification results on Mendeley-V2 dataset.
of training data with an 88.14% accuracy and a 0.9352 auROC. Thus the reduction
in training instances is (30 ≠ 0.5)/30 = 98.33%. The highest performances of Ours
are 91.87% accuracy and 0.9613 auROC. These are also nearly 5% (ACC) and 3%
(auROC) higher than the Base model.
Figure 5.7 shows four class activation mapping (CAM) [167] visualizations of the
proposed method. The pixel values in CAMs are associated with the contribution
to the classification decision. A higher value (brighter color) indicates a higher
contribution to the class decision. All four cases in the figure are ground truth positive
cases. The CAMs reveal that the model focuses more on the upper chest areas for the
correct cases (Figure 5.7a). In the X-rays, we can see that the corresponding areas
show some concerns about pneumonia. However, for the incorrect cases (Figure 5.7b),
the model appears to focus on the edges of the images, which are not meaningful
areas to look at because the areas are either outside of a human body or outside of
the chest area.
Different dataset, different modality
Figure 5.8 shows the multi-class classification performance on Kather5000, a histological imaging dataset. The imaging modality in this dataset is very different from chest
X-rays. While chest X-rays are grayscale images with only one channel, histological
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(a) Two true positive predictions

(b) Two false negative predictions

Figure 5.7: Four CAM visualizations for pediatric chest X-ray pneumonia classification
on the Mendeley-V2 dataset with chest X-ray on the left and CAM on the right. Top:
Two true positive predictions. Bottom: Two false negative predictions.
Table 5.1: Text and image matching results
Dataset
Accuracy auROC F1 Score Prec Recall AP
MIMIC-CXR
0.74
0.83
0.74
0.67
0.82 0.77
images are in color with three channels. The results reveal that the proposed method
can reduce the need for labeled training data by 70% on this dataset. The Base model
achieves the best performance with 95.85% accuracy using 100% of the training data,
while Ours achieves a similar performance using only 30% of the training data. With
100% of the training data, we can push the model performance to 97.08% accuracy.

5.4.6

Text and Image Matching Result

At the text-image matching stage, TIMNet takes a text-image pair as input and
predicts whether the text and the image constitute a true pairing (corresponding to
the same imaging event). When testing TIMNet, we randomly feed a true or a false
pair to TIMNet from a balanced set of such pairs. The pre-trained TIMNet used in
this study has a text-image matching performance of 74% accuracy and 0.83 auROC.
Figure 5.9 shows the auROC curve and the area under the precision-recall curve
(auPRC) of this model. Table 5.1 shows the all pertinent results of this evaluation.
Figure 5.10 shows four CAM visualizations of TIMNet on the text-image matching
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Figure 5.8: Multi-class classification results on Kather5000 dataset.

Figure 5.9: Text and image matching results on the MIMIC-CXR.
task. The findings portions of the radiology reports are displayed below the images.
The CAMs suggest that the decisions made by TIMNet are reasonable. For instance,
in Figure 5.10a, the radiology report mentions radiopaque densities in the mid to distal
esophagus, and the CAM appears to show that in the middle part of the image. For
Figure 5.10b, the radiology report indicates increased right-sided pleural effusion, and
CAM shows more significant contributions near the effusion areas on the right-hand
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(a) FINDINGS: The lungs are clear. There
is no pneumothorax nor effusion. Cardiomediastinal silhouette is within normal limits.
Radiopaque densities seen in the mid to distal
esophagus with additional focus just past the
GE junction. This may represent patient’s
esophageal pH probe.

(c) FINDINGS: Since ___, substantial
pulmonary edema is increased, bilateral
layering pleural effusions, right greater than
left, are increased with persistent bibasilar
and retrocardiac atelectasis. Lung volumes
remain low.
Cardiomegaly is difficult
to evaluate but also appears worse. No
pneumothorax.

(b) FINDINGS: The cardiac, mediastinal and
hilar contours appear unchanged. There is
no shift of mediastinal structures. There is a
large right-sided pleural effusion, which has
increased since the earlier radiographs and
perhaps slightly since the more recent CT.
There is no pneumothorax. The left lung
remains clear.

(d) FINDINGS: ET tube is seen with tip
approximately 1.8 cm from the carina. Enteric tube seen passing below the inferior field
of view. Lower lung volumes are noted on
the current exam with bilateral parenchymal
opacities which could be due to edema or
infection. Prominence of the right hilum is
again noted. Moderate cardiomegaly and appears to have progressed since prior could potentially bein part due to changes in positioning. No acute osseous abnormalities. Surgical
clips project over the left chest wall/axilla.

Figure 5.10: Examples of CAM visualizations of text and image matching on MIMICCXR.
side of the figure. We can also see a similar correspondence between CAM based image
segment contributions to the model decision and the textual report in Figure 5.10c
and Figure 5.10d.
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5.5

Conclusion

The main objective of our work is to demonstrate the potential of clinician authored
textual findings that accompany most medical images in improving image-related
supervised ML applications. Such textual narratives are readily available and routinely
curated as part of healthcare operations and hence are a natural resource to leverage.
The central premise on which our effort stands is the insight that in the latent neural
dense vector representation space, it may be viable to transfer linguistic signals that
characterize expert summaries of images to downstream image-based tasks through
weak-supervision. Based on the experiments and evaluations in this paper, we believe
we have successfully verified this insight for classification tasks.
At the core of our methodology is a two-branch architecture, TIMNet, that
identifies if a textual finding corresponds to the supplied image. Subsequently, the
image branch is further fine-tuned for downstream supervised tasks. The improvements
are substantial in that small fractions (2%–30%) of the available full training data are
needed to achieve the same performance as baseline models that do not exploit textual
findings. Additionally, the benefits also persist across datasets and modalities, which is
an excellent affordance when transferring signals from models learned on deidentified
textual findings (e.g., MIMIC-CXR) to other classification settings that either have
fewer or no textual annotations (due to HIPAA and other privacy restrictions).
During our experiments, we discovered that better text-image matching performances usually lead to improved downstream application performances in terms of
higher accuracy and need for fewer labeled images. Thus, one of our future directions
will be to further innovate on the matching framework to improve the associated
performance, to more tightly couple the textual features and image representations.
Another important future direction is to see if our text-image matching setup can
actually transfer the image signal to downstream tasks in the NLP domain for clinical
text. We believe this bidirectional feedback may help in extracting named entities
(e.g., drugs, comorbidities, anatomical sites) and relations connecting such entities
(e.g., adverse drug reactions) from a variety of notes. These information extraction
tasks are also usually plagued by a lack of large training datasets (esp. public ones)
due to stricter regulatory constraints governing textual data in medicine. Overall, we
hope our work spurs further intere
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Chapter 6
A Necessary Step to Safe AI
—Deep learning model calibra-

tion

“Who will take responsibility if the result of the AI system was wrong in clinical
practice?" is a question that has been asked repeatedly by medical experts. As the
question pointed out that liability is one of the potential issues preventing adopting
state-of-the-art deep learning techniques in the medical field. In the medical imaging
analysis domain, many works have shown that modern neural networks can achieve
super-human performance in a wide range of tasks. However, these works have
primarily focused on accuracy, ignoring the important role of uncertainty quantification
in medical decision-making. Empirically, neural networks are often miscalibrated
and dramatically overconfident in their predictions. This miscalibration could be
problematic in any automatic decision-making system, but we focus on the medical
field in which neural network miscalibration has the potential to lead to significant
treatment errors.
In this chapter, we propose a novel approach to neural network calibration that
maintains the overall classification accuracy while significantly improving model
calibration. The proposed approach is based on ECE, which is a standard metric
for quantifying model calibration error. As such, it is a natural and empirical way
of assessing model calibration. Our approach can be easily integrated into any
classification task as an auxiliary loss term, thus not requiring an explicit training
round for calibration. We show that our approach reduces calibration error significantly
across various architectures and datasets and that it performs better than temperature
scaling, the current state-of-the-art approach.
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Figure 6.1: Left: The train loss/accuracy and test loss/accuracy of the uncalibrated
model. The model is overfitted after the 7th epoch, where the train loss keeps
decreasing but the test loss keeps increasing. Right: The train loss/accuracy and
test loss/accuracy of our method. The DCA term penalizes the model when the loss
reduces but the accuracy is plateaued. Both the train and test losses maintain at the
same level after the 7th epoch.

6.1

Introduction

Recent advances in deep learning research have dramatically impacted the research
field of medical imaging analysis [115, 135, 81]. Many high-performance deep learning
models have been developed in the field [25, 156, 95, 166]. Researchers are actively
pushing convolutional neural networks (CNNs) to have higher and higher accuracy,
while uncertainty quantification is often ignored when evaluating these models [110,
109, 83, 154]. However, uncertainty quantification of neural networks is important,
especially in automatic decision-making settings in the medical field. An automated
method that achieves high accuracy, but captures uncertainty inaccurately, such as
providing inaccurate confidence or probability of a specific prediction, could lead to
significant treatment errors [61].
Unfortunately, deep neural networks are poorly calibrated [106, 74], which cause
them to be overconfident in their predictions [39, 106, 74]. One reason for miscalibration of classification models is that the models can overfit the cross-entropy loss
easily without overfitting the 0/1 loss (i.e., accuracy) [39, 159]. We propose to add
the difference between predicted confidence and accuracy (DCA) as an auxiliary
loss for classification model calibration. The DCA term applies a penalty when the
cross-entropy loss reduces but the accuracy is plateaued (Figure 6.1).
We evaluate the proposed method across four public medical datasets and four
widely used CNN architectures. The results show that our approach reduces calibration
error significantly by an average of 65.72% compared to uncalibrated methods (from
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0.1006 ECE to 0.0345 ECE), while maintaining the overall accuracy across all the
experiments—83.08% and 83.58% for the uncalibrated method and our method,
respectively.

6.2

Background

The problem we are addressing is the miscalibration issue of deep neural networks for
classification tasks. The confidence associated with a prediction (i.e., probability of
being one specific class) should reflect the true correctness likelihood of a model [39].
However, deep neural networks tend to be overconfident in their predictions [106, 74].

6.2.1

Problem Definition

Mathematically, the problem can be defined in the following way. The input X œ x
and label Y œ y = {1, ..., k} are random variables that follow a joint distribution
ﬁ(X, Y ) = ﬁ(Y |X)ﬁ(X). Let h be a deep neural network with h(X) = (Ŷ , P̂ ), where
Ŷ is the predicted class label and P̂ is the associated confidence. We would like the
confidence estimate P̂ to be calibrated, which intuitively means that P̂ represents a
true probability. For instance, given 100 predictions with the average confidence of
0.95, we expect that 95 predictions should be correct. In reality, the average confidence
of a deep neural network is often higher than its accuracy [39, 106, 74]. The perfect
calibration can be defined as:
1

2

P Ŷ = Y |P̂ = p = p, ’p œ [0, 1].

(6.1)

Difference in expectation between confidence and accuracy (i.e., the calibration error)
can be defined as:
-È
Ë-1
2
Ep̂ - Ŷ = Y |P̂ = p ≠ p- .
(6.2)

6.2.2

Measurements

Expected Calibration Error (ECE) is a commonly used criterion for measuring neural
network calibration error. ECE [99] approximates Equation (6.2) by partitioning
predictions into M bins and taking a weighted average of the accuracy/confidence
difference for each bin. All the samples need to be grouped into M interval bins
according to the predicted probability. Let Bm be the set of indices of samples whose
m
predicted confidence falls into the interval Im = ( m≠1
,M
], m œ M . The accuracy of
M
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Bm is
acc(Bm ) =

1 ÿ
1(ŷi = yi ),
|Bm | iœBm

(6.3)

1 ÿ
p̂i ,
|Bm | iœBm

(6.4)

where ŷi and yi are the predicted and ground-truth label for sample i. The average
predicted confidence of bin Bm can be defined as
conf(Bm ) =

where p̂i is the confidence of sample i. ECE can be defined with acc(Bm ) and conf(Bm )
ECE =

M
ÿ

|Bm |
|acc(Bm ) ≠ conf(Bm )| ,
m=1 n

(6.5)

where n is the number of samples.
Maximum Calibration Error (MCE) [99] is another common criterion for measuring
neural network calibration error that partitions predictions into M equally-spaced
bins and estimates the worst-case scenario. MCE can be computed as:
MCE =

max

mœ{1,...,m}

|acc(Bm ) ≠ conf(Bm )|.

(6.6)

Comparing with ECE, one of the biggest disadvantages of MCE is that the MCE is
very sensitive to the number of bins. By selecting different numbers of bins, users may
be able to manipulate the MCE score easily.

6.3

Existing Calibration Methods

In this section, we introduce some existing calibration methods, including temperature scaling [48, 39], entropy regularization [106], MMCE regularization [74], label
smoothing [137, 98], and Mixup training [161, 140]. Temperature scaling is a widely
used calibration method, which treats model calibration as a post-processing task.
All the other methods fix neural network calibration during the classification training
stage.

6.3.1

Temperature Scaling

Temperature scaling [48, 39] is a widely-used approach for deep learning model
calibration. It fixes the miscalibration issue by dividing the logits by a temperature
parameter of T (T > 0). The method involves two steps, in general. The first step is
to train a classification model. Once the model is trained, the temperature parameter
56

is added to the model and needs to be trained on the validation set while all the
other parameters are frozen [39]. After that, the temperature parameter will be used
for calibration at the testing time. The calibrated confidence, q̂i , using temperature
scaling is
zi
q̂i = max ◊SM ( )(k) ,
(6.7)
k
T
where k is the class label (k = 1, ..., K), ◊SM (zi ) is the predicted confidence. As
T æ Œ, the confidence q̂i approaches the minimum, which indicates maximum
uncertainty.
Temperature scaling is easy to use and performs well. The optimization process of
the temperature parameter is not expensive and only needs to be done once. However,
as a post-processing approach, temperature scaling does not help with feature learning.
In addition, a neural network model should be able to calibrate itself without any
post-processing [151].

6.3.2

Trainable Calibration Methods

Trainable calibration methods are proposed to integrate model calibration into classification training. No explicit training round for calibration is needed in such a
fashion. One of the earliest trainable approaches is the entropy regularization [106].
The method proposes to use entropy as a regularization term in loss functions for
model calibration. The final classification loss can be written as:
(6.8)

Loss = CrossEntropy + —Entropy,

where — is a weight scalar. One disadvantage of entropy regularization is that the
method is very sensitive to the value of — [74]. Kumar et al. propose to use MMCE
replacing entropy for model calibration [74]. MMCE is computed in a reproducing
kernel Hilbert space (RKHS) [37]. The completely loss function can be written as:
1

Loss = CrossEntropy + —(MMCE2m (D)) 2 ,

(6.9)

where D denotes a dataset. The performance of MMCE may be limited by imbalance
predictions of a neural network. For instance, the number of correct predictions is
usually larger than the number of incorrect predictions. Thus, the MMCE term needs
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to be re-weighted as:
MMCE2w =

pi , pj , k(pi , pj )
+
(m ≠ n)2
ci =cj =0
ÿ

(1 ≠ pi )(1 ≠ pj )k(pi , pj )
≠
n2
ci =cj =1
ÿ

2

(6.10)

(1 ≠ pi )pj k(pi , pj )
,
(m ≠ n)n
ci =1,cj =0
ÿ

where c is the predicted label, m is the number of correct predictions, n is the batch
size, and k is a universal kernel [129].
Label smoothing [137] was proposed to improve classification performance of the
Inception architecture [20] Müller et al. demonstrate that label smoothing improves
classification performance by calibrating models implicitly [98]. Instead of targeting a
hard probability, 1.0, for the correct class, label smoothing tries to predict a softer
version of it:
ykLS = yk (1 ≠ –) +

–
,
K

(6.11)

where yk is original targeting probability (yk = 1.0 for the correct class and yk = 0.0
for the rest), K is the number of class labels, – is a hyperparameter that determines
the amount of smoothing. Mixup [161] is another method that aims to predict a
softer target by randomly mixing training samples. During the training, two samples
from different classes are randomly mixed together. Instead of predicting one target
label, the network needs to predict the two corresponding labels’ probability. The
target probabilities equal to the portion of the pixels from each image. Thulasidasan
et al. [140] demonstrate that Mixup is also useful for neural network calibration.

6.4

Proposed Method

We propose to add the difference between confidence and accuracy (DCA) as an
auxiliary loss term to the cross-entropy loss for classification tasks. DCA is based
on expected calibration error by minimizing the difference between the predicted
confidence and accuracy directly. Therefore, the proposed method can calibrate neural
networks effectively. The proposed method is easy to implement and suitable for any
classification tasks. In general, classification loss can be written as follows:
N
1 ÿ
Loss = ≠
yi · log(p(yi )) + —DCA,
N i=1
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(6.12)

where yi is the true label and p(yi ) is the predicted confidence (i.e., probability) of the
true label. The DCA term can be computed for each mini-batch using the following
equation:
DCA =

N
-1 ÿ
ci
-N
i=1

-

N
1 ÿ
≠
p(ŷi )-- ,
N i=1

(6.13)

where ŷi is the predicted label; ci = 1, if ŷi = yi ; otherwise, ci = 0. The final loss
function can be written as:
-

-

N
N
N
-1 ÿ
1 ÿ
1 ÿ
Loss = ≠
yi · log(p(yi )) + — -ci ≠
p(ŷi )-- .
-N
N i=1
N i=1
i=1

(6.14)

The DCA auxiliary loss fixes the miscalibration issue by penalizing deep learning
models when the cross-entropy loss can be reduced, but the accuracy does not change
(i.e., when the model is overfitting). The term forces the average predicted confidence
to match the accuracy over all training examples without strict constraint on each
example, which pushes the network closer to the ideal situation, in which the accuracy
reflects the true correctness likelihood of a model. The averaging mechanism of DCA
also smooths the predictions that have extremely high or low confidence.
DCA is differentiable in the predicted confidence term but not strictly in the
prediction accuracy term due to the argmax step for computing the predicted label.
During the training phase, gradients can be backpropagated through the confidence
terms but not through the accuracy.

6.5

Experiments

We compare the proposed method with temperature scaling and uncalibrated models
(trained with cross-entropy loss without applying any calibration methods) on four
medical imaging datasets across four popular CNN networks. The trainable methods
are not compared in this work because the literature shows that they have a worse or
similar calibration performance with temperature scaling [74, 98, 140]. Thus, it may
not be necessary to be compared in this paper explicitly.
The evaluation results show that the proposed method significantly improves model
calibration while maintaining the overall classification accuracy. The proposed method
reduces calibration error by an average of 65.72% compared to uncalibrated methods
(from 0.1006 ECE to 0.0345 ECE) and performs about 20% better than temperature
scaling on average.
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Table 6.1: Datasets used in this study.
Name
RSNA
DDSM
Mendeley V2
Kather 5000

6.5.1

Modality
Head CT
Mammography
Chest X-ray
Histological

# of Images
674257
10480
5856
5000

# of Classes
2
2
2
8

Experiment Setup

Datasets
Four large, publicly available, medical imaging datasets (RSNA [111], DDSM [46],
Mendeley V2 [65], and Kather 5000 [64]) were used in this study for both binary and
multi-class classification tasks (Table 6.1).
The RSNA dataset was released for the 2019 RSNA Intracranial Hemorrhage
Detection Challenge [111]. We used the training set of the first stage of the data
challenge in this study, which contains 674257 CT slices of 17079 patients. The
slices were labeled as 7 classes, normal, intracranial hemorrhage, and five sub-classes
of intracranial hemorrhage. We used this dataset as a binary classification task
(normal/abnormal). The dataset was randomly partitioned into training and testing
datasets with a 4 : 1 ratio on the patient-level by us.
The DDSM dataset contains 2620 well-labeled cases, including 10480 digitized
screen-film mammography images [46]. The dataset is almost 20 years old that was
initially constructed in 1999. DDSM is the largest publicly available mammography
dataset and widely used for developing deep learning models. We chose the Curated
Breast Imaging Subset of DDSM (CBIS-DDSM) [80], which is an updated and
standardized version of the original DDSM, for our study. We used the training and
testing sets provided by the data provider for training and testing respectively. We
used the provided training and testing sets in this study.
The Mendeley V2 [65] dataset contains both of the optical coherence tomography
(OCT) images of the retina and pediatric chest X-ray images. We used the pediatric
chest X-ray images in this study. The dataset includes 4273 pneumonia images and
1583 normal images. We used the provided training and testing sets in this study.
The Kather 5000 [64] dataset contains 5000 histological images of 150 ◊ 150 pixels.
Each image belongs to exactly one of eight tissue categories: tumour epithelium, simple
stroma, complex stroma, immune cells, debris, normal mucosal glands, adipose tissue,
background (no tissue). All images are RGB, 0.495µm per pixel, digitized with an
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Aperio ScanScope (Aperio/Leica biosystems), magnification 20◊. Histological samples
are fully anonymized images of formalin-fixed paraffin-embedded human colorectal
adenocarcinomas (primary tumors) from the Institute of Pathology, University Medical
Center Mannheim, Heidelberg University, Mannheim, Germany). The dataset was
randomly partitioned into training and testing datasets with a 4 : 1 ratio by us.
CNN Models
Four transfer learning CNN models were evaluated. More specifically, AlexNet [72],
ResNet-50 [44], DenseNet-121 [51], and SqueezeNet 1-1 [53] were used as the feature
extractors in the transfer learning models.
We firstly pre-trained these four networks on the ImageNet dataset [20]. Then, the
fully connected (FC) layers and the pooling layer before the FC layers were removed
from the models. We froze the parameters of the remaining convolutional (Conv)
layers of each network and used them as feature extractors. A shallow CNN classifier
was trained on top of each feature extractor.
The classifier contained one Conv layer and two FC layers. The Conv layer included
convolution, batch normalization [54], leaky ReLU [155], and max pooling [72]. Max
pooling had a 2 ◊ 2 receptive field with stride 1. Dropout [131] with a rate of 0.5 was
applied to the FC layers. Weighted cross-entropy loss was used in the training. Adam
optimizer [68] with a learning rate of 0.0001 was used as the optimizer.
For the same architecture, all the hyper-parameters were maintained the same
among different datasets, except batch sizes. The batch size of AlexNet on DDSM,
Mendeley V2, and Kather 5000 datasets was set as 64, and for RSNA was 512. For
the rest of the architectures, the batch sizes were set as half of the AlexNet with the
corresponding datasets.

6.5.2

Calibration Results

Table 6.2 shows the expected calibration error (ECE) and the accuracy of the uncalibrated models (Unca.), temperature scaling (Temp.), and the proposed method
(DCA). Each model was trained for two times. The average value is shown in the
table.
The table shows that our method is consistently better than the uncalibrated
method on model calibration, which reduces the ECE by 65.71% on average (from
0.1006 to 0.0345). Temperature scaling has the second smallest average ECE (0.0427).
However, it is still 23.77% worse than the proposed method. On average, the uncali61

Table 6.2: Expected Calibration Error (ECE) for Each Model
Dataset

Model

AlexNet
ResNet
RSNA
DenseNet
SqueezeNet
AlexNet
ResNet
DDSM
DenseNet
SqueezeNet
AlexNet
ResNet
Mendeley
DenseNet
SqueezeNet
AlexNet
ResNet
Kather
DenseNet
SqueezeNet
Average
1

ECE
(smaller is better)
Unca.
Temp.
DCA
0.0113
0.0239
0.0120
0.0276
0.0231
0.0122
0.0102
0.0814
0.0077
0.0253
0.0317
0.0097
0.2164
0.0658
0.0591
0.1844
0.0307
0.0798
0.1798
0.0337
0.0754
0.2173
0.0458
0.0805
0.1693
0.0396
0.0273
0.1475
0.0475
0.0291
0.1136
0.0746
0.0285
0.1871
0.0468
0.0252
0.0279
0.0344
0.0243
0.0248
0.0318
0.0304
0.0302
0.0286
0.0237
0.0372
0.0439
0.0269
0.1006
0.0427
0.0345

Accuracy1
(larger is better)
Unca.
DCA
0.8376
0.8488
0.8569
0.8762
0.8502
0.8543
0.8671
0.8841
0.6766
0.6291
0.7195
0.6987
0.7076
0.7106
0.6853
0.6771
0.8585
0.8785
0.8520
0.8767
0.8331
0.8796
0.8742
0.8750
0.9062
0.9052
0.9355
0.9229
0.9385
0.9410
0.8932
0.9038
0.8308
0.8351

The temperature scaling method has the same accuracy as the uncalibrated models.

brated method and temperature scaling have an 83.08% accuracy, while the proposed
method has an 83.51% accuracy. The proposed method increases the accuracy of 11
out of 16 tests.
It is worth noting that temperature scaling increases calibration error of 3 out of 4
models on the Kather 5000 dataset, while the proposed method is still able to reduce
the calibration error of most cases on the same dataset. The Kather 5000 dataset is
a relatively simple and large dataset for its task. The dataset is considered as the
MNIST of histology images. It is speculated to have a sufficient amount of training
data to train a model end-to-end, with a smaller overfitting effect (i.e., miscalibration).
In such a case, since the temperature parameter (T ) of temperature scaling is learned
on only the validation set, it may actually hurt the calibration. However, the proposed
method jointly optimizes the accuracy and modal calibration simultaneously, and it
can still reduce the calibration error.
Table 6.3 shows the maximum calibration error (MCE) of the compared models
trained using the RSNA, DDSM, and Mendeley datasets. Though there is no clear
winner on MCE, the proposed model decreases the average MCE by about 3%, while
temperature scaling increases the MCE slightly. Table 6.4 shows the MCE results
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Table 6.3: Maximum Calibration Error (MCE) for Binary Classification Tasks
Dataset

Model

AlexNet
ResNet
RSNA
DenseNet
SqueezeNet
AlexNet
ResNet
DDSM
DenseNet
SqueezeNet
AlexNet
ResNet
Mendeley
DenseNet
SqueezeNet
Average

MCE
(smaller is better)
Unca.
Temp.
DCA
0.0291
0.0366
0.0230
0.0484
0.0325
0.0399
0.0335
0.2233
0.0142
0.0430
0.0663
0.0270
0.2527
0.1545
0.1800
0.2897
0.1171
0.1078
0.2403
0.0941
0.0959
0.332
0.1631
0.1586
0.2454
0.4305
0.1225
0.2321
0.1769
0.297
0.2653
0.2477
0.4898
0.2521
0.2451
0.2507
0.2812
0.2817
0.2737

Table 6.4: Maximum Calibration Error for Multi-Class Classification Tasks
Dataset

Model

AlexNet
ResNet
Kather 5000
DenseNet
SqueezeNet
Average

MCE
(smaller is better)
Unca.
Temp.
DCA
0.2570
0.2974
0.7371
0.3072
0.6379
0.2513
0.2577
0.8015
0.4268
0.2566
0.3237
0.7371
0.2696
0.5151
0.5381

on the Kather 5000 dataset. Both temperature scaling and the proposed method
increase the MCE quite well. According to Guo et al., MCE is very sensitive to the
number of bins since it measures the worst cases across all bins, making it an improper
metric for small test sets [39]. On average, temperature scaling has an MCE of 0.3401
across all the evaluated models, the proposed method has an MCE of 0.3398, and the
uncalibrated method has an MCE of 0.2766.

6.5.3

Model Representation Learning

As a post-processing method, temperature scaling fixes model miscalibration at the
output-level, which does not change the learned representation. However, the proposed
method integrates calibration into the network training phase, which may help models
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Figure 6.2: The t-SNE plots of the representations learned using temperature scaling
and the proposed method on the Mendeley V2 (left) and Kather 5000 (right) datasets.
The samples of temperature scaling are spreading in the feature space (left in each
subplot). The samples of the proposed method are densely packed for the same class
(right in each subplot).
learn a better representation. In this section, we firstly use t-SNE [88] plots to
visualize features extracted by temperature scaling and DCA on two datasets. Then,
we compare the recovered probability distribution of the two methods on a toy dataset.
Figure 6.2 shows the t-SNE plots of features extracted by temperature scaling
and the proposed method on the Mendeley V2 and Kather 5000 datasets. Each dot
represents one data sample in a 2D feature space. To generate these plots, We first
extract the high-dimensional feature maps using an AlexNet model trained with either
temperature scaling or DCA. We then feed the feature maps to t-SNE which projects
the high-dimensional feature maps to 2D feature space. Ideally, the samples from the
same class should be close to each other; the samples from different classes should be
far from each other.
The plots reveal that the samples of temperature scaling (left in each subplot) are
spreading in the feature space regardless of class labels, while the samples of the same
class are densely packed in our method (right in each subplot). Especially for the
Kather 5000 dataset, DCA (the rightmost figure) successfully separated the samples of
TE (blue) and GB (gray) classes from the rest. But, the same classes of temperature
scaling are mixed with others.
Figure 6.3 shows the probability distribution recovered by the uncalibrated method
(left), temperature scaling (middle), and the proposed method (right) on a toy dataset.
For this experiment, we train three simple networks using the uncalibrated method,
temperature scaling, and the proposed method, separately. The networks share
the same two-layer architecture that takes a one-dimensional input for a binary
classification task. We randomly sample a dataset between ≠2 and 2, and randomly
label each sample with either 0 or 1. The curved line in each figure shows the recovered
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Figure 6.3: The figure shows the probability distribution that was recovered by
the uncalibrated method (left), temperature scaling (middle), and the proposed
method (right). The recovered distribution of the uncalibrated model (left) is far
from the ground-truth with many overconfident predictions. Temperature scaling
(middle) reduces the predicted confidence of the uncalibrated model, but the recovered
distribution is still far from the ground-truth. Our method (right) can better recover
the true probability.
probability distribution, while the light blue line in each figure shows the ground-truth
distribution.
The figures reveal that the uncalibrated model (left) has many high-probability
predictions. For instance, when ≠2 < x < ≠1, the model made many negative
predictions with high-probability; when 1 < x < 2, the model made many positive
predictions with high-probability. The majority of these predicted probabilities
are far from the true probabilities, which indicates the model is overconfident in
its predictions and does not capture the true probability distribution well. The
temperature scaling method (middle) can relax those extreme predictions by pushing
the predicted probabilities close to 0.5. However, the recovered probability distribution
is still quite far from the diagonal line. The proposed method (right) can recover
the trend of the ground-truth distribution, and most of the predictions are close to
the diagonal line. This experiment shows the models trained with DCA may have a
strong ability to recover the true probability distribution more accurately.

6.5.4

Hyperparameter Effects

One drawback of the proposed method is that the weight scalar — needs to be selected
for each model. In this section, we show the testing result of the proposed method with
different weights (— = [1, 5, 10, 15, 20, 25]). Figure 6.4 shows the train/test accuracy
and loss on the Mendeley V2 dataset using AlexNet architecture with four different —
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Figure 6.4: Train/Test accuracy and loss of Mendeley V2 dataset using AlexNet
architecture with four different — values.

Figure 6.5: Expected calibration error (ECE) of each dataset with different — values.
values. From the results, we can see that a smaller value such as 1 or 5 usually will not
be a good choice since they put a smaller penalty to the model when the cross-entropy
loss is overfitted. Among our experiments, most of the best results appeared using a
weight between 10 and 25.
Figure 6.5 shows the ECE results of all of the evaluated models with different —
values. The figure reveals that the ECE result is not very sensitive to the — value
when — Ø 10, except for the Kather 5000 dataset. In our experiences, we use — values
between 10 and 15 for most of the tasks.

6.6

Conclusion

We proposed a novel approach to neural network calibration that maintains classification accuracy while significantly reducing model calibration error. We evaluated
our approach across various architectures and datasets. The results show that our
approach reduces calibration error significantly and comes closer to recovering the true
probability than other approaches. The proposed method can be easily integrated into
any classification tasks as an auxiliary loss term, thus not requiring an explicit training
round for calibration. We believe this simple, fast, and straightforward method can
serve as a strong baseline for future researchers.
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Chapter 7
Discussion
The research in this dissertation investigated the effectiveness of utilizing state-of-theart deep learning techniques on medical imaging analysis. The major challenges for
such tasks include 1) lack of annotated data in the medical imaging domain, 2) how
to using domain knowledge in deep learning models, and 3) how much we can trust in
deep learning models. We proposed multiple novel deep learning models to address
the challenges mentioned above. Each model has its own advantages towards using
deep learning models in physicians’ daily clinical practices.
In Chapter 3, we introduced a multi-modal classification framework, which evaluates 2D and pseudo-3D data simultaneously. The proposed framework is inspired by
the daily clinical practice of specialized breast radiologists. Two imaging modalities,
mammogram and digital breast tomosynthesis (DBT), are widely used in clinical
practice when diagnosing breast cancer. Doctors usually need to read both modalities
before making a decision. However, almost all of the existing deep learning models,
before this work, are focusing on using only one modality. Our approach successfully
uses the two modalities simultaneously. The architecture design was motivated by
domain experts and domain knowledge. Our experiments show that, similar to human
doctors, the performance of deep learning models can be improved when using both
imaging modalities. Other than using a private dataset, one limitation of this work is
the method we used to convert DBT to a fixed-size representation is not trainable.
We think a learning-based method can further improve the model performance.
In Chapter 4, we proposed a weakly-supervised breast cancer detection network.
Conventionally, object detection networks are trained supervised with bounding boxes.
However, such fine-grained annotations usually do not exist in the clinical relevance
dataset due to the high annotation cost. We proposed a class activation mapping
(CAM) based method to train a lesion detection network using only image-level labels.
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CAM is a widely used building block for weakly supervised object detection networks.
However, comparing with many other imaging domains, the ROIs in breast imaging
are very small, and the ratio of image size to ROI size is often much higher. Apply
CAM naively may not give us a precise localization result. Instead of using CAM
naively, we use the CAM as the starting point and use a self-training strategy to refine
the predicted step-by-step. Our results show that the proposed model significantly
improves performance compared to other methods trained similarly.
In Chapter 5, we presented a general image feature learning framework that learns
the feature representations from a large set of images from the same domain through a
text and image matching network. Manual annotation is costly in the medical domain.
Deep learning researchers are always suffering from the lack of labeled data issues.
However, plenty of text data exists in a medical record system that provides rich
information about medical images, but it is hard to use to train a deep learning model
directly. The proposed framework learns image feature representation through an
image and text matching network. The learned feature representation can be used to
build various downstream applications. The downstream applications can be trained
with tiny annotated datasets. Our result shows that we are able to significantly reduce
the need for manually labeled data using our strategy; in some cases, the proposed
method reduces the need for manually annotated training data by 99%.
In Chapter 6, we explored a problem related to safe AI in the medical domain.
How much we can trust a deep learning model is a common question that has been
asked by medical experts. Deep learning models report exciting performance on many
tasks. However, uncertainty quantification is often ignored when evaluating these
models. Unfortunately, modern deep learning networks tend to be overconfident in
their predictions, which could be problematic in an automatic decision-making system,
especially for the medical field. The current state-of-the-art method, temperature
scaling, for deep learning calibration solves the problem by adding a post-processing
step, which does not affect the representation ability of a model. We proposed a
trainable calibration method, which integrated deep learning mode calibration into the
training stage. Our evaluation result shows that the proposed method is not only able
to improve deep learning model calibration, but may also improve the representation
ability of a deep learning model.
In this dissertation, we address three different challenges of applying deep learning
in medical imaging analysis in four different chapters. There are many options to
extend our work. For instance, in Chapter 3, we converted DBTs with various
lengths to a fixed size representation using RankSVM. The method works well in this
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task. However, one disadvantage is that no task-specific learnable parameters are
involved in this process. We think that by including some trainable parameters into
the conversion process that can make the converted data format more task-specific,
which may further improve the model performance. In Chapter 4 and Chapter 5,
we introduced two different methods to deal with the limited training data issue in
the medical imaging domain. Especially in Chapter 5, we proposed an image feature
learning method to use the weak supervisions of existing text documents. Though
this method significantly reduced the need for manual annotations, the method still
relies on some forms of annotations that can be got easily. Another direction to
solve this problem will be learning the feature representation using unsupervised
methods. In such a way, we can completely get rid of any forms of supervision. We
proposed a neural network calibration method in Chapter 6, which performs better
than the state-of-the-art calibration method. It helps a prediction model to get a
better estimate of its prediction confidence. However, the proposed method requires a
pre-selected weight for the regularization term. We may need to use different weights
for different models, which becomes a bottleneck of the proposed method. In the
future, we hope to use a neural architecture search method to select an optimal weight
for each model automatically.
We think there are still plenty of works that need to be done before using deep
learning in clinical practice. However, we believe the future will be bright. We hope
that our work will inspire other researchers to continue investigating how to apply
deep learning in the medical imaging domain.
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