Recent large-scale replications of social science experiments provide important information on the reliability of experimental research. Unfortunately, there exist no mechanisms to ensure replications are done. We propose such a mechanism: journal-based replication, in which the publishing journal contracts for a replication between acceptance and publication. We discuss what we learned from a proof-of-concept journalbased replication at the Journal of Public Economics. Our experience indicates that journal-based replication would be relatively straightforward to implement for laboratory experiments.
Introduction
Recent attempts to replicate experimental findings in economics, and other disciplines, have had a disappointing track record. One high-profile study found that 11 out of 18 economics studies in top publications could be replicated (Camerer et al., 2016) . Surprisingly, this was seen as a success, likely because the results compared favorably to a high-profile study of psychology results, where only 35 out of 97 results could be replicated (Open Science Collaboration, 2015) . 1 These attempts at replication are sometimes received with hostility, as scholars-whether authors of the original study, or those who try to build on it-may see a basis for their careers being challenged.
More replication seems needed, and there is also a need for it to be done quickly, before false positive (or negative) findings are able to take a prominent place in the literature. This note proposes and executes a proof-of-concept of a novel mechanism for replication: journal-based replication. In this mechanism, a replication attempt is contracted by the journal after a study is accepted for publication, but (ideally) before the actual publication occurs. 2 This can ensure greater confidence in published results, while also ensuring that more experimental results are published, both of which are important for increasing external validity, as discussed in the next Section.
Our own proof-of-concept occurred within the Journal of Public Economics, considered a top field journal in economics. The experimental study selected for replication, with the enthusiastic support of the authors (who became co-authors of the current manuscript), was the basis of "Does 'Being Chosen to Lead' Induce Non-selfish Behavior? Experimental Evidence on Reciprocity," by Drazen and Ozbay (2019) . That study found that elected representatives are more responsive than appointed representatives to the concerns of their constituents, all else equal. The process of replication is described extensively in Section 1 These top-line statistics are not straightforward to compare given the differences in sample sizes and inclusion criteria. For example, in the economics study interaction effects were not included, whereas in the psychology study interaction effects were included, and found to be less likely to replicate than main effects. 2 We admit to falling short of this second ideal: although the replication was started before acceptance and completed before publication, we have been unforgivably slow in writing up the outcome.
3, which forms the bulk of this manuscript. The results of the replication, an unanticipated finding that in a Spanish participant population the opposite result obtains-namely appointed representatives are more responsive than those who are elected-is described in Section 4. A discussion of these results, and a summation of the merits of, and potential issues with, journal-based replication concludes this note, in Section 5.
Background: Reliability and Replication
Concerns about external validity are endemic to social science research (Banerjee et al., 2017) .
A subset of external validity concerns that seem to be amenable to relatively simple solutions can be broadly labeled reliability-roughly encapsulated by the question, "If someone did the same study again, would he or she reach similar conclusions?" 3 Different research methods call for different approaches to establishing reliability. For observational studies, the standard for reliability in economics is reproducibility: obtaining relatively similar results using the original study's data and statistical software code (or exactly the same results when simulated methods are not employed; McCullough and Vinod, 2003; Shachar and Nalebuff, 2004) . 4 For experimental studies, the standard for reliability is replicability-someone running the same experiment with the same parameter values should obtain similar results. 5 While there is an ongoing debate on how to define "similar results" or whether a study replicates (Gelman and Stern, 2006; Cumming, 2008; Verhagen and Wagenmakers, 2014; Open Science Collaboration, 2015; Simonsohn, 2015; Patil et al., 2016) all versions of replication require running a very similar experiment again.
A persistent problem for establishing the reliability of experimental results is that there are few incentives to replicate particular studies. A finding that a study replicates has very little chance for publication. On the other hand, a finding that a study does not replicate may result in years of feuding with the original study's authors, nitpicking about particulars of the experiments, and so on. Given those incentives, historically, few studies in the social sciences are directly replicated, and even fewer direct replication attempts are published. 6
In recent years, mass replications have been carried out by teams of scientists (for example, Open Science Collaboration, 2015; Camerer et al., 2016; Ebersole et al., 2016; Schweinsberg et al., 2016; Camerer et al., 2018; Cova et al., 2018; Klein et al., 2018) . The results have lead many to declare a "crisis of replication" in the social sciences (for example, Open Science Collaboration 2015; although see Gilbert et al. 2016; Anderson et al. 2016 for dissenting opinions). There has also been an increase in funding dedicated to producing replications (Baker, 2016) . While scholars should be commended for lending their time and energy to these efforts, it is unclear if mass replications present a sustainable model for ensuring the reliability of social science findings. In particular, mass replications are not carried out continuously, leading to long time lags between the publication of a finding and some determination as to its reliability. Moreover, some attempts at mass replication do not even disclose the reliability of particular studies, preferring to focus on aggregate statistics in order to get greater cooperation with the authors of existing studies (Young, 2018) . Finally, some scholars believe that emphasizing replication may create incentives to emphasize small differences between a replication attempt and the original study, even when this is not warranted or useful (Hoxby, 2005; Evidence Action, 2015; Gilbert et al., 2016; Fiske, 2016) . 7
The possible unsustainability of mass replications has lead scholars to seek more sustainable models. Of particular interest here are "registered reports" (see https://cos.io/rr/. In this process, an experiment is accepted for publication before it is conducted. A number of journals in the social sciences now allow this sort of submission; the only one in economics is the Journal of Development Economics. While the primary aim of registered reports is to reduce publication bias, they may also alter other incentives structures that are associated with less reliable findings. In particular, as there is no need to get a specific result out of the experiment, there are unlikely to be incentives to focus on particular sub-populations, special cases of treatments, and so on, including the use of the many "researcher degrees of freedom" (Leamer, 1983; Simmons et al., 2011; Gelman and Loken, 2013) . 8 Despite the fact that replication is not a primary goal of the registered reports framework, as a pro-active step taken by a journal, it is a natural point of reference for journal-based replications.
Journal-Based Replication
Although we believe we are the first to conduct a journal-based replication, the idea is quite simple: a journal that is considering whether or not to publish an experiment commissions a replication of that experiment by other experimenters. Despite this apparent simplicity, aspects of the implementation will affect the sustainability of the practice, and its effect on the reliability of experimental research. In this section, we lay out what we believe are the broad decision variables, and our choices on each one, before proceeding to a more detailed description of the process-first from the point of view of the journal, and then from the point of view of the authors whose study was being replicated.
In Theory
There are four broad decisions we believe are of primary importance for the sustainability and usefulness of journal-based replications. They are: whether the replication should be conducted before or after the publication decision; the size and scope of the replication attempt; who should pay for it; and what should be done with the data from the replication.
We address each of these in turn, describing both our own decision-making, and our views on what the optimal decisions would likely be going forward.
When Should the Replication be Attempted?
In theory, a journal could decide to publish an article before or after the replication attempt.
Presumably, in most cases, if the journal made the publication decision after the replication attempt, that decision would be contingent in some way on the results of the attempt. 9
Whether it is optimal to have the publication decision reached before or after the replication attempt depends on specific beliefs about publication bias, as well as the objectives of the journal (for example, how they weigh the importance of innovative results or those likely to replicate). Making the decision after the replication attempt might also drive some submissions to other journals without replication policies, or lead to the replication being left out of subsequent submissions to other journals, perhaps resulting in additional biases. In our case, due to the exploratory nature of this replication attempt, we felt that publication decision should not be affected by the replication attempt. 10
Size and Scope of the Replication Attempt:
How replications should be conducted is a matter of some discussion in the literature (see, for example, Anderson et al., 2016; Gilbert et al., 2016; Camerer et al., 2018) . Generally, replications are larger than original studies in order to have high power to detect the original effect size. However, for a number of reasons, we decided on an "exact" replication that would make no modifications beyond correcting typos and similar errors-including to the sample size. The main reason for this was simplicity. In addition, this approach was informed by our answer to the final question below: "What should be done with the results?" We expected the replication attempt to be successful. Moreover, if the replication attempt was unsuccessful we did not intend to push it as a strong signal of the original study's unreliability.
As such, we were less worried about under-powered results, even though there is evidence suggesting that many results in economics tend to be exaggerated in terms of reported effect sizes compared to true effect sizes (Ioannidis et al., 2017) .
Who Should Pay?
As this was a novel project, it was quite easy to find funding. However, checking the couch cushions is unlikely to provide sufficient funds for a relatively regular use of journal-based replications. We suggest three funding models going forward. First, experimenters could include in their grants a request for funds to cover a replication attempt by a journal. As the cost of lab experiments are usually quite small, this should not be a significant burden for those researchers who can raise grant funding. 11 Second, "open" journals often charge publication fees once an article is accepted for publication. These fees are generally in the $1,000-$2,000 range. A typical lab experiment has a broader range of costs, from $1,000 to $10,000. While this can be an order of magnitude larger, it is not out of the question to make replication fees a standard part journal publication fees. Third, journals, or the societies that run them, could apply for grants themselves to run journal-based replication pilot programs and to subsidize those experimentalists who would like to have their study replicated but lack the financial wherewithal to do so.
What Should be Done with the Results?
Broadly speaking, many researchers view a replication as either a success-the replication generates an estimate of the main treatment effect that is relatively similar to the prior study (in the same direction and statistically significant from zero)-or a failure-the replication generates an estimate that is closer to (and statistically indistinguishable from) zero. This type of replication indicator was the primary indicator in, for example, Open Science Collaboration (2015) and Camerer et al. (2016 Camerer et al. ( , 2018 . As already discussed, we anticipated the replication would be a success. In that case, we believed that the original paper would be modified to show the estimates of the main treatment effect from each of the original and replication study, and then pool the data for all subsequent analyses. 12 We anticipated there was some chance the replication would be a failure, in which case we presumed that we would make some note of it in the published paper, and then put together a short note with the rest of the results. However, we neglected a third scenario which is, historically, incredibly unlikely: we might get the opposite effect from that found in the paper. This turned out to be what happened. The next section describes in more detail all the things that went wrong (and right) in our attempt at journal-based replication.
In Practice

From the Journal's Perspective
Snowberg and Dreber came up with the idea to do a journal-based implementation. After kicking the idea around for a while, Snowberg decided to seek permission from the editors of the Journal of Public Economics (where Snowberg was and is a co-editor) to conduct a journal-based replication using discretionary funds that Snowberg had available.
The editors of the journal put three conditions on the attempt:
1. All authors must be senior scholars so that delays relating to the replication effort would not affect anyone's career.
2. Participation in the journal-based replication scheme must be strictly voluntary: it must be entirely clear to any authors Snowberg approached that turning down his request to participate would have no impact on the acceptance decision of the manuscript.
3. Only one attempt would be allowed as the editors were concerned that more replications might create an unfavorable reputation for the journal resulting from the attempt, which might decrease submissions from experimental economists.
The first condition struck Snowberg and Dreber as wise, and the third as sensible. The second is more questionable from a scientific perspective, but reveals an unfortunate aspect of scientific publishing (at least in economics). In particular, journal-based replication would likely increase the perceived reliability of experimental studies in a journal. However, it would also likely result in fewer experimental submissions to the journal, which would have an adverse effect on the journal's reputation. Unfortunately, from a given journal's perspective, the latter cost seems likely to outweigh the benefit of more reliable experimental studies.
Snowberg and Dreber further believed it would be beneficial to make the first attempt with a study that seemed likely, prospectively, to result in a successful replication. This criteria was adopted because Snowberg and Dreber thought it was likely to result in a more pleasant experience for all involved. Additionally, Snowberg and Dreber decided the replication attempt should be on an experiment run with relatively standard software, as outsourcing replication of this type of study would be much easier than one that involved, say, responses on paper.
Drazen and Ozbay submitted their paper to the Journal of Public Economics in late 2017, and the paper was assigned to Snowberg for handling. After sending the paper out for review, Snowberg asked the editors if this paper would be reasonable for the journalbased replication attempt. The editors agreed that it would be. After reviews of the paper were submitted to the journal, and it became clear that the paper would almost certainly be accepted, Snowberg asked the authors if they would like to be part of a journal-based replication, and the authors quickly agreed.
Snowberg and Dreber prepared the replication while the paper was still under revision.
The lab at the University of Valencia, in Spain was selected as the site for replication. 13
This lab runs experiments for remote experimenters. For Snowberg and Dreber this meant that they could ship the code provided by Drazen and Ozbay to the lab at the University of Valencia and implementation would be taken care of there. IRB approval was obtained from the University of British Columbia, and technicians at the University of Valencia went over the code to make sure it complied with the policies of their lab. During this process, the technicians found certain instructions that they perceived as confusing, which resulted in small changes to wording here and there.
The data from the replication was available before the final manuscript was received. We were initially quite worried about the data itself, as it showed a relatively similar estimate of the main treatment effect, but of the opposite sign. After confirming the data and analysis were correct, Snowberg, at least, had a moment of panic. He was reassured by the editors of the Journal of Public Economics that this was quite an interesting outcome, and that it should be up to the original authors what to do with the data. Upon reflection, Snowberg agreed that this was a very interesting result: it indicated that the main effect of the experiment might depend on features of the participant population-for example, culture. That is, the uncommon finding of differently signed results between the original and replication experiment lead Snowberg to believe he had overlooked the possibility that the replication might highlight questions of external, rather than internal, validity.
Snowberg spoke with Drazen and Ozbay; they felt the best thing to do would be to acknowledge the replication result in the main paper, and write up a note containing detailed results. You are reading that note now. They also felt there might be some scope for future research in understanding the (potential) differences between their participant population and the one in Valencia, Spain.
From the Authors' (Drazen's and Ozbay's) Perspective
When the co-editor (Snowberg) asked us if we were willing to take part in the replication exercise, we happily agreed. Generally, we felt that replication of scientific experiments is very important to test the reliability of the results, as discussed above. Given the importance of replicability, we also agreed that journal-based replication was a good way to try to achieve this general goal, and hence, the strategy was worth trying.
The process was largely as described up front by the co-editor. We sent all relevant material-experimental design, code, description of econometric analysis of results-to the journal, and the co-editor kept us abreast of progress. There was perhaps more communication than would be strictly necessary should in-journal replication become a standard exercise, but given the experimental nature of this initial undertaking, this level of communication was understandable.
Two issues arose during the replication attempt. First, there were some small errors in the analysis code. This was quickly resolved. 14 A second issue concerned which statistical procedures should be applied to lab experiments when the treatment is randomized at the session level. The consensus on how to treat experiments with such a randomization is evolving, and the question came up whether we should revisit our analysis as a consequence. After much deliberation, the co-editor decided that as this was not mentioned by the reviewers, it should not be changed during the replication attempt.
The second issue that arose is part of what we see as a broader concern: whether to revise the analysis in light of differences in results that arise in replication. We agreed with the co-editor that in order for in-journal replication to be successful, a clear line should be drawn between correction of errors in the original experiment and the desire to include additional results after the fact. While additional results may be of interest in their own right, we felt strongly, as did the co-editor, that they should not be added to an article the journal has already agreed to publish, regardless of the results of a replication exercise (that is, where they did not reveal an error in the original experiment). In our case, we decided, in consultation with the co-editor, to note that the replication exercise led to different results, in a footnote. However, we also decided to neither discuss these differences at any length in the original paper nor to run the experiment a third time, rather refer the reader to a forthcoming note that would explain the differences.
We were happy that our experiment was chosen for this initiative, as we felt it indicated confidence in our experimental technique over and above what would be indicated if the paper was accepted. (The journal making clear that acceptance or rejection of our paper was independent of the outcome of the replication was certainly important in our decision).
We felt, perhaps immodestly, that our specific experiment might be a good choice. Why?
As outlined in the original paper, in designing the experiment, we tried to control for as many factors as possible in order to argue that our results showed reciprocity of elected leaders to the voter who put them in office. Laboratory experiments in economics strive for the standards of controlled experiments used in the hard sciences in a way not directly possible using data from outside the lab, and that was important to us in this experiment.
We thought (more immodesty coming) that we did a reasonably good job in this respect.
Rerunning the experiment might support this belief, though as discussed below, perhaps it revealed what we had not controlled for. 15 4 Replication Results
Experimental Overview
The main goal of the experiment in Drazen and Ozbay (2019) was to test the idea that, due to reciprocity, elected leaders might be willing to act non-selfishly-that is, implement a policy further from their own ideal policy-than appointed leaders. The experimental design is succinctly described in the original paper, which we quote here:
At the beginning of each session, each subject was randomly assigned one of two roles: "candidate" or "citizen." There were twice as many candidates as citizens. The assigned roles stayed fixed for all 20 rounds (until the end of the experiment). At the beginning of each of the 20 rounds in a session, all participants were randomly put into groups of 3 people. Hence, there could be no "reputation" effects as the session proceeded. Each group consisted of two candidates and one citizen. Independent from the assigned role (candidate and citizen), every participant was randomly assigned a type in each round. A type was any integer number from 0 to 100 drawn from a uniform distribution, which is essentially the participant's most preferred policy. Unlike the fixed roles, assigned types changed from one round to the next. We balanced the random draws by using the same sequence of random numbers for each treatment, so the random value draws for each session in the Election Treatment are matched with the random draws for the corresponding session of the Appointment Treatment.
After being informed about the type of each candidate, in the Election Treatment, the citizen choses one of the candidates. In the Appointment Treatment, one of the candidates was randomly appointed. The elected candidate in the Election Treatment, or the appointed candidate in the Appointment Treatment, was informed about the types of both the opponent candidate and the citizen and was then given the authority to decide which policy would be implemented. A policy was required to be an integer number from 0 and 100, where individuals learned the outcome of each round before the next took place.
Earnings in each round depended on the distance between type and policy. Formally, the earnings in a round were 100 − |TYPE − POLICY| Experimental Currency Units (ECU) where 1 USD = 5 ECU. It is important to note that all participants, both citizens and candidates, have their earnings computed in this fashion, and the policy choice of the winning candidate affected the earnings of both opponent candidate and the citizen. Once all 20 rounds were finished, one round out of the 20 was randomly picked, and the earnings in that round were the final earnings of the experiment in addition to a $5 participation fee.
The main outcomes analyzed both in the original paper and here are the fraction of leaders acting non-selfishly, and the magnitude of the deviation from selfish behavior-that is, the absolute value of the difference between the policy chosen and the leader's ideal policy. Like our replication, the experiment in Drazen and Ozbay (2019) had 120 participants across 8 sessions (4 election and 4 appointment), although those subjects were recruited at the University of Maryland, as opposed to our study, which took place at the University of Valencia (Spain). Both the study and the replication were conducted in English. Notes: Percent of leaders choosing a policy other than their most preferred option with 95% confidence intervals.
Main Finding
The main finding of Drazen and Ozbay (2019) is that those in the Election Treatment were significantly more likely to act non-selfishly than those in the Appointment Treatment. The main result in our replication was the opposite: namely, those in the Appointment Treatment were significantly more likely to act non-selfishly, as shown in Figure 1 . Getting the opposite result is quite rare in replication attempts. We discuss this further in discussion, in Section 5.
It is worth noting other similarities and differences between the replication results, summarized in the Online Appendix, and those found in the tables of the original paper. As seen in Figure 1 and Table 1 of the online appendix, the overall rates of non-selfish behavior are quite a bit higher in both treatments in our replication data.
Both datasets exhibit a decrease in non-selfish behavior in later rounds (Table 2) . How-ever, in our replication data, the difference between the two treatments is almost entirely driven by differences during the last ten rounds (rounds 11-20, as shown in Table 3 ). To put this another way, in the original data, the decrease in non-selfish behavior is relatively even across both treatments. Instead, in the replication data, the decrease in non-selfish behavior is far more pronounced for those in the Election Treatment.
The remainder of the specifications in Drazen and Ozbay (2019) are dedicated to testing how particular theories of reciprocity or other-regarding preferences might explain the main result . Given that our main result is different, it is hopefully unsurprising that the results here cannot be explained using those same theories.
Discussion
This paper proposes, and shows a proof-of-concept of, a novel mechanism of ensuring replication: journal-based replication. By making publication decisions before a replication is conducted, it reduces the possibility of "file-drawer" problems. Additionally, as the importance of experiments tends to depend on the results of those experiments, it allows editors and reviewers the ability to preview experimental findings (although not replication attempts!) before a publication decision is made.
The biggest concern for this mechanism is source(s) of funding. Aside from this concern, both the journal and the authors found the process to be straightforward, with the writing up of these results to be far more time-consuming than conducting the replication itself. 16
Comparing the model of journal-based replication to a model in which replication is achieved through other means (but is still done), the difference would be that the costs of replication would be borne by the journal, and, more likely, the authors of the original study. However, as the benefit of studies primarily accrues to the authors and the journals that publish them, we can see an argument for these parties bearing the costs of replication. Moreover, if replication were seen as a standard part of the research process, granting agencies would hopefully adjust their funding accordingly, although we suspect this would result in fewer grants rather than an increase in the pie, at least in the short to medium term. Finally, as people wonder what the purpose of journals is in an age of open access (Resnick and Belluz, 2019) , it seems that enforcing replication could be one such purpose. 17
The fact that our replication attempt found the opposite result of the original (nowpublished) study is also worth discussion. There are two plausible interpretations. The first is that both findings are just statistical noise, and that election and appointment do not have any systematic effect on pro-social behavior in this particular experiment. The second is that there is a difference in culture between the U.S. and Spain (or, more precisely, between the two participant populations drawn from those two countries) leading to opposite results. There is some tentative support for this in the literature, as other studies have also found a difference in reciprocity between participants in Spain and those in other OECD countries (Georgantzis et al., 2013; Waichman et al., 2015) . Based on this literature, Drazen
and Ozbay believe that it is this difference that may explain the difference in results. It may also be that appointed (versus elected) leaders view their responsibilities towards their constituent populations differently in Spain than in other OECD countries.
Whether one believes the conflicting results are due to broad cultural differences or statistical noise likely depends on one's prior. If one has seen a number of failed replications, it is likely that person would presume this to be just another, somewhat atypical, failure.
Or, one may see a broader pattern in the literature and believe that understanding how this experiment, and others that rely on reciprocity, vary across cultures seems like a fruitful topic for further research. As reciprocity has been found to be important in, for example, corruption and voting behavior (for example, see, Finan and Schechter, 2012) , there may 17 Dreber and Snowberg's co-author Colin Camerer suggested to us (and in his own grant application to conduct a wide-ranging journal-based replication campaign) that, in equilibria, journals might have two tracks for papers, one where the authors would fund a replication attempt, and one where no such attempt is guaranteed. In the long run, he argued, this would also serve as a signal of the original experiment's quality. While we believe it is more likely to be a signal of the author's financial resources, it is an idea worth exploring, as it may also force authors to focus their resources on fewer, better-designed experiments. also be implications for how institutions function across these different cultures and countries. Regardless of one's posterior on this question, both are informed by the result of the replication attempt.
Online Appendix-Not Intended for Publication
Additional Replication Results and Interpretation
All tables in this online appendix correspond to tables in the paper by Drazen and Ozbay (2019) . Data in these tables come from our replication attempt conducted in Valencia, Spain.
Differences and similarities between the outcomes in these tables, and those in the paper, are discussed in Section 4.2. (1.1) p = 0.000 Appointment 23 17 z = 2.59 (1.9) (1.7) p = 0.001 z = 2.38 z = 4.78 p = 0.017 p = 0.000
Notes: Standard errors in parentheses. Table 6 : The impact of distance between a leader's and citizen's types on the probability of choosing a non-selfish policy.
Election Appointment
Leader is the 0.29 0.33 z = 0.45 further candidate (0.087) (0.060) p = 0.65
Leader is the 0.24 0.18 z = 1.03 closer candidate (0.043) (0.045) p = 0.30 z = 0.55 z = 2.29 p = 0.58 p = 0.022
Notes: Standard errors in parentheses. Since we allow for integer amounts, Citizen being in between two candidates is defined as Leader's type −1 > Citizen's type > Loser's type +1 or Leader's type+1 > Citizen's type > Loser's type −1 so that there is always room for the leader to compromise if he or she wants. Also, Leader's type = 0 and Leader's type = 100 are excluded to avoid any movement to favor moving toward the Citizen. z-Values and p-values are based on logistic regression of choosing non-selfish policy on dummy variable indicating the independent variable. 
