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Abstract
Head-related transfer functions (HRTFs) describe the directional filtering of the in-
coming sound caused by the morphology of a listener’s head and pinnae. When an
accurate model of a listener’s morphology exists, HRTFs can be calculated numerically
with the boundary element method (BEM). However, the general recommendation to
model the head and pinnae with at least six elements per wavelength renders the BEM
as a time-consuming procedure when calculating HRTFs for the full audible frequency
range. In this study, a mesh preprocessing algorithm is proposed, viz., a-priori mesh
grading, which reduces the computational costs in the HRTF calculation process signifi-
cantly. The mesh grading algorithm deliberately violates the recommendation of at least
six elements per wavelength in certain regions of the head and pinnae and varies the size
of elements gradually according to an a-priori defined grading function. The evaluation of
the algorithm involved HRTFs calculated for various geometric objects including meshes
of three human listeners and various grading functions. The numerical accuracy and the
predicted sound-localization performance of calculated HRTFs were analyzed. A-priori
mesh grading appeared to be suitable for the numerical calculation of HRTFs in the
full audible frequency range and outperformed uniform meshes in terms of numerical er-
rors, perception based predictions of sound-localization performance, and computational
costs.
Keywords— Head-related transfer functions, Boundary element method, Mesh grad-
ing
1 Introduction
The head-related transfer functions (HRTFs) describe the directional filtering of incident
sound waves at the entrance of a listener’s ear-canal [25, 37]. This filtering is caused by
the overall diffraction, shadowing, and reflections at human anatomical structures, i.e.,
the torso, head, and pinnae. Thus, HRTFs are closely related to a listener’s individ-
ual geometry and they provide listener-specific spectral [26] and temporal features [21]
which are essential for three-dimensional (3D) sound localization, e.g., in binaural audio
reproduction systems [30].
∗Manuscript submitted to Applied Acoustics.
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HRTFs are usually acquired acoustically in a resource-demanding process, in which
small microphones are placed into listener’s ear canals and transfer functions are measured
for many directions in an anechoic chamber [23, 31]. HRTFs can also be acquired by means
of a numerical HRTF calculation, i.e., by simulating the sound field of an incident wave
scattered by a listener’s head and pinnae. In recent years, the boundary element method
[BEM, 7] became a powerful tool for such simulations in acoustics. The BEM was used
in many studies for the numerical calculation of HRTFs [9, 12, 13, 14, 15, 16, 17, 33, 40].
In general, the numerical HRTF calculation is based on a 3D polygon mesh, i.e., a set of
nodes and elements with these nodes as vertices, describing a listener’s morphology.
In element-based acoustic simulations resolution of the mesh should be related to the
wavelength of the simulated frequency [24]. The mesh resolution is measured by the
number of elements per wavelength or by the average length of edges in the mesh, i.e.,
the average edge length [AEL, 40]. The accuracy of the numerical calculations depends
on these metrics. In Marburg [24] the relative numerical error was below fifteen percent,
when at least six elements per wavelength were used. Gumerov et al. [9] recommended
five elements per wavelength, equilateral triangles, and a valence of six, i.e., the number
of edges incident to a vertex describing the regularity of a mesh, and a uniform vertex
distribution in the mesh. In Ziegelwanger et al. [40], an AEL of 1mm to 2mm was required
for accurate numerical HRTF calculations. Given the average human body surface area
and a frequency range of up to 18 kHz, these recommendations result in a uniform head
and pinna mesh consisting of approximately 100 000 equilateral triangular elements.
The computational costs of the BEM, i.e., the calculation time and the required
amount of physical memory, are generally high and increase with the number of elements
in the mesh [17]. The first numerical HRTF calculations were limited to 22 000 elements
and frequencies up to 5.4 kHz because the calculation time was in the range of tens of hours
for a single frequency [15]. The HRTF calculation became feasible for the full audible
frequency range [9, 17] by coupling the BEM with the fast multipole method [FMM, e.g.,
6]. HRTFs calculated with the FMM showed good results for artificial heads by means of
visual comparison of amplitude spectra [9] and for human listeners by means of individual
sound-localization performance [40]. However, the numerical HRTF calculation process
for the full audible frequency range can still last tens of hours on a single CPU [17, 40].
While the computational costs can be reduced by reducing the number of elements in
the mesh, a simple mesh coarsening considering all elements, i.e., a uniform re-meshing,
also reduces the accuracy of the numerical calculation [24]. The loss of accuracy is caused
by geometric and numerical error [35]. The geometric error arises because of under-
sampling the geometry and the numerical error arises because of under-sampling the
sound field on the geometry [40]. In other fields of computational physics, more sophisti-
cated geometry discretization methods, resulting in non-uniform meshes, have been inves-
tigated. For the finite-element method, the numerical error introduced by goal-oriented
mesh adaptivity [36], non-uniform meshes [8], and mesh grading [10] were investigated.
For elliptic boundary-value problems, a-priori mesh grading was proposed [18], where the
element size was varied based on a-priori knowledge of the location of singular points, i.e.,
sharp edges and corners in the geometry or discontinuities in the boundary conditions. For
the 2D-BEM and hyperbolic boundary-value problems, adaptive meshes were investigated
[5, 19]. In general, non-uniform meshes showed better convergence rates than uniform
meshes and the accuracy was higher for non-uniform meshes than for uniform meshes.
Even though the investigations for hyperbolic boundary-value problems were done for the
2D-BEM only, a non-uniform mesh of a human head seems to be a promising approach
to reduce the computational costs in the numerical HRTF calculation process.
Hence, in this article, we adapt the idea of a-priori mesh grading for the numerical
calculation of HRTFs. First, we briefly review the BEM (Sec. 2) and describe our a-priori
mesh grading algorithm (Sec. 3). In Sec. 4, we show its evaluation. Secs. 4.1 and 4.2
describe the software and metrics we have used for the evaluation. Sec. 4.3 and 4.4, show
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the evaluation of various grading functions based on a comparison to reference HRTFs of
a sphere. Then, the most promising grading functions were evaluated on the geometry of
a pinna (Sec. 4.5). Finally, in Sec. 4.6, the best performing grading function was applied
on meshes of human heads, for which the HRTFs were evaluated by means of numerical
and perceptual errors.
2 Boundary element method
The boundary element method in the context of calculating HRTFs is schematically
shown in Fig. 1. Here, the object Ω with boundary Γ represents the scatterer, i.e. the
human head and pinnae. Ωe defines the domain outside the scatterer. A point source at
x∗ (in the following called loudspeaker position) emits spherical waves, i.e., it produces
the incident sound field φinc(x). Γ
∗ is the microphone area at the entrance of the ear
canal.
x
y
z
Figure 1: Schematic representation of the exterior scattering problem for the numerical calcu-
lation of HRTFs. A point source is placed at x∗ and emits the incident sound field φinc(x) in
Ωe outside a listeners head Ω with surface Γ and the microphone area Γ
∗. x, y, and z represent
the Cartesian coordinate system as described in Ziegelwanger and Majdak [38].
The total sound field φ(x) is described by the boundary integral equation:
τφ(x)=
∫
Γ
H(x,y)φ(y)dy −
∫
Γ
G(x,y)v(y)dy + φinc(x), (1)
where G(x,y) and H(x,y) are the Green’s function of the Helmholtz equation and its
derivative with respect to the normal vector n to Γ at the point y. φ(x) = p(x)iωρ , p(x)
and v(x) = ∂φ(x)
∂n
= n · ∇φ(x) denote the velocity potential, the sound pressure, and the
particle velocity at a point x, respectively. ρ denotes the density of air and τ is a factor
depending on the position of x. τ = 1 for x ∈ Ωe, τ = 1/2 for x ∈ Γ, and τ = 0 when x
is located inside Ω. The scatterer is assumed to be rigid, thus ∂φ(x)
∂n
= 0 for x ∈ Γ.
To speed up calculations, HRTFs are determined by applying the principle of reci-
procity [28], where the roles of sources and receivers are exchanged. To this end, the
in-ear microphone is simulated by a point source close to Γ∗ [9] or by active vibrating
elements at Γ∗ [17, 40]. HRTFs are evaluated using the calculated sound pressure at the
loudspeaker positions. For the active vibrating elements, this means technically that the
contribution of an external sound source φinc(x) is replaced by an additional boundary
condition v(x) 6= 0 for x ∈ Γ∗.
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In our approach, HRTFs are calculated numerically in three steps. First, Γ is dis-
cretized as a 3D polygon mesh M, consisting of vertices V, edges E and elements F
(Fig. 3a), and the unknown solution φ(x) on Γ is approximated using simple basis func-
tions [11], e.g., piecewise constant basis functions. Using a collocation approach Eq. 1
(for τ = 0.5) is transformed into a linear system of equations Aφ = b, where φ is the
vector of unknown velocity potentials. The Burton-Miller approach [4] is used to ensure a
unique solution. For details about the derivation of the stiffness matrix A and the right-
hand-side b refer to Chen et al. [6] and Ziegelwanger et al. [39]. Second, the solution for
the linear system of equations is calculated by using an iterative solver. The FMM is used
to speed up the matrix-vector multiplications needed for the iterative solver [6]. Third,
given the solution φ at the boundary Γ, the sound pressure p(x) = iρωφ(x) at any point
x in the exterior domain Ωe, e.g., the loudspeaker grid, is determined by evaluating Eq. 1
(for τ = 1).
3 A-priori mesh grading
The a-priori mesh grading approach aims at reducing the number of elements #F while
preserving the accuracy in the calculation results by gradually increasing the length of
edges in M as a function of the distance of an edge to Γ∗. The validity of our approach
is based on two assumptions.
As for the geometric error, we assume that the geometry of the ipsilateral pinna1 has
the main influence on the accuracy of the HRTFs [see also 40], whereas the geometry of
the rest of the head (including the contralateral pinna) plays a minor role. Thus, the effect
of a geometric error caused by large elements at the contralateral head side is assumed
to be negligible.
As for the numerical error, we assume that the discretization of φ(x) in the proximity
range of a discontinuity in boundary conditions, i.e., the jump in the neumann boundary
condition at Γ∗ in the reciprocal calculation, has to be very fine, whereas the effect
of the size of elements in regions far apart from Γ∗ is negligible, because the Green’s
function G(x,y) and its derivatives in Eq. 1 decay fast with increasing distance ||x−y||.
Additionally the amplitude of φ(x) on the contralateral side will be much smaller than
on the ipsilateral side (with a difference of approximately 90 dB). Therefore, any error
caused by the increased element size at the contralateral side will be damped in the order
of tens of dB, introducing only small artifacts to the final HRTFs.
Based on our assumptions, an algorithm which gradually increases the length of edges
in M as a function of the distance of an edge to Γ∗ was designed. The algorithm is
based on a re-meshing algorithm for uniform meshes [3]. In this algorithm, if the length
of an edge does not match a pre-defined target edge length, the mesh around this edge is
modified. In our approach, this algorithm is extended such that the target edge length
is described by a grading function dependent on the (relative) distance of an edge to Γ∗.
In the following, we describe the details of the grading functions and of the re-meshing
algorithm.
3.1 Grading functions
We consider the relative distance of an edge E to Γ∗:
d¯E =
|Em − Γ
∗
m|
dmax
, (2)
1When using the reciprocity approach, HRTFs need to be calculated for both ears separately. Thus, in this
context, the terms ipsilateral and contralateral correspond to the side of the head, where the sound source is
located or not, respectively.
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where Em is the midpoint of E , Γ
∗
m is the midpoint of Γ
∗, and dmax = maxE dE is the
maximum distance of edges in M. Note that d¯E = 0 and d¯E = 1 correspond to the most
ipsilateral and most contralateral side of the head, respectively.
For the grading of M, we propose various grading functions µ(d¯E ). These functions,
shown in Fig. 2, can be structured in two classes. The first class consists of power
0 0.25 0.5 0.75 1
0
0.25
0.5
0.75
1
Figure 2: Relative grading resulting from various grading functions (linear POW1, higher-order
grading POWα, and raised-cosine grading COSα).
functions:
µ(d¯E) = d¯
α
E , (3)
with α = 1 as the first-order grading (POW1), which increases the length of edges linearly
from the ipsilateral to the contralateral head side. Also, higher-order grading functions
were considered, e.g., quadratic grading (POW2) and quartic grading (POW4) for α = 2
and α = 4, respectively. With increasing α, these grading functions increase the element
size slightly at the ipsilateral side and rapidly at the contralateral side. Note that a
zeroth-order grading yields a uniform mesh.
The second class is based on raised cosine:
µ(d¯E ) = 1− cos
α
(
πd¯E/2
)
, (4)
with the second-order cosine grading (COS2) for α = 2 and fourth-order cosine grading
(COS4) for α = 4. In contrast to the POWα functions, COSα functions concentrate
small edges around Γ∗. While α = 2 then increases the edge length almost linearly from
the ipsilateral to the contralateral head side, α = 4 grading increases the edge length
rapidly to the maximum edge length.
In order to calculate the target edge length for each edge in M, two global mesh
grading parameters are defined, the minimum target edge length ℓˆmin and the maximum
target edge length ℓˆmax. The local target edge length ℓˆd¯E is then calculated as:
ℓˆd¯E = ℓˆmin +
(
ℓˆmax − ℓˆmin
)
µ(d¯E ). (5)
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3.2 Re-meshing algorithm
Most of the re-meshing algorithms in the field of computer graphics use triangle mesh
decimation, vertex clustering, or voxel based object simplification [20]. Our a-priori mesh
grading algorithm is based on an efficient re-meshing algorithm from Botsch and Kobbelt
[3]2. This algorithm modifies a mesh in an iterative procedure with the goal to obtain
a uniform mesh with a given target edge length. In our mesh grading algorithm, the
target edge length is the local target edge length ℓˆd¯E from the previous section. Thus, in
each iteration, first, edges are split if ℓE >
4
3 ℓˆd¯E (Fig. 3b). Second, edges are collapsed
if ℓE <
4
5 ℓˆd¯E (Fig. 3c). Third, edges are flipped if the valence of neighboring vertices is
larger than six (Fig. 3d). Last, vertices are relocated on the surface of the original mesh
by tangential smoothing [3]. In our study, ten iterations were sufficient to achieve the
edge length distribution targeted by the corresponding grading function.
flip
edge
collapse
edge
split
edge
Figure 3: The re-meshing algorithm. (a) Definitions: V, E , and F represent a vertex, an edge,
and a face, respectively. Mesh operations: (b) edge splitting, (c) edge collapsing, and (d)
edge flipping.
4 Evaluation
The effect of a-priori mesh grading on numerically calculated HRTFs was investigated
in three steps, with different geometric objects in each step. First, HRTFs were numer-
ically calculated for a rigid sphere (SPH) object and were compared to an analytical
solution. Second, the same HRTFs were compared to HRTFs calculated for a uniform
high-resolution mesh of that sphere, validating the usability of a high-resolution mesh to
2Available in OpenFlipper, version 2.1, [29]: http://www.openflipper.org (date last viewed: January 31,
2016)
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generate a reference HRTF set for further investigations. Third, the SPH object was ex-
tended by a generic pinna yielding the sphere-and-pinna (SAP) object. For that object,
an analytical solution is not available and HRTFs numerically calculated from a high-
resolution mesh were used as the reference. Fourth, HRTFs were calculated for three
human objects (HUMs) represented by head and pinna models of actual human listen-
ers. For the HUMs objects, the effect of a-priori mesh grading on numerically calculated
HRTFs was (in addition to numerical errors) evaluated from the perceptual point of view.
In this section, we first describe some general aspects of our evaluation and then show
and discuss the results for the evaluated objects.
4.1 HRTF calculation
Mesh2HRTF3 was used to calculate HRTFs numerically for 200 frequencies, which were
linearly spaced between 0.1 kHz and 20 kHz. Calculations were run on a Linux cluster
consisting of eight PCs with Intel i7–3820 processors running at 3.6GHz. Each PC was
equipped with 64GB of RAM. In total, more than hundred HRTF sets were calculated
in this study and the calculations lasted several days.
HRTF positions were defined by means of two loudspeaker grids. A loudspeaker grid
represents the evaluation nodes in the BEM. In the first grid, the equi-angular (EQA)
grid, the interaural-polar coordinate system was used [27]. In that system, the poles are
placed along the interaural axis and a direction is represented by lateral angle ϑ and polar
angle ϕ. In that grid, 5042 virtual loudspeakers were placed equi-angular on a sphere
with radius 1.2m. The resolution was 2.5◦ and 5◦ in the lateral and polar dimension,
respectively. The EQA grid was used to analyze the numerical accuracy of the numerically
calculated HRTFs.
In the second grid, the ARI grid, 1550 virtual loudspeakers were placed on a sphere
with radius 1.2m [23, 40]. The spherical coordinate system was used which is described by
the azimuth and elevation angle. The grid had a polar gap at elevation angles below −30◦,
as well as a resolution of 5◦ in the elevation and 2.5◦ and 5◦ for azimuth angles smaller
and larger than 30◦, respectively. The ARI grid was used in the perceptual evaluation of
the numerically calculated HRTFs.
4.2 Considered metrics
Two error metrics were used in the evaluation. First, the accuracy of numerical calculation
was considered which shows the performance and limits of the method and frames our
results into context of previous studies in the field of computational acoustics. Second,
individual sound-localization performance was considered which shows the perceptual
impact of the numerical error and the relevance of the method in the context of HRTFs
and frames our research into context of previous studies in the field of spatial hearing.
The accuracy of the numerical calculation was quantified by the relative numerical
error. To this end, the complex-valued sound pressure from a numerical calculation was
compared with a reference solution resulting in the relative numerical error eΩeLp given by:
eΩeLp =
‖pΩenum − p
Ωe
ref‖Lp
‖pΩeref‖Lp
, (6)
where pnum and pref are the evaluated and a reference sound pressure, respectively. ||.||Lp
denotes an Lp-norm.
3Mesh2HRTF: version 0.1.2, available from http://mesh2hrtf.sourceforge.net (date last viewed: Jan-
uary 31, 2016)
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Two Lp-norms were considered, viz., the L2-norm and the L∞-norm. For the calcu-
lated frequencies and the EQA grid, the L2 norm was calculated as:
||f ||L2 ≈
√
∆ω∆ϕ∆ϑ
∑
i
∑
j
∑
k
|f(ωi, ϕj , ϑk)|2 sin(ϑk), (7)
where (ϕj , ϑk) are defined by the EQA grid. The L
∞-norm was:
‖f‖L∞ = max
ω,ϕ,ϑ
|f(ω,ϕ, ϑ)|. (8)
Note that our error formulation in Eq. 6 does not separate magnitude and phase differ-
ences and thus considers both. A phase difference of π results in a relative error of two
hundred percent.
The individual sound-localization performance was quantified in terms of model pre-
dictions for an HRTF set. Two models were used. First, spectral features were analyzed
with a model of sound-localization performance in sagittal-planes [1] implemented as
baumgartner2013 in the Auditory Modeling Toolbox4 [AMT, 34]. This model predicts
the individual sound-localization performance by means of the local polar RMS error
(PE) and the quadrant error rate (QE), which are common error metrics for analyzing
results of sound-localization experiments Middlebrooks [26]. Second, temporal features
were analyzed by a direction-continuous model of the time-of-arrival [TOA, 38] imple-
mented as ziegelwanger2014 in the AMT. In the TOA model, the temporal features are
quantified as the equivalent head radius resulting from the tested HRTF set. A deviation
from the radius obtained for a reference HRTF set can be interpreted as an artifact in
the broadband temporal properties of tested HRTFs, having potentially an effect on the
perception of the interaural time differences with such HRTFs.
4.3 The SPH object and analytical reference
The SPH object was a rigid sphere model with a radius R of 100mm. First, a high-
resolution mesh of the sphere was constructed in Blender5. It consisted of 139 194 elements
corresponding to a resolution of about 14 elements per wave length at 18 kHz and an AEL
of approximately 1.4mm. Then, by uniformly re-meshing that mesh, uniform meshes
(UNI) were created with AELs ranging from 2mm to 20mm. Further, by applying
the a-priori mesh grading to the high-resolution mesh, graded meshes were created with
#Fs and AELs covering the range of the uniform meshes. Five grading functions were
considered (POW1, POW2, POW4, COS2, and COS4). Table 1 shows the relevant mesh
and grading parameters for all tested conditions.
A point source was placed on the y-axis close to the surface of the sphere x∗ =
[0, 101, 0]mm. The EQA grid was used as loudspeaker grid.
The relative numerical error (see Eq. 6) was calculated. The reference was an analyt-
ically derived HRTF set of the SPH object. To this end, the sound field of a point source
scattered by a rigid sphere [2] was calculated by:
pref (x) = pinc(x) + pscat(x), (9)
where pinc(x) = p0
e−ik|x−x
∗|
4pi|x−x∗| is the incoming sound field, p0 is the source strength, k is
the wavenumber, and |x− x∗| is the distance between the loudspeaker position and the
4AMT: version 0.9.6, available from http://amtoolbox.sourceforge.net (date last viewed: January 31,
2016)
5Blender: version 2.72b, available from http://www.blender.org (date last viewed: January 31, 2016)
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ℓˆ (target) ℓ (actual)
ℓˆmin ℓˆmax ℓmin ℓmax ℓavg #F
UNI
2 1.4 2.1 1.9 81920
3 1.7 4.4 2.9 35490
4 2.5 5.3 3.8 20138
5 3.0 6.7 4.9 12358
10 5.5 13.3 9.4 3278
20 12.1 26.7 18.7 828
POW1
2 5.1 1.4 5.2 2.8 35798
2 7.5 1.4 7.7 3.6 20002
2 10.5 1.5 10.5 4.6 12174
2 16 1.6 15.0 6.1 6432
2 50 1.8 42.8 14.0 994
POW2
2 7.2 1.2 7.3 2.7 35498
2 12.5 1.4 11.9 3.3 20270
2 20 1.4 19.2 3.9 12550
2 40 1.5 34.8 4.8 6286
8 60 3.9 54.1 13.9 1068
POW4
2 20 1.1 18.6 2.6 29934
2 40 1.1 31.1 2.8 20722
4 40 1.8 35.5 4.9 8160
COS2
2 5 1.1 5.2 2.8 35024
2 11 1.0 11.4 4.1 13474
2 20 1.5 20.1 8.8 2714
COS4
2 8 1.2 8.2 4.2 14420
2 15 1.2 15.3 6.0 5924
2 20 1.0 19.7 6.8 4088
Table 1: The SPH objects: Mesh statistics for uniform (UNI) and graded (POWα and COSα)
meshes. lmin, lmax, and lavg are the minimum, maximum, and average edge length in millimeter,
respectively. #F denotes the number of elements in a mesh.
source. The scattered sound field pscat caused by the sphere is then:
pscat(x) =
ikp0
4π
∞∑
n=0
(2n + 1)h(2)n (k|x
∗|)
j′n(kR)
h′n
(2)(kR)
h(2)n (k|x|)Pn(cos β),
(10)
where jn and h
(2)
n are the spherical Bessel and (second order) Hankel functions, respec-
tively, and j′n and h
′
n
(2) are their derivatives. Pn are the Legendre polynomials of order n.
cos(β) = (xTx∗)/(|x||x∗|) represents the angle between the source and the loudspeaker
position. Eq. 10 was evaluated up to the order of n = 125.
The relative numerical errors were calculated for the L2-norm (Eq. 7) and the L∞-
norm (Eq. 8), both for all, ipsilateral, and contralateral loudspeaker positions. Further,
the computation time averaged across calculated frequencies was recorded.
Fig. 4 shows the relative numerical errors eΩe
L2
as functions of #F calculated for var-
ious mesh conditions. eΩe
L2
considered all (Fig. 4a), ipsilateral (b), and contralateral (c)
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loudspeaker positions. Note that the filled circle highlights the error obtained for the
high-resolution mesh, a condition usually thought to provide very accurate results and
evaluated as the reference in the following section.
eΩ
e
L
2
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100 (a)
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Figure 4: The SPH object and analytical reference: Relative numerical errors for (a) all nodes,
(b) ipsilateral nodes, and (c) contralateral nodes of the EQA loudspeaker grid. The reference
for the error was the analytically derived HRTF set following Eq. 9.
For the uniform meshes (the UNI condition), the error increased monotonically with
decreasing #F . Generally, for the non-uniform meshes (conditions POWα and COSα),
the error also increased with decreasing #F . However, in conditions POW1 and POW2,
the errors did not decreased much for #F beyond 8000. They seem to converge at the
level of the error obtained for the UNI condition with an AEL of 2mm. In conditions
COS2, COS4, and POW4, the errors decreased further even for #F beyond 8000, showing
a similar decay rate as the errors for the UNI condition. These grading functions showed
the most promising effect of mesh grading, for which as it seems, #F can be reduced by
factor of ten without raising the errors significantly.
In conditions COS2, COS4, and POW4, for #Fs beyond 10 000, the errors were even
smaller than those for both the 2mm uniform and the high-resolution meshes. This
result might appear intriguing because the average resolution of the graded meshes was
much smaller than the resolution of those two uniform meshes. It seems like having
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more elements is not always of advantage, potentially resulting from a larger numerical
error when dealing with more elements in the numerical procedures of the BEM (e.g.,
summing over many elements of an array). In the context of our evaluation, this finding
provides evidence that HRTFs based on graded meshes are able to approximate the exact
analytical solution at least as good as HRTFs based on uniform meshes.
The errors for the ipsilateral loudspeakers only (Fig. 4b) were smaller than those
for contralateral ones (Fig. 4c). This was expected for the graded meshes, which poorer
accuracy is an intrinsic property for the contralateral directions. Interestingly, even in the
conditions with uniform meshes, the errors for the ipsilateral loudspeakers were smaller
than those for contralateral ones, which might appear surprising given similar element
sizes at the two lateral sides in uniform meshes. This finding, however, shows that the
elements on the ipsilateral side affect HRTFs much more than those on the contralateral
side, supporting our assumption on loosening requirements for the geometric accuracy at
the contralateral side.
The pattern of the relative errors based on the L∞-norm was similar to that based on
the L2-norm (thus figures are not shown). Averaged across the tested conditions, eΩeL∞s
were only 1.51 times larger than eΩe
L2
s. The similarity between these two errors indicates
that 1) none of the loudspeaker positions yielded an error larger than 1.51 of the average
error, showing no evidence for an outlier, and 2) the same conclusions can be drawn from
both norms.
4.4 The SPH object and numerical reference
For the SAP and HUM objects, an analytical derivation of the HRTFs is not feasible
and an HRTF set numerically calculated from a high-resolution mesh must be used as
a reference. Thus, we investigated the appropriateness of the high-resolution mesh as
a basis for reference HRTFs. To this end, the relative errors from the previous section
were recalculated with an other reference, namely, the HRTF set calculated for a high-
resolution mesh of the SPH object. Further, the gain in computation time from reducing
#F in the calculations was evaluated.
Fig. 5 shows the relative numerical error eΩe
L2
. Note that the filled circle still highlights
the error obtained for the high-resolution mesh, which is zero percent now, and is thus
shown on the abscissa. The errors seem to follow similar patterns as those with ana-
lytically derived HRTFs as reference (compare Fig. 4). Pearson’s correlation coefficient
between eΩe
L2
calculated with the analytically derived HRTFs and eΩe
L2
calculated with the
high-resolution mesh HRTFs was 0.99. Both the patterns and the correlation coefficient
indicate that the high-resolution mesh adequately represents the reference for further in-
vestigations with more complex geometric objects for which an analytical solution is not
feasible.
As for eΩeL∞ , the errors followed similar patterns as for e
Ωe
L2
. When averaged across the
tested conditions, eΩeL∞ was only 1.43 times larger than e
Ωe
L2
, showing no evidence for an
outlier across frequencies and loudspeaker positions.
Fig. 6 shows the relative computation time required to calculate φ(x) as a function
of #F . The reference (i.e., 100%) was the computation time for the high-resolution
mesh. As expected, the computation time increased with #F . On average across the
tested #Fs, the computation time was slightly larger for graded meshes than for uniform
meshes. This might be a side-effect of our FMM implementation, which was optimized
for uniform cluster sizes and thus uniform meshes. Compared to the UNI conditions, the
POW1 condition showed the smallest increase in computation time, while the conditions
POW2 and POW4 showed the largest increase (up to a factor of two) in the required
computation time.
An interesting aspect is also the memory required for the calculations. The RAM con-
sumption (for calculating φ(x) at 20 kHz) was 7.99GB for the high-resolution mesh. For
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Figure 5: The SPH object and numerical reference: Relative numerical errors for (a) all nodes,
(b) ipsilateral nodes, and (c) contralateral nodes of the EQA loudspeaker grid. The reference
for the errors was the HRTF set numerically calculated for the high-resolution mesh.
graded meshes with approximately 13 000 elements, the RAM consumption was 1.41GB
for the UNI mesh, 1.47GB for the POW1 mesh, 1.52GB for the POW2 mesh, and 1.74GB
for the COS2 mesh. Thus, mesh grading not only reduces the computation time, but also
loosens the requirements on memory.
In summary, the three grading functions COS2, COS4, and POW4 showed the most
potential in terms of smallest numerical errors in HRTF calculations. The POW1 grading
showed the most potential in terms of smallest time required to calculate HRTFs.
4.5 The SAP object
The SAP object (SPH object with a generic pinna) was used to investigate the effect of
an additional pinna on the mesh grading with a good relation to the results obtained for
the SPH object. In order to create the SAP object, the default pinna from MakeHuman6
was stitched onto the left side, i.e., the positive y dimension, of the SPH object with
6MakeHuman: version 1.0.0, available from http://www.makehuman.org (date last viewed: January 31,
2016)
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Figure 6: Relative computation time to calculate φ(x) in percent. The reference (100%) was
the recorded computation time required for the high-resolution mesh.
ℓˆ (target) ℓ (actual)
ℓˆmin ℓˆmax ℓmin ℓmax ℓavg #F
UNI
2 1.1 2.8 2.0 77984
3 1.8 4.4 2.9 35034
5 3.0 6.6 4.8 12962
7 3.9 9.9 7.0 5992
10 6.2 13.4 10.0 2928
POW1
2 5 1.0 5.2 2.8 35162
2 10 1.2 10.1 4.4 13286
2 20 1.3 18.9 6.8 4820
POW4
2 20 1.0 18.7 2.5 32738
2 40 1.0 35.9 2.6 23330
3 40 1.5 31.9 3.8 12968
COS2
1 12 0.5 12.3 2.4 26416
1 15 0.5 15.6 4.6 7494
2 15 1.0 15.4 6.7 4730
Table 2: The SAP object: Mesh statistics for uniform (UNI) and graded (POW1, POW4, and
COS2) meshes. Other details as in Tab. 1.
the entrance of the ear canal at position x = [0, 100, 0]mm. The high-resolution mesh
consisted of 140 847 elements with an AEL of approximately 1.4mm. The high-resolution
mesh was further re-meshed in order to obtain uniform meshes with AELs ranging from 2
to 10mm. Also, the a-priori mesh grading was applied to the high-resolution mesh. The
grading functions POW1, POS4, and COS2 were used. The COS4 and POW2 functions
were not used because their previous results were very similar to those for COS2 and
POW1, respectively. Table 1 shows the relevant mesh parameters for the tested grading
13
functions and conditions.
For each mesh, a point source was placed at x∗ = [0, 101, 0]mm and HRTFs were
calculated using the EQA loudspeaker grid. The relative numerical errors with the high-
resolution mesh HRTFs as reference were calculated.
Fig. 7 shows exemplary HRTFs of a uniform mesh (UNI, AEL of 5mm) and a non-
uniform mesh (COS2, minimum and maximum target edge length of 1 and 15mm, re-
spectively) calculated for a low #F at four loudspeaker positions in the horizontal plane
(front, left, rear, and right). The HRTFs calculated for the high-resolution mesh (REF)
served as a reference in that comparison. While HRTFs of the uniform mesh differ in
general at frequencies above 5 kHz, HRTFs of the graded mesh seem to correspond very
well with the reference HRTFs. Only for the contralateral position, differences arise above
15 kHz but still these differences are in the range of 2 dB on average. For that position,
HRTFs of the uniform mesh, show obvious differences, with an additional notch at 15 kHz.
Note that in this comparison, a rather low #F (about ten thousand elements) was used
in order to 1) underline the limits of uniform meshes for the numerical HRTF calculation,
and 2) evaluate the spectral details in HRTFs based on graded meshes.
Figure 7: HRTF amplitude spectra calculated for the SPH object represented by the high-
resolution mesh (REF, 108 940 elements), uniform mesh (UNI, 12 962 elements), and graded
mesh (COS2, 7494 elements). The loudspeaker positions were (a) 0◦, (b) 90◦, (c) 180◦, and
(d) 270◦ (contralateral) in the horizontal plane.
Fig. 8 shows eΩe
L2
calculated for all (a), ipsilateral (b), and contralateral (c) loudspeak-
ers. Similar to results for the SPH object, the errors increased with decreasing #F . Also,
for similar #F , POW1 and POW4 conditions yielded similarly smaller errors than the
UNI condition. The COS2 condition yielded even smaller errors. The POWα conditions
seem to require three times more and the UNI condition seems to require ten times more
elements than the COS2 condition to achieve a similar relative error in the calculated
HRTFs.
Averaged across all conditions, the eΩeL∞ was 1.09 times larger than e
Ωe
L2
showing a very
small variance and no evidence for an outlier across the loudspeaker positions.
In summary, the meshes graded with the POW4 function yielded errors similar to those
of the meshes graded with the POW1 function. The COS2 grading function showed the
most promising results. For this function, the HRTF spectra did not show any problematic
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Figure 8: The SAP object: Relative numerical errors for (a) all nodes, (b) ipsilateral nodes,
and (c) contralateral nodes of the EQA grid. The reference for the errors was the HRTF set
calculated for the high-resolution mesh.
issues. And even for the coarsest COS2 graded mesh (4730 elements), the error was
smaller than that or HRTFs calculated for the finest uniform mesh (77 984 elements, AEL
of 2mm). This is interesting because the minimum edge length of that COS2 graded mesh
was similar to the edge length of that uniform mesh (see ℓmin in Table 2), implying that
while both meshes had a similar resolution at the ipsilateral side, the graded mesh had
a much coarser resolution at the contralateral side. This supports again our assumption
that a fine mesh resolution at the ipsilateral pinna is important, whereas for the rest of
the mesh, a coarser resolution can still yield acceptable accuracy.
4.6 The HUM objects
The HUM objects were geometric models of the head and pinnae of three actual listeners
(NH5, NH130, and NH131). These high-resolution meshes originate from scanning the
head with a laser scanner and scanning silicone impressions of listener’s pinnae in a high-
energy industrial computer-tomography scanner [32]. The meshes consisted of 111 362,
111 422 and 107 692 elements for NH5, NH130, and NH131, respectively, and are described
in more details in Ziegelwanger et al. [40].
For each listener, the high-resolution mesh was re-meshed in order to obtain uniform
meshes with AELs ranging from 2mm to 10mm. Graded meshes were created by applying
the a-priori mesh grading to the high-resolution meshes7. Based on the results from
Sec. 4.4 and 4.5, the grading functions POW1 and COS2 were considered only. Table 3
shows relevant mesh parameters for the tested grading functions and conditions. For
7Note that for each ear separate meshes were created, yielding two meshes per subject and condition.
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each mesh, HRTFs were calculated for both grids (ARI and EQA). Then, the relative
numerical errors with the high-resolution mesh HRTFs as reference were calculated.
ℓˆ (target) ℓ (actual)
ℓˆmin ℓˆmax ℓmin ℓmax ℓavg #F
UNI
2 0.3 3.8 1.9 98009
3 1.5 4.3 2.8 50115
4 2.2 5.6 3.7 28320
5 2.8 19.7 5.2 16630
10 2.9 19.7 6.3 4689
POW1
2 5 1.0 5.5 3.0 39447
2 8 1.1 8.4 3.6 25774
2 10 1.1 10.5 5.2 12407
2 12 1.1 12.4 5.7 9768
COS2
1 5 0.5 5.2 2.3 57526
1 8 0.5 8.4 2.9 30697
1 15 0.5 16.5 3.7 13722
Table 3: The HUM objects: Mesh statistics for uniform (UNI) and graded (POW1 and COS2)
meshes averaged across subjects and ears. Other details as in Tab. 1.
Fig. 9 shows HRTFs of NH5 calculated for the meshes with between 10 000 and 20 000
elements and four loudspeaker positions as in Fig. 7. The high-resolution mesh HRTFs
are shown as a reference. HRTFs calculated for the COS2-graded meshes seem to cor-
respond very well to HRTFs of the high-resolution mesh, except for minor differences
at the contralateral loudspeaker position above 15 kHz. HRTFs calculated for the UNI
mesh show much more deviation, e.g., an additional notch at around 10 kHz arose at the
ipsilateral and rear loudspeaker positions.
Fig. 10 shows eΩe
L2
averaged across subjects and ears and calculated for all (a), ip-
silateral (b), and contralateral (c) loudspeakers of the EQA grid. For uniform meshes,
the errors increased with decreasing #F , reaching a maximum at around 100% for #F
of approximately 28 000, and saturating at this level for less elements. For the POW1-
graded meshes, the errors increased with decreasing #F , but the effect of #F was not
that large as for uniform meshes and for other objects. For the COS2-graded meshes,
the effect of #F was more pronounced. Compared to the errors in the UNI condition,
the relative error in the COS2 condition was approximately ten times smaller. For the
coarsest COS2-graded mesh (#F ≈ 13 000), the error was even slightly smaller than for
the finest uniform mesh (#F ≈ 98 000).
For the psychoacoustic-motivated evaluation, acoustically measured HRTFs of the
corresponding listeners from the ARI database were used as references8. These HRTFs
were measured in a semi-anechoic chamber by placing in-ear microphones in the listeners’
blocked ear canals and applying the multiple exponential sweep method [22] for the system
identification of each HRTF direction. These HRTFs were available at positions described
by the ARI grid [for more details on the measurement see 23, 40].
First, broadband temporal features were evaluated by means of equivalent head radius
derived for an HRTF set (for each ear separately) from the TOA model. Table 4 shows
the equivalent head radii obtained for all conditions, listeners, and ears. For the most
of the numerically calculated HRTFs, the equivalent head radii were ± 2mm around
those of measured HRTFs, showing no evidence for artifacts larger than a few µs in
8Available from http://www.kfs.oeaw.ac.at/hrtf (date last viewed: January 31, 2016)
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Figure 9: HRTF amplitude spectra calculated for the HUM object of NH5 from the ARI
database, represented by the high-resolution mesh (REF, 111 362 elements), a uniform mesh
(UNI, 17 023 elements), a linearly graded mesh (POW1, 12 041 elements), and raised cosine
graded mesh (COS2, 13 633 elements). The loudspeaker positions were (a) 0◦, (b) 90◦, (c)
180◦, and (d) 270◦ in the horizontal plane.
the broadband timing of the calculated HRTFs. The equivalent head radii also did not
change much when #F was reduced, indicating that the proposed mesh grading did not
introduce critical artifacts in the broadband temporal features of calculated HRTFs.
Second, spectral features were evaluated by means of sound-localization performance
predicted for the calculated HRTFs by the sagittal-plane sound-localization model. The
performance predictions were calculated for the three listeners. Besides the reference
HRTFs (which were the acoustically measured HRTFs), the model requires a parameter
called ’uncertainty’, representing the ability of a listener to localize sounds [1]. We used an
uncertainty of 1.9 , corresponding to an average localizer. Four benchmarks were used for
the analysis. The first benchmark, ’ACTUAL’, was the actual localization performance
of 14 human listeners [26]. Comparison to that benchmark allows to estimate the quality
of predictions relative to the actual localization performance. The second benchmark,
’OWN’, was the localization performance predicted for 177 listeners from three HRTF
databases (ARI, LISTEN, CIPIC)9 localizing sound sources with their own ears’ HRTFs.
Comparison to that benchmark allows to estimate the usual range of predictions when
localizing with own ears. The third benchmark, ’OTHER’ was the localization perfor-
mance predicted for our three listeners localizing sound sources with 176 others’ HRTF
sets from the databases. This benchmark represents the result of localizing with non-
individual HRTFs. Reaching this error level indicates no need for individual HRTFs in
the corresponding condition [for more details see 40]. The fourth benchmark, ’REF’ was
the localization performance predicted for the three listeners localizing sources with the
9Available from http://sofaconventions.org (date last viewed: January 31, 2016)
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Figure 10: HUM objects: Relative numerical errors averaged across the listeners and ears for
(a) all nodes, (b) ipsilateral, and (c) contralateral positions of the EQA grid. Reference for
the error was the HRTF set calculated for the high-resolution mesh of each individual listener
and ear.
HRTFs calculated for the high-resolution mesh. Comparison to this benchmark allows to
estimate the ultimate effect of re-meshing on the sound-localization performance.
Fig. 11 shows the predicted localization performance as functions of #F along with the
benchmarks. The benchmarks ’OWN’ and ’OTHER’ were within and outside the actual
listener performance represented by the benchmark ’ACTUAL’, respectively, implying
a good level of validity for the predictions. For each of the listeners, the benchmark
’REF’ was within the range of ’ACTUAL’, confirming the general ability of numerically
calculated HRTFs to replace acoustically measured HRTFs. For uniform meshes, the
performance started at the level of the benchmark ’REF’ for the finest mesh and degraded
with decreasing #F . For the coarsest uniform mesh, the predictions were at (or beyond)
the level of the benchmark ’OTHER’, indicating that these individual HRTFs did not
provide any advantages over non-individual HRTFs. For graded meshes, the performance
also started at the level of the benchmark ’REF’ and degraded with decreasing #F . In
contrast to the uniform meshes, the effect of #F was much smaller and the performance
was still within the range of benchmark ’OWN’ down to meshes with #F of approximately
13 000. Compared to uniform meshes, the mesh grading allowed to reduce #F by a factor
of approximately seven without introducing a degradation of the predicted performance.
When compared across the two grading functions, the COS2 grading seems to provide a
slightly better performance than the POW1 grading.
In order to roughly quantify the relation between the predicted localization perfor-
mance and #F , linear regressions were fit to the predictions. Similar to the presentation
of the abscissa in Fig. 11, the fits were performed on log10(#F) yielding a PE slope (in
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Equivalent head radius in mm
ℓˆ (target) NH5 NH130 NH131
ℓˆmin ℓˆmax l r l r l r
AC - - 91.8 92.4 92.4 92.0 94.5 94.8
UNI
1 90.8 90.8 89.2 89.5 94.6 94.6
2 91.4 91.4 89.4 89.7 94.6 94.6
3 91.4 91.7 89.4 89.4 94.6 94.6
4 91.8 91.6 90.2 90.2 94.5 94.5
5 91.1 91.1 89.8 89.8 95.1 95.1
10 88.2 89.0 88.3 88.5 92.8 92.8
POW1
2 5 91.3 91.2 89.3 89.3 94.7 94.7
2 8 90.9 90.9 89.5 89.5 94.7 94.7
2 10 91.4 91.3 89.4 89.4 94.3 94.3
2 12 90.9 90.7 88.8 89.1 94.6 94.6
COS2
1 5 90.7 90.7 89.1 89.1 94.6 94.6
1 8 90.7 90.6 89.0 89.2 94.3 94.3
1 15 90.3 90.3 88.8 88.8 94.2 94.2
Table 4: Equivalent head radii calculated separately for the (l)eft and and (r)ight ear of NH5,
NH130, and NH131 from the ARI database. Acoustically measured HRTFs (AC) and HRTFs
numerically calculated for uniform (UNI) and graded meshes (LIN and COS2). Other details
as in Tab. 1.
o/log #F) and a QE slope (in %/log#F) per listener and mesh condition. The individ-
ual slopes and their averages are shown in Table 5. For example, for NH5 and uniform
meshes, the PE slope of −11.2 o/log #F indicates that by increasing #F by the factor of
ten, the PE decreased by 11.2◦.
Our results show that when reducing #F in the uniform mesh by factor of ten, the
PE and QE errors increased by 10◦ and 10%, respectively. In contrast, for the COS2-
graded meshes, the same reduction of elements increased these errors by 0.23◦ and 1.7%,
respectively, only.
PE (o/log#F) and QE (%/log#F) slopes
NH5 NH130 NH131 Avg.
PE QE PE QE PE QE PE QE
UNI -11.2 -8.2 -9.8 -11.0 -10.0 -13.2 -10.2 -10.5
POW1 -3.6 -4.9 -1.7 -7.5 -1.4 -1.9 -1.8 -5.0
COS2 -0.9 -1.5 0.3 -1.9 -0.5 -1.5 -0.2 -1.7
Table 5: Slopes of the predicted sound-localization performance paramters (PE and QE) for
NH5, NH130, and NH131 from the ARI database and the average across subjects. HRTFs
numerically calculated for uniform (UNI) and graded meshes (POW1 and COS2). Other details
as in Tab. 1.
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Figure 11: Effect of re-meshing on the sagittal-plane localization performance by means of quad-
rant error (QE) and polar error (PE). Most-left column: Benchmark ’OWN’. Other columns
(NH5, NH130, and NH131): Predictions for the corresponding listener localizing with own-ear
HRTFs calculated for the uniform (open circles) and for the non-uniform (triangles) meshes
as functions of #F . Filled circles: Benchmark ’REF’. Filled diamonds: Benchmark ’OTHER’.
Grey area: benchmark ’ACTUAL’. See text for details on the benchmarks.
5 Conclusions
A mesh preprocessing method for the numerical calculation of HRTFs, i.e., a-priori mesh
grading, was proposed. For the evaluation, the method was applied to meshes of three
geometric objects with various grading functions. HRTFs were calculated based on these
meshes and the results were evaluated by means of numerical errors and perceptually
motivated model predictions.
When comparing the HRTFs calculated for graded meshes with those calculated for
uniform meshes, the HRTF calculation for graded meshes yielded similar or even better
results than for high-resolution uniform meshes in terms of numerical accuracy and in
terms of the predicted sound-localization performance. Thus, graded meshes seem to
be suitable for the numerical calculation of HRTFs in the full audible frequency range,
further indicating that the recommendation of at least six elements per wavelength can
be violated apart from the microphone area and the ipsilateral pinna.
The numerical accuracy of HRTFs calculated for various grading functions was com-
pared including linear grading, higher-order power grading, and raised-cosine based grad-
ing. For the simple geometric object, the sphere, all grading functions showed better
performance than uniform re-meshing in terms of the relative numerical error and com-
putation time. The raised-cosine based grading and fourth-order grading functions showed
the most potential. HRTFs calculated for these grading functions showed smaller errors
than HRTFs calculated for the high-resolution mesh - even with less elements in the
meshes. These grading functions concentrate more elements in the proximity range of
the microphone area and as a consequence, less elements in total are required to obtain
similar numerical errors in the numerical calculation process. Raised-cosine based grading
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showed the best overall performance. With approximately 13 000 elements, the compu-
tation took only ten percent of the computation required for a high-resolution mesh, but
still the relative numerical and the perceptual errors were in the range of that for the
high-resolution mesh.
The proposed a-priori mesh grading algorithm was implemented as a plug-in for Open-
Flipper and can be combined with the Mesh2HRTF package to calculate HRTFs. In that
implementation, the proposed mesh grading algorithm reduced the calculation time and
memory requirements significantly. These computational costs might be further reduced
by optimizing the FMM for graded meshes and introducing a frequency-specific mesh
grading in which the grading parameters are further optimized for the simulated fre-
quency.
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