1. Pontrjagin's maximum principle [6] is a basic result in deterministic optimal control theory. Analogous results have been obtained for the optimal control of stochastic dynamical systems (see for example the survey by Fleming [3]), and a new approach to such problems, using the martingale theory of Meyer, was made in the paper of Davis and Varaiya [2] . In this paper, by observing that the cost function is a 'semimartingale speciale' (see [5] ), we are able to simplify much of [2] and obtain quickly a very general dynamic programming minimum principle.
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2. The dynamics are described by a stochastic differential equation
Brownian motion and xGC, the space of continuous functions from [0, 1] to R m . Write F f = o{x s : s <t) for the a-field generated on C up to time t. The control values u are chosen from a compact metric space U. We suppose ƒ and (nonsingular) o satisfy the usual measurability and growth conditions (see [2] ).
If an m-dimensional Brownian motion B t on a probability space (£2, n) is given these conditions on o ensure that the equation
has a unique solution with sample paths in C. ) ) and E u denotes expectation with respect to n u . The optimal control problem is to determine how u E M should be chosen so that J(u) is minimized. The minimum cost that can be incurred from time t onwards is independent of the control used up to time t and is 
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