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Abstract—To combat spectral overcrowding, the FCC investi-
gated new ways to manage RF resources. The idea was to let
people use licensed frequencies, provided they can guarantee
interference perceived by the primary license holders will be
minimal. With advances in software and cognitive radio, practical
ways of doing this are on the horizon. In 2003 the FCC released
a memorandum seeking comment on the interference temperature
model for controlling spectrum use. Analyzing the viability of this
model and developing a medium access protocol around it are
the main goals of this article.
A model consisting of interference sources, primary licensed
users, and secondary unlicensed users is modeled stochastically.
If impact to licensed users is deﬁned by a fractional decrease in
coverage area, and this is held constant, the capacity achieved
by secondary users is directly proportional to the number of
unlicensed nodes, and is independent of the interference and
primary users’ transmissions. Using the basic ideas developed
in the system analysis, Interference Temperature Multiple Access,
a physical and data-link layer implementing the interference
temperature model, was formulated, analyzed, and simulated.
A system implementing this model will measure the current
interference temperature before each transmission. It can then
determine what bandwidth and power it should use to achieve a
desired capacity without violating an interference ceiling called
the interference temperature limit.
Ultimately the resulting performance from interference tem-
perature model is low, compared to the amount of interference
it can cause to primary users. Partly due to this research, in
May 2007 the FCC rescinded its notice of proposed rule-making
implementing the interference temperature model.
I. INTRODUCTION
The past ﬁve years has seen a major shift in how interna-
tional spectrum regulators view radio-frequency (RF) spectrum
policy. The trend has been a movement away from static
allocations to dynamic and opportunistic use. This emerging
ﬁeld of research, called Dynamic Spectrum Access (DSA),
been fueled by initiatives such as the FCC’s Spectrum Pol-
icy Task Force [3], DARPA’s Next Generation (xG) Radio
program [4], academic research projects such as CORVUS
[5] and OverDRIVE [6], and recent spectrum policy changes
under consideration by the ITU-R and European Parliament.
Standards bodies, particularly IEEE SCC41 (formerly P.1900)
and IEEE 802.22 [7] have been working to formulate standards
compatible with these new policies.
The basic premise of DSA is that spectrum license holders,
known as primary users, should allow other devices, known
Portions of this work, speciﬁcally content from Section II, have been
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as secondary users, to transmit in their frequency bands when
they are not using them, on a non-interference basis. Addition-
ally, allocated but not licensed bands should be available for
use by secondary users. For example, idle TV spectrum can
be reused for regional broadband access, which is the goal of
IEEE 802.22.
Copious research has been conducted on interleaving sec-
ondary users both in frequency and time with primary users.
The ﬁrst step is detecting the presence of primary users,
called spectrum sensing [8], and typically requires a distributed
approach where observations are obtained from a network of
secondary devices acting as sensors [9]. Given the ability to
detect primary users, the next task is to design a medium
access control (MAC) protocol that minimizes interference to
primary users [10], [11], [12], [13].
Another class of techniques is more liberal toward sec-
ondary users, and rather than requiring them to cease transmit-
ting when the primary user is active, it simply restricts their
transmit power. By carefully controlling the power transmitted,
one can carefully control the interference received by primary
receivers [14], [15]. The FCC’s Spectrum Policy Task Force
deﬁned interference temperature as a speciﬁc way to measure
and constrain interference. Using this metric, the FCC deﬁned
the interference temperature model (ITM). Investigation of
the interference temperature model is the focus of this paper.
Unlike other studies which either deﬁned the ITM [16], [17]
or analyzed the effect its constraints have on system behavior
[18], [19], [20], this paper presents a comprehensive analysis,
deﬁnes a PHY/MAC that is inherently based on the ITM
constraints, and simulates its performance.
The remainder of this paper is organized as follows. Section
2 deﬁnes and analyzes the interference temperature model
for point-to-point links. Section 3 furthers the analysis to
a network of users. Section 4 describes the Interference
Temperature Multiple Access protocol. Section 5 concludes.
II. INTERFERENCE TEMPERATURE MODEL
This section aims to analyze the interference temperature
model by establishing mathematical models for the inter-
ference interactions between primary and secondary users
of a particular bandwidth at a particular frequency. Using
these models, probability distributions on interference are
developed. From these, we can quantify both service impact
on the licensee, and also achievable capacity for the underlay
network.2
The goal of this section is not to declare whether or not
interference temperature is a good metric, as compared to oth-
ers, but to instead evaluate its performance as a metric. From
an information-theoretic standpoint, wrapping all information
about other transmitters, sources of interference, and noise into
a single ﬁgure decreases the amount of information available
for decision making. However this simplicity means policy
descriptions and speciﬁc implementations become much less
complex. We may loose possible information, but we gain
simplicity.
A. Interference Temperature
The concept of interference temperature is identical to
that of noise temperature. It is a measure of the power and
bandwidth occupied by interference. Interference temperature
TI is speciﬁed in Kelvin and is deﬁned as
TI(fc,B) =
PI(fc,B)
kB
(1)
where PI(fc,B) is the average interference power in Watts
centered at fc, covering bandwidth B measured in Hertz.
Boltzmann’s constant k is 1.38   10−23 Joules per Kelvin
degree.
The idea is that by taking a single measurement, a cogni-
tive radio can completely characterize both interference and
noise with a single number. Of course, it has been argued
that interference and noise behave differently. Interference is
typically more deterministic and uncorrelated to bandwidth,
whereas noise is not.
For a given geographic area, the FCC would establish an
interference temperature limit, TL. This value would be a max-
imum amount of tolerable interference for a given frequency
band in a particular location. Any unlicensed transmitter uti-
lizing this band must guarantee that their transmissions added
to the existing interference must not exceed the interference
temperature limit at a licensed receiver.
Assume our unlicensed transmitter is operating with average
power P, and frequency fc, with bandwidth B. Assume also
that this band [fc−B/2,fc+B/2] overlaps n licensed signals,
with respective frequencies and bandwidths of fi and Bi. Our
goal is to then guarantee that
TI(fi,Bi) +
MiP
kBi
≤ TL(fi) ∀ 1 ≤ i ≤ n (2)
In other words, we guarantee that our transmission does not
violate the interference temperature limit at licensed receivers.
Note the introduction of constants Mi. This is a fractional
value between 0 and 1, representing a multiplicative atten-
uation due to fading and path loss between the unlicensed
transmitter and the licensed receiver. The idea is that the
interference temperature model restricts interference at the
licensed receiver, not the unlicensed transmitter, and therefore
we must account for attenuation between these two devices.
Since we cannot know our distance to all licensed receivers,
let us assume that this value is ﬁxed by a regulatory body to
a single constant M.
There are two main challenges in implementing the IT
model. The ﬁrst involves identifying licensed signals. One key
question arises: how do you distinguish licensed signals from
unlicensed ones? For speciﬁc cases, this can be relatively easy.
In particular, consider the problems faced by IEEE 802.22 [7],
under investigation by their spectrum sensing task group. They
wish to coexist with digital television (DTV) signals, and can
implement very specialized, matched ﬁlter sensors to look for
DTV transmitters. If you know exactly with whom you are
coexisting, then this problem becomes simpler.
The second problem involves measuring TI in the presence
of a licensed signal. We wish to measure the interference
ﬂoor underneath the licensed signal. Again, this can be rela-
tively easy if we have knowledge of the licensed waveform’s
structure. For example, with DTV, we can measure during the
blanking interval when the signal is not present. Also, if we
have precise knowledge of the signal’s bandwidth B and center
frequency fc, we can approximate the interference temperature
as
TI(fc,B) ≈
P(fc − B/2 − τ) + P(fc + B/2 + τ)
2kB
(3)
where P(f) is the sensed signal power at frequency f and τ
is a safety margin of a few kHz.
Assuming a specialized environment where we can locate
licensed signals and measure interference temperature, our
next goal is to determine radio parameters fc, B, and P
that achieve a desired capacity C. This will be a piecewise-
continuous optimization problem with constraints deﬁned in
(2).
On interesting problem related to this model is what happens
if you don’t overlap any licensed signals, or the signals are
so low power that we cannot detect them? There would be
no maximum power constraint, and if there were undetected
signals, we could cause harmful interference.
B. Properties of Interference Temperature
One shortcoming in the design of the interference temper-
ature model is its simplicity. The goal was to deﬁne a single
metric that fully captures both the properties of interference
and noise. In the end, a temperature approach was used rather
than a power approach. This accurately models the noise
portion of the metric, but not the interference portion.
Our eventual goal is to determine the difference between
the regulatory interference temperature limit and the measured
interference temperature. This then deﬁnes the transmission
temperature our cognitive radio can use, where for a given
bandwidth we can compute the maximum allowed power.
Let’s deﬁne things a little more concretely. Thus, the in-
terference temperature TI can be speciﬁed as a function of
bandwidth B as
TI(fc,B) =
1
Bk
PI(fc,B)
=
1
Bk
 
1
B
  fc+B/2
fc−B/2
S(f)df
 
=
1
B2k
  fc+B/2
fc−B/2
S(f)df
(4)
where S(f) represents spectral power of our current RF
environment.3
Next, we must consider how our transmission will affect
the received interference temperature ˆ TI(fc,B). As described
before, the end goal is to compute a transmit power P and
bandwidth B that satisfy our constraint (2).
Given B is known, and we wish to compute a valid P.
Rewriting (2) we have
P ≤
Bik
M
(TL(fi) − TI(fi,Bi)) ∀ 1 ≤ i ≤ n (5)
where the assumption is that for a selected B we overlap n
licensed signals with parameters fi and Bi respectively. If n =
0 then we must have P ≤ Pmax, the radio’s maximum transmit
power. For n > 0, to meet this constraint, we minimize of i:
P ≤ min
i∈[1..n]
 
Bik
M
(TL(fi) − TI(fi,Bi))
 
(6)
This gives us a way to compute P as a function of B.
C. Link Capacity
Since bandwidth and power are so interrelated, we now
consider them jointly in terms of capacity. So far we’ve
bounded bandwidth in terms of power, and vice versa. Let’s
change the formulation somewhat, and consider them jointly
in terms of capacity. The Shannon-Hartley Theorem states
C = B log2
 
1 +
LP
PI + PL
 
(7)
where B and P are as before, PI represents interference
power, and PL represents the average power contributed by
licensed signals.
Notice the addition of another constant, L. This value is
similar to M, except it represents multiplicative path loss
between the unlicensed transmitter and unlicensed receiver.
We are measuring capacity at the receiver, and therefore need
knowledge of the bandwidth and power at the receiver.
As before, let n be the number of licensed signals we
overlap1. However, let it be a function of fc and B, such that
n(fc,B) is the number of signals we overlap the frequency
range [fc − B/2,fc + B/2].
Let’s assume we have a bandwidth B. The maximum
transmit power is
P∗(fc,B) =
 
Pmax n(fc,B) = 0
min(Pmax,α) n(fc,B) > 0 (8)
where
α = min
i∈[1..n(fc,B)]
 
Bik
M
(TL(fi) − TI(fi,Bi))
 
(9)
Note that P∗(fc,B) is a non-increasing function of B. As we
increase our bandwidth, we overlap more signals that could
lower our transmission power.
1For simplicity, we do not examine partially overlapping signals. The
analysis could be extended to account for this, but the notation becomes
particularly awkward. Capacity would then become a continuous function
of B.
Looking at PI and PL, we can compute the interference to
our transmission as
PI(fc,B) = kBTI(fc,B)
PL(fc,B) =
1
B
n(fc,B)  
i=1
PiBi
(10)
Interference PI(fc,B) is increasing with B, as the noise ﬂoor
increases due to thermal noise. We cannot say anything about
PL(fc,B): it could either be increasing, decreasing, or both.
Thus our achievable capacity is
C∗(fc,B) = B log2
 
1 +
LP∗(fc,B)
PI(fc,B) + PL(fc,B)
 
(11)
As long as P∗/(PI + PL) is decreasing at sub-exponential
rate, increasing B will generally increase C. However, it will
be highly dependent on the RF environment.
In a real radio, computing P and B subject to some C
should be relatively simple. For a given fc, simply characterize
all n∗ licensed signals and measure the interference tempera-
ture at each. From that data, a numeric version of C∗(fc,B)
can be calculated, and solved for C.
Solving C∗(fc,B) = C can be difﬁcult, and for a general
interference environment, this must be done numerically. The
capacity function is not strictly increasing, and therefore there
may be multiple bandwidths that give the same capacity.
Certainly the best choice is to select the smallest bandwidth
possible that will achieve your desired capacity.
Assuming we have a hard capacity constraint, and we wish
to solve C∗(fc,B) = C for B, then we must employ numeric
techniques. Using the above equations, for a particular B we
can compute TI(fc,B) and consequently C∗(fc,B).
We can frame the problem as a constrained optimization
problem with objective function
|C∗(fc,B) − C| (12)
One approach is to hill climb, trying to minimize our objective
function with respect to B [21]. This two-variable minimiza-
tion can be accomplished using numerical hill climbing by
selecting two initial values f0 and B0 randomly from their
respective feasible sets. We then select increments ǫf and
ǫB. For iteration i of the algorithm we evaluate equation
(12) for all combinations of {fi−1 − ǫf,fi−1,fi−1 + ǫf} and
{Bi−1−ǫB,Bi−1,Bi−1+ǫB}, and set fi and Bi to the values
that minimized (12). This process is repeated until at some
iteration j we result in fj = fj−1 and Bj = Bj−1, indicating
discovery of a local minima in both dimensions.
Equation (12) may have several global minimizers over the
bandwidth range of our radio. Our goal is to locate the one
corresponding to the smallest bandwidth. A good approach is
to run our hill climbing algorithm several times with
B0 =
 
iBmax
N
 
i=1..N
(13)
This will yield N, likely non-unique, solutions. Simply select
the one with the smallest bandwidth.
The number of local minima will be proportional to the
number of interfering signals. This could be computed by the4
radio by determining the number of local maxima n in S(f)
for fc − B/2 ≤ f ≤ fc + B/2. If solving for a speciﬁc C,
let N > 2n, since there would likely be a solution on either
side of the signal. If searching for global capacity maximizers,
then N > n should be sufﬁcient. This operation could be
done infrequently, and would provide a good estimate for N,
assuming interfering signals are relatively uniformly spaced
over the target spectrum band.
D. Frequency Selection
In the previous sections we describe how to select a band-
width given a center frequency fc. However, one of the major
uses for cognitive radio is to dynamically select your center
frequency to exploit spectrum access opportunities.
There are two main schools of thought on dynamic center
frequencies. In particular, the ability to change fc in real time
increases higher-layer protocol complexity, since the receiver
must know that the transmitter has changed frequency. These
competing ideas are related to how radios exchange radio
parameters.
The ﬁrst assumes there is a management or control channel
through which radios can coordinate. Devices could indicate
the center frequency, waveform, destination, and time of their
next transmission. Thus, fc is something to be optimized and
changed in real time.
However, others consider the management channel an un-
realistic assumption. In a dense, busy packet network envi-
ronment, management of the management channel becomes a
problem. Also, how can we guarantee the management channel
is not causing harmful interference?
In Section 4, we propose a logical management channel
embedded within the main channel. This, however, assumes a
fairly static center frequency.
Here, we look at how to select fc for optimal performance,
and ignore protocol issues for coordination. We simply address
how you can select the best fc at a particular time. The
approach is a simple extension of the ideas in the last section.
We deﬁned our capacity functions for each model in the
previous sections, and described techniques to solving
C∗(fc,B) = C (14)
for B. However, if we assume fc is no longer ﬁxed, how does
that change things?
We advocate selecting an fc at the beginning to maximize
your eventual per-packet capacity, and leaving it ﬁxed unless
communication at that frequency becomes impossible. Thus,
the optimal center frequency is
f∗
c = max
f∈[fmin,fmax]
 
max
B∈(0,Bmax]
C∗(f,B)
 
(15)
Maximizing over B can be done using the hill climbing
approach. Assuming the space of frequencies is channelized,
then [fmin..fmax] is a discrete set, and the hill climbing can
be executed for each f.
Alternatively, we can look at the structure of C∗(fc,B) in
more detail. In particular, in the presence of uniform inter-
ference, both capacity functions are maximized when licensed
signals are completely avoided. Assume n licensed signals are
detected within our radio’s overall candidate frequency band.
Let each be located at center frequency fi and have bandwidth
Bi. Assume {fi}n
i=1 is an ordered set, where
f1 ≤ f2 ≤     ≤ fn (16)
Our best frequency is going to be half way between the two
signals with furthest distance between them. In particular, if
i∗ = arg max
i=1..n−1
 
fi+1 −
Bi+1
2
 
−
 
fi +
Bi
2
 
(17)
then
f∗
c =
1
2
  
fi∗+1 −
Bi∗+1
2
 
+
 
fi∗ +
Bi∗
2
  
(18)
Recall, however, that this assumes our interference is uni-
form. If interference varies some, but not a signiﬁcant amount,
we can adapt our previous optimization somewhat. In partic-
ular, if
       
d
df
Tid
I (f,B)
        < ǫ ∀ f ∈ [fmin,fmax] (19)
then we can deﬁne our channelization {ci}
n−1
i=1 as
ci =
1
2
  
fi+1 −
Bi+1
2
 
+
 
fi +
Bi
2
  
(20)
and then maximize over our channels to compute
f∗
c = max
f=c1..cn−1
 
max
B∈(0,Bmax]
C∗(f,B)
 
(21)
As discussed, center frequency should be selected to pro-
mote a radio environment that will maximize our potential
capacity. Typically, this involves steering clear of licensed
signals, so we use this fact to pick a set of candidate center
frequencies. By computing our maximum capacity at each, we
can decide which is optimal.
III. NETWORK CAPACITY ANALYSIS MODEL
In this section we assume a ﬁxed transmit bandwidth that
overlaps a single licensed signal. Our goal is to quantify the
total network capacity achievable by the underlay network.
Notationally, bandwidths BU and BL respectively represent
our unlicensed and licensed bandwidths. We use the notation
N( ,σ2) to indicate a Gaussian random variable with mean
  and variance σ2. Also, exp( ) indicates an exponentially
distributed random variable with mean  .
A. Model Geometry
Here we describe some of our model fundamentals that will
be used in later sections.
Lemma 1: Consider a disc of radius R. The distance D
between a point selected with uniform distribution over the
area of the disc and the center of the disc has c.d.f.:
P(D ≤ x) =



0 x < 0
x2/R2 0 ≤ x ≤ R
1 x > R
(22)
Proof: The probability that a point is less than distance x from5
the center is the ratio of the area of a disc with radius x, and
the total area of the disc. Thus we can compute
P(D ≤ x) =
πx2
πR2 = x2/R2 (23)
The remainder of the expression is to handle edge cases. ￿
Lemma 2: Let P be the λ-wavelength power experienced
by a receiver at the center of a disc with radius R, from a
single transmitter with position uniformly distributed over the
disc, with a transmit power distributed exp( ). The expected
value and variance of P are
E[P] =
 λ2 logR
8π2R2
Var[P] =
λ4 2
128π4R4
 
R2 − log
2 R2 − 1
  (24)
Proof: Consider a disc with radius R. At the center of the
disc is a receiver, and surrounding it are transmitters. If a
transmitter’s location is uniformly distributed, then its distance
to the center D has distribution computed in Lemma 1.
If the transmitted power T of a signal with wavelength λ
has distribution T ∼ exp( ) and experiences path loss2 over
distance D, the received power is
P =
λ2
16π2D2T (25)
This power P is a random variable deﬁned in terms of random
variables T and D. We can compute its distribution precisely
as
P(T ≤ x) =
  r2
r1
2d
R2
  16π
2xd
2/λ
2
0
1
 
e−p/µ dp dd
=
r2
2 − r2
1
R2 +
1
αR2x
 
e−αxr
2
2 − e−αxr
2
1
  (26)
where
α =
16π2
λ2 
(27)
Notice that we left distance integration limits as r1 and r2.
If we want to consider transmitters located across the entire
disc, we should use r1 = 0 and r2 = R. The latter is ﬁne,
however the former causes problems with the laws of physics.
In particular, we are using free-space path loss which decays
as a function of distance squared. At zero distance a division
by zero results.
To work around this problem, we let r1 = 1. This physically
corresponds to a guarantee that no transmitters will be within
a meter of the receiver. Using this assumption, we have
P(P ≤ x) =
R2 − 1
R2 +
1
αR2x
 
e−αR
2x − e−αx
 
(28)
using the same value for α.
2For the purposes of this section, we assume a path loss constant of 2,
indicating simple free-space path loss. Typically, this value is larger, between
3 and 4, due to the effects of multipath fading. However, using any value
other than 2 makes the integrals symbolically uncomputable. These model
assumptions must be taken into account when evaluating the results of the
analysis based on these models.
Let PP(x) be the p.d.f. for P, and is computed as
PP(x) =
d
dx
P(P ≤ x)
=
1
R2x
 
1 +
1
xα
 
e−xα −
1
x
 
1 +
1
R2xα
 
e−R
2xα
(29)
If we compute the expected value through integration we get
E[P] =
  ∞
0
xPP(x)dx
=
 λ2 logR
8π2R2
(30)
For the variance can compute it as
E[P2] =
  ∞
0
x2PP(x)dx
=
 2λ4
128π4R4(R2 − 1)
(31)
and then
Var[P] = E[P2] − E[P]2
=
λ4 2
128π4R4
 
R2 − log
2 R2 − 1
  (32)
Thus proving our lemma. ￿
Now, we’re going to change the geometry somewhat, and
introduce another disc. Consider two concentric discs C1 and
C2, with radii R1 and R2, respectively, with R1 ≪ R2.
Assume that C2 contains RF transmitters uniformly distributed
over the area with density δ2. Assume their transmit power is
exponentially distributed with mean  2, and their transmission
wavelength is λ.
Theorem 1: The signal power P2 from radios in C2 as seen
in C1 is normally distributed as follows:
P2 ∼ N
 
λ2 2δ2 logR2
8π
,
λ4 2
2δ2
128π3R2
2
(R2
2 − log
2 R2 − 1)
 
(33)
Proof: This is simply an application of our previous lemma.
There are δ2πR2
2 i.i.d. transmitters, so their total power is
normally distributed and can be computed using the Central
Limit Theorem. The above values result. ￿
This result is particularly interesting. First, notice that as
R2 increases, our mean increases logarithmically. This is an
intuitive result, since nodes further away will contribute a
diminishing amount to the interference environment. Also
intriguing is that the variance is constant with respect to R2.
The mean being logarithmic allows the large-scale esti-
mation done in previous sections. As long as R1 ≪ R2,
interference effects are roughly constant throughout C1, since
log(R2) ≈ log(R2 − R1).
Corollary 1: A reasonable upper bound for P2 is:
P
 
P2 <
λ2 2
8π2R2
(δ2πR2 logR2
+
 
2δ2π(R2 − log
2 R2 − 1)
  
> 0.98
(34)
Proof: A good conﬁdence interval is  P2 + 2σP2, which is
the value used above. ￿6
Next, let’s move the transmitters to C1. Assume C1 contains
RF transmitters, uniformly distributed over the area with
density δ1. Assume their transmit power is exponentially
distributed with mean  1, and their transmission wavelength
is λ.
Theorem 2: The signal power P1 from radios in C1 as seen
in C2 at a distance r from the center with R1 ≪ r < R2 is
normally distributed as follows:
P1 ∼ N
 
R2
1δ 1λ2
16πr2 ,
R2
1δ 2
1λ4
128π4r2
 
(35)
Proof: Here we apply the Central Limit Theorem to πδR2
1
nodes, each with exponentially distributed power at roughly
distance r from the receiver. This total power then undergoes
free-space path loss, and the above distribution results.
In particular, for a single node transmitting with power T ,
we have receive power P where
P =
λ2
16π2r2T
∼ exp
 
λ2 1
16π2r2
  (36)
This has moments
E[P] =
λ2 1
16π2r2
Var[P] =
λ4 2
1
128π4r4
(37)
We use the Central Limit Theorem to sum all transmitters.
The result is as speciﬁed above. ￿
Next we’re going to use Lemma 1 to prove some minimum
distance bounds that will be used later.
Lemma 3: Let δπR2 points be randomly placed over a disc
of radius R, with density δ. Let Dmin be a random variable
representing the distance between the center of the disc, and
the point closest to the center of the disc. The c.d.f. of Dmin
is
P(Dmin < d) = 1 − e−d
2πRδ/2 (38)
Proof: The distance of each of point and the center of the disc
a random variable Di, as deﬁned by Lemma 1. Our goal is to
determine the distance distribution for the closest one.
Dmin = min
i=0..NL
Di (39)
The resulting distribution for Dmin is the Rayleigh distribu-
tion [22].
PDmin(x) = Rayleigh(R/NW,x)
= Rayleigh(1/δWπR,x)
= xδWπRe−x
2δWπR/2
(40)
We can compute the c.d.f. by integrating, and obtain
P(Dmin < d) = 1 − e−d
2πRδ/2 (41)
Thus, we have proved the lemma. ￿
Next, let’s deﬁne the idea of density uniformity. In particu-
lar, if we say area A has node density δ, then that means we
have a total of δA nodes in area A. However, this could imply
that all nodes are located in a single corner of A, and when
looking at some area A′ < A, we could discover a different
node density. While our original density was correct for A, it
is no longer correct for A′.
Let’s deﬁne our density in terms of the area, δ(A). Density
uniformity deﬁnes a minimum area Amin for which
P(|δ(Amin) − δ(A)| > ǫ1) < ǫ2 (42)
for some tolerances ǫ1 and ǫ2.
Corollary 2: Given density δ and minimum area πR2
min,
with probability p we can be sure the distance between a point
and its closest neighbor is at least d is
d =
 
−2log(p)
πRminδ
(43)
Proof: Application of the previous lemma to the described
scenario. ￿
These theorems will provide the foundation for the compu-
tations performed in the upcoming sections.
B. Wireless WAN
In this section, we deﬁne a wireless WAN (WWAN) to be a
wireless network utilizing the interference temperature model
that has an operational radius signiﬁcantly larger than our
licensed radio network. Figure 1 illustrates this. An example
of this could be a mobile broadband radio network covering
hundreds of kilometers, coexisting with a traditional UHF TV
broadcasting station.
The goal of our analysis is to examine the capacity that
can be achieved by an underlay network. Our ﬁrst step is to
determine the base interference temperature seen by our WAN
nodes.
Using Theorem 2, we can compute the distribution on PI
in terms of our average interferer power  I, interferer density
δI, and radius RI. However, since interference temperature
is likely to change frequently, radios should measure it over
some ﬁxed time period and use the maximum recorded value.
This will correspond to our conﬁdence interval value from
Corollary 1. As a result, we estimate
PI =
λ2 I
8π2RI
 
δIπRI logRI +
 
2δIπ(R2
I − log
2 R2
I − 1)
 
(44)
Now assume that our WAN node transmit power is expo-
nentially distributed with mean  W. This mean is going to
be a function of our interference temperature and interference
temperature limit. The interference temperature is going to
include power from interferers PI, unlicensed transmitters
PW. The power of the interferers was just determined as PI.
The power from the unlicensed devices must be represented
in terms of  W.
Computing a probability distribution for PW yields some
rather nasty integrals, and as a result we will use the worst case
of the transmitter being located at the center of the unlicensed
network. Thus we can use reuse Corollary 1.
PW = E[PW]
≤
λ2 W
8π2RW
FW
(45)7
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Fig. 1. Diagram of the two models. In the ﬁrst, we have a wireless wide-area network (WAN), in which radii are as follows: RL ≪ RW ≪ RI. In the
second, the wireless local area network (LAN) has radii RW ≪ RL ≪ RI.
where for arbitrary subscript Z,
FZ =
 
δZπRZ logRZ +
 
2δZπ(R2
Z − log
2 R2
Z − 1)
 
(46)
For the mean power:
 W =
TLkBL
M
− PI − PW
=
TLkBL
M
−
λ2 I
8π2RI
FI −
λ2 W
8π2RW
FW
(47)
Solving for  W, we have
 W =
8π2TLkBL/M − λ2 IFI
8π2 + λ2FW
(48)
Next, we examine the WAN network capacity, which is
deﬁned as the sum of the per-link capacities. Our mean
transmit power is  W, at bandwidth BU.
We can then use free-space path loss to compute the
received SIR in a CDMA-based access network, averaging the
licensed power over the unlicensed bandwidth. This averaging
is the appropriate thing to do for CDMA, since our despread
operation will effectively spread the narrow-band noise, raising
the noise ﬂoor for our despread signal.
E[SIR] =
 W
E[PI] + E[PW] + BL
BI E[PL]
 
λ2
16π2E[d2]
(49)
Computation of E[d2] is a little tricky. The random variable
d represents the distance between an unlicensed node and its
closest neighbor. We can compute this using the Rayleigh
distribution we derived in Corollary 2. In particular, for our
density uniformity parameter Rmin, we know that
E[d2] =
2
π2R2
minδ2
W
(50)
Plugging this into our SIR, we obtain,
E[SIR] =
 Wδ2
Wλ2R2
min
32π
 
E[PI] + E[PW] +
E[PL]BL
BU
 −1
=
π
4
 Wδ2
WR2
min ( IδI logRI +  WδW logRW
+
 LBL logRW
πBUR2
W
 −1
(51)
Thus our per-link capacity is deﬁned by the Shannon-
Hartley Theorem.
C = BU log
 
1 +
π
4
 Wδ2
WR2
min ( IδI logRI
+ WδW logRW +
 LBL logRW
πBUR2
W
 −1 
(52)
The total network capacity is the per-link capacity multiplied
by the number of nodes.
CN = CπR2
WδW (53)
For a given set of  , δ, and R parameters, our per-device
capacity is O(BU logBU).
C. Wireless LAN
For our Wireless LAN model, we now assume that the
radius of our underlay network is signiﬁcantly smaller than,
and wholly contained within our licensed network.
The ﬁrst steps are completed as before. The computation
of PI and  W are the same. The capacity computations are
similar, except the noise from the licensed node has changed,
and is a function of rW.
C = BU log
 
1 +
π
4
 Wδ2
WR2
min ( IδI logRI
+ WδW logRW +
BL L
2BUr2
W
 −1 
(54)
D. Impact to Licensed Users
The analysis so far has assumed an interference temperature
limit TL and distance coefﬁcient M have been speciﬁed by a
regulatory body. However, we have not yet investigated how
their values affect licensed transmitters.
For each we derive ∆TL and ∆M, which reﬂect the lower
bound for the fractional decrease in coverage area due to the
implementation of the interference temperature model. Their
cumulative effect, ∆TL∆M reﬂects the total lower bound for
decrease in coverage area.
For example, if the original coverage area was 100 square
kilometers, and ∆TL = ∆M = 0.9, then the resulting coverage
area would be 81 square kilometers or larger.8
1) Selection of TL: Consider a licensed signal at frequency
fc using bandwidth BL. Provided the interference temperature
limit is met at all licensed receivers, in a worst-case scenario
the noise ﬂoor will move from TI(fc,B)kBL to TLkBL at
each receiver. Let ¯ TI be the average interference temperature
measured over the entire area of our licensed receivers.
Let’s assume the same SIR is required to receive signals in
both the original environment and the new environment where
the interference temperature model is employed. This means
the following relationship is true, based on path loss:
 Lλ2
kBLTL16π2R′α
L
=
 Lλ2
kBL ¯ TI16π2Rα
L
(55)
where α = 2 represents standard free-space path loss.
Here RL was the original licensed signal range, and R′
L is
the new signal range. We can cancel many of the variables,
and the resulting relation results
TL =
¯ TI
∆
α/2
TL
(56)
where ∆TL represents the fraction of the original coverage
area remaining once the interference temperature model has
been established. We can easily rewrite in terms of ∆TL as
∆TL =
  ¯ TI
TL
 2/α
(57)
Interestingly, or fractional increase in noise ﬂoor is directly
proportional to the fractional decrease in licensed signal cov-
erage area for α = 2.
According to the original FCC speciﬁcation [16], a likely
interference temperature limit would be (maxTI) over some
time period, thus allowing unlicensed transmission in the
existing interference. We can compute this as a conﬁdence
interval on PI. Deﬁne the interference temperature limit as
TL = E[PI] + β
 
Var[PI] (58)
where β ≥ 2.
From this we can compute our fractional decrease per our
prior derivation.
∆TL =
 
E[PI]
β
 
Var[PI]
 2/α
=
 
δIπ logRI
δπ logRI + β
 
δIπ/2
 2/α (59)
Note that this value depends only on the density of interferers
and the interferer radius, and not on their power.
2) Selection of M: The variable M represents the atten-
uation due to path loss between an unlicensed transceiver
and a licensed receiver. Its use is intrinsic to the interference
temperature model which dictates interference received, not
transmitted. In this section we assume free-space path loss,
since unlicensed devices typically operate over shorter dis-
tances where the free-space model is most accurate.
In this section we propose a mathematical formulation based
on Corollary 2 for selecting a value of M to minimize the
number of receivers to whom we inadvertently cause harmful
interference.
Suppose a single unlicensed transmitter is surrounded by
licensed receivers that are randomly placed with a uniform
distribution. Let the average density of the receivers be δL
devices per unit area.
From Corollary 2, we can compute the distance d necessary
to guarantee that with probability p we are distance d from
the closest licensed receiver.
d =
1
πRminδL
 
−2log(p) (60)
We can also deﬁne our distance d in terms of the fraction
decrease ∆M of devices with no harmful interference as
d =
1
πRminδL
 
−2log
 
∆
1/πδWR2
W
M
 
=
1
πRminRWδL
 
−2log∆M
πδW
(61)
We can convert this to M using free-space path loss
M =
λ2
16π2d2
= −
λ2R2
minR2
Wδ2
LπδW
32log∆M
(62)
Consider an example where 200 television sets exist in a
single square kilometer, yielding δL = 200. Let Rmin = 50
meters, equating with us being sure that there are 8 television
sets per 4 houses. Imagine we want to form an underlay
network with 10 nodes. Using our relations, we can compute
d = 20 meters to ensure that with 98 percent probability we
will cause no harmful interference, or in other words interfere
with 4 televisions on average.
In this section, we’ve developed algorithms to measure inter-
ference temperature and analyzed the interference temperature
model from a purely stochastic perspective. We have proved
that realizable network capacity is independent of almost all
our model parameters. We have also derived how the underlay
network will affect the licensed signal, showing a fractional
decrease in coverage area equal to ∆M∆TL which can be
computed from M and TL.
One major bullet for future work is the model for analyzing
network capacity. In particular, we assume free-space path
loss, because no closed-form solutions exist for the capacity in
more higher-order RF propagation models. This area deserves
further study, though we suspect the only practical means of
accurate analysis would be through the simulation conducted
in the next section.
IV. INTERFERENCE TEMPERATURE MULTIPLE ACCESS
This section describes a new multiple access technique
called interference temperature multiple access (ITMA).
ITMA relies on the cognitive radio’s ability to sense its
environment and regulate bandwidth and power usage on a
per-packet basis. It uses interference temperature to sense its
environment, and transmits using the bandwidth and power
derived from the analysis in Section 2.9
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Fig. 2. Packet spectral occupancy as a function of time, illustrating the
dynamic bandwidth used by each packet
In this section, we deﬁne the physical (PHY) and medium
access control (MAC) layers for ITMA. The main goal of
the PHY is to support dynamic bandwidths and powers on
a per-packet basis. The lower MAC layer is responsible for
coordinating access to the PHY, and implementing the basic
mechanisms of the interference temperature model. The upper
MAC handles higher-level functions like device discovery and
authentication. We describe some of the necessary features of
the upper MAC, but most of it is left as future work.
It should be noted that throughout this section we measure
capacity, and not throughput. Achievable rates are computed
using the Shannon-Hartley equation, and therefore measure
a theoretical maximum and not an actual throughput. A
communication-theoretic, rather than information-theoretic ap-
proach, would be required to analyze the performance of
speciﬁc modulation and data coding techniques in the presence
of interference in order to determine the rate of individual
communications links, and then analysis of signaling overhead
would be required, coupled with transport-layer protocols, to
measure a so-called “goodput”.
A. ITMA PHY Layer
The physical layer deﬁnes the RF properties of a link
between two cognitive radios. It instantiates the bandwidth
and power values determined by the interference temperature
model.
There are a couple basic underlying communication tech-
niques that would lend themselves well to this environment,
but we will focus upon direct-sequence spread spectrum
(DSSS) [23]. In DSSS the bandwidth of your transmitted
signal is generally a function of the chip rate you use to spread
your signal. If your chip rate is n times faster than your symbol
rate, your spread bandwidth will be n times larger than your
narrow-band bandwidth.
As the next section describes, the MAC layer will instruct
the PHY on a power and bandwidth to use for a particular
transmission that meet the interference temperature model
constraints. The PHY must implement the speciﬁcations.
Before each packet transmission, the cognitive node de-
termines suitable capacity C and range L requirements for
the data to be sent. Typically C will be selected on a per-
application basis and L will be selected on a per-destination
basis. Using these values, the necessary bandwidth can be
computed, which will be accomplished by selecting an ap-
propriate DSSS chip rate.
Each packet is preceded by a PHY header that is spread
using one of several well-known pseudo-noise (PN) sequence
with predeﬁned chip rates. This header contains the PN gen-
erator seed and chip rate used for the remainder of the packet.
This is illustrated in ﬁgure 2. For every packet transmitted, the
transmitter will compute a new PN sequence. This provides
CDMA-like features for the MAC.
Long, non-repeating PN sequences should be used. A good
candidate would be simple m-sequences [24]. The space of
seeds should be sufﬁciently large to prevent frequent reuse,
which increases the probability that two simultaneously trans-
mitted packets use the same PN sequence and would interfere
with each other. A 16-bit value should be sufﬁcient.
On important requirement is that the PHY header not cause
harmful interference. If fc is close to a licensed signal, than
using a large bandwidth might cause problems. As a result,
for each possible well-known chip rate and spreading code,
the associated bandwidth, power, and capacity should be
computed. The one maximizing the capacity function should
be selected. This offers the highest probability of packet
delivery.
The spreading code used for the PHY header should also
have a low autocorrelation value. Since there is a possibility
of two PHY headers being simultaneously transmitted, to
minimize interference something like a Barker code should
be employed.
Receiving radios must be able to sync up to the preamble
and recognize the chip rate and spreading code. This can be
done using readily available spread-spectrum technology.
B. Basic ITMA MAC Layer
Figure 3 depicts the operation of ITMA. When a node
wishes to transmit a packet, it ﬁrst measures the interference
temperature, TI. As described in Chapter 3, this would likely
be implemented as an iterative process, since TI is a function
of the measurement bandwidth.
The MAC then uses this value in conjunction with the
interference temperature limit TL, the desired capacity C, and
the range parameter L, to compute the required bandwidth B
and chip rate. This must be done several times in order as B
converges. Given some tolerance ǫ, the cycle repeats until
|Bi − Bi−1| < ǫ (63)
If the bandwidth required to successfully transmit the packet
is less than a speciﬁed maximum bandwidth Bmax, the packet
is transmitted.
If B > Bmax, the packet cannot be transmitted. The radio
has a few options available, including those that follow.
1) It can simply wait. Transient interference could be
causing a temporary inability to communicate. Once TI
decreases, communication can resume.10
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Fig. 3. General state machine for ITMA, indicating TI measurement loop
with decreasing QoS and eventual frequency shift if unable to transmit packets
2) It can decrease C, decreasing the packet’s data rate. For
services requiring a minimum throughput, it may not
be possible to decrease C below a predeﬁned threshold
Cmin.
3) The node can increase L, decreasing the radio’s range.
If the packet’s destination is at a distance or is subject
to fading or shadowing, L cannot be increased beyond
some maximum Lmax.
4) If C < Cmin, L > Lmax, and some timeout period has
expired, the last resort is to shift the network to a new
center frequency.
It is important to note the features afforded by using
unique spreading codes for every packet transmitted. Initially
a receiver need only listen to the PHY header for the packet. If
the MAC address contained within the header does not match
one of its own, it does not have to demodulate the rest of the
transmission. This means that two packets can be transmitted
simultaneously without colliding, so long as their headers are
disjoint in time. A transceiver can receive a PHY header, and
if the address does not match, it can immediately transmit its
own packet without waiting for the ﬁrst packet to ﬁnish. The
near-far effect can be combated by effective choice of L (see
section IV-C.2).
This observation indicates that the system will be more
efﬁcient with a large maximum transit unit (MTU). Larger
MTUs reduce header overhead. Since headers are the only
thing that can collide, the fewer of them transmitted the better.
C. Higher MAC Functions
This section describes some of the higher-level MAC func-
tions implemented by ITMA. It addresses techniques for
selecting a center frequency, how to better measure TI and
L, and discusses the the hidden terminal problem and how to
mitigate its effects.
1) Center Frequency Selection: While bandwidth and
power can change from packet to packet, the center frequency
fc should remain fairly static. When a network is initially
conﬁgured, an optimal value must be selected.
If the interference temperature increases to a point at which
communication within bandwidth limitations is not possible
for the given QoS requirements, a frequency shift may be
required. Since signiﬁcant overhead will be required to regain
connectivity among all nodes, frequency shifts should only be
used as a last resort.
When network connectivity is lost, a node enters a scan and
beacon cycle. In the scan mode, it hops between all f ∈ F
searching for other nodes with whom it can communicate. At
the same time, it records the interference temperature TI at
each frequency. If no other nodes are found, it performs the
initial frequency selection and begins beaconing. After some
random timeout, if no devices have connected, it resumes the
scan mode.
A potential problem is a network partition where multiple
radio networks form on different center frequencies. These
can be combined in the same way IEEE 802.11 consolidates
ad-hoc networks with the same network name.
ITMA intentionally does not include unauthenticated pack-
ets that instruct a network to change center frequencies. It
would yield a very powerful denial of service attack by ﬂood-
ing spoofed frequency change messages at different locations
within the network. If upper-level security is enabled and
devices are authenticated, more coordinated frequency shifts
are possible if connectivity isn’t completely lost.
2) Statistics Exchange: Imagine two nodes N1 and N2
communicating. In every packet sent from N1 to N2, N1 will
include its current TI and the value of received power P′
S from
the last packet from N2.
These statistics can help N2 in several ways. First, N2 can
use P′
S to gauge the distance between itself and N1, which
can be used to optimize L and compute Lmax. If P′
S/kB
is signiﬁcantly higher than TI, L can likely be increased on
packets sent to N1.
The near-far problem affecting CDMA is a little different
with ITMA since bandwidth varies from packet to packet. In
CDMA the problem is solved by strict power control. Notice
that in ITMA power is ﬁxed, relative to TI and TL so we solve
it through bandwidth control.
Secondly, TI can be used to better judge the interference
environment at N1. N2 could take a weighted average of the
surrounding interference environment when computing PS to
avoid causing unintentional interference to spectrum licensees.
3) Hidden Terminal Problem: For the most part, CDMA
has been used in infrastructure networks, typically cellular
in nature. Devices only communicate with a base station or
access point, and never to each other. As a result, it would
never be the case that two or more devices in the network
were simultaneously communicating with a third device.
The hidden terminal problem [25] primarily affects CSMA
networks, however moving CDMA to an ad-hoc topology
introduces a new problem called the concurrent transmission11
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Fig. 4. Small network of three equidistant nodes
problem. Here, two or more devices in the network can
simultaneously transmit to the same destination device. As
these transmissions will be appropriately power controlled, the
receiver will be capable of receiving any one of the messages.
Assuming it has only a single radio and limited DSP power,
it cannot receive more than one.
This problem is different from the hidden terminal problem,
because in the hidden terminal problem, when a packet colli-
sion occurs, all packets are lost. Here, packets are not lost, but
only one of the packets can be received. This feature greatly
improves ITMA’s ability to transmit data; however, while these
extra packets do not collide, they raise the overall interference
temperature, decreasing our per-link capacity.
To combat this problem, we introduce the idea of destination
hints to help decrease the chance of a concurrent transmission.
In ITMA, radios receive the PHY headers for all packets
in their range. These headers contain the address of the
destination. Destination hints is an approach where if node A
sees a header addressed to node B, it assumes the receiver at
node B is busy, and A should not transmit for some amount of
time. If we add packet timing information to the PHY header,
nodes can know precisely how long a particular receiver will
be busy.
This approach would work best in single-hop networks,
since everyone in the network would be able to see everyone
else’s PHY headers. In multi-hop networks, not all nodes can
see all transmissions, so hints would only lessen the problem,
not solve it.
Another approach is to have radios that support receiving
multiple packets simultaneously, much like a cellular base
station. As long as SIR constraints aren’t violated, it should
be possible to receive all packets. More than two or three re-
ceivers is not likely to help performance, as radios supporting
the bandwidth required to properly decode all packets, given
equal SIR, would not be cost effective.
D. Simple Example
Consider the network depicted in ﬁgure 4. Nodes are
equidistant, spaced 500 meters. Assume we can guarantee
there are no licensed receivers within 200 meters of the
transceivers. Using free-space path loss, and assuming fc =
600 MHz, the loss variables can be computed as:
L = 1   10−7
M = 6   10−7
For our temperatures, let us use the following values:
TI = 293 Kelvin
TL = 3000 Kelvin
Here, we assume the background interference is caused solely
by thermal noise, hence an interference temperature of 293
Kelvin.
Let TSi be the signal temperature for node i. Each transmit-
ting node will contribute to the base interference temperature
TI, and therefore will cause other nodes to decrease in power.
The steady-state powers for all nodes transmitting is governed
by
MTSi = TL − TI − L
 
j =i
TSj (64)
Solving this system of equations we obtain the following
solution:
TSi =
TL − TI
2L + M
(65)
To compute the bandwidth required, we need an effective
TI composed of the base interference in addition to the new
signals.
˜ TI = TI + 2L
TL − TI
2L + M
(66)
Assuming a desired capacity of 5 Mbps, and substituting
this into the bandwidth equation we obtain a bandwidth
requirement of 11.6 MHz. This equates to a transmit power
of −62.7 dBm.
Results on this order of magnitude should be quite accept-
able to both spectrum licensees and secondary users. For ex-
ample, most analog television sets have a receive sensitivity of
roughly -50 dBm. These transmissions would therefore never
interfere with current broadcast TV. However, in the future,
DTV will have much tighter restrictions, with sensitivity on
the order of -110 dBm. In this case, a much lower TL would
be necessary to reduce interference.
E. Network Analysis
This section presents a mathematical analysis to examine
network scalability as a function of node density. For simplic-
ity, we analyze a synchronous network where in each time
slice a device can either transmit a packet or not transmit a
packet.
Let the probability of transmission be p. Assume the trans-
mission is omni-directional, and can reach a maximum of m
neighbors, and it is addressed to one of the neighbors uni-
formly. Consequently the probability of node A transmitting a
packet addressed to particular neighbor node B in any given
time slice is p/m.
Next we must consider the effects of collisions. For sim-
plicity, let us assume there is no contention between the PHY
headers used in ITMA. A node A successfully receives a
packet if at least one of its neighbors transmits a packet12
addressed to A, and A itself does not transmit. This probability
is
PITMA(p,m) = (1 − p)
 
1 −
 
1 −
p
m
 m 
(67)
To compute bounds on capacity, we must select a probability
p∗ such that the following holds:
PITMA(p∗,m) ≥ PITMA(p,m) ∀p ∈ [0,1] (68)
Unfortunately, a closed-form maximizer does not exist.
However, we can compute p∗ numerically and substitute it
to obtain P∗
ITMA(m). If we evaluate the limit numerically,
we have
lim
m→∞P∗
ITMA(m) ≈ 1/5 (69)
This results in a constant complexity
O(P∗
ITMA(m)) = O(1) (70)
As the neighbor count of an ITMA network increases, the
probability of a node receiving a packet during each time slice
approaches an asymptote. However, we must consider that
as the number of neighbors increases, so do the number of
concurrent transmissions. As this happens, our SIR decreases,
which assuming a ﬁxed maximum bandwidth and power,
decreases our per-link capacity. The effects of this are as
follows:
Clink(m) = B log2
 
1 +
PS
mPI
 
O(Clink(m)) = O(log(1 + 1/m))
= O(1/m)
(71)
The last step is due to the fact that a Taylor series expansion
of log(1 + 1/m) is as follows:
log(1 + 1/m) =
1
m
−
1
2m2 +
1
3m3 −
1
4m4 +     (72)
Application of O( ) yields O(1/m). Thus our overall per-node
capacity as a function of its neighbor count is
CITMA(m) = O(1)   O(1/m)
= O(1/m)
(73)
These results indicate that as node density increases, overall
capacity decreases. This should be fairly obvious. As we share
a ﬁxed resource among m nodes, the per-node allocation
will be O(1/m). This indicates we want to minimize our
neighbor count in order to maximize our per-node capacity.
As a network grows, this implies a transition from a single-
hop ad-hoc network to a multi-hop mesh-like network.
Consider a multi-hop network of ITMA-based nodes cov-
ering a ﬁxed area. As the total number of nodes n increases
in this ﬁxed area, so does the average node density.
If we place no restrictions on transmit power and band-
width, and allow transmission at the radio and regulatory
maximums, the number of neighbors will increase with n, that
is O(m) = O(n). Thus, the per-node capacity is O(1/n), and
the network-wide capacity is
Cnet(n) = O(1/n)   n
= O(1)
(74)
TABLE I
SUMMARY OF NETWORK CAPACITY VERSUS NETWORK LATENCY
TRADE-OFF IN MULTI-HOP ITMA-BASED NETWORKS, IN TERMS OF NODE
COUNT n.
Network Capacity Latency
Minimize Latency O(1) O(1)
Hybrid Approach O(
√
n) O( 4 √
n)
Maximize Capacity O(n) O(
√
n)
So as our network density increases, if power control is
not used, we have a constant overall network capacity as a
function of the number of nodes. Also notice that the network
latency remains constant as O(1), since packets still traverse
the same distance with each hop.
To maximize capacity, however, we need to consider a
power/bandwidth-controlled scenario that keeps our neighbor
count constant as n increases. Thus O(m) = 1, implying a
per-node capacity of O(1). The network-wide capacity is then
Cnet(n) = O(1)   n
= O(n)
(75)
This gives us obvious capacity gains, but we must con-
sider the latency. To maintain a constant neighbor count, the
transmission range must decrease as O(1/
√
n). The result is
a latency that increases as O(
√
n).
Certainly hybrid approaches also exist. One example is
where we allow our neighbor count to increase as O(
√
n).
The result is a capacity that grows with O(
√
n) and a latency
of O(
4 √
n). These results are summarized in table I. In general,
we have
capacity = O(latency)2 (76)
Also, we must note that as node density increases, we will
eventually reach a saturation point. Results from the next
section show that extremely dense topologies can be easily
accommodated.
F. ITMA Simulator
In order to evaluate ITMA and some of the various tech-
niques for reducing concurrent transmission, a simulator sup-
porting interference temperature measurements was created.
Given the power and SIR seen by a transmission, it computes
an information theoretic maximum capacity for each packet.
After a certain amount of time has passed, the total number of
successful bits is divided by the simulation time to determine
a network-wide capacity.
In this simulation, we ignore propagation delay. This is a
reasonable assumption as typically propagation delay is small
compared to transmission time. A 10 Mbps, 300m link requires
800  s to transmit a 1000-byte packet, while the propagation
delay is 1  s. This simulator uses the free-space path loss
radio propagation model, where power decays as a function
of the distance squared, though this is conﬁgurable.
1) MAC Design: The ITMA MAC is broken down into two
main events, tx-start and tx-end. The tx-start event
is executed whenever a node wishes to transmit a packet. It
executes the following tasks:13
1) if currently receiving a packet, back-off
2) select a destination node
3) measure the interference temperature
4) compute the power and bandwidth required for the
transmission
5) if the required bandwidth is outside the radio or regula-
tory speciﬁcations, back-off
6) set transmission ﬂag
7) if destination node is transmitting, set packet as lost
8) if destination node is receiving as many packets as
possible, set packet as lost
9) increment the number of packets the receiver is receiving
10) schedule tx-end event
The back-off command consists of rescheduling the same
tx-start event for some randomly chosen time in the
future. The tx-end event is scheduled for when packet
transmission is complete. It executes the following tasks:
1) reset transmission ﬂag
2) decrement the number of packets the receiver is receiv-
ing
3) if the packet is not lost, increment the number of
received packets
4) schedule a new transmission
At the termination of every scheduled event, the simulator
evaluates all current transmissions to see if the interference
temperature at each receiver has increased too much.
When a packet is transmitted, B and PS are computed
as a function of some desired capacity αC. Here C is the
target capacity, and α > 1 is a scaling factor that adds a
safety margin. In a real radio, capacity is instantiated by some
set of modulation and coding, which cannot be changed in
the middle of a packet if interference increases. If we used
the minimum B and PS, a slight increase in the interference
temperature at the receiver during packet transmission would
prevent reception. Using the scaling factor α protects us from
this.
We deem a packet lost if the following inequality does not
hold:
C ≥ B log2
 
1 +
P
kBTI
 
(77)
where B and P were computed with respect to a desired
capacity times a safety margin αC. This is evaluated as
follows:
1) loop through all transmitting nodes t ∈ T ⊆ N
2) measure the IT at the receiver
3) compute the capacity C′
4) if C′ < C, mark packet as lost
5) end loop
2) ITMA Parameter Experiments: In this section, we simu-
late ITMA over its parameter sets. This will illustrate how each
parameter affects overall network performance and transmit
power. All simulations assume nodes are in a 500 meter by 500
meter world, with positions selected uniformly over the area.
We assume a base interference temperature of 293 Kelvin,
caused by thermal noise.
To illustrate how various parameters affect performance, we
vary each while keeping others constant at a reasonable value.
Fig. 5. Network capacity and transmit power as a function of node density
Fig. 6. Network capacity and average transmit power as a function of the
desired per-packet receive capacity
Fig. 7. Network capacity and average transmit power as a function of the
interference temperature limit
TABLE II
BASE SIMULATION PARAMETERS
Parameter Value
node count n 100
target link capacity C 5 Mbps
IT limit TL 2500 K
ITMA constant M 40 meters
ITMA constant α 2.5
max radio bandwidth Bmax 20 MHz
max radio power Pmax 10 mW
center frequency fc 600 MHz14
Fig. 8. Network capacity and average transmit power as a function of M,
where M is computed using free-space path loss over the distance speciﬁed
on the x-axis
Fig. 9. Network capacity and average transmit power as a function of the
safety scaling parameter α
Fig. 10. Network capacity as a function of node count, plotted with various
concurrent transmission mitigation techniques being used
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Fig. 11. Maximum signal powers measured on 50x50 grid over the
experiment area.
Table II lists default simulation parameters.
Each plot shows the total network capacity. All plots show
both the total network capacity and the average transmit
power. The network capacity is computed as the sum of all
successfully received bits across the network divided by the
simulation time. The average transmit power is the mean
power across all packet transmissions.
Figure 5 examines how capacity changes with the increase
of the number of nodes spread over the 0.25 km2 area. This is
the network density problem. Impressively, without any special
interference mitigation techniques, ITMA achieves near-linear
scaling. In fact, regression analysis indicates that the achieved
network capacity C′
net(n) is
Ω(
√
n) < C′
net(n) < O(n) (78)
The simulation results in a hybrid scheme tending toward
network capacity optimization. Power is relatively unaffected
by node density.
Figure 6 shows how capacity and power change with the de-
sired packet receive capacity. Initially, as the desired capacity
increases, we have an increase in overall network performance.
However, quickly the network is saturated, and we reach a
global maximum at roughly 3.5 Mbps. Increased spectrum
utilization required to reach the target capacity causes harmful
interference to other network users. Interestingly if you look
at packet delivery rates, as C increases, they approach 100
percent. Fewer packets are sent, but there are no lost packets.
Figure 7 depicts both network capacity and transmit power
as a function of TL. Increasing TL represents the FCC allowing
more interference from unlicensed devices. Keeping TL small
limits the transmit power and consequently the ranges of
the radios. The network capacity tops out at just under 12
Mbps, while the average transmit power is O(log(TL)). It’s
interesting that capacity doesn’t continue increasing with the
interference temperature limit increase. If you look at lost
packets, as TL increases, so does the number of transmitted
packets. Unfortunately, the number of lost packets increases
too, resulting in the asymptotic behavior.
Figure 8 reﬂects network capacity and transmit power as
the distance increases between unlicensed transmitters and the15
licensed devices with which they may interfere. To compute
M from the varying distance, the free-space path loss model
was used. Increasing the distance reﬂects an ability to transmit
with higher powers. Network capacity maximizes at 56 meters.
Transmit power is again logarithmic. Packet loss is similar to
increasing TL.
Lastly, we examine the safety parameter α in ﬁgure 9. It is
used to compute the transmit power and bandwidth necessary
for a desired capacity. The higher the value of α, the more
bandwidth will be used. This will allow successful packet
reception even if the interference temperature increases at the
receiver during transmission. Obviously for α < 1 successful
packet transmission is unlikely, as capacity constraints are
almost always violated when the packet is ﬁrst transmitted.
To minimize wasted network resources, a small α should be
selected. We see a global maximum at α = 2.0.
The major results of these simulations are as follows. First,
in almost all cases, transmit power is logarithmic in each
of the parameters. Also, for two parameters, C and α, we
can ﬁnd unique, global maximizers. Both parameters are local
to each radio, so cognitive nodes could update them in real
time to optimize overall network performance. Lastly, these
simulations provide insight into good ways to select the FCC-
controlled parameters M and TL.
3) Concurrent Transmission Mitigation Experiments: In
section IV-C.3 we introduced some techniques for mitigating
the effects of concurrent transmissions. The ﬁrst is a Smart
MAC that implements both destination hints, and also senses
whether or not the destination is transmitting. The second is
to have a radio node with multiple receivers.
To investigate the impact these techniques have on a net-
work of ITMA nodes, we included support for these in our
simulator. Figure 10 plots network capacity for the various
techniques as a function of network density. We can see
that for sparse networks, we can achieve a 30% performance
increase by implementing these techniques. However, as the
node count increases, the advantage decreases. At 100 nodes,
there is only a 1% increase in overall performance when the
concurrent transmission mitigation techniques are used.
It is expected that deterministic networks with relatively
static trafﬁc patterns would beneﬁt more from these mitigation
techniques.
4) Interference Analysis: In this section we investigate the
amount of interference caused by an ITMA-based network,
and how it relates to the interference temperature limit. To
accomplish this, a measurement routine was added to the
simulator. It is responsible for measuring the signal power on
a grid with 10 meter edges, throughout the experiment area.
At the end of the simulation, it outputs the maximum power
recorded at each measurement site.
Figure 11 shows these signal powers in a three-dimensional
plot, when the simulator is executed using the parameters
from table II. Spikes represent the locations of cognitive radio
transceivers. The measured powers range from -100 dBm to
-60 dBm.
This section provided an analysis of the scalability and
capacity that can be achieved by an ITMA-based network. It
shows that ITMA scales such that O(capacity) = O(latency)2.
It also examines some techniques for mitigating the concurrent
transmission problem, and evaluates their performance through
simulation.
V. CONCLUSION
This article has examined the problem of dynamic spectrum
access in the presence of a licensed signal, when unlicensed
communicating devices have intelligent radios capable of
sensing and reacting to their environment. In this section we
review the major results and discuss areas of further research.
The interference temperature model, as proposed by the
FCC, was an interesting, but ultimately unsuccessful idea
for providing a simple regulation for managing interference
and allowing underlay networks. In this article, we quantiﬁed
how interference temperature limits should be selected, and
how those choices affect the range of licensed signals. We
examined a simplex, omni-directional transmission, but these
results could just as easily be extended to duplex, directional
transmitters. The mathematics may be cumbersome, but using
the results presented in this article, simulators could be easily
constructed.
In particular, it has been shown that measuring interference
temperature is a tricky task. Proved are techniques that can
compute a precise transmit power and bandwidth that meet
a target capacity while also satisfying the requirements of
the interference temperature model. This could be extended
by examining the pricing schemes that trade off the utility
of capacity with the cost of bandwidth. Since capacity is a
nonlinear function of bandwidth, the resulting pricing schemes
could have very interesting results.
Additionally an analytical evaluation of the interference
temperature model was completed for both WAN and LAN
wireless mesh networks. For both, the capacity achieved
is a simple function of the number of nodes, the average
bandwidth, and the fractional impact to the licensed signal’s
coverage area, and scales as O(n), where n is the number of
nodes in the network.
Next, Interference Temperature Multiple Access is intro-
duced. ITMA is a PHY and MAC protocol suitable for
implementation on a cognitive radio that supports the inter-
ference temperature model. It works by ﬁrst sensing the RF
environment and determining what bandwidth and power are
necessary to communicate with a desired capacity. If these
parameters are not supported by the radio it either lowers its
capacity expectations or searches for a new center frequency
that has fewer interference problems. Packets are preceded
by a PHY header that is transmitted with known modulation
parameters. This header contains the information necessary to
demodulate the rest of the packet.
A simulator for ITMA was implemented to test the MAC
scheme in a mesh topology. Results show that very realistic
WAN and LAN-type applications can easily be supported by
ITMA while using transmit powers on the order of −35 dBm.
The many parameter trade-offs are examined.
Another area for future work is to examine the effects of
fading on the interference temperature model. Initial deploy-
ments will likely be stationary, and therefore subject only to16
multipath fading. Modeling and simulating this can be accom-
plished by simply increasing the path loss constant. Mobility
will offer a more challenging analysis environment. Here,
devices will be subject to the Doppler fading, which results in
multiplicative interference. This results in both decreased SIR,
and less reliable interference temperature measurements. For
these environments, distributed, cooperative spectrum sensing
may be required.
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