ABSTRACT
INTRODUCTION

24
In the assessment of individual differences, reliability is typically assessed using test-retest reliability, 25 inter-rater reliability or internal consistency. Reliability is a measure of the accuracy or consistency of an 26 outcome, the distinguishability of individual measurements, and a measure of the signal-to-noise ratio in 27 a set of data. It is an approximation of the fraction of the total variance which is not accounted for by 28 measurement error (i.e. random noise in the measurement). Accordingly, a reliability of 1 means that all 29 variability is attributable to true differences and there is no measurement error, while a reliability of 0 30 means that all variability is accounted for by measurement error. A reliability of 0.5 means that there is 31 equal measurement-and error-related variance: this means that an individual obtaining a score equal to 32 the mean of the group could have the highest, or the lowest, underlying true value of the outcome in the
Reliability
96
Reliability itself is defined as the proportion of the total variance which is due to true differences. 
where σ 2 represents the variance due to different sources (t: true, e: error, and tot: total). Measures 98 of internal consistency (such as Cronbach's α), and of test-retest reliability (such as the ICC), are both
99
estimates of this same definition of reliability.
100
Reliability can therefore be considered a measure of the distinguishability of measurements (Carrasco 
Measurement Error
117
Each measurement is made with an associated error, which can be described by its standard error (σ e ). It 118 can be estimated as the square root of the within subject mean sum of squares (MS W ), which is used in 119 the calculation of the ICC above (Baumgartner et al. 2018) .
where n represents the number of participants, i represents the subject number, j represents the 121 measurement number, k represents the number of measurements per subject, y represents the outcome 122 andȳ i represents the mean outcome for that subject.
123
The standard error can also be estimated indirectly by rearranging equation 1, using the ICC as an 124 estimate of reliability. This is often referred to as the standard error of measurement (SEM) (Weir 2005; 125 Harvill 1991).
It can also be extended to a group level examining differences in means.
It is important to mention that this measure assumes that all measurements belonging to the original 140 test-retest study and later application study exhibit exactly the same standard error. Further, this measure
141
is not a power analysis: the SDD simply infers that a change in outcome or mean outcome of a group of 142 measurements before and after an experimental manipulation is larger than would be expected by chance.
143
For performing a power analysis for the within-subject change for application to a new study, one must 144 consider the expected effect size relative to the standard deviation of the within-individual changes in the 145 outcome measure.
146
Standard thresholds
147
In psychometrics, reliability can be calculated with one scale by examining its internal consistency. the use of the extrapolated ICC (below). This calculation is based upon two assumptions.
210
Assumption 1 The absolute measurement error (σ e ) will be either similar between groups and/or 211 studies, or the extent to which it will be larger or smaller in a new sample can be approximated.
212
Comment: Since test-retest studies are typically conducted using young, healthy volunteers, and not 213 patient samples, these groups will usually provide a good estimate at least of the maximum bound of the 214 precision of the measurement. For comparison groups for which measurement error is likely to be larger,
215
it can either be assumed to be similar (a liberal assumption), or the extent to which it is larger can be 216 approximated as a small multiple (a conservative assumption, e.g. 20% larger in the patient group). probably be conducted before proceeding in any case.
231
The extrapolated ICC
232
The ICC can be expressed using the SEM and the SD (σ ) of the original study from equation 4.
Given these two assumptions above, we can approximate the ICC for a new sample given only the 234 standard deviation of the new sample (and an approximation of the inflation extent of the SEM):
NewStudy (9) where ρ represents the error inflation factor, representing the multiplicative increase in expected be determined primarily by the SD of the new study.
241
Studies making use of continuous independent variables (correlations) For a new study which 242 is going to examine a correlation, reliability is simply determined by the variance of the study group.
243
With more variation in the study sample, the reliability is therefore higher, all else being equal. Increasing 244 sample variability can be attained by implementing wider recruiting strategies, and not simply relying on 245 convenience sampling (see Henrich et al., 2010) . This also has the advantage of increasing the external 246 reliability of findings.
247
It should be noted, however, that increasing sample variability by including individuals who differ on 248 another variable which is known to be associated with the dependent variable (for example, age) would 249 not necessarily increase the reliability despite increasing the variance of the study group. In these cases,
250
this variable should be included in the statistical test of an applied study as a covariate, and hence the 251 variance of the unstandardised residuals after accounting for the covariate would therefore be a better 252 estimation of the total variance for reliability analysis in this test-retest sample.
253
Studies making use of binary independent variables (t-tests) For a new study which is comparing 254 two independent groups, one is fitting a binary regressor to the dependent outcome variable. The SD for 255 the ICC is calculated based on the sample variability before fitting the regressor, and thus all individuals 256 are included in the calculation of this value (Figure 1 ). The total SD is therefore dependent on both the 257 within-group standard deviation, as well as the degree of difference between the two groups, which is 258 measured by the effect size. For independent sample t tests, one can therefore calculate the effect size 259 (Cohen's D) for which the reliability of a measure would reach a certain desired threshold.
260
Thus, by estimating the within-group standard deviation of each of the two groups, one can calculate 261 the required effect size to obtain a sufficient level of reliability. The total SD of the entire sample (including 262 both groups) is described by the following equation: where n is the number of participants in each group, µ is the mean of each group, σ is the SD of each 264 group, and the subscripts 1, 2 and total refer to group 1, group 2, and the combined sample. The total 265 mean (µ total ) is calculated as follows.
We therefore only need to solve this equation for µ 2 , the mean of the second (e.g. patient) group. This 267 can be calculated as follows (separating the equation into three parts):
error variance, but also high inter-individual heterogeneity, resulting in high reliability. this particular application, it is necessary to take the greater variability into account.
304
We can calculate the reliability of the new study using the results of the test-retest study by assuming 305 the same measurement error between the studies. In this way we obtain a reliability of this tracer and for Nord et al. 2013) . For convenience, we will assume that high doses similar to those administered to
