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Abstract
There are various situations where the classical Fourier’s law for heat con-
duction is not applicable, such as heat conduction in heterogeneous materials
[1, 2] or for modeling low-temperature phenomena [3, 4, 5]. In such cases,
heat flux is not directly proportional to temperature gradient, hence, the role
– and both the analytical and numerical treatment – of boundary conditions
becomes nontrivial. Here, we address this question for finite difference numer-
ics via a shifted field approach. Based on this ground, implicit schemes are
presented and compared to each other for the Guyer–Krumhansl generalized
heat conduction equation, which successfully describes numerous beyond-
Fourier experimental findings. The results are validated by an analytical
solution, and are contrasted to finite element method outcomes obtained by
COMSOL.
Keywords: Implicit scheme, shifted fields, boundary conditions,
nonequilibrium thermodynamics
1. Introduction
The need to go beyond the Fourier heat conduction equation – which
reads in one spatial dimension
∂tT = α∂xxT (1)
for temperature T , with thermal diffusivity α, and which contains only first
order time derivative ∂t and second order space derivative ∂xx – is experimen-
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tally proved under various conditions since decades [1, 2, 6, 7, 8, 9, 10, 11].
These circumstances are related partly to the material structure [12, 13],
and partly to the environment like temperature and excitation [33]. The
characteristics of the interaction between the sample and the environment
are condensed into the boundary conditions, the role of which are therefore
crucial during the modeling.
For theories beyond the Fourier one, the common starting point is the
balance equation of internal energy e,
ρ∂te+ ∂xq = 0, (2)
also written in one spatial dimension, with density ρ and heat flux q. For
many applications, a constant specific heat c can be assumed, yielding e = cT .
Then, if one takes Fourier’s law,
q = −k∂xT, (3)
where k is thermal conductivity, then (1) can be obtained. In parallel, heat
flux boundary conditions – like a heat pulse on one end and an adiabatic
insulation on the other one, the case considered hereafter – can be written
directly for temperature, prescribing its gradient.
However, for generalized heat conduction models, the picture is not so
simple any more. For example, in the first known extension to Fourier’s
law, the so-called Maxwell–Cattaneo–Vernotte (MCV) constitutive equation
[14, 15, 16, 17]
τq∂tq + q = −k∂xT, (4)
time derivative of heat flux also appears, accompanied by a coefficient τq
called relaxation time. In this case a heat flux boundary condition cannot be
translated to a Neumann-type boundary condition on temperature. The sit-
uation becomes even more involved for the Guyer–Krumhansl (GK) equation
[18, 19, 20],
τq∂tq + q = −k∂xT + κ2∂xxq, (5)
where κ2 is a parameter strongly related to the mean free path from the
aspect of kinetic theory [21]. According to room-temperature experiments
[1, 2, 33], measured deviation from the Fourier prediction always occurs in
the overdamped (κ2 > τq) region (as opposed to the near-to-MCV region
κ2 < τq), thus usage of the GK equation is inescapable.
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Figure 1: Discretization method of shifted fields for a heat pulse setting. Prescribed
boundary values are q1 as a function of time, and qJ = 0 representing adiabatic insula-
tion. All other values (illustrated by filled rectangles and circles) can be computed from
neighboring and previous values. Temperature values sit at cell midpoints while heat flux
values reside at cell boundaries.
Combining (5) with (2) provides the temperature-only version of the GK
model:
τq∂ttT + ∂tT = α∂xxT + κ2∂txxT. (6)
Solving this equation with heat flux boundary conditions, especially with
time dependent ones needed for evaluating heat pulse experiments [1, 2], is
difficult. It is not clear how to translate conditions on q(t) to temperature
T (t), the two quantities being related to one another according to a consti-
tutive equation (5). This was the motivation to develop a simple and fast
numerical scheme, a scheme of shifted fields [3], that was specifically devised
to be suitable for this type of problem. The term shifted fields refers here
to the spatial discretization method. Namely, instead of solving (6) for T ,
the set of equations (2) and (5) are solved for T and q both, where spatial
locations of temperature values are shifted by a half space step with respect
to locations of q values (see Fig. 1). This enables us to prescribe boundary
conditions only for heat flux.
A physical interpretation of such a scheme is the distinction between
surface-related and volume-related quantities of the discrete cells. More
closely, temperature represents the average value over the volume while heat
flux describes energy flow at the cell boundary.
Notably, similar but different schemes like the two-step Lax-Wendroff,
leapfrog or Finite-Difference-Time-Domain (FDTD) methods are known in
the literature. All these apply values at half time step or half space step to
update a grid point at the next time instant [22]. Furthermore, the present
shifted field concept also differs from the multigrid method where the goal is
to increase accuracy by applying finer and finer meshes [22, 23]. One should
also mention Feynman [24] who presents a technique for time integration for
the dynamics of a point particle where the shifting is used for time steps
only. Moreover, Yee discusses the problem of electromagnetic wave propa-
gation and applies the FDTD method to solve the Maxwell equations, and
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also discusses the possible boundary conditions for such wave propagation
problem [25]. However, none of the mentioned techniques address the ques-
tion of boundary conditions, and the advantage of the shifted strategy for
boundary conditions – especially such nontrivial ones – is not realized. One
should also pay attention to the work of Berezovski et al. [26, 27, 28, 29, 30]
where remarkably efficient numerical schemes are developed and tested for
wave propagation problems.
Our approach uses simple finite differences to approximate the partial
derivatives. An explicit version has already been developed [3]; here we
present the realization of the corresponding implicit version, which turns out
to be remarkably superior in performance aspects. The outcomes are also
compared to analytical and finite element solutions in respect of efficiency
and speed.
2. Explicit scheme
For the explicit scheme, all related analysis and detailed discussion are
published in [3], and are only summarized here for the sake of completeness.
Hereafter, dimensionless quantities [3] are used, which is a framework that is
simple yet satisfactory for the current numerics-related considerations.
The discretized form of the balance equation of internal energy (2) is
T n+1j = T nj −
∆t
τ∆∆x
(qnj+1 − qnj ), (7)
where n indexes time steps and j the space steps, τ∆ denotes the dimen-
sionless pulse duration time and ∆t the time step. The Guyer–Krumhansl
constitutive equation is discretized as
qn+1j = qnj −
∆t
τq
qnj −
τ∆∆t
τq∆x
(T nj − T nj−1) +
κ2∆t
τq∆x2
(qnj+1 − 2qnj + qnj−1), (8)
which is able to reproduce the solutions of the MCV model (κ = 0) and
of the Fourier one (τq = κ2). In these formulae, forward time differencing
is applied, which makes all the schemes first order in time. Let us draw
attention again to the boundary conditions, thanks to which T values can be
updated without prescribing anything for temperature at the boundaries.
The scheme being explicit, one has to calculate the stability criteria as
well. In [3], von Neumann and Jury methods [22, 31] are used to determine
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the stability conditions. In order to prove the convergence of such a scheme,
the Lax–Richtmyer theorem [32] is exploited by proving the consistency of
the schemes together with their stability. Regarding consistency, although
only its weak form is proved [33], it is enough to fulfill the Lax–Richtmyer
theorem and ensure the presence of convergence [34, 35].
3. Implicit schemes
When quantities at time instant tn+1 are also considered, the scheme
becomes implicit, leading to the following discretized form of the balance
equation of internal energy:
τ∆
1
∆t(T
n+1
j − T nj ) = −
1
∆x
[
(1−Θ)
(
qnj+1 − qnj
)
+ Θ
(
qn+1j+1 − qn+1j
)]
, (9)
and of the GK-type constitutive equation:
τq
∆t
(
qn+1j − qnj
)
+
[
(1−Θ)qnj + Θqn+1j
]
+ τ∆∆x
[
(1−Θ)(T nj − T nj−1) + Θ(T n+1j − T n+1j−1 )
]
(10)
− κ
2
∆x2
[
(1−Θ)
(
qnj+1 − 2qnj + qnj−1
)
+ Θ
(
qn+1j+1 − 2qn+1j + qn+1j−1
)]
= 0,
where the convex combination of explicit and implicit terms is characterized
by the parameter Θ, with Θ = 0 removing the implicit terms and returning
the purely explicit scheme. Analogously, for Θ = 1, all the explicit terms
vanish, making (9) and (10) purely implicit. Choosing Θ = 1/2 gives the
so-called Crank–Nicolson scheme, which preserves the unconditionally stable
property of implicit schemes and provides one order higher accuracy. Here,
accuracy is not analyzed in detail. We test the implicit scheme with settings
Θ = 1/2 and Θ = 1, for various parameter values for τq and κ2.
In order to prove that no stability condition is needed for these implicit
schemes, we use the methods of von Neumann and Jury as before [3], i.e., let
us assume the solution of the difference equations (9) and (10) in the form
φnj = ξneikj∆x, (11)
where i is the imaginary unit, k is the wave number parameter of the solution,
j∆x denotes the jth discrete spatial position, and the complex number ξ is
called the growth factor [22]. The scheme is stable if and only if |ξ| ≤ 1
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holds. Now, using (11) one can express each term from (9)–(10), for example
qn+1j+1 = ξn+1eik(j+1)∆x · q0. Substituting back (11) into (9) and (10) yields
T0(ξ − 1) + q0 ∆t
τ∆∆x
[
(1−Θ)
(
eik∆x − 1
)
+ Θξ
(
eik∆x − 1
)]
= 0,
(12)
q0(ξ − 1) + q0 ∆t
τq
[(1−Θ) + Θξ]
+T0
τ∆∆t
∆xτq
[
(1−Θ)
(
1− e−ik∆x
)
+ Θξ
(
1− e−ik∆x
)]
−q0 κ
2∆t
∆x2τq
[
(1−Θ)
(
eik∆x − 2 + e−ik∆x
)
+ Θξ
(
eik∆x − 2 + e−ik∆x
)]
= 0.
(13)
Then constructing a coefficient matrix and calculating its determinant leads
to the characteristic polynomial of system (12) in the form F (ξ) = a2ξ2 +
a1ξ + a0 with the coefficients: coefficients
a0 = 1− ∆t
τq
(1−Θ) + [2 cos(k∆x)− 2] (1−Θ) ∆t∆x2τq
[
κ2 −∆t(1−Θ)
]
,
a1 = −2 + ∆t
τq
(1− 2Θ) + [2 cos(k∆x)− 2] ∆t∆x2τq
[
κ2(2Θ− 1)− 2∆t (1−Θ) Θ
]
,
a2 = 1 +
∆t
τq
Θ− [2 cos(k∆x)− 2] ∆t∆x2τqΘ
(
κ2 + ∆tΘ
)
. (14)
The Jury criteria [31] can be used to obtain the requirements in order to
ensure that the roots of characteristic polynomial remain within the unit
circle in the complex plane. These criteria are, for the polynomial F :
1. F (ξ = 1) > 0,
2. F (ξ = −1) > 0,
3. |a0| < a2.
Calculating each condition for Θ = 1 gives us
1. 4∆t2
τq∆x2 > 0,
2. 4 + 2∆t
τq
+ 4 ∆t
τq∆x2 (2κ
2 + ∆t) > 0,
3. 1 < 1 + ∆t
τq
+ 4 ∆t
τq∆x2 (κ
2 + ∆t),
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hence, the scheme has met the requirements as long as all parameters are
positive. In case of Θ = 1/2, we have
1. 4∆t2
τq∆x2 > 0,
2. 4 > 0,
3. 0 < 1 + 4κ2∆x2 ,
that is, the first Jury criterion gives the same result and the other two condi-
tions are simpler and naturally fulfilled again. We remark that, for the MCV
equation (κ = 0), each criteria are fulfilled, too. Therefore, the schemes are
stable and convergent.
4. Comparison with analytical solutions
Analytical solution for the GK equation is known for several cases [36,
37, 38, 39], even for boundary conditions related to heat pulse experiments
with adiabatic condition on the rear side [40]. The analytical solution is
available in an infinite sum form [40]. For the benchmark comparison between
analytical and numerical solutions presented here, the following parameters
have been applied:
1. Solution of Fourier equation: τq = κ2,
2. Solution of MCV equation: τq = 0.02, κ2 = 0,
3. Over-diffusive solution of the GK equation: τq = 0.02, κ2 = 10τq.
Moreover, heat pulse duration τ∆ = 0.04 is used in all cases, and the simu-
lated time interval (dimensionless time t = 1) and the number of cells (300)
are also fixed. The various schemes are compared based on the computa-
tional run time measured by MATLAB. Although the run time itself is not
representative in a single scheme and depends on many other conditions like
programming language, realization of a scheme, properties of hardware, etc.,
for comparative reasons it is useful and representative. It is important to
emphasize that the over-diffusive range (κ2 > τq) is distinguished by experi-
ments, i.e., the measured non-Fourier behavior always occurs in that region
of parameters.
1. Case of the Fourier equation:
(a) Θ = 1 scheme requires 100 time steps and the solution takes 0.119
s (see Fig. 2).
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(b) Θ = 1/2 scheme shows no difference either in accuracy or in run
time.
(c) Θ = 0 explicit scheme requires ca. 106 time steps, which takes
142.9 s.
(d) The analytical solution requires 50 terms and takes 0.08 s with
100 time steps (see Fig. 2).
2. Case of the MCV equation:
(a) For Θ = 1 scheme, 1000 time steps are not sufficient. The solution
was not accurate enough (see Fig. 3). With a new setting of 105
time steps, solution takes 15.4 s (Fig. 4).
(b) Θ = 1/2 scheme shows significant difference especially for hyper-
bolic equations like the MCV one. The vicinity of the wave front
is more accurate than in the previous case, 1000 time steps are
sufficient and it requires 0.2 s.
(c) Θ = 0 explicit scheme requires ca. 106 time steps again, which
takes 145.5 s.
(d) The analytical solution requires 200 terms and takes 6.6 s with
500 time steps (see Fig. 5).
3. Case of the GK equation:
(a) Θ = 1 scheme requires 100 time steps and the solution takes 0.261
s (see Fig. 6).
(b) Θ = 1/2 scheme shows no difference either in accuracy or in run
time.
(c) Θ = 0 explicit scheme requires ca. 107 time steps, which takes
1640 s.
(d) The analytical solution requires 5 terms and takes 0.07 s with 200
time steps (see Fig. 6).
As it is clear, the implicit schemes reproduce the analytical solution in
every case. In fact, they could be faster for solutions containing jumps like
in case of the MCV equation. Moreover, the capabilities of the analytical
solution approach are more limited – for example, the GK equation for finite
time heat pulse excitation with cooling boundary conditions is not yet solved.
In such cases the numerical methods are the only way to obtain the solution.
It is important to observe the significant difference between Θ = 1 and 1/2
schemes for hyperbolic equations. The explicit scheme was the slowest and
less efficient, not surprisingly.
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Figure 2: Rear-side temperature histories: the analytical solution (solid line) and the
Θ = 1 scheme (thicker dashed line).
Figure 3: Rear-side temperature histories when solving the MCV equation with schemes
Θ = 1 (1000 time steps) and Θ = 1/2. The dashed line belongs to Θ = 1.
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Figure 4: Rear-side temperature histories when solving the MCV equation with schemes
Θ = 1 (105 time steps) and Θ = 1/2. The dashed line belongs to Θ = 1.
Figure 5: Rear-side temperature histories: comparison between the analytical solution
(solid line) and the Θ = 1/2 scheme (thicker dashed line).
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Figure 6: Rear-side temperature histories: comparison between the analytical solution
(solid line) and the Θ = 1 scheme (thicker dashed line).
5. Comparison with finite element method
In this section, the finite element implementation of the same problem is
presented, using the software COMSOL v5.3a.
Theoretically, it is possible to implant any kind of partial differential
equation within the COMSOL environment. However, to obtain a solution
of a generalized heat equation is not as easy as it seems to be. Let us begin
with the MCV equation. In order to achieve a smooth solution around the
wave front, 100 elements were used together with the Runge–Kutta (RK34)
time stepping method, which requires 600 time steps. Its run time was 44
s, and for the solution see Fig. 7. It is to be noted that the simulated
time interval was shorter, 0.6 instead of 1. The COMSOL solution is hardly
faster than the explicit scheme presented above, and is much slower than the
Crank–Nicolson-type implicit scheme.
When we turn towards the full GK equation, obtaining the solution is not
straightforward at all. Although COMSOL reproduces temperature history
at the rear side (Fig. 8) in the Fourier-type special case, Fig. 9 presents
a false one with τq = 0.02 and κ2 = 0.2. Instead of the breakage (like
the one in Fig. 6), a false wave-shaped solution appears that does not exist
either in the finite difference solution or in the analytical one. Moreover, the
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Figure 7: The rear-side temperature history related to the MCV equation (τq = 0.02,
κ2 = 0), calculated by COMSOL.
appearance of this numerical artifact is independent of mesh and time step
sizes, and becomes bigger as κ2 is increased. Applying again 100 elements
together with a time step of 0.001, it takes 65 s to run (Fig. 9). Hence,
COMSOL seems not to be applicable to solve the GK equation in the highly
over-damped domain.
6. Outlook for the ballistic-conductive equation
The ballistic-conductive (BC) equation is a next-level generalization be-
yond the GK equation, and is strongly related to the low-temperature phe-
nomenon called ballistic heat conduction [3, 41, 42, 43, 44]. Indeed, the BC
model has been found to be necessary for explaining low-temperature exper-
iments [4, 5]. Such a hyperbolic equation is more challenging to solve, due to
the double characteristic speed and the sharper jumps in certain parameter
range. It is possible to derive the implicit schemes for this model as well, as
presented below. The system of partial differential equations in question, in
12
Figure 8: The rear-side temperature history related to the GK equation (τq = κ2), calcu-
lated by COMSOL.
Figure 9: The rear-side temperature history related to the GK equation (τq = 0.02,
κ2 = 0.2), calculated by COMSOL.
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dimensionless form, reads
τq
∂q
∂t
+ q + τ∆
∂T
∂x
+ κ∂Q
∂x
= 0, (15)
τQ
∂Q
∂t
+Q+ κ∂q
∂x
= 0,
and in the discretized form:
τq
∆t(q
n+1
j − qnj ) +
(
(1−Θ)qnj + Θqn+1j
)
+ τ∆∆x
(
(1−Θ)(T nj − T nj−1) + Θ(T n+1j − T n+1j−1 )
)
+ κ∆x
(
(1−Θ)(Qnj −Qni−1) + Θ(Qn+1j −Qn+1j−1 )
)
= 0, (16)
τQ
∆t(Q
n+1
j −Qnj ) +
(
(1−Θ)Qnj + ΘQn+1i
)
+ κ∆x
[
(1−Θ)(qnj+1 − qnj ) + Θ(qn+1j+1 − qn+1j )
]
= 0, (17)
where a further variable Q appears as a current density of heat flux [3].
The related relaxation time is denoted by τQ. The system (16)–(17) can
be solved together with the balance equation of internal energy (9). Let
us use the parameters τ∆ = 0.0076, τq = 0.0186, τQ = 0.007, κ = 0.108,
which are taken from [5] and are related to the evaluation of a ballistic heat
conduction phenomenon. The same accuracy properties of implicit schemes
are experienced as previously in case of the MCV equation, namely, the one
with Θ = 1/2 is more accurate in the vicinity of wave front than the one
with Θ = 1, see Fig. 10 for details. It is sufficient for Crank–Nicolson-type
scheme to use 300 cells with 5000 time steps which takes 1.8 s to solve.
In contrast, the COMSOL software is much slower and less accurate, i.e.,
it produces the same mesh and time step dependent oscillations and jumps,
see Fig. 11. Only the last jump corresponds to a real solution, despite of the
1000 cells used in the simulation with 9000 time steps. The run time was
186 s. Should one want to avoid these artificial oscillations, the simulation
would require at least ten times more cells and time steps, and it would take
hours for COMSOL to solve the BC model with these settings, in contrast
with the 1.8 s run time of the Crank–Nicolson-type approach.
7. Summary
Finite difference numerical schemes based on the shifted field concept
have been presented and tested in several cases. It turned out that the
14
Figure 10: The rear-side temperature histories when solving BC equation with schemes
Θ = 1 and Θ = 1/2. The dashed line belongs to Θ = 1.
Figure 11: The rear-side temperature history related to BC equation, calculated by COM-
SOL.
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Crank–Nicolson-type implicit scheme is the most accurate, especially in solv-
ing hyperbolic partial differential equations. Not surprisingly, the presented
implicit schemes proved much faster than the explicit one. We also focused
on the validation of numerical schemes using the analytical solution of the
GK equation. It is important to highlight that the analytical solutions are
strongly limited as, for more natural boundary conditions like heat transfer
at the boundary is not yet obtained. However, having analytical solution
is not absolutely necessary in presence of such a fast and reliable numerical
scheme.
The commercial software COMSOL has also been applied for comparison.
We have demonstrated that solving generalized heat equations is challenging
for finite element methods, and leads in some cases to false solutions so result
have to be validated as extensively as possible.
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