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Abstract
The 2-color Rado number for the equation x1 + x2−2x3 = c, which for each constant c∈Z we
denote by S1(c), is the least integer, if it exists, such that every 2-coloring,  : [1; S1(c)]→ {0; 1},
of the natural numbers admits a monochromatic solution to x1 + x2 − 2x3 = c, and otherwise
S1(c) =∞. We determine the 2-color Rado number for the equation x1 + x2 − 2x3 = c, when
additional inequality restraints on the variables are added. In particular, the case where we require
x2 ¡x3 ¡x1, is a generalization of the 3-term arithmetic progression; and the work done here
improves previously established upper bounds to an exact value.
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1. Introduction
If L is a system of constraints, such as a system of linear equations, then the
r-color Rado number for L is the least integer N , such that for every r-coloring of
[1; N ] = {1; 2; : : : ; N}, there exists a monochromatic subset, A ⊆ [1; N ], which satis=es
all constraints given by L. One source for the study of Rado numbers is the relatively
well-known work of van der Waerden concerning arithmetic progressions. In 1927 Van
der Waerden [9,3] proved the following theorem.
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Theorem 1.1. For integers m¿ 3 and r¿ 2, there exists a least integer, N=W (m; r),
such that every r-coloring of [1; N ] must contain a monochromatic m-term arithmetic
progression.
In 1933, Rado [6,7,3] found necessary and suJcient conditions for a system of
linear equations to have an r-color Rado number for every r¿ 2. Rado’s theorem
encompassed Van der Waerden’s (see [8] for a short discussion of an observation of
Rado which extends his theorem to certain systems of mixed equalities and inequalities,
or [1] for a more speci=c discussion of how to do this for the case of Van der
Waerden’s Theorem). For instance, the 3-term arithmetic progressions are the solutions
to the following system:
x2 − x1 = x3 − x2;
x3 − x2¿ 0;
x2 − x1¿ 0:
Recently, a complete characterization of linear inequality systems that have an r-color
Rado number for every r¿ 2 was obtained by SchLaMer [8].
The actual determination of the van der Waerden numbers, W (m; r), has proven
to be extremely diJcult, and is only known for a few small values of m and r [3].
Bialostocki et al. [2] considered the generalization of the 3-term arithmetic progression
obtained by adding a constant to the largest of the three terms—that is they considered
the equation x1 − x3 = x3 − x2 + c; x2¡x3¡x1. They were able to determine, for
c¿ 10 even, that the 2-color Rado number for this generalization, S5(c), satis=es
2c + 106 S5(c)6 132 c + 1:
More recently, Landman [4] was able to improve their estimate of S5(c) to
2c + 106 S5(c)6
⌈
9
4 c
⌉
+ 9:
In this paper, we =nish the work of determining the 2-color Rado number for the
equation x1 + x2 − 2x3 = c, under all possible inequality orderings of the variables (up
to symmetry). Consequently, we are able to show that the lower bound =rst given
by Bialostocki, Lefmann, and Meerdink is sharp. As an interesting note, this gives an
example of how a Rado-type problem can have an arbitrarily large number of distinct
lower bound constructions, which avoid monochromatic solutions, on the interval just
one less than the number needed to guarantee a monochromatic solution.
2. The functions S1(c); S2(c); S3(c) and S4(c)
For every integer c, let L1(c); L2(c); L3(c); L4(c); L5(c) represent the systems of
equations:
L1(c) : x1 + x2 − 2x3 = c;
L2(c) : x1 + x2 − 2x3 = c; xi = xj; i =j;
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L3(c) : x1 + x2 − 2x3 = c; x1¿x2¿x3;
L4(c) : x1 + x2 − 2x3 = c; x3¿x2¿x1;
L5(c) : x1 + x2 − 2x3 = c; x1¿x3¿x2:
For every integer i∈ [1; 5], let Si(c) be the least integer, if it exists, such that every
2-coloring,  : [1; Si(c)] → {0; 1}, of the natural numbers admits a monochromatic
solution (x1; x2; x3) to Li(c). If no such integer exists, let Si(c) =∞.
We state Theorem 2.1 of Schaal and Martinelli [5] for completeness. The proof is
a much simpler version of the case analysis of Theorem 2.3.
Theorem 2.1.
S1(c) =
{ |c|+ 1 if c is even;
∞ if c is odd:
The next proposition shows that we need only consider c even.
Proposition 2.2. For i∈ [1; 5] and c odd, Si(c) =∞.
Proof. It is easily seen, checking solutions modulo 2, that the coloring, with even
integers colored by 1 and odd integers by 0, has no monochromatic solution.
Theorem 2.3. For c¿ 10 even, S3(c)6 c + 4.
Proof. Let  : [1; c+4] → {0; 1} be an arbitrary 2-coloring. Without loss of generality
let (1)=0. Assume by contradiction that  avoids a monochromatic solution to L3(c).
We will consider all eight possible colorings of the numbers {2; c + 1; c + 2}, and
show in each case that a monochromatic solution follows. The cases are presented in
Table 1. The =rst column lists a solution (x1; x2; x3) to L3(c); the second column lists
the known colorings ((x1); (x2); (x3)) of {x1; x2; x3}, and uses an asterisk when a
number’s coloring is not yet known; the third column lists the implied coloring of the
remaining variable using the assumption that  avoids any monochromatic solution.
The =nal entry provides the monochromatic solution for our contradiction.
Theorem 2.4. For c¿ 10 even, S2(c)¿ c + 4.
Proof. Consider the coloring  : [1; c + 3]→ {0; 1}, where
(t) =
{
0 if t¿ c2 + 3 or t = 1;
1 if 26 t6 c2 + 2:
Assume (x1; x2; x3) is a monochromatic solution to L2(c). If it is of color 1, the maxi-
mum of x1 + x2, which is (c=2 + 2) + (c=2 + 1) = c + 3, is less than the minimum of
c+ 2x3, which is c+ 2(2) = c+ 4, making it impossible for these to be equal. If it is
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Table 1
Case 1: (2) = 0; (c + 1) = 0; (c + 2) = 0
(c; 2; 1) (∗; 0; 0) (c) = 1
(c + 1; 3; 2) (0; ∗; 0) (3) = 1
(c; 6; 3) (1; ∗; 1) (6) = 0
(c + 2; 6; 4) (0; 0; ∗) (4) = 1
(c; 8; 4) (1; ∗; 1) (8) = 0
(c + 2; 8; 5) (0; 0; ∗) (5) = 1
(c + 3; 5; 4) (∗; 1; 1) (c + 3) = 0(
c + 3; c + 1; c+42
)
(0; 0; ∗) ( c+42 )= 1(
c + 4; c; c+42
)
(∗; 1; 1) (c + 4) = 0
(c + 4; 8; 6) (0; 0; 0)
Case 2: (2) = 0; (c + 1) = 0; (c + 2) = 1
(c + 1; 3; 2) (0; ∗; 0) (3) = 1
(c + 2; 4; 3) (1; ∗; 1) (4) = 0
(c + 1; 7; 4) (0; ∗; 0) (7) = 1
(c − 1; 7; 3) (∗; 1; 1) (c − 1) = 0
(c − 1; 5; 2) (0; ∗; 0) (5) = 1
(c; 2; 1) (∗; 0; 0) (c) = 1
(c; 6; 3) (1; ∗; 1) (6) = 0
(c − 2; 6; 2) (∗; 0; 0) (c − 2) = 1(
c + 2; c − 2; c2
)
(1; 1; ∗) ( c2 )= 0(
c + 1; c − 1; c2
)
(0; 0; 0)
Case 3: (2) = 0; (c + 1) = 1; (c + 2) = 0
if (3) = 0
(c; 2; 1) (∗; 0; 0) (c) = 1
(c + 2; 4; 3) (0; ∗; 0) (4) = 1
(c − 1; 3; 1) (∗; 0; 0) (c − 1) = 1(
c + 1; c − 1; c2
)
(1; 1; ∗) ( c2 )= 0(
c + 2; c − 2; c2
)
(0; ∗; 0) (c − 2) = 1( c+4
2 ;
c
2 ; 1
)
(∗; 0; 0) ( c+42 )= 1(
c + 4; c; c+42
)
(∗; 1; 1) (c + 4) = 0(
c + 4; c + 2; c+62
)
(0; 0; ∗) ( c+62 )= 1(
c; c − 2; c−22
)
(1; 1; ∗) 
(
c−2
2
)
= 0(
c+10
2 ;
c−2
2 ; 2
)
(∗; 0; 0) ( c+102 )= 1( c+10
2 ;
c+6
2 ; 4
)
(1; 1; 1)
if (3) = 1
(c; 2; 1) (∗; 0; 0) (c) = 1
(c; 6; 3) (1; ∗; 1) (6) = 0
(c + 1; 5; 3) (1; ∗; 1) (5) = 0
(c + 2; 8; 5) (0; ∗; 0) (8) = 1
(c + 2; 6; 4) (0; 0; ∗) (4) = 1
(c; 8; 4) (1; 1; 1)
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Table 1 (continued)
Case 4: (2) = 0; (c + 1) = 1; (c + 2) = 1
if (4) = 1
(c; 2; 1) (∗; 0; 0) (c) = 1(
c + 2; c; c+22
)
(1; 1; ∗) ( c+22 )= 0( c+6
2 ;
c+2
2 ; 2
)
(∗; 0; 0) ( c+62 )= 1(
c + 4; c + 2; c+62
)
(∗; 1; 1) (c + 4) = 0
(c + 2; 6; 4) (1; ∗; 1) (6) = 0
(c; 8; 4) (1; ∗; 1) (8) = 0
(c + 4; 8; 6) (0; 0; 0)
if (4) = 0
(c − 2; 4; 1) (∗; 0; 0) (c − 2) = 1(
c + 2; c − 2; c2
)
(1; 1; ∗) ( c2 )= 0( c+4
2 ;
c
2 ; 1
)
(∗; 0; 0) ( c+42 )= 1
(c; 2; 1) (∗; 0; 0) (c) = 1(
c + 4; c; c+42
)
(∗; 1; 1) (c + 4) = 0(
c + 3; c + 1; c+42
)
(∗; 1; 1) (c + 3) = 0
(c + 3; 5; 4) (0; ∗; 0) (5) = 1
(c + 2; 8; 5) (1; ∗; 1) (8) = 0
(c + 4; 8; 6) (0; 0; ∗) (6) = 1
(c + 2; 10; 6) (1; ∗; 1) (10) = 0
(c + 4; 10; 7) (0; 0; ∗) (7) = 1
(c + 2; 12; 7)a (1; ∗; 1) (12) = 0
(c + 4; 12; 8) (0; 0; 0)
Case 5: (2) = 1; (c + 1) = 0; (c + 2) = 0
if (4) = 0
(c + 2; 6; 4) (0; ∗; 0) (6) = 1
(c − 2; 6; 2) (∗; 1; 1) (c − 2) = 0
(c − 2; 4; 1) (0; 0; 0)
if (4) = 1
(c; 4; 2) (∗; 1; 1) (c) = 0(
c + 2; c; c+22
)
(0; 0; ∗) ( c+22 )= 1( c+6
2 ;
c+2
2 ; 2
)
(∗; 1; 1) ( c+62 )= 0(
c + 4; c + 2; c+62
)
(∗; 0; 0) (c + 4) = 1(
c + 4; c − 2; c+22
)
(1; ∗; 1) (c − 2) = 0(
c + 2; c − 2; c2
)
(0; 0; ∗) ( c2 )= 1(
c + 4; c − 4; c2
)
(1; ∗; 1) (c − 4) = 0
(c − 4; 6; 1)b (0; ∗; 0) (6) = 1
(c + 4; 8; 6) (1; ∗; 1) (8) = 0
(c + 2; 8; 5) (0; 0; ∗) (5) = 1
(c + 4; 6; 5) (1; 1; 1)
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Table 1 (continued)
Case 6: (2) = 1; (c + 1) = 0; (c + 2) = 1
if (3) = 1
(c + 2; 4; 3) (1; ∗; 1) (4) = 0
(c − 2; 4; 1) (∗; 0; 0) (c − 2) = 1
(c − 2; 6; 2) (1; ∗; 1) (6) = 0(
c + 2; c − 2; c2
)
(1; 1; ∗) ( c2 )= 0(
c + 1; c − 1; c2
)
(0; ∗; 0) (c − 1) = 1
(c − 1; 7; 3) (1; ∗; 1) (7) = 0
(c + 1; 7; 4) (0; 0; 0)
if (3) = 0
(c − 1; 3; 1) (∗; 0; 0) (c − 1) = 1
(c − 1; 5; 2) (1; ∗; 1) (5) = 0
(c + 1; 5; 3) (0; 0; 0)
Case 7: (2) = 1; (c + 1) = 1; (c + 2) = 0
(c + 1; 3; 2) (1; ∗; 1) (3) = 0
(c + 2; 4; 3) (0; ∗; 0) (4) = 1
(c; 4; 2) (∗; 1; 1) (c) = 0
(c; 6; 3) (0; ∗; 0) (6) = 1
(c − 1; 3; 1) (∗; 0; 0) (c − 1) = 1
(c − 2; 6; 2) (∗; 1; 1) (c − 2) = 0(
c + 1; c − 1; c2
)
(1; 1; ∗) ( c2 )= 0(
c + 2; c − 2; c2
)
(0; 0; 0)
Case 8: (2) = 1; (c + 1) = 1; (c + 2) = 1
if (6) = 1
(c + 1; 3; 2) (1; ∗; 1) (3) = 0
(c − 1; 3; 1) (∗; 0; 0) (c − 1) = 1
(c + 2; 6; 4) (1; 1; ∗) (4) = 0
(c − 2; 4; 1) (∗; 0; 0) (c − 2) = 1
(c − 2; 6; 2) (1; 1; 1)
if (6) = 0
(c + 1; 3; 2) (1; ∗; 1) (3) = 0
(c − 1; 3; 1) (∗; 0; 0) (c − 1) = 1
(c; 6; 3) (∗; 0; 0) (c) = 1
(c; 4; 2) (1; ∗; 1) (4) = 0
(c − 1; 5; 2) (1; ∗; 1) (5) = 0
(c + 3; 5; 4) (∗; 0; 0) (c + 3) = 1(
c + 1; c − 1; c2
)
(1; 1; ∗) ( c2 )= 0(
c + 3; c + 1; c+42
)
(1; 1; ∗) ( c+42 )= 0( c+4
2 ;
c
2 ; 1
)
(0; 0; 0)
aIf c = 10, then (5) = 1 and 
( c
2
)
= 0 is a contradiction, and the last two rows are not needed.
bIf c = 10, then 
( c+2
2
)
= 1 implies (6) = 1 regardless.
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of color 0 and x3 = 1, the maximum of x1 + x2, which is (c+3)+ (c+2)=2c+5, is
less than the minimum of c+2x3, which is c+2(c=2+ 3)= 2c+6. If it is of color 0
and x3 = 1, the minimum of x1 + x2, which is (c=2 + 3) + (c=2 + 4) = c+ 7, is greater
than c+2x3 = c+2(1)= c+2. So there can be no monochromatic solution under this
coloring.
Lemma 2.1. For i∈{1; 2; 5}; Si(c) = Si(−c).
Proof. Given any constant c∈Z and arbitrary coloring  : [1; Si(−c)] → {0; 1}, we
can induce a coloring, ′ : [1; Si(−c)]→ {0; 1}; by letting
′(t) = (Si(−c) + 1− t):
Since there are Si(−c) integers, it follows that there exists a monochromatic solution
(a; b; d) to the equation x1+x2−2x3=−c, under the ′ coloring. Thus a+b−2d=−c,
and in the  coloring, the set
{Si(−c) + 1− a; Si(−c) + 1− b; Si(−c) + 1− d}
is monochromatic. Since a+ b− 2d=−c, it follows that
(Si(−c) + 1− b) + (Si(−c) + 1− a)− 2(Si(−c) + 1− d) =−(a+ b− 2d) = c:
Thus the ordered triple (Si(−c)+1−b; Si(−c)+1−a; Si(−c)+1−d) is a monochromatic
solution to x1 +x2−2x3 =c under , and we are done if i=1. For i=2 or 5, note that
a¿d¿b [or a and b and d are all distinct] implies that (Si(−c)+1−b)¿ (Si(−c)+
1−d)¿ (Si(−c)+1−a) [or (Si(−c)+1−b) and (Si(−c)+1−d) and (Si(−c)+1−a)
are all distinct], and we see that Si(c)6 Si(−c). Repeating the argument using −c as
the constant gives that Si(−c)6 Si(c); and we can conclude that Si(c) = Si(−c).
We next =nish the determination of Si(c) for i∈ [1; 4].
Theorem 2.5. (i) For c¿ 10 even, S2(c) = S3(c) = c + 4.
(ii) For c6− 10 even, S2(c) = S4(c) =−c + 4.
(iii) For c6 8, S3(c) =∞.
(iv) For c¿− 8, S4(c) =∞.
Proof. (i) It is immediate from their de=nitions that S2(c)6 S3(c). Hence the result
follows from Theorems 2.3 and 2.4.
(ii) Similarly, noting that if (r; s; t) is a solution to L3(−c), then (s; r; r + s − t) is
a solution to L4(c), it is easily checked that S2(c)6 S4(c)6 S3(−c), and so the result
follows from (i) and Lemma 2.1.
(iii)–(iv) Note that if x3¡x2¡x1, then x1+x2−2x3 will always be positive. Hence
for c¡ 0 there are no solutions to L3(c). Similarly, if x3¿x2¿x1, then x1 + x2− 2x3
will always be negative. Hence for c¿ 0 there are no solutions to L4(c). Hence from
the arguments used in (i) and (ii) and from Proposition 2.2, we note that to cover the
remaining cases of the statement it suJces to show S3(c) =∞ for c = 0; 2; 4; 6; 8. If
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c = 6, exhaustively checking the solutions to L3 modulo 4 shows that there are no
monochromatic solutions under the coloring
 :N→ {0; 1}; (t) =
{
0 if t ≡ 1 or 2mod (4);
1 if t ≡ 0 or 3mod (4):
If c = 6, exhaustively checking the solutions to L3 modulo 8 shows that there are
no monochromatic solutions under the coloring
 :N→ {0; 1}; (t) =
{
0 if t ≡ 1; 2; 3; or 4mod (8);
1 if t ≡ 5; 6; 7; or 0mod (8):
3. The function S5(c)
If x ≡ ymod (2), then we will denote by [x; y]2 the set {z | x6 z6y and z ≡
xmod (2)}. The main result of the paper is the following.
Theorem 3.1. For c even, S5(c)6 2|c|+ 10.
Before we begin the proof of Theorem 3.2, we will need the following two lemmas.
Lemma 3.3. Let c¿ 0 be even. Let  : [1; N ] → {0; 1} be a 2-coloring of the integers
[1; N ] that avoids a monochromatic solution to L5(c). Let ; ∈ [1; N ],  ≡ mod (2),
2¡¡ − c − 2, and (− 2) = () = (). Then it follows that

[
+ 1;
 − c + − 2
2
]
= ()
and
[c + + 2;  − 2] = ():
Proof. Without loss of generality assume ()=1. Since ¡−c−2, it follows that
the solution (; − 2; (− c+ − 2)=2) implies ((− c+ − 2)=2)= 1; the solution
(−2; ; (−c+−2)=2) implies (−2)=0; the solution (−2; −2; (−c+−4)=2)
implies (( − c +  − 4)=2) = 1; the solution ( − 4; ; ( − c +  − 4)=2) implies
(−4)=0; : : : ; and we can continue in this fashion until the solution (c++2; ; +1)
implies (c++2)=0. Thus we see [; (−c+−2)=2]=1 and [c++2; ]2=0.
The set of solutions {(−3; +1; (+−c−2)=2); (−5; +1; (+−c−4)=2); (−
7; +1; (+−c−6)=2); : : : ; (c++3; +1; +2)}, implies that [c++3; −3]2=0.
Thus, since [c + + 2; ]2 = 0, it follows that [c + + 2;  − 2] = 0.
Lemma 3.4. For ∈Z, and c¿ 0.
(i) Let  : [;  + (2c + 5)] → {0; 1} be a 2-coloring that is not a 1-coloring, and
let ∈ [;  + (2c + 5)] be the least integer such that () = 1.
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If ¿ + 3, then there is a monochromatic solution (x1; x2; x3) to L5(c).
(ii) Let  : [;  + (2c + 7)]→ {0; 1} be a 2-coloring that is not a 1-coloring, and
let ∈ [;  + (2c + 7)] be the least integer such that () = 1.
If ¿ + 2, then there is a monochromatic solution (x1; x2; x3) to L5(c).
Proof. It is clear that we need only show the lemma is true for  = 1. (i) As-
sume to the contrary that there is no monochromatic solution. From the de=nition
of , it follows that [1;  − 1] = 0. Since ¿ + 2 = 3, it follows that the solu-
tions {(c + 3; 1; 2); (c + 4; 2; 3); (c + 5; 3; 4); : : : ; (c + ;  − 2;  − 1), (c +  + 1;  −
3;  − 1), (c +  + 2;  − 4;  − 1); : : : ; (c + 2 − 3; 1;  − 1)}, all with x2; x3 ∈ [1;  −
1], imply [c + 3;min{c + 2 − 3; 2c + 6}] = 1. Since ¿ + 2 = 3, it follows
that the set of solutions {(2c + 5; c + 3; c + 4); (2c + 6; c + 4; c + 5)} implies that
[2c + 5; 2c + 6] = 0.
The solution (2c+5; 1; (c+6)=2) implies that ((c+6)=2)=1, and hence 6 (c+6)=2
and c+2− 36 2c+6. If c=0, then the solution (2c+5; 1; 3) is monochromatic. So
we may assume c¿ 0. Since 6 (c + 6)=2, and since c¿ 0, it follows from Lemma
3.3 (=; =2c+5 or 2c+6) that [; (−c+−2)=2]=[; (c++3)=2]=1 and
[c+ + 2; 2c+ 3] = 0 (if  odd) or [; (− c+ − 2)=2] =[; (c+ + 4)=2] = 1
and [c +  + 2; 2c + 4] = 0 (if  even). To avoid contradiction, the two intervals
[c+ + 2; 2c+ 3] and [c+ 3; c+ 2− 3], colored by opposite colors, cannot overlap,
which can only occur when c+ 2− 3¡c+ + 2, implying ¡ 5. As ¿ 4, this is
a contradiction.
(ii) Since the cases ¿ 4 have been handled by part (i), we continue the above
proof assuming  = 4. In this case, by replacing  with 4 in the intervals from the
proceeding paragraphs, we have that: (a) [1;  − 1] = [1; 3] = 0; (b) [; (c +  +
4)=2] = [4; (c + 8)=2] = 1; (c) [c + 3; c + 2 − 3] = [c + 3; c + 5] = 1; (d) ([c +
+ 2; 2c + 4] ∪ [2c + 5; 2c + 6]) = [c + 6; 2c + 6] = 0; and (e) c¿ 0.
The solution (2c+ 8; c+ 6; c+ 7) implies (2c+ 8) = 1. If c= 2, then the solution
(2c + 8; 4; c + 5) is monochromatic. So we may assume c¿ 2. The set of solutions
{(2c+ 8; c− 2; c+ 3); (2c+ 8; c; c+ 4)} implies (c− 2) = 0 and (c) = 0. But then
the solution (2c + 2; c − 2; c) is monochromatic, a contradiction.
Proof of Theorem 3.2. In light of Lemma 3.1, we need only show that S5(c)6 2c+10
for c¿ 0 even. Let  : [1; 2c + 10] → {0; 1} be an arbitrary 2-coloring. Without loss
of generality let (1) = 0. Assume by contradiction that  avoids a monochromatic
solution to L5(c). We will consider all eight possible colorings of the numbers {2; 3; 4},
and show in each case that a monochromatic solution follows.
Cases 1 and 2: (1) = 0, (2) = 0, (3) = 0, (4) = 0 or 1. By Lemma 3.4 part
(ii), since in this case the corresponding ¿ 3, we are assured of a monochromatic
solution, contradicting the assumption.
Case 3: (1) = 0, (2) = 0, (3) = 1, (4) = 0. The solution set {(c+ 3; 1; 2); (c+
6; 2; 4); (c+7; 1; 4)} implies ({c+3; c+6; c+7}) = 1. The solution set {(2c+9; c+
3; c+6); (2c+8; c+6; c+7)} implies [2c+8; 2c+9]=0. Letting =3 and =2c+9,
it follows from Lemma 3.3 that [3; (2c+ 9− c+ 3− 2)=2] = [3; (c+ 10)=2] = 1, in
particular (4) = 1, a contradiction.
48 D.J. Grynkiewicz /Discrete Mathematics 280 (2004) 39–50
Case 4: (1) = 0, (2) = 0, (3) = 1, (4) = 1. Suppose that (5) = 0: Then
the solution set {(c + 8; 2; 5); (c + 9; 1; 5)}, implies [c + 8; c + 9] = 1. The solution
(2c+ 10; c+ 8; c+ 9) implies (2c+ 10) = 0. By Lemma 3.3 (= 4; = 2c+ 10), it
follows that [4; (2c+10−c+4−2)=2]=[4; (c+12)=2]=1. In particular, (5)=1, a
contradiction. So (5)= 1. Let ∈ [3; 2c+10] be the least integer such that ()= 0.
It is clear here (and at similar later points in the proof) that such  exists, as if  is
a 1-coloring, then (c+3; 1; 2) will be a monochromatic solution. Then letting =3 in
Lemma 3.4(ii) gives a monochromatic solution.
Case 5: (1) = 0, (2) = 1, (3) = 0, (4) = 0. The solution set {(c+ 5; 1; 3); (c+
7; 1; 4)} implies (c+5)=1 and (c+7)=1. The solution (2c+9; c+5; c+7) implies
(2c + 9) = 0. If (5) = 1, then it follows from Lemma 3.3 ( = 5;  = 2c + 9) that
[c +  + 2;  − 2] = [c + 7; 2c + 7] = 0, in particular (c + 7) = 0, a contradiction.
So (5) = 0. Let ∈ [3; 2c + 10] be the least integer such that () = 1. Then letting
 = 3 in Lemma 3.4(ii) gives a monochromatic solution.
Case 6: (1) = 0, (2) = 1, (3) = 1, (4) = 1. Let ∈ [2; 2c + 9] be the least
integer such that ()=0. Then letting =2 in Lemma 3.4(ii) gives a monochromatic
solution.
Case 7: (1) = 0, (2) = 1, (3) = 1, (4) = 0. The solution (c + 7; 1; 4) implies
(c + 7) = 1; (c + 7; 3; 5) implies (5) = 0; (c + 6; 4; 5) implies (c + 6) = 1; (2c +
8; c+6; c+7) implies (2c+8)= 0; (2c+8; 4; (c+12)=2) implies ((c+12)=2)= 1;
and (2c + 9; 3; (c + 12)=2) implies (2c + 9) = 0. Letting  = 3 and  = 2c + 9, it
follows from Lemma 3.3 that [c +  + 2;  − 2] = [c + 5; 2c + 7] = 0, in particular
(c + 7) = 0, a contradiction.
Case 8: (1) = 0, (2) = 1, (3) = 0, (4) = 1.
Subcase a: (5) = 1. The solution set {(c + 6; 2; 4); (c + 8; 2; 5)} implies (c +
6) = 0 and (c + 8) = 0. The solution (2c + 10; c + 6; c + 8) implies (2c + 10) = 1;
(2c + 10; 2; (c + 12)=2) implies ((c + 12)=2) = 0; and (2c + 9; 3; (c + 12)=2) implies
(2c + 9) = 1.
Note that c = 0, since otherwise either (c + 8; c + 6; 7) or (2c + 9; 5; 7) will be a
monochromatic.
Suppose (c+9)=1. Then the solution (c+9; 5; 7) implies (7)=0. If c=2, then
the solution (7; 1; 3) is monochromatic. So if (c+9)=1, then we may assume c¿ 2.
The solution (c+ 11; 3; 7) implies (c+ 11) = 1; (c+ 13; 1; 7) implies (c+ 13) = 1;
(c + 11; 5; 8) implies (8) = 0; (c + 13; 5; 9) implies (9) = 0; (c + 10; 8; 9) implies
(c+10)=1; (c+10; 2; 6) implies (6)=0; but then (c+8; 6; 7) is a monochromatic
solution. So (c + 9) = 0.
The solution (c+9; 3; 6) implies (6)=1. If (7)=0, then the solution (c+9; 7; 8)
implies (8)=1; (c+11; 5; 8) implies (c+11)=0; but then the solution (c+11; 3; 7) is
monochromatic. So (7)=1. Let ∈ [4; 2c+9] be the least integer such that ()=0.
Then letting  = 4 in Lemma 3.4(i) gives a monochromatic solution.
Subcase b: (5) = 0. If c = 0, then (5; 1; 3) is monochromatic. So we may assume
c¿ 0.
The solution set {(c + 5; 1; 3); (c + 6; 2; 4); (c + 9; 1; 5); (c + 7; 3; 5)} implies that
[c + 5; c + 9]2 = 1 and (c + 6) = 0. The solution (2c + 9; c + 5; c + 7) implies
(2c+9)=0; (2c+9; 3; (c+12)=2) implies ((c+12)=2)=1; (2c+10; 2; (c+12)=2)
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implies (2c + 10) = 0; (2c + 10; c + 6; c + 8) implies (c + 8) = 1; and (c + 8; 4; 6)
implies (6) = 0.
Suppose (7) = 1. Letting  = 7 and  = 2c + 9, it follows from Lemma 3.3 that
[c+ + 2; − 2] = [c+ 9; 2c+ 7] = 0. In particular, (c+ 9) = 0, a contradiction.
So (7) = 0.
If c = 2, the solution (7; 1; 3) is monochromatic. So we may assume c¿ 2.
Suppose (8)=1. Then the solution (c+12; 4; 8) implies (c+12)=0; (c+12; 6; 9)
implies (9) = 1. The solution (c+ 11; 1; 6) implies (c+ 11) = 1. Letting = 9 and
=2c+9, it follows from Lemma 3.3 that [c+ +2; − 2]=[c+11; 2c+7]= 0,
in particular (c + 11) = 0, a contradiction. So (8) = 0.
Let ∈ [5; 2c + 10] be the least integer such that () = 1. Then letting  = 5 in
Lemma 3.4(i) gives a monochromatic solution.
Theorem 3.5. For |c|¿ 10 even, S5(c) = 2|c|+ 10.
Proof. Bialostocki et al. [2] showed that  : [1; 2c + 9]→ {0; 1}, where
(t) =
{
0 if t ∈ [1; 2] ∪ [6; c + 2] ∪ [c + 4; c + 7];
1 if t ∈ [3; 5] ∪ {c + 3} ∪ [c + 8; 2c + 9]
avoids a monochromatic solution to L5(c), for c¿ 10 even. Thus S5(c)¿ 2c+10. This
matches the upper bound established by Theorem 3.2. Therefore from Lemma 2.1 the
desired equality follows for |c|¿ 10 even.
4. Summary and small c values
Table 2 summarizes the results from the previous sections (all odd values are in=nite)
and includes remaining values for small constants not covered by any of the theorems,
which were computed by exhaustive search.
Remarks. It should be noted that the lower bound construction for S5(c) is not unique.
Let N5(c) denote the number of distinct 2-colorings of [1; S5(c)−1] that do not admit a
monochromatic solution to L5(c). In [4] Landman noted that the number of 2-colorings
of [1; 2c + 9] that do not admit a monochromatic solution to L5(c) had a tendency to
increase with c. This led him to suspect that S5(c)¿ 2c+10 might hold for suJciently
large c. Theorem 3.5 shows that this is not the case. However, it is easily checked for
c¿ 24 that the coloring  : [1; S5(c)− 1]→ {0; 1}, given by
(t) =
{
0 if t ∈ [1; 2] ∪ [6; + 5] ∪ [+ 7; c + 2] ∪ [c + 4; c + 7];
1 if t ∈ [3; 5] ∪ {+ 6} ∪ {c + 3} ∪ [c + 8; 2c + 9]
avoids any monochromatic solution to L5(c) for (c+4)=26 6 c−10. Thus we have
the interesting fact that
lim
c→∞N5(c) =∞:
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Table 2
Table of 2-color Rado numbers for x1 + x2 − 2x3 = c, with c even
Ordering −c¿ 10 −8 −6 −4 −2 0 2 4 6 8 c¿ 10
None S1(c)= −c + 1 9 7 5 3 1 3 5 7 9 c + 1
xi = xj; i = j S2(c)= −c + 4 17 15 13 14 9 14 13 15 17 c + 4
x1 ¿x2 ¿x3 S3(c)= ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ c + 4
x3 ¿x2 ¿x1 S4(c)= −c + 4 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞
x1 ¿x3 ¿x2 S5(c)= −2c + 10 25 21 17 14 9 14 17 21 25 2c + 10
Acknowledgements
I would like to thank Arie Bialostocki, for introducing me to the problems and
for his help with the editing of the paper, and James Clough and R. Wesley Ireland,
the authors of the string coloring program JW2 used to help =nd the lower bound
constructions. I would also like to thank the referees for their useful suggestions.
References
[1] V. Bergelson, W.A. Deuber, N. Hindman, Rado’s Theorem for =nite =elds, Sets, Graphs and Numbers,
Colloquia Mathematica Societatis JPanos Bolyai, Vol. 60, Budapest, Hungary, 1991, pp. 97–117.
[2] A. Bialostocki, H. Lefmann, T. Meerdink, On the degree of regularity of some equations, Discrete Math.
150 (1996) 49–60.
[3] R. Graham, B. Rothschild, J. Spencer, Ramsey Theory, 2nd Edition, Wiley, New York.
[4] B.M. Landman, On some generalizations of the van der Waerden number W (3), Discrete Math. 207
(1999) 137–147.
[5] B. Martinelli, D. Schaal, On generalized Schur numbers for x1 + x2 + c = kx3, preprint.
[6] R. Rado, Studien zur Kombinatorik, Math. Z. 36 (1933) 424–480.
[7] R. Rado, Note on combinatorial analysis, Proc. London Math. Soc. 48 (1943) 122–160.
[8] M. SchLaMer, Partition regular systems of inequalities, Documenta Math. 3 (1998) 149–187.
[9] B.L. van der Waerden, Beweis einer baudetschen Vermutung, Nieuw Arch. Wisk. 15 (1927) 212–216.
