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Abstract
Statistical extreme value theory is concerned with the use of asymptotically mo-
tivated models to describe the extreme values of a process. A number of commonly
used models are valid for observed data that exceed some high threshold. However,
in practice a suitable threshold is unknown and must be determined for each anal-
ysis. While there are many threshold selection methods for univariate extremes,
there are relatively few that can be applied in the multivariate setting. In addi-
tion, there are only a few Bayesian-based methods, which are naturally attractive
in the modelling of extremes due to data scarcity. The use of Bayesian measures
of surprise to determine suitable thresholds for extreme value models is proposed.
Such measures quantify the level of support for the proposed extremal model and
threshold, without the need to specify any model alternatives. This approach is
easily implemented for both univariate and multivariate extremes.
Keywords: Bayesian inference; Extremes; Generalized Pareto distribution; Poste-
rior predictive p-value; Spectral density function; Surprise; Threshold selection.
1 Introduction
Extreme value theory is often used for the modelling of rare events in many applied areas,
including finance (Embrechts et al. 2003), engineering (Castillo et al. 2004) and the
environmental sciences (Coles 2001). Commonly, a mathematically derived parametric
extreme value model is used to describe the tail of the data generation process above
some high threshold.
In the univariate case, the generalised Pareto distribution provides a suitable model
for the analysis of threshold exceedances, under mild conditions (Pickands 1975; Balkema
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and de Haan 1974; Davison and Smith 1990). Specifically, if X1, X2, . . . ∈ R denote a
sequence of independent and identically distributed random variables, then the asymptotic
distribution of the exceedances, Y = X − u|X > u, of some high threshold u is given by
F (y|ξ, σ, u) = 1−
[
1 +
ξ(y − u)
σ
]−1/ξ
+
, (1)
where [a]+ = max{0, a}, and σ > 0 and −∞ < ξ <∞ denote scale and shape parameters.
The generalised Pareto model (1) holds as u→∞, and so in practice a suitable choice of
threshold is the smallest value, u, such that F approximates the tail of the observed data
sufficiently well.
In the multivariate setting, a standard representation is given in terms of a limiting
Poisson process (de Haan 1985; Resnick 1987). If Z1, . . . , Zn ∈ Rd are an independent
and identically distributed sequence of random vectors with unit Fre´chet margins (i.e.
with distribution function exp(−1/z), for z > 0), then the sequence of point processes
Pn = {Zi/n : i = 1, . . . n} on [0,∞)d converges to a non-homogeneous Poisson process
Pn → P on [0,∞)d\{0} as n → ∞ (de Haan 1985). The intensity function of P has the
form
ν(dz) =
dr
r2
H(dw), (2)
where (r, w) denotes the pseudopolar co-ordinates r = 1
d
∑d
i=1 Z
i and w = Z/r (where
Z = (Z1, . . . , Zd) ∈ Rd), and H is a measure function defined on the unit simplex which
represents the multivariate dependence structure. As with the univariate case the above
Poisson process holds asymptotically, and so in practice (that is, for finite n) it is assumed
to hold approximately on regions bounded away from the origin. In this case, the Poisson
process with intensity function (2) may be fitted to those observations (r, w)|r > r0 for
which r exceeds some high threshold, r0. As before, a suitable choice of threshold is the
smallest value, r0, such that the above Poisson process approximates the multivariate tails
of the observed data sufficiently well (e.g. Coles and Tawn 1991).
In both univariate and multivariate settings, the choice of a suitable threshold (u or
r0) is problem dependent. As such, a number of approaches have been proposed, primarily
for the univariate case, that either offer diagnostics for threshold choice or estimate the
threshold as part of the model fitting procedure. A comprehensive review of these methods
for the choice of u is given by Scarrott and MacDonald (2012), who loosely characterise
the techniques into several categories.
Classical fixed threshold approaches use graphical or other diagnostics to make an
assessment of the model fit, in order to make an a priori threshold choice. These include
e.g. mean residual life plots, threshold stability plots, Hill plots and general distribution fit
diagnostics (e.g. Davison and Smith 1990; Beirlant et al. 1996; Dupuis 1998; Drees et al.
2000; Coles 2001; Choulakian and Stephens 2001). Disadvantages to these approaches
are that graphical diagnostics are sometimes difficult to correctly interpret, and that the
uncertainty associated with the threshold, u, is not well accounted for in the frequentist
framework although see Cabras and Castellanos 2009b who develop a Bayesian mean
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residual life plot). Some methods that have been proposed to informally overcome these
problems include tail fraction estimation (Drees et al. 2000; Dekkers 1993; Feuerverger
and Hall 1999; Goegebeur et al. 2008) and resampling-based approaches (Danielsson et al.
2001; Ferreira et al. 2003; Beirlant et al. 1996; Drees and Kaufmann 1998).
Rather than making an a priori threshold choice, several Bayesian mixture models
have been proposed which treat the threshold as an unknown parameter to be estimated.
The mixture components themselves correspond to the generalised Pareto model above
u, and parametric or semi-/non-parametric estimators of the bulk of the distribution
below the threshold Frigessi et al. 2003; Behrens et al. 2004; Tancredi et al. 2006;
Cabras and Morales 2007; Cabras and Castellanos 2011; MacDonald et al. 2011). These
approaches are attractive as they both incorporate threshold uncertainty in the analysis,
and also remove the need to make a subjective decision on the value of a fixed threshold.
Disadvantages of these approaches are the need to correctly balance the relative influence
of the bulk and Pareto mixture components so that neither dominate (MacDonald et al.
2011), and that it would appear difficult to extend them to the multivariate setting.
All of the above approaches concern the Pareto threshold, u, for univariate extremes.
There are virtually no diagnostics to determine the threshold, r0, for multivariate extremes
models. However, noting that the intensity measure (2) is expected to factorise into
independent components involving angular (w) and radial (r) components when r > r0,
in principle diagnostics may be constructed by determining the smallest value of r0, such
that r|r > r0 and w|r > r0 exhibit independence. Intuitively, this is easiest to achieve for
bivariate extremes, so that both w and r are univariate, whereby empirical histograms of
w|r > r0 should visually retain the same shape for r > r0 (e.g. Joe et al. 1992; Coles and
Tawn 1994).
In this article we propose a new Bayesian diagnostic for threshold choice for extremal
models based on the idea of “surprise” (Meng 1994; Bayarri and Morales 2003; Bayarri and
Berger 1998; Cabras and Morales 2007). Measures of surprise quantify the degree of in-
compatibility of observed data with a given model, commonly through various (Bayesian)
predictive p-values using appropriate test statistics, but without any reference to alter-
native models. In terms of threshold identification, such measures would enumerate the
extent to which observed data exceeding a candidate threshold (u or r0) are compatible
with the asymptotic Pareto or point process model. The smallest threshold values that
are not incompatible with the data are then natural candidates for the selected threshold.
Unlike many existing threshold choice methods, as predictive p-values have a nat-
ural scale, these measures of surprise allow direct comparison of competing threshold
candidates (which have different amounts of data exceeding the threshold), as they do
not require any modelling of data below the threshold. Also unlike almost all existing
methods, by construction, this approach is equally applicable to both univariate and mul-
tivariate extremal models. Ultimately, the proposed surprise-based approach will select
a final fixed threshold, u or r0, for use in a subsequent analysis. As a result, threshold
uncertainty is not directly incorporated into this final analysis. However, the threshold
selection procedure itself is fully Bayesian, and the final choice of threshold can be made
within a full Bayesian decision-theoretic framework.
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The remainder of this article is organised as follows: Section 2 provides a brief intro-
duction to measures of surprise and various forms of predictive p-value, before describing
the proposed threshold selection procedure. The performance of this approach is evalu-
ated through several simulated examples in Section 3, both univariate and multivariate,
and compared to existing approaches for threshold choice. In Section 4 we apply our
procedure to several real examples that have been previously analysed in the extremes
literature. Finally, we conclude with a discussion.
2 Using surprise for threshold selection
2.1 Surprise and posterior predictive p-values
Suppose that we are interested in determining whether observed data, yobs = (yobs,1, . . . , yobs,n),
are consistent with some null hypothesis H0 : yobs ∼ f(y|θ), where f is a density function
with parameters θ ∈ Θ. In the present setting, f(y|θ) corresponds to the Pareto density
function (1) in the univariate case, or a density corresponding to the measure (2) for mul-
tivariate data (e.g. see Section 2.2). In the Bayesian setting, hypothesis testing is most
commonly performed through computation of Bayes Factors (e.g. Kass and Raftery 1995;
Han and Carlin 2001). However the need to specify an alternative model is problematic
in the identification of a threshold for an extremal model. For example, given a threshold,
do the data more likely come from a Pareto distribution or a specific other distribution?
Clearly, there is no generic alternative model that would adequately describe deviations
from the Pareto in all cases.
Previous Bayesian approaches to univariate threshold selection have circumvented this
problem by treating the threshold as an unknown random variable, and modelling the bulk
of the data below the threshold by a semi- or non-parametric estimate such as a mixture
distribution (Frigessi et al. 2003; Behrens et al. 2004; Tancredi et al. 2006; Cabras and
Morales 2007; Cabras and Castellanos 2011; MacDonald et al. 2011). These approaches
are able to rely on a single model hypothesis, H0, and then probabilistically identify which
portion of the upper tail of the data best satisfy this hypothesis. However, they can be
sensitive to the form of semi-/non-parametric estimates used, and it is not obvious how to
practically extend the sub-threshold modelling to bivariate or higher dimensional models.
As an alternative, we turn to the Bayesian idea of “surprise.”
Measures of surprise are designed to quantify the degree of consistency of the data
with H0, without specification of an alternative hypothesis. There is a huge literature
concerning different quantifications of this concept (Weaver 1948; Guttman 1967; Box
1980; Berger 1985; Good 1988; Meng 1994; Evans 1997; Bayarri and Berger 1998) – see
e.g. Bayarri and Berger (1998) for a critical review. In classical statistics, a natural
measure of surprise is the p-value
p = Prf (T (y) ≥ T (yobs)), (3)
computed with respect to the null distribution f , test statistic T and observed data yobs.
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The p-value measures how likely it is to observe data more extreme than the observed
data, yobs, if the null model f(y|θ) is correct.
In the Bayesian framework, the Bayesian p-value is obtained by considering various
choices of the probability distribution used to compute (3), in the sense of integrating out
the unknown parameters, θ. These include the prior predictive distribution (Box 1980),
m(y) =
∫
f(y|θ)pi(θ)dθ, so that pm = Prm(T (y) ≥ T (yobs)),
where pi(θ) and f(y|θ) denote the prior and likelihood, respectively, and the posterior
predictive distribution (e.g. Guttman 1967; Rubin 1984),
m0(y|yobs) =
∫
f(y|θ)pi(θ|yobs)dθ, with pm0 = Prm0(T (y) ≥ T (yobs)), (4)
where pi(θ|yobs) ∝ f(yobs|θ)pi(θ) is the posterior distribution for θ given yobs. Computation
for pm and pm0 is straightforward: samples θ
(i) ∼ pi(θ) drawn from the prior (or θ(i) ∼
pi(θ|yobs) drawn from the posterior, in the case of pm0) are used to produce samples
from m(y) (or m(y|yobs)) under the model, f(y|θ). The predictive p-values may then
be estimated by the proportion of times that T (y) ≥ T (yobs). However, while simple,
the prior predictive p-value, pm, can perform unsatisfactorily if pi(θ) is poorly elicited
or improper. Similarly, the posterior-predictive p-value, pm0 , is easy to compute using
posterior samples obtained from standard Monte Carlo algorithms, however it can be
criticised by its double usage of the likelihood within the distribution m0(y|yobs) (e.g.
Bayarri and Berger 1998).
To circumvent issues involving the impropriety of pi(θ) in pm, and the double usage
of the observed data in pm0 , Bayarri and Berger (1998) proposed the partial posterior
predictive p-value, defined as
m∗(t) =
∫
f(t|θ)pi(θ|yobs\tobs)dθ, and pm∗ = Prm∗(t ≥ tobs). (5)
Here, t = T (y) corresponds to the test statistic of interest, f(t|θ) is the (known) density
function of the test statistic, and pi(θ|yobs\tobs) is the (partial) posterior distribution of θ
obtained using the observed data, yobs, but excluding the test datum tobs = T (yobs). In this
manner, the full dataset, yobs, is only used once within m
∗(t). Posterior simulation from
the partial posterior, pi(θ|yobs\tobs) ∝ f(yobs|θ)pi(θ)/f(tobs|θ), is available using regular
posterior simulation algorithms.
In the classical setting, the p-value is uniformly distributed on (0,1) if the fitted model
is correct. Using the weaker property of the asymptotic uniformity of the p-value (Robin
et al. 2000), Meng (1994) showed that the expected value of the posterior predictive
p-value is 0.5 under the null (see also Gelman 2013). Hence, p-values close to 0 or 1
(depending on the test statistic, T (y) – see Section 2.3) can be safely be interpreted as
indicating incompatibility of the observed data, yobs, with the null model. Conversely,
p-values close to 0.5 indicate a lack of evidence against the hypothesised model, although
as argued by Bayarri and Castellanos (2007), even a p-value of 0.4 can not naively be
interpreted as compatibility with the null model in all problems.
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2.2 Predictive p-values for threshold models
For the purposes of threshold estimation for threshold exceedance models using measures
of surprise, we will make use of the full and partial posterior predictive p-values, pm0 (4)
and pm∗ (5). In the univariate case, for those observations Y = X − u|X > u that exceed
the threshold u, the model f(y|θ) is the density function derived from the Pareto distribu-
tion (1). Note that the null hypothesis is conditional on a fixed threshold u (and similarly
for the multivariate setting). In the multivariate case, following transformation to unit
Fre´chet margins and the pseudo-polar co-ordinates (r, w), when the radial component r ex-
ceeds the marginal threshold, r0, the Poisson process intensity function (2) factorises into
separate terms involving r and w. As a result, the model f(y|θ) reduces to f(y|θ) ∝ dH(w)
(e.g. Coles and Tawn 1994). However, the measure function H(w) does not admit any
universal closed form representation in general. Instead, various forms of parametric fam-
ilies have been derived for the corresponding function, h(w) = dH(w) (where available),
that satisfy its definition on the unit simplex, Sd = {w ∈ Rd+ :
∑d
i=1wi = 1}, and the
marginal normalisation constraints
∫
Sd
widH(w) = 1, for i = 1, . . . , d (e.g. Coles and
Tawn 1994).
A common, and simple choice for the dependence measure function for bivariate ex-
tremes, is the bilogistic model (Joe et al. 1992), with
h(w|α, β) = (1− α)(1− γ)γ
1−α
(1− w)w2[α(1− γ) + βγ] , (6)
where 0 < α, β < 1 and γ is the root of (1− α)(1− w)(1− γ)β − (1− β)wγα = 0. Here,
(α−1 − β−1)/2 and (α−1 + β−1)/2 are treated as measures of asymmetry and dependence
strength, respectively. When α = β, the model reduces to the symmetric bivariate logistic
model. Other closed form model parameterisations for the dependence measure, H(w)
(and h(w)), are available for both bivariate and multivariate extremes (see e.g. Kotz and
Nadarajah 2002 for an overview).
However, it is generally accepted that most parametric models for h(w) are insuf-
ficiently flexible for accurate modelling of tail behaviour in more than two dimensions,
whereas non-parametric approaches have only been developed for two- or three-dimensional
data. Boldi and Davison (2007) proposed the use of a mixture of dirichlet distributions
as a semi-parametric model to adequately model higher dimensional problems. In this
setting,
hD(w|µ, λ) =
I∑
i=1
λifD(w|µi), (7)
subject to the necessary marginal normalisation constraints, where fD(w|µi) is the dirich-
let density function with parameter vector µi = (µi1, . . . , µ
i
d), λ = (λ1, . . . , λI) are positive
weights such that
∑I
i=1 λi = 1, and µ = (µ
1, . . . , µI). An efficient algorithm (with code)
to sample from the posterior distribution, pi(µ, λ, I|w) ∝ hD(w|µ, λ)pi(µ, λ)pi(I), using
Bayesian model averaging, is described in Sabourin and Naveau (2014), although for the
simulations in this article we fixed I at the largest value such that no components were
empty, following asymptotic arguments by Rousseau and Mengersen (2011).
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2.3 The test statistic, T (y)
The test statistic, T (y), is chosen to investigate the compatibility of the observed data,
yobs, with the model – here, a Pareto model or Poisson process – where typically, large
values of T indicate less compatibility (e.g. Bayarri and Berger 1998). Selection of T (y)
is problem specific, and a clear choice is usually only available for very simple problems.
The maximum, minimum and mean of the data have been commonly used for a range of
problems (e.g. Bayarri and Berger 1998; Bayarri and Morales 2003).
In the case of threshold exceedance models for extremes, we consider two choices for
T (y). The first is the reciprocal likelihood function, T (y) = 1/f(y|θ), which provides a
measure of the overall adherence of the data to the model. This statistic has the advantage
that it is easily defined and evaluated for both univariate and multivariate models for
extremes, but has the disadvantage that it is difficult to compute its distribution, f(t|θ).
As such it is only easily implemented for the posterior predictive p-value, pm0 . Here, a
small p-value corresponds to evidence against the Pareto or point process model, for the
given threshold u or r0.
The second statistic is T (y) = qj(y), the j-th empirical quantile of y. This statistic
permits a more precisely located examination of data and model compatibility, which may
be more suitable in circumstances where fidelity at particular quantiles (such as near the
maximum) is more important than than overall model fit. An advantage of this statistic is
that it can be used with both the posterior predictive, and partial posterior predictive p-
values, pm0 and pm∗ . In the latter case, the distribution f(t|θ) is given by the distribution
of order statistics (e.g. David and Nagaraja 2003), so that for a dataset y = (y1, . . . , yn),
with y(1) < y(2) < · · · < y(n), we have
f(t|θ) = f(y(j)|θ) = n!
(j − 1)!(n− j)!f(y(j)|θ)F (y(j)|θ)
j−1[1− F (y(j)|θ)]n−j.
Here F and f correspond to the distribution and density function of the generalised
Pareto distribution (1). However, an obvious disadvantage of this statistic is that it is
only defined for univariate analyses i.e. determination of u. Here, as the magnitude of
T (y) does not directly quantify compatibility with the extremal model, either small or
large p-values indicate evidence against the Pareto model.
2.4 Method summary
A brief summary of the proposed approach for threshold selection is given as follows.
1) Define a series of candidate thresholds, v1 > . . . > vm, where v = u for univariate
models and v = r0 for multivariate models.
2) For i = 1, . . . ,m:
(a) Obtain draws from the posterior distribution pi(θ|yobs(vi)) or partial poste-
rior distribution pi(θ|yobs(vi)\tobs(vi)), where yobs(vi) = {yobs,k : yobs,k > vi}
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is the subset of elements of yobs that exceed the threshold, vi, and tobs(vi) =
T (yobs(vi)).
(b) Generate samples from m0(y(vi)|yobs(vi)) or m∗(t(vi)), given by (4) and (5)
based on the posterior from (a), and compute threshold-dependent empirical
estimates of pm0 or pm∗ .
3) Construct a plot of threshold versus p-values, and determine the most suitable
threshold.
An advantage in examining candidate thresholds from the largest (v1) to the smallest
(vm) is that computational efficiencies can be achieved in sampling from m posterior
distributions, pi(θ|yobs(vi)) or pi(θ|yobs(vi)\tobs(vi)). That is, there are likely to be strong
similarities between two successive distributions e.g. pi(θ|yobs(vi)) based on vi and then
vi+1, as there is only a small difference in the data used in their construction. As such,
it is natural to adopt sequential sampling techniques, such as sequential Monte Carlo
(e.g. Moral et al. 2006; Doucet et al. 2001), to perform posterior simulation for all
m models in a single algorithm implementation, rather than run (say) m independent
MCMC samplers. Efficient data assimilation techniques, whereby each distribution in a
sequence uses increasingly larger amounts of data, are commonplace in sequential Monte
Carlo algorithms (e.g. Doucet et al. 2001).
There are a number of ways to select an appropriate threshold sequence, v1 > . . . >
vm. The simplest is to specify m equally spaced values between notional maximum and
minimum thresholds, v1 and vm. An alternative is to first specify v1, and then repeatedly
lower the threshold by including fixed amounts of data, until it is clear from the measure of
surprise that a lower bound has been reached. More adaptive approaches to selecting the
thresholds can be constructed by observing that p-values for lower thresholds only require
computing if there is a significant change in their values as more data is included. This
allows for strategies based on the monitoring of e.g. maximum likelihood estimates, or the
effective sample size (a measure of the variability of importance weights) within sequential
sampling algorithms, as the threshold decreases, or where the threshold is decreased until
a pre-determined change in these quantities occurs. For the simulations in this paper, we
implement the simplest approach of m equally spaced values.
In the univariate case, a plot of threshold (u) versus surprise (p-value) is sufficient to
evaluate the compatibility of data and model for each threshold. In the multivariate case,
a similar plot of r0 versus p-value can be produced. However, in the multivariate setting
we are able to examine more than just whether the data and model are compatible at
the candidate threshold r0. Here, the intensity function of the non-homogeneous Poisson
process (2) factorises if r0 is sufficiently large, implying that the distribution of w|r > r′0
does not change for r′0 > r0. This condition can be evaluated directly by measuring
surprise at thresholds r′0 > r0 based on the posterior generated at the threshold r0, i.e.
pi(θ|yobs(r0)) or pi(θ|yobs(r0)\tobs(r0)). If the required factorisation of (2) exists, then the
resulting p-values will not change as r′0 increases. In this manner we are able to avoid
potentially erroneous conclusions where the p-value at a given threshold does not show
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incompatibility between data and model, but where the dependence assumption is not
satisfied. Some illustrations of this can be seen in Figure 9 (a) and (f).
Procedurally, constructing the additional p-values corresponds to including the follow-
ing component in step 2) above:
2) (c) For j = (i−1), . . . , 2, 1: Generate samples from m0(y(vj)|y∗obs(vi)) or m∗(t(vj)), given
by (4) and (5), and, based on the posterior from (a), compute threshold-dependent
empirical estimates of pm0 or pm∗ .
In this setting, the resulting plot of threshold versus surprise will consist of one line of
p-values, as generated in steps 2) (b) and (c), for each candidate threshold vi. Examples
of these plots are illustrated in Figures 4, 8 and 9
3 Simulated data analyses
We first examine the utility of measures of surprise for threshold choice for simulated data
in both the univariate and multivariate setting, where the true threshold is known. In the
univariate setting we are also able to compare the use of surprise against several standard
approaches for threshold detection, both classical and Bayesian.
3.1 Univariate analyses
We generate three observed datasets, yobs = (yobs,1, . . . , yobs,n), from the mixture distribu-
tions:
• ξ > 0: yobs,i ∼ 0.3U(0, 20) + 0.7f(ξ = 0.2, σ = 8, u = 20), n = 500
• ξ < 0: yobs,i ∼ 0.3U(0, 20) + 0.7f(ξ = −0.1, σ = 10, u = 20), n = 1, 000
• ξ > 0: yobs,i ∼ 0.7Gamma(3, 8, u = 20)+0.3f(ξ = 0.4, σ = 6.0974, u = 20), n = 2400
where f denotes the density function of the Pareto distribution (1), and U(α, β) is the
uniform distribution between α and β. Gamma(α, β, u) denotes the density function of
a Gamma(α, β) distribution, with upper truncation at u. Here, the true thresholds are
known as u = 20 in each case. The observed datasets are illustrated in Figure 1 (top
row), and exhibit varying degrees of Pareto tail behaviour. Ten observations exceed 100
for the third dataset. The abrupt step change in the histograms of the first two datasets
shows the true threshold very clearly. Whereas for the third dataset, which has Pareto
distribution parameters chosen to make the density continuous at u = 20, it is less clear,
and is perhaps closer to a real world situation.
For each observed dataset, yobs, we computed various measures of surprise for each
of the candidate thresholds u = 2, 4, 6, . . . , 40, based on 9,000 MCMC samples from the
posterior at each threshold (with another 1,000 samples discarded as burn-in, based on
9
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Figure 1: Histograms and measures of surprise for each of the three univariate datasets, each
with a known threshold of u = 20. Top panels show histograms of each dataset. The second
and third rows respectively illustrate posterior predictive p-values, pm0 , versus threshold, using
the test statistics T (y) = 1/f(y|θ) and T (y) = max{yi}. Bottom panels show partial posterior
predictive p-values, pm∗ , using the statistic T (y) = max{yi}.
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Figure 2: Dataset-induced variability in the measures of surprise for each of the three univariate
datasets, replicated over 50 observed datasets, yobs. The top and middle rows respectively
illustrate posterior predictive p-values, pm0 , versus threshold, using the test statistics T (y) =
1/f(y|θ) and T (y) = max{yi}. Bottom panels show partial posterior predictive p-values, pm∗ ,
using the statistic T (y) = max{yi}.
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Figure 3: Partial posterior predictive p-values for the first dataset with ξ > 0, using the
empirical quantile, T (y) = qj(y), as the test statistic. Left to right, panels show the measure of
surprise versus threshold for j = 0.8n, 0.9n and n (i.e. T (y) = max{yi}). Top panels indicate
variability of pm∗ for a single observed dataset, yobs; bottom panels indicate variability over 50
replicate datasets.
convergence checks). We used the Jeffrey’s prior for pi(ξ, σ) (Castellanos and Cabras
2007), given by
p(ξ, σ) ∝ σ−1(1 + ξ)−1(1 + 2ξ)−1/2, for ξ > −0.5, σ > 0.
All 9,000 posterior samples were used to compute pm0 and pm∗ .
The second row of Figure 1 illustrates box-plots of 30 replications of the posterior pre-
dictive p-value, pm0 , based on the reciprocal likelihood function, T (y) = 1/f(y|θ), as the
test statistic. While in practice, only a single replicate will be computed at each threshold,
the boxplots highlight the low Monte Carlo variability of the p-value estimate based on
n = 500–2, 400 observations and 9, 000 posterior samples, indicating rapid sampler con-
vergence and good mixing. For each observed dataset, pm0 is approximately constant at
around 0.5 (indicated by the horizontal dashed line) for threshold values of u0 at or above
the true threshold. This is the expected outcome if the Pareto model is true (Meng 1994).
As the threshold moves below the true threshold in each case, the behaviour of the predic-
tive p-value abruptly changes and gradually becomes small, indicating that the observed
data, yobs, is becoming increasingly unlikely under the model as non-Pareto-distributed
data are included in the analysis. Note that reducing the threshold until pm0 < 0.05 (say)
to identify the most suitable threshold, is not the correct way to interpret this plot. For
each dataset, the predictive p-value starts to move away from its constant value as data
that are incompatible with the model are included in the analysis. That is, the pm0 value
begins indicating a change in the level of surprise in the observed data, as soon as the
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incompatible data are included. As such, based on these visual diagnostics, the chosen
threshold would be the lowest threshold such that there is little change in the constant
behaviour of pm0 . This clearly occurs at the true threshold of u = 20 for the observed
datasets.
The third row of Figure 1 similarly displays boxplots of the posterior predictive p-
value, pm0 , but based on the test statistic T (y) = qn(y) = max{yi}, the largest observed
datapoint. Here, measures of surprise close to 0 or 1 would indicate surprise in the
degree of compatibility between observed data and model, corresponding to the predictive
distribution respectively exhibiting heavier or lighter tails than the observed data. As
with the reciprocal likelihood test statistic, the estimated pm0 values are approximately
constant around 0.5 at and above the true threshold values, and gradually approach 0
as the threshold becomes small. Using an empirical quantile as the test statistic more
precisely focuses on a single point in the posterior predictive distribution, rather than an
overall measure of the full distribution as with the reciprocal likelihood.
The fourth row of Figure 1 illustrates the same analysis as the third row, with the
difference that the partial posterior predictive p-value, pm∗ is shown. In this scenario, the
value of the test statistic, T (t) = max{yi}, is excluded when constructing the posterior
in each case, in order to avoid double-usage of the data when computing the predictive
p-value (Section 2.1). The behaviour and interpretation of the pm∗ value plot is the same
as before, however the minor fluctuations in pm∗ are more exaggerated in comparison to
pm0 (third row of Figure 1). For example, there now appears to be a small step-change
in the value of pm∗ at u = 30 for the first dataset with ξ > 0 (bottom-left plot), and a
slight upward trend in the bottom-right plot). On the one hand, these more exaggerated
fluctuations highlight potentially informative features of the observed data for which the
Pareto distribution is almost always an approximating model. On the other hand, the
extra level of detail may hinder identification of a suitable threshold for further analysis,
particularly in situations where the changepoint between the Pareto tail and the remaining
body of the observed data is less clear than the examples considered here.
Figure 2 shows the same plots as Figure 1, but based on 50 replicate observed datasets,
yobs, drawn from the known models. Here, the location and variability of the distribution of
the p-values is strongly indicative of their performance in identifying the known threshold
of u = 20 for any specific dataset. In each case, there is a clear location change in the
p-values as the threshold moves below the true threshold. This is quite abrupt for the
datasets with very obvious step changes in the observed data (first two columns) and more
gradual, though still clear, for the more realistic dataset (right column). Also notable is
the variability of the measures of surprise – for some datasets, the p-values can be far
from 0.5 when using highly variable test statistics such as T (y) = max{yi}, although this
is less apparent for T (y) = 1/f(y|θ). Overall, it is clear that the measures of surprise
perform well on average.
Figure 3 (top panels) illustrates the partial posterior predictive p-values, pm∗ , for the
first dataset with ξ > 0, with a range of empirical quantiles, T (y) = qj(y), as the test
statistic. As before, using a test statistic that focuses on a single point of the posterior
predictive distribution, produces more variable surprise estimates. This variability occurs
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Dataset Surprise W 2 A2 MRL Plot Mixture Model True Mixture Model
ξ > 0 20 20 20 20 31.95 (30.48, 34.65) 19.97 (19.74, 20.09)
ξ < 0 20 20 20 20 35.83 (34.30, 37.47) 19.94 (19.73, 20.04)
ξ > 0 20 20 20 18 27.47 (26.53, 27.92) 19.90 (18.60, 21.44)
Table 1: Comparison of univariate threshold estimates for the three datasets using the measure
of surprise, Crame´r-von-Mises (W 2) and Anderson-Darling (A2) goodness of fit tests, mean-
residual life (MRL) plots, the Bayesian mixture model of MacDonald et al. (2011) and the true
mixture model. For the mixture model, the values indicate the posterior mean and the 95%
central credibility interval of the threshold estimate.
as, while there is at least some degree of stability to the posterior predictive distributions
for thresholds above u = 20, the actual value of pm∗ is highly dependent on a single point
in the observed dataset, which can fluctuate less smoothly with u than the posterior
predictive distribution. While it is still possible to determine the true threshold of u = 20
from these plots, these results suggest that in the absence of any particular need to
examine the predictive ability of the model fit at a given point, it may be more practical
to use test statistics that compute an overall model fit (such as T (y) = 1/f(y|θ)). The
bottom panels in Figure 3 show the variability in the p-values obtained by averaging over
50 observed replicate datasets. As for Figure 2, the measures of surprise identify the true
threshold well on average.
Finally, Table 1 provides a summary of the results of implementing a small selection of
the many classical and Bayesian threshold selection methods for univariate data, reported
to the nearest integer (except for the mixture models). The results based on surprise are
those described above. The Crame´r-von-Mises (W 2) and Anderson-Darling (A2) methods
(Anderson and Darling 1954; Stephens 1977) are non-parametric goodness of fit tests
comparing the empirical distribution function with the generalised Pareto distribution,
F (y|ξ, σ, u) (equation 1). The threshold reported corresponds to the largest (classical)
p-value not rejecting the Pareto null hypothesis. The mean residual life plot (Coles 2001)
identifies the lowest threshold at which the graphical diagnostic becomes linear. The
Bayesian mixture model refers to the method of MacDonald et al. (2011) who fit a mixture
of a Pareto distribution above the threshold, u, and a mixture of Gaussian distributions
(truncated above at u) below the threshold. The threshold, u, is itself estimated as an
unknown parameter. The true mixture model is the same, but fitting the true data-
generating model, which is unknown in practice.
The true threshold is correctly identified in most cases, with the exception of the
mixture model, in which the true threshold is not within the estimated 95% credible
interval. (This is a well known phenomena for mixture models when the below-threshold
model is not flexible enough to model the non-extreme data, MacDonald et al. 2011, and
where any threshold u′ > u also specifies a valid Pareto tail model; here it is difficult
for a mixture of normal distributions to model a uniformly distributed data well.) This
is not surprising: the true changepoint is fairly evident in the observed data, although
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less so in the third dataset, and it is relatively simple to detect this in the univariate
setting. However, virtually no methods are available to determine the threshold, r0, in
the multivariate setting (see Section 1). It is in this scenario that the benefits of our
approach can be more clearly seen.
3.2 Multivariate analyses
We generated two observed bivariate datasets directly in pseudo-polar co-ordinate form,
(wobs, robs) = [(robs,1, wobs,1), . . . , (robs,n, wobs,n)], where in each case robs,i ∼ f(ξ = 0.4, σ =
10, u = 0) for i = 1, . . . , n = 3, 000. The angular components are generated from the
mixture distributions:
• Logistic data:
wobs,i|robs,i ∼ p(robs,i)hL(w|φ = 0.55) + (1− p(robs,i))hL(w|φ = 0.3)
(ra, rb) = (21, 22)
• Dirichlet mixture data:
wobs,i|robs,i ∼ p(robs,i)h1D(w|µ, λ) + (1− p(robs,i))h2D(w|µ, λ)
h1D(w|µ, λ) = 0.25fD(w|µ1 = (1, 9)) + 0.75fD(w|µ2 = (9, 1))
h2D(w|µ, λ) = 0.25fD(w|µ1 = (4, 6)) + 0.75fD(w|µ2 = (7, 3))
(ra, rb) = (5, 8)
for i = 1, . . . , n, where
p(r) =

1 r ≤ ra
(r − rb)/(ra − rb) for ra < r < rb
0 r ≥ rb
,
denotes a linear mixing function between ra and rb. Here hL(w|φ) = h(w|φ = α = β) is
the dependence measure function of the bivariate logistic model (c.f. (6) with φ = α = β),
and h1D(w|µ, λ) and h2D(w|µ, λ) are two-component mixture of Dirichlet distributions (7).
In this manner, each dataset smoothly moves from its non-extreme component (hL(w|φ =
0.55) and h1D(w|µ, λ)) to its extreme component (hL(w|φ = 0.3) and h2D(w|µ, λ)), with
the transition complete at r = rb. In this manner, the true threshold can be considered
to be r0 = rb in each case.
Figure 4 shows the estimates of the posterior predictive p-value, pm0 , when T (y) =
1/f(y|θ), based on uniform priors for all dependence model parameters. Each line rep-
resents the estimate of pm0 at each threshold when using the posterior obtained at the
leftmost point (indicated by a dot) which also denotes r0 in each case. Solid black and
grey lines respectively represent measures of surprise estimated above/at and below the
true threshold of r0 = rb.
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Figure 4: Measures of surprise for the bivariate Logistic and Dirichlet mixture datasets, as a
function of radial threshold r0. Each line indicates the estimate of pm0 at the given threshold,
when the posterior is estimated at the leftmost point in each line (shown by a dot). Solid
black and grey lines indicate thresholds that are respectively above/at and below the threshold
changepoint of r0 = rb. Top panels show when the data-generating model is used to compute
pm0 . Bottom-left panel uses the logistic model to analyse the Dirichlet mixture dataset. Bottom-
right plot shows the empirical density of wobs|robs > 0 (dark grey bars) and wobs|robs > rb = 22
(light grey) for the Logistic dataset. The solid line illustrates the estimated posterior predictive
distribution of the logistic model fitted to wobs|robs > 0.
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The top panels in Figure 4 illustrate the surprise estimates when the model used to
generate the observed data is also used to construct pm0 in each case. For both analyses,
when r0 is specified at or above the true value of rb, the resulting line of p-values is
approximately constant and centred at 0.5. (The dip in the line of p-values for the
Dirichlet mixture dataset is a function of the particular dataset used.) This means that
for the posterior evaluated using those w|r > r0 where r0 is given by the dot at the far
left of each line of p-values, there is no obvious change in the distribution of w|r > r′
where r′ ≥ r0. That is, the data and the model are compatible at r0, and the distribution
of w|r > r′ is independent of r′ for r′ > r0, as required by the spectral intensity function
(2) for a suitably high radial threshold. When r0 is below the true value of rb, while the
model and data w|r > r0 can appear compatible (that is, the dot can appear close to 0.5),
the associated line of p-values rapidly approaches 0 or 1, indicating a strong dependence
between w and r for the given r0.
The possibility that pm0 can approach 1, indicating that the observed data is appar-
ently more likely to arise from the model than data generated directly from the model,
is an artefact of the test statistic, T (y) = 1/f(y|θ). The bottom-right panel in Figure 4
shows histograms of the observed data wobs|robs > 0 (i.e. just wobs) (dark grey bars) and
wobs|robs > rb = 22 (light grey). The black line indicates the estimated posterior predictive
distribution of the logistic model fitted to wobs|robs > 0. As the observed data for robs > 0
matches the predictive distribution passably well, the resulting pm0 value will be not too
far from 0.5 (as is observed by the pm0 = 0.8 dot at r0 = 0 in Figure 4, top-left panel).
However, while the observed data wobs|robs > rb = 22 (light grey bars) does not match
this predictive distribution well, as the data clusters around the mode of the predictive
distribution, the statistic T (y) = 1/f(y|θ) will produce a smaller value than data actually
generated from the predictive distribution (and so pm0 → 1). This feature can be removed
through an alternative form of test statistic, although it does not present an obstacle to
correct inference in this setting.
However, unlike models for univariate extremes, there is no single, unique parametric
limiting distribution for the angular component, w, in the multivariate setting. As com-
putation of any measure of surprise requires a specified extremal model (i.e. a given null
hypothesis), in practice it is quite likely that the chosen model will not perfectly match
the data-generating mechanism of the observed data. The bottom-left panel in Figure 4
illustrates the outcome when the logistic model is fitted to the Dirichlet mixture data.
The interpreted outcome is the same as before, in that the p-value lines above the true
threshold are approximately constant, and those below the curve quickly drop to zero,
thereby easily identifying r0 = 8 even in the case of a mis-specified model. However, the
nature of the model mis-specification, results in the estimates of pm0 levelling off at values
other than 0.5. This occurs as the posterior predictive distribution of the data under
the model differs from that of the observed data, and so pm0 may or may not occur at
the value 0.5. However, regardless of the model mis-specification, the posterior predictive
distribution is robust and does not change for all r > r0, and so the estimates of pm0
remain constant above r0.
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As such, the proper interpretation of the bottom-left panel of Figure 4 is that due
to the approximately constant estimates of pm0 , r0 = 8 may correctly be chosen as the
identified threshold for the observed data. However, the estimates of pm0 levelling off
at values other than 0.5 indicates that there is an extremal model mis-specification. Of
course, in the extreme, where the estimates of pm0 level off at either 0 or 1, it will be
impossible to identify a suitable threshold due to the wholly inappropriate null model
specification.
Figure 5 examines the variability in the lines of pm0 values seen in the top-left panel
of Figure 4 (for the logistic dataset and model), obtained over 100 replicate observed
datasets. Each of the replicate lines of pm0 values that start from 0 (i.e. with a candidate
value of r0 of 0) are illustrated in the top-left panel of Figure 5, so that any one line of pm0
values takes one value from each boxplot. The panels correspond to the candidate value
of r0 being (top-left to bottom-right) 0, 20, 22, 24, 34 and 44. When the candidate value
of r0 is equal to the true threshold of rb = 22 or higher, there is a clear centring of all pm0
values around 0.5 for all thresholds above the candidate threshold. However, when the
candidate value of r0 is less than rb = 22, then the pm0 values display a markedly different
behaviour by rapidly approaching 1. The same behaviour is observed in Figure 6, which
displays the same information as Figure 5, but for the Dirichlet mixture data and model
(i.e. the top-right panel of Figure 4). The true threshold of rb = 8 is easily discernible
through the clearly different behaviour of the pm0 values at and below the true threshold.
These results indicate that the measures of surprise perform well on average.
4 Applications
We now implement the measure of surprise as a tool to determine appropriate thresh-
olds in three real data analyses. In increasing order of data dimensionality, these are the
univariate Danish fire loss data (McNeil 1997), a bivariate surge and wave height oceano-
graphic dataset (Coles and Tawn 1994), and a 5-dimensional, multivariate air quality
dataset (Heffernan and Tawn 2004; Boldi and Davison 2007).
4.1 Danish fire loss data
The Danish fire loss dataset consist of 2,156 losses exceeding one million Danish kroner
(DKK) between the years 1980–1990, adjusted to 1985 levels. This dataset has previously
been used in the context of threshold identification, with the identified thresholds listed
in Table 2. McNeil (1997) used a mean residual life plot to determine a reasonably
clear appropriate threshold at u = 10, and perhaps a second at u = 20. Frigessi et al.
(2003) and Cabras and Castellanos (2009a) implemented various forms of mixture model
to identify a somewhat lower threshold of around u = 6–8. An even lower threshold of
u = 5.08 is obtained by the mixture model approach of MacDonald et al. (2011).
Figure 7 illustrates the surprise estimates as a function of u, with the centre panels
showing the posterior predictive p-values, pm0 , with T (θ) = 1/f(y|θ) (left plot) and T (y) =
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Figure 5: Summaries of the lines of pm0 values in the top-left panel of Figure 4, for the Logistic
dataset and model. Each panel illustrates the variability in pm0 value lines, obtained over 100
replicate observed datasets, for a specific candidate value of r0. Each boxplot corresponds to
the range of pm0 values obtained over the replicate datasets, when the candidate value of r0 is
given by the location of the lowest boxplot. The candidate values of r0 correspond to (top-left
to bottom-right) 0, 20, 22, 24, 34 and 44. The true threshold is at rb = 22.
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Figure 6: Summaries of the lines of pm0 values in the top-right panel of Figure 4, for the Dirichlet
dataset and model. Each panel illustrates the variability in pm0 value lines, obtained over 100
replicate observed datasets, for a specific candidate value of r0. Each boxplot corresponds to
the range of pm0 values obtained over the replicate datasets, when the candidate value of r0 is
given by the location of the lowest boxplot. The candidate values of r0 correspond to (top-left
to bottom-right) 0, 6, 8, 10, 18 and 28. The true threshold is at rb = 8.
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Approach Threshold, u
McNeil (1997) 10 and 20
Frigessi et al. (2003) 6.5
Cabras and Castellanos (2009a) 5.29 (median), 7.48 (mean)
MacDonald et al. (2011) 5.08 (mean), 95% CI = (4.61,5.29)
Measure of Surprise 8 and 18
Table 2: Threshold point estimates for the Danish fire loss dataset, resulting from different
threshold identification methods. These include mean residual life plots (McNeil, 1997), various
mixture-based approaches (Frigessi et al. 2003; Cabras and Castellanos 2009; MacDonald et al.
2011), a graphical mean residual life plot, and the proposed measure of surprise.
max{yi} (right plot), and the bottom left panel showing the partial posterior predictive
p-value, pm∗ , also with T (y) = max{yi}. Clearly, all three plots show a directional change
in the p-values below u = 8, suggesting there is a very clear change in the behaviour
of the data at this point. However, both pm0 and pm∗ with T (y) = max{yi}, which are
focusing on one particular aspect of the dataset, both identify a deviation away from
constant behaviour below u = 18. This additional change is not apparent when using
T (y) = 1/f(y|θ), which evaluates an overall measure of adherence of data and model.
From these results we would most closely agree with the graphical mean residual life
graphical analysis of McNeil (1997) (see top right panel of Figure 7) – there are indeed
two locations (around u = 8 and u = 18) where the deviation of the data from the Pareto
distribution become most apparent. Of course methods that can only identify a single
location (such as mixture models) are less likely to pick this up.
Finally, we comment that the posterior predictive p-values appear to become constant
at a value just below 0.5, suggesting that the Pareto distribution is in fact not the limiting
model describing the tail behaviour of these data. An explanation of this can be obtained
by examining the quantile-quantile plot (Figure 7, bottom right panel) when u = 10,
and noting that the three largest observations are obviously smaller than expected by
the fitted Pareto tail, causing an apparent Pareto model mis-match, which is observed
through the measures of surprise.
4.2 Oceanographic data
The data consist of a sequence of hourly coastal surge records for the years 1971-1977
from the port of Newlyn, Cornwell, and corresponding 3-hourly wave records from a light
vessel approximately 34.6km offshore. These data were previously analysed by Coles and
Tawn (1994) (see also Pugh and Vassie 1979; Smith 1984), who produced a bivariate series
of n = 2, 894 observations, following a preliminary analysis. We follow Coles and Tawn
(1994) in transforming the data to have unit Fre´chet margins, and assume the data are
serially independent. Based on a visual inspection of the histograms of wobs|robs > r′ for
a range of values of r′, Coles and Tawn (1994) identified r0 = e3.3 = 27.11 as the point
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Figure 7: Measures of surprise for the Danish fire loss dataset, as a function of threshold u.
Top panels show histogram of data (left) and mean residual life plot (right). Remaining panels
illustrate posterior predictive p-values, pm0 , with T (y) = 1/f(y|θ) (top right), and T (y) =
max{yi} (top left), and partial posterior predictive p-values, pm∗ , with T (y) = max{yi} (bottom
left). Bottom right illustrates a quantile-quantile plot of the data for u > 10 under the Pareto
model.
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above which the histogram of wobs|robs > r0 did not noticeably change shape. (Coles and
Tawn 1994 actually identified the threshold r0 = e
3.3/n, however we do not scale the data
with 1/n in our analysis.) We re-evaluate this choice here.
Figure 8 (top panels) illustrates the posterior predictive p-value estimates, pm0 , with
T (y) = 1/f(y|θ), for a range of radial thresholds, r0, for both logistic and bilogistic
models. For each model it is clear that the threshold of r0 = 27.11 is too low, as in
each case, the line of p-values (starting with the dots at r0 = 27.11) increases rapidly
before levelling out at higher thresholds. It is also apparent that the lines of p-values do
not level off at constant values around 0.5, indicating that neither logistic nor bilogistic
model seems to fit the observed data well. For the logistic model, the p-value lines seem
to continue to slowly climb regardless of the choice of r0, although perhaps for r0 ≈ 60
there is some evidence to suggest that a semi-reasonable threshold has been identified.
The situation is clearer for the more flexible bilogistic model, whereby the lines of p-values
become effectively constant for thresholds greater than r0 = 45.
The bottom panels in Figure 8 present histograms of wobs|robs > r′ for r′ = 30 and
60, with r′ = 30 corresponding to the radial threshold choice of Coles and Tawn (1994),
and the latter, the greater of the two thresholds identified using the measure of surprise.
Visually, the two histograms are very similar, although for r′ = 60 there is a slightly lower
proportion of data in the range (0.4,0.95). The posterior predictive distributions of each
model are superimposed, indicating that the asymmetric bilogistic model is perhaps more
suitable than the logistic model. However, there is little obvious difference between the
distributions at the two different thresholds.
Hence, it would be very difficult to argue that r0 = 60 is more appropriate than
r0 = 30 through inspection of the histograms of wobs|robs > r′ alone. It is only through
more sophisticated modelling (c.f. Figure 8, top plots) that discrimination between these
thresholds becomes possible.
4.3 Air quality data
The air quality monitoring data comprise a five-dimensional series of measurements of
ground level ozone levels (O3), nitrogen oxide (NO), nitrogen dioxide (NO2), sulphur
dioxide (SO2) and particulate matter (PM10) in the city centre of Leeds, UK, from 1994-
1998. The gases are recorded in parts per billion, and the particulate matter in micrograms
per cubic metre. We follow the previous analyses of Heffernan and Tawn (2004) and Boldi
and Davison (2007) and analyse the data recorded in the winter months of November–
February which are assumed to be stationary, and where an entire day is deleted if at
least one measurement is missing. Boldi and Davison (2007) analyse these data using a
mixture of Dirichlet distributions (7), assuming a threshold of e2.5 ≈ 12.18 based on an
ad hoc method, thereby identifying 46% of the data as extremes.
Figure 9 illustrates the posterior predictive p-value, pm0 , for various subsets of the air
quality dataset, based on an I = 2 component mixture of Dirichlet distributions model,
and with T (y) = 1/f(y|θ). Panel (a) considers a suitable threshold, r0, for all 5 variables
jointly. For r0 ≤ 40 it is clear that the 2-component mixture of Dirichlet distributions
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Figure 8: Measures of surprise for the bivariate oceanographic dataset, as a function of radial
threshold r0. Top panels illustrate posterior predictive p-values, pm0 , with T (y) = 1/f(y|θ),
using the logistic (left panel) and bilogistic (right panel) models. Each line indicates the estimate
of pm0 at the given threshold, when the posterior is estimated at the leftmost point in each line
(shown by a dot). Grey and black lines indicate values of pm0 below and above the chosen
threshold, r0, respectively. Bottom panels show the histogram of wobs|robs > r′ with r′ = 30 and
60. Superimposed are the predictive densities of w based on the data wobs|robs > r′, for each
extremal model.
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model is inadequate to model the data extremes. The posterior predictive p-value rapidly
becomes one, and so it is not possible to determine whether it levels off as the model itself
is unable to predict the observed data. For r0 > 40, while pm0 stays within (0,1), there
is no indication that the p-values level off, and so we are unable to identify a suitable
threshold for these data, under the mixture model.
This outcome illustrates a weakness in using measures of surprise to identify a suitable
threshold for extreme analyses. Namely, for an appropriate threshold to be selected, it
must be possible for the fitted model to have produced the observed data. If the chosen
model is not sufficiently flexible to describe the actual extremal dependence structure,
then the predictive p-values will rapidly reach 0 or 1, and no conclusion will be possible.
However, this same general issue often arises in many other procedures. I.e. if a model is
wrong or an estimator is biased, then direct inferences are often invalid.
Figure 9 (b) shows the same information for the 4-dimensional analysis when excluding
O3. Here, the exclusion of O3 allows the model to describe the dependence structure of
the data reasonably well, and so the measure of surprise is informative. From this plot it
is relatively easy to see that below a threshold of r0 ≈ 50, the pm0 values do not level off,
whereas above this value (illustrated by the black lines) they are roughly constant.
Panels (c)–(f) in Figure 9 examine the threshold for all 3-dimensional subsets of the
environmental variables in panel (b). Panels (c) and (e) exhibit similar characteristics
to the 4-dimensional analysis, and so it is possible to confirm r0 ≈ 50 as an acceptable
threshold. Panel (f) differs in that the p-values above r0 = 50 do not appear to level off
as they do in panels (b), (c) and (e), and exhibit a behaviour closer in character to the 5-
dimensional analysis. As such, it is difficult to choose a suitable threshold for these data.
The analysis of NO, NO2 and PM10 in panel (d) produces markedly different surprise
estimates to the others. Here, the fitted model is a single Dirichlet distribution, as the
two-component mixture overfitted the data, and produced a more erratic version of the
plot in panel (d). Quite clearly, for this specific subset of the air quality variables, a much
lower threshold of r0 ≈ 25 can be identified.
While the original analysis of Boldi and Davison (2007) was primarily focused on
developing flexible mixture of Dirichlet distributions to model extremal behaviour, our
analysis suggests that their adopted threshold of e2.5 ≈ 12.18 is too low for the two-
component mixture of Dirichlet distributions model considered here. Of course, using ad-
hoc methods to identify the radial threshold, r0, (such as visually examining the empirical
distribution of w|r > r′ for varying r′, Coles and Tawn 1994) is difficult in two dimensions.
This difficulty can only increase as the number of dimensions gets larger.
5 Conclusion
The identification of a suitable threshold is a critical part of any extreme value analysis.
In this article we have proposed the use of measures of surprise for this purpose, evaluated
through posterior predictive p-values. This approach has a number of advantages over
existing threshold selection approaches. Aside from being fully Bayesian, because the
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Figure 9: Measures of surprise for the 5-dimensional air quality dataset, as a function of radial
threshold r0. Panels illustrate posterior predictive p-values, pm0 , with T (y) = 1/f(y|θ), for
various combinations of the 5 variables, using a 2-component mixture of Dirichlet distributions
(7). Panel (d) uses a single Dirichlet distribution. Each line indicates the estimate of pm0 at
the given threshold, when the posterior is estimated at the leftmost point in each line (shown
by a dot). Grey and black lines indicate values of pm0 below and above the chosen threshold,
r0, respectively.
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measure of surprise can be computed only using the extreme data, this means it can
avoid the potentially problematic non-/semi-parametric modelling of non-extreme data.
As a result, it can equally be applied to the radial thresholds, r0, of multivariate analyses,
as well as the more common univariate Pareto threshold, u. To the best of our knowledge,
this is the first principled approach for threshold identification for multivariate extremes.
As a result, in the real data analyses of Section 4, we have demonstrated that several
previous multivariate analyses have likely adopted radial thresholds that are too low.
However, a limitation of this approach stems from the model-based nature of the
posterior predictive p-value. This requires that multiple datasets be generated under the
fitted extremal model. As there are many possible parameterisations of valid models for
multivariate extremes, this means that the chosen model is unlikely to perfectly describe
the observed extremal dependence structure. In terms of identifying a suitable threshold
this will not in itself be a problem if the model is capable of producing the observed
data, so that the posterior predictive p-values will not take values of 0 or 1. However, if
the model is wholly unsuitable for the data, then posterior predictive p-values of 0 or 1
will be produced, and no inference on the threshold will be possible. Suitable thresholds
may additionally not be identifiable if there is unaccounted for heterogeneity in the data,
or if the limiting extremal model is asymptotically dependent when the underlying data
generation mechanism is asymptotically independent (and vice versa).
The same criticism can be raised when the analyst is interested in fitting and comparing
several multivariate extremal models. As our proposed procedure is model-dependent,
this implies that a separate threshold must be identified for each candidate model, and
the largest of all thresholds used when comparing the models through e.g. AIC or other
criteria. In comparison, the ad-hoc procedure of Coles and Tawn (1994) is able to identify
a threshold without any recourse to specific models for h(w) (or H(w)), although as we
have demonstrated, this approach is unreliable and also becomes rapidly untenable as the
model dimension increases.
While fully Bayesian and taking into consideration parameter uncertainty, our ap-
proach ultimately selects a fixed threshold. This naturally arises through the method’s
construction in avoiding specification of a model for non-extremes. Mixture models for
univariate extremes can avoid this and obtain a posterior for u, but there are known diffi-
culties in balancing the extreme and non-extreme mixture components (MacDonald et al.
2011). Extending these mixture model ideas to the multivariate setting would appear
difficult in comparison to using surprise.
Finally, while we have presented a procedure based on a diagnostic plot, it is credi-
ble that an improvement of this approach could develop a more decision-theoretic based
approach to threshold identification using measures of surprise, based on the output of
multiple posterior predictive distributions (one for each candidate threshold). This would
reduce ultimate reliance on correctly visual interpretation of the plot of posterior predic-
tive p-values, which is the primary weakness of existing ad-hoc procedures for threshold
choice (Coles and Tawn 1994).
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