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Figure 1: The line graph on three vertices is the simplest example of a degree-heterogenous graph. Label the vertices v 1 , v 2 , and v 3 from left to right. As is shown in the penultimate section, spiteful behaviours can evolve in such a population structure and these depend on where the spiteful individual first emerges.
centre, or hub, individual is chosen, then it places an offspring on either leaf vertex with Another right-multiplication by M yields the probability vector for two generations previous.
And so on.
111
To find the probability that a randomly chosen individual in the population at a time t, 
This expression converges rapidly as t increases [2] . Hence, the vector resulting from the 
127
In the neutral process on a graph, some vertices may be favoured by the population 128 dynamics and the individual residing on such a vertex can expect to have a greater number 129 of offspring. These natural differences need to be accounted for in an evolutionary analy- but this may be offset by the natural fitness advantage of residing on a high-degree vertex.
137
These environment-mediated fitness differences must first be understood before proceeding 138 with non-neutral evolutionary processes.
139
If the population structure is very symmetric-like the lattice structure in As an illustrative example, consider the wheel graph in Figure 2 . well-mixed population of fixed size N i . The total population size is a constant, N tot . After 165 reproduction the offspring migrate to another deme with probability m or stay on their natal 166 deme with probability 1 − m and for simplicity I assume the value of m is identical for all 167 demes.
168
There are many possible population dynamics, for example, the Wright-Fisher process
169
[32], imitation dynamics [1] , and the Cannings process [6] . 
where the sum is taken over all deme v i 's neighbouring demes N (v i ).
176
In the above definition I have assumed uniform dispersal probabilities to a deme. That 
With this notion of non-uniform dispersal probability, the probability that a newly vacated 187 site on deme i is occupied by an offspring of deme j is given by
In the birth-death process an individual is chosen at random to reproduce and the new 189 offspring either stays on its natal deme with probability 1 − m and displaces a deme-mate or disperses to a neighbouring deme with probability m. 
It is to be kept in mind that the u ij are the dispersal probabilities in the birth-death subtle-u ij is the probability that an offspring produced on deme i displaces an individual 198 on deme j, while w ji is the probability that an empty site on deme j is filled by an offspring 
2. For the birth-death process, the V i satisfy
In both cases the sums are taken over all neighbours
Proof. This is done by simply calculating the columns of the matrix M . I demonstrate this
218
for the death-birth process only, since Equation (9) is found in a similar way. Entry j in 219 the ith column of M is the probability p ji that an individual currently in deme v j was in 
Substituting these expressions into the backward transition probability matrix M and eval-225 uating the equation for reproductive value in Definition 1 for V i yields,
Simplifying gives Equation (8) 1. For the death-birth process,
2. For the birth-death process,
This corollary is very useful in describing the neutral process, which will be done next.
248
First note that the equations in Theorem 1 have a degree of freedom, so there are an infinite 249 number of solutions. But they are all scalar multiples of those given above.
250
I now consider the relationship between reproductive value and fixation probability. Sup- probability of an A that emerges on vertex v i .
256
It is known (ex. [15] ) that the fixation probability of a neutral mutant in a metapopulation 
where V i is the reproductive value of vertex v i .
263
A proof of this result is in the appendix.
264
The fundamental question in evolutionary theory is, when does a mutant have an evolu-265 tionary advantage over a resident population? A natural condition is that the probability ρ an arbitrary graph, ρ A|i depends on i. Notice, however,
Returning to the wheel graph example, Theorem 2 allows for an easy calculation of the 272 neutral fixation probability of a hub ρ A|H or periphery ρ A|P mutant on a wheel graph of 273 arbitrary size, N + 1. Table 1 records these fixation probabilities for both the birth-death 274 and death-birth processes.
275
A few interesting observations can be made at this point. First, in the death-birth 276 process ρ A|H does not depend on the size of the population. This is understood as a balance populations the probability that the hub dies is essentially zero, yet the probability that 279 the hub reproduces is fixed at 1/3. Second, for the birth-death process, both ρ A|P and ρ A|H 280 go to 0 as N increases. This is because for large populations the probability that any one 281 individual is chosen to reproduce in close to 0.
282
An interesting extension of Theorem 2 is to the neutral fixation probability of a set M 283 of A types. Such a fixation probability is defined as the probability that the population 284 eventually consists entirely of all A given that it initially started with a set M ⊂ V (G) of
285
As.
286
Theorem 3. The neutral fixation probability ρ A|m of a set M of A types on a graph G 287 undergoing either a birth-death or death-birth Moran process is
That is, the neutral fixation probability of a set of A types is the sum of the individual neutral 289 fixation probabilities.
290
A proof of this theorem in found in the appendix.
291
This theorem is remarkable in that the configuration of the A types is irrelevant. It does 292 not matter if the set M is clustered or spread about the graph; the fixation probability is 293 the same; see Figure 3 . Figure 3: The fixation probability of a set of individuals is the sum of the fixation probabilities of the individuals in the set. In this example on a lattice, the set of black individuals has the same fixation probability whether they are clumped (a) or spread out (b). 
Non-neutral Cases

299
Relating reproductive value to an existing object in the study of evolutionary graphs, the 300 temperature of vertices as introduced in [18], allows us to gain some traction.
301
For the birth-death process, the temperature T i of a vertex v i is
where the sum is over all neighbours of v i . If the graph is weighted with w ji weights, as in 303 the death-birth process, the above definition can be rewritten accordingly:
Equation (18) a Moran process and the probability ρ that the mutant fixes in the population is observed.
315
This is the constant-fecundity process [18] .
316
The results of [18] are that for an isothermal graph, where all vertices have the same 317 temperature, the fixation probability is exactly what one would find in a unstructured 318 population-that is, where all verticies are adjacent; a complete graph-of the same size, N . 
if, and only if, 
for the death-birth process, and
for the birth-death process. reproductive values and at least one neighbour of v l has a reproductive value greater than 334 V l . Consider the death-birth process; the argument for the birth-death process is similar.
335
From Equation 8,
Also,
Hence, T k = T l , which is a contradiction.
In [5] the authors prove that, assuming dispersal from a vertex is uniform, a graph is isotermal if, and only if, the graph is regular. In light of Corollary 1 or Theorem 4, an analogous result exists for reproductive value. An interesting question is, is it possible for the vertices of a non-regular graph to all have the same reproductive value? The answer is yes, as is seen by, once again, returning to the wheel graph example. For the wheel graph on 9 vertices in Figure 1 consider the birth-death process and define the dispersal probabilities
, and, u HP = 1 8 .
This example is easily seen to be isothermal and hence, by Theorem 4, all vertices have the 339 same reproductive value.
340
For the death-birth process and constant fecundity, higher-degree vertices are favoured or birth-death. The difference in fecundity acts to embelish the effect of reproductive value.
354
Reproductive value provides a unifying concept for these results. The payoffs accrued by individuals interacting according to the game in Matrix (25) 361 translate into fecundity. The fecundity of an individual i is
where δ is the strength of selection and P is the payoff received from playing the game with 1/N and is replaced by an offspring of its neighbour j with probability
where f tot is the total fecundity of all the neighbours of i. For the birth-death process, an individual i is chosen for reproduction with probability
and the offspring displaces a neighbour of i with uniform probability, 1/d i .
370
To illustrate the effects of reproductive value on the outcome of an evolutionary game,
371
I consider the simplest example of a heterogeneous graph, the 3-line in Figure 1 . Denote a 372 end point vertex with the subscript p and the central hub vertex with h. I consider only the 373 birth-death process.
374
The reproductive values for the birth-death process are easily calculated from Corollary 375 1:
Hence, in the neutral process, where δ = 0 in Equation (26),
, and, ρ h = 1 5 .
The neutral fixation probabilies ρ neutral give us a condition for the spread of the strategy A: emerges on an end vertex and ρ A|h > ρ neutral|h = 1/5 on the hub vertex.
383
I now calculate the probability that a single A reaches fixation in a population otherwise 384 comprised of all B. To do this, I assume weak selection. This means that δ 1 in Equation
385
(26). This allows for an accurate Taylor series approximation for Equation (26). satisfied. This is an example of a spiteful behaviour: an individual pays a cost to purposely 393 harm another [10] .
394
A similar calculation reveals that the fixation probability of an A type that emerges on 
This A is favoured by evolution provided b/c < −18/7. Again, this is satisfied only when 397 b < 0.
398
To compare these two results for the fixation probability of spite, suppose that the cost 399 of the spiteful act is fixed at c = 1. Then it is seen that the hub requires a higher level of 400 spite than the end point vertices in order for the trait to fix in the population. Put another 401 way, spite can emerge more easily on the end point vertices.
402
The lesson from this example is that the spread of strategy may be tied to where the cases. Reproductive value unites these into two sides of the same coin.
414
The main driving force of these differences is the neutral fixation probability. Some an individual on such a site.
418
The effect of heterogeneous population structures is still not well understood. It is now 419 well-known that degree-heterogeneous graphs can affect evolution [1, 27, 5, 4 ], but an ex-420 planation of how the degrees of individual vertices contribute to these effects is still needed.
421
The concept of reproductive value fills this void. In the neutral process, those individuals 422 that reside on vertices of a higher reproductive value have a higher-than-average probability 
That is, the neutral fixation probability of a set of A types is the sum of the individual neutral 516 fixation probabilities.
517
In preparation for this proof, define the state of the population to be the set of A types in 518 the population. For all states S, the fixation probability ρ S of the set S satisfies the equation
As an explicit instance of this equation, consider a well-mixed population of size N . The 520 states are precisely the number of A types. Equation (34) is then 521 ρ i = P i,i+1 ρ i+1 + P i,i−1 ρ i−1 + (1 − P i,i+1 − P i,i−1 )ρ i ,
which is found elsewhere in the literature [20] .
522
Proof. Considering all states of the population, Equation (34) is a system of equations. For Hence, Equation (33) is a solution to Equation (34) and is, therefore, the desired probability.
545
The argument above can be descibed as follows. Every instance of a vertex j of M being 546 replaced by an individual k not in M exactly cancels with an instance of j replacing k to 547 create the set M ∪ k.
548
The argmuent for the death-birth process is analogous. The only difference is that Equa- 
554
Proof. I consider a death-birth process; the result for the birth-death process is derived 555 analogously. A general proof that holds irrespective of the update rule can be derived from 556 the results of [15] . The proof of this theorem hinges on the Equation (34). The following 557 argument follows [3] where the authors prove a similar result for a birth-death process.
558
Similar to the previous proof, ρ A|i satisfies
Rearranging yields 
The solution for this is ρ A|i = d i . Normalizing by the sum of the degrees gives the result.
