Nowadays there is an increasing demand for detailed 3D modeling of buildings using elevation data such as those acquired from LiDAR airborne scanners. The various techniques that have been developed for this purpose typically perform segmentation into homogeneous regions followed by boundary extraction and are based on some combination of LiDAR data, digital maps, satellite images and aerial orthophotographs. In the present work, our dataset includes an aerial RGB orthophoto, a DSM and a DTM with spatial resolutions of 20cm, 1m and 2m respectively. Next, a normalized DSM (nDSM) is generated and fused with the optical data in order to increase its resolution to 20cm. The proposed methodology can be described as a two-step approach. First, a nearest neighbor interpolation is applied on the low resolution nDSM to obtain a low quality, ragged, elevation image. Next, we performed a mean shift-based discontinuity preserving smoothing on the fused data. The outcome is on the one hand a more homogeneous RGB image, with smoothed terrace coloring while at the same time preserving the optical edges and on the other hand an upsampled elevation data with considerable improvement regarding region filling and "straightness" of elevation discontinuities. Besides the apparent visual assessment of the increased accuracy of building boundaries, the effectiveness of the proposed method is demonstrated using the processed dataset as input to five supervised classification methods. The performance of each method is evaluated using a subset of the test area as ground truth. Comparisons with classification results obtained with the original data demonstrate that preprocessing the input dataset using the mean shift algorithm improves significantly the performance of all tested classifiers for building block extraction.
INTRODUCTION
High fidelity 3D models of buildings constitute a valuable source of information for disaster monitoring, building reconstruction, urban planning and decision making. Although the recent development of a variety of Very High resolution optical sensors offers a detailed description of an urban area, the lack of elevation information prevents their use in the construction of 3D building models. The airborne LiDAR scanners, a successful and well established technology, are used to acquire elevation information 1 which is then utilized either exclusively 2 or in parallel with other complementary data such as digital maps and Video Image Sequences 3 , high resolution satellite images 4 or aerial orthophotographs 5 .
In Vosselman 5 the 3D building reconstruction is assisted by accurate 2D digital maps used to locate buildings in laser scanning data, thus, bypassing the need for an automatic building detection phase. Building roofs can then be reconstructed from point clouds through a model based or data driven approach.
In Ahlberg et al. 6 the authors describe a procedure for 3D building reconstruction utilizing high resolution LiDAR data and orthophotos. Their methodology comprises of the following stages: DTM production using deformable models, ground classification by height thresholding, and segmentation. Next, an artificial neural network is applied on the segments for building and non-building classification. The input parameters of that network are measures of shape, curvature and maximum slope. Finally, planar roof faces are extracted from the elevation data in order to achieve the 3D reconstruction.
Another methodology for 3D building reconstruction is proposed in Chen et al. 7 . The authors fuse information from aerial, multispectral satellite imagery and LiDAR data. The first part is the building detection that involves region-based segmentation and knowledge-based classification. The second part, 3D building reconstruction, includes four stages: (i) developing of 3D planar patches, (ii) initial detection of building edges, (iii) extraction of straight lines, and (iv) a patented method (split-merge-shape) for building modeling.
Our original dataset considers an area of Athens, Greece, and includes aerial orthophotos in the RGB color space at a spatial resolution of 20cm, a DSM generated from LiDAR point cloud with spatial resolution of 1m and elevation resolution of 20 cm and a DTM at a spatial resolution of 2m. This dataset has been used in one of our previous works 8 where various unsupervised and supervised classification methods were implemented and their ability to accurately extract building blocks was tested. Although good results are obtained from the above methods, especially the supervised ones, for better and more accurate results we propose an adaptive preprocessing technique based on mean shift filtering 9,10 for: a) smoothing the high resolution orthophoto without at the same time destroying optical edges, and b) increasing the resolution of nDSM to that of the orthophoto image using data fusion through joint mean shift upsampling with adaptive selection of the corresponding kernel bandwidths. This paper is organized into 6 sections. Section 2 presents the mean shift algorithm and the proposed preprocessing methodology. Section 3 describes the data set used. Section 4 provides an overview of the supervised classification methods tested. Classification results and statistics of the classifiers for both the original and preprocessed datasets are presented in Section 5. Finally, Section 6 draws the conclusions.
MEAN SHIFT-BASED METHODOLOGY FOR DATA PREPROCESSING
In this Section we present a novel data preprocessing method in order to increase spatial resolution of elevation data. In the proposed method, low resolution elevation data are fused with high resolution optical data through the mean shift algorithm. The result is improved quality for both the optical and the upsampled elevation data. Following a short presentation of the mean shift algorithm, the section concludes with the presentation of the mean shift-based data fusion and upsampling method.
The mean shift algorithm
Mean shift is a non-parametric, iterative algorithm for finding the local maxima in a density function. Although it was first proposed by Fukunaga and Hostetler 9 about 40 years ago, only recently it has been introduced by Comaniciu and Meer 10 to low-level vision problems, such as edge preserving smoothing, segmentation and clustering.
This method makes no prior assumptions about the form of the density function or, in case of clustering, about the number of clusters. Using a kernel-based approximation of the underlying density, the algorithm employs fixed point iteration to solve the nonlinear maximization problem of locating the modes (i.e. the maxima) of the density. Specifically, the iterations are initialized with a point in feature space. Then, each iteration consists of two steps:
• In the first step, it computes the point of highest density in a neighborhood of the current estimate by evaluating the weighted average of the feature values in this neighborhood. The weights for computing the average and the size of the neighborhood are chosen in advance. They are determined by the selection of the kernel function and its bandwidth, h.
• In the second step, the mode estimate is updated by moving towards the point of highest concentration.
These two steps are repeated until there is no further modification in the values of the mode estimates. The speed of convergence and the accuracy of the final value depend on the kernel chosen and the size of the neighborhood. The algorithm uses one kernel for each different type of feature that constitute the dimensions of the data (range) space. For one type of feature and one kernel of bandwidth h, the update formula for the mean shift is
where n is the iteration index, {z i | i = 1, …, N} is the initial data set, k( ) is the interpolating kernel, often selected to be Gaussian or box shaped and x(n) is the point trajectory in feature space.
Data fusion and upsampling
Because our LiDAR data are of low quality, improving their resolution and sharpness requires using additional information from other sources.
For this purpose, in our approach, we fuse the elevation information with a high resolution color orthophoto image of the same region in a similar way to the use of bilateral filtering 11 for data upsampling 12 . The implicit assumption is that the optical data can provide the necessary information about the significant edges. The high detail content of the color image will be a guide for improving the quality of the elevation image. But the optical data also contain a great amount of unnecessary noisy edges. So, our problem is twofold:
• to smooth small color variations in areas of small elevation variations and smooth out height variations, due to noise, in areas of relatively flat color content, and
• to preserve the significant optical edges.
To achieve this we use a variant of the mean shift algorithm and operate jointly on the optical and elevation data. During the iterative process and through the coupling of the data the aim is to fuse the significant edges while smoothing the noise. Unavoidably, however, as the iterations progress, data coupling will also cause over-smoothing of important edges. To control it, we have introduced an additional constraining factor.
The proposed methodology is autonomous and adaptive. It can be described as a two-step approach. First, an initial upsampling using the typical nearest neighbor interpolation technique is performed on the low resolution elevation data (nDSM) to increase its size to the size of the color image.
Next, in order to improve the quality of the result and eliminate the staircase effects of nearest neighbor upsampling near elevation discontinuities, we perform a restricted mean shift-based discontinuity preserving smoothing on the combined (optical and elevation) data. For this purpose, each pixel i is represented by a feature vector z i that includes the three color components, z i c and its elevation value z i e . We have chosen both the color and elevation space kernels to be Gaussian.
Moreover, to avoid the gradual loss of useful details in the color image as the iterations progress, we introduce an extra weight factor. It also has a Gaussian form and its argument depends on the L 2 -norm between the 3D color vectors of a pixel and those of its neighbors in the initial image. So, the formula for the joint feature vector update becomes:
with the smoothing constraining factor being given by
where n is the iteration index, i, j are data indices and the normalization constant K j (n) is computed as follows
The bandwidths, h c (j) and h e (j), of the kernels are adapted to the local statistical characteristics of the neighborhood of each pixel. They are computed once, at the beginning of the iterative smoothing process, based on the original data. At each pixel their values are the root mean square deviation of the corresponding feature values of the pixel and those of its neighbors. In the case of color bandwidth, h c (j), the root mean square deviation is between the 3D color vectors of a pixel and its neighbors.
The value of hg(j,i) is computed as follows: Let pixel j belong to the neighborhood of pixel i and consider the direction of the displacement vector d ji from i to j. Then hg(j,i) is the mean length of the directional derivatives over the whole color image in the direction d ji .
The update formula (1) clearly indicates the interdependency, during the updating step, of the color and the elevation values. For example, if a pixel has color value x j c (n) that differs considerably from some of the neighbors z j c then these neighbors will not contribute in the computation of either the color or the elevation mean update of the pixel. The same is true of the influence of the elevation differences in computing the updates. This has the effect that if for a pixel there is a large discrepancy in one space with some of its neighbors then this is mirrored in the other space.
The results of the processing are, on one hand, an edge preserving smoothing of the RGB image, and on the other, an elevation image with much straighter height discontinuities. Color variations, due to noise, in flat surfaces of the RGB image have become more homogeneous without losing the significant optical edges. At the same time, the elevation image has gained significantly in detail and sharpness with the different elevation surfaces becoming much better discriminated. It should be noted that edges due to shadows in the color image do not appear in the resulting elevation image if they do not correspond to significant elevation variations.
DATA DESCRIPTION AND PREPROCESSING
For our experiments we have used the following dataset from the Kallithea neighborhood of Athens, Greece:
Orthophotos of spatial resolution of 20 cm from color aerial imagery (channels R, G, B) acquired by the National Cadastre and Mapping Agency of Greece (Fig. 1a) . The acquisition of the orthophotos was in the year 2007. By combining the DSM and DTM datasets we produced the normalized DSM (or nDSM) of the above area (Fig. 1b) . The nDSM is the difference between DSM and DTM and represents the net building heights rather than the absolute elevations. In our experiments we used the 3 channels of the orthophoto augmented by the nDSM as one additional channel. The values of all these 4 channels were normalized in the same range [0, 255].
To smooth the optical image and upsample the nDSM, we employed the proposed adaptive preprocessing technique (see Sec. 2.2) on the original data. The result was to obtain a better quality RGB image as shown in Fig. 2a and an improved nDSM as shown in Fig. 2b (compare with the low quality, ragged, elevation image of Fig. 1b) . A better assessment of the method's strengths and qualities can be obtained from the detail shown in Fig. 3 . 
SUPERVISED IMAGE CLASSIFICATION TECHNIQUES
The five supervised classification techniques used in this work are from the fields of Artificial Neural Networks (ANN) and Machine Learning. The first two ANN classifiers used in this paper are multilayer feedforward neural networks (MFNs) trained with the Levenberg-Marquardt algorithm 13 . One and two hidden layer architectures have been used in the design of the classifiers. Following experimentation with several networks each of which had a different number of hidden units, we eventually selected one network with one hidden layer of 20 neurons denoted as MFN-1 and another one with two hidden layers of 50 and 10 neurons, respectively, denoted as MFN-2. In both cases, a training phase of less than 30 epochs was enough for convergence of the classifiers.
The third classifier is a Cascade-Correlation Neural Network (CCNN) 14 which represents a solution towards automatic architecture specification (i.e. number of hidden layers and numbers of neurons per layer) of MFN classifiers. According to this algorithm, starting from a minimal single layer architecture, hidden units are added one by one until the new topology is sufficient to solve the problem. The CCNN algorithm results in minimal topologies and is trained with the same algorithms as the MFNs. CCNN was also trained in this work with the Levenberg-Marquardt algorithm.
The fourth ANN paradigm is a single layered network trained with the learning vector quantization (LVQ) algorithm 15 and will be denoted as the LVQ classifier. This algorithm assumes that a set of class-labeled reference vectors, known as codebook vectors, has been selected to represent both the data categories and the synaptic weights of the ANN. The objective of the learning procedure is to place the codebook vectors in the input space in such a way as to optimally describe the boundaries of the classes through an adaptive iterative process. Since the partition of the input space depends strongly on the number of codebook vectors selected for each class, an ensemble of networks with different numbers of codebooks has been examined picking up finally the one leading to maximum performance. The LVQ network used in this work had 100 neurons and was trained for T = 15000 iterations (about one epoch!) with an adaptation gain decaying linearly to zero according to α(t) = α 0 (1 -t/T), where t is the current iteration and α 0 = 0.3.
Finally, the fifth classifier is one of the most popular classifiers in the field of Machine Learning, namely the Support Vector Machine (SVM). SVMs have been introduced within the framework of Statistical Learning Theory 16 developed by Vapnik and co-workers. The approach consists in searching for the separating surface between 2 classes by the determination of the subset of training samples which best describes the boundary between the 2 classes. These samples are called support vectors and completely define the classification system. In the case where the two classes are nonlinearly separable, the method uses a kernel expansion in order to make projections of the feature space onto higher dimensionality spaces where the separation of the classes becomes linear.
In all cases, the training process was designed to avoid overtraining. Overtraining is a well-known problem in neural network training and is due to a high tuning of the ANNs on the examples of the training set, usually resulting to poor generalization. To alleviate this problem, the data set is split into a training set and a validation set. While the training set is used to train the networks, the validation set is used to evaluate the network's performance at regular steps during the training phase. Training is stopped when the performance on the validation set is maximized.
(a) (b) Figure 4 . a) The prototype building block mask showing the building pixels, and b) the total area from which we extract the classification statistics.
BUILDING BLOCK CLASSIFICATION RESULTS
All experiments have been performed using the Matlab and Orfeo Toolbox/Monteverdi environments. The training and validation sets included a total of 20958 pixels (RGB and z values -14669 for training and 6289 for validation) along with their correct classification and have been extracted from a different region of Kallithea suburb by specifying small polygons representing the two classes: buildings and non-buildings. Following training of the supervised classifiers, test results have been obtained regarding the central urban block of Fig. 1 (including patio pixels in the middle of the block). The corresponding prototype building block mask to which all results were compared is shown in Fig. 4a and the overall image area from which we assess classification accuracy for all algorithms is an inflated (dilated by a few pixels) version of the minimum area bounding rectangle around the central building block as shown in Fig. 4b .
In all classification results buildings are shown as white and non-buildings as black pixels. For the evaluation and quantitative comparison of all classification methods we compared all results with the prototype mask of Fig. 4 through the following statistical measures:
, where a ij is the number of pixels from the jth class that have been classified as belonging to the ith class, divided by a rj , the overall number of pixels from class j.
b) Overall accuracy: ∑a ii / a t , where a t is the total number of pixels (of the evaluation subset) c) Kappa coefficient: k = P 0 -P e 1 -P e , where P 0 is the probability of correct pixel classification, i.e. P 0 = ∑a ii / a t , and P e = ∑a ri a ci / a t 2 , with a cj being the overall number of pixels assigned to class j. Values of k exceeding 0.75 suggest strong -non-accidental -classification performances 17 .
The corresponding confusion matrices, kappa coefficients and accuracies of the five algorithms before and after preprocessing are shown in Table 1 . For convenience, CM 0 , k 0 , Acc 0 signify the statistics of the classifiers for the original datasets and CM 1 , k 1 , Acc 1 after the proposed preprocessing. From Table 1 it is obvious that the proposed data preprocessing is the reason for significant improvement in classification performance. The increase in k ranges from 0.0087 for MFN-1 to 0.0370 for CCNN and the increase in A typical classification result using the original data is shown in Fig. 5a (actually, this result was obtained using the MFN-1 classifier). The quality of the original data -especially of nDSM of Fig. 1b -is the reason for the ragged boundaries of Fig. 5a . The improved results obtained using the preprocessed data of Fig. 2 are shown in Figs. 5b through 5f.
CONCLUSIONS
The main contribution of this work is the development of a data preprocessing method based on the mean shift algorithm for the improvement of multisource data used in applications such as automatic building detection and automatic generation of 3D building models. In particular, we showed that fusion of optical and elevation data through a joint feature update of the mean shift algorithm resulted in a qualitative improvement of both optical RGB data through edgepreserving smoothing and elevation (nDSM) data through mean shift-based upsampling. This data preprocessing method is shown to significantly improve performance of five neural networks trained to classify pixels (RGB and z-values) as buildings or non-buildings. The three statistical measures, namely confusion matrix, kappa coefficient and overall accuracy show improvement in the case of mean shift-based preprocessed data for all classifiers. Although another 1% -2% of improvement in classification performance could be easily achieved through a simple masking of the results with a trees vs. no-trees mask (e.g. created with a neural network classifier), we eventually did not use it since the purpose was to implicitly quantify the importance of the mean shift algorithm as a preprocessing tool rather than optimize by all means the classification performance per se.
