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Abstract. We investigate a Verhulst process, which is the special
functional of geometric Brownian motion and has many applica-
tions, among others in biology and in stochastic volatility models.
We present an exact form of density of a one dimensional distribu-
tion of Verhulst process. Simple formula for the density of Verhulst
process is obtained in the special case, when the drift of geomet-
ric Brownian motion is equal to − 1
2
. Some special properties of
this process are discussed, e.g. it turns out that under Girsanov’s
change of measure a Verhulst process still remains a Verhulst pro-
cess but with different parameters.
Key words: geometric Brownian motion, Verhulst pro-
cess, Girsanov’s change of measure, Laplace transform,
exponential functional of Brownian motion
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1. Introduction
The paper is devoted to study the distribution of Verhulst process. A
Verhulst process is the special functional of geometric Brownian motion
with drift and its integral. The process had been studied among others
by Mackevicˇius [7] and Lungu and Øksendal [6], where it is called a
process of population growth in stochastic crowded environment. The
results in both papers were obtained by a some kind of approximations.
In Øksendal [14] there were indicated some applications of a Verhulst
process in finance and biology. Mackevicˇius [8] during his conference
presentation on Vilnius Conference 2014 indicates on the need to find
the closed-form expressions for Laplace transform and exact distribu-
tion of Verhulst process. In this paper we provide the formulas for
one dimensional distribution of the process. Results obtained by Yor
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and collaborators in several papers and monographes (see, e.g. [2],
[3], [4], [9], [11], [12], [13]) on the distribution of (B
(µ)
t ,
∫ t
0
eB
(µ)
u du),
where B
(µ)
t = Bt + µt is a Brownian motion with drift, give us the
background in providing closed formulas for the density of Verhulst
process, which in case of drift µ = −1
2
becomes especially simple. We
present also some interesting and important properties of the Verhulst
process among them the fact that a Verhulst process remains, under
Girsanov’s change of measure, a Verhulst proces but with different pa-
rameters. The ideas presented below are original and are not easy
consequences of the previous results.
2. Distribution and properties of Verhulst process
We work on a complete probability space (Ω,F ,P) with filtration
(Ft)t∈[0,∞) and Brownian motion B defined on it. We define a Verhulst
process θ(µ,β) starting from 1 as the functional of a Brownian motion
with drift
(1) θ
(µ,β)
t =
eBt+µt
1 + β
∫ t
0
eBs+µsds
.
It is easy to see that this functional is the unique strong solution of
SDE
(2) dθ
(µ,β)
t = θ
(µ,β)
t dBt +
(
(µ+ 1/2)θ
(µ,β)
t − β(θ(µ,β)t )2
)
dt, θ
(µ,β)
0 = 1,
for µ ∈ R, β ≥ 0 and t ≥ 0. It is worth to note that taking θ(µ,β)t starting
from any x > 0 does not change any of its probabilistic properties (see
also Section 3). As it was mentioned, the process θ(µ,β) is also known
in literature as a process of population growth in crowded stochastic
environment process (see [14]). The approximation of the process was
presented in [7]. The properties of Verhulst process were also studied
by Jakubowski and Wiśniewolski [5]. In particular it was shown there
(see Theorem 2.19) that for λ > 0, a ∈ R, we have
(3) E
[
exp
(
− λe
aB
(µ)
t
1 + βA
(µ)
t
)]
= E
[
F
B
(µ)
t
(
β−1R(λe
aB
(µ)
t )(1/2)
)]
,
where B
(µ)
t = Bt + µt, A
(µ)
t =
∫ t
0
e2B
(µ)
s ds, and Fx is given by
(4) Fx(z) = exp
(
− ϕz(x)
2 − x2
2t
)
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with
ϕx(y) = arcosh(xe
−y + cosh(y))(5)
= ln
(
xe−y + cosh(y) +
√
x2e−2y + sinh2(y) + 2xe−y cosh(y)
)
.
Moreover, Rx is a squared Bessel process with the index −1 starting
at x and independent of (B
(µ)
t , t ≥ 0).
Observe that from (3) we easily obtain the Laplace transform of
θ
(µ,β)
t .
Proposition 2.1. For λ > 0 we have
(6) Ee−λθ
(µ,β)
t = E
[
F
B
(2µ)
t
(
(4β)−1R(λe
2B
(2µ)
t )(1/2)
)]
.
Proof. Exactly in the same manner as in the proof of Theorem 2.20 in
[5], we have
θ
(µ,β)
4t =
e2(B4t/2+2tµ)
1 + 4β
∫ t
0
e2(B4t/2+2tµ)du
.
Since B4t/2 is a Brownian motion, the statement follows from (3) with
a = 2, µ replaced by 2µ and β replaced by 4β. 
The following lemma will be used further.
Lemma 2.2. Fix γ > 0, µ ∈ R, β ≥ 0. Then
(7) M
(γ,µ,β)
t = e
−γ
∫ t
0
θ
(µ,β)
s dBs−
γ2
2
∫ t
0
(θ
(µ,β)
s )
2ds, t ∈ [0,∞)
is a martingale.
Proof. It is enough to prove that for fixed T > 0 the local martingale
M
(γ,µ,β)
t , t ∈ [0, T ] is bounded. It is so, since SDE (2) implies that
exp
(
−γ
∫ t
0
θ(µ,β)s dBs −
γ2
2
∫ t
0
(θ(µ,β)s )
2ds
)
= e
−γ
(
θ
(µ,β)
t −1−(µ+1/2)
∫ t
0
θ
(µ,β)
s ds+β
∫ t
0
(θ
(µ,β)
s )
2ds
)
−
γ2
2
∫ t
0
(θ
(µ,β)
s )
2ds
= e
−γ(θ
(µ,β)
t −1)−(γβ+
γ2
2
)
∫ t
0
(
(θ
(µ,β)
s )
2−2θ
(µ,β)
s
γ(µ+1/2)
γ2+2γβ
+
(
γ(µ+1/2)
γ2+2γβ
)2)
ds×
× e
(γ(µ+1/2))2
4(γβ+γ2/2)
t
<∞.

Remark 2.3. One can wonder if M
(γ,µ,β)
t = e
γ
∫ t
0 θ
(µ,β)
s dBs−
γ2
2
∫ t
0 (θ
(µ,β)
s )
2ds,
for a fixed γ > 0, could be a martingale as well. In Remark 1.1 [4] it
was noticed that M
(γ,µ,β)
can not be a martingale.
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Lemma 2.2 enables us to define a new probability measure
(8)
dQ(γ,µ,β,T )
dP
∣∣∣
FT
=M
(γ,µ,β)
T .
From Girsanov’s theorem Vs = Bs+γ
∫ s
0
θ
(µ,β)
u du, s ≤ T , is a Brownian
motion under Q(γ,µ,β). This leads us to the following
Theorem 2.4. Let θ
(µ,β)
t be defined by (1) and Q
(γ,µ,β,T ) by (8). Then
(9) θ
(µ,β)
t =
eVt+µt
1 + (β + γ)
∫ t
0
eVu+µudu
, t ≤ T,
where V is a standard Brownian motion under Q(γ,µ,β,T ).
Proof. From Ito’s lemma and (2) follows that
ln θ
(µ,β)
t = Bt +
∫ t
0
(µ− βθ(µ,β)s )ds.(10)
Taking Vt = Bt + γ
∫ t
0
θ
(µ,β)
u du, a Brownian motion under Q(γ,µ,β,T ), we
obtain from the last equality that
Vt + µt = ln θ
(µ,β)
t + (β + γ)
∫ t
0
θ(µ,β)u du.(11)
Thus direct computation yields∫ t
0
eVu+µudu =
∫ t
0
θ(µ,β)u e
(β+γ)
∫ u
0 θ
(µ,β)
s dsdu
=
1
γ + β
(
e(β+γ)
∫ t
0 θ
(µ,β)
u du − 1
)
.
From the last equality and (11) we finally have
θ
(µ,β)
t =
eVt+µt
1 + (β + γ)
∫ t
0
eVu+µudu
.

This theorem justifies that a Verhulst process θ(µ,β) on (Ω,F ,P) re-
mains a Verhulst process under Q(γ,µ,β,T ), though with different param-
eters.
Proposition 2.5. If (θ
(µ,β)
t ), t ≤ T , is a Verhulst process with param-
eters (µ, β) on (Ω,F ,P), then (θ(µ,β)t ) is on (Ω,F ,Q(γ,µ,β,T )) a Verhulst
process with parameters (µ, γ + β).
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We are ready to derive the formula for the density of one dimensional
distribution of Verhulst process, i.e. the density of θ
(µ,β)
t for a fixed
t > 0. Let us introduce the following notation
P(θ
(µ,β)
t ∈ dx) = gt(β, x)dx.
Observe that for β = 0, gt(0, x) is the density of geometric Brownian
motion eBt+µt. Proposition 2.5 implies that
gt(β + γ, x) = gt(β, x)E(M
(γ,µ,β)
t |θ(µ,β)t = x).
In particular, for β = 0 we obtain
gt(γ, x) = gt(0, x)E(M
(γ,µ,0)
t |eBt+µt = x).(12)
Theorem 8.1 in Matsumoto - Yor [12] states that:
for any t > 0, λ > 0, v > 0, x ∈ R
ψ
(µ)
t (v, x)E
(
e−
λ2
2
∫ t
0
e2Bu+2µudu
∣∣∣
∫ t
0
eBu+µudu = v, Bt + µt = x
)
(13)
= eµx−µ
2t/2 λ
4 sinh(λv/2)
e−λ(1+e
x) coth(λv/2)Θ(φ(v, x, λ), t/4),
where
ψ
(µ)
t (v, x) =
1
16
eµx−µ
2t/2 1
v
e−
2(1+ex)
v Θ(4ex/2/v, t/4),
Θ(r, t) =
r√
2pi3t
e
pi2
2t
∫
∞
0
e−
z2
2t e−r cos(z) sinh(z) sin(piz/t)dz,
φ(v, x, λ) =
2λex/2
sinh(λv/2)
.
Using this result we can write the formula for density of Verhulst pro-
cess.
Theorem 2.6. The density of Verhulst process is given by
gt(γ, x) = gt(0, x)e
−γ(x−1)EHt(a
(µ)
t , x),
where a
(µ)
t =
∫ t
0
eBu+µudu, and
Ht(y, x) = e
γ(µ+1/2)yE
(
e−
γ2
2
∫ t
0 e
2Bu+2µudu|a(µ)t = y, Bt + µt = ln x
)
.
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Proof. We have from (7) and (2)
E(M
(γ,µ,0)
t |eBt+µt = x) = e−γ(x−1)E
(
eγ(µ+1/2)a
(µ)
t −
γ2
2
∫ t
0 e
2Bu+2µudu|eBt+µt = x
)
= e−γ(x−1)
∫
∞
0
Ht(y, x)P(a
(µ)
t ∈ dy)
= e−γ(x−1)EHt(a
(µ)
t , x).
Thus, the result follows from (12). 
Remark 2.7. Taking together Theorem 2.6 and (13) enable us to write
down the close formula for density of Verhulst process. The density of
a
(µ)
t can be obtained from the formula
P(a
(µ)
t ∈ dv, Bt + µt ∈ dx) = ψ(µ)t (v, x)dvdx
(see [12, Theorem 4.1]). Another formula for density of a
(µ)
t can be also
found on page 612 in [1], formula (1.8.4).
Proposition 2.8. For a Verhulst process θ
(µ,β)
t , a Brownian motion B,
β > 0 and µ 6= −1/2 we have
θ
(µ,β)
t e
β
∫ t
0
θ
(µ,β)
s ds = eBt+µt,
Eeβ
∫ t
0
θ
(µ,β)
s ds = 1 +
β
µ+ 1/2
(
e(µ+1/2)t − 1
)
.
Proof. The first equality follows immediately from (10). For the second
observe that
eβ
∫ t
0 θ
(µ,β)
s ds = (1 + β
∫ t
0
eBu+µudu),(14)
so
e(µ+1/2)t = EeBt+µt = Eθ
(µ,β)
t e
β
∫ t
0 θ
(µ,β)
s ds =
1
β
∂
∂t
Eeβ
∫ t
0 θ
(µ,β)
s ds.
Thus
Eeβ
∫ t
0
θ
(µ,β)
s ds = 1 +
β
µ+ 1/2
(
e(µ+1/2)t − 1
)
.

As an example of applications we present a solution to problem of
finding a special representation of Brownian motion with drift. For
another distributional equations of this kind see e.g. Section 13 in [10].
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Example 2.9. Let B be a Brownian motion under P, µ ∈ R and
α ∈ (0, 1). Our aim is to find a measure Q, a Brownian motion V
under Q and a random variable G such that distribution of G under P
and under Q belongs to the same class, and for fixed t > 0
Bt + µt = α(Vt + µt) + (1− α)G.(15)
Fix T , T > t, and γ > 0. To find a representation (15) we take
Q = Q(γ,µ,β,T ) given by (8) with β = γα
1−α
. Then Vt = Bt + γ
∫ t
0
θ
(µ,β)
s ds
is a Brownian motion under Q. By (10) and (14) we have
eVt+µt = θ
(µ,β)
t
(
1 + β
∫ t
0
eBs+µsds
)β+γ
β
.
From the definition of θ
(µ,β)
t and the last equality we obtain
eBt+µt = e
β
β+γ
(Vt+µt)(θ
(µ,β)
t )
γ
β+γ .(16)
Since α = β
β+γ
, by taking ln of both sides of (16) we have
Bt + µt = α(Vt + µt) + (1− α) ln θ(µ,β)t ,
which is (15) with G = ln θ
(µ,β)
t . Observe that ln θ
(µ,β)
t under both P and
Q belongs to the same family of ln of Verhulst process. This finishes
the proof.
Now, we present another formula for Laplace transform of Verhulst
process.
Proposition 2.10. Let θ
(µ,β)
t be a Verhulst process with parameters
(µ, β). Then for λ ≥ 0
(17) Ee−λθ
(µ,β)
t = eβEe−(β+λ)e
Bt+µt+β(µ+1/2)
∫ t
0 e
Bs+µsds−β
2
2
∫ t
0 e
2Bs+2µsds,
where B is a standard Brownian motion under P.
Proof. From Proposition 2.5 we know that a geometric Brownian mo-
tion eBt+µt under P becomes a Verhulst process θ˜
(µ,β)
t with parameters
(µ, β) under Q = Q(β,µ,0,t) given by (8). Thus
Ee−λθ
(µ,β)
t = EQe
−λθ˜
(µ,β)
t = Ee−λe
Bt+µt
M
(β,µ,0)
t ,
where M (β,µ,0) is defined by (7). The assertion follows from (2) and
some simple algebra. 
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3. Exponential random time and drift µ = −1
2
In this section we will consider a Verhulst process θ starting from
x > 0 with µ = −1
2
and β = x. Thus, θ is of the special form
θt =
xeBt−
t
2
1 + x
∫ t
0
eBu−
u
2 du
,(18)
where B is a Brownian motion. Let Tλ be an exponential random
variable with parameter λ > 0, independent of B. We have
Lemma 3.1. Let v =
√
2λ+ 1/4. The density of θTλ is given on
(0,∞) by
(19) P(θTλ ∈ dz) = 2λex−z
√
x/z3Fv(x, z)dz,
where
Fv(x, y) = Iv(x ∨ y)Kv(x ∧ y)
is a product of two modified Bessel functions.
Proof. For r ≥ 0 from Proposition 2.10 (where we put µ = −1/2, λ =
xr, γ = x) we obtain
Ee−rθt = exEe−x(r+1)e
Bt−t/2−
x2
2
∫ t
0
e2Bu−udu.
Thus, using [12, Theorem 4.11] describing the joint density of the vector
(eBTλ−Tλ/2,
∫ Tλ
0
e2Bu−udu), we have
Ee−rθTλ = exEe−x(r+1)e
BTλ
−Tλ/2−
x2
2
∫ Tλ
0 e
2Bu−udu(20)
= ex
∫
∞
0
∫
∞
0
e−x(r+1)y−
x2
2
w λ
yv+5/2
p(v)(w, 1, y)dydw,
where p(v) is the transition probability density of the Bessel process
with index v. Again from [12] (see Remark 2.1) we have for α > 0∫
∞
0
e−αtp(v)(t, x, y)dt = 2y
(y
x
)v
Fv(
√
2αx,
√
2αy).
Thus by (20), Fubbini’s theorem and the last identity we have
ex
∫
∞
0
∫
∞
0
e−x(r+1)y−
x2
2
w λ
yv+5/2
p(v)(w, 1, y)dydw
=
∫
∞
0
ex−x(r+1)y
λ
yv+5/2
2yv+1Fv(x, xy)dy
=
∫
∞
0
ex−rw−w
2λ
w3/2
√
xFv(x, w)dw
and the assertion follows from the standard Laplace transform argu-
ment. 
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Now we are ready to derive the exact formula for the density of θt.
Theorem 3.2. Fix t > 0. Then on (0,∞)
(21) P(θt ∈ dw) = e− t8+x−w
√
x
w3
(∫ ∞
0
1
z
e−
z
2
−
x2+w2
2z Θ(xw/z, t)dz
)
dw,
where
(22) Θ(r, t) =
r√
2pi3t
e
pi2
2t
∫
∞
0
e−
z2
2t e−r cos(z) sinh(z) sin(piz/t)dz.
Proof. We have on (0,∞)
P(θTλ ∈ dw) = λ
∫
∞
0
e−λtP(θt ∈ dw)dt.(23)
where Tλ is an exponential random variable with parameter λ indepen-
dent of the process θ. On the other side, from Lemma 3.1 for λ > 0
and v =
√
2λ+ 1/4, we have on (0,∞)
P(θTλ ∈ dw) = 2λex−w
√
x
w3
Fv(x, w)dw
= 2λex−w
√
x
w3
Iv(x ∨ w)Kv(x ∧ w)dw
= 2λex−w
√
x
w3
1
2
∫
∞
0
e−
z
2
−
(x∨w)2+(x∧w)2
2z Iv((x ∨ w)(x ∧ w)/z)dz
z
dw
= λex−w
√
x
w3
∫
∞
0
e−
z
2
−
x2+w2
2z Iv(xw/z)
dz
z
dw,
where in the third equality we used the identity
Iv(x)Kv(w) =
1
2
∫
∞
0
e−
z
2
−
x2+w2
2z Iv(xw/z)
dz
z
for w ≥ x > 0 (see (2.7) in [12]). To continue we use another identity
for modified Bessel functions (see (2.10) in [12])
Iv(r) =
∫
∞
0
e−
v2
2
tΘ(r, t)dt, r > 0
and obtain
λex−w
√
x
w3
∫
∞
0
e−
z
2
−
x2+w2
2z Iv(xw/z)
dz
z
= λex−w
√
x
w3
∫
∞
0
1
z
e−
z
2
−
x2+w2
2z
∫
∞
0
e−
v2
2
tΘ(xw/z, t)dt
= λex−w
√
x
w3
∫
∞
0
∫
∞
0
e−λt−
t
8Θ(xw/z, t)
1
z
e−
z
2
−
x2+w2
2z dzdt,
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where in the last equality we used Fubini’s theorem and that v2 =
2λ + 1/4. To finish the proof we compare the last expression with
(23). 
Now we consider a family of processes defined by (18) for all x > 0,
and to underline the dependence on x we denote this process by θ(x),
i.e.
θt(x) =
xeBt−
t
2
1 + x
∫ t
0
eBu−
u
2 du
.
From Lemma 3.1 we can deduce
Proposition 3.3. Let Tλ, Tˆ2 be two independent exponential random
variables, which are independent of the Brownian motion B. Then on
(0,∞)
(24) z2P
(
θTλ(Tˆ2) ∈ dz
)
= P(Tˆ2 ∈ dz)E(θTλ(z))2.
Proof. From Lemma 3.1 for x > 0, we have on (0,∞)
e−2xz2P(θTλ(x) ∈ dz) = 2λe−x−z
√
xzFv(x, z)dz.
Thus
e−2xE(θTλ(x))
2 =
∫
∞
0
2λe−x−z
√
xzFv(x, z)dz.
From symmetry of Fv, after integrating on x, we obtain
z2
∫
∞
0
e−2xP(θTλ(x) ∈ dz)dx =
( ∫ ∞
0
2λe−x−z
√
xzFv(x, z)dx
)
dz
= e−2zE(θTλ(z))
2dz.
The assertion follows. 
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