An efficient and stable computational scheme for parameterization of atmospheric chemistry is described. 
INTRODUCTION

Efficient computation of rates of chemical production and loss
is essential in the three-dimensional chemical transport models intended to study distributions of reactive atmospheric tracers. Direct calculation of these rates requires solution of a nonlinear system of kinetic equations relating the unknown rates to tracer concentrations. The number of calls to a chemical module in a three-dimensional simulation is typically counted in millions, and even if advanced numerical algorithms are used, it is extremely expensive to solve the kinetic system directly within the chemical tracer model (CTM). An altemative approach, pararneterization, h•volves replacing the nonlinear system with a set of explicit expressions describing the functional relationships between the unknown chemical rates (or concentrations of radicals, e.g., OH) and input parameters, such as tracer concentrations, temperature, pressure, and photodissociation constants (J values). Dunker [1986] In more complicated cases, however, higher-order approximations are preferable to avoid using an excessively fine grid, which in the N-dimensional space may lead to astronomical numbers of grid cells and thus to impractical cost in computer time and storage. However, the LSF procedure for high-order polynomials is often regarded as unsuitable, unstable, or too risky. The purpose of this paper is to describe an efficient and stable parameterization procedure based on computing high-order LSF polynomials. The procedure relies heavily on algorithms described by Lawson and Hanson [1974] . It was applied to parameterization of global OH used in the three-dimensional study of the distribution of CH3CC13 [Spivakovsky et al., this issue], and it is being presently applied to parameterization of tropospheric chemistry for studies of regional pollution [Jacob et al., 1989 ].
DESCRIFIION OF TtIE PARAMEIERIZATION PROCEDURE
The concentration of OH (or any other output of a photochemical model) can be regarded as a function of N independent variables (parameters) such as concentrations of trace gases, temperature, and radiation conditions. The task of parameterization is to f'md an analytical expression that mimics the functional relationship between the input parameters and the output of the full chemical model (FCM). As the first step of the parameterization procedure, we thoroughly sample the function using the FCM to obtain a set of points designated below as true points. An ordinary regular scheme of sampling, with points in the parameter space forming a rectangular grid, leads to enormous number of the FCM three values were used for each of the N parameters in a regular sampling scheme, then, for N=10 as much as 59,049 FCM calculations have to be performed, but only terms up to the second order in each variable can be used (the maximum order for each variable is determined by the number of projections onto the corresponding axis).
We chose to generate true points by selecting values for parameters randomly in accordance with the distributions expected in the atmosphere for each of the parameters. The random generation scheme provides the following advantages: (1) it allows us to achieve the best accuracy for the most prevalent conditions; (2) the number of FCM calculations is not dictated by a particular design of the sampling scheme; (3) the number of points projected onto each axis in the parameter space is roughly equal to the total number of points and in practice does not present a limitation for using terms of any reasonable order in a given variable. To ensure that the resulting polynomial reflects the general properties of the original function rather than a particular alignment of points in the sample, we use highly overdetermined LSF systems with the number of data points exceeding the number of unknowns by at least a factor of 10.
In solving the least squares problem we apply the method of Householder triangularization [Lawson and Hanson, 1974] The HFTI algorithm provides solutions to the LSF problem for multiple right-hand-side vectors (e.g., various output quantities of the FCM) at little additional cost. We adjusted the HFTI algorithm for sequential accumulation of rows of A,, x •, also described by Lawson and Hanson [ 1974] . This modification is important for processing vast systems originating from problems that involve polynomials in a large number of independent variables (e.g., a typical size for systems we used was approximately 3,000 x 300). The 
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correspond to concentrations of NO• (defined as NO + NO2 + NO3 + 2N2Os + HNO2 + HNO4), CO, 03, water vapor, and temperature, respectively. In addition to these subroutines and associated polynomial coefficients, the output of the parameterization procedure contains estimates for accuracy of the approximation, (namely, results of tests performed using a separate sample of true points that does not overlap with the sample used to form the LSF system), and a list of the individual contributions of different terms to reducing the residual norm.
For parameterization of the concentration of OH, the regions of different regimes were identified prior to the LSF computations (see section 3 and Table 1 ). Then for each region a single polynomial was obtained. However, when we extended the parameterization for a study of regional O3 pollution [Jacob et al., 1989 ], which required adequate representation of chemistry in both remote and highly polluted environments, and thus the accommodation of a much wider range for free parameters, at a certain stage of the selection process the augmentation of additional terms was no longer reducing the residual norm at a satisfactory rate. Therefore the parameter domain had to be subdivided and a separate polynomial obtained for each regime. In general, the manual search for suitable subdivisions in the multidimensional space might be difficult. In the future we plan to implement a computerized search for optimal subdivisions based on the pro- a Ranges for H20 and temperature are given in factors and increments, respectively, with respect to the mean seasonal vertical profiles [Oort, 1983] .
• Ranges for solar declination are given for the northern hemisphere, with the appropriate change of sign for the southern hemisphere.
c Cloud albedo is assumed to be 50%, 40%, 30%, and 20% for clouds below 800, at 800-500, at 500-200, and at 200-150 mbar, respectively. •, a2, '", am•) , using, for example, the method of steepest descent. Multiple calls to the LSF procedure will be necessary for solving this minimization problem. However, for a second-order polynomial, these calls are relatively inexpensive. An appropriate choice of the starting point for the descent may considerably speed up the minimization process. The same method, but with the first-order LSF polynomials (for which the LSF calculation is trivial) can be used to determine the starting point. After the plane of optimal subdivision is determined the full procedure with the automatic selection of appropriate higher-order terms would be carried out for each subdivision, and, if necessaxy, further subdivision performed.
PARA•RIZATION OF GLOBAL OH
The 24-hour-average concentration of OH was expressed as a polynomial in 13 independent variables including temperature, radiation conditions, and concentrations of 03, NOt, CO and water vapor. Table 1 summarizes the range of applicable values for the independent variables. Separate polynomials were obtained for different pressure layers (see Table 2 ) and for four different regimes: for latitudes 30 ø -90 ø in summer; in winter; in spring and autumn; and for the tropics (30øS-30øN) year around. Table 2 summarizes results of a test based on extensive sampling of the OH surface in the 13-dimensional parameter space. For each pressure level in the table we conducted 3,000 simulations (in addition to those used in the LSF system) using the FCM and the polynomial expressions. To ensure adequate representation of various atmospheric conditions, the input parameters for the test sample (as for the sample used in the LSF system) were chosen randomly in accordance with the distributions expected in the atmosphere. The r.m.s. given in percent of the mean OH for the sample is used as a measure of accuracy. The r.m.s. is significanfly less than 10% for the tropics and for the low and middle troposphere at higher latitudes in all seasons but winter. A higher r.m.s. for winter (about 26%) and for the upper troposphere in other seasons (less than 13%) could have been reduced if required, but the effort was unwarranted since associated rates of reaction with CH3CC13, CO, CH4, i.e., tracers that we intended to study using the present parameterization of OH, are inconsequential. The mean error of the fit, a measure of systematic error for a given test sample, is less than 1% for all regions of parameter space. 
