Algebraic cycles on Todorov surfaces of type $(2,12)$ by Zangani, Natascia
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ALGEBRAIC CYCLES ON TODOROV SURFACES OF
TYPE (2, 12)
NATASCIA ZANGANI
Abstract. We focus on Voisin’s conjecture on 0–cycles on the
self–product of surfaces of geometric genus one, which arises in the
context of the Bloch–Beilinson filtration conjecture. We verify this
conjecture for the family of Todorov surfaces of type (2, 12), giving
an explicit description of this family as quotient surfaces of the
complete intersection of four quadrics in P6. We give some motivic
applications.
1. Introduction
The influence of Chow groups on singular cohomology is motivated
by Mumford’s theorem on 0–cycles and has been investigated exten-
sively, whereas the converse influence is rather conjectural. For exam-
ple, Bloch’s conjecture is still open and the Bloch–Beilinson’s filtration
conjecture is still far from being solved. In the spirit of exploring this in-
fluence, Voisin formulated in 1996 the following conjecture on 0–cycles
on the self–product of surfaces of geometric genus one.
Conjecture 1 (Voisin [Voi96]). Let S be a smooth complex projec-
tive surface with h2,0(S) = pg(S) = 1 and h
1,0(S) = q(S) = 0. Let
a, a′ ∈ A2hom(S) be two 0–cycles of degree 0 (i.e. homologically trivial
0–cycles). Let p1, p2 be the projections on the first and on the second
factor of S × S respectively. Then
(1.1) (p∗1a) · (p
∗
2a
′) = (p∗1a
′) · (p∗2a) in A
4(S × S).
Remark 1.2. To ease the notation, we use the following convention:
a× a′ := (p∗1a) · (p
∗
2a
′). So (1.1) becomes:
a× a′ = a′ × a ∈ A4(S × S).
There are few examples in which Conjecture 1 has been verified
(see [Voi96], [Lat16c], [Lat18b], [Lat16a]), but it is still open for a
general K3 surface. There are some examples in which a generaliza-
tion of this conjecture for surfaces with geometric genus greater than
one is true (see [Lat18a], [Lat19]). There is also an analogous version
of the conjecture for higher dimensional varieties, which is studied in
[Voi96],[Lat16b], [Lat17], [Lat18c], [BLP17], [LV17], [Via18], [Bur18].
Our aim is to present a new example in which Conjecture 1 is true,
namely a family of Todorov surfaces.
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Definition 1.3. A Todorov surface is a smooth projective surface S of
general type, with pg(S) = 1, q(S) = 0 and such that the bicanonical
map φ|2KS | factors as
φ|2KS| : S
σ
−→ S 99K Pr,
where σ : S → S is an involution such that S/σ is birational to a K3
surface with rational double points. We call S/σ the singular K3 sur-
face associated to S.
We call the minimal resolution of S/σ the K3 surface associated to S.
Todorov surfaces were introduced by Todorov to provide counterex-
amples to Local and Global Torelli ([Tod81]) and they were classified
by Morrison ([Mor88]) up to fundamental invariants (α, k), where the
2–torsion group of Pic(S) has order 2α and k = 8 + K2S. With this
classification Morrison proves that there are exactly 11 non–empty ir-
reducible families of Todorov surfaces corresponding to
(α, k) ∈ {(0, 9), (0, 10), (0, 11), (1, 10), (1, 11), (1, 12),
(2, 12), (2, 13), (3, 14), (4, 15), (5, 16)}.
Todorov surfaces of type (0,9) are also known as Kunev surfaces.
Conjecture 1 has been proven by Laterveer for the family of Todorov
surfaces of type (0,9)([Lat16c]). Laterveer also proved the conjecture
for the family of Todorov surfaces of type (1,10) ([Lat18b]). For both of
these families the core of the proof was that an explicit description as
complete intersections of the family was available. The technique used
to prove the conjecture in these cases is based on Voisin’s principle of
“spreading of cycles” ([Voi13], [Voi14, Ch. 4]).
Moreover, the following result allows the reduction to the case of a
double cover of P2 ramified along the union of two cubics, for which
Conjecture 1 has been proven by Voisin ([Voi96, Theorem 3.4]).
Theorem 1.4 (Rito [Rit09]). Let S be a Todorov surface and let M
be the K3 surface associated to S, i.e. the the smooth minimal model
of S/σ. Then there exists a generically finite degree–2 cover M → P2
ramified along the union of two cubics.
We focus on the family of Todorov surfaces with fundamental invari-
ants (α, k) = (2, 12). We present an explicit description for this family
as quotients of the complete intersection of four quadrics in P6. Our
main result is the following theorem.
Theorem 4.6. Let S be a general Todorov surface with fundamental
invariants (α, k) = (2, 12).
Then Conjecture 1 is true for S.
In Section 2 we give an explicit description of the family studying the
universal cover of the surfaces. To do so we implicitly use Lefschetz’s
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theorem as in [BFNP14] and [NP14]. In Section 3 we focus on 0–
cycles by exploiting the idea of realizing the fibered self–product of the
family of surfaces as a Zariski open set of a variety with trivial Chow
groups. In Section 4 we prove Theorem 4.6 applying the “spreading” of
algebraic cycles on a family following Laterveer ([Lat18b]) and Voisin
([Voi13], [Voi15]). In Section 5 we give a motivic version application
of the main result and some applications, following the approach in
[Lat18b].
Notation and conventions. We work on the field of complex numbers
C. A variety is a quasi–projective separated scheme of finite type over
C with the Zariski topology. A subvariety is a reduced equidimensional
subscheme. A curve is a variety of dimension one, a surface is a variety
of dimension two.
We denote the geometric genus of a projective surface S by
pg(S) := dimH
0(S,Ω2) = h2,0(S).
We denote the irregularity of a projective surface as
q(S) := dim(H0(S,Ω1)) = h1,0(S).
We denote the Euler-Poincare´ characteristic of a projective surface as
χ(S) :=
2∑
i=0
(−1)ihi(S,OS) = 1− q + pg.
For d ≥ 0, we denote the dth plurigenerus of S as
Pd(S) := h
0(dKS).
IfX is a smooth n–dimensional variety, we denote by Aj(X) = A
n−j(X)
the Chow group of j–dimensional algebraic cycles modulo rational equiv-
alence. When considering Chow groups with rational coefficients we use
the following notation
Aj(X)Q := Aj(X)⊗Z Q.
To denote algebraic cycles homologically trivial we use the notation
Ajhom(X), this is the kernel of the cycle class map γ : A
j(X)→ H2j(X,Z).
Similarly, we denote by Aj(X)AJ the kernel of the Abel–Jacobi map:
Aj(X) −→ J2k−1(X),
where J2k−1(X) is the k–th Intermediate Jacobian of X.
We denote a projective point in P6 with homogeneous coordinates as
x := (x0 : . . . : x6).
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2. Explicit description of the family
We want to give an explicit description of the family of Todorov
surfaces of type (2, 12).
Let us consider S to be a Todorov surface of type (2, 12), then we
have that K2S = 12− 8 = 4 and 2–Tor(Pic(S))
∼= (Z/2Z)
2. This implies
that there is a Galois cover V
q
→ S with Galois group (Z/2Z)
2, which
is also e´tale, so it has no branch locus. Then we have the following
numerical situation:
χ(V ) = 4χ(S) = 8,
q(V ) = q(S) = 0,
pg(V ) = χ(V )− 1 + q(V ) = 7,
K2V = 4K
2
S = 16.
Our aim is to describe the family of Todorov surface of type (2, 12) as
complete intersection of four general quadrics in P6 modulo the action
of the following group G.
We consider the action of the finite group G ⊂ Aut(P6), G ∼= (Z/2Z)
2
given by:
(2.1) σ1 : (x0 : . . . : x6) 7→ (x0 : − x1 : − x2 : − x3 : − x4 : x5 : x6)
σ2 : (x0 : . . . : x6) 7→ (x0 : x1 : x2 : − x3 : − x4 : − x5 : − x6)
σ1 ◦ σ2 : (x0 : . . . : x6) 7→ (x0 : − x1 : − x2 : x3 : x4 : − x5 : − x6).
Formulas (2.1) describe an action of G on H0(P6,OP6(1))), and there-
fore on H0(P6,OP6(d))) for any d ∈ N, which is compatible with the
action of G on P6.
For this action we have:
W :=H0(P6,OP6(2))
G
=〈x20, x
2
1, x
2
2, x
2
3, x
2
4, x
2
5, x
2
6, x1x2, x3x4, x5x6〉C
∼= C10.
(2.2)
We consider the complete intersection of four quadrics V =
⋂3
i=0Qi
with Q0, . . . , Q3 ∈ H
0(P6,OP6(2))
G. We can parametrize the family of
these complete intersections considering an open set in a Grassmanian
variety:
U˜ ⊂ Gr(4,W )/GL(7,C)G .
We are considering all the four–dimensional subspaces in W ∼= C10, so
we are taking four quadrics in W = H0(P6,OP6(2))
G that are linearly
independent. Then we are quotienting by
GL(7,C)G = {f ∈ GL(7) such that ∀g ∈ Gf ◦ g = g ◦ f}.
SinceGL(7,C)G acts naturally onH0(P6,O6P (1)) with basis (x0, . . . , x6),
we have an induced action of GL(7,C)G on H0(P6,OP6(d)) for any d ∈
N. In particular, we can consider its induced action on H0(P6,OP6(2)).
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Since we can see G as a subgroup of GL(7,C), we can also con-
sider the subgroup of the invariants, i.e. GL(7,C)G and its action
on H0(P6,OP6(2)). In particular we have an action of GL(7,C)
G on
W , which induces an action of GL(7,C)G on Gr(4,W ).
We ask that
i) V is a complete intersection, so that G acts on V and we can
see G as a subgroup of Aut(V );
ii) V ∩ FixG = ∅, so that the action of G on V is free and we do
not have any fixed point;
iii) V has only rational double points as singularities. Since KV =
OV (1) by adjunction, the canonical divisor is ample and V is a
canonical model of a surface of general type and it is minimal.
We further restrict our analysis to the open set U ⊂ Gr(4, 10)/GL(7)G
that parametrizes only the smooth complete intersections which respect
the above conditions i), ii). So we consider the following situation:
U
p
→ U ⊂ Gr(4, 10)/GL(7)G , where
U :=
{(
[Q0, Q1, Q2, Q3], x
)
∈ U × P6 : x ∈
3⋂
i=0
Qi
}
⊂ U × P6,
and V = Vu := ∩
3
i=0Qi
∼= p−1(u) = {u} × Vu for some u ∈ U . Consid-
ering the quotient S := V/G, we get the following numerical situation:
K2S = 4;
q(S) = 0;
χ(OS) = 2;
pg(S) = 1.
Proposition 2.3. Let V be a smooth complete intersection of four
quadrics Q0, Q1, Q2, Q3 ∈ W = H
0(P6,OP6(2))
G parametrized by U
and let G ∼= (Z/2Z)
2 be the group of automorphisms of P6 acting as
above. Then the quotient surface V/G is a Todorov surface of type
(2, 12).
In order to prove this result, we need to find an involution σ on V/G
such that the quotient is a (singular) K3 surface such that the biconical
map of (V/G)/σ factors through it.
Let us consider now the following involution of P6:
σ : (x0 : . . . : x6) 7→ (x0 : − x1 : − x2 : − x3 : − x4 : − x5 : − x6).
We have that σ ∈ Aut(V ) and σ commutes with G, so we can consider
its action on the quotient, i.e. σ[p] = [σ(p)] is well defined for any
[p] ∈ V/G = S.
Then, Proposition 2.3 follows directly from the following result.
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Lemma 2.4. The quotient surface S/σ = (V/G)/σ is a K3 surface
with at most singularities of type A1 and the biconical map of S factors
through it.
Proof. If S is singular, then its singularities are of type A1 (see [Cat87]).
We consider the bicanonical maps of V and V/G. Since V is mini-
mal, by Mumford’s vanishing theorem, we have that H1(2KV ) = 0.
Since KV is ample, by Serre’s duality we get also H
2(2KV ) = 0 (see
[BHPVdV04, Proposition 5.3]). In particular, by Riemann–Roch The-
orem, we have
P2(V ) := h
0(2KV ) = χ(OV (2KV )) = K
2
V + χ(OV ) = 24.
So the bicanonical map is φ2KV : V → P
23.
Analogously, we consider a resolution Sres of the singularities of S, so
Sres is a minimal model with a nef and big canonical divisor. Then,
by Riemann–Roch’s Theorem, we can compute its plurigenera P2(S) =
P2(S
res) = 6. We have the following commutative diagram:
V P23
S = V/G P5 P9.
φ2KV
q
ψ
φ2KS
Then it holds that
H0(2KV/G) = H
0(2KV )
G = 〈x20, . . . , x
2
6, x1x2, x3x4, x5x6〉C.
It is convenient to look at the bicanonical image in P9, so we study the
map
ψ : P6 −→ P9
(x0 : . . . : x6) 7→ (x
2
0 : . . . : x
2
6 : x1x2 : x3x4 : x5x6).
The map ψ is given by the chosen monomial quadrics. Since V is the
complete intersection of four quadrics in this system, the restrictions of
these quadrics to V are elements ofH0(2KV/G) = H
0(2KV )
G ∼= C6. So,
we get that ψ(V ) ⊂ P5 and this P5 is defined by the 4 linear equation
in P9 given by those quadrics defining V .
We notice that ψ is finite and of degree 8 on the image, and this still
holds when we restrict to V , i.e. ψ|V : V → ψ(V ) is finite of degree 8.
Then we have that the following diagram commutes by construction
V ψ(V )
V/G
ψ
q r
and the map r is finite of degree 2, it corresponds indeed to the quotient
map by the involution σ.
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We want to show that ψ(V ) is a K3 surface, in particular, we claim
that it is a complete intersection of three quadrics in P5. Indeed, in
such a case we have that by Adjunction formula
(2.5) Kψ(V ) = Oψ(V )(−6 + 2 + 2 + 2) = Oψ(V ).
Since q(V ) = 0 and ψ(V ) has at most nodes as singularities, we get
that q(ψ(V )) = 0. So ψ(V ) is a K3 surface.
Now let us prove that ψ(V ) is a complete intersection of three quadrics
in P5. To ease the notation, we name the coordinates in H0(2KV/G) as
z0 = x
2
0, . . . , z6 = x
2
6, z12 = x1x2, z34 = x3x4, z56 = x5x6.
Then the image of ψ : P6 → P9 has dimension 6 and
ψ(P6) = {(z0, . . . , z6, z12, z34, z56) ∈ P
9 :
z212 = z
2
1z
2
2 , z
2
34 = z
2
3z
2
4 , z
2
56 = z
2
5z
2
6}.
Indeed, ψ(V ) is contained in this locus. Since the intersection of these
three quadrics defines an irreducible 6–dimensional variety which is
complete intersections, this is indeed ψ(P6). When we restrict to V ,
we get that ψ(V ) is a complete intersection of three quadrics and four
linear forms in P9 given by the four quadrics defining V . 
In order to compute the dimension of the family we are describing,
we compute the dimension of the base
U ⊂ Gr(4, 10)/GL(7,C)G .
We have that the dimension of the Grassmanian variety is:
dimGr(4, 10) = 4(10− 4) = 24.
Let us compute now dimGL(7,C)G. We notice that asking to commute
with the group for an element f ∈ GL(7) is equivalent to ask for f to
preserve the eigenspaces. Indeed, let us consider an eigenvector, i.e an
element v ∈ C7 such that for any g ∈ G it holds gv = λv for some
λ ∈ C∗. Then we have
g(f(v)) = f(g(v)) = f(λv) = λf(v).
Let us denote:
G ∼= (Z/2Z)
2 = Z/2Ze1 ⊕ Z/2Ze2;
G∗ ∼= Z/2Zǫ1 ⊕ Z/2Zǫ2.
When we look at the action of G on H0(Ω2(V )), we have a decompo-
sition into irreducible components on the characters: Wχ0 ⊕ 2Wχǫ1 ⊕
2Wχǫ2 ⊕ 2Wχǫ1+ǫ2 . Then, {x0} generates Wχ0 , {x1, x2} is a basis of
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2Wχǫ1 , {x3, x4} is a basis of 2Wχǫ2 and {x5, x6} is a basis of 2Wχǫ1+ǫ2 .
So a general M ∈ GL(7,C)G would be a matrix of the type
(2.6) M =

a 0 . . . . . . . . . . . 0
0 b c 0 . . . . 0
0 d e 0 . . . . 0
0 . . . 0 f g 0 0
0 . . . 0 h i 0 0
0 . . . . . . . . . 0 l m
0 . . . . . . . . . 0 n r

,
for some coefficients a, b, c, d, e, f, g, h, i, l,m, n, r ∈ C. We have that
dimGL(7)G = 1 + 3 · 22 = 13.
We notice, however, that the action on GL(7)G is not faithful, so we
have to pay attention to the orbits.
Lemma 2.7. A generic point in the Grassmanian has a 1–dimensional
stabilizer.
Proof. First of all, we notice that a multiple of the identity matrix λI
with λ ∈ C∗ acts trivially. So the generic orbit has dimension greater or
equal to one. So it enough to find a generic point in the Grassmanian
which has 1–dimensional stabilizer to prove the claim.
Let us consider the point in Gr(4, 10) given by the following four
quadrics in H0(P6,OP6(2))
G:
Q0 = {(x0, . . . , x6) ∈ P
6 : x20 + x
2
1 + x
2
3 + x
2
5 = 0};
Q1 = {(x0, . . . , x6) ∈ P
6 : x22 + x
2
4 + x
2
6 = 0};
Q2 = {(x0, . . . , x6) ∈ P
6 : x1x2 + x3x4 + x
2
5 = 0};
Q3 = {(x0, . . . , x6) ∈ P
6 : x3x4 + x5x6 = 0}.
Let us consider now a matrixM ∈ GL(7)G, soM would be as in (2.11).
for some coefficients a, b, c, d, e, f, g, h, i, l,m, n, r ∈ C.
Now we analyze the action of M on the quadrics.
• Q1 is sent to (cx1 + ex2)
2 + (gx3 + ix4)
2 + (mx5 + rx6)
2. So it is
sent to a linear combination of the four quadrics, which does not
contain Q0, since Q0 is the only one depending on x
2
0. So Q1 goes to
αQ1+βQ2+γQ3, for some α, β, γ ∈ C. Since Q0 is the only quadric
depending on x21 and x
2
3, we conclude that c
2 = g2 = 0, so c = g = 0.
This implies that the monomial x1x2 does not appear in the image
of Q1. Since Q2 is the only quadric in which x1x2 appears, we get
that β = 0. From g = 0, we get that also the monomial x3x4 cannot
appear in the image of Q1. Since x3x4 appears only in the equations
of Q2 and Q3 and since β = 0, we conclude that γ = 0. So Q1 is sent
by M into its multiple αQ1. Since Q2 is the only quadric containing
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x25, this implies that m = 0 and we conclude that
(2.8) α = e2 = i2 = r2 6= 0,
since M is invertible.
• Q3 is sent by M to
(fx3 + hx4) · (gx3 + ix4) + (lx5 + nx6) · (mx5 + rx6)
= (fx3 + hx4) · ix4 + (lx5 + nx6) · rx6.
As before, since Q0 is the only quadric containing x
2
0, Q1 is the only
one which depend on x22 and Q2 is the only one that has x
2
5, we have
that Q3 is sent by M to a multiple of itslef. So M(Q3) = λQ3 for
some λ ∈ C. In particular, we have that hi = nr = 0. By (2.8), we
get that h = n = 0. Hence
(2.9) λ = fi = lr 6= 0,
since M is invertible.
• Q2 is sent by M to
(bx1 + dx2) · (cx1 + ex2) + (fx3 + hx4) · (gx3 + ix4) + (lx5 + nx6)
2
= (bx1 + dx2) · ex2 + fix3x4 + l
2x25.
Since Q1 is the only quadric containing x
2
6 and x
2
4, we have that x
2
2
cannot appear in the equation of M(Q2), so it has to be de = 0. By
(2.8) we have e 6= 0, so d = 0 and the matrix M is diagonal. So Q2
is sent by M to µQ2 for some µ ∈ C
∗ and
(2.10) µ = be = fi = l2 6= 0.
By (2.9) we get lr = λ = fi = µ = l2, so l = r. By (2.8) we have
be = e2 = l2 = fi = i2, so b = e = ±l and f = i = ±l.
• Q0 is sent by M to
a2x20 + (bx1 + dx2)
2 + (fx3 + hx4)
2 + (lx5 + nx6)
2
= a2x20 + b
2x21 + f
2x23 + l
2x25.
Since the matrix is diagonal, M(Q0) = ωQ0, for some ω ∈ C
∗, so
0 6= ω = a2 = b2 = f 2 = l2 ⇒ a = ±l.
We conclude that M is of the form
(2.11) M =

±l 0 . . . . . . . . . . . . . . 0
0 ±l 0 . . . . . . . . . . 0
0 0 ±l 0 . . . . . 0
0 . . . 0 ±l . . . . . 0
0 . . . . . . . 0 ±l 0 0
0 . . . . . . . . . . . . 0 l 0
0 . . . . . . . . . . . . . . . . 0 l

,
for some l ∈ C∗. 
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We proved that a generic point in the Grassmanian has a 1–dimensional
stabilizer.
So we conclude that
(2.12) dim(U) = dimGr(4, 10)/GL(7)G = 24− 13 + 1 = 12.
So we have found a 12-dimensional family of Todorov surfaces of
type (2, 12), whose general element is S = V/G, where V is a smooth
complete intersection of four linearly independent quadrics in P6 which
are G–invariant.
We are finally able to prove our main result to describe the family
of Todorov surfaces of type (2, 12).
Theorem 2.13. Let S be a general Todorov surface with fundamental
invariants (α, k) = (2, 12). Then the canonical model of S is a quotient
surface V/G where V is the smooth complete intersection of four inde-
pendent quadrics Q0, Q1, Q2, Q3 ∈ H
0(P6,OP6(2))
G parametrized by U
and G ∼= (Z/2Z)
2 is the group of automorphisms of P6 acting as above.
Conversely, any such surface V/G is a Todorov surface of type (2, 12).
Proof. of Theorem (2.13).
By Proposition 2.3 it follows that V/G is a Todorov surface of type
(2,12). In order to prove the first part of the theorem, we use a dimen-
sional argument. Since the number of moduli of the family of Todorov
surfaces of type (2,12) is 12 and the family is irreducible (see [Tod81],
[Mor88, Theorem 7.5] and [Usu91, Remark 5.3.5], [LP15, Section 4.2]),
by (2.12) we conclude that we are describing the general element of the
family. 
2.1. A broader description. By means of Theorem 2.13, we can give
an explicit description of the family of Todorov surfaces of type (2, 12).
Now we want to introduce a broader base to describe this family, which
is more useful when dealing with cycles.
Let B :=
∏3
i=0 P
(
H0(P6,OP6(2))
G
)
∼= P9×P9×P9×P9. Let V
p
→
B denote the total space of the family of the complete intersections⋂3
i=0Qi ⊂ P
6, where b ∈ B and B ⊆ B is a Zariski open set which
parametrizes only the smooth intersections, i.e. B is the projective
closure of B.
We are in the following situation:
V :=
{(
[Q0], [Q1], [Q2], [Q3], x
)
∈ B × P6 : x ∈
3⋂
i=0
Qi
}
⊂ B × P6.
For any b = ([Q0], [Q1], [Q2], [Q3]) ∈ B, we define
Vb :=
3⋂
i=0
Qi ∼= p
−1(b) = {b} × Vb.
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In particular the morphism p corresponds to the first projection of
B × P6 restricted to V.
Since the action of G = (Z/2Z)
2 on B × P6 is non trivial only on
the second component, we can consider its action on V and we get
S := V/G → B. By Theorem 2.13, S is a family of smooth Todorov
surfaces with fundamental invariants (2, 12).
Proposition 2.14. V is a smooth quasi–projective variety.
Proof. Let us consider the second projection of B× P6 restricted to V,
i.e. ψ : V → P6 is the morphism such that
ψ−1(p) = {(b, p) ∈ B × P6 : p ∈ Vb}.
For each p ∈ P6, there exists a quadric Q ∈ H0(P6,OP6(2))
G such
that Q(p) 6= 0. Indeed, let p = (x0 : . . . : x6) be a point in P
6, then
there exists i ∈ {0, . . . 6} such that xi 6= 0, so it is enough to choose
Q(x) = x2i , so that p /∈ ker(Q).
Let now (b1, p), (b2, p) ∈ ψ
−1(p) where b1 = ([Q0], [Q1], [Q2], [Q3]) and
b2 = ([R0], [R1], [R2], [R3]) and [Qi], [Ri] ∈ P
(
H0(P6,OP6(2))
G
)
. Then
if we consider a linear combination λb1 + µb2 with λ, µ ∈ C
∗, we have
that p ∈ Vλb1+µb2 . So the fiber over p is a linear system, hence V is
smooth.

Corollary 2.15. The general element of the family Vb is smooth.
By definition 1.3, to each Todorov surface Sb = Vb/G we have two
associated K3 surfaces, one is the singular K3 surface obtained as the
quotient by the involution, Mb = Sb/σ, and the other is its resolution
of singularities Mb = (Mb)
ros. We are in the following situation:
V
S = V/G
M M
4:1q
2:1f
whereM parametrizes the singularK3 surfaces associated to the Todorov
surfaces and M parametrizes the smooth ones obtained by resolving
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the quotient singularities. Fiberwise we have:
Gy Vb
σ y Sb = Vb/G
Mb Mb.
4:1qb
2:1fb
ros
3. Results on 0–cycles
In order to prove that the family of Todorov surfaces of type (2, 12)
verifies Voisin’s conjecture 1, first we prove some preliminary results
on 0–cycles for this family.
The core of the proof of Theorem 4.6, is the following result
(3.1) A2hom(S ×B S)Q = A
2
hom(V ×B V)Q = 0.
Since the map g : V
4:1
−→ S = V/G is a finite surjective morphism,
A2hom(V ×B V)Q = 0 implies A
2
hom(S ×B S)Q = 0. So it is enough to
prove the statement for the fibered product of the complete intersec-
tions family V ×B V.
The proof is based on the results in [Lat18b, Proposition 4.5], [Voi15],
[Voi13]. The idea is to see the fiber product V ×B V as a Zariski–open
set of a variety X whose Chow groups are trivial.
Definition 3.2. [Voi14, 4.3] A smooth complex algebraic variety X has
trivial Chow groups if the cycle class map is injective, i.e.
Ai(X)Q →֒ H
2i(X,Q) ∀i.
Examples of smooth projective varieties with trivial Chow groups
are toric varieties, projective spaces and varieties stratified by affine
spaces.
Since V ⊂ B × P6, we have a morphism π : V ×B V → P
6 × P6 such
that
π−1(p, q) =
{(
([Q0] : [Q1] : [Q2] : [Q3]), (p, q)
)
∈ V ×B V :
Qi(p) = Qi(q) = 0 ∀i
}
∼=
{
b =
(
[Q0] : [Q1] : [Q2] : [Q3]
)
∈ B : Qi(p) = Qi(q) = 0 ∀i
}
.
We recall that B :=
∏3
i=0 P
(
H0(P6,OP6(2))
G
)
is the projective closure
of B, so that B is a Zariski open set which parametrizes the smooth
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complete intersections. We define a variety X ⊂ B × P6 × P6 as
X :=
{(
([Q0] : [Q1] : [Q2] : [Q3]), (p, q)
)
∈ B × P6 × P6 :
Qi(p) = Qi(q) = 0 ∀i
}
.
Then X contains the fiber product V ×B V as a Zariski open set. We
consider the projection
X
pi
→ P6 × P6,
then the fiber over a point is a product of projective spaces
π−1(p, q) ∼= {b ∈ B : Qi(p) = Qi(q) = 0} ∼= P
r × Pr × Pr × Pr ⊂ B,
for some r ≤ 9, but the fiber does not have constant dimension on the
whole space.
Now we want to prove that X has trivial Chow groups, following the
argument in [Lat18b].
The idea of the proof is to find a stratification of P6 × P6 such that
on each stratum the fiber of π has constant dimension.
3.1. Stratification of P6×P6. By Proposition 2.14, we have that each
point of P6 imposes one condition on each component P(H0(P6,OP6(2))
G)
of
B = Π3i=0
(
P(H0(P6,OP6(2))
G)
)
∼= P9 × P9 × P9 × P9.
Indeed, let us consider Q ∈ P(H0(P6,OP6(2))
G) ∼= P9. By (2.2), we can
make the condition Q(p) = 0 explicit as
Q(p) = αp20+βp
2
1+γp
2
2+δp
2
3+ǫp
2
4+ζp
2
5+ηp
2
6+θp1p2+κp3p4+λp5p6 = 0,
with p = (p0 : · · · : p6) ∈ P
6 and α, . . . , λ ∈ C. So given a point
(p, q) ∈ P6 × P6 we have two such conditions, which we can represent
by a matrix
A(p, q) :=
(
p20 p
2
1 p
2
2 p
2
3 p
2
4 p
2
5 p
2
6 p1p2 p3p4 p5p6
q20 q
2
1 q
2
2 q
2
3 q
2
4 q
2
5 q
2
6 q1q2 q3q4 q5q6
)
.
In general, A has maximum rank, so that inside P6 × P6 there is a
Zariski–open set of pair of points (p, q), each one of them imposing one
condition on each component of B. So for a general point in P6 × P6
we have that the fiber is
π−1(p, q) ∼=
{
b ∈ B : Qi(p) = Qi(q) = 0
}
∼= P7 × P7 × P7 × P7 ⊂ B,
However, the rank of A is not always maximum. Indeed, inside P6×P6
there is locus Z, such that for every (p, q) ∈ Z the dimension of the
fiber increases by one on each component and the rank of A drops by
one.
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For any j, k ∈ {0, . . . , 6} we define partial diagonals as follows
∆j,k± :=
{
(p, q) ∈ P6 × P6 : ∃λ ∈ C∗ s.t. q0 = ±λp0,
qj = −λpj , qk = −λpk, qi = λpi ∀i 6= j, k
}
;
∆j,k,l,m± :=
{
(p, q) ∈ P6 × P6 : ∃λ ∈ C∗ s.t. q0 = ±λp0,
qi = −λpi ∀i ∈ {j, k, l,m} and qi = λpi ∀i 6= j, k, l,m
}
;
∆0 :=
{
(p, q) ∈ P6 × P6 : ∃λ ∈ C∗ s.t. q0 = λp0, qi = −λpi∀i 6= 0
}
.
Then we consider the union
Z := ∆P6×P6 ∪∆
1,2
+ ∪∆
1,2
− ∪∆
3,4
+ ∪∆
3,4
− ∪∆
5,6
+ ∪∆
5,6
− ∪
∆1,2,3,4+ ∪∆
1,2,3,4
− ∪∆
1,2,5,6
+ ∪∆
1,2,5,6
− ∪∆
3,4,5,6
+ ∪∆
3,4,5,6
− ∪∆
0.
Then, for any point (p, q) ∈ Z we have that the rank of A is not
maximum, so the fiber of such a point is
π−1(p, q) ∼=
{
b ∈ B : Qi(p) = Qi(q) = 0
}
∼= P8 × P8 × P8 × P8 ⊂ B.
We define U = (P6 × P6) \Z. Then we claim that U is Zariski–open set
in which the fiber has lower dimension, i.e. for any (p, q) ∈ U we have
that π−1(p, q) ∼= P7×P7×P7×P7. Indeed, for a point (p, q) ∈ U there
exist i, j ∈ {0, . . . , 6} and λ, µ ∈ C∗ with λ 6= ±µ such that qi = λpi and
qj = µpj. If we suppose that rankA(p, q) = 1, then all the 2×2 minors
vanish. In particular, we have 0 = p2i q
2
j−p
2
jq
2
i = (piqj−pjqi)(piqj+pjqi),
and this holds if and only if qj = ±
qi
pi
pj so µ =
qi
pi
. Substituting qi = λpi,
we get qj = ±
qi
pi
pj = ±λpj , so λ = ±µ which is a contradiction.
Then our situation is the following
XU X XZ
U P6 × P6 Z,
pi
where XZ = π
−1(Z) and XU = π
−1(U).
3.2. X has trivial Chow group. In order to prove that X has trivial
Chow groups, we introduce a related property following the idea given
in [Lat18b].
Definition 3.3. ([Tot14])Let V be a quasi–projective variety, and let
Ai(V, j) denote Bloch’s higher Chow groups. Then there are functorial
cycle class maps
Ai(V, j)→ Gr
W
−2iH2i+j(V,Q),
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where W denotes the Deligne’s weight filtration on the Borel–Moore
homology (see [PS08, Appendix B] and [Del75]). We recall that, since
W is an increasing filtration, the associated graded piece is
GrW−2iH2i+j(V,Q) :=
W−2iH2i+j(V,Q)
W−2i−1H2i+j(V,Q)
.
Weak property: we say that V has the weak property if there are
isomorphisms induced by the cycle class maps
Ai(V )Q
∼
→W−2iH2i(V,Q) ∀i.
Strong property: we say that V has the strong property if it has the
weak property and there are surjections induced by
the cycle class maps
Ai(V, 1)Q ։ Gr
W
−2iH2i+1(V,Q) ∀i.
Remark 3.4. We notice that we have the following implications: strong
property ⇒ weak property ⇒ trivial Chow groups. Indeed we have
Ai(V )Q
∼
→W−2iH2i(V,Q) →֒ H2i(V,Q).
We have the following useful results.
Lemma 3.5. [Lat18b, Lemma 4.2,4.3,4.4] Let X be a quasi–projective
variety.
(1) Let Y ⊂ X be a closed subvariety and U = X\Y be its com-
plement. If Y and U have the strong property, then X has the
strong property too.
(2) Suppose that X admits a stratification by strata of the form
Ak\L, where L is a finite union of linearly embedded affine sub-
spaces. Then X has the strong property.
(3) If X has the strong property and P → X is a projective bundle,
then P has the strong property too.
Proof. Proof of part (1).
Using a localization result for the Borel–Moore homology and the
Bloch’s higher Chow groups (see the original result in [Blo94] and its
extension in [Lev01]), we get a commutative diagram with exact rows
Ai(U, j + 1)Q → Ai(Y, j)Q → Ai(X, j)Q →
↓ ↓ ↓
GrW−2iH2i+j+1(U) → Gr
W
−2iH2i+j(Y ) → Gr
W
−2iH2i+j(X) →
Considering the diagram for j = 0 we get
Ai(U, 1)Q
r
→ Ai(Y )Q
s
→ Ai(X)Q
t
→ Ai(U)Q
u
→ 0
cl1U ↓ clY ↓
∼= clX ↓ clU ↓∼=
GrW−2iH2i+1(U)
r
→ W−2iH2i(Y )
s
→ W−2iH2i(X)
t
→ W−2iH2i(U)
u
→ 0
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Since U has the strong property the first arrow is surjective and U
has the weak property so the last arrow is an isomorphism. Since Y
has the weak property the second arrow is an isomorphism too.
First of all we prove that X has the weak property, i.e.
Ai(X)Q
clX−→W−2iH2i(X)
is an isomorphism. The strategy of the proof is to perform a diagram
chase, and essentially it follows from the Five Lemma.
Then to prove that X has the strong property, it is enough to prove
that Ai(X, 1)Q ։ Gr
W
−2iH2i+1(X,Q) is surjective. We can continue the
above diagram to the left and we get:
Ai(Y, 1)Q
p
−→ Ai(X, 1)Q
q
−→ Ai(U, 1)Q
r
−→ Ai(Y )Q
cl1Y ↓ cl
1
X ↓ cl
1
U ↓ clY ↓
∼=
GrW−2iH2i+1(Y )
p
−→ W−2iH2i(X)
q
−→ W−2iH2i(U)
r
−→ W−2iH2i(Y )
Since Y has the strong property we have that clY is an isomorphism
and cl1Y is surjective. Analogously, since U has the strong property, we
have that cl1U is surjective. Then, doing a diagram chase, we can see
that cl1X is also surjective (as before, it is just an application of the
Five Lemma).
Proof of Part (2):
First of all we notice that affine spaces have the strong property (see
[Tot14, Lemma 5]), so both Ak and L have the strong property. Then
we want to prove that Ak\L has the strong property (see [Tot14,
Lemma 6]).
We start by showing that Ak\L has the weak property. We use the
localization sequence to get the following diagram:
Ai(L)Q
p
−→ Ai(A
k)Q
q
−→ Ai(A
k\L)Q
r
−→ 0
clL ↓∼= clk ↓∼= cl ↓ i ↓
W−2iH2i(L)
p
−→ W−2iH2i(A
k)
q
−→ W−2iH2i(A
k\L)
r
−→ 0
Since Ak and L have the strong property, then clk and clL are isomor-
phisms. To prove that cl is an isomorphism too, it is enough to do a
diagram chase as before. Part (1) of the Lemma, assure us that the
union of two manifold satisfying the strong property still has the strong
property, so we conclude that X has the strong property.
Proof of Part (3): the result follows from the projective bundle for-
mula for higher Chow groups (see [Blo86, Theorem 7.1]) which establish
an isomorphism for any m ≥ 0
rankP⊕
i=0
⊕
j≥0
Aj(X,m)
→
∼=
⊕
l≥0
Al(P,m).

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Proposition 3.6. X has trivial Chow groups, i.e.
Ahom∗ (X)Q = 0.
Proof. We want to prove that XZ and XU have the strong property
and then conclude by means of Lemma 3.5(1).
For every i = 0, . . . , 6 we define
Ai := {(p, q) ∈ P
6 × P6 : pi 6= 0 and qi 6= 0};
Bi := {(p, q) ∈ P
6 × P6 : pi = 0 and qi = 0};
Ci := {(p, q) ∈ P
6 × P6 : pi 6= 0 and qi = 0}
∪{(p, q) ∈ P6 × P6 : pi = 0 and qi 6= 0}.
First of all, we consider the locus Z. The intersection Z ∩C0 is empty,
whereas A0 := Z ∩A0 is isomorphic to 14 copies of A
6 via the map
([
1 : p1
p0
: p2
p0
: p3
p0
: p4
p0
: p5
p0
: p6
p0
]
, λ
[
±1 : ±p1
p0
: ±p2
p0
: ±p3
p0
: ±p4
p0
: ±p5
p0
: ±p6
p0
])
(
p1
p0
, p2
p0
, p3
p0
, p4
p0
, p5
p0
, p6
p0
)
,
with λ ∈ C∗. For the intersection B0 := Z ∩ B0, we can consider
A1 := B0 ∩A1 which is isomorphic to 14 copies of A
5 via the map
([
0 : 1 : p2
p1
: p3
p1
: p4
p1
: p5
p1
: p6
p1
]
,
[
0 : ±λ : ±λp2
p1
: ±λp3
p1
: ±λp4
p1
: ±p5
p1
: ±λp6
p1
])
(
p2
p1
, p3
p1
, p4
p1
, p5
p1
, p6
p1
)
,
with λ ∈ C∗. The intersection B0 ∩ C1 is empty and next we can
consider B1 := B0 ∩ B1. Iterating this process we get{
B−1 := Z
Bi := Z ∩
(⋃i
j=0Bi
)
for i ≥ 0;
Ai := Bi−1 ∩Ai ∼=
14∐
j=1
A6−j for i ∈ {0, . . . , 6}.
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We consider now U = (P6 × P6) \Z. Then U0 := U ∩A0 is isomorphic
to A12 minus 14 copies of A6 via the map([
1 : p1
p0
: p2
p0
: p3
p0
: p4
p0
: p5
p0
: p6
p0
]
,
[
1 : q1
q0
: q2
q0
: q3
q0
: q4
q0
: q5
q0
: q6
q0
])
(
p1
p0
, p2
p0
, p3
p0
, p4
p0
, p5
p0
, p6
p0
, q1
q0
, q2
q0
, q3
q0
, q4
q0
, q5
q0
, q6
q0
)
.
Iterating the process as above, we get{
T−1 := U
T i := U ∩
(⋃i
j=0Bi
)
for i ≥ 0;
U i := T i−1 ∩Ai ∼= A
12\
(
14∐
j=1
A6−j
)
for i ∈ {0, . . . , 6}.
So we can see U as a disjoint union of varieties of type Ak\L, where L
is a finite union of linearly embedded affine spaces. By Lemma 3.5(2),
U has the strong property and so does Z. Since XZ = π
−1(Z) is a
fibration over Z, whose fiber are product of projective spaces P8×P8×
P8× P8, then, by means of Lemma 3.5(3), XZ has the strong property
too. With the same argument, XU = π
−1(U) has the strong property
since it is a fibration over U with fiber P7 × P7 × P7 × P7. Then, by
Lemma 3.5(1) we conclude that X has the strong property, and in
particular it has trivial Chow groups. 
We are finally ready to prove equation (3.1).
Proposition 3.7. Suppose that B ⊂ B is small enough to have a
smooth morphism V → B. Then A2hom(S×BS)Q = A
2
hom(V×BV)Q = 0.
Proof. Let D := X\(V×BV) be the boundary divisor andm := dimX .
Let a ∈ A2hom(V ×B V)Q a homologically trivial cycle. So a is the
restriction of a cycle in X , i.e. there exists a ∈ Am−2(X)Q such that
a|V×BV = a and [a]|V×BV = 0 ∈ H
4(V×BV,Q). Performing a resolution
of singularities on X
X˜ X
D˜ D
ros
ros
r
i
we find out that the class [a] comes from a Hodge class β ∈ H2(D˜,Q)
since a ∈ Am−2(X)Q and since it is homologically trivial on V ×B V.
By Lefschetz Theorem on (1, 1)–classes, we have that β is algebraic,
so there exists a cycle b ∈ A1(D˜)Q such that [b] = β. Let us define
a := a − i∗(r∗b) ∈ A
hom
m−2(X)Q = 0, then 0 = a|V×BV = a and we
conclude that A2hom(V ×B V) = 0. 
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4. Proof of Theorem 4.6
In order to prove our main result, we show that, when dealing with
homologically trivial 0–cycles on a Todorov surface, we can actually
move the problem onto the associated K3 surface and gain some more
informations.
Remark 4.1. We notice that M = S/σ is a singular variety with quo-
tient singularities. In general, Chow groups of singular varieties do
not admit intersection product or a ring structure. But in our case we
have that A∗(M)Q inherits the intersection product and ring structure
from A∗(S)Q since it is a subring of it, indeed we have the following
isomorphism (see [Ful98, Example 8.3.12]):
A∗(M)Q ∼= (A∗(S)Q)
σ.
Theorem 4.2. Let S be a Todorov surface with fundamental invariants
(α, k) = (2, 12). Let M be the associated singular K3 surface to S.
Then there is an isomorphism
A2hom(S)Q
∼= A2hom(M)Q.
Proof. We want to find a correspondence in A2(S ×B S) that is homo-
logically trivial when restricted to each fiber .
Let ∆S ∈ A
2(S ×B S) denote the relative diagonal. We consider the
following relative correspondence
Γ = 2∆S −
t Γf ◦ Γf ∈ A
2(S ×B S),
where Γf ⊂ S×M is the correspondence given by the graph of f : S =
V/G → M, and tΓf is the transpose correspondence. We denote the
restriction to the fiber as Γb := Γ|Sb×Sb.
Looking at the action induced by Γb on cohomology we get
(Γb)∗ = 2 idH∗(Sb)−(fb)
∗(fb)∗ : H
∗(Sb,Q)→ H
∗(Sb,Q).
We claim that the action of Γb is zero on H
2,0(Sb). By [IM79, Lemma
1] this is true if and only if (fb)
∗(fb)∗ = (∆Sb)∗+σ∗ = 2 id on H
2,0(Sb).
Since dimH2,0(Sb)
σ = h2,0(M b) = 1 = h
2,0(Sb), we get that σ acts as
the identity on H2,0(Sb) and so our claim is proved.
Now we consider the Ku¨nneth decomposition of the diagonal of Sb:
[∆(Sb)] =
4∑
i=0
[
πbi
]
=
[
πb0
]
+
[
πb2
]
+
[
πb4
]
∈ H4(Sb × Sb,Q),
where
[
πbi
]
∈ H4−i(Sb,Q) ⊗ H
i(Sb,Q) ⊂ H
4(Sb × Sb,Q) is the i–th
Ku¨nneth component. The first and third components are zero due to
the fact that q(Sb) = h
1,0(Sb) = 0. Since the Ku¨nneth conjecture C(X)
is known to be true for surfaces ([MNP13, ch. 3.1.1]), we know that
the Ku¨nneth components are algebraic, i.e. they come from algebraic
cycles πbi ∈ A
2(Sb × Sb)Q.
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We recall that the action of πbi in cohomology is the identity on
H i(Sb,Q) and it is zero elsewhere ([MNP13, Ch. 6.1]). We are mainly
interested in the second component πb2 = ∆(Sb)− π
b
0 − π
4
b , where π
b
0 =
{x} × Sb, π
b
4 = Sb × {x}, and x is a point in Sb.
Remark 4.3. We notice that πb2 exists also relatively, i.e. there exists
πS2 = ∆S − π0 − π4 ∈ A
2(S ×B S) such that for any b ∈ B π
S
2 |b = π
b
2
and πi|b = π
b
i for any i. Indeed, let us consider the class of an ample
divisor h ∈ A1(P6) and its self–intersection h2 = h · h ∈ A2(P6). Next
we consider h2 × B ∈ A2(P6 × B) and its restriction to V ⊂ B × P6,
i.e. h := (h2 × B)|V ∈ A
2(V). Looking at the fiber, we have that for
any point b ∈ B
h|Vb = {x0, . . . , xd},
where d = deg Vb = 16. Then we define
πV0 :=
1
d
pr∗1
(
h|V
)
∈ A2(V ×B V);
πV4 :=
1
d
pr∗2
(
h|V
)
∈ A2(V ×B V);
where pr1, pr2 are the projections in the fiber product
V ×B V V
V B.
pr2
pr1
When we restrict to each fiber and we pass to cohomology, by the
Ku¨nneth decomposition, we have
[πV0 ]|Vb = [p]× [Vb] ∈ H
4(Vb,Q)⊗H
0(Vb,Q),
[πV4 ]|Vb = [Vb]× [p] ∈ H
0(Vb,Q)⊗H
4(Vb,Q);
where p ∈ Vb is a point. So we can define the relative Ku¨nneth compo-
nent of the diagonal πV2 = ∆V − π
V
0 − π
V
4 ∈ A
2(V ×B V). The we can
use the push–forward of V
q
→ S = V/G to get the relative Ku¨nneth
component of S: πS2 = ∆S − q∗π
V
0 − q∗π
V
4 .
We consider now the composition of correspondences
Ψb := Γb ◦ π
b
2 =
(
2∆(Sb)−
t Γfb ◦ Γfb) ◦ π
b
2 ∈ A
2(Sb × Sb
)
Q
.
By definition of πb2, when we look at the action in cohomology we have
that Ψb acts only on H
2(Sb,Q). Moreover, since we proved that the
action of Γb is zero on H
2,0(Sb), we see that Ψb ∈ H
4(Sb × Sb,Q) ∩
(H1,1(Sb)⊗H
1,1(Sb)).
By the previous remark, we can consider also the relative correspon-
dence
Ψ := Γ ◦ πS2 = (2∆S −
t Γf ◦ Γf) ◦ π
S
2 ∈ A
2(S ×B S)Q,
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where Ψ|b = Ψb.
By applying Lefschetz Theorem on (1, 1) classes ([Huy05, Proposition
3.3.2]) on Sb for each b ∈ B, we get that there exists a divisor Yb ⊂ Sb
and a cycle γb ∈ A
2(Sb × Sb)Q such that Supp(γb) ⊆ Yb × Yb and
[Ψb] = [γb] ∈ H
4(Sb × Sb,Q).
By means of Voisin’s “spreading of cycles” [Voi13, Proposition 2.7], we
can see that γb exists relatively. More precisely, there exists a divisor
Y ⊂ S and a cycle γ ∈ A2(S ×B S)Q supported on Y ×B Y such that
[Ψb] = [γ|b] ∈ H
4(Sb × Sb,Q).
Finally we can define the correspondence
Ψ′ := Ψ− γ = (2∆S −
t Γf ◦ Γf ) ◦ π
S
2 − γ ∈ A
2(S ×B S)Q.
Then Ψ′ has the desired property of being homologically trivial when
restricted to any fiber, i.e. for any b ∈ B
[Ψ′|b] = [Ψb]− [γ|b] = 0 ∈ H
4(Sb × Sb,Q).
Now we want to apply the Leray spectral sequence argument as in
[Lat18b, proof of Theorem 3.1], in order to do this we recall some useful
results due to Voisin [Voi13, Lemma 2.11,2.12].
Lemma 4.4. Let [Ψ′] ∈ H4(S ×B S,Q) be a fiberwise homologically
trivial cohomology class, i.e. [Ψ′|b] = 0 for any b ∈ B. Then
[Ψ′] = β1|S×BS + β2|S×BS ,
where β1 ∈ H
4(P6 × S,Q) and β2 ∈ H
4(S × P6,Q).
Moreover, since P6 has trivial Chow groups and [Ψ′] is algebraic, we
can choose β1, β2 to be the classes of the restriction of algebraic cycles
on B × P6 × P6.
So, by means of Lemma 4.4, we have
[Ψ′] = β1|S×BS + β2|S×BS = [α1] |S×BS + [α2] |S×BS
with βi = [αi] |S×BS and αi ∈ A
2(B × P6 × P6). We can define
[Ψ′′] = [Ψ′]− ([α1] + [α2]) |S×BS = 0 ∈ H
4(S ×B S,Q).
We notice that [Ψ′′] is algebraic because it’s the difference between
algebraic cycles, so Ψ′′ ∈ A2hom(S ×B S)Q = 0, where the last equality
holds by Proposition 3.7.
Then we have that
Ψ′′ = 0 in A2hom(S ×B S)Q.
Ψ′ = (2∆S −
t Γf ◦ Γf) ◦ π
S
2 − γ = (α1 + α2)|S×BS in A
2
hom(S ×B S)Q.
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When we restrict to each fiber and we look at the action on cycles, we
get ∀b ∈ B:
2 id∗ =(2∆Sb ◦ π
b
2)∗
=(fb)
∗(fb)∗(π
b
2)∗ + (γb)∗ + (α1 + α2)|Sb×Sb(Sb)Q
=(fb)
∗(fb)∗ + (γb)∗ + (α1 + α2)|Sb×Sb(Sb)Q : A
2
hom(Sb)Q → A
2
hom(Sb)Q,
where last equality holds since πb2 acts as the identity on A
2
hom(Sb)Q.
We recall that γb is supported on a divisor, hence it does not act on
0–cycles and α1 +α2 ∈ A
2(B × P6× P6), so on the right the only term
that acts on 0–cycles is (fb)
∗(fb)∗. We get
(fb)
∗(fb)∗ = 2 id∗ : A
2
hom(Sb)→ A
2
hom(Sb) where
σ y Sb = Vb/G
Mb.
2:1fb
Then we conclude that A2hom(S)Q
∼= A2hom(M)Q.

Remark 4.5. We claim that A2hom(S)Q
∼= A2hom(M)Q
∼= A2hom(M)Q.
Indeed, we have the following situation
E M
E M,
ros
where E is the exceptional locus inM whose image is the singular locus
E in M . Then, by [Kim92], we get the following exact sequence
0→ A2(M)Q → A
2(M)Q ⊕A
2(E)Q → A
2(E)Q → 0.
We have that A2(S)Q = 0, since we have only quotient singularities,
so E is just some points, and A2(E)Q = 0 too, since E is a bunch of
curves. So our claim is proved.
As a corollary we get then Theorem 4.6, i.e. that Conjecture 1 is
true for the family of Todorov surfaces of type (2, 12) we describe. The
proof follows the one given in [Lat18b, Corollary 3.2].
Theorem 4.6. Let S be a general Todorov surface with fundamental
invariants (α, k) = (2, 12).
Then Conjecture 1 is true for S.
Proof. First of all we notice that it is enough to prove the theorem with
rational coefficients. Indeed, by Rojtman’s Theorem ([Roj80]) there is
no torsion in A4hom(S × S).
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Let M be the associated K3 surface to S, i.e. the minimal resolution
of S/σ. We have a commutative diagram:
A2hom(S)Q ⊗ A
2(S)Q A
4(S × S)Q
A2hom(M)Q ⊗ A
2
hom(M)Q A
4(M ×M)Q.
By Theorem 4.2, the left vertical arrow is an isomorphism. We recall
that by Rito’s result (Theorem 1.4) the K3 surface can be described
as the blow-up of a double cover of P2 ramified along the union of two
cubics. By [Voi96, Theorem 3.4], Conjecture 1 is then true for M , i.e.
a× a′ = a′ × a ∈ A4(M ×M) ∀a, a′ ∈ A2hom(M).
Hence the conjecture holds for S too. 
5. Further consequences
Here we present the motivic version of Theorem 4.6 with some in-
teresting corollaries. The central result is that a Todorov surface of
type (2, 12) has the transcendental part of the motive isomorphic to
the associated K3 surface’s one (in the sense of [KMP07]).
First of all we briefly recall the definition of the Chow–Ku¨nneth
decomposition, which always exists for a smooth projective surface (see
[Mur90], [KMP07, Proposition 2.1]).
Definition 5.1. Let S be a smooth projective surface and let h(S) ∈
Mrat denote the Chow motive
1 of S. Then there exists a Chow–
Ku¨nneth decomposition of h(s) in Mrat
h(S) =
4⊕
i=0
hi(S),
where hi(S) = (S, πi, 0), πi ∈ A
2(S × S) are orthogonal projectors,
i.e. πi ◦ πi = πi and πi ◦ πj = 0 for i 6= j, and they are the Ku¨nneth
components of the diagonal ∆S , i.e.
[∆S] =
4∑
i=0
[πi] ∈ H
4(S × S,Q),
cl2(πi) ∈ H
4−i(S,Q)⊗H i(S,Q) ⊂ H4(S × S,Q).
In particular, this decomposition is self–dual in the sense that πi = π
t
4−i
(where πt4−i denotes the transpose correspondence of π4−i).
1For the definition of Chow motive of a smooth projective variety see for example
[MNP13, Chapter 2].
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In order to study the groups of 0–cycles A0(S), Bloch’s conjecture
suggests that the interesting part of this decomposition is h2(S) =
(S, π2, 0) where π2 = ∆S − π0 − π1 − π3 − π4. To study this summand
we use a further decomposition due to Kahn–Murre–Pedrini [KMP07,
Proposition 2.3].
Proposition 5.2 (Kahn–Murre–Pedrini). Let S be a smooth projective
surface with a Chow–Ku¨nneth decomposition as in Definition5.1. There
there is a unique splitting in orthogonal projectors
π2 = π
alg
2 + π
tr
2 in A
2(S × S)Q.
This gives an induced decomposition on the motive
h2(S) ∼= h
alg
2 ⊕ t2(S) in Mrat,
where halg2 (S) = (S, π
alg
2 , 0), t2(S, π
tr
2 , 0) and in cohomology we get
H∗(t2(S),Q) = H
2
tr(S), H
∗(halg2 (S),Q) = NS(S)Q,
where the transcendental cohomologyH2tr(S) is defined as the orthogonal
complement of the Ne´ron–Severi group NS(S)Q in H
2(S,Q).
Moreover, we have that A∗(t2(S) = A
2
AJ(S)).
The component t2(S) is called the transcendental part of the motive
of S.
Next we recall a useful result on the Chow–Ku¨nneth decomposition
([KMP07, Theorem 3.10]).
Theorem 5.3 (Kahn–Murre–Pedrini). Let S and S ′ be two smooth
projective surfaces with a Chow–Ku¨nneth decomposition
h(S) =
4⊕
i=0
hi(S), h(S
′) =
4⊕
i=0
hi(S
′),
as in Definition 5.1. Then
Mrat(hi(S), hj(S
′)) = 0 for all j < i and 0 ≤ i ≤ 4,
where Mrat(hi(S), hj(S
′)) = πi(S) ◦ A
2(S × S ′) ◦ πi(S
′) are the mor-
phisms in the category Mrat.
We are finally ready to prove that a Todorov surface of type (2, 12)
has the transcendental part of the motive isomorphic to the associated
K3 surface’s one. The proof is directly inspired by Laterveer’s work
[Lat18b].
Theorem 5.4. Let S be a Todorov surface of type (2, 12) and let M
be the K3 surface associated to S, i.e. the minimal resolution of S/σ.
Then there is an isomorphism of Chow motives
t2(S) ∼= t2(M) in Mrat.
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Proof. By the description we did of the family of Todorov surface in
Section 2.1, we recall that fiberwise we have the following situation:
Gy Vb
σ y Sb = Vb/G
Mb Mb.
4:1qb
2:1fb
ros
By Theorem 2.13 we have that S is birational to Sb for some b ∈ B
and M is birational to Mb. Let us consider now the Chow–Ku¨nneth
decomposition {πSb0 , π
Sb
2 , π
Sb
4 }for Sb and {π
Mb
0 , π
Mb
2 , π
Mb
4 }for Mb, as in
Definition 5.1. Then Proposition 5.2 gives a further decomposition in
the algebraic and the transcendental part of the second component:
πSb2 = π
Sb,alg
2 + π
Sb,tr
2 and π
Mb
2 = π
Mb,alg
2 + π
Mb,tr
2 .
Let us consider now the correspondence constructed in the proof of
Theorem 4.2:
2∆Sb ◦ π
Sb
2 =
t Γb ◦ Γb ◦ π
Sb
2 + γb + (α1 + α2)|Sb×Sb ∈ A
2
hom(Sb × Sb)Q,
where Γb is the graph of fb and
tΓb is its transpose. We apply to this
twice on both sides the composition with the correspondence πSb,tr2 :
2πSb,tr2 = π
Sb,tr
2 ◦ 2∆Sb ◦ π
Sb
2 ◦ π
Sb,tr
2
= πSb,tr2 ◦
(
tΓb ◦ Γb ◦ π
Sb
2 + γb + (α1 + α2)|Sb×Sb
)
◦ πSb,tr2
=
(
πSb,tr2 ◦
t Γb ◦ Γb ◦ π
Sb
2 ◦ π
Sb,tr
2
)
+
(
πSb,tr2 ◦ γb ◦ π
Sb,tr
2
)
+
(
πSb,tr2 ◦ (α1 + α2)|Sb×Sb ◦ π
Sb,tr
2
)
.
(5.5)
We recall that γb is supported on Yb×Yb where Yb ⊂ Sb is a divisor, so γb
is in the “irrelevant ideal” J (Sb×Sb) which is generated by the classes
of correspondences in A2(Sb×Sb) that are not dominant over Sb by the
projections on the first or on the second factor (see [KMP07, Definition
4.2]). By [KMP07, Theorem 4.3] we can define a homomorphism
φ : A2(Sb × Sb)→Mrat(t2(Sb), t2(Sb))
Z 7→ πSb,tr2 ◦ Z ◦ π
Sb,tr
2
whose kernel is precisely J (Sb×Sb), i.e there is an induced isomorphism
φ¯ :
A2(Sb × Sb)
J (Sb × Sb)
≃Mrat(t2(Sb), t2(Sb)).
In particular, this shows that πSb,tr2 ◦ γb ◦ π
Sb,tr
2 = 0 in A
2(Sb × Sb).
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Next we recall that αi ∈ A
2(B × P6 × P6). So we can write
(α1 + α2)|Sb×Sb =
∑
i,j
Di ×Dj =
(∑
i,j
Di ×Dj
)
◦ πSb,alg2 ,
where Di, Dj ⊂ Sb are divisors and the last equality holds since π
Sb,alg
2
is a projector on the Neron–Severi group NS(Sb)Q. Being π
Sb,alg
2 and
πSb,tr2 orthogonal we conclude that(
πSb,tr2 ◦ (α1 + α2)|Sb×Sb ◦ π
Sb,tr
2
)
=(
πSb,tr2 ◦
(∑
i,j
Di ×Dj
)
◦ πSb,alg2 ◦ π
Sb,tr
2
)
= 0.
So in (5.5) the only summand that survives on the left is the first
one and we get
(5.6) 2πSb,tr2 = π
Sb,tr
2 ◦
t Γb ◦ Γb ◦ π
Sb
2 ◦ π
Sb,tr
2 = π
Sb,tr
2 ◦
t Γb ◦ Γb ◦ π
Sb,tr
2 ,
where last equality holds since πSb2 = π
Sb,alg
2 + π
Sb,tr
2 and π
Sb,alg
2 , π
Sb,tr
2
are orthogonal. Next we claim that
(5.7) 2πSb,tr2 = π
Sb,tr
2 ◦
t Γb ◦ π
Mb,tr
2 ◦ Γb ◦ π
Sb,tr
2 in A
2(Sb × Sb)Q.
To prove the claim we recall that πMb,alg2 and π
Mb,tr
2 are orthogonal and
πMb2 = π
Mb,alg
2 + π
Mb,tr
2 , thus we get
πSb,tr2 ◦
t Γb ◦ π
Mb,tr
2 ◦ Γb ◦ π
Sb,tr
2 = π
Sb,tr
2 ◦
t Γb ◦ π
Mb
2 ◦ Γb ◦ π
Sb,tr
2
= πSb,tr2 ◦
t Γb ◦
(
∆Mb − π
Mb
0 − π
Mb
4
)
◦ Γb ◦ π
Sb,tr
2
= πSb,tr2 ◦
t Γb ◦∆Mb ◦ Γb ◦ π
Sb,tr
2 = π
Sb,tr
2 ◦
t Γb ◦ Γb ◦ π
Sb,tr
2 ,
where the last equalities follow from Theorem 5.3. Then we conclude
the proof of the claim by means of (5.6).
Now we want to prove that analogously there is a rational equivalence
of cycles
(5.8) 2πMb,tr2 = π
Mb,tr
2 ◦ Γb ◦ π
Sb,tr
2 ◦
t Γb ◦ π
Mb,tr
2 in A
2(Mb ×Mb)Q.
This follows easily since
2∆Mb = Γb ◦
t Γb in A
2(Mb ×Mb)Q.
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So applying twice on both sides πMb,tr2 we get:
2πMb,tr2 = π
Mb,tr
2 ◦ Γb ◦
t Γb ◦ π
Mb,tr
2
= πMb,tr2 ◦ Γb ◦
t ◦∆Sb ◦ Γb ◦ π
Mb,tr
2
= πMb,tr2 ◦ Γb ◦
t ◦
(
∆Sb − π
Sb
0 − π
Sb
4
)
◦ Γb ◦ π
Mb,tr
2
= πMb,tr2 ◦ Γb ◦
t ◦
(
πSb,alg2 + π
Sb,tr
2
)
◦ Γb ◦ π
Mb,tr
2
= πMb,tr2 ◦ Γb ◦ π
Sb,tr
2 ◦
t Γb ◦ π
Mb,tr
2 .
By (5.6) and (5.8), we conclude that Γb : t2(Sb) → t2(Mb) in Mrat is
an isomorphism of motives, and its inverse is its transpose tΓb. Since
the transcendental part of the motive is a birational invariant, Sb is
birational to S and Mb is birational to M , we conclude that there is
also an isomorphism of motives
t2(S) ∼= t2(M) in Mrat.

We present some corollaries of this result.
Corollary 5.9. Let S, S ′ be two isogenous Todorov surfaces of type
(2, 12), then they have isomorphic Chow motives, i.e.
h(S) ∼= h(S ′) in Mrat.
Proof. Being S and S ′ isogenous means that there exists a Hodge isom-
etry ϕ : H2(S,Q)
∼
→ H2(S ′,Q), i.e. ϕ is a isomorphism of Q–vector
spaces which is compatible with the Hodge structure and the cup prod-
uct on both sides2. This implies that there is a Hodge isometry on the
transcendental cohomology H2tr(S)
∼= H2tr(S
′) and on the algebraic one
H2alg(S)
∼= H2alg(S
′). Let us denote by M,M
′
the singular K3 sur-
faces associated to S and S ′ respectively, and by M,M ′ their resolu-
tions of singularities. Then we have an isogeny given by the pullback
H2tr(S)
∼= H2tr(M), since S is a double cover of M and another one also
given by the pullback H2tr(M)
∼= H2tr(M), since transcendental coho-
mology is invariant when resolving quotient singularities. By Theorem
5.4, since H∗(t2(S),Q) = H
2
tr(S) and H
∗(t2(M),Q) = H
2
tr(M), we have
also an isomorphism H2tr(S)
∼= H2tr(M). In particular, this isomorphism
is compatible with the Hodge structure, since it comes from a corre-
spondence, and it is compatible with the cup product. Thus we get
also a Hodge isometry H2tr(M)
∼= H2tr(M
′). By Huybrechts result on
the motivic Sˇafarevicˇ conjecture [Huy17, Theorem 0.2], we have that
this Hodge isometry can be lifted to an isomorphism of Chow motives,
i.e. h(M) ∼= h(M ′) and in particular we get an isomorphism on the
2For a discussion on the meaning and different uses of the term “isogenous” see
[Mor87].
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transcendental part of the motives t2(M) ∼= t2(M
′). Then, by Theorem
5.4, we get an isomorphism of motives t2(S) ∼= t2(S
′) and we conclude
that h(S) ∼= h(S ′) in Mrat. 
Corollary 5.10. Let S be a Todorov surface of type (2, 12). Assume
that P is a K3 surface such that there is a Hodge isometry H2tr(S)
∼=
H2tr(P ). Then, there is an isomorphism of Chow motives
t2(S) ∼= t2(P ) in Mrat.
Proof. Let M be the K3 surface associated to S, then by Theorem 5.4
we have an isomorphism H2tr(S)
∼= H2tr(M). As we noticed in the proof
of Corollary 5.9, this isomorphism is is compatible with Hodge structure
and cup product and so there is also a Hodge isometry H2tr(M)
∼=
H2tr(M
′). Applying Huybrechts result [Huy17, Theorem 0.2] we can lift
this isometry to an isomorphism of motives t2(M) ∼= t2(P ) in Mrat.
By Theorem 5.4 we conclude that t2(S) ∼= t2(M) ∼= t2(P ) inMrat. 
Corollary 5.11. Let S be a Todorov surface of type (2, 12) with very
high Picard number, i.e. ρ(S) ≥ h1,1(S) − 1, then S has finite di-
mensional motive (in the sense of Kimura and O’Sullivan [And05],
[Kim05]).
Proof. By [KMP07, Lemma 7.6.6] the motives h0(S), h4(S), h
alg
2 (S) are
finite–dimensional, hence all the summands of the Chow motive h(S)
are finite–dimensional except perhaps t2(S). Since a direct sum of
finite–dimensional motives is finite–dimensional, it is enough to prove
that t2(S) is finite–dimensional. Let M be the K3 surface associated
to S. By Theorem 5.4 we have t2(S) ∼= t2(M) and so it suffices to show
that t2(M) is finite–dimensional.
We recall that the Picard number of S, ρ(S), is the rank of the Neron–
Severi group NS(S)Q and dimH
2
tr(S) = b2(S) − ρ(S) = 2 − ρ(S) ≤
3 − h1,1(S) ≤ 3, since by hypothesis ρ(S) ≥ h1,1(S) − 1. By the
isomorphism H2tr(S)
∼= H2tr(M) we get that ρ(M) ≥ H
2
tr(M) − 3 =
b2(M) − 3 = 19. Since M has a large Picard number, it has finite
dimensional motive [Ped12, Theorem 2]. 
Acknowledgements . Thanks to Robert Laterveer for inspiring this
work, helping me through it and for always pushing me. Thanks to
Roberto Pignatelli for his great help and patience and thanks to Claudio
Fontanari for his constant support. I’m deeply grateful to Milo and
Federico for always providing enthusiasm and inspiration.
References
[And05] Yves Andre´, Motifs de dimension finie (d’apre`s S.-I. Kimura, P.
O’Sullivan. . . ), Aste´risque (2005), no. 299, Exp. No. 929, viii, 115–
145, Se´minaire Bourbaki. Vol. 2003/2004. MR 2167204
ALGEBRAIC CYCLES ON TODOROV SURFACES OF TYPE (2, 12) 29
[BFNP14] Gilberto Bini, Filippo F. Favale, Jorge Neves, and Roberto Pignatelli,
New examples of Calabi-Yau 3-folds and genus zero surfaces, Com-
mun. Contemp. Math. 16 (2014), no. 2, 1350010, 20. MR 3195149
[BHPVdV04] Wolf P. Barth, Klaus Hulek, Chris A. M. Peters, and Antonius Van de
Ven, Compact complex surfaces, second ed., Results in Mathematics
and Related Areas. 3rd Series. A Series of Modern Surveys in Math-
ematics, vol. 4, Springer-Verlag, Berlin, 2004. MR 2030225
[Blo86] Spencer Bloch, Algebraic cycles and higher K-theory, Adv. in Math.
61 (1986), no. 3, 267–304. MR 852815
[Blo94] , The moving lemma for higher Chow groups, J. Algebraic
Geom. 3 (1994), no. 3, 537–568. MR 1269719
[BLP17] Gilberto Bini, Robert Laterveer, and Gianluca Pacienza, Voisin’s
Conjecture for Zero–cycles on Calabi–Yau Varieties and their Mir-
rors, arXiv e-prints (2017), arXiv:1706.00472.
[Bur18] Dominik Burek, Higher dimensional Calabi-Yau manifolds of Kum-
mer type, arXiv e-prints (2018), arXiv:1810.11084.
[Cat87] Fabrizio Catanese, Automorphisms of rational double points and
moduli spaces of surfaces of general type, Compositio Math. 61
(1987), no. 1, 81–102. MR 879190
[Del75] Pierre Deligne, Poids dans la cohomologie des varie´te´s alge´briques,
Proceedings of the International Congress of Mathematicians (Van-
couver, B. C., 1974), Vol. 1 (1975), 79–85. MR 0432648
[Ful98] William Fulton, Intersection theory, second ed., Results in Mathe-
matics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics, vol. 2, Springer-Verlag, Berlin, 1998. MR 1644323
[Huy05] Daniel Huybrechts, Complex geometry, Universitext, Springer-
Verlag, Berlin, 2005, An introduction. MR 2093043
[Huy17] Daniel Huybrechts, Motives of isogenous K3 surfaces, arXiv e-prints
(2017), arXiv:1705.04063.
[IM79] H. Inose and M. Mizukami, Rational equivalence of 0-cycles on some
surfaces of general type with pg = 0, Math. Ann. 244 (1979), no. 3,
205–217. MR 553252
[Kim92] Shun-ichi Kimura, Fractional intersection and bivariant theory,
Comm. Algebra 20 (1992), no. 1, 285–302. MR 1145334
[Kim05] Shun-Ichi Kimura, Chow groups are finite dimensional, in some
sense, Math. Ann. 331 (2005), no. 1, 173–201. MR 2107443
[KMP07] Bruno Kahn, Jacob P. Murre, and Claudio Pedrini, On the transcen-
dental part of the motive of a surface, Algebraic cycles and motives.
Vol. 2, London Math. Soc. Lecture Note Ser., vol. 344, Cambridge
Univ. Press, Cambridge, 2007, pp. 143–202. MR 2187153
[Lat16a] Robert Laterveer, Algebraic cycles on surfaces with pg = 1 and
q = 2, Comment. Math. Univ. St. Pauli 65 (2016), no. 2, 121–130.
MR 3675809
[Lat16b] , Some desultory remarks concerning algebraic cycles and
Calabi-Yau threefolds, Rend. Circ. Mat. Palermo (2) 65 (2016), no. 2,
333–344. MR 3535459
[Lat16c] , Some results on a conjecture of Voisin for surfaces of geo-
metric genus one, Boll. Unione Mat. Ital. 9 (2016), no. 4, 435–452.
MR 3575811
[Lat17] , On Voisin’s conjecture for zero-cycles on hyperka¨hler vari-
eties, J. Korean Math. Soc. 54 (2017), no. 6, 1841–1851. MR 3718428
30 NATASCIA ZANGANI
[Lat18a] R. Laterveer, Zero–cycles on self–products of surfaces: some new ex-
amples verifying Voisin’s conjecture, Rendiconti del Circolo Matem-
atico di Palermo Series 2 (2018), 1–13.
[Lat18b] Robert Laterveer, Algebraic cycles and Todorov surfaces, Kyoto J.
Math. 58 (2018), no. 3, 493–527. MR 3843388
[Lat18c] , Some Calabi-Yau fourfolds verifying Voisin’s conjecture,
Ric. Mat. 67 (2018), no. 2, 401–411. MR 3864784
[Lat19] , Zero-cycles on Cancian–Frapporti surfaces, Ann. Univ. Fer-
rara Sez. VII Sci. Mat. 65 (2019), no. 1, 127–137. MR 3941135
[Lev01] Marc Levine, Techniques of localization in the theory of algebraic
cycles, J. Algebraic Geom. 10 (2001), no. 2, 299–363. MR 1811558
[LP15] Yongnam Lee and Francesco Polizzi, Deformations of product-
quotient surfaces and reconstruction of Todorov surfaces via Q-
Gorenstein smoothing, Algebraic geometry in east Asia—Taipei 2011,
Adv. Stud. Pure Math., vol. 65, Math. Soc. Japan, Tokyo, 2015,
pp. 159–185. MR 3380788
[LV17] Robert Laterveer and Charles Vial, On the Chow ring of Cynk-Hulek
Calabi-Yau varieties and Schreieder varieties, arXiv e-prints (2017),
arXiv:1712.03070.
[MNP13] Jacob P. Murre, Jan Nagel, and Chris A. M. Peters, Lectures on the
theory of pure motives, University Lecture Series, vol. 61, American
Mathematical Society, Providence, RI, 2013. MR 3052734
[Mor87] David R. Morrison, Isogenies between algebraic surfaces with geomet-
ric genus one, Tokyo J. Math. 10 (1987), no. 1, 179–187. MR 899482
[Mor88] , On the moduli of Todorov surfaces, Algebraic geometry and
commutative algebra, Vol. I, Kinokuniya, Tokyo, 1988, pp. 313–355.
MR 977767
[Mur90] Jacob P. Murre, On the motive of an algebraic surface, J. Reine
Angew. Math. 409 (1990), 190–204. MR 1061525
[NP14] Jorge Neves and Roberto Pignatelli, Unprojection and deformations
of tertiary Burniat surfaces, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5)
13 (2014), no. 1, 225–254. MR 3235061
[Ped12] Claudio Pedrini, On the finite dimensionality of a K3 surface,
Manuscripta Math. 138 (2012), no. 1-2, 59–72. MR 2898747
[PS08] Chris A. M. Peters and Joseph H. M. Steenbrink, Mixed Hodge struc-
tures, Results in Mathematics and Related Areas. 3rd Series. A Series
of Modern Surveys in Mathematics, vol. 52, Springer-Verlag, Berlin,
2008. MR 2393625
[Rit09] Carlos Rito, A note on Todorov surfaces, Osaka J. Math. 46 (2009),
no. 3, 685–693. MR 2583324
[Roj80] A. A. Rojtman, The torsion of the group of 0-cycles modulo ra-
tional equivalence, Ann. of Math. (2) 111 (1980), no. 3, 553–569.
MR 577137
[Tod81] Andrei N. Todorov, A construction of surfaces with pg = 1, q = 0
and 2 ≤ (K2) ≤ 8. Counterexamples of the global Torelli theorem,
Invent. Math. 63 (1981), no. 2, 287–304. MR 610540
[Tot14] Burt Totaro, Chow groups, Chow cohomology, and linear varieties,
Forum Math. Sigma 2 (2014), e17, 25. MR 3264256
[Usu91] Sampei Usui, Mixed Torelli problem for Todorov surfaces, Osaka J.
Math. 28 (1991), no. 3, 697–735. MR 1144481
ALGEBRAIC CYCLES ON TODOROV SURFACES OF TYPE (2, 12) 31
[Via18] Charles Vial, Generic cycles, Lefschetz representations, and the gen-
eralized Hodge and Bloch conjectures for abelian varieties, arXiv e-
prints (2018), arXiv:1803.00857.
[Voi96] Claire Voisin, Remarks on zero-cycles of self-products of varieties,
Moduli of vector bundles (Sanda, 1994; Kyoto, 1994), Lecture Notes
in Pure and Appl. Math., vol. 179, Dekker, New York, 1996, pp. 265–
285. MR 1397993
[Voi13] , The generalized Hodge and Bloch conjectures are equivalent
for general complete intersections, Ann. Sci. E´c. Norm. Supe´r. (4) 46
(2013), no. 3, 449–475 (2013). MR 3099982
[Voi14] , Chow rings, decomposition of the diagonal, and the topol-
ogy of families, Annals of Mathematics Studies, vol. 187, Princeton
University Press, Princeton, NJ, 2014. MR 3186044
[Voi15] , The generalized Hodge and Bloch conjectures are equivalent
for general complete intersections, II, J. Math. Sci. Univ. Tokyo 22
(2015), no. 1, 491–517. MR 3329204
Dipartimento di Matematica, Universita` degli Studi di Trento, via
Sommarive 14, 38123, Trento, Italy.
E-mail address : n.zangani@unitn.it
