ABSTRACT
INTRODUCTION
The identification of linear systems is an interesting subject that deserved a lot of attention in the past [1] . The special case of identification in the frequency domain is a particular aspect of the problem, but with great interest in applications. Traditionally the practical algorithms are based upon Levy's work [2] . This is a least-squares based algorithm formulated in a real framework by separating the real and imaginary parts of the transfer function. This fact led to a formulation with very lengthy expressions and a frequency dependent behaviour [3] . This frequency dependence was faced in [3] , by using an iterative method; another alternative, without iterations, was proposed in [4] . Both improvements modify the basic algorithm with the introduction of weights.
Here we reformulate the original approach in a completely * Address all correspondence to this author.
complex framework. This led to a set of normal equations where we could remove the frequency dependency. On the other hand, the obtained expressions are shorter. With this we obtain two sets of linear equations for each frequency. The formulation is given for the general case of a fractional, commensurate transfer function.
The use of measurements corresponding to several frequencies has been considered in the past through a simple average of the coefficients computed from each frequency. This procedure is neither robust nor sensible to order changes. To obtain a more reliable algorithm we propose a new algorithm with two steps:
1. Collect the matrices corresponding to the different frequencies in a stacked matrix. 2. Compute the coefficients of the model by using the pseudoinverse.
To illustrate the behaviour of this new formulation, we present some simulation results and also a real practical example.
The paper outline is as follows. We start with the description of Levy's formulation for fractional transfer functions, followed by the totally complex form that we propose. In the following section we describe also how to include weights, both for the non-iterative and the iterative options. In another section we present some simulation results and a description of a practical example, that of a Wave Energy Converter. To finish, we present some conclusions. Copyright c 2007 by ASME
ADAPTING LEVY'S IDENTIFICATION METHOD FOR FRACTIONAL ORDERS Original formulation
Let us suppose we have a plant described by a linear system with a transfer function G and a corresponding frequency response G( jω). Let us suppose we want to model it using a transfer function
where m and n are the pre-assigned orders of the denominator and numerator, and q is the fractional derivative order. Without loosing generality, we put a 0 = 1. The frequency response of (1) is given bŷ
where N and D are complex-valued and α, β, σ and τ (the real and imaginary parts thereof) are real-valued. The error between model and plant, for a given frequency ω, will be
Minimising the error power would be an obvious but difficult way of adjusting the parameters of (1). Instead of this, Levy's method minimises the square of the norm of
This is easier and leads to a set of normal equations easily solvable. Let us call this new variable E (and omit the frequency argument ω to simplify the notation); we will have
The square of the norm of E is
From (2) we see that
If we differentiate |E| 2 with respect to one of the coefficients b k (k = 0, 1, . . . , m) and equal the derivative to zero, we shall have
If we repeat the same operation with respect to one of the coefficients a k (k = 1, 2, . . . , n), we shall have
The m + 1 equations given by (11) and the n equations given by (12) form a linear system that may be solved so as to find the coefficients of (1):
where
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(Here and elsewhere ∧ is the Boolean operator of conjunction, and superscript T denotes transposition.) Further details may be found in [5, 6] .
Alternative formulation
Since the square of the norm of E is |E| 2 = EE * , and since
, if we differentiate |E| 2 with respect to one of the coefficients a k or b k and equal the derivative to zero, we shall also have
From (2) it can be seen that
Let us also define, so as to simplify notation,
Omitting the frequency argument ω to simplify the notation, we see that (22) leads to
This last step is important, since it removes one of the drawbacks of Levy's method: the dependence on the frequency [4] . Since ± j = e ± j π 2 , and since from Euler's formula e jx = cos x + j sin x we can easily prove that e jx + e − jx = 2 cos x, we will have
Inserting (29) to (31) into (28), we get
Coping with many frequencies Usually the frequency behaviour of the plant is known in more than one frequency (otherwise it is likely that the identified model will be rather poor). Let us suppose that it is known at f frequencies. There are two ways of making use of the data.
The first way is summing the systems obtained for each frequency. If this approach is followed, variables (14) to (21) will be given by
Similar summations shall appear in (32):
The second way is stacking the several systems. Suppose that the matrices and vectors in (13) 
We will end up with a system that is over-defined. Then the 4 Copyright c 2007 by ASME pseudo-inverse is used to fit the best possible solution:
System (32) is dealt with likewise.
ENHANCING THIS IDENTIFICATION METHOD WITH WEIGHTS
The alternative formulation was developed so as not to need enhancement by weighting each contribution with a frequencydependent weight w(ω). Nevertheless, it is possible to include weights as well, if so desired.
When such weights are used, the original formulation in (33) to (38) becomes
where w p ≡ w(ω p ). Similar changes appear if matrices are stacked rather than summed. When the alternative formulation is used, system (32) for a frequency ω p becomes
The resulting systems are then summed or stacked.
Vinagre's weights
One of the reasons why we may want to use weights is to counterbalance a known bias of Levy's method, that often leads to models well fitted to high frequency data but poorly fitted to low frequency data. Weights that decrease with frequency can be used to fix this.
One way to find reasonable values for weights is presented by [4] , leading to
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Sanathanan and Koerner's iterations with weights
Another reason to use weights is the following. Levy's method relies on minimising E instead of ε. It may be possible, however, to find the result of minimising E performing several iterations [3] as follows. In each iteration L, we minimise
In the first iteration, we make D 1 = 1, to recover Levy's method. From then on D L−1 will be the denominator found in the previous iteration. This corresponds to the use of a weight given by
If the iterations are convergent, we will end up with
and that is why E L −→ ε. This process is also expected to counterbalance the little influence of low frequency data in the final result.
IDENTIFICATION RESULTS
These identification methods have been used with test data from known functions and with data from a wave energy converter.
Test data
The exact frequency response of some functions was reckoned at 0.1, 1 and 10 rad/s, and the identification methods above were used to reconstruct the function. The functions used were
The results obtained are given in Tables 1 and 2 , wherein n it is the number of iterations performed when (51) is used, and J is the MSE (mean square error) performance index, given by
In what concerns the iterations proposed by Sanathanan and Koerner, they were implemented to stop 1) after 100 iterations, or 2) if the norm of the difference of the vectors of coefficients of two consecutive iterations is smaller than 10 −3−log(n+m) .
All identification methods find the original transfer function when given the exact values of q, n and m. But since these are not necessarily available, it is important to see what happens when different values are used. It is desirable that, if q is commensurate with the exact value, and if n and m are large enough, the original transfer function be obtained, with unnecessary coefficients equal to zero. It can be seen that this sometimes happens, but not always. Stacking the matrices and solving the problem with the pseudo-inverse presents a clear improvement over the more traditional approach of summation and linear system solving.
The Archimedes Wave Swing
An application of the identification methods above to an engineering problem is provided by the Archimedes Wave Swing (AWS), a device for producing electricity from sea waves (see Fig. 1 ).
The sea is an important source of renewable energy [7] [8] [9] [10] . Several different sources of energy related to the sea can be distinguished, such as tidal energy, off-shore wind energy, or wave energy. In this last case, it is aimed to convert the energy present in sea undulation into electricity. Sea waves are in fact a concentrated form of wind energy, which in turn is a concentrated form of solar energy, since it is the sun that causes the variations of atmospherical temperature that originate the wind. While the Copyright c 2007 by ASME original solar power density is around 100 W/m 2 , waves typically reach power densities ranging from 10 kW/m of wave crest length up to (and sometimes even over) 1000 kW/m of wave crest length. Harnessing this energy, however, requires solving several engineering problems. The power of sea waves changes with time, and this means three things. Firstly, the energy extracted will have seasonal variations. Secondly, since short-term variations of wave energy are important, there must be some means of ensuring that electricity produced will be synchronous and phase-locked. Thirdly, peak values of wave energy may be so high as to pose a danger to the device. Because of this, and because the sea is by its very nature an aggressive environment, devices for wave energy conversion (WECs) must have a very resistent design.
There are many possible configurations for WECs. Some are installed at the shoreline, some are deployed near the shore, others are deployed off-shore; they may float or be submerged; and there are several possible working principles. To this day, several promising prototypes have been built, but none is past break-even point. Control engineering plays an important role in on-going research, to maximise the energy extracted and hence The AWS is one of the several WECs currently under development. It is an off-shore, underwater (43 m) device. It is a point absorber, that is to say, its size is neglectable compared to a typical wave length. It consists mainly in a cylindrical, bottomfixed chamber (the silo), covered by a movable, cylindrical lid (the floater). Air is trapped between the silo and the floater. As the wave crests and troughs pass, the height of the water column Copyright c 2007 by ASME above varies, and so does the pressure acting on the floater. Thus, and since the air trapped within is compressible, the floater will (as its name says) float vertically (see Fig. 2 ). A linear generator converts this reciprocating movement into electricity [11] . From this description, it may be supposed that a massspring-damper system will provide a simple but reasonable model for the AWS. In reality, things are not so simple, since there are many non-linearities. A very complete and accurate non-linear simulator has been developed for Matlab [12] [13] [14] (see Fig. 3 ). But it is convenient, for control design purposes, at least in an initial stage, to have a linear model, even if less accurate. Figure 4 shows that the non-linearities, though not neglectable, are not so important as to make such a linear model useless. This linear model may be obtained from data provided by the nonlinear simulator. This option was taken because, due to operational problems, very few experimental data is available from the 2 MW AWS prototype, which was tested at the Portuguese northern coast during 2004 (and then decommissioned). Additionally, due to industrial secrecy reasons, several parameters of the AWS non-linear simulator have been modified to provide the data below.
To obtain the data, the non-linear simulator was fed with several sinusoidal waves with an amplitude of 1.0 m. Since the AWS is not linear, changing the amplitude of the waves will change (even if only slightly) the result obtained. This particular amplitude was chosen since it is the most frequent one in the location where the AWS prototype was deployed 1 . The periods of the waves range from 4 s to 14 s. These are the wave periods expected to occur at the AWS site. The input of the desired model is the wave excitation force F exc , that is to say, the force that the waves would exert in the AWS if the device were stopped. The output is the position of the floater Ξ. Table 3 shows the data to which the identification methods were applied. Several model structures (that is, several values of q, n and m) were used. All fractional values of q led to unstable poles or zeros. Integer models with only one pole were clearly unsatisfactory, and most of the others had unstable poles or zeros. The exceptions were those with q = 1, m = 0, and n = 2 or n = 3. The former case was chosen because it is simpler and because one further pole does not significantly improve the re- 1 The AWS was tested 5 km offshore Leixões. The data on wave climate was obtained from the ONDATLAS software [15] . The location for which ONDATLAS has wave climate data is called Leixões-buoy (41 o 12.2 N, 9 o 5.3 W).
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Copyright c 2007 by ASME sult. This confirms the supposition above about the AWS being approximately a mass-spring-damper system. The importance of fractional identification in this case was to rule out the existence of fractional dynamics. The model chosen, the one with a lower value of J in Table 4 (line 9 in the Table, Figure 5 shows how this model is fit to the data from which it was obtained. It can be seen that it is fairly accurate, save for the behaviour around 6 rad/s, that was neglected. This behaviour seems to be a result of non-linearities, since it could not be modelled even with a greater number of poles and zeros. Another indication that identification results are satisfactory is that the position of poles does not change significantly with the method used. It is possible to further validate this model by comparing its outputs with those of the non-linear simulator; as an example, Figure 6 shows how close the two outputs are for a 100 s period taken from an irregular wave similar to those expected to occur in January. For more details on this validation, see [16] . 
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a new formulation for the frequency domain identification of linear systems. The novel features are two: a complex form of Levy's methodology; and the use of a stacked matrix, leading to a system of linear equations that may be solved using the pseudo-inverse. Some examples illustrate the behaviour of the algorithms. These show that matrix stacking regularly leads to results better than those obtained summing the contributions of the several frequencies.
Although we did not assume any noise in the transfer function values, the proposed formulation can easily be accommodated to this situation. In fact, the computation of the pseudoinverse can be done with the more powerful singular value de- Copyright c 2007 by ASME Figure 6 . Output of (55) compared with the output of the non-linear model of the AWS; the input is part of a wave typical for the month of January composition based algorithm. This will be the subject of a future work.
