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Proficiency-focused study of the 
unnaturalness of shogi programs 
Takafumi Nakamichi 
Abstract 
Information-based, two-player games such as chess, shogi, and go are supported by 
computer programs that are smarter than humans. Current studies have focused on 
implementing these smart game programs as learning supports for opponents playing 
against the computer. In this research, we consider shogi for this purpose. According to 
experiences of players, playing against a computer is not as enjoyable as against a 
human opponent. The factors that impair this enjoyment are unnaturalness of 
computers and the necessity for a good player to adjust according to the proficiency of 
the opponent program. The effects of differences in the proficiencies of humans and game 
programs, based on the unnaturalness of the latter, have not been studied to date. 
Therefore, in this study, we conduct two experiments—one to control the proficiency level 
of humans as evaluators and that of game programs and another to clarify the 
relationship between proficiency level and unnaturalness.  
 First, player groups of two different levels of proficiency—amateur and professional—
were evaluated based on the gaming scores of the human players and a game program 
developed for beginners. Subsequently, the reasons for the unnaturalness of the game 
program were analyzed. The results of the evaluations of both player groups indicated a 
“bad move,” i.e., a move that no human would play, as the main reason for the 
unnaturalness of game programs. Furthermore, only professional players could indicate 
“bad moves.” 
Thereafter, we proposed an algorithm for shogi that keeps the balance in equilibrium 
by bringing the evaluation close to 0 , and an experiment was conducted to compare the 
number of “bad moves” by the proposed program and an existing fixed-strength program. 
It was confirmed that the proposed program increased the winning rate of human 
iv 
 
players, including beginners, by playing many “bad moves” that considerably differed 
from optimal moves. Additionally, the proposed program occasionally overlooked a “bad 
move” in response to a move by the human player. 
These results show that the biggest reason for the unnaturalness of game programs is 
“bad moves”. Furthermore, evaluators with greater abilities are more sensitive to “bad 
moves” and therefore, more prone to feel unnaturalness, thereby making it difficult to 
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など，基礎的な手法が確立されてきた．1997 年には IBM によるチェス専用コンピュータ





関数の設計が行われてきたが，2006 年に Bonanza が評価関数を教師あり学習する手法を
実現すると[保木 2006, Hoki 2011]，その方法が主流となっていった．その後，2013 年に











手法の出現により大きな技術革新が起こり[Coulom 2006; 美添 2008, 2012; 松原 2013]，
さらに深層学習と強化学習を組み合わせた手法を用いることで[Silver 2016, 2017]，アルフ
















（定石）が改められることが起きることも指摘されている[大橋 2017, 洪 2017, 西尾 
2018]．学習者にとって高価値で有用な情報を提供するために，将棋ではプログラムの読


















































































































































自然なプログラムの副目標であるとしている[池田 2013]．Believable Bots 研究を整理した
研究では，これまでの着眼点を，行動の模倣、身体的な制約，感情，間違い・勘違い，好み











お用語の利用においては，最終目標である Believable Bots も，後者の人間らしさを感じさ
せるゲームプログラムも，区別されずに人間らしいプログラムと表記されることがしばし
ばある．本論文において人間らしいプログラムと表記した場合，人間らしさを感じさせるゲ







これらの大会で行われるチューリングテストとは，1950 年の Turing による思考実験や
その変形を指している．チューリングの論文においては，デジタル計算機が人間の知能を模





















ゲームにおける代表的なチューリングテスト大会には，First Person Shooter（FPS)の 2k 
bot Prize と，アクションゲームの Mario AI /Platformer AI Competition が挙げられる．こ
れらはチューリングテスト大会として成立させつつも十分な質や量の感性評価データを収





























との基準やばらつきの違いを抑制する効果が見込まれる [Yannakakis 2011]． 
2.3. チューリングテスト大会の成果と制限 
これらのチューリングテスト大会は，人間らしいゲームプログラムの研究を盛んなもの







実現可能になった．これは 2 つのプログラムが人間よりも人間らしいと評価された 2012 年
の 2k bot prize からも読み取れる．52.2%の評価者に人間と評価された MirrorBot というプロ
グラムはゲーム中に記録した他プレイヤの行動を模倣し，51.9%の評価者に人間と評価され
た UT^2 というプログラムは事前に人間の移動データをテーブルとして用意して活用して








まず，プレイヤが人間であると評価された割合を見てみると，1 位から 4 位まで順に，
53.3%, 52.2%, 30.8%, 26.3%であった[Polceanu 2013]．一方で，上位プログラムが人間である






































方法があり，チューリングテスト大会で成功を収めている[Polceanu 2013, Karpov 2012, Luong 
2017]．後者には，FPS において人間の注意メカニズムに着目した認知アーキテクチャの























果も示されている．藤井らの Mario AI のプログラムも評価実験において，評価者の集合を








名）の 3 つの群に分類された．各群のマリオの累計プレイ時間は，順に 46 時間，36 時間，
25 時間と，速く操作されたマリオのプレイを人間らしいと評価するプレイヤ群ほどプレイ
時間が長い傾向が見られた．藤井らはこの 3 群のうち，速さと相関のある 5 名を除いたう














図 1 実験参加者 20 名による人間プレイヤ 3 群のプレイ動画に対する評価．[藤井 2014]の図 4 を元に改
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図 2 速さと相関ありの実験参加者 5 名を除いた 15 名による人間プレイヤ 3 群のプレイ動画に対する評



















































と「局面の評価関数の精緻化」という 2 つの問題に分解される[松原 2016]．将棋において
は，研究初期からチェスに由来するヒューリスティックな前向き枝刈り [山下 1998, 棚瀬 
2000, Hoki 2012]や，将棋の熟達者によって選別された特徴にもとづく評価関数[山下 1998, 
鶴岡 2003]によって強さの実現が目指されてきた[小谷 2009, 金子 2012b]．その後パラメ
ータの増加に伴い自動でパラメータを調整しようとする研究[薄井 1999, 鶴岡 2001, 鈴木 
2005]も増えていった．2006 年に Bonanza というプログラムが 3 駒関係で表現される評価
関数をプロやアマチュアプレイヤの棋譜を教師データとして学習する手法で成功を収める










































本研究では評価関数の学習に用いるために，オープンソースプログラムの Bonanza 6.0 を
利用する [Hoki 2019]．Bonanza は対局用のプログラムを作成するためのベースプログラ
ムとして利用された実績が数多くあるため，これを用いることとした．利用例として乱数を
加えることでプログラムを弱く調整する方法[Obata 2010]や個性のあるプレイヤを学習す




































 𝐽𝑐(𝒘) = 𝜆０𝑔(𝒘
′) (3) 
 𝐽𝑅(𝒘) = 𝜆1|𝒘
′′| (4) 
局面集合𝒫は，オンライン対局場でのアマチュアプレイヤの棋譜を集めた将棋倶楽部 24
万局集[久米 2002]に収録される棋譜のうち，プレイヤ層の多いレーティングが 1300 台（初
段レベル）のプレイヤの棋譜からランダムに 30000 局選択して構成した．Bonanza 6.0 を用


























大学将棋部の学生 6 人と，日本将棋連盟プロ棋士 5 人が実験に参加した．実験参加者に
は，今回実験で評価させる棋譜である初段プレイヤの棋譜を評価して，言語化できるだけの
棋力が求められる．そのため，アマチュアプレイヤの募集時には，有段者のプレイヤという

















(ア)  5 段階のリッカート尺度による人間かプログラムかの評価 
(イ)  （ア）の評価理由の自由記述 





同士によるもので，表 1 のような内訳で 20 局用意した．人間の棋譜は，将棋倶楽部 24 万























𝑅 = 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑅 +
(𝑜𝑝𝑝𝑜𝑛𝑒𝑛𝑡′𝑠 𝑅 − 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑅) ± 400
25
 (5). 
 𝑊𝑒 = 0.5 + 0.00125𝑑𝑟 (6), 
コンピュータ将棋の対局場である floodgate においても， AI を登録することでレーティ
ングを計測できる[森脇 2007]．floodgate は 2007 年の将棋倶楽部 24 で稼働させた YSS の




3 種類のプログラムは，レーティングが 1300 に近くなるように調整した．まずレーティ
ングの基準として，オンラインの将棋プログラムの対局サーバである floodgate を用いて， 













































図 5 棋譜 15番におけるプロ棋士が悪手だと指摘した局面． 
実際の着手▲２四歩（黄）と，プロ棋士の推奨手▲同桂（青） 
15 番の棋譜は，深さのみを調整したプログラムの棋譜である．アマチュアは 4.0, プロ棋
士は 2.2 の評価をつけたこの棋譜では，アマチュアプレイヤ 5 人が人間の棋譜と評価して
いる．アマチュアとプロ棋士では評価が分かれているが，プロ棋士の中では同じ着手に対し























 続いて，評価理由の詳細な分析を行った． 20 の棋譜それぞれの評価理由について，表 2
のように，棋譜ごとに評価理由をラベル付けした．1 つの棋譜には複数の理由がある場合が
あるので複数のタグが付いているものもある．20 の棋譜に付けられた回答理由のタグを集
計し，アマチュアとプロ棋士ごとに内訳をまとめたものが図 7, 図 8 である．これをもとに
アマチュアとプロ棋士の共通点と相違点を挙げる． 




















図 7 機械と評価した理由の回答数内訳 
 







































が多かった．例えば複数のゲームを一つのプログラムにプレイさせる General Game Playing 































































対局相手に合わせて自然に手加減するプログラムとしては Tutoring Search アルゴリズ
ム[飯田 1995]が提唱されている．Tutoring Search は，min-max アルゴリズムに相手モデ
ル(Opponent Model)を導入した OM Search アルゴリズムを，手加減のために拡張したア
ルゴリズムである．min-max 探索では，互いに最善手を指すと仮定した場合の最善手を選
択する．それに対して OM Search では，相手が最善手ではなく何らかのモデルにもとづ



















































−𝑉(𝑀), 𝑉(𝑀) ≥ 0













[Hoki 2019]．Bonanza は minmax 探索を最適化する局面評価の機械学習に将棋で初めて大
きな成功を果たしたプログラムであり[保木 2006] [瀧澤 2018]，本研究を行うための十分
な強さも有する．Bonanza には futility pruning や null pruning，Late move reduction とい
った枝刈り手法など，性能向上のための技法が実装されている[Hoki 2012, 2014]．提案ア
ルゴリズムを Bonanza に適用して実装を行い，比較用のプログラムも Bonanza のパラメー
タを変更したものを利用する．現局面の候補手ごとの探索結果の評価値に式(7)を適用する
ことで，0 に近くなる着手を選択することが出来る． 










Bonanza は探索開始前に，transposition table を用いて探索開始局面に詰みが存在するか
transposition table を参照している．この処理ではまず探索開始局面の評価値と最善応手系

















 対戦相手のプログラムとして，静止探索抜きの基準探索の深さが 1, 2, 3, 4 の Bonanza を
用意した．それぞれのレーティングは，将棋倶楽部 24 のレーティングで順に 824(1-dan)1, 
1159(2-dan), 1442(2-dan), 1740(3-dan)に相当する．また，深さ 5 の Bonanza は，1984(4-






部 24 レーティングで 824 の場合，R824(1-dan)と表記する．81Dojo と将棋倶楽部 24 間
では対応表が提供され，一方の対局場のレーティングからもう一方でのレーティングを予










深さ 1 のプログラムでも４割から５割程度の勝率を実現しており，レーティングが 1000 以
上低い深さ 2, 3, 4 のプログラム相手に対しても勝たせることが出来ていた． 
 












































2014 年 1 月 14 日から 4 月 18 日の期間に，7098 の対局が行われた．これらの対局には，
一手も指さない投了や回線切れなども含まれる．ここで 50 手以下の対局は外れ値として，
1009 人による 6447 の対局を分析対象とした．また，プレイヤの対戦回数は平均 6.39（SD:18）
回で，対局回数は図 10 のようにばらつきのある分布となり，100 局以上対戦しているプレ





図 10 対局数の分布 
表 3 アンケート回答者の内訳 
 
アンケートにはプレイヤを同定できる 47 件の回答が得られた．回答者の年齢は 9 歳-61 






るものであった．これらの 8 件を除外して，残った 39 件の回答をここでは分析対象とする
ことにした．そのレーティングによる内訳を，表 3 に示す．レーティングは平均 1481.1, 標










と，提案アルゴリズムを実装していない深さ 5 の Bonanza のレーティング(1984)を利用し
た．式(6)を用いてレーティングが同じならば勝率が 5 割になるように計算した． 
この期待勝率上は，ベースラインに対しては Orange から Red のプレイヤのみが勝つ可
能性がある．しかしながら，実際の対局結果では，提案プログラムに対しては初心者初級者







図 11 各群のプレイヤの，提案プログラムに対する勝率と既存プログラムに対する期待勝率 
 
主観評価結果 
 レーティングを算出可能な 39 人から「あなたにとって，プログラムはどの程度の強さだ
ったか教えてください」という 5 段階の強さの主観評価の回答を得た．結果は，平均
3.0(SD:1.0)と図 12 に示すように同程度の強さを中心に分布した．回答者のレーティング
を算出可能な 39 の回答について，レーティングと強さの評価の相関係数は-0.27 であり，
プレイヤのレーティングと主観的な強さの間に相関は見られなかった． 
最もレーティングの低い 7 人の Grey プレイヤの中でも，提案プログラムを自分より強い
と評価したのは 2 人のみだった．それ以外の 5 人のプレイヤは「接戦」「一手の違い」「勝て
































































対して以下の 5 つの選択肢を用意した． 
① 駒の名前や動きを思い出しながら指す 
② 駒の強さが分かり，相手の駒を取ることを最優先に指す  












上記 10 人を対象に，思考過程を発話させながら 3 種類の将棋プログラムと対局させる．
内訳は，深さ 1 で探索する Bonanza, 深さ 5 で探索する Bonanza, 深さ 5 で探索する提案プ





































[山下 2014, 竹内 2015]の悪手の定義を参考にしながら，以下のように少し条件を緩和した
ものである．本実験で分析するのは，初心者や手加減するプログラムの対局であり，序盤か
ら悪手を指すことや，互いに大悪手を指し合うことは例外的な事例ではないと考えられる．
そのため，山下や竹内では除外していた 40 手以下の指し手や，評価値の絶対値 1000 を超
える着手も悪手に含むこととした．なお定跡の手は評価値 0 の手として，悪手に含まれな
いように処理した．本実験では，プレイヤの対局終了から対局終了後の半構造化面接までの





 ここではまず，経験者群と初心者群が 3 種類のプログラムと対局した勝率と平均手数と
それぞれのプログラムに対して感じる強さの主観評価を示す． 
表 4 に示す通り，経験者群は深さ 1 のプログラムと提案プログラムに対して 90%勝って














図 14 経験者と初心者による 3つのプログラムの主観的な強さ(1~5)の比較． 
エラーバーは 95%信頼区間を示す． 
























































 次に提案プログラムから感じられた悪手を，深さ 1, 深さ 5 の既存プログラムと比較し
て議論する．まず，初心者による悪手の検出率は，すべてのプログラムにおいて経験者よ
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アマチュアプレイヤ 6 人による評価 
 A B C D E F 平均 
深さ４:評価関数で棋力調整したプログラム 2.6 3.8 2.6 3.4 3.2 3.4 3.2 
深さ６:乱数で棋力調整したプログラム 2.6 2.6 3.0 2.2 2.2 1.8 2.4 
深さ３:深さのみで調整したプログラム 3.8 3.8 3.4 3.4 3.8 2 3.4 
プレイヤ 3.8 4.2 3.4 3.4 3.8 4.2 3.8 





プロ棋士 5 人による評価 
 a b c d e 平均 
深さ４:評価関数で棋力調整したプログラム 2.4 4.2 1.2 2.2 2.6 2.5 
深さ６:乱数で棋力調整したプログラム 1.2 2.6 1.8 1.8 2.8 2.0 
深さ３:深さのみで調整したプログラム 1.8 3.2 1.4 2.6 1.4 2.1 
プレイヤ 4.0 3.8 1.8 3.2 3.6 3.3 
平均 2.35 3.5 1.6 2.5 2.6 2.5 
 
