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In a general normed vector space, we study the minimal time function determined by
a differential inclusion where the set-valued mapping involved has constant values of
a bounded closed convex set U and by a closed target set S . We show that proximal
and Fréchet subdifferentials of a minimal time function are representable by virtue of
corresponding normal cones of sublevel sets of the function and level or suplevel sets of
the support function of U . The known results in the literature require the set U to have the
origin as an interior point or U be compact. (In particular, if the set U is the unit closed
ball, the results obtained reduce to the subdifferential of the distance function deﬁned
by S .)
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1. Introduction
Let X be a normed vector space and U be a bounded closed convex subset of X . Let S be a closed subset of X . The
function T S is deﬁned by
T S(x) := inf
{
t  0: S ∩ (x+ tU ) = ∅}, for all x ∈ X . (1.1)
It can be seen that T S (x) is the minimal time function deﬁned by the following differential inclusion
x˙(t) ∈ U , x(0) = x. (1.2)
In other words,
T S(x) ≡
{
inf
{
T > 0: there exists a trajectory x(·) satisfying (1.2) with x(0) = x and x(T ) ∈ S}, x /∈ S;
0, x ∈ S.
Various properties of the minimal time function have been studied in the literature; see [1–6]. Since this function is not
necessarily convex, some researchers discussed its subdifferential in the sense of nonsmooth analysis.
It can be seen that the minimal time function T S is a generalization of the usual distance function, and so the study of
the subdifferential of T S extends the subdifferential calculus of the usual distance. On the other hand, consider the following
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min ϕ(t, x)
s.t. t ∈ A
x ∈ F (t), (1.3)
where ϕ is a function, A is a set, and F is a set-valued mapping. The Fréchet subdifferential of the optimal value function
of (1.3) was studied in [7, Section 3]: An upper estimate of the Fréchet subdifferential of the value function of (1.3) is
given in terms of the normal cone of A and the coderivative of the set-valued mapping F . Obviously, the minimal time
function x → T S (x) is the optimal value function of (1.3) where ϕ(t, x) = t , A = R+ , and F (t) = S − tU . In fact, the study
of subdifferential of optimal value function has been very important in the area of optimization, especially in the theory
of Lagrange multipliers and in stability and sensitivity analysis; see [8–10] and the references therein. As a byproduct, our
results show that for T S , an exact equality of the subdifferential holds. Thus the main results reﬁne the known results on
the subdifferential of value function by replacing the upper estimate by an equality.
Let us recall more backgrounds. Assuming that the origin is an interior point of U , Colombo and Wolenski [2,3] studied
the proximal and Fréchet subdifferentials of the function T S (x) in a Hilbert space. [11] studied the Fréchet and proximal
subdifferentials of T S in a Banach space. When the origin is an interior point of U , the function T S is globally Lipschitz, so
the Clarke subdifferential of T S is also discussed in [11]. In particular, if U is the (closed) unit ball in X , then T S (x) reduces
to the usual distance dS (x), which is deﬁned by
dS(x) := inf
s∈S ‖s − x‖, for all x ∈ X .
The subdifferentials of dS were studied in [12–14].
In this paper, we do not require the origin be an interior point of U and show that the Frechét and proximal subdifferen-
tials of the minimal time function T S can be described by virtue of the corresponding notions of normal cones of sublevel
sets of T S and the support function of U . The space is assumed to be a normed vector space of possibly inﬁnite dimension.
The main results unify and generalize the corresponding results in [12–14,2,3]: the set U does not necessarily contain the
origin as an interior point, actually U can have empty interior; the set U is not necessarily compact; the space X is a
general normed vector space. A simple example shows that the boundedness assumption of U is indispensable.
2. Preliminaries
Let X be a normed vector space with norm denoted by ‖ · ‖. Let X∗ denote the topological dual of X . We use B(x; r) to
denote the open ball centered at x with radius r > 0 and 〈·,·〉 to denote the pairing between X∗ and X . Let g : X →R be a
lower semicontinuous function and x ∈ X . g is said to be calm at x [15] if there exist k > 0 and a neighborhood V of x such
that
∣∣g(y) − g(x)∣∣ k‖y − x‖, ∀y ∈ V . (2.1)
In particular, if g is locally Lipschitz at x, then it is calm at x.
Let us recall the following well-known classes of subdifferentials for g at x.
• The proximal subdifferential of g at x is the set
∂ P g(x) :=
{
ξ ∈ X∗: lim inf‖v‖→0
g(x+ v) − g(x) − 〈ξ, v〉
‖v‖2 > −∞
}
.
In other words, ξ ∈ ∂ P g(x) if and only if there exist σ > 0 and δ > 0 such that
g(x+ v) − g(x) 〈ξ, v〉 − σ‖v‖2, for all v ∈ B(0, δ).
• The Frechét subdifferential of g at x is the set
∂ F g(x) :=
{
ξ ∈ X∗: lim inf‖v‖→0
g(x+ v) − g(x) − 〈ξ, v〉
‖v‖  0
}
.
Let S ⊂ X be a closed set and let x ∈ S . The proximal normal cone and Frechét normal cone of S at x are deﬁned as the
corresponding subdifferential of the indicator function of S at x and are denoted respectively as NPS (x) and N
F
S (x). That is,
ξ ∈ NPS (x) if and only if there exist σ > 0 and δ > 0 such that 〈ξ, y − x〉 σ‖y − x‖2 for all y ∈ S ∩ B(x; δ), and ξ ∈ NFS (x) if
and only if for any ε > 0 there exists δ > 0 such that 〈ξ, y − x〉 ε‖y − x‖ for all y ∈ S ∩ B(x; δ).
The support function of a set K ⊂ X is deﬁned by
K (ξ) := sup
x∈K
〈ξ, x〉.
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T S(x) = inf
{
t > 0: S ∩ (x+ tU ) = ∅}; (2.2)
if x ∈ S and if U contains the origin, then (2.2) still holds.
Proposition 2.2. Let U be a nonempty bounded set in X and S ⊂ X be a nonempty closed set. Then
(i) T S (x) = 0 if and only if x ∈ S.
(ii) If U is compact and if T S (x) < ∞, then the inﬁmum deﬁning T S (x) is attained.
Proof. It is obvious that T S (x) = 0 for x ∈ S . Conversely, if T S (x) = 0, by the deﬁnition of T S , there is a nonnegative scalar
sequence {tn} such that tn → 0+ and S ∩ (x+ tnU ) = ∅. This implies the existence of {un} ⊂ U satisfying that {x+ tnun} ⊂ S .
Since tn → 0+ and U is bounded, it follows that x+ tnun → x, and hence x ∈ S as S is closed.
To verify (ii), let {tn} be a minimizing sequence: tn  0, tn → T S (x), and S ∩ (x + tnU ) = ∅. Then there exists un ∈ U
such that x + tnun ∈ S . Since U is compact, we may assume that un → u for some u ∈ U . Thus x + tnun → x + T S (x)u. The
closedness of S shows that x+ T S (x)u ∈ S . 
Remark 2.1. It is possible that T S (x) = ∞ for some x. For example, when X =R2, S = {0}, x = (0,1), and U = [−1,1] × {0}.
3. Proximal subdifferential of a minimal time function
Theorem 3.1. Let x ∈ S. Then
∂ P T S(x) = NPS (x) ∩
{
ξ ∈ X∗: U (−ξ) 1
}
.
Proof. Let x ∈ S and ξ ∈ ∂ P T S (x). Then there exist σ , δ > 0 such that
T S(y) − T S(x) − 〈ξ, y − x〉−σ‖y − x‖2, (3.1)
for all y ∈ B(x; δ). It follows from Proposition 2.2 that for all y ∈ S ∩ B(x; δ),
〈ξ, y − x〉 σ‖y − x‖2. (3.2)
Therefore ξ ∈ NPS (x).
Let v ∈ U and tλ := T S (x− λv), where λ > 0. Then
x ∈ S ∩ (x− λv + λU ) = ∅,
and hence tλ  λ < ∞. It follows from (3.1) that for suﬃciently small λ > 0,
λ tλ  λ〈−ξ, v〉 − λ2σ‖v‖2,
which implies that 〈−ξ, v〉 1. Therefore, U (−ξ) 1.
Conversely, let ξ ∈ NPS (x) be such that U (−ξ) 1. Then there exist σ1, δ > 0 such that
〈ξ, y − x〉 σ1‖y − x‖2, ∀y ∈ S ∩ B(x; δ). (3.3)
Put σ := 2(M2‖ξ‖2 + 1)σ1, where M := supu∈U ‖u‖. In view of Proposition 2.2, T S (y) = 0 for y ∈ S . Thus (3.3) implies that
T S(y) − T S(x) − 〈ξ, y − x〉−σ‖y − x‖2,
for all y ∈ S ∩ B(x; δ). Let δ0 := δ2(1+M‖ξ‖) . Now we prove that the above inequality holds for all y ∈ B(x; δ0) \ S . Therefore,
ξ ∈ ∂ P T S (x). If not, then there is y0 /∈ S such that
‖y0 − x‖ < δ0 and T S(y0) < 〈ξ, y0 − x〉 − σ‖y0 − x‖2. (3.4)
The latter implies that
T S(y0) ‖ξ‖‖y0 − x‖. (3.5)
Let θ0 := T S (y0). Then (3.5) implies that θ0 < ∞. By the deﬁnition of T S , for any ε ∈ (0, δ2M+1 ), there are t1 ∈ (θ0, θ0 +ε),
s ∈ S , and u ∈ U such that s = y0 + t1u. Thus
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
(
1+ M‖ξ‖)‖y0 − x‖ + εM
<
(
1+ M‖ξ‖)δ0 + εM < δ, (3.7)
where the third inequality follows from (3.5). This veriﬁes that s ∈ S ∩ B(x; δ). It follows from (3.3) and (3.6) that
T S(y0) − 〈ξ, y0 − x〉 = θ0 − 〈ξ, y0 − s〉 − 〈ξ, s − x〉 θ0 − 〈ξ, y0 − s〉 − σ1‖s − x‖2 = θ0 + t1〈ξ,u〉 − σ1‖s − x‖2
 θ0 − t1 − σ1‖s − x‖2 −ε − σ1‖s − x‖2 −ε − 2σ1M2(θ0 + ε)2 − 2σ1‖y0 − x‖2.
Letting ε → 0+, we obtain
T S(y0) − 〈ξ, y0 − x〉−2σ1M2θ20 − 2σ1‖y0 − x‖2 −2σ1
(
M2‖ξ‖2 + 1)‖y0 − x‖2 = −σ‖y0 − x‖2,
where the second inequality follows from (3.5). This contradicts to the second expression in (3.4). 
Example 3.1. Let U = {0}. Then it can be seen that T S (x) = 0 for x ∈ S and T S (x) = ∞ for x /∈ S . That is, T S (x) is the indicator
function of the set S . By Theorem 3.1, for x ∈ S ,
∂ P T S(x) = NPS (x),
which reduces to an equivalent deﬁnition of proximal normal cone.
Example 3.2. Let X :=R2, U := [−1,1] × {0}, and S be the unit ball in R2. Then
T S(x) =
⎧⎪⎨
⎪⎩
0, x ∈ S,
|x1| −
√
1− x22, x /∈ S and |x2| 1,
∞, otherwise.
At x = (1,0), ∂ P T S (x) = [0,1] × {0}.
Theorem 3.2. Let x /∈ S and r := T S (x) < ∞. We have
(a) ∂ P T S (x) ⊂ NPS(r)(x) ∩ {ξ ∈ X∗: U (−ξ) = 1};
(b) If T S is calm at x, then
NPS(r)(x) ∩
{
ξ ∈ X∗: U (−ξ) = 1
}⊂ ∂ P T S(x).
Proof. (a) Let ξ ∈ ∂ P T S (x). Then there exist σ , δ > 0 such that
T S(y) − T S(x) − 〈ξ, y − x〉−σ‖y − x‖2, (3.8)
for all y ∈ B(x; δ). Since T S (·) r on S(r) and r = T S (x), it follows that
〈ξ, y − x〉 σ‖y − x‖2, (3.9)
for all y ∈ S(r) ∩ B(x; δ), that is, ξ ∈ NPS(r)(x).
Let v ∈ U and tλ := T S (x − λv), where λ > 0. Since T S (x) < ∞, in view of the deﬁnition of T S , for any ε ∈ (0, r), there
are r1 ∈ (r, r + ε), s ∈ S , and u ∈ U such that s = x+ r1u. The convexity of U implies that
s ∈ S ∩ (x− λv + λU + r1U ) ⊂ S ∩
[
x− λv + (λ + r1)U
]
,
and hence tλ  λ + r1 < ∞. It follows from (3.8) that for λ ∈ (0, δ‖v‖+1 ),
λ + ε  λ + r1 − r  tλ − r  λ〈−ξ, v〉 − λ2σ‖v‖2.
Since ε > 0 is arbitrary,
λ λ〈−ξ, v〉 − λ2σ‖v‖2, ∀λ ∈
(
0,
δ
‖v‖ + 1
)
.
Letting λ → 0+ yields that 〈−ξ, v〉 1. Therefore, U (−ξ) 1.
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0< ε <min
{
η2
(M2σ + 1)2 , r
2
}
,
where M = supv∈U ‖v‖ and σ is the constant in (3.8). Then
√
ε < r < r1. Since
s = x+ r1u ∈ S ∩
(
x+ √εu + (r1 −
√
ε )U
)
,
T S (x+ √εu) r1 − √ε < ∞. It follows from (3.8) that for suﬃciently small ε > 0,
ε − √ε  T S(x+
√
εu) − r √ε〈ξ,u〉 − εσ‖u‖2 √ε〈ξ,u〉 − εσM2.
Therefore,
inf
w∈U〈ξ,w〉 〈ξ,u〉
(
1+ σM2)√ε − 1< η − 1.
This veriﬁes that infw∈U 〈ξ,w〉−1.
Therefore, U (−ξ) = 1.
(b) Let ξ ∈ NPS(r)(x) be such that U (−ξ) = 1. Then there exist σ , δ > 0 such that
〈ξ, y − x〉 σ‖y − x‖2, (3.10)
for all y ∈ S(r) ∩ B(x; δ). Since T S is calm at x, we may assume that this δ is such that for some k > 0,∣∣T S(y) − T S(x)∣∣ k‖y − x‖, ∀y ∈ B(x; δ). (3.11)
Let M := supu∈U ‖u‖, σ1 := 2σ(1+ M2k2), and δ1 := δ2(1+Mk) . Now we prove that for all y ∈ B(x; δ1),
T S(y) − T S(x) − 〈ξ, y − x〉−σ1‖y − x‖2. (3.12)
Now we assume that t := T S (y).
If y ∈ B(x; δ1) and T S (y) > r, by the deﬁnition of T S , for any ε ∈ (0, δ2M+1 ), there are t1 ∈ (t, t + ε) and q ∈ U such that
y + t1q ∈ S . Take z := y + (t1 − r)q. Then
z + rq = y + t1q ∈ S ∩ (z + rU ) = ∅.
This implies that T S (z) r. Moreover,
‖z − x‖ ‖y − x‖ + (t1 − r)‖q‖ ‖y − x‖ + M(t1 − r) (1+ Mk)‖y − x‖ + Mε < δ.
This veriﬁes that z ∈ S(r) ∩ B(x; δ). It follows from (3.10) that
T S(y) − T S(x) − 〈ξ, y − x〉 = t − r − 〈ξ, y − z〉 − 〈ξ, z − x〉 t − r − 〈ξ, y − z〉 − σ‖z − x‖2
= t − r + (t1 − r)〈ξ,q〉 − σ‖z − x‖2  t − t1 − σ‖z − x‖2
−ε − 2σM2(t1 − r)2 − 2σ‖y − x‖2 −ε − 2σM2(t + ε − r)2 − 2σ‖y − x‖2.
Letting ε → 0+, we obtain that
T S(y) − T S(x) − 〈ξ, y − x〉−2σM2(t − r)2 − 2σ‖y − x‖2 −2σ
(
1+ M2k2)‖y − x‖2 = −σ1‖y − x‖2,
where the second inequality follows from (3.11).
If y ∈ B(x; δ1) and T S (y) < r, for any ε ∈ (0, r − t), there is tε ∈ (t, t + ε) such that
S ∩ (y + tεU ) = ∅.
Let u ∈ U be such that
〈−ξ,u〉 > U (−ξ) − ε = 1− ε
and let z1 := y − (r − tε)u. Since u ∈ U and since U is convex, we have
(r − tε)u + tεU ⊂ (r − tε)U + tεU ⊂ rU ,
and hence
y + tεU = z1 + (r − tε)u + tεU ⊂ z1 + rU .
Y. Jiang, Y. He / J. Math. Anal. Appl. 358 (2009) 410–418 415This implies that
∅ = (y + tεU ) ∩ S ⊂ (z1 + rU ) ∩ S.
Therefore T S (z1) r. Moreover, (3.11) implies that
‖z1 − x‖ ‖y − x‖ + (r − tε)‖u‖ ‖y − x‖ + (r − t)M  (1+ kM)‖y − x‖ (1+ kM)δ1 < δ.
This veriﬁes that z1 ∈ S(r) ∩ B(x; δ). It follows from (3.10) that
T S(y) − T S(x) − 〈ξ, y − x〉 = t − r − 〈ξ, y − z1〉 − 〈ξ, z1 − x〉 t − r − (r − tε)〈ξ,u〉 − σ‖z1 − x‖2
 t − r + (r − tε)(1− ε) − σ‖z1 − x‖2
−ε(1+ r − t) − 2σ‖u‖2(tε − r)2 − 2σ‖y − x‖2
−ε(1+ r − t) − 2σM2(tε − r)2 − 2σ‖y − x‖2.
Letting ε → 0+ and applying (3.11), we obtain the desired conclusion. 
Remark 3.1. The boundedness assumption of U cannot be removed. For example, let U = X and x0 /∈ S . For every x ∈ X ,
since S ∩ (x+ tU ) = S for any t > 0, the deﬁnition of T S yields T S (x) = 0. Therefore r = T S (x0) = 0 and S(r) = X . It follows
that
{0} = ∂ P T S(x0) = ∅ = NPS(r)(x0) ∩
{
ξ ∈ X∗: U (−ξ) = 1
}
.
Thus the conclusion of Theorem 3.2 does not hold.
4. Fréchet subdifferential of a minimal time function
Theorem 4.1. Let x ∈ S. Then
∂ F T S(x) = NFS (x) ∩
{
ξ ∈ X∗: U (−ξ) 1
}
.
Proof. Let ξ ∈ ∂ F T S (x). Then for any σ > 0, there exists δ > 0 such that
T S(y) − T S(x) − 〈ξ, y − x〉−σ‖y − x‖ (4.1)
for all y ∈ B(x; δ). Since T S (·) = 0 on S and since x ∈ S , it follows that
〈ξ, y − x〉 σ‖y − x‖ (4.2)
for all y ∈ S ∩ B(x; δ). Therefore ξ ∈ NFS (x).
Fix any v ∈ U . Let tλ := T S (x− λv), where λ > 0. Since x ∈ S ∩ (x− λv + λU ) = ∅, tλ  λ < ∞. It follows from (4.1) that
for suﬃciently small λ > 0,
λ tλ  λ〈−ξ, v〉 − λσ‖v‖,
which implies that 〈−ξ, v〉 1+ σ‖v‖. Since σ > 0 and v ∈ U are arbitrary, U (−ξ) 1.
Conversely, let ξ ∈ NFS (x) be such that U (−ξ)  1. For any σ > 0, take σ0 ∈ (0, σ(1+M‖ξ‖) ), where M := supu∈U ‖u‖. By
the deﬁnition of Fréchet normal cone, there exists δ > 0 such that
〈ξ, y − x〉 σ0‖y − x‖, (4.3)
for all y ∈ S ∩ B(x; δ). Let δ0 := δ2(1+M‖ξ‖) . Since T S (y) = 0 for y ∈ S . It follows that
T S(y) − 〈ξ, y − x〉−σ‖y − x‖, (4.4)
for all y ∈ S ∩ B(x; δ0).
Now we prove that (4.4) holds for all y ∈ B(x; δ0) \ S . Therefore, ξ ∈ ∂ F T S (x). If not, then there is y0 /∈ S such that
‖y0 − x‖ < δ0 and T S(y0) < 〈ξ, y0 − x〉 − σ‖y0 − x‖. (4.5)
The latter implies that
T S(y0) ‖ξ‖‖y0 − x‖. (4.6)
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Thus (4.6) yields that
‖s − x‖ ‖y0 − x‖ + t1‖u‖ ‖y0 − x‖ + (t + ε)M 
(
1+ M‖ξ‖)‖y0 − x‖ + εM
<
(
1+ M‖ξ‖)δ0 + εM < δ. (4.7)
This veriﬁes that s ∈ S ∩ B(x; δ). Applying (4.3) and U (−ξ) 1, we have
T S(y0) − 〈ξ, y0 − x〉 = t − 〈ξ, y0 − s〉 − 〈ξ, s − x〉 t − 〈ξ, y0 − s〉 − σ0‖s − x‖ = t + t1〈ξ,u〉 − σ0‖s − x‖
−ε − σ0‖s − x‖−ε − σ0‖u‖t1 − σ0‖y0 − x‖−ε − σ0M(t + ε) − σ0‖y0 − x‖
−(1+ σ0M)ε − σ0
(
1+ M‖ξ‖)‖y0 − x‖−(1+ σ0M)ε − σ‖y0 − x‖.
Letting ε → 0+ yields that
T S(y0) − 〈ξ, y0 − x〉−σ‖y0 − x‖,
which contradicts to (4.5). 
Theorem 4.2. Let x /∈ S and r := T S (x) < ∞. We have
(a) ∂ F T S (x) ⊂ NFS(r)(x) ∩ {ξ ∈ X∗: U (−ξ) = 1};
(b) If T S is calm at x, then
NFS(r)(x) ∩
{
ξ ∈ X∗: U (−ξ) = 1
}⊂ ∂ F T S(x).
Proof. (a) Let ξ ∈ ∂ F T S (x). For any σ > 0, there is δ > 0 such that
T S(y) − T S(x) − 〈ξ, y − x〉−σ‖y − x‖, (4.8)
for all y ∈ B(x; δ). Since T S (·) r on S(r) and r = T S (x), it follows that
〈ξ, y − x〉 σ‖y − x‖, (4.9)
for all y ∈ S(r) ∩ B(x; δ), that is ξ ∈ NFS(r)(x).
Let v ∈ U and tλ := T S (x − λv), where λ > 0. Since T S (x) < ∞, for any ε > 0, there are r1 ∈ (r, r + ε), s ∈ S , and u ∈ U
such that s = x+ r1u. The convexity of U implies that
s ∈ S ∩ (x− λv + λU + r1U ) ⊂ S ∩
(
x− λv + (λ + r1)U
)
,
and hence tλ  λ + r1 < ∞. It follows from (4.8) that
λ + ε  tλ − r  λ〈−ξ, v〉 − λσ‖v‖.
Since ε > 0 is arbitrary,
λ λ〈−ξ, v〉 − λσ‖v‖.
Since σ > 0 is arbitrary, 〈−ξ, v〉 1. Therefore, U (−ξ) 1.
For any η > 0, if σ ∈ (0, η2M ), 0< ε <min{ η
2
4 , r
2, δ
2
M2
}, where M := supu∈U ‖u‖. Then 0<
√
ε < r < r1. Since
s = x+ r1u ∈ S ∩
(
x+ √εu + (r1 −
√
ε )U
)
,
and hence T S (x+ √εu) r1 − √ε < ∞. Since x+ √εu ∈ B(x; δ), it follows from (4.8) that
ε − √ε  T S(x+
√
εu) − r √ε〈ξ,u〉 − √εσ‖u‖√ε〈ξ,u〉 − √εσM;
that is,
〈−ξ,u〉 1− √ε − σM = 1− √ε − σM > 1− η.
Since η > 0 is arbitrary, U (−ξ) = 1.
(b) Let ξ ∈ NFS(r)(x) be such that U (−ξ) = 1. Since T S is calm at x, there are δ > 0 and k > 0 such that∣∣T S(y) − T S(x)∣∣ k‖y − x‖, ∀y ∈ B(x; δ). (4.10)
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〈ξ, y − x〉 σ0‖y − x‖, ∀y ∈ S(r) ∩ B(x; δ). (4.11)
Let σ1 := 2σ(1+ M2k2) and δ1 := δ2(1+Mk) . Now we prove that for all y ∈ B(x; δ1),
T S(y) − T S(x) − 〈ξ, y − x〉−σ1‖y − x‖. (4.12)
Now we assume that t := T S (y).
If T S (y) > r, by the deﬁnition of T S , for any ε ∈ (0, M2δ ), there are t1 ∈ (t, t + ε), p ∈ S , and q ∈ U such that p = y + t1q.
Take z := y + (t1 − r)q. Then
z + rq = y + t1q ∈ S ∩ (z + rU ) = ∅.
This implies that T S (z) r. Moreover, (4.10) implies that
‖z − x‖ ‖y − x‖ + (t1 − r)‖q‖ ‖y − x‖ + M(t1 − r) (1+ Mk)‖y − x‖ + Mε < δ.
This veriﬁes that z ∈ S(r) ∩ B(x; δ). By virtue of (4.11),
T S(y) − T S(x) − 〈ξ, y − x〉 = t − r − 〈ξ, y − z〉 − 〈ξ, z − x〉 t − r − 〈ξ, y − z〉 − σ0‖z − x‖
= t − r + (t1 − r)〈ξ,q〉 − σ0‖z − x‖−ε − σ0‖z − x‖
−ε − σ0M(t1 − r) − σ0‖y − x‖−(1+ σ0M)ε − σ0(1+ kM)‖y − x‖
−(1+ σ0M)ε − σ‖y − x‖.
Letting ε → 0+, we have
T S(y) − T S(x) − 〈ξ, y − x〉−σ‖y − x‖.
If T S (y) < r, for any ε ∈ (0, r − t), the deﬁnition of T S implies the existence of tε ∈ (t, t + ε) such that S ∩ (y + tεU ) = ∅.
Since U (−ξ) = 1, there is u ∈ U such that
〈−ξ,u〉 > 1− ε.
Let z := y − (r − tε)u. Since U is convex,
(r − tε)u + tεU ⊂ (r − tε)U + tεU ⊂ rU ,
and hence
∅ = (y + tεU ) ∩ S ⊂ (z + rU ) ∩ S.
This implies that T S (z) r. Moreover, (4.10) implies that
‖z − x‖ ‖y − x‖ + (r − tε)‖u‖ ‖y − x‖ + (r − t)M  (1+ kM)‖y − x‖ (1+ kM)δ1 < δ.
Thus z ∈ S(r) ∩ B(x; δ). It follows from (4.11) that
T S(y) − T S(x) − 〈ξ, y − x〉 = t − r − 〈ξ, y − z〉 − 〈ξ, z − x〉 t − r − (r − tε)〈ξ,u〉 − σ0‖z − x‖
−ε(1+ r − t) − σ0‖z − x‖−ε(1+ r − t) − σ0‖u‖(tε − r) − σ0‖y − x‖
−ε(1+ r − t) − σ0M(tε − r) − σ0‖y − x‖.
Letting ε → 0+, we have
T S(y) − T S(x) − 〈ξ, y − x〉−σ0M(t − r) − σ0‖y − x‖−σ0(1+ kM)‖y − x‖ = −σ‖y − x‖.
This completes the proof. 
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