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INVARIANCE PRINCIPLE FOR TEMPERED FRACTIONAL TIME
SERIES MODELS
FARZAD SABZIKAR
Abstract. Autoregressive tempered fractionally integrated moving average (ART-
FIMA) time series is a useful model for velocity data in turbulence flows. In this
paper, we obtain an invariance principle for the partial sum of an ARTFIMA pro-
cess. The limiting process is called tempered Hermite process of order one, THP 1,
which is well-defined for any H > 1
2
. When 1
2
< H < 1, we develop the Wiener
integral with respect to THP 1 to provide the sufficient condition for the convergence
n−H
+∞∑
k=0
f
(k
n
)
X
λ
n
k →
∫
R
f(u)Z1H,λ(du)
in distribution, as n → ∞, where Xk is an ARTFIMA time series and Z1H,λ is
THP 1.
1. Introduction
The motivation of this work comes from the application of stochastic processes
in the theory of turbulence. Kolmogorov [18, 11] proposed a model for the energy
spectrum of turbulence in the inertial range, predicting that the spectrum f(k) would
follow a power law f(k) ∝ k−5/3 where k is the frequency.
Figure 1 illustrates the complete Kolmogorov spectral model for turbulence, and
the power law approximation in the inertial range. Large eddies are produced in the
low frequency range. In the inertial range, larger eddies are continuously broken down
into smaller eddies, until they eventually dissipate, in the high frequency range.
The autoregressive tempered fractionally integrated moving average (ARTFIMA)
time series modifies the coefficient of an autoregressive tempered fractionally inte-
grated moving average (ARFIMA) model by multiplying an exponential temper-
ing factor. The spectral density of the ARTFIMA (0, α, λ, 0) is proportional to∣∣e−(λ+ik) − 1∣∣−2α ≈ (λ2 + k2)−α when k, λ are sufficiently small. For small values
of the tempering parameter λ, the spectral density of an ARTFIMA (0, α, λ, 0) time
series grows like k−2α as |k| decreases, but remains bounded as |k| → 0, in agreement
with the general theory of turbulence illustrated in Figure 1. We refer the reader to
[25] to see the application of the ARTFIMA time series for turbulence in geophysical
flows.
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Figure 1. Kolmogorov spectral density (solid line) and power law
approximation in the inertial range (dotted line), from [25].
As it was mentioned, the ARTFIMA time series can be a useful discrete time
stochastic model for turbulence. In this paper, we are interested to answer several
questions which are related with the ARTFIMA time series. The first question is:
1: Assume Xk follows an ARTFIMA time series model. When do we have an
invariance principle
n−H
[nt]∑
k=0
Xk ⇒ Y (t)
and what is the limiting process Y ?
We prove that {Y (t)}t≥0 is a Gaussian process which interpolates between fractional
Brownian motion (FBM) and the standard Ornstein Uhlenbeck process with the time
domain representation
Y (t) := Z1H,λ(t) =
∫
R
∫ t
0
(
(s− y)H−
3
2
+ e
−λ(s−y)+
)
ds B(dy),
where (x)+ = xI(x > 0), B(dy) is an independently scattered Gaussian random
measure on R with control measure σ2 dx, H > 1
2
and λ > 0. The process Z1H,λ is
called tempered Hermite process of order one, THP 1.
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We called Z1H,λ as tempered Hermite process of order one since it can be extended
to
ZkH,λ(t) :=
∫ ′
Rk
∫ t
0
( k∏
i=1
(s− yi)−(
1
2
+ 1−H
k
)
+ e
−λ(s−yi)+
)
ds B(dy1) . . . B(dyk)
for any k ≥ 2. The prim on the integral sign shows that one does not integrate
on diagonals where yi = yj, i 6= j. The Hermite process [34, 8] is a special case of
{ZkH,λ} with λ = 0. Unlike the Hermite process, tempered Hermite process of order
k is well-defined also for any H > 1
2
because the exponential tempering keeps the
integrand in L2(Rk).
The second question is naturally the extension of the first question:
2: Suppose f is a deterministic function. What is the sufficient condition for
the convergence
n−H
+∞∑
k=0
f
(k
n
)
Xk →
∫
R
f(u)Z1H,λ(du)
in distribution, as n→∞?
In order to provide the sufficient condition for the convergence (in distribution) in
the second question, we first require to develop the Wiener integral
∫
R
f(u)Z1H,λ(du),
where f is a deterministic functions in an appropriate space and 1
2
< H < 1. Our
approach to develop the Wiener integral with respect to Z1H,λ is based on tempered
fractional calculus. In fact, we show that a representation of Z1H,λ based on fractional
calculus. That is,
Z1H,λ(t) = Γ(H −
1
2
)
∫ +∞
−∞
(
I
H− 1
2
,λ
− 1[0,t]
)
(x) B(dx),
where H > 1
2
and
(
I
α,λ
− f
)
(x) is tempered fractional integral of order α of a function
f . We refer the reader to [22] for more details on tempered fractional integrals and
derivatives. This representation enables us to characterize the classes of deterministic
functions f for which the Wiener integral
∫
R
f Z1H,λ(du) is well defined. On the
other hand, we need to study the asymptotic behavior of the spectral density of the
ARTFIMA (0, α, λ, 0) for low frequency. Therefor, we can prove the convergence in
distribution that we had in the second question.
The paper is organized as follows. In Section 2, we define tempered Hermite process
of order one, {Z1H,λ}, using a time domain representation, and we develop the spectral
domain representation of {Z1H,λ}. In Section 3, we answer the second question by
investigating the Wiener integral with respect to tempered Hermite process of order
one. In Section 4, we recall the definition of the autoregressive tempered fractionally
integrated moving average (ARTFIMA) time series and some of its basic properties
such as the covariance function and spectral density. The answer of the first and third
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question are given in Section 5. Some definitions and lemmas which are related to
fractional calculus are contained in Appendix.
2. Time and spectral domain representations
In this section, we define tempered Hermite processes of order one, THP 1. We
start with the time domain representation.
Let {B(t)}t∈R be a real-valued Brownian motion on the real line, a process with
stationary independent increments such that B(t) has a Gaussian distribution with
mean zero and variance |t| for all t ∈ R. Define an independently scattered Gaussian
random measure B(dx) with control measure m(dx) = dx by setting B[a, b] = B(b)−
B(a) for any real numbers a < b, and then extending to all Borel sets. Since Brownian
motion sample paths are almost surely of unbounded variation, the measure B(dx)
is not almost surely σ-additive, but it is a σ-additive measure in the sense of mean
square convergence. Then the stochastic integrals I(f) :=
∫
f(x)B(dx) are defined
for all functions f : R→ R such that ∫ f(x)2dx <∞, as Gaussian random variables
with mean zero and covariance E[I(f)I(g)] =
∫
f(x)g(x)dx. See for example [33,
Chapter 3] or [23, Section 7.6].
Definition 2.1. Given an independently scattered Gaussian random measure B(dx)
on R with control measure σ2dx, H > 1
2
, λ > 0, the stochastic integral
(1) Z1H,λ(t) :=
∫
R
∫ t
0
(
(s− y)H−
3
2
+ e
−λ(s−y)+
)
ds B(dy)
where (x)+ = xI(x > 0), will be called a tempered Hermit process of order one
(THP 1).
The next lemma shows that Z1H,λ(t) is well-defined for any t > 0.
Lemma 2.2. The function
(2) gH,λ,t(y) :=
∫ t
0
(s− y)H−
3
2
+ e
−λ(s−y)+ ds
is square integrable over the entire real line for any H > 1
2
and λ > 0.
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Proof. The proof is similar to [2, Theorem 3.5]. To show that gH,λ,t(y) is square
integrable over the entire real line, we write∫
R
gH,λ,t(y)
2 dy =
∫
R
∫ t
0
∫ t
0
(s1 − y)H−
3
2
+ e
−λ(s1−y)+(s2 − y)H−
3
2
+ e
−λ(s2−y)+ds1 ds2 dy
= 2
∫ t
0
ds1
∫ t
s1
ds2
∫
R
(s1 − y)H−
3
2
+ e
−λ(s1−y)+(s2 − y)H−
3
2
+ e
−λ(s2−y)+ dy
= 2
∫ t
0
ds
∫ t−s
0
du
∫
R
(w)
H− 3
2
+ e
−λ(w)+(w + u)
H− 3
2
+ e
−λ(w+u)+ dw
(s = s1, u = s2 − s1, w = s1 − y)
= 2
∫ t
0
ds
∫ t−s
0
u2H−2e−λudu
∫ +∞
0
xH−
3
2 (1 + x)H−
3
2 e−2λux dx
=
2Γ(H − 1
2
)√
π(2λ)H−1
∫ t
0
ds
∫ t−s
0
uH−1K1−H(λu) du,
where we applied a standard integral formula [12, Page 344]
(3)
∫ ∞
0
xν−1(x+ β)ν−1e−µx dx =
1√
π
(β
µ
)ν− 1
2 e
βµ
2 Γ(ν)K 1
2
−ν(
βµ
2
),
for | arg β| < π, Reµ > 0, Reν > 0. Here Kν(x) is modified Bessel function of
the second kind (see Appendix for more details about Kν(x)). Next, we need to
show that the last integrals is finite for any H > 1
2
. First, assume 1
2
< H < 1. In
that case, K1−H(λu) ∼ uH−1 as u → 0 ([1, Chapter 9]), and hence the integrand
uH−1K1−H(λu) ∼ u2H−2 ,as u → 0, which is integrable provided that H > 12 . Now,
let H > 1. In the later case, K1−H(λu) ∼ u1−H as u→ 0 and therefore the integrands
uH−1K1−H(λu) ∼ C, C is a constant, which in integrable and this completes the
proof. 
Remark 2.3. When λ = 0, the right-hand side of (1) is a fractional Brownian motion
(FBM), a self-similar Gaussian stochastic process with Hurst scaling index H (e.g.,
see [9]). When λ = 0 and H > 1, the right-hand side of (1) does not exist, since the
integrand is not in L2(R). However, THP 1 with λ > 0 and H > 1 is well-defined,
because the exponential tempering keeps the integrand in L2(R).
We now compute the covariance function R(t, s) = E[Z1H,λ(t)Z
1
H,λ(s)] of THP
1.
Proposition 2.4. The process Z1H,λ given by (1) has the covariance function
(4) R(t, s) =
2Γ(H − 1
2
)√
π(2λ)H−1
∫ t
0
∫ s
0
|u− v|H−1K1−H(λ|u− v|)dv du.
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Proof. The proof is similar to that of Lemma 2.2. By applying Fubini and the Itoˆ
isometry, we have
R(t, s) = 2
∫
R
∫ t
0
∫ s
0
(u− y)H−
3
2
+ (v − y)H−
3
2
+ e
−λ(u−y)+e−λ(v−y)+dv du dy
= 2
∫ t
0
∫ s
0
∫ v
−∞
(u− y)H− 32 (v − y)H− 32 eλ(u−y)e−λ(v−y)dy dv du
(assume v < u)
= 2
∫ t
0
∫ s
0
(u− v)2H−2e−λ(u−v)
∫ +∞
0
xH−
3
2 (1 + x)H−
3
2 e−2λ(u−v)xdx dv du
(u− y = x(u− v) + u− v)
=
2Γ(H − 1
2
)√
π(2λ)H−1
∫ t
0
∫ s
0
(u− v)H−1K1−H(λ(u− v))dv du,
where we applied (3) to get the last integral. Hence
R(t, s) =
2Γ(H − 1
2
)√
π(2λ)H−1
∫ t
0
∫ s
0
|u− v|H−1K1−H(λ|u− v|)dv du.
By using the same argument in Lemma 2.2, one can show that the covariance is finite
for any H > 1
2
. 
The next results shows that THP 1 has a nice scaling property, involving both the
time scale and the tempering. Here the symbol , indicates the equivalence of finite
dimensional distributions.
Proposition 2.5. The process Z1H,λ given by (2.1) has stationary increments, such
that
(5)
{
Z1H,λ(ct)
}
t∈R,
{
cHZ1H,cλ(t)
}
t∈R
for any scale factor c > 0.
Proof. Since B(dy) has control measure m(dy) = σ2dy, the random measure B(c dy)
has control measure c1/2σ2dy. Given tj , j = 1, . . . , n, a change of variables s = cs
′
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and y = cy′ then yields(
Z1H,λ(ctj) : j = 1, . . . , n
)
=
(∫
R
∫ ctj
0
(
(s− y)H−
3
2
+ e
−λ(s−y)+
)
ds B(dy)
)
=
(∫
R
∫ tj
0
(
(cs′ − cy)H−
3
2
+ e
−λ(cs′−cy)+
)
c ds′ B(dy)
)
, cH
(∫
R
∫ tj
0
(
(s′ − y′)H−
3
2
+ e
−λc(s′−y′)+
)
ds′ B(c dy′)
)
=
(
cHZ1H,cλ(tj) : j = 1, . . . , n
)
so that (5) holds. Suppose now sj < tj , and change variables x = x
′ + s, y = s + y′
to get (
Z1H,λ(tj)− Z1H,λ(sj) : j = 1, . . . , n
)
=
(∫
R
∫ tj
sj
(
(x− y)H−
3
2
+ e
−λ(x−y)+
)
dxB(dy)
)
=
(∫
R
∫ tj−sj
0
(
(x′ + s− y)H−
3
2
+ e
−λ(x′+s−y)+
)
dx′B(dy)
)
,
(∫
R
∫ tj−sj
0
(
(x′ − y′)H−
3
2
+ e
−λ(x′−y′)+
)
dx′B(dy′)
)
=
(
Z1H,λ(tj − sj) : j = 1, . . . , n
)
which shows that THP 1 has stationary increments. 
We next give another representation of THP 1 which is called the spectral do-
main representation. Let Bˆ1 and Bˆ2 be independent Gaussian random measures
with Bˆ1(A) = Bˆ1(−A), Bˆ2(A) = −Bˆ2(−A) and E[(Bˆi(A))2] = m(A)/2, where
m(dx) = σ2dx, and define the complex-valued Gaussian random measure Bˆ =
Bˆ1 + iBˆ2. If f(x) is a complex-valued function of x real such that its Fourier
transform fˆ(ω) := (2π)−1/2
∫
eiωxf(x) dx exists and
∫ |fˆ(ω)|2dω < ∞, we define the
stochastic integral Iˆ(fˆ) =
∫
fˆ(ω)Bˆ(dω) :=
∫
fˆ1(ω)Bˆ1(dω) −
∫
fˆ2(ω)Bˆ2(dω), where
fˆ = fˆ1 + ifˆ2 is separated into real and imaginary parts. Then Iˆ(fˆ) is a Gauss-
ian random variable with mean zero, such that E[Iˆ(fˆ)Iˆ(gˆ)] =
∫
fˆ(ω)gˆ(k) dω for all
such functions, and the Parseval identity
∫
f(x)g(x) dx =
∫
fˆ(ω)gˆ(ω) dω implies that
(
∫
f(x)B(dx),
∫
g(x)B(dx)) , (
∫
fˆ(ω)Bˆ(dω),
∫
gˆ(ω)Bˆ(dω)), see Proposition 7.2.7 in
[33].
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Proposition 2.6. The process Z1H,λ given by (2.1) has the spectral domain represen-
tation
(6) Z1H,λ(t) ,
1
C(H)
∫
R
eiωt − 1
iω
(λ+ iω)
1
2
−HB̂(dω),
where C(H) =
√
2π
Γ(H− 1
2
)
.
Proof. To show that the stochastic integral (6) exists, note that
∣∣∣ eiωt−1iω (λ+ iω) 12−H∣∣∣2
is bounded for ω → 0 and behaves like |ω|−1−2H , as ω → ∞, which is integrable
provided that H > 0. Observe that the function gH,λ,t, given by (2), has the Fourier
transform
ĝH,λ,t(ω) =
1√
2π
∫
R
eiωy
∫ t
0
(s− y)H−
3
2
+ e
−λ(s−y)+ ds dy
=
1√
2π
∫
R
eiωy
∫
R
(s− y)H− 32 e−λ(s−y)1{0 < s < t}1{s− y > 0} ds dy
=
1√
2π
∫
R
ei(s−u)ω
∫
R
uH−
3
2 e−λu1{0 < s < t}1{u > 0} ds du
=
1√
2π
∫
R
eisω1{0 < s < t}
∫
R
uH−
3
2 e−(λ+iω)u1{u > 0} du ds
=
Γ(H − 1
2
)√
2π
eiωt − 1
iω
(λ+ iω)
1
2
−H
provided that H > 1
2
and then by applying (1)
Z1H,λ(t) =
∫ +∞
−∞
gH,λ,t(x)B(dx)
,
∫ +∞
−∞
ĝH,λ,t(ω)Bˆ(dω) =
1
C(H)
∫ +∞
−∞
eiωt − 1
iω
(λ+ iω)
1
2
−HBˆ(dω)
which is equivalent to (6). 
Remark 2.7. We called the process Z1H,λ as the tempered Hermite process of or-
der one, since it is a special case of the following stochastic process which is called
tempered Hermite process of order k:
(7) ZkH,λ(t) :=
∫
Rk
∫ t
0
( k∏
i=1
(s− yi)−(
1
2
+ 1−H
k
)
+ e
−λ(s−yi)+
)
ds B(dy1) . . . B(dyk)
for any k ≥ 1 and H > 1
2
. It is easy to check that ZkH,λ has stationary increment
with the scaling property given by (5). Moreover, one can verify that ZkH,λ has the
INVARIANCE PRINCIPLE FOR TEMPERED FRACTIONAL TIME SERIES MODELS 9
spectral domain representation
(8) ZkH,λ(t) = c(H, k)
∫ ′′
Rk
eit(ω1+...+ωk) − 1
i(ω1 + . . .+ ωk)
k∏
j=1
(λ+ iωj)
−
(
1
2
− 1−H
k
)
B̂(dω1) . . . B̂(dωk),
where c(H, k) =
(
Γ( 1
2
− 1−H
k
)√
2π
)k
is a constant depending on H and k. The double prim
on the integral indicates that one does not integrate on diagonals where ωi = ωj ,
i 6= j. In this paper, we just consider tempered Hermite process of order one.
Finally, we close this section with introducing tempered Hermite noise which is the
increment of tempered Hermite process of order one. Given a THP 1 ,(1), we define
tempered Hermite noise (THN)
(9) Xn = Z
1
H,λ(n+ 1)− Z1H,λ(n) for integers 0 < n <∞.
It follows easily from (1) that THN has the time domain representation
(10) Xn =
∫
R
∫ n+1
n
(s− y)
3
2
−H
+ e
−λ(s−y)+ds B(dy).
Using (6), it also follows that THN has the spectral domain representation,
(11) Xn =
1
C(H)
∫
R
einω
eiω − 1
iω
(λ+ iω)
1
2
−HB̂(dω).
It follows from (11) that THN is a stationary Gaussian time series with mean zero
and covariance function
(12) r(n) := E[X0Xn] =
σ2
C(H)2
∫
R
einω
∣∣∣eiω − 1
iω
∣∣∣2(λ2 + ω2) 12−H(dω).
Proposition 2.8. THP (9) has the spectral density
(13) h(ω) =
1
C(H)2
∣∣∣eiω − 1
iω
∣∣∣2 +∞∑
ℓ=−∞
σ2[λ2 + (ω + 2πℓ)2]
1
2
−H
.
Proof. Recall that the spectral density
(14) h(ω) =
1
2π
+∞∑
j=−∞
e−iωnr(n) and r(n) =
∫ π
−π
eiωnh(ω)dω.
Apply (12) to write
r(n) =
σ2
C(H)2
∫ +∞
−∞
eiωn
∣∣∣eiω − 1
iω
∣∣∣2(λ2 + ω2) 12−Hdω
=
1
C(H)2
∫ +π
−π
eiωn
∣∣∣eiω − 1
iω
∣∣∣2 +∞∑
ℓ=−∞
σ2[λ2 + (ω + 2πℓ)2]
1
2
−H
dω
(15)
and then it follows from (14) that the spectral density of THN is given by (13). 
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Remark 2.9. Extending the definition (9) to all n real positive, we obtain the con-
tinuous parameter THN
Xt = Z
1
H,λ(t+ 1)− Z1H,λ(t).
The spectral domain representation of this process is given by (11) with n replaced
by t, and the proof of Proposition 2.8 implies that Xt has spectral density
(16) h(ω) =
σ2
C(H)2
∣∣∣eiω − 1
iω
∣∣∣2[λ2 + ω2] 12−H
for all real ω. The fact that
∣∣ eiω−1
iω
∣∣ is bounded as ω → 0 yields the low frequency
approximation
(17) h(ω) ≈ σ
2
C(H)2
(λ2 + ω2)
1
2
−H
.
By taking H = 4
3
in (17), we get h(ω) ≈ ω−5/3 which is the spectral model suggested
by Kolmogorov [18, 11] for the energy spectrum of turbulence in the inertial range.
The spectral density of THN has some applications in turbulent flows [25] .
3. Wiener integrals with respect to tempered Hermite process of
order one
In order to get the main results of this paper, Section 5 , we need to develop the
Wiener integrals with respect to Z1H,λ. We consider two cases:
• 1
2
< H < 1, λ > 0
• H > 1, λ > 0
We start with the first case. We first establish a link between Z1H,λ and tempered
fractional calculus.
Lemma 3.1. For a tempered Hermite process of order one given by (1), THP 1, with
λ > 0, we have:
(18) Z1H,λ(t) = Γ(H −
1
2
)
∫ +∞
−∞
(
I
H− 1
2
,λ
− 1[0,t]
)
(x) B(dx)
where H > 1
2
.
Proof. Write the kernel function from (2) in the form
gH,λ,t(x) =
∫ t
0
(s− x)H−
3
2
+ e
−λ(s−x)+ ds
=
∫ +∞
−∞
1[0,t](s)(s− x)H−
3
2
+ e
−λ(s−x)+ ds
= Γ(H − 1
2
)
(
I
H− 1
2
,λ
− 1[0,t]
)
(x)
which gives the desired result. 
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Next we discuss a general construction for stochastic integrals with respect to
THP 1. For a standard Brownian motion {B(t)}t∈R on (Ω,F , P ), the stochastic inte-
gral I(f) := ∫ f(x)B(dx) is defined for any f ∈ L2(R), and the mapping f 7→ I(f)
defines an isometry from L2(R) into L2(Ω), called the Itoˆ isometry:
(19) 〈I(f), I(g)〉L2(Ω) = Cov[I(f), I(g)] =
∫
f(x)g(x) dx = 〈f, g〉L2(R).
Since this isometry maps L2(R) onto the space Sp(B) = {I(f) : f ∈ L2(R)}, we say
that these two spaces are isometric. For any elementary function (step function)
(20) f(u) =
n∑
i=1
ai1[ti,ti+1)(u),
where ai, ti are real numbers such that ti < tj for i < j, it is natural to define the
stochastic integral
(21) Iα,λ(f) =
∫
R
f(x)Z1H,λ(dx) =
n∑
i=1
ai
[
Z1H,λ(ti+1)− Z1H,λ(ti)
]
,
and then it follows immediately from (18) that for f ∈ E , the space of elementary
functions, the stochastic integral
Iα,λ(f) =
∫
R
f(x)Z1H,λ(dx) = Γ(H −
1
2
)
∫
R
(
I
H− 1
2
,λ
− f
)
(x) B(dx)
is a Gaussian random variable with mean zero, such that for any f, g ∈ E we have
〈Iα,λ(f), Iα,λ(g)〉L2(Ω) = E
(∫
R
f(x)Z1H,λ(dx)
∫
R
g(x)Z1H,λ(dx)
)
= Γ(H − 1
2
)2
∫
R
(
I
H− 1
2
,λ
− f
)
(x)
(
I
H− 1
2
,λ
− g
)
(x) dx,
(22)
in view of (18) and the Itoˆ isometry (19). The linear space of Gaussian random
variables
{Iα,λ(f), f ∈ E} is contained in the larger linear space
(23) Sp(Z1H,λ) =
{
X : Iα,λ(fn)→ X in L2(Ω) for some sequence (fn) in E
}
.
An element X ∈ Sp(Z1H,λ) is mean zero Gaussian with variance
Var(X) = lim
n→∞
Var[Iα,λ(fn)],
andX can be associated with an equivalence class of sequences of elementary functions
(fn) such that Iα,λ(fn) → X in L2(R). If [fX ] denotes this class, then X can be
written in an integral form as
(24) X =
∫
R
[fX ]dZ
1
H,λ
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and the right hand side of (24) is called the stochastic integral with respect to THP 1
on the real line (see, for example, Huang and Cambanis [14], page 587). In the special
case of a Brownian motion λ = 0, H = 1
2
, Iα,λ(fn)→ X along with the Itoˆ isometry
(19) implies that (fn) is a Cauchy sequence, and then since L
2(R) is a (complete)
Hilbert space, there exists a unique f ∈ L2(R) such that fn → f in L2(R), and we
can write X =
∫
R
f(x)B(dx). However, if the space of integrands is not complete,
then the situation is more complicated. Here we investigate stochastic integrals with
respect to THP 1 based on time domain representation. Equation (22) suggests the
appropriate space of integrands for THP 1, in order to obtain a nice isometry that
maps into the space Sp(Z1H,λ) of stochastic integrals.
Theorem 3.2. Given 1
2
< H < 1 and λ > 0, the class of functions
(25) A1 :=
{
f ∈ L2(R) :
∫
R
∣∣∣(IH− 12 ,λ− f)(x)∣∣∣2 dx <∞} ,
is a linear space with inner product
〈f, g〉A1 := 〈F,G〉L2(R)(26)
where
F (x) = Γ(H − 1
2
)
(
I
H− 1
2
,λ
− f
)
(x)
G(x) = Γ(H − 1
2
)
(
I
H− 1
2
,λ
− g
)
(x).
(27)
The set of elementary functions E is dense in the space A1. The space A1 is not
complete.
Proof. The proof is similar to [22, Theorem 3.5]. To show that A1 is an in-
ner product space, we will check that 〈f, f〉A1 = 0 implies f = 0 almost every-
where. If 〈f, f〉A1 = 0, then in view of (26) and (27) we have 〈F, F 〉2 = 0, so
F (x) = Γ(H − 1
2
)
(
I
H− 1
2
,λ
− f
)
(x) = 0 for almost every x ∈ R. Then
(28)
(
I
H− 1
2
,λ
− f
)
(x) = 0 for almost every x ∈ R.
Apply D
H− 1
2
,λ
− to both sides of equation (28) and use Lemma 6.6 to get f(x) = 0 for
almost every x ∈ R, and hence A1 is an inner product space.
Next, we want to show that the set of elementary functions E is dense in A1. For
any f ∈ A1, we also have f ∈ L2(R), and hence there exists a sequence of elementary
functions (fn) in L
2(R) such that ‖f − fn‖2 → 0. But
‖f − fn‖A1 = 〈f − fn, f − fn〉A1 = 〈F − Fn, F − Fn〉2 = ‖F − Fn‖2,
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where Fn(x) =
(
I
H− 1
2
,λ
− fn
)
(x) and F (x) is given by (27). Lemma 6.2 implies that
‖f − fn‖A1 = ‖F − Fn‖2 = ‖I
H− 1
2
,λ
− (f − fn)‖2 ≤ C‖f − fn‖2
for some C > 0, and since ‖f − fn‖2 → 0, it follows that the set of elementary
functions is dense in A1.
Finally, we provide an example to show that A1 is not complete. The functions
f̂n(ω) = |ω|−p1{1<|ω|<n}(ω), p > 0,
are in L2(R), f̂n(ω) = f̂n(−ω), and hence they are the Fourier transforms of functions
fn ∈ L2(R). Apply Lemma 6.3 to see that the corresponding functions Fn(x) =
Γ(H − 1
2
)
(
I
H− 1
2
,λ
− fn
)
(x) from (27) have Fourier transform
F [Fn](ω) = Γ(H − 1
2
)(λ+ iω)
1
2
−H fˆn(ω).(29)
Since 1
2
−H < 0, it follows that
‖Fn‖22 = ‖Fˆn‖22 = Γ(H −
1
2
)2
∫ ∞
−∞
∣∣∣f̂n(ω)∣∣∣2 (λ2 + ω2) 12−H <∞
for each n, which shows that fn ∈ A1. Now it is easy to check that fn−fm → 0 in A1,
as n,m→∞, whenever p > 1−H , so that (fn) is a Cauchy sequence. Choose p = 12
and suppose that there exists some f ∈ A1 such that ‖fn − f‖A1 → 0 as n → ∞.
Then
(30)
∫ ∞
−∞
∣∣∣f̂n(ω)− f̂(ω)∣∣∣2 (λ2 + ω2) 12−H → 0
as n → ∞, and since, for any given m ≥ 1, the value of f̂n(ω) does not vary with
n > m whenever ω ∈ [−m,m], it follows that fˆ(ω) = |ω|− 121{|ω|>1} on any such
interval. Since m is arbitrary, it follows that fˆ(ω) = |ω|− 121{|ω|>1}, but this function
is not in L2(R), so fˆ(ω) /∈ A1, which is a contradiction. Hence A1 is not complete,
and this completes the proof. 
Remark 3.3. It follows from Lemma 6.2 that A1 contains every function in L2(R),
and hence they are the same set, but endowed with a different inner product.
We now define the stochastic integral with respect to THP 1 for any function in A1
in the case where 1
2
< H < 1.
Definition 3.4. For any 1
2
< H < 1 and λ > 0, we define
(31)
∫
R
f(x)Z1H,λ(dx) := Γ(H −
1
2
)
∫
R
(
I
H− 1
2
,λ
− f
)
(x) B(dx)
for any f ∈ A1.
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Theorem 3.5. For any 1
2
< H < 1 and λ > 0, the stochastic integral Iα,λ in (31) is
an isometry from A1 into Sp(Z1H,λ). Since A1 is not complete, these two spaces are
not isometric.
Proof. It follows from Lemma 6.2 that the stochastic integral (31) is well-defined for
any f ∈ A1. Proposition 2.1 in Pipiras and Taqqu [29] implies that, if D is an inner
product space such that (f, g)D = 〈Iα,λ(f), Iα,λ(g)〉L2(Ω) for all f, g ∈ E , and if E is
dense D, then there is an isometry between D and a linear subspace of Sp(Z1H,λ) that
extends the map f → Iα,λ(f) for f ∈ E , and furthermore, D is isometric to Sp(Z1H,λ)
itself if and only if D is complete. Using the Itoˆ isometry and the definition (31), it
follows from (26) that for any f, g ∈ A1 we have
〈f, g〉A1 = 〈F,G〉L2(R) = 〈Iα,λ(f), Iα,λ(g)〉L2(Ω),
and then the result follows from Theorem 3.2. 
We now apply the spectral domain representation of THP 1 to investigate the sto-
chastic integral with respect to THP 1. Apply the Fourier transform of an indicator
function to write this spectral domain representation in the form
Z1H,λ(t) = Γ(H −
1
2
)
∫ +∞
−∞
1̂[0,t](ω)(λ+ iω)
1
2
−HBˆ(dω).
It follows easily that for any elementary function (20) we may write
(32) Iα,λ(f) = Γ(H − 1
2
)
∫ ∞
−∞
f̂(ω)(λ+ iω)
1
2
−HBˆ(dω),
and then for any elementary functions f and g we have
(33) 〈Iα,λ(f), Iα,λ(g)〉L2(Ω) = Γ(H −
1
2
)
∫ ∞
−∞
f̂(ω)ĝ(ω)(λ2 + ω2)
1
2
−Hdω.
Theorem 3.6. For any 1
2
< H < 1 and λ > 0, the class of functions
(34) A2 :=
{
f ∈ L2(R) :
∫ ∣∣∣f̂(ω)∣∣∣2 (λ2 + ω2) 12−H dω <∞} ,
is a linear space with the inner product
(35) 〈f, g〉A2 = Γ(H −
1
2
)2
∫ +∞
−∞
f̂(ω)ĝ(ω)(λ2 + ω2)
1
2
−Hdω.
The set of elementary functions E is dense in the space A2. The space A2 is not
complete.
Proof. The proof combines Theorem 3.2 and using the Plancherel Theorem.
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Since H > 1
2
, the function (λ2 + ω2)
1
2
−H is bounded by a constant C(H, λ) that
depends only on H and λ, so for any f ∈ L2(R) we have
(36)
∫
R
∣∣∣f̂(ω)∣∣∣2 (λ2 + ω2) 12−H dω ≤ C(H, λ) ∫
R
∣∣∣f̂(ω)∣∣∣2 dω <∞
and hence f ∈ A2. Since A2 ⊂ L2(R) by definition, this proves that L2(R) and A2
are the same set of functions, and then it follows from Lemma 6.2 that A1 and A2
are the same set of functions. Observe that ϕf =
(
I
H− 1
2
,λ
− f
)
is again a function with
Fourier transform
ϕˆf = (λ+ iω)
1
2
−H fˆ .
Then it follows from the Plancherel Theorem that
〈f, g〉A1 = Γ(H −
1
2
)2〈ϕf , ϕg〉2 = Γ(1− α)2〈ϕˆf , ϕˆg〉2
= Γ(1− α)2
∫ +∞
−∞
f̂(ω)ĝ(ω)(λ2 + ω2)
1
2
−Hdω = 〈f, g〉A2
and hence the two inner products are identical. Then the conclusions of Theorem 3.6
follow from Theorem 3.2. 
Definition 3.7. For any H > 1
2
and λ > 0, we define
(37) Iα,λ(f) = Γ(1− α)
∫ ∞
−∞
f̂(ω)(λ+ iω)
1
2
−HBˆ(dω)
for any f ∈ A2.
Theorem 3.8. For any H > 1
2
and λ > 0, the stochastic integral Iα,λ in (37) is an
isometry from A2 into Sp(Z1H,λ). Since A2 is not complete, these two spaces are not
isometric.
Proof. The proof of Theorem 3.6 shows that A1 and A2 are identical when H > 12 .
Then the result follows immediately from Theorems 3.5. 
Now, we consider the second case that we mentioned at the beginning of this
section. we will show that Z1H,λ is a continuous semimartingale with finite variation
and hence one can define stochastic integrals I(f) :=
∫
f(x)Z1H,λ(dx) in the standard
manner, via the Itoˆ stochastic calculus (e.g., see Kallenberg [15, Chapter 15]).
Theorem 3.9. A tempered Hermite process of order one {Z1H,λ(t)}t≥0 with H > 1
and λ > 0 is a continuous semimartingale with the canonical decomposition
(38) Z1H,λ(t) =
∫ t
0
MH,λ(s) ds
where
(39) MH,λ(s) :=
∫ +∞
−∞
(s− y)H−
3
2
+ e
−λ(s−y)+ B(dy).
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Moreover, {Z1H,λ(t)}t≥0 is a finite variation process.
Proof. Let {FBt }t≥0 be the σ-algebra generated by {Bs : 0 ≤ s ≤ t}. Given a function
g : R→ R such that g(t) = 0 for all t < 0, and
(40) g(t) = C +
∫ t
0
h(s) ds, for all t > 0,
for some C ∈ R and some h ∈ L2(R), a result of Cheridito [7, Theorem 3.9] shows
that the Gaussian stationary increment process
(41) Y gt :=
∫
R
[g(t− y)− g(−y)] B(dy), t ≥ 0
is a continuous {FBt }t≥0 semimartingale with canonical decomposition
(42) Y gt = g(0)Bt +
∫ t
0
∫ s
−∞
h(s− y)B(dy)ds,
and conversely, that if (41) defines a semimartingale on [0, T ] for some T > 0, then g
satisfies these properties. Define g(t) = 0 for t ≤ 0 and
(43) g(t) :=
∫ t
0
sH−
3
2 e−λs ds for t > 0.
It is easy to check that the function g(t − y) − g(−y) is square integrable over the
entire real line for any H > 1
2
and λ > 0 (See Lemma 2.2). Next observe that (40)
holds with C = 0, h(s) = 0 for s < 0 and
(44) h(s) := sH−
3
2 e−λs ∈ L2(R)
for any H > 1 and λ > 0. Then it follows from [7, Theorem 3.9] that THP 1 is a
continuous semimartingale with canonical decomposition
Z1H,λ =
∫ +∞
−∞
∫ t
0
(s− y)H−
3
2
+ e
−λ(s−y)+ ds B(dy)
=
∫ t
0
∫ +∞
−∞
(s− y)H−
3
2
+ e
−λ(s−y)+B(dy) ds
(45)
which reduces to (38). Since C = 0, Theorem 3.9 in [7] implies that {Z1H,λ(t)} is a
finite variation process. 
Remark 3.10. When H = 3
2
and λ > 0, the Gaussian stochastic process (39) is an
Ornstein-Uhlenbeck process. When H > 1 and λ > 0, it is a one dimensional Mate´rn
stochastic process [4, 10, 13], also called a “fractional Ornstein-Uhlenbeck process”
in the physics literature [19]. It follows from Knight [17, Theorem 6.5] that MH,λ(t)
is a semimartingale in both cases.
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Cheridito [7, Theorem 3.9] provides a necessary and sufficient condition for the
process (41) to be a semimartingale, and then it is not hard to check that THP 1 is
not a semimartingale in the remaining case when 1
2
< H < 1.
4. ARTFIMA time series; Definition and basic properties
In this section, we first recall the definition of the autoregressive tempered frac-
tionally integrated moving average (ARTFIMA) time series and some of its basic
properties such as the covariance function and spectral density.
The tempered fractional difference operator is defined by:
(46) ∆α,λh f(x) =
∞∑
j=0
wje
−λjhf(x− jh) with wj := (−1)j
(
α
j
)
=
(−1)jΓ(1 + α)
j!Γ(1 + α− j)
for α > 0 and λ > 0, where Γ(·) is the Euler gamma function. If λ = 0 and α is a
positive integer, then equation (46) reduces to the usual definition of the fractional
difference operator.
The ARMA(p, q) model, which combines an autoregression of order p with a moving
average of order q, is defined by
(47) Xt −
p∑
j=1
φjXt−j = Zt +
q∑
i=1
θiZt−i
where {Zt} is an i.i.d. sequence of uncorrelated random variables (white noise). We
now recall the definition of the ARTFIMA (p, α, λ, q).
Definition 4.1. The discrete time stochastic process {Xt} is called an autoregressive
tempered fractional integrated moving average , ARTFIMA (p, λ, α, q), if
(48) ∆α,λ1 X t =
∞∑
j=0
wje
−λjhXt−j ,
follows an ARMA(p, q) model.
Let {Xt} be an ARTFIMA (0, λ, α, 0) process. Then,
Xt = ∆
−α,λ
1 Zt =
∞∑
j=0
(−1)je−λj
(−α
j
)
Zt−j ,
where ∆−α,λ1 is the inverse operator of ∆
α,λ
1 and can be defined by (46). In other
words, Xt = ∆
−α,λ
1 Zt, is a tempered fractionally integrated ARMA(p, q) model. The
fractional integration operator ∆−α,λ1 , the inverse of ∆
α,λ
1 , is also defined by (46). We
refer the reader to [31] to find more details about the tempered fractional difference
operator. In this paper we are interested in the case ARTFIMA (0, α, λ, 0).
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Remark 4.2. Since {Zt} is stationary and
∞∑
j=0
(−1)je−λj
(−α
j
)
= (1− e−λ)−α <∞
for any α > 0 and λ > 0, Proposition 3.1.2 in [5] implies that the series
Xt = ∆
−α,λ
1 Zt =
∞∑
j=0
(−1)je−λj
(−α
j
)
Zt−j
is stationary and converges absolutely with probability one.
Remark 4.3. Peiris [27] has proposed a generalized autoregressive GAR(p) time
series model (1 − βB)αXt = Zt for applications in finance, where |β| < 1. Taking
β = e−λ we obtain the ARTFIMA(0, α, λ, 0) model.
We next state the spectral density and covariance function of ARTFIMA (0, α, λ, 0).
Theorem 4.4. Let {Xt} be an ARTFIMA (0, α, λ, 0) times series.
a: {Xt} has the spectral density
(49) h(ω) =
σ2
2π
∣∣∣1− e−(λ+iω)∣∣∣−2α,
for −π ≤ ω ≤ π.
b: The covariance function of {Xt} is
(50) γk = E(XtXt+k) =
σ2
2π
e−λkΓ(α+ k)
Γ(α)k!
2F1(α; k + α; k + 1; e
−2λ),
where 2F1(a; b; c; z) =
∑∞
j=0
Γ(a+j)Γ(b+j)Γ(c)zj
Γ(a)Γ(b)Γ(c+j)Γ(j+1)
is the hypergeometric function.
Proof. (a) Writing Xt = ψλ(B)Zt, we have ψλ(B) = (1− e−λB)−α. Then the general
theory of linear filters implies that Xt has spectral density fX(k) = |Ψ(e−ik)|2fZ(k)
using the complex absolute value (e.g., see [5]). That is
h(ω) =
σ2
2π
ψλ(e
iω)ψλ(e
−iω)
=
σ2
2π
(
1− 2e−λ cosω + e−2λ)−α
=
∣∣∣1− e−(λ+iω)∣∣∣−2α
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and this gives (49). In order to show (b), we have
γk =
∫ π
−π
cos (kω)h(ω) dω
=
∫ π
−π
σ2
2π
cos (kω)
(1− 2e−λ cosω + e−2λ)α dω
=
∫ 2π
0
σ2
2π
(−1)k cos (kω′)
(1− 2e−λ cosω + e−2λ)α dω
′ [ω′ := ω + π]
= σ2
e−λkΓ(k + α)
Γ(α)k!
2F1(α; k + α; k + 1; e
−2λ),
where we applied the following integral formula:
1
2π
∫ 2π
0
cos kω′
(1− 2z cosω + z2)α dω
′ =
zkΓ(k − α)
Γ(α)k!
2F1(α; k + α; k + 1; z
2)
and hence we proved part (b). 
The next lemma gives the spectral representation of the ARTFIMA (0, α, λ, 0). We
will use this lemma in the next section.
Lemma 4.5. Let Xλk be the ARTFIMA (0, α, α, 0) time series such that X
λ
k =∑∞
j=0(−1)je−λj
(−α
j
)
Zt−j. Then, Xλk has the spectral representation
Xλk =
∫ π
−π
eikν dWλ(ν),
where dWλ(ν) =
(
1− e−(λ+iν)
)−α
dW and {W (ν),−π ≤ ν ≤ π} is a right-continuous
orthogonal increment process.
Proof. Suppose {Zt} has the spectral representation Zt =
∫ π
−π e
ikνdW (ν), where
{W (ν),−π ≤ ν ≤ π} is a right-continuous orthogonal increment process. Then
Theorem 4.10.1 in [5] implies that Xλk has the spectral representation
Xλk =
∫ π
−π
eikν
∞∑
j=0
(−1)je−λj
(−α
j
)
e−ijν dW (ν)
=
∫ π
−π
eikν
(
1− e−(λ+iν)
)−α
dW (ν),
and this completes the proof. 
The next lemma gives the asymptotic result of the covariance function of the ART-
FIMA (0, α, λ, 0).
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Lemma 4.6. Let {Xt} be an ARTFIMA (0, α, λ, 0) times series with the covariance
function γk = E(XtXt+k) given by (50). Then
γk ∼ σ
2
2π
1
Γ(α)
e−λkkα−1(1− e−2λ)−α
as |k| → ∞.
Proof. By applying (50) and the fact that Γ(a+k)
Γ(b+k)
∼ ka−b, as k →∞, we have
γk = σ
2 e
−λkΓ(k + α)
Γ(α)k!
2F1(α; k + α; k + 1; e
−2λ)
= σ2
e−λkΓ(k + α)
Γ(α)k!
∞∑
j=0
Γ(α + j)Γ(k + α + j)Γ(k + 1)e−2λj
Γ(α)Γ(k + α)Γ(k + j + 1)(j)!
∼ σ2 1
Γ(α)
e−λkkα−1
∞∑
j=0
Γ(α + j)e−2λj
Γ(α)(j)!
= σ2
1
Γ(α)
e−λkkα−1(1− e−2λ)−α,
which gives the desired result. 
Remark 4.7. The ARTFIMA (0, α, λ, 0) is short memory process, since by Lemma
4.6 one can show that
∑∞
k=0 γk <∞.
5. Weak Convergence Results
We now in a position to answer the first and second question. We start with the
first one.
Assume H = 1
2
+ α for α > 0 and let {Zj}j∈Z be a sequence of independent and
identically distributed random variables mean zero and variance one . Define the
random variables
(51) Y
λ
n
k :=
∑
j∈Z
C
λ
n
j Zk−j, k = 1, 2, . . .
where
(52) C
λ
n
j =
{
1
Γ(α)
jα−1e−
λ
n
j if j ≥ 1
0 if j ≤ 0.
For t ≥ 0, we define S λn (t) as the partial sum of {X
λ
n
k },
(53) S
λ
n (t) :=
[t]∑
k=1
Y
λ
n
k + (t− [t])Y
λ
n
[t]+1, t ≥ 0,
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where [t] is the largest integer less than or equals t and
∑0
k=1 = 0. We also define
(54) ξ
λ
n
m(t) :=
[t]−m∑
j=1−m
C
λ
n
j + (t− [t])C
λ
n
t+1−m,
for m ∈ Z and t ≥ 0, where ∑−mj=1−m = 0. Then we have from (51) and (53),
(55) S
λ
n (t) =
∑
m∈Z
ξ
λ
n
m(t)Zm.
On the other hand,
ξ
λ
n
m(nt) =
[nt]−m∑
j=1−m
C
λ
n
j ∼
∫ [nt]−m
−m
jα−1e−
λ
n
j dj
=
(n
λ
)α ∫ λn ([nt]−m)
−λm
n
ωα−1e−ω dω
=
(n
λ
)α[
γ(α,
λ
n
([nt]−m))− γ(−λm
n
)
]
,
(56)
when m is negative and |m| is large. From (55) and (56) we have:
Lemma 5.1. For any θ1, θ2, . . . , θp, t1, t2, . . . , tp ≥ 0, we have
n−2H
∑
m∈Z
∣∣∣ p∑
r=1
θrξ
λ
n
m(nt)
∣∣∣2 → ∫ +∞
−∞
∣∣∣ p∑
r=1
θr
∫ t
0
(s− y)H−
3
2
+ e
−λ(s−y)+ ds
∣∣∣2 dy
as n→∞.
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Proof. By applying (56), we get:
n−2H
∑
m∈Z
∣∣∣ p∑
r=1
θrξ
λ
n
m(ntr)
∣∣∣2
∼ n−2H
(n
λ
)2α∑
m∈Z
∣∣∣ p∑
r=1
θr
[
γ(α,
λ
n
([nt]−m))− γ(α,−λm
n
)
]∣∣∣2
=
(1
λ
)2α
n2α−2H+1 n−1
∑
m∈Z
∣∣∣ p∑
r=1
θr
[
γ(α,
λ
n
([nt]−m))− γ(−λm
n
)
]∣∣∣2
→
(1
λ
)2α ∫
R
∣∣∣ p∑
r=1
θr
∫ λtr−λy
−λy
xα−1+ e
−(x)+ dx
∣∣∣2 dy, (as n→∞),
(define λs = x+ λy)
=
∫
R
∣∣∣ p∑
r=1
θr
∫ tr
0
(s− y)α−1+ e−λ(s−y)+ ds
∣∣∣2 dy
=
∫
R
∣∣∣ p∑
r=1
θr
∫ tr
0
(s− y)H−
3
2
+ e
−λ(s−y)+ ds
∣∣∣2 dy
and this completes the proof. 
Theorem 5.2. The finite dimensional distribution of n−HS
λ
n (nt) converge in distri-
bution to Z1H,λ(t), given by (1), as n→∞. That is(
n−HS
λ
n (nt1), n
−HS
λ
n (nt2), . . . , n
−HS
λ
n (ntp)
)
→
(
Z1H,λ(t1), Z
1
H,λ(t2), . . . , Z
1
H,λ(tp)
)
as n→∞.
Proof. Let θ1, θ2, . . . , θp, t1, t2, . . . , tp ≥ 0. Then by computing the characteristic
function of n−H
∑p
r=1 θrS
λ
n
(ntr) we get
E
[
exp{in−H
p∑
r=1
θrS
λ
n
(ntr)}
]
= E
[
exp{in−H
∑
m∈Z
p∑
r=1
θrξ
λ
n
m(ntr)Zm}
]
=
∏
m∈Z
[
exp{in−H
p∑
r=1
θrξ
λ
n
m(ntr)Zm}
]
=
∏
m∈Z
exp{−n−2H |
p∑
r=1
θrξ
λ
n
m(ntr)|2}
= exp{−
∑
m∈Z
n−2H |
p∑
r=1
θrξ
λ
n
m(ntr)|2}.
(57)
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Taking the limit of (57) yields
lim
n→∞
E
[
exp{in−H
p∑
r=1
θrS
λ
n
(ntr)}
]
= exp
[
− lim
n→∞
n−2H
∑
m∈Z
∣∣∣ p∑
r=1
θrξ
λ
n
m(ntr)
∣∣∣2]
= exp
{∫
R
∣∣∣ p∑
r=1
θr
∫ tr
0
(s− y)H−
3
2
+ e
−λ(s−y)+ ds
∣∣∣2 dy}
= E
[
exp{i
p∑
r=1
θrZ
1
H,λ(tr)}
]
as n→∞ and this completes the proof. 
Theorem 5.3. Let {Zj}j∈Z be a sequence of i.i.d random variables with mean zero
and finite variance. Then n−HS
λ
n (nt) converges weakly to Z1H,λ(t), given by (1), in
C[0, 1] ,as n → ∞ (C[0, 1] is the space of all continuous functions defined on [0, 1]).
That is
(58) n−HS
λ
n (nt)⇒ Z1H,λ(t),
where ⇒ means weak convergence in C[0, 1].
Proof. In Theorem 5.2, We have shown the finite dimensional convergence of
n−HS
λ
n (nt) to Z1H,λ(t). Therefore, here, we just need to prove the tightness of
n−HS
λ
n (nt). We show that for 0 ≤ t1 ≤ t2 ≤ 1,
(59) E
[∣∣∣n−HS λn (nt2)− n−HS λn (nt1)∣∣∣2] ≤ C|t2 − t1|2H ,
where C is a constant. First apply (56) to get
∑
m∈Z
|ξ
λ
n
m(nt2)− ξ
λ
n
m(nt1)|
≤
(n
λ
)2α ∫
R
∣∣∣ ∫ λn ([nt2]−x)
λ
n
([nt1]−x)
ωα−1+ e
−(ω)+ dω
∣∣∣2 dx
=
∫
R
∣∣∣ ∫ [nt2]−x
[nt1]−x
yα−1+ e
− λ
n
(y)+ dy
∣∣∣2 dx (y := nω
λ
)
=
∫
R
∣∣∣ ∫ [nt2]−[nt1]
0
(
z + (ns− x)
)α−1
+
e−
λ
n
(z+(ns−x))+ dz
∣∣∣2 dx (z := y − (ns− x))
≤ C
∫
R
∣∣∣(nt2 − x)α+ − (nt1 − x)α+∣∣∣2.
(60)
24 FARZAD SABZIKAR
Maejima [20] proved that
(61)
∫
R
∣∣∣|nt2 − x|α − |nt1 − x|α∣∣∣2 ≤ n1+2α(t2 − t1)1+2α.
Hence by applying (60) and (61) we have
E
[∣∣∣n−H(S λn (nt2)− S λn (nt1))∣∣∣2]
= n−2HE
(∑
m∈Z
∣∣∣(ξ λnm(nt2)− ξ λnm(nt1))Zm∣∣∣2)
= n−2Hσ2
∑
m∈Z
∣∣∣ξ λnm(nt2)− ξ λnm(nt1)∣∣∣2
≤ Cσ2n−2Hn1+2α|t2 − t1|1+2α (H = α + 1
2
)
≤ C|t2 − t1|2H .
Thus the tightness of n−HS
λ
n (nt) follows from Theorem 12.3 in [3] and this completes
the proof. 
Theorem 5.4. Let α > 0 and Xλk be the ARTFIMA (0, α, λ, 0). Suppose
T
λ
n (t) :=
[t]∑
k=1
X
λ
n
k + (t− [t])X
λ
n
[t]+1, t ≥ 0.
Then,
n−HT
λ
n (nt)⇒ Z1H,λ(t)
as n→∞ in C[0, 1].
Proof. It follows from Stirling’s approximation that
ω
λ
n
j = (−1)j
(−α
j
)
e−
λ
n ∼ α
Γ(1 + α)
jα−1e−
λ
n = C
λ
n
j as j →∞,
where Cλj is from (52), see [23, p. 24]. Hence for any ǫ > 0 there exists some positive
integer N such that
(62) (1− ǫ)C
λ
n
j < ω
λ
n
j < (1 + ǫ)C
λ
n
j
for all j > N . It follows that
∞∑
j=0
|ω
λ
n
j |2 ≤
[ N∑
j=0
|ω
λ
n
j |2 + (1 + ǫ)2
∞∑
j=N+1
|C
λ
n
j |2
]
≤
[ N∑
j=0
|ω
λ
n
j |2 + (1 + ǫ)2
∞∑
j=0
|C
λ
n
j |2
](63)
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and consequently,
E
[
exp{iθ∆−α,
λ
n
1 Zt}
]
= exp
{
−θ2σ2
∞∑
j=0
∣∣∣ω λnj ∣∣∣2
}
≥ C1 exp
{
−(1 + ǫ2)θ2σ2
∞∑
j=0
∣∣∣C λnj ∣∣∣2
}
= C1E
[
exp{i(1 + ǫ)θX
λ
n
t }
]
,
(64)
where C1 = exp
{
−θ2σ2∑Nj=0 ∣∣∣ω λnj ∣∣∣2} is a finite positive constant. Similarly,
(65)
∞∑
j=0
|ω
λ
n
j |2 ≥
[ N∑
j=0
|ω
λ
n
j |2 + (1− ǫ)2
∞∑
j=N+1
|C
λ
n
j |2
]
,
so that
E
[
exp{iθ∆−α,
λ
n
1 Zt}
]
= exp
{
−θ2σ2
∞∑
j=0
∣∣∣ω λnj ∣∣∣2
}
≤ C2 exp
{
−(1− ǫ2)θ2σ2
∞∑
j=0
∣∣∣C λnj ∣∣∣2
}
= C2E
[
exp{i(1− ǫ)θX
λ
n
t }
]
,
(66)
where C2 = exp
{
−θ2σ2∑Nj=0 ∣∣∣ω λnj ∣∣∣2} is a finite positive constant. From (64) and
(66) we have :
(67) C1E
[
exp{i(1 + ǫ)θX
λ
n
t }
]
≤ E
[
exp{iθ∆−α,
λ
n
1 Zt}
]
≤ C2E
[
exp{i(1− ǫ)θX
λ
n
t }
]
for any ε > 0. The proof now follows from (67) and Theorem 5.2 and Theorem (5.3)
by letting ǫ→ 0. 
Next, we answer the second question that we had in the introduction. Our approach
follows that of Pipiras and Taqqu [28].
For m ∈ N ∪ {∞}, we define the approximation
f+n,m =
m∑
j=0
f
( j
n
)
1
[ j
n
,
(j+1)
n
]
, f−n,m =
−1∑
j=−m
f
( j
n
)
1
[ j
n
,
(j+1)
n
]
,
f+n = f
+
n,∞, f
−
n = f
+
n,∞, fm = f
+
n + f
−
n .
The following theorem answers the third question that we had in the introduction.
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Theorem 5.5. Let α > 0 and Xλj be the ARTFIMA (0, α, λ, 0) times series. Suppose
also that the following, condition A, is satisfied:
ConditionA : f, f±n ∈ A2, ‖f±n −f±n,m‖A2 → 0 as m→∞, ‖f−fn‖A2 → 0 as n→∞.
Then,
n−H
+∞∑
k=0
f
(k
n
)
X
λ
n
k →
∫
R
f(u)Z1H,λ(du)
in distribution as n→∞.
Proof. For the proof, we suppose
W
λ
n
n =
1
n
1
2
+α
+∞∑
j=−∞
f
( j
n
)
X
λ
n
j , W =
∫
R
f(u)Z1H,λ(du).
The Wiener integral W is well-defined, since f ∈ A2. To show that the series W
λ
n
n is
well-defined, apply the spectral representation of X
λ
n
k by Lemma 4.5 and write
1
n
1
2
+α
m∑
j=0
f
( j
n
)
X
λ
n
j =
1
n
1
2
+α
∫ π
−π
( m∑
j=0
f
( j
n
)
eijx
)
dZ λ
n
(x)
=
1
n
1
2
+α
∫
R
( m∑
j=0
f
( j
n
)
e
ijω
n
)
1[−πn,πn](ω)dZ λ
n
(ω
n
)
=
1
nα − 1
2
∫
R
(
m∑
j=0
f
( j
n
)e i(j+1)ωn − e ijωn
iω
)
iω
n
e
iω
n − 1
1[−πn,πn](ω)dZ λ
n
(ω
n
)
=
1
nα − 1
2
∫
R
f̂n,m(ω)
iω
n
e
iω
n − 1
1[−πn,πn](ω)dZ λ
n
(ω
n
)
and hence we get
E
∣∣∣∣∣ 1n 12+α
m∑
j=0
f
( j
n
)
X
λ
n
j
∣∣∣∣∣
2
=
∫
R
∣∣∣f̂n,m(ω)∣∣∣2
∣∣∣∣∣ iωne iωn − 1
∣∣∣∣∣
2
1[−πn,πn](ω)
1
n2α
hλ
n
(ω
n
)
dω
≤ C
∫
R
∣∣∣f̂n,m(ω)∣∣∣2 1
n2α
(
λ2
n2
+
ω2
n2
)−α
dω.
= C‖f+n,m‖2A2
Then, by Condition A,
E
∣∣∣∣∣ 1n 12+α
m2∑
j=m1+1
f
( j
n
)
X
λ
n
j
∣∣∣∣∣
2
≤ C‖f+n,m2 − f+n,m1‖2A2 → 0
as m1, m2 →∞.
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We next show thatW
λ
n
n convergence toW in distribution. Recall from Theorem 3.6
that the set of elementary functions are dense in A2 and then there exists a sequence
of elementary functions f l such that ‖f l − f‖A2 → 0, as l →∞. Now, assume
W
λ
n
,l
n =
1
n
1
2
+α
+∞∑
j=−∞
f l
( j
n
)
X
λ
n
j , W
l =
∫
R
f l(u)Z1H,λ(du).
Observe that W
λ
n
,l
n is well-define, since W
λ
n
,l
n has a finite number elements and the
elementary function f l is in A2. According to Theorem 4.2. in Billingsley [3], the
series W
λ
n
n convergence in distribution to W if
Step 1: W l →W , as l →∞,
Step 2: for all l ∈ N, W
λ
n
,l
n →W l, as n→∞,
Step 3: lim supl lim supn E
∣∣∣W λn ,ln −W λnn ∣∣∣2 = 0.
Step 1: The random variables W l and W have normal distribution with mean zero
and finite variance ‖f l‖A2 and ‖f‖A2, respectively (See Theorem 3.6 and Definition
3.7). Therefore E
∣∣∣W l −W ∣∣∣2 = ‖f l − f‖A2 → 0 as l →∞.
Step 2: Observe that W
λ
n
,l
n =
∫
R
f l(u)T
λ
n (du). Because f l is an elementary func-
tion, then the integral W
λ
n
,l
n depends on the process T
λ
n through a finite number of
the points only. Now, Theorem 5.2 and Theorem 5.4 imply that W
λ
n
,l
n → W l, in
distribution ,as n→∞, for all i ∈ N.
Step 3: For this step, we follow the same way as Pipiras and Taqqu did in Theorem
3.2 [28]. We have E
∣∣∣W λn ,ln −W λnn ∣∣∣2 ≤ C‖f ln − fn‖A2 , where
f ln :=
∑
j
f l
( j
n
)
1
( j
n
,
(j+1)
n
)
(u).
Note that f l is an elementary function and therefore f̂ ln converges to f̂
l at every point
and
∣∣∣f̂ ln(ω)− f̂ l(ω)∣∣∣ ≤ ĝl(ω) uniformly in n, for some function ĝl(ω) which is bounded
by C1 and C2|ω|−1 for all ω ∈ R (See Theorem 3.2. in [28] for more details). Let
µα(dω) = |ω|−2αdω and µαλ(dω) = |λ2+ω2|−2αdω be the measures on the real line for
α > 0. Then apply the dominated converges theorem to see that
‖f ln − f l‖2A2 = ‖f̂ ln − f̂ l‖L2(R,µαλ )
≤ ‖f̂ ln − f̂ l‖L2(R,µα) → 0,
as n→∞. Hence by Condition A, the lim supn E
∣∣∣W λn ,ln −W λnn ∣∣∣2 ≤ C‖f l − f‖2A2 → 0
as l →∞ and this completes the proof. 
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Remark 5.6. The result of Theorem 5.5 can also be derived by the following condi-
tion:
ConditionB : f, f±n ∈ A1, ‖f±n −f±n,m‖A1 → 0 as m→∞, ‖f−fn‖A1 → 0 as n→∞.
Since we have
〈f, g〉A1 = Γ(H −
1
2
)2〈ϕf , ϕg〉2 = Γ(1− α)2〈ϕˆf , ϕˆg〉2
= Γ(1− α)2
∫ +∞
−∞
f̂(ω)ĝ(ω)(λ2 + ω2)
1
2
−Hdω = 〈f, g〉A2
by the Plancherel Theorem.
6. Appendix
Here we recall the definitions of tempered fractional integrals and derivatives and
their properties that we used in the pervious sections.
Definition 6.1. For any f ∈ Lp(R) (where 1 ≤ p < ∞), the positive and negative
tempered fractional integrals are defined by
(68) Iα,λ+ f(t) =
1
Γ(α)
∫ +∞
−∞
f(u)(t− u)α−1+ e−λ(t−u)+du
and
(69) Iα,λ− f(t) =
1
Γ(α)
∫ ∞
−∞
f(u)(u− t)α−1+ e−λ(u−t)+du
respectively, for any α > 0 and λ > 0, where Γ(α) =
∫ +∞
0
e−xxα−1dx is the Euler
gamma function, and (x)+ = xI(x > 0).
When λ = 0 these definitions reduce to the (positive and negative) Riemann-
Liouville fractional integral [23, 26, 32], which extends the usual operation of iterated
integration to a fractional order. When λ = 1, the operator (68) is called the Bessel
fractional integral [32, Section 18.4].
We state the following lemma without the proof. We refer the reader to see Lemma
2.2 in [22].
Lemma 6.2. For any α > 0, λ > 0, and p ≥ 1, Iα,λ± is a bounded linear operator on
Lp(R) such that
(70) ‖Iα,λ± f‖p ≤ λ−α‖f‖p
for all f ∈ Lp(R).
Next we discuss the relationship between tempered fractional integrals and Fourier
transforms. Recall that the Fourier transform
F [f ](ω) = fˆ(ω) = 1√
2π
∫ +∞
−∞
eiωxf(x)dx
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for functions f ∈ L1(R) ∩ L2(R) can be extended to an isometry (a linear onto map
that preserves the inner product) on L2(R) such that
(71) f̂(ω) = lim
n→∞
1√
2π
∫ n
−n
e−iωxf(x) dx
for any f ∈ L2(R), see for example [16, Theorem 6.6.4].
Lemma 6.3. For any α > 0 and λ > 0 we have
(72) F [Iα,λ± f ](ω) = fˆ(ω)(λ± iω)−α
for all f ∈ L1(R) and all f ∈ L2(R).
Proof. See Lemma 6.6 in [22]. 
Next we consider the inverse operator of the tempered fractional integral, which is
called a tempered fractional derivative. For our purposes, we only require derivatives
of order 0 < α < 1, and this simplifies the presentation.
Definition 6.4. The positive and negative tempered fractional derivatives of a func-
tion f : R→ R are defined as
(73) Dα,λ+ f(t) = λ
αf(t) +
α
Γ(1− α)
∫ t
−∞
f(t)− f(u)
(t− u)α+1 e
−λ(t−u)du.
and
(74) Dα,λ− f(t) = λ
αf(t) +
α
Γ(1− α)
∫ +∞
t
f(t)− f(u)
(u− t)α+1 e
−λ(u−t)du
respectively, for any 0 < α < 1 and any λ > 0.
If λ = 0, the definitions (73) and (74) reduce to the positive and negative Marchaud
fractional derivatives [32, Section 5.4].
Note that tempered fractional derivatives cannot be defined pointwise for all func-
tions f ∈ Lp(R), since we need |f(t)−f(u)| → 0 fast enough to counter the singularity
of the denominator (t − u)α+1 as u → t. We can extend the definition of tempered
fractional derivatives to a suitable class of functions in L2(R). For any α > 0 and
λ > 0 we may define the fractional Sobolev space
(75) W α,2(R) := {f ∈ L2(R) :
∫
R
(λ2 + ω2)α|fˆ(ω)|2 dω <∞},
which is a Banach space with norm ‖f‖α,λ = ‖(λ2+ω2)α/2fˆ(ω)‖2. The spaceW α,2(R)
is the same for any λ > 0 (typically we take λ = 1) and all the norms ‖f‖α,λ are
equivalent, since 1+ω2 ≤ λ2+ω2 ≤ λ2(1+ω2) for all λ ≥ 1, and λ2+ω2 ≤ 1+ω2 ≤
λ−2(1 + ω2) for all 0 < λ < 1.
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Definition 6.5. The positive (resp., negative) tempered fractional derivative Dα,λ± f(t)
of a function f ∈ W α,2(R) is defined as the unique element of L2(R) with Fourier
transform f̂(ω)(λ± iω)α for any α > 0 and any λ > 0.
Lemma 6.6. For any α > 0 and λ > 0, we have
(76) Dα,λ± I
α,λ
± f(t) = f(t)
for any function f ∈ L2(R), and
(77) Iα,λ± D
α,λ
± f(t) = f(t)
for any f ∈ W α,2(R).
Proof. Given f ∈ L2(R), note that g(t) = Iα,λ± f(t) satisfies gˆ(k) = fˆ(ω)(λ± iω)−α by
Lemma 6.3, and then it follows easily that g ∈ W α,2(R). Definition 6.5 implies that
(78) F [Dα,λ± Iα,λ± f ](ω) = F [Dα,λ± g](ω) = ĝ(ω)(λ± iω)α = fˆ(ω),
and then (76) follows using the uniqueness of the Fourier transform. The proof of
(77) is similar. 
Here we collect some well known facts about the modified Bessel function of the
second kind and we refer the reader to (Chapter 9, [1]) for more details. The mod-
ified Bessel function Kν(x) is regular function of x. It satisfies the following simple
inequality
Kν(x) > 0 for all x > 0, for all ν ∈ R
and it has the following asymptotic expansion:
Kν(x) ∼ 2|ν|−1Γ(|ν|)x−|ν| (ν 6= 0)
as x→ 0.
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