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1. Introduction
Let τ  0 be a constant, R = (−∞,+∞), I = [0,∞) or (−∞,0] and J be an open interval of R. We denote by C =
C[−τ ,0] the Banach space of continuous functions φ(s) : [−τ ,0] → R with the norm ‖φ‖ = sup−τs0 |φ(s)|. For α ∈ R,
we deﬁne
Cα :=
{
φ ∈ C : φ(θ) α for θ[−τ ,0) and φ(0) > α}.
Further, let F : R × C → R be a continuous functional satisfying the local Lipschitz condition with respect to φ ∈ C . In the
present paper, we consider the following scalar delay differential equation
x′(t) = (1+ x(t))F (t, xt), (1)
where xt denotes the function in C deﬁned by xt(θ) = x(t + θ) for θ ∈ [−τ ,0]. For the special case of (1), equation
x′(t) = −α(1+ x(t))x(t − 1) (2)
was studied by Wright [14]. The author proved that the zero solution is globally attractive if α  3/2. Since then, there is
an extensive literature concerning with the global attractivity of the zero solution for particular models of type (1) (see [1,
3,5–7,9–12,15–17] and references therein). Recently, Faria in [1] proved the global attractivity of the zero solution for Eq. (1)
under the following assumptions, with I = [0,∞):
(H1) there exists a piecewise continuous function a : I → [0,∞) and T0  0, such that for each  > 0 there is η = η() > 0
such that for t ∈ I , |t| T0 and φ ∈ C−1, then
F (t, φ) ηa(t) if φ − and F (t, φ)−ηa(t) if φ  ;
(H2) for a as in (H1),
∫∞
0 a(t)dt = ∞;
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−b(t)M(φ) F (t, φ) b(t)M(−φ), for t ∈ I, φ ∈ C−1,
where
M(φ) = max
{
0, sup
−τθ0
φ(θ)
}
;
(H4) for b as in (H3), there is T ∈ I such that ∫ tt−τ b(s)ds 3/2, for t  T .
In the present paper, we will prove the global attractivity of the zero solution for Eq. (1) under the assumptions (H1)–(H3)
and
(H4′) for b as in (H3), limsupt→∞
∫ t
t−τ b(s)ds 3/2.
The remainder of this paper is organized as follows. The main results are given in Section 2 while the proofs are left to
Section 4. In Section 3, we will give some lemmas needed in the proofs of main results. In Section 5, we will give a suﬃcient
condition for the existence of globally attractive almost periodic solution of the “food-limited” single population model as
an application of our main results.
2. Main results
Theorem 1. Let I = [0,∞). Assume that (H1)–(H3) and (H4′) hold. Then for any ϕ ∈ C−1 , the solution x(t,0,ϕ) of (1) satisﬁes that
x(t) → 0 as t → ∞.
Theorem 2.With I = R, assume (H1), (H3) and
(H2∗) for a as in (H1),
∫ 0
−∞ a(s)ds = ∞;
(H4∗) for b as in (H3), there is T ∗ ∈ R such that suptT ∗
∫ t
t−τ b(s)ds 3/2.
Then x(t) ≡ 0 is the only global solution of (1) that is bounded and bounded away from −1 on (−∞,0].
Remark 1. Although Yoneyama in [16] proved that there exists α(t) such that
limsup
t→∞
t∫
t−1
a(s)ds = 3/2
and the zero solution of
x′(t) = −a(t)x(t − 1)
is not globally attractive, we should point out that f (t,ϕ) does not satisfy (H3), here for ϕ ∈ C−1,
f (t,ϕ) = a(t) ϕ(−1)
1+ ϕ(0) .
On the other hand, we will see that for any α > 3/2, we can ﬁnd α(t) such that α(t)  α for all t  0, and the trivial
solution of
x′(t) = −α(t)(1+ x(t))x(t − 1)
is not stable (see [7, p. 140]). Thus the condition (H4′) is sharp.
Remark 2. The assumption (H4′) is weaker than (H4). To see this, we consider equation
x′(t) = −3t
2 + t + 3
2(t2 + 1)
(
1+ x(t))x(t − 1). (3)
Since
∞∫
3s2 + s + 3
2(s2 + 1) ds = ∞, limt→∞
t∫
3s2 + s + 3
2(s2 + 1) ds =
3
2
,0 t−1
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2(t2+1) . By Theorem 1, the solution x(t) = 0 of (3) is globally
attractive. Since
t∫
t−1
3s2 + s + 3
2(s2 + 1) ds >
3
2
for all t ∈ R, we cannot conclude that the global attractivity of the zero solution by using the results in [1]. Thus Theorem 1
extends Theorem 3.6 in [1].
Remark 3. Faria in [1] proved the conclusion of Theorem 2 (see Theorem 5.3 in [1]) under the assumptions (H1), (H2∗),
(H3) and assumption (A)
(A) there is T ∈ R such that suptT
∫ t
t−τ b(s)ds <
3
2 .
The assumption (H4∗) is obviously weaker than the assumption (A). Thus Theorem 2 also extends Theorem 5.3 in [1].
3. Some lemmas
Lemma 1. Assume that (H1)–(H3) hold. If there exists a positive constant M such that
t∫
t−τ
b(s)ds M,
then for any ϕ ∈ C−1 , the solution x(t) = x(t,0,ϕ) exists on [0,∞) and there is T > 0 such that
−1+ exp(−M(eM − 1)) x(t) eM − 1, t  T .
The proof is similar to those of Lemmas 1.1 and 1.3 in [17], we omit it here.
For the proof of next lemma we use some main ideas in the proofs of So and Yu [9, Lemma 3.1] and [10, Theorem 3.1],
whose argument needs to be adjusted to take into account the present situation.
Lemma 2. Assume that (H3) holds, and for t ∈ J , −1< −u1  x(t) v1 ,
t∫
t−τ
b(s)ds <
3
2
+ , (4)
t and t are local maximum and minimum point of x(t) in J with x(t) > 0 and x(t) < 0, respectively, where u1 and v1 positive,
 ∈ [0,1), [t − 2τ , t] ∪ [t − 2τ , t] ⊂ J and x(t) is a solution of (1). Then
ln
(
1+ x(t)) u1 − 1
6
u21 + , (5)
−ln(1+ x(t)) v1 + 1
6
v21 + v1. (6)
Proof. We ﬁrst prove (5). Since t is a maximum point of x(t), we see that x′(t) = 0. By Lemma 3.2 in [1] we deduce that
there exists a t0 ∈ [t − τ , t) such that x(t0) = 0 and x(t) > 0 for all t ∈ (t0, t]. For t  t0 with [t − τ , t0] ⊆ J , by (H3), we
obtain that
−ln(1+ x(t)) u1
t0∫
t
b(s)ds,
i.e.,
x(t) exp
(
−u1
t0∫
t
b(s)ds
)
− 1.
Since [t − 2τ , t] ⊆ J , it follows that for t0  t  t ,
x′(t)
1+ x(t)  b(t)
[
1− exp
(
−u1
t0∫
b(s)ds
)]
.t−τ
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x′(t)
1+ x(t)  b(t)min
{
u1,1− exp
(
−u1
t0∫
t−τ
b(s)ds
)}
. (7)
There are two cases to be considered.
Case 1.
∫ t
t0
b(s)ds− ln(1−u1)u1 . It follows from (4) and (7) that
ln
(
1+ x(t))
t∫
t0
b(t)
[
1− exp
(
−u1
t0∫
t−τ
b(s)ds
)]
dt

t∫
t0
b(t)
[
1− exp
(
−
(
3
2
+ 
)
u1 + u1
t∫
t0
b(s)ds
)]
dt
=
t∫
t0
b(t)dt − 1
u1
[
1− exp
(
−u1
t∫
t0
b(s)ds
)]
exp
(
−u1
(
3
2
+  −
t∫
t0
b(s)ds
))
. (8)
There are also two cases to be considered.
Case 1.1.
∫ t
t0
b(s)ds− ln(1−u1)u1  32 +  . Since for a > 0 and b > 0, f (x) = x− 1a (1− e−ax)e−a(b−x) increases on [0,b], we
have
ln
(
1+ x(t))− ln(1− u1)
u1
− 1
u1
(
1− (1− u1)
)
exp
(
−u1
(
3
2
+  + ln(1− u1)
u1
))
= − ln(1− u1)
u1
− exp
(
−u1
(
3
2
+  + ln(1− u1)
u1
))
− (1− u1) ln(1− u1)
u1
− 1+ 3
2
u1 + u1,
here we used that e−u1x  1− u1x for all x 0. Since
3
2
u1 − 1− u1
u1
ln(1− u1) − 1 u1 − 1
6
u21 (9)
(see (2.21) in [7, p. 123]), from this and the fact that 0< u1 < 1 we obtain (5).
Case 1.2.
∫ t
t0
b(s)ds 32 +  < − ln(1−u1)u1 . It follows from (8) that
ln
(
1+ x(t)) 3
2
+  − 1
u1
(
1− e−( 32+)u1). (10)
Note that
3
2
− 1
u1
(
1− e−3u1/2) u1 − 1
6
u21 (11)
(see (2.19) in [7, p. 123]). From this and (10) we obtain that
ln
(
1+ x(t)) u1 − 1
6
u21 +  +
1
u1
(
e−u1(
3
2+) − e− 32 u1) u1 − 1
6
u21 + .
Case 2.
∫ t
t0
b(s)ds > − ln(1−u1)u1 . There is η ∈ (t0, t) such that
∫ t
η b(s)ds = − ln(1−u1)u1 . It follows from (4) and (7) that
ln
(
1+ x(t))
η∫
t0
u1b(t)dt +
t∫
η
b(t)
[
1− exp
(
−u1
t0∫
t−τ
b(s)ds
)]
dt

η∫
t0
u1b(t)dt +
t∫
η
b(t)dt −
t∫
η
b(t)exp
(
−u1
(
3
2
+  −
t∫
t0
b(s)ds
))
dt
= u1
t∫
b(t)dt − (1− u1) ln(1− u1)
u1
− exp
(
−u1
(
3
2
+  −
t∫
b(s)ds
))
t0 t0
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(
3
2
+ 
)
− (1− u1) ln(1− u1)
u1
− 1, (12)
here we used that g(x) = ax− e−a(b−x) increases on [0,b] for a > 0 and b > 0. By (9) and (12) we see that (5) also holds.
We next prove (6). It is easy to see that x′(t) = 0. By Lemma 3.2 in [1], we can ﬁnd a t0 ∈ [t − 1, t] such that x(t0) = 0
and x(t) < 0 for t ∈ (t0, t]. It follows from (H3) that for t  t0 with [t − τ , t0] ⊆ J ,
x(t) exp
(
v1
t0∫
t
b(t)dt
)
− 1.
Since [t − 2τ , t] ⊆ J , this implies from (H3) that for t0  t  t ,
x′(t)
1+ x(t) −b(t)
[
exp
(
v1
t0∫
t−τ
b(s)ds
)
− 1
]
.
By (H3), we obtain that for t0  t  t ,
− x
′(t)
1+ x(t)  b(t)min
{
v1,exp
(
v1
t0∫
t−τ
b(s)ds
)
− 1
}
. (13)
We now consider three cases.
Case 1.
∫ t
t0
b(s)ds 1. In this case, by (13), we obtain that
−ln(1+ x(t)) v1
t∫
t0
b(s)ds v1 + 1
6
v21. (14)
Case 2. 1<
∫ t
t0
b(s)ds 32 +  − ln(1+v1)v1 . It is easy to see that 32 x− ln(1+ x) x+ 16 x2 for x 0. It follows from (13) that
−ln(1+ x(t)) v1
t∫
t0
b(s)ds
(
3
2
+ 
)
v1 − ln(1+ v1) v1 + 1
6
v21 + v1. (15)
Case 3. 32 + − ln(1+v1)v1 <
∫ t
t0
b(s)ds 32 + . There exists h ∈ (t0, t) such that
∫ h
t0
b(s)ds = 32 + − ln(1+v1)v1 . It follows from
(13) that
−ln(1+ x(t)) v1
h∫
t0
b(s)ds +
t∫
h
b(t)
[
exp
(
v1
t0∫
t−τ
b(s)ds
)
− 1
]
dt
 v1
h∫
t0
b(s)ds −
t∫
h
b(s)ds + e( 32+)v1
t∫
h
b(t)exp
(
−v1
t∫
t0
b(s)ds
)
dt
= v1
h∫
t0
b(s)ds −
t∫
h
b(s)ds + 1
v1
[
1+ v1 − exp
(
v1
(
3
2
+  −
t∫
t0
b(s)ds
))]
 v1
h∫
t0
b(s)ds −
t∫
h
b(s)ds + 1
v1
[
v1 − v1
(
3
2
+  −
t∫
t0
b(s)ds
)]
=
(
3
2
+ 
)
v1 + 1− (1+ v1) ln(1+ v1)
v1
< v1 + 1
6
v21 + v1 (16)
(see (2.22) in [7, p. 123] for the last step). By (14), (15) and (16), we see that (6) holds. This completes the proof. 
Lemma 3. (See [7,9–12,17].) Assume that for (x, y) ∈ {(x, y): x 0, 0 y < 1},
ln(1+ x) y − 1
6
y2, −ln(1− y) x+ 1
6
x2.
Then x = y = 0.
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Proof of Theorem 1. For any ϕ ∈ C−1, x(t,0,ϕ) is a solution of (1). Set x(t) = x(t,0,ϕ). The proof in the case that x(t) is
not oscillating is the same as that of Lemma 3.4 in [1], we omit it here.
Assume that x(t) is oscillating. Let v = limsupt→∞ x(t) and u = −lim inft→∞ x(t). It follows from Lemma 1 that 0 
v < ∞ and 0 u < 1. For each  ∈ (0,1− u), by (H4′) we can ﬁnd a T > 0 such that for t  T ,
t∫
t−1
b(s)ds <
3
2
+ , (17)
−u −  < x(t) < v + . (18)
Choose two sequences {tn} and {τn} in (T + 2τ ,∞) such that tn and τn are local maximum and minimum points of x(t)
with x(tn) > 0, x(tn) → v and x(τn) < 0, x(tn) → −u, respectively. Let J = (T ,∞), u1 = u +  and v1 = v +  . From (17)
and (18), by applying Lemma 2 we obtain that for all n ∈ N,
ln
(
1+ x(tn)
)
 u1 − 1
6
u21 + ,
−ln(1+ x(τn)) v1 + 1
6
v21 + v1.
Setting n → ∞ and  → 0, we obtain the system of inequalities in Lemma 3. Thus we see that u = v = 0. It implies that
limt→∞ x(t) = 0. The proof is completed. 
Proof of Theorem 2. Let x(t) be a bounded and bounded away from 1-solution of (1) on (−∞,0]. We claim that x(t) ≡ 0.
Otherwise, we would have
x(t1) = 0 (19)
for some t1 ∈ R. There are two cases to be considered.
Case 1. There is a T < t1 such that x(t)  0 (or  0) for all t  T . Without loss of generality, we suppose that x(t)  0
for all t  T . It follows from (H3) that x′(t)  0 for all t  T . Since x(t) is bounded, we can see that limt→−∞ x(t) exists,
denoted by l. We claim that l = 0. Otherwise, there would exist T1 < T such that x(t) > l2 for all t  T1. Let η = η( l2 ) be
the constant given in (H1). It follows from (H1) that
x′(t) < −ηa(t)(1+ x(t)).
This implies that
T1∫
−∞
a(t)dt <
1
η
ln
1+ l
1+ x(T1) ,
which contradicts (H2∗). Thus l = 0. Since x(t)  0 and x′(t)  0 for all t  T , we see that x(t) = 0 for all t  T . The
uniqueness of solution for Eq. (1) implies that x(t) = 0 for all t ∈ R, which contradicts (19).
Case 2. There are {τn} ⊂ R such that τn → −∞ as n → ∞, {τn} strictly decease and x(τn) = 0, suptτn x(t) > 0 and−inftτn x(t) > 0 for all n ∈ N. Let T2 = min(T ∗, τ1, t1), v = suptT2 x(t) and u = −inftT2 x(t), where T ∗ is the constant
given in (H4∗). Then 0< u < 1 and 0< v < ∞. For each  ∈ (0,min(u, v)), there are t∗, t∗  T2 such
x
(
t∗
)
> v − , x(t∗) < −u + .
Suppose t∗ ∈ [τ j+1, τ j] and t∗ ∈ [τi+1, τi]. Let x(τ ) = maxτ j+1tτ j x(t) and x(ξ) = minτi+1tτi x(t). By the facts that
x(τn) = 0 for all n ∈ N, x(τ )  x(t∗) > 0 and x(ξ)  x(t∗) < 0, we conclude that τ and ξ are local maximum and mini-
mum of x(t), respectively. Since for t  T2
−u  x(t) v,
t∫
t−1
b(s)ds 3
2
<
3
2
+ .
By letting J = (−∞, T2) and applying Lemma 2, we obtain
ln
(
1+ x(τ )) u − 1
6
u2 + ,
−ln(1+ x(ξ)) v + 1 v2 + v.
6
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ln(1+ v − ) u − 1
6
u2 + ,
−ln(1− u + ) v + 1
6
v2 + v.
Setting  → 0 we can obtain the system of inequalities in Lemma 3. Thus we have u = v = 0, which contradicts the facts
that u > 0 and v > 0. Thus the claim holds. This completes the proof. 
5. Applications
In this section, we will give some applications of Theorems 1 and 2. Consider the following “food-limited” single popu-
lation model proposed by Gopalsamy et al. in [4]
x′(t) = r(t)x(t) k(t) − x(t − τ (t))
k(t) + c(t)r(t)x(t − τ (t)) , (20)
where r(t),k(t), c(t) and τ (t) are nonnegative continuous bounded functions deﬁned on R. Let τ = supτ (t). Denote e+ =
inft∈R e(t), e+ = supt∈R e(t), e∗ = lim inft→∞ e(t) and e∗ = limsupt→∞ e(t) for any bounded function e(t). By the existence
theorem of solution of functional differential equations [3,7], we see that for any ϕ ∈ C0, the solution x(t,0,ϕ) of (20) exists
on [0,∞) and x(t,0,ϕ) > 0 for all t  0.
When τ (t) = mω and r(t), c(t),k(t) are positive ω-periodic functions, Gopalsamy et al. [4] and Faria [1] studied the
existence and global attractivity of positive ω-periodic solution for Eq. (20). Because of the special delay, which is a multiple
of the period, the periodic solution of the case without delay will remain for the delayed case. This is the approach to prove
the existence of periodic solution of (20) used by the authors in [4]. As pointed by Li and Kuang [8], more realistic and
interesting models of single or multiple species growth should take into account both the seasonality of the changing
environment and the effects of time delays, and hence, any biological or environmental parameter is subject to ﬂuctuation
in time. Therefore, it is unrealistic to assume that the delay is a constant, or even a multiple of the period. Hence it is more
interesting to consider the existence of globally attractive positive almost periodic solution for Eq. (20) in the case that τ (t)
is not a constant.
Now we ﬁrst investigate the uniform persistence and global attractivity of positive solution for Eq. (20). We begin with
a lemma.
Lemma 4. Assume that k∗ > 0,
f (x) = limsup
t→∞
t∫
t−τ
r(s)
k(s) − x
k(s) + c(s)r(s)x ds, x 0,
and
g(x) = lim inf
t→∞
t∫
t−τ
r(s)
k(s) − x
k(s) + c(s)r(s)x ds, x 0.
Then f (x) and g(x) are continuous on [0,∞).
Proof. Since k∗ > 0, there are positive constants M1 and T such that
r(t)
k(t) + c(t)r(t)
(k(t) + c(t)r(t)x)2  M1, ∀x 0, t  T .
By the mean value theorem of differentials, for any x, y ∈ [0,∞) there is a ϑ ∈ [0,1] such that∣∣∣∣r(t) k(t) − x(k(t) + c(t)r(t)x) − r(t) k(t) − y(k(t) + c(t)r(t)y)
∣∣∣∣= r(t) k(t) + c(t)r(t)(k(t) + c(t)r(t)(x+ θ y))2 |x− y|.
Thus f (x) and g(x) are continuous on [0,∞). This completes the proof. 
Theorem 3. Assume that k∗ > 0, and
∞∫
r(s)ds = ∞. (21)0
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u  lim inf
t→∞ x(t,0,ϕ) limsupt→∞
x(t,0,ϕ) v, (22)
where (u, v) is the limit of {(un, vn)} = {(k∗ exp(an),k∗ exp(bn))} with u0 = 0 and⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
an = lim inf
t→∞
t∫
t−τ
r(s)
k(s) − vn
k(s) + c(s)r(s)vn ds, n = 1,2, . . . ,
bn+1 = limsup
t→∞
t∫
t−τ
r(s)
k(s) − un
k(s) + c(s)r(s)un ds, n = 0,1, . . . .
Proof. Let x(t) = x(t,0,ϕ) with ϕ ∈ C0. Note that b1 = limsupt→∞
∫ t
t−τ r(s)ds. For any  > 0, there is T  τ such that
t∫
t−τ
r(s)ds < b1 + , t  T , (23)
k∗ −  < k(t) < k∗ + , t  T . (24)
We consider three cases.
Case 1. There is a T1  T such that x(t) k∗ +  for all t  T1. In this case we have limsupt→∞ x(t) k∗ +  .
Case 2. There is a T1  T such that x(t) k∗ +  .
It follows from (20) and (24) that x′(t) 0 for all t  T1 + τ . This implies that limt→∞ x(t) exists. Denote it by l. We will
prove that l = k∗ +  . Otherwise, we would have l > k∗ +  . Thus we can choose a T2  T1 such that
l x(t) < l +  for all t  T2.
This implies that for all t  T2 + τ ,
x′(t) < −r(t)x(t) l − k
∗ − 
k+ + c+r+(l + ) .
It follows that
∞∫
T2+τ
r(t)dt  k
+ + c+r+(l + )
l − k∗ −  ln
x(T2 + τ )
l
,
which contradicts (21). Thus we have limsupt→∞ x(t) = l = k∗ +  .
Case 3. x(t) is oscillating about k∗ +  . Let t > T be any local maximum point such that x(t) > k∗ +  . Then x′(t) = 0.
From this and (20) we can ﬁnd a t0 ∈ [t − τ , t) such that x(t0) = k∗ +  . Note that k(t)−xk(t)+c(t)r(t)x is decreasing with respect
to x. By (20) and (23) we deduce that
ln
x(t)
x(t0)

t∫
t0
r(t)dt < b1 + .
Thus we obtain that x(t) < (k∗ + )exp(b1 + ).
In any case we have limsupt→∞ x(t) (k∗ + )exp(b1 + ). Setting  → 0 we see that
limsup
t→∞
x(t) k∗ exp(b1) = v1. (25)
For any  ∈ (0,k∗), by Lemma 4 we can choose an η0 ∈ (0, ) such that
lim inf
t→∞
t∫
t−τ
r(t)
k(t) − v1 − η0
k(t) + c(t)r(t)(v1 + η0) dt > a1 − .
There is T3  τ such that for all t  T3,
k∗ − η0 < k(t) < k∗ + η0, x(t) < v1 + η0 (26)
and
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t−τ
r(t)
k(t) − v1 − η0
k(t) + c(t)r(t)(v1 + η0) dt > a1 − . (27)
If x(t) is not oscillating about k∗ − η0, similar to the arguments of Cases 1 and 2 we can obtain that
lim inf
t→∞ x(t) k∗ − η0.
Assume that x(t) is oscillating about k∗ − η0. Let t > T3 + τ be any local minimum point such that x(t) < k∗ − η0. Then
x′(t) = 0. From this and (20) we can ﬁnd a t1 ∈ [t − τ , t) such that x(t1) = k∗ − η0. By (20) and (26) we deduce that
ln
x(t)
x(t1)

t∫
t1
r(t)
k(t) − v1 − η0
k(t) + c(t)r(t)(v1 + η0) dt.
Note that v1  k∗ . By (26) and (27) we obtain that
x(t) (k∗ − η0)exp
( t∫
t−τ
r(t)
k(t) − v1 − η0
k(t) + c(t)r(t)(v1 + η0) dt
)
> (k∗ − η0)exp(a1 − ).
Noting that a1  0, in any case we have lim inft→∞ x(t) (k∗ − η0)exp(a1 − ). Setting  → 0, we see that
lim inf
t→∞ x(t) k∗ exp(a1) = u1. (28)
By induction on n, we can obtain that for n ∈ N,
un  lim inf
t→∞ x(t) limsupt→∞
x(t) vn, (29)
un  k∗ , vn  k∗ , {un} increases and {vn} decreases. Thus limt→∞(un, vn) = (u, v). It follows from (29) that (22) holds. This
completes the proof. 
Remark 4. When τ (t) =mω and r(t), c(t),k(t) are positive ω-periodic functions, the authors in [4] also studied the uniform
persistence of Eq. (20) (see Lemma 3.1 in [4]). They proved that for any ϕ ∈ C0, there is a T = T (ϕ) such that
Nl  X(t,0,ϕ) Nu, t  T ,
where
Nu = k∗ exp
(
k∗
mω∫
0
r(s)
k(s)
ds
)
, Nl = k∗ exp
(
k∗ − Nu
k∗
mω∫
0
r(s)ds
)
.
Since v1 < Nu and u1 > Nl , we see that Theorem 3 extends Lemma 3.1 in [13].
The following corollary follows from Theorem 3 and Theorem 1 in [11].
Corollary 1. Assume that the conditions of Theorem 1 are satisﬁed, and r(t), k(t), c(t) and τ (t) are ω-periodic with ω > 0. Then (20)
admits a positive ω-periodic solution.
By using Theorem 1, similar to the proof of Theorem 4.8 in [1] we can obtain the following theorem.
Theorem 4. Assume that the conditions of Theorem 3 hold and N(t) is a positive solution of (20). Let
b(t) = r(t)N(t − τ (t))(1+ r(t)c(t))
k(t) + r(t)c(t)N(t − τ (t)) .
If
limsup
t→∞
t∫
t−τ
b(s)ds 3
2
, (30)
then for any ϕ ∈ C0 ,
lim
(
x(t,0,ϕ) − N(t))= 0. (31)t→∞
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limsup
t→∞
t∫
t−τ
r(t)N∗(1+ r(t)c(t))
k(t) + r(t)c(t)N∗ ds
3
2
. (32)
Remark 5. When τ (t) = mω and r(t), c(t),k(t) are positive ω-periodic functions, Faria in [1] proved the global attractivity
of the positive ω-periodic solution N(t). By the periodicity, we have
limsup
t→∞
t∫
t−mω
r(t)N(t)(1+ r(t)c(t))
k(t) + r(t)c(t)N(t) ds =
mω∫
0
r(t)N(t)(1+ r(t)c(t))
k(t) + r(t)c(t)N(t) ds.
In this case, Theorem 4 reproduces Theorem 4.8 in [1]. Thus we see that Theorem 4 extends Theorem 4.8 in [1].
In the following, we would like to consider that Eq. (20) is almost periodic, i.e., assume that r(t), k(t), c(t) and τ (t) are
almost periodic, because of seasonal variation which need not be exactly periodic but almost periodic instead. Let u and v
be the constants given in Theorem 3. We begin with some deﬁnitions.
Deﬁnition 1. (See [2,18].) A continuous function f : R → Rn is said to be almost periodic, if for each  > 0, there is a
constant l() > 0 such that in any interval of length l() there exists τ such that the inequality∣∣ f (t + τ ) − f (t)∣∣< 
is satisﬁed for all t ∈ R.
The number τ is called -translation number of f (t). It follows from [2] that a( f , λ) = limT→∞ 1T
∫ T
0 f (t)e
−iλt dt exists
for each λ ∈ R and the set Λ f = {λ ∈ R: a( f , λ) = 0} is countable. The sets Λ f and mod( f ) = {∑Nj=1 n jλ j: n j ∈ Z, N ∈ N,
λ j ∈ Λ f } are called the spectral and module of f , respectively. Denote the hull of f by H( f ) = {g: there is {tn} ⊂ R such
that limn→∞ f (t + tn) = g(t) for all t ∈ R}. It is easy to see that if h : R → R is almost periodic, then h∗ = h+ = h1∗ and
h∗ = h+ = h∗1 for all h1 ∈ H(h).
Deﬁnition 2. (See [6].) Let f : R × C → R be continuous. Then f is said to be almost periodic in t ∈ R uniformly on C , if
for any  > 0 and every compact set K ⊂ C , there is a constant l(, K ) > 0 such that in any interval of length l(, K ) there
exists τ such that the inequality∣∣ f (t + τ ,ϕ) − f (t,ϕ)∣∣< 
is satisﬁed for all t ∈ R and ϕ ∈ K .
To investigate the existence of almost periodic solution for Eq. (20), we will ﬁrst give a lemma.
Lemma 5. Assume that f : R × C → R, is almost periodic function in t uniformly on C , and there is continuous function H(D) > 0,
D > 0, such that | f (t,ϕ)| H(D) for all t ∈ R and ϕ ∈ C with ‖ϕ‖ D. Let S be a compact set of R. If ∀g ∈ H( f ), equation
dx(t)
dt
= g(t, xt)
admits a unique solution pg(t), deﬁned on R, whose range is in S, then all these solutions pg(t) are almost periodic and mod(pg) ⊆
mod( f ).
The proof is similar to that of Theorem 10.1 in [2]. We omit it here.
Theorem 5. Assume that the conditions of Theorem 3 hold, and r(t), c(t), k(t) and τ (t) are almost periodic. Let
λ(t) = r(t)v(1+ r(t)c(t))
k(t) + r(t)c(t)v .
If
limsup
t→∞
t∫
t−τ
λ(s)ds 3
2
, (33)
then Eq. (20) has a unique positive almost periodic solution p(t) so that p(t) is globally attractive and mod(p(t)) 
mod(r(t),k(t), c, τ (t)).
1046 X. Yang / J. Math. Anal. Appl. 344 (2008) 1036–1047Proof. We will prove our conclusion by applying Lemma 5. For any (k1(t), c1(t), r1(t), τ1(t)) ∈ H(k(t), c(t), r(t), τ (t)), con-
sider equation
x′(t) = r1(t)x(t) k1(t) − x(t − τ1(t))
k1(t) + c1(t)r1(t)x(t − τ1(t)) . (34)
Note that k1∗ = k∗ = k+ , k∗1 = k∗ = k+ , c1∗ = c∗ = cu , c∗1 = c∗ = c+ , r1∗ = r∗ = r+ , r∗1 = r∗ = r+ , τ1∗ = τ∗ = τ+ and τ ∗1 =
τ ∗ = τ+ . By Lemma 5 in [15] we have
∞∫
0
r1(s)ds = ∞,
0∫
−∞
r1(s)ds = ∞. (35)
It follows from Theorem 3 that for any ϕ ∈ C0,
u  lim inf
t→∞ x(t,0,ϕ) limsupt→∞
x(t,0,ϕ) v,
where x(t,0,ϕ) is the solution of (36) with x0 = ϕ . By the almost periodicity of Eq. (34) and Lemma 3 in [15], we can
ﬁnd a solution N(t) of (34) deﬁned on R whose range is in [u, v]. Now we will prove that the solution which possesses
the above properties is unique. Suppose that x(t) is another solution of (34) deﬁned on R whose range is in [u, v]. Let
y(t) = x(t)N(t) − 1. Then y(t) satisﬁes
−1+ u
v
 y(t) 1+ v
u
, t ∈ R, (36)
and
y′(t) = −(1+ y(t))F1(t, yt) (37)
where
F1(t,ϕ) = F01
(
t,ϕ
(−τ1(t)))
for
F01(t, x) = − r1(t)N(t − τ1(t))k1(t)(1+ c1(t)r1(t))x[k1(t) + c1(t)r1(t)N(t − τ1(t))][k1(t) + c1(t)r1(t)N(t − τ1(t))(1+ x)] .
Note that F01(t, x) is decreasing with respect to x for x  −1. Since the functions N(t) and k1(t) have positive lower and
upper bounds, by (35) we see that (H1) and (H2∗) hold. On the other hand, for m1,m2 > 0 we have
−m2b1(t) F01(t, x)m1b1(t) for t ∈ R and −1−m1  xm2, (38)
where
b1(t) = r1(t)N(t − τ1(t))(1+ r1(t)c1(t))
k1(t) + r1(t)c1(t)N(t − τ1(t)) .
This implies that (H3) holds. By (33) and the almost periodicity of k(t), r(t), c(t) and τ (t), we have
sup
t∈R
t∫
t−τ
b1(s)ds sup
t∈R
t∫
t−τ
r1(s)v(1+ r1(s)c1(s))
k1(s) + r1(s)c1(s)v ds = limsupt→∞
t∫
t−τ
λ(s)ds 3
2
.
Thus we see that (H4∗) also holds. Therefore, by Theorem 2 the zero solution is the only global solution of (37) that is
bounded and bounded away from −1 on (−∞,0]. By (36) we obtain that y(t) ≡ 0. This implies that x(t) = N(t) for all
t ∈ R. By Lemma 5 we see that (20) has a unique almost periodic solution p(t) whose range is in [u, v] and mod(p(t))
mod(r(t),k(t), c(t), τ (t)). By (33) and Theorem 4 we can see that p(t) is global attractivity. This also implies that the almost
periodic solution of (20) is unique. This completes the proof. 
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