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In this paper, we discuss the construction of the confidence intervals for the regression
vectorβ in a linearmodel under negatively associated errors. It is shown that the blockwise
empirical likelihood (EL) ratio statistic for β is asymptotically χ2-type distributed. The
result is used to obtain an EL based confidence region for β .
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1. Introduction
Random variables {ηi, 1 ≤ i ≤ n} are said to be negatively associated (NA), if for every pair of disjoint subsets A1, A2 of
{1, 2, . . . , n} and any real-valued coordinate-wise increasing functions f and g ,
Cov{f (ηi, i ∈ A1), g(ηj, j ∈ A2)} ≤ 0,
provided Ef 2(ηi, i ∈ A1) <∞, Eg2(ηj, j ∈ A2) <∞.
The concept of negatively associated random variables was introduced and studied by Block et al. [1] and Joag-Dev and
Proschan [6]. As pointed out and proved in [6], a number of well knownmultivariate distributions possess the NA property,
such as (a) multinomial, (b) convolution of unlike multinomials, (c) multivariate hypergeometric, (d) Dirichlet, (e) Dirichlet
compound multinomial, (f) negatively correlated normal distribution, (g) permutation distribution, (h) random sampling
without replacement, and (i) joint distribution of ranks. The convergence of the sums of negatively associated random
variables, because of their wide applications, were studied extensively by Su et al. [17], Huang and Xu [5], Matula [10],
Liang and Su [9], Shao [15] and Li and Zhang [8], among others.
Consider the following linear regression model
y = xTβ + ϵ, (1.1)
where y is a scalar response variable, x ∈ Rr is a vector of fixed design variable, β ∈ Rr is a vector of regression
parameters, and error ϵ ∈ R is a random variable. Let x1, . . . , xn be the design vectors, y1, . . . , yn be the corresponding
observations, and ϵ1, . . . , ϵn be the random errors. We assume that ϵ1, . . . , ϵn are negatively associated regression errors.
Our aim is to construct the empirical likelihood (EL) confidence regions for β . Throughout this paper, we assume that
Eϵi = 0, 0 < Eϵ2i = σ 2(xi) ≤ C <∞ for i = 1, . . . , n and some constant C > 0.
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The EL method to construct confidence intervals, proposed by Owen [11,12], has many advantages over its counterparts
like the normal-approximation-based method and the bootstrap method (e.g., [3,4]). Owen [13] used the EL method to
construct confidence intervals for the vector of regression parameters in a linear model. It should be noted that the above
work seems to focus on independent data and the usual EL cannot be used properly for dependent data.
Kitamura [7] first proposed blockwise EL method to construct confidence intervals for parameters with mixing samples.
Zhang [19] used the blockwise ELmethod to construct confidence intervals for themean of a nonparametric populationwith
a strong stationary negatively associated sample. Blockwisemethodwas also used in the context of bootstrap approximation
form-dependent variables (e.g., [16]). In this paper, wewill use the blockwise ELmethod to construct the confidence regions
for the regression vector β under negatively associated errors in model (1.1).
It is worth mentioning that we do not assume that ϵ1, . . . , ϵn are strong stationary, whichmeans that the error sequence
is allowed to beheteroscedastic. Heteroscedasticity is often studied as part of econometrics,which frequently dealswith data
exhibiting it. We can see that asset returns in the capital, commodity and energymarkets often exhibit heteroscedasticity. A
classic example of heteroscedasticity is that of incomeversus expenditure onmeals. As one’s income increases, the variability
of food consumption will increase. A poorer person will spend a rather constant amount by always eating fast food; a
wealthier person may occasionally buy fast food and other times eat an expensive meal. Those with higher incomes display
a greater variability of food consumption.
The rest of this paper is organized as follows. The main results of this paper are presented in Section 2. Some lemmas to
prove the main results and the proofs of the main results are presented in the Appendix.
2. Main results
To obtain the EL confidence intervals for β , we employ the small-block and large-block arguments for the score functions
xi(yi − xTi β), 1 ≤ i ≤ n, proposed in [13], as follows. Let k = kn = [n/(p+ q)], where [a] denotes the integral part of a, and
p = p(n) and q = q(n) are positive integers satisfying p+ q ≤ n. Put
ωn,2m−1(β) = enm, ωn,2m(β) = e′nm, ωn,2k+1(β) = e′n,k+1,
where enm =∑rm+p−1i=rm xi(yi− xTi β), e′nm =∑lm+q−1i=lm xi(yi− xTi β), e′n,k+1 =∑ni=k(p+q)+1 xi(yi− xTi β), rm = (m− 1)(p+ q)+
1, lm = (m− 1)(p+ q)+ p+ 1,m = 1, . . . , k. It is clear that xi(yi − xTi β) = xiϵi, 1 ≤ i ≤ n.
To simplify the notation, let ωnj = ωn,j(β), 1 ≤ j ≤ n. We consider the following blockwise EL ratio statistic
R(β) = sup
p1,...,p2k+1

2k+1∏
j=1
((2k+ 1)pj)
2k+1−
j=1
pj = 1, pj ≥ 0,
2k+1−
j=1
pjωnj = 0

.
Similar to [13], it is easy to obtain the (−2 log) blockwise EL ratio statistic
ℓ(β) = 2
2k+1−
j=1
log{1+ λT (β)ωnj}, (2.1)
where λ(β) ∈ Rr is determined by
1
2k+ 1
2k+1−
j=1
ωnj
1+ λT (β)ωnj = 0. (2.2)
Denote Σe = Cov(ϵ1, ϵ2, . . . , ϵn) and u(q) = supj≥1
∑
i:|i−j|≥q |Cov(ϵi, ϵj)|. Use ‖x‖ to denote the L2 norm of x, and λmin(A)
andλmax(A) to denote the smallest and largest eigenvalues of amatrix A respectively. To obtain the asymptotical distribution
of ℓ(β), we need the following assumptions.
A1. There exist constants 0 < δ < 1 and C > 0 such that max1≤i≤n E|ϵi|2+δ ≤ C <∞.
A2. Let p, q and k be as described above. They satisfy the following conditions:
(i) qp−1 ≤ C <∞.
(ii) k →∞, as n →∞.
(iii) u(q)→ 0, as n →∞.
A3. For sufficiently large n,Σe and Hn are positive definite matrices, where Hn = n−1∑ni=1 xixTi . They satisfy:
k2/(2+δ)pn−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0, (2.3)
kpn−1u1/3(q) max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0, (2.4)
kqn−1 log n · max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0, (2.5)
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{n− k(p+ q)}n−1 log n · max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0, (2.6)
kp3/2n−3/2 max
1≤i≤n
‖xi‖3λ3/2max(Σe)λ3/2max(Hn)/{λmin(Σe)λmin(Hn)}3 → 0, (2.7)
pn−δ/(4+2δ) max
1≤i≤n
‖xi‖λ1/2max(Σe)λ1/2max(Hn)/{λmin(Σe)λmin(Hn)} → 0. (2.8)
Remark 1. If u(q) → 0, C1 ≤ λmin(Σe) ≤ λmax(Σe) ≤ C2, C1 ≤ λmin(Hn) ≤ λmax(Hn) ≤ C2, and max1≤i≤n ‖xi‖ ≤ C3
for some constants C1, C2 and C3, then Assumptions A3, A2(i) and A2(ii) are satisfied with p = nδ1 and q = nδ2 , where
0 < δ2 < δ1 < δ/(4+ 2δ). This can be verified by noting q ≤ Cp, n− k(p+ q) ≤ cp and C4n1−δ1 ≤ k ≤ C5n1−δ2 , for some
constants C4 and C5, as p = nδ1 and q = nδ2 with 0 < δ2 < δ1 < 1.
Remark 2. From Assumption A2(i), we can see that q ≤ Cp and n − k(p + q) ≤ cp. From Assumptions A2 and A3, we can
obtain the following results which will be used throughout this article without further elaboration.
kqn−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0,
{n− k(p+ q)}n−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0,
kpn−1u(q) max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0,
k(n−1p)(2+δ)/2 max
1≤i≤n
‖xi‖2+δλ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn)→ 0,
k(n−1q)(2+δ)/2 max
1≤i≤n
‖xi‖2+δλ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn)→ 0,
(kq)1−δn−(2−δ)/2 max
1≤i≤n
‖xi‖2−δλ−(2−δ)/2min (Σe)λ−(2−δ)/2min (Hn)→ 0,
{n− k(p+ q)}1−δn−(2−δ)/2 max
1≤i≤n
‖xi‖2−δλ−(2−δ)/2min (Σe)λ−(2−δ)/2min (Hn)→ 0,
[n−1{n− k(p+ q)}](2+δ)/2 max
1≤i≤n
‖xi‖2+δλ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn)→ 0.
For example,
k(n−1p)(2+δ)/2 max
1≤i≤n
‖xi‖2+δλ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn) =

k2/(2+δ)n−1p max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)
(2+δ)/2
→ 0,
from (2.3), and
(kq)1−δn−(2−δ)/2 max
1≤i≤n
‖xi‖2−δλ−(2−δ)/2min (Σe)λ−(2−δ)/2min (Hn)
=

n−1(kq)2(1−δ)/(2−δ) max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)
(2−δ)/2
= (kq)−δ/2

n−1kq max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)
(2−δ)/2
→ 0,
from (2.5). Other results can be verified similarly.
Theorem 1 shows that ℓ(β) converges in distribution to χ2r .
Theorem 1. Suppose that conditions A1 and A3 hold. Then
ℓ(β)
d−→ χ2r ,
where χ2r is a chi-squared distributed random variable with r degrees of freedom.
Let zα,r satisfy P(χ2r ≤ zα,r) = 1− α for 0 < α < 1. It follows from Theorem 1 that an EL based confidence region for β
with asymptotically correct coverage probability 1− α can be constructed as
{β : ℓ(β) ≤ zα,r}.
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Appendix. Proofs
To prove our main results, we need some lemmas.
Lemma 1. Let η1, η2, . . . , ηn be any random variables with max1≤i≤n E|ηi|s ≤ C < ∞ for some constants s > 0 and C > 0.
Then
max
1≤i≤n
|ηi| = Op(n1/s).
Proof. It can be shown, for any δ > 0, that
P

max
1≤i≤n
|ηi| > δn1/s

≤
n−
i=1
P(|ηi| > δn1/s) ≤ n max
1≤i≤n
E|ηi|s/(δn1/s)s ≤ C/δs,
which proves Lemma 1. 
Lemma 2. Suppose that {ηj : j ≥ 1} is a negatively associated random variable sequence with zero mean and |ηj| ≤ b, a.s., and
denote△n =
∑n
j=1 Eη
2
j . Then for any δ > 0,
P
 n−
j=1
ηj
 ≥ δ

≤ 2 exp

− δ
2
2(2△n+bδ)

. (A.1)
Proof. See [18] or [6]. 
Lemma 3. Let {ηj : 1 ≤ j ≤ n} be negatively associated random variables with Eηj = 0, E|ηj|s < ∞ (s > 1) and {aj : j ≥ 1}
be a sequence of real constants. Then there exists a positive constant C which only depends on the given number s such that
E
 n−
j=1
ajηj

s
≤ C
n−
j=1
E|ajηj|s, for 1 < s ≤ 2
and
E
 n−
j=1
ajηj

s
≤ C
 n−
j=1
E|ajηj|s +

n−
j=1
E(ajηj)2
s/2 , for s > 2.
Proof. See [17] or [18]. 
Lemma 4. Let {ηj : j ≤ 1} be a sequence of negatively associated random variables, and let {aj : j ≥ 1} be a real constant
sequence, 1 = m0 < m1 < m2 < · · · < mk = n. Denote Yl :=∑mlj=ml−1+1 ajηj for 1 ≤ l ≤ k. ThenE exp

it
k−
l=1
Yl

−
k∏
l=1
E exp{itYl}
 ≤ 4t2 −
1≤s<j≤n
|asaj||Cov(ηs, ηj)|.
Proof. See [2] or [17]. 
Lemma 5. Suppose that assumptions A1, A2, and (2.3) to (2.6) in A3 are satisfied. Then
Sn
d−→ Nr(0, Ir), (A.2)
where Sn = Σ−1/2n ∑ni=1 xiϵi andΣn = Cov ∑ni=1 xiϵi.
Proof. To prove (A.2), we only need to show, for any given l ∈ Rr with ‖l‖ = 1, that
lT Sn
d−→ N(0, 1). (A.3)
lT Sn can be split as lT Sn = lT S ′n+ lT S ′′n + lT S ′′′n , where S ′n =
∑k
m=1Σ
−1/2
n enm, S ′′n =
∑k
m=1Σ
−1/2
n e′nm and S ′′′n = Σ−1/2n e′n,k+1.
(A.3) follows if we can verify
lT S ′n
d−→ N(0, 1), (A.4)
lT S ′′n = op(1), (A.5)
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and
lT S ′′′n = op(1). (A.6)
As a preparation, we first show that
s2n → 1, (A.7)
where s2n =
∑k
m=1 Var(lTΣ
−1/2
n enm). From Lemma 3, we have
E(lT S ′′n )
2 ≤ C
k−
m=1
lm+q−1−
i=lm
lTΣ−1/2n xix
T
i Σ
−1/2
n l · σ 2(xi)
≤ Ckq max
1≤i≤n
‖xi‖2λ−1min(Σn)
≤ Ckqn−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0, (A.8)
where we have used the fact that
Σn = (x1, x2, . . . , xn) · Cov(ϵ1, ϵ2, . . . , ϵn) · (x1, x2, . . . , xn)T
≥ nλmin(Σe)λmin(Hn)Ir for the identical matrix Ir .
Similarly,
E(lT S ′′′n )
2 ≤ C{n− k(p+ q)}n−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0. (A.9)
Note that Var(lT Sn) = 1 and lT Sn = lT S ′n + lT S ′′n + lT S ′′′n . Using (A.8) and (A.9), we have
|E(lT S ′n)2 − 1| ≤ |E(lT S ′′n + lT S ′′′n )2| + 2|E{lT Sn(lT S ′′n + lT S ′′′n )}|
≤ 2{E(lT S ′′n )2 + E(lT S ′′′n )2} + 2{E(lT Sn)2E(lT S ′′n + lT S ′′′n )2}1/2 → 0,
which implies
E(lT S ′n)
2 → 1. (A.10)
Furthermore, −
1≤i<j≤k
Cov(lTΣ−1/2n eni, l
TΣ−1/2n enj)
 ≤ −
1≤i<j≤k
ri+p−1−
s=ri
rj+p−1−
t=rj
|lTΣ−1/2n xs| |lTΣ−1/2n xt ||Cov(ϵs, ϵt)|
≤ C max
1≤i≤n
‖xi‖2λ−1min(Σn)
k−
i=1
ri+p−1−
s=ri
sup
j≥1
−
t:|t−j|≥q
|Cov(ϵj, ϵt)|
≤ Ckpn−1u(q) max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)→ 0. (A.11)
It follows from (A.10) and (A.11) that
s2n = E(lT S ′n)2 − 2
−
1≤i<j≤k
Cov(lTΣ−1/2n eni, l
TΣ−1/2n enj)→ 1,
which proves (A.7).
Proof of (A.4). Suppose that {ηnm,m = 1, 2, . . . , k} are independent random variables, and the distribution of ηnm is the
same as that of lTΣ−1/2n enm for m = 1, 2, . . . , k. Let Tn = ∑km=1 ηnm, Bn = ∑km=1 Var(ηnm), Fn(u),Gn(u) andGn(u) be the
distributions of lT S ′n, Tn/
√
Bn and Tn respectively. Note that Bn = s2n,Gn(u) = G(u/sn). As
sup
u
|Fn(u)− Φ(u)| ≤ sup
u
|Fn(u)−Gn(u)| + sup
u
|Gn(u)− Φ(u/Bn)| + sup
u
|Φ(u/Bn)− Φ(u)|. (A.12)
It is clear that supu |Φ(u/
√
Bn)− Φ(u)| → 0 from (A.7). Next we only need to prove
sup
u
|Fn(u)−Gn(u)| → 0 (A.13)
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and
sup
u
|Gn(u)− Φ(u/Bn)| → 0. (A.14)
Using Lemma 3 and conditions A1 and A2, similar to the proof of (A.8), we have
k−
m=1
E|ηnm|2+δ =
k−
m=1
E|lTΣ−1/2n enm|2+δ
≤ C
k−
m=1
rm+p−1−
i=rm
E|lTΣ−1/2n xiϵi|2+δ +

rm+p−1−
i=rm
E(lTΣ−1/2n xiϵi)
2
(2+δ)/2
≤ Cλ−(2+δ)/2min (Σn) max1≤i≤n ‖xi‖
2+δ
k−
m=1
rm+p−1−
i=rm
E|ϵi|2+δ +

rm+p−1−
i=rm
σ 2(xi)
(2+δ)/2
≤ Ckp(2+δ)/2λ−(2+δ)/2min (Σn) max1≤i≤n ‖xi‖
2+δ
≤ Ck(n−1p)(2+δ)/2λ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn) max1≤i≤n ‖xi‖
2+δ → 0.
Applying Berry–Esseen’s theorem, we get
sup
u
|Gn(u)− Φ(u)| ≤ Ck(n−1p)(2+δ)/2λ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn) max1≤i≤n ‖xi‖
2+δ. (A.15)
Noting thatGn(u) = G(u/sn) and sn → 1, we have (A.14). Assume that ϕ(t) andψ(t) are the characteristic functions of lT S ′n
and Tn, respectively. From Lemma 4 and the proof of (A.11), we have
|ϕ(t)− ψ(t)| =
E exp{itlT S ′n} − k∏
m=1
E exp{itlT enm}

≤ 4t2
−
1≤i<j≤k
ri+p−1−
s=ri
rj+p−1−
l=rj
|Cov(lTΣ−1/2n xsϵs, lTΣ−1/2n xlϵl)|
≤ Ct2kpn−1u(q) max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)
and by (A.15),
sup
u
|Gn(u+ y)−Gn(u)| ≤ 2 sup
u
|Gn(u)− Φ(u)| + sup
u
|Φ((u+ y)/sn)− Φ(u/sn)| ≤ CWn + C |y|sn ,
whereWn = k(n−1p)(2+δ)/2λ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn)max1≤i≤n ‖xi‖2+δ → 0. So by Esseen’s inequality [14], for any T > 0,
sup
u
|Fn(u)−Gn(u)| ≤ ∫ T
−T
ϕ(t)− ψ(t)t
 dt + T sup
u
∫
|y|≤ CT
|Gn(u+ y)−Gn(u)|dy
≤ Ckpn−1u(q) max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn)T 2 + C

Wn + 1T

.
By choosing T = u−1/3(q), we obtain (A.13). (A.4) thus follows.
Proofs of (A.5) and (A.6). We could spilt lTΣ−1/2n xi into its positive and negative parts for each i. Without loss of generality,
we thus assume that lTΣ−1/2n xi ≥ 0 for each i for the time being to use the properties of NA sequences. Let bn =
kqmax1≤i≤n ‖xi‖2λ−1min(Σn), ζni = lTΣ−1/2n xiϵi, ξni = −bnI(ζni < −bn) + ζniI(|ζni| ≤ bn) + bnI(ζni > bn), ξ ′ni = (ζni +
bn)I(ζni < −bn)+ (ζni−bn)I(ζni > bn), ηni = ξni−Eξni, η′ni = ξ ′ni−Eξ ′ni, Tn =
∑k
m=1
∑lm+q−1
i=lm ηni, T
′
n =
∑k
m=1
∑lm+q−1
i=lm η
′
ni.
Obviously, {ηni, i ≥ 1} and {η′ni, i ≥ 1} are negatively associated sequences with zero mean, and
P(|lT S ′′n | ≥ ε) ≤ P(|Tn| ≥ ε/2)+ P(|T ′n| ≥ ε/2).
Observe that
△n =ˆ
k−
m=1
lm+q−1−
i=lm
Eη2ni ≤ C
k−
m=1
lm+q−1−
i=lm
lTΣ−1/2n xix
T
i Σ
−1/2
n lσ
2(xi)
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≤ Ckq max
1≤i≤n
‖xi‖2λ−1min(Σn)
≤ Ckqn−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn).
From |ηni| ≤ 2bn, Lemma 2 and kqn−1 max1≤i≤n ‖xi‖2λ−1min(Σe)λ−1min(Hn) log n → 0,
P(|Tn| ≥ ε/2) ≤ C exp

− (ε/2)
2
2△n+bnε

≤ C exp{−ε2b−1n } ≤ Cn−1. (A.16)
Noting that E(η′ni)2 ≤ 2E(ζ 2ni + b2n)I(|ζni| > bn) ≤ 4b−δn E|ζni|2+δ I(|ζni| > bn) ≤ C |lTΣ−1/2n xi|2+δb−δn , we have
P(|T ′n| ≥ ε/2) ≤ Cε−2E(T ′n)2 ≤ Cε−2
k−
m=1
lm+q−1−
i=lm
|lTΣ−1/2n xi|2+δb−δn
≤ Ckqλ−(2+δ)/2min (Σn) max1≤i≤n ‖xi‖
2+δb−δn
≤ C(kq)1−δ max
1≤i≤n
‖xi‖2−δλ−(2−δ)/2min (Σn)
≤ C(kq)1−δn−(2−δ)/2 max
1≤i≤n
‖xi‖2−δλ−(2−δ)/2min (Σe)λ−(2−δ)/2min (Hn)
→ 0. (A.17)
From (A.16) and (A.17), we have (A.5). Similarly, we can show (A.6) holds true provided
{n− k(p+ q)}n−1 max
1≤i≤n
‖xi‖2λ−1min(Σe)λ−1min(Hn) log n → 0
and
{n− k(p+ q)}1−δn−(2−δ)/2 max
1≤i≤n
‖xi‖2−δλ−(2−δ)/2min (Σe)λ−(2−δ)/2min (Hn)→ 0.
From (A.4)–(A.6) and the Cramer–Wold theorem, we obtain Lemma 5. 
Proof of Theorem 1. Put
ω = 1
2k+ 1
2k+1−
i=1
ωni, S1 = 12k+ 1
2k+1−
i=1
ωniω
T
ni, Zn = max1≤i≤2k+1 ‖ωni‖. (A.18)
At first, we will show the following results
Zn = p max
1≤i≤n
‖xi‖ · Op(n1/(2+δ)), (A.19)
(2k+ 1)Σ−1/2n S1Σ−1/2n = Ir + op(1), (A.20)
(2k+ 1)Σ−1/2n ω d−→ Nr(0, Ir). (A.21)
From q ≤ Cp, n− k(p+ q) ≤ Cp and Lemma 1, we have (A.19). Using Lemma 5, we can get (A.21). So we only need to prove
(A.20) in the following. Note that
(2k+ 1)Σ−1/2n S1Σ−1/2n = Tn1 + Tn2 + Tn3,
where
Tn1 =
k−
i=1
Σ−1/2n enie
T
niΣ
−1/2
n , Tn2 =
k−
i=1
Σ−1/2n e
′
ni(e
′
ni)
TΣ−1/2n ,
and
Tn3 = Σ−1/2n e′n,k+1(e′n,k+1)TΣ−1/2n .
For any l ∈ Rp with ‖l‖ = 1, from the proof of Lemma 5, we can see that
E{(2k+ 1)lTΣ−1/2n S1Σ−1/2n l} = 1+ o(1). (A.22)
On the other hand, let hj = lTΣ−1/2n xj = h+j − h−j , where h+j and h−j are the positive and negative parts of hj respectively,
1 ≤ j ≤ k. Denote vi =∑ri+p−1j=ri h+j ϵj−∑ri+p−1j=ri h−j ϵj = vi1−vi2, where vi1 =∑ri+p−1j=ri h+j ϵj, vi2 =∑ri+p−1j=ri h−j ϵj, 1 ≤ i ≤ k.
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We first show that E|lTTn1l− ElTTn1l|(2+δ)/2 → 0, i.e.,
E
 k−
i=1
(v2i − Ev2i )

(2+δ)/2
→ 0. (A.23)
We can re-write v2i as
v2i = (vi1 − vi2)2 = 2v2i1 + 2v2i2 − (vi1 + vi2)2,
and denote f (x) = x2, f1(x) = x2I(x ≥ 0), f2(x) = −x2I(x < 0). It follows that v2i1 = f1(vi1)− f2(vi2). As f1(x) and f2(x) are all
monotone functions, so {f1(vi1), 1 ≤ i ≤ k}, {f2(vi1), 1 ≤ i ≤ k}, {f1(vi2), 1 ≤ i ≤ k}, {f2(vi2), 1 ≤ i ≤ k}, {f1(vi1 + vi2), 1 ≤
i ≤ k}, {f2(vi1 + vi2), 1 ≤ i ≤ k} are all sequences of NA random variables, and
v2i − Ev2i = 2{v2i1 − Ev2i1} + 2{v2i2 − Ev2i2} − {(vi1 + vi2)2 − E(vi1 + vi2)2}
= 2{f1(vi1)− Ef1(vi1)} − 2{f2(vi1)− Ef2(vi1)} + 2{f1(vi2)− Ef1(vi2)}
− 2{f2(vi2)− Ef2(vi2)} − 2{f1(vi1 + vi2)− Ef1(vi1 + vi2)} + 2{f2(vi1 + vi2)− Ef2(vi1 + vi2)}.
From Lemma 3, we have
E
 k−
i=1
{f1(vi1)− Ef1(vi1)}

(2+δ)/2
≤ C
k−
i=1
E|{f1(vi1)− Ef1(vi1)}|(2+δ)/2
≤ C
k−
i=1
E|f1(vi1)|(2+δ)/2 ≤ C
k−
i=1
E|f (vi1)|(2+δ)/2
≤ C
k−
m=1
rm+p−1−
i=rm
E|lTΣ−1/2n xiϵi|2+δ +

rm+p−1−
i=rm
E(lTΣ−1/2n xiϵi)
2
(2+δ)/2
≤ Cλ−(2+δ)/2min (Σn) max1≤i≤n ‖xi‖
2+δ
k−
m=1
rm+p−1−
i=rm
E|ϵi|2+δ +

rm+p−1−
i=rm
σ 2(xi)
(2+δ)/2
≤ Ckp(2+δ)/2λ−(2+δ)/2min (Σn) max1≤i≤n ‖xi‖
2+δ
≤ Ck(n−1p)(2+δ)/2λ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn) max1≤i≤n ‖xi‖
2+δ → 0.
Similarly, we can show that
E
 k−
i=1
{f2(vi1)− Ef2(vi1)}

(2+δ)/2
→ 0, E
 k−
i=1
{f1(vi2)− Ef1(vi2)}

(2+δ)/2
→ 0,
E
 k−
i=1
{f2(vi2)− Ef2(vi2)}

(2+δ)/2
→ 0, E
 k−
i=1
{f1(vi1 + vi2)− Ef1(vi1 + vi2)}

(2+δ)/2
→ 0,
E
 k−
i=1
{f2(vi1 + vi2)− Ef2(vi1 + vi2)}

(2+δ)/2
→ 0.
By Cr -inequality, (A.23) is thus verified. Similarly,
E|lTTn2l− ElTTn2l|(2+δ)/2 ≤ Ck(n−1q)(2+δ)/2λ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn) max1≤i≤n ‖xi‖
2+δ → 0,
and
E|lTTn3l− ElTTn3l|(2+δ)/2 ≤ C[n−1{n− k(p+ q)}](2+δ)/2λ−(2+δ)/2min (Σe)λ−(2+δ)/2min (Hn) max1≤i≤n ‖xi‖
2+δ → 0.
It follows that
(2k+ 1)lTΣ−1/2n S1Σ−1/2n l− E{(2k+ 1)lTΣ−1/2n S1Σ−1/2n l} = op(1). (A.24)
(A.22) and (A.24) implies
(2k+ 1)lTΣ−1/2n S1Σ−1/2n l = 1+ op(1). (A.25)
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Let ai be the i-th standard coordinate vector in Rr , 1 ≤ i ≤ r . Denote the (i, j)-element in (2k+ 1)Σ−1/2n S1Σ−1/2n as snij. By
letting l = ai, aj and 2−1/2(ai + aj) and using (A.25), we can show that snii = 1+ op(1), snjj = 1+ op(1) and snij = op(1) for
i ≠ j, which proves (A.20).
We now prove Theorem 1. Let ρ = ‖λ‖, λ = ρη. From (2.2), we have
ηT
2k+ 1
2k+1−
j=1
ωnj − ρ2k+ 1
2k+1−
j=1
(ηTωnj)
2
1+ λTωnj = 0.
It follows that
|ηT ω¯| ≥ ρ
1+ ρZn λmin(S1),
where Zn is defined in (A.18). That is
|ηTΣ1/2n Σ−1/2n ω¯| ≥
ρ
1+ ρZn λmin(Σ
1/2
n Σ
−1/2
n S1Σ
−1/2
n Σ
1/2
n ),
i.e.
λmax(Σ
1/2
n )‖η‖ · ‖Σ−1/2n ω¯‖ ≥
ρ
1+ ρZn λmin(Σn)λmin(Σ
−1/2
n S1Σ
−1/2
n ).
Combining with (A.19)–(A.21), we have
ρ
1+ ρZn = Op(λmax(Σ
1/2
n )/λmin(Σn)).
Therefore,
ρ = Op(λmax(Σ1/2n )/λmin(Σn))
provided
p max
1≤i≤n
‖xi‖n1/(2+δ)λmax(Σ1/2n )/λmin(Σn) ≤ pn−δ/(4+2δ) max1≤i≤n ‖xi‖λ
1/2
max(Σe)λ
1/2
max(Hn)/{λmin(Σe)λmin(Hn)} → 0.
Let γi = λTωni. Then
max
1≤i≤2k+1
|γi| = op(1). (A.26)
Using (2.2) again, we have
0 = 1
2k+ 1
2k+1−
j=1
ωnj
1+ λTωnj
= 1
2k+ 1
2k+1−
j=1
ωnj − 12k+ 1
2k+1−
j=1
ωnj{λTωnj}
1+ λTωnj
= 1
2k+ 1
2k+1−
j=1
ωnj −

1
2k+ 1
2k+1−
j=1
ωnjω
T
nj

λ+ 1
2k+ 1
2k+1−
j=1
ωnj{λTωnj}2
1+ λTωnj
= 1
2k+ 1
2k+1−
j=1
ωnj −

1
2k+ 1
2k+1−
j=1
ωnjω
T
nj

λ+ 1
2k+ 1
2k+1−
j=1
ωnjγ
2
j
1+ γj
= ω − S1λ+ 12k+ 1
2k+1−
j=1
ωnjγ
2
j
1+ γj .
It follows that
0 = (2k+ 1)Σ−1/2n ω − (2k+ 1)Σ−1/2n S1Σ−1/2n ·Σ1/2n λ+
2k+1−
j=1
Σ
−1/2
n ωnjγ
2
j
1+ γj .
Therefore, combining with (A.20), we may write
λ = S−11 ω + τ ,
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where ‖τ‖ is bounded by
λmin(Σ
−1
n )
2k+1−
j=1
‖ωnj‖3‖λ‖2 = λmin(Σ−1n )
2k+1−
j=1
‖ωnj‖3 · Op((λmax(Σ1/2n )/λmin(Σn))2)
≤ C
2k+1−
j=1
max
1≤i≤r
|aTi ωnj|3 · Op(λmax(Σn)/λ3min(Σn)),
where ai is the i-th standard coordinate vector in Rr , 1 ≤ i ≤ r . From Lemma 3, similar to the proof of (A.20), it can be shown
that
E|aTi ωnj|3 ≤ Cp3/2 max1≤i≤n ‖xi‖
3.
It follows that
λ = S−11 ω + τ , (A.27)
where ‖τ‖ is bounded by
Ckp3/2 max
1≤i≤n
‖xi‖3Op(λmax(Σn)/λ3min(Σn)).
By (A.26) we may expand log(1+ γi) = γi − γ 2i /2+ ηi where, for some finite B > 0,
P(|ηi| ≤ B|γi|3, 1 ≤ i ≤ 2k+ 1)→ 1, as n →∞.
Therefore, from (2.1) and the Taylor expansion, we have
ℓ(β) = 2
2k+1−
j=1
log(1+ γj) = 2
2k+1−
j=1
γj −
2k+1−
j=1
γ 2j + 2
2k+1−
j=1
ηj
= 2(2k+ 1)λTω − (2k+ 1)λT S1λ+ 2
2k+1−
j=1
ηj
= 2(2k+ 1)(S−11 ω)Tω + 2(2k+ 1)τ Tω − (2k+ 1)ωT S−11 ω − 2(2k+ 1)τ Tω − (2k+ 1)τ T S1τ + 2
2k+1−
j=1
ηj
= (2k+ 1)ωT S−11 ω − (2k+ 1)τ T S1τ + 2
2k+1−
j=1
ηj
= {(2k+ 1)Σ−1/2n ω}T {(2k+ 1)Σ−1/2n S1Σ−1/2n }−1{(2k+ 1)Σ−1/2n ω} − (2k+ 1)τ T S1τ + 2
2k+1−
j=1
ηj.
From (A.20) and (A.21), we have
{(2k+ 1)Σ−1/2n ω}T {(2k+ 1)Σ−1/2n S1Σ−1/2n }−1{(2k+ 1)Σ−1/2n ω} d−→ χ2r .
On the other hand, using (A.20) and above derivations, (2k+ 1)τ T S1τ is bounded by
Ck2p3 max
1≤i≤n
‖xi‖6Op(λ3max(Σn)/λ6min(Σn))
≤ C
[
kp3/2n−3/2 max
1≤i≤n
‖xi‖3λ3/2max(Σe)λ3/2max(Hn)/{λmin(Σe)λmin(Hn)}3
]2
→ 0,
and 2k+1−
j=1
ηj
 ≤ B‖λ‖3 2k+1−
j=1
‖ωnj‖3
≤ Ckp3/2 max
1≤i≤n
‖xi‖3Op(λ3/2max(Σn)/λ3min(Σn))
≤ Ckp3/2n−3/2 max
1≤i≤n
‖xi‖3λ3/2max(Σe)λ3/2max(Hn)/{λmin(Σe)λmin(Hn)}3 → 0.
The proof of Theorem 1 is thus complete. 
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