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Abstract
In this project I will study time-dependent non-smooth systems with
impacts. I will focus on two models: The Rocking Block model and the
Oscillator With Impacts. I will show how to compute, analytically and
numerically, periodic orbits in these systems, where the solutions are only
continuous functions of time.
1 Introduction
In this section of my work, I am mainly inspired by the works of [GHS14] and
[Hog89]. Here I will briefly explain about their papers and then I will explain
what I have done.
The main article that I can reference to in this section is [?], in his first
section of the article he has explained the applications of studies about rock-
ing block and has briefly explained the results of practical works from other
researches and also other works in the literature. In the same section he has
shortly explained the physic of the rocking block and in section §2 he has com-
pleted this discussion by extracting the differential equations governing on the
motion of the rocking block for any random block and then for the slender block.
Very briefly he discusses the unforced slender block, what I have clarified in two
different subsections. In section §4 he has introduced a numerical method to
find the solutions and plot the orbits and also introduces the notion ”(m,n)” in
which 2m is the impact of the block with the base occur per orbit where the forc-
ing goes through n periods in one orbit. In my work I have always used m = 1.
Then he has assumed that the orbits are rotationally symmetric which makes it
possible for him to discuss the stability boundaries in section §7. Later on, in
his paper he also shows the condition necessary for orbital stability, his results
are also different due to the fact that he takes his orbits, rotationally symmetric.
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The second article [GHS14] is a study of 2-dimensional piecewise smooth
systems. The Authors started by introducing a general system of such by first
dividing the plane into two half planes and then introducing a pair of switching
manifolds and then, defining a class of systems by means of a Hamiltonian sys-
tem which consists of an unperturbed C0(R3) perturbation. Then they assume
the system to have some conditions, I am going to add the conditions as they
clarify my work in the first section.
1. There are two critical points each on one switching manifold, say z+ and
z−. The two critical points are of saddle type belonging to an energy level
(unperturbed Hamiltonian).
2. The origin is an invisible fold-fold which has energy level of zero.
3. There exists two heteroclinic orbits given by Wu(z−) = W s(z+) and
Wu(z+) = W s(z−) surrounding the origin.
4. The region between heteroclinic orbits is surrounded by periodic orbits of
lower energy levels.
Then they define the Poincare´ map and what a solution means to them. In
defining the Poincare´ section they also followed the way of [Hogan]. this way
they managed to compute the time elapsed for reaching a solution. after ex-
plaining coefficient of restitution they explain the solution for damped case and
it’s poincare´ section which for it’s clarity I decided to follow their way of defining
Poincare´ section. To study the stability the have used the Melnikov method.
at the end as an example of the analyzed system they use rocking block example.
In my work, I have dedicated the second part to dynamic of rocking block
and the third part to dynamic of inverted pendulum. In section §1 of part one I
have first described the motion of the block and the equation that describes this
physical motion without explaining how the equations themselves are concluded.
then I write the dynamical system for the related differential equation and
calculated the stable and unstable manifold. Then I explained what I refer
to as a solution and a procedure to reach the solutions. In section §2 I compute
the solution of our differential equations, then I apply and simplify them in
following subsections to get the best results under external forcing and without
it. In section §3 of this part I will find out the stability condition for this block.
It’s important to know that the results in my work are gained using built in
functions in Matlab and some of the plots appear differently compare to those
of both introduced papers.
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2 Rocking Block
We have a block, rocking from side to side, under different conditions (forced,
un-forced, damped, un-damped).
There is a horizontal force asserted to the block with the following acceleration:
Figure 1: Block, Where s=α, and v=αx
a = βαg cos(ωt+ φ0) (1)
Where β, α, ω, φ0 are amplitude, the angle at which the block rotates, the fre-
quency and the phase angle which we assume to be zero. The equation of motion
on each angle of the block is different, and are given by:
αx¨+ sin(α(1− x)) = −αβ cos(α(1− x)) cosωt x > 0 (2)
αx¨− sin(α(1 + x)) = −αβ cos(α(1 + x)) cosωt x < 0 (3)
Now if I limit the model to blocks of slender type with α ' 0, then we get the
following linear equations:
x¨+ 1− x = −β cosωt x > 0 (4)
x¨− 1− x = −β cosωt x < 0 (5)
To put a more realistic face to the model let’s consider that the block loses
some of it’s velocity every time the edge touches the ground. I will show this
by setting:
x˙(tb) = rx˙(ta) (6)
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Where r is the coefficient of restitution and tb and ta are times before and after
impact respectively, as I assume this to happen instantaneously I will consider
that tb = ta. Equations above can also be written as dynamical systems below:{
x˙ = y
y˙ = x− 1− β cos(ωt) x > 0{
x˙ = y
y˙ = x+ 1− β cos(ωt) x < 0
Now I divide the plane into two half-planes:
S+ = {(x, y) ∈ Rn;x > 0}
S− = {(x, y) ∈ Rn;x < 0}
The two sides of the plane are separated by the switching manifold:
Σ = Σ+ ∪Σ− ∪ (0, 0)
Where:
Σ+ : {(x, y, t);x = 0, y > 0} (7)
Σ− : {(x, y, t);x = 0, y < 0} (8)
For a smooth system, the classical method to compute periodic orbits consid-
ers fixed (or periodic) points of the time T Poincare´ map, where T is the period
of the perturbation. However, for this class of system, such a map becomes un-
wieldy because one has to check the number of times that the flow crosses the
switching manifold, which is a priori unknown and can even be arbitrarily large.
instead using the switching manifold Σ as a Poincare´ section and adding time
as variable. I consider the first return Poincare´ map P , the so-called impact
map. This map is smooth and hence we can use classical perturbation theory
to prove sufficient conditions for existence of periodic orbits, the result is that
the initial conditions would not look like (x0, y0) instead it will look like (y0, t0),
more precisely,{
P : Σ+ → Σ+
P (y0, t0) = (y2, t2)
I will compute formulas for this map, once I take the map P , I can get n-
periodic orbits of this system looking for P (y0, t0) = (y0, t0 +
npi
w
), this means
that I consider the block to rotate around it’s right angle, and then falling back
and after the impact and losing a portion of it’s velocity it rotates around the
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left corner and if it does not topple as exposed to the external acceleration (1),
it will come back to the first positions with the same velocity after the impact,
and the time elapsed for this process is
2npi
ω
, where the force goes through n
periods.
The map P itself will be the composition of four maps:
P = ProP
−oProP+ (9)
P− and P+ are defined over manifolds (7) and (8), and:
P+ : Σ+ → Σ−
P− : Σ− → Σ+
Pr : Σ
± → Σ±
Pr(y, t) = (ry, t)
Now by a solution I mean starting from a point on Σ+ getting carried with the
flow as given in equation(4) to a point in Σ− and then from there moving along
with the equation(5) governed on S−, and returning to Σ+.
In Poincare´ section I will follow a 5-step procedure to find analytical and com-
putational solutions of motion of block with different assumptions for force and
coefficient of restitution. I now start to introduce the five-step method:
The map P+ takes as initial condition (y0, t0) in Σ
+ and :
1. Using the motion of block for x > 0 governed by equation(4) at the initial
point (y, t) = (y0, t0) to find time t1 when the orbit reaches x = 0 on the
Poincare´ section Σ−. this satisfies:
x+(t1; y0, t0) = 0 (10)
2. At time t1 I compute
y+(t1) = x˙+(t1; y0, t0) < 0 (11)
then P+(y0, t0) = (y+(t1), t1).
The map P− takes (y1, t1) ∈ Σ− and:
3. Using the equation of motion for x < 0 governed by equation(5) we find
time t2 when the orbit touches x = 0, equivalently:
x−(t2; y1, t1) = 0 (12)
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4. Previous step immediately gives
y−(t2) = x˙−(t2; t1, y−(t1)) > 0 (13)
then: P−(y1, t1) = (y−(t2), t2).
5. To compute P (y0, t0) = (y2, t2) I first add notations y
+
1,2 = y+(t1,2) and
y−1,2 = y−(t1,2)
• I compute :
(y+1 , t1) = P
+(y0, t0)
•
Pr(y
+
1 , t1) = (ry
+
1 , t1) = (y
−
1 , t1)
•
P−(y−1 , t1) = (y
−
2 , t2)
• Finally I put:
y2 = ry
−
2 = y
+
2
6. Perodic Orbits: In the case β = 0 the system is autonomous therefore
(y0, t0) belong to a periodic orbit:
P (y0, t0) = (y0, t2) ∀t2
7. As in the forced case β 6= 0, to get periodic orbit of period 2npi
w
, in step
(5) I put
P (y0, t0) = (y0, t0 +
2npi
w
)
Which indicates that t2 = t0 +
2npi
w
,
And y2 = y0.
At this point we are ready to start our calculations for unforced case.
2.0.1 Computation of the Equations
I dedicated this subsection to Calculations related to the two linear equations
(4), (5):
x¨− x+ 1 = 0⇒
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xh(t) = C1e
(t−t0) + C2e−(t−t0)
xp = A+B cosωt+ C sinωt
x¨p = −Bω2 cosωt− Cω2 sinωt
⇒

A = 1
B =
β
1 + ω2
:= γ
C = 0
x+(t) = C1e
(t−t0) + C2e−(t−t0) + 1 + γ cosωt
x+(t0) = C1 + C2 + 1 + γ cosωt0 = x0
x˙+(t0) = C1 − C2 − γω sinωt0 = y0
x0 + y0 = 2C1 + 1 + γ cos(ωt0)− γω sin(ωt0)
x0 − y0 = 2C2 + 1 + γ cos(ωt0) + γω sin(ωt0)
x+(t) =
(
x0 + y0
2
− 1 + γ cos(ωt0)− γω sin(ωt0)
2
)
e(t−t0)+(
x0 − y0
2
− 1 + γ cos(ωt0) + γω sin(ωt0)
2
)
e−(t−t0) + 1 + γ cos(ωt) =
Substituting exponential function with it’s equivalent hyperbolic functions
( ie. ex = sinhx + coshx and e−x = coshx − sinhx ) gives the formula below
for x > 0:
x+(t) = (x0−γ cos(ωt0)−1) cosh(t−t0)+(y0+ωγ sin(ωt0)) sinh(t−t0)+γ cos(ωt)+1
(14)
The same procedure gives the desired result for x < 0 :
x−(t) = (x1−γ cos(ωt1)+1) cosh(t−t1)+(y1+ωγ sin(ωt1)) sinh(t−t1)+γ cos(ωt)−1
(15)
Here y1 = y
−
1 .
2.1 Computation of the poincare´ map P
In this section I want to find the map of periodic orbit (also called subharmonic
orbit) and do the related computation. To find the subharmonic orbits I look
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for what I formerly introduced as a solution. Throughout this section I follow
the procedure introduced at the beginning of the section for my computations.
2.1.1 Unforced, Undamped Rocking Block
To find the Poincare´ maps and do the computations related to unforced, un-
damped block (γ = 0, r = 1) I first have to simplify the linear equations (14)
and (15).
For the right hand side of the plane I introduce A0, ψ0:
x0 − 1 = A0 cosh(ψ0)
y0 = A0 sinh(ψ0)
tanh(ψ0) =
y0
x0 − 1
⇒ A20 = (x0 − 1)2 − y20
x+(t) = A0 coshψ0 cosh(t− t0) +A0 sinhψ0 sinh(t− t0) + 1
x+(t) = A0 cosh(t− t0 + ψ0) + 1 (16)
x˙+(t) = y+(t) = A0 sinh(t− t0 + ψ0) (17)
And similarly A1, ψ1 are introduced for the left hand side:
x−(t) = (x1 + 1) cosh(t− t1) + y1 sinh(t− t1)− 1
x1 + 1 = A1 coshψ1
y1 = A1 sinhψ1
tanhψ1 =
y1
x1 + 1
⇒ A21 = (x1 + 1)2 − y21
x−(t) = A1 cosh(t− t1 + ψ1)− 1 (18)
x˙−(t) = y+(t) = A1 sinh(t− t1 + ψ1) (19)
1. Putting x0 = 0 and using the computations in the previous section we
know that:{
A0 < 0
ψ0 < 0
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Hence I put equation(16) equal to zero to find t1:
t1 = t0 − ψ0 + cosh−1(−1
A0
) (20)
Where we know

tanh(ψ0) = −y0
A0 = −
√
1− y02
(21)
2. From equation(17) I get:
x˙+(t1) = y+(t1) = A0 sinh(t1 − t0 + ψ0)
putting equation of time for t1 in y+(t) I get:
y+(t1) = x˙+ = A0 sinh(cosh
−1(
−1
A0
))
And using hyperbolic equality cosh2 x − sinh2 x = 1, I get y+(t1) = −y0
and hence, y+1 = −y0.
At this point I have found P+ : Σ+ → Σ− to be given by:
P+(y0, t0) = (−y0, t1).
3. By fixing x1 = 0 and equation(18) equals to zero I find t2:
t2 = t1 − ψ1 + cosh−1( 1
A1
) (22)
From the computations in previous section I have:

tanh(ψ1) = y1
A1 = +
√
1− y21
(23)
⇒
{
A1 > 0
ψ1 < 0
4. Now putting equation of time t2 into y−(t) as given in equation(19) and
using hyperbolic equalities I get:
y−(t2) = x˙−(t2) = A1 sinh(cosh−1(
1
A1
)) = −y1
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Here I also find P− : Σ− → Σ+ to be given by:
P−(y1, t1) = (−y1, t2)
5. Now that I have P− and P+, it is easy to find Pr as r = 1, it simply
becomes identity function, (i.e Pr = Id),Thus we can find: P = P
+oP− :
Σ+ → Σ+, to be given by: P (y0, t0) = (y2, t2) = P−oP+(y1, t1) =
P−(−y0, t1) = (y0, t2), where t2 and t1 are given in equation(20) and
equation(22)
6. As explained in step six in the beginning of the chapter, the system
is autonomous and every (y0, t0) belongs to a periodic orbit, therefore
P (y0, t0) = (y0, t2) and the period will be T = t2− t0. but I am interested
in (y0, t0) in the way that the periodicity holds for a specific period, hence
I impose:t2 = t0 +
2pi
ω
y2 = y0
y0 = y2 = A1 sinh(
2pi
ω
+ ψ0 − cosh−1(−1
A0
) + ψ1)
Comparing tanh(ψ1) and tanh(ψ0) it can be deduced that ψ0 = ψ1, also
A1 = −A0 and y0 = −y1:
y0 = −A0 sinh(2pi
ω
+ 2ψ0 − cosh−1(−1
A0
))⇒
− y0
A0
= sinh(
2pi
ω
+2ψ0) cosh(cosh
−1(
−1
A0
))−cosh(2pi
ω
+2ψ0) sinh(cosh
−1(
−1
A0
)) =
sinh(
2pi
ω
+ 2ψ0)(
−1
A0
)− cosh(2pi
ω
+ 2ψ0)
√
(
−1
A0
)2 − 1⇒
y0 = −(sinh(2pi
ω
) cosh(2ψ0) + cosh(
2pi
ω
) sinh(2ψ0))+√
1−A20(cosh(
2pi
ω
) cosh(2ψ0) + sinh(
2pi
ω
) sinh(2ψ0))
We can simply deduced from the knowledge of calculus the formula below:
cosh(2ψ0) =
1 + y20
1− y20
sinh(2ψ0) = − 2y0
1− y20
And hence:
y0 = sinh(
2pi
ω
)
(
1 + y20
1− y20
)
− cosh(2pi
ω
)
(
2y0
1− y20
)
+
10
y0
(
cosh(
2pi
ω
)
(
1 + y20
1− y20
)
− sinh(2pi
ω
)
(
2y0
1− y20
))
⇒
y0 =
sinh(
2pi
ω
)
1 + cosh(
2pi
ω
)
y0 confirms that the system is autonomous and does not depend on t0.
And periodic orbits can be found for any y0 such that 0 ≤ y0 ≤ 1.
lim
ω→∞
sinh(
2pi
ω
)
1 + cosh(
2pi
ω
)
= 0 ⇒ y0 = 0
lim
ω→0
sinh(
2pi
ω
)
1 + cosh(
2pi
ω
)
= 0 ⇒ y0 = 1
My program has viewed the sketch of the system for some values of ω.
Figure 2: Stable and Unstable manifolds.
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Figure 3: The blue graphs are the subharmonic orbits, the smallest orbit belongs to ω = 10,
and the biggest orbit belongs to ω = 2, and others orbits get smaller as I increase ω.
Figure 4: 3D image of orbits ω = 2 shown with red curve, ω = 3 with green curve and ω = 4
shown with blue Curve to show the time difference between time elapsed in each orbit.
2.1.2 Unforced, Damped System
Now I consider the case that β = 0 and r 6= 1, I follow the steps one to four
exactly as in the previous case, and for step 5, I get:
P+(y0, t0) = (y
+
1 , t1) = (−y0, t1)
P−(y−1 , t1) = (y2, t2) = (−y−1 , t2) = (y0, t2)
Pr(y0, t0) = (ry0, t0)
Then:
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(a)
(b)
Figure 5: Non-periodic, damped motion (a) ω = 3, r = .6, (b)ω = 2, r = .9
(y2, t2) = ProP
−oProP+(y0, t0) = (r2y0, t2),
The formula above does not satisfy the condition of periodicity (y0 = y2) as
r2y2 < y0, and in fact if we continue this motion after n periods we will have:
(y2, t2) = ProP
−...oProP+(y0, t0) = (r2ny0, t2)
and after a long time, the block will almost stop as y2 tends to zero.
Figure(5) illustrates the fact that the unforced damped motion is not periodic.
2.1.3 Forced, Damped System
Impact for β 6= 0, r ∈ (0, 1],
In this case as the simplifications turn out to be almost impossible to be done
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analytically we obtain the main formulas and leave the rest of the calculations
for computer to do.
Following the steps, we first find the map P+ first from equation(14) and putting
x0 = 0:
I define the new notations for simplicity:
c0,1,2 = cos(ωt0,1,2) and s0,1,2 = sin(ωt0,1,2)
x+(t1) = (−γc0 − 1) cosh(t1 − t0) + (y0 + ωγs0) sinh(t1 − t0) + γc1 + 1 = 0.
Then from this formula we start simplifying by removing the coefficients of
the sinh(.) and cosh(.) by fixing:
−γc0 − 1 = A0 cosh(ψ0) A0 < 0
y0 + ωγs0 = A0 sinh(ψ0) ψ0 < 0
A20 = (γc0 + 1)
2 − (y0 + γωs0)2
tanh(ψ0) =
y0 + ωγs0
1 + γc0
As the final result we get:
x+(t1) = A0 cosh(t1 − t0 + ψ0) + γc0 + 1 = 0
y1 = A0 sinh(t1 − t0 + ψ0)− γωs1
Now we get the initial condition for the next step:
Now we simplify the equation(15):
x−(t2) = (−γc1 + 1) cosh(t2 − t1) + (y1 + ωγs1) sinh(t2 − t1) + γc2 − 1 = 0
Following the same way of simplifying as above we simplify the equation above:
−γc1 + 1 = A1 cosh(ψ1) A1 > 0
y1 + ωγs1 = A1 sinh(ψ1) ψ1 < 0
A21 = (−γc1 + 1)2 − (y1 + γωs1)2
tanh(ψ1) =
y1 + ωγs1
1− γc1
x−(t2) = A1 cosh (t2 − t1 + ψ1) + γc2 − 1 = 0
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y2 = A1 sinh (t2 − t1 + ψ1)− γωs2
Here I just gained the map P−, and knowing that Pr = (y, t) = (ry, t) we
continue by doing the fifth, and seventh step at the same time by solving the
following system of equation to get the n-periodic orbits, and this is due to im-
possibility of finding t0, t1, y0, y1, y2 independently and directly from the related
equations:

x+(t1) = A0 cosh(t1 − t0 + ψ0) + γc0 + 1 = 0
(y1, t1) = ProP
+(y0, t0)
(y2, t2) = ProP
−(y1, t1)
x−(t2) = A1 cosh (t2 − t1 + ψ0) + γc2 − 1 = 0
t2 = t0 +
2npi
ω
and get the values (t0, t1, y0, y1)
Below I have demonstrated some of the results.
Figure 6: forced damped n=1, ω = 1, β = 0.5 and the plots with the colors, blue, green
respectively correspond to r = 0.6, r = 0.7
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Figure 7: forced damped n=1, ω = 1, r = 0.5 and the plots with the colors, blue, green
respectively correspond to β = 0.7, β = 0.8
Figure 8: forced damped n=1, ω = 3, β = .7 and the plots with the colors, blue, green and
red respectively correspond to r = 0.4, r = 0.6, r = 0.7
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Figure 9: damped n=1, ω = 3, r = 0.5 and the plots with the colors, blue, green and red
respectively correspond to β = 0.5, β = 0.6, β = 0.7
Figure 10: n = 3, r = 0.7, ω = 1 the blue, red and green graphs show motions for β =
0.46, 0.5, 0.54
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Figure 11: n = 2, r = 0.9, w = 2, β = 1.1
Figure 12: n = 5, r = 0.7, ω = 1, β = 0.5
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Figure 13: n = 3, β = 3, r = 0.9 and the plots with the colors, blue and red respectively
correspond to ω = 2, ω = 3
2.2 Stability
In this section we want to find out if the block is stable or it will topple, to this
end we have to calculate P (y0, t0) = (y2, t2) and P itself can be decomposed to
matrix representing the flow on S+ and S−, we calculate the partial derivatives,
DP (y0, t0) = DPr (P
−(Pr(P+(y0, t0)))).DP−(Pr(P+(y0, t0))).DPr (P
+(y0, t0)).DP+(y0, t0) =
DP = DPr (y2, t2).DP−(ry1, t2).DPr (y1, t1).DP+(y0, t0)
where Dr, DP are taken to be Derivative matrices of Pr, P and other indexes
are produced the same way,
Finding the determinant of DP , we should find the condition that |Dp| ≤ 1, this
ensures us of stability of motion and that with a small perturbation, the block
will not collapse. now we compute different parts of the matrix:
DP+ =

∂y1
∂y0
∂y1
∂t0
∂t1
∂y0
∂t1
∂t0
 =

∂y+
∂t1
.
∂t1
∂y0
+
∂y+
∂y0
∂y+
∂t1
.
∂t1
∂t0
+
∂y+
∂t0
−∂x+
∂y0
∂x+
∂t1
−∂x+
∂t0
∂x+
∂t1

(24)
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DP− =

∂y2
∂y1
∂y2
∂t1
∂t2
∂y1
∂t2
∂t1
 =

∂y−
∂t2
.
∂t2
∂y1
+
∂y−
∂y1
∂y−
∂t2
.
∂t2
∂t1
+
∂y−
∂t1
−∂x−
∂y1
∂x−
∂t2
−∂x−
∂t1
∂x−
∂t2

(25)
Dr =
(
r 0
0 1
)
Now using the properties of Determinant function we write:
det(DP ) = det(Dr).det(DP−).det(Dr).det(DP+)
And then I calculate each part separately.
det(DP+) =
∂t1
∂t0
.
∂y+
∂t1
.
∂t1
∂y0
+
∂t1
∂t0
.
∂y+
∂y0
− ∂t1
∂y0
.
∂y+
∂t1
.
∂t1
∂t0
− ∂t1
∂y0
.
∂y+
∂t0
=
−
∂x+
∂t0
∂x+
∂t1
.
∂y+
∂y0
+
∂x+
∂y0
∂x+
∂t1
.
∂y+
∂t0
=
1
y+1
.
(
−∂x+
∂t0
.
∂y+
∂y0
+
∂x+
∂y0
.
∂y+
∂t0
)

Now I find the components of the formula above by differentiating equation(14):
∂x+
∂y0
= sinh(t1 − t0)
∂y+
∂y0
= cosh(t1 − t0)
∂x+
∂t0
= γω sin(ωt0) cosh(t1−t0)−(−γ cos(ωt0)−1) sinh(t1−t0)+ω2γ cos(ωt0) sinh(t1−
t0)− (y0 + γω sin(ωt0)) cosh(t0 − t1)
∂y+
∂t0
= γω sin(ωt0) sinh(t1−t0)−(−γ cos(ωt0)−1) cosh(t1−t0)+ω2γ cos(ωt0) cosh(t1−
t0)− (y0 + γω sin(ωt0)) sinh(t0 − t1)
Now I can now solve ,
 = − 1
y+1
((γω sin(ωt0) cosh
2(t1 − t0) + (γ cos(ωt0) + 1) sinh(t1 − t0) cosh(t1 −
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t0) + ω
2γ cos(ωt0) sinh(t1 − t0) cosh(t1 − t0)− (y0 + ωγ sin(ωt0)) cosh2(t1 −
t0) + (γω sin(ωt0) sinh
2(t1 − t0)− (γ cos(ωt0) + 1) cosh(t1 − t0) sinh(t1 −
t0)+ω
2γ cos(ωt0) cosh(t1−t0) sinh(t1−t0)−(y0+γω sin(ωt0)) sinh2(t0−t1))) =
− 1
y+1
(γω sin(ωt0) + (y0 + ωγ sin(ωt0))) =
1
y+1
.y0
⇒ det(DP+) = y0
y+1
Now I compute det(DP−):
det(DP−) =
∂t2
∂t1
.
∂y−
∂t2
.
∂t2
∂y1
+
∂t2
∂t1
.
∂y−
∂y1
− ∂t2
∂y1
.
∂y−
∂t2
.
∂t2
∂t1
− ∂t2
∂y1
.
∂y−
∂t1
=
−
∂x−
∂t1
∂x−
∂t2
.
∂y−
∂y1
+
∂x−
∂y1
∂x−
∂t2
.
∂y−
∂t1
=
1
y−2
(
∂x−
∂y1
.
∂y−
∂t1
− ∂x−
∂t1
.
∂y−
∂y1
) ♣
The same way as before we compute the components of the equation(15):
∂x−
∂y1
= sinh(t2 − t1)
∂y−
∂y1
= cosh(t2 − t1)
∂x−
∂t1
= γω sin(ωt1) cosh(t2 − t1)− (−γ cos(ωt1) + 1) sinh(t2 −
t1) + ω
2γ cos(ωt1) sinh(t2 − t1)− (y1 + γω sin(ωt1)) cosh(t2 − t1)
∂y−
∂t1
= γω sin(ωt1) sinh(t2 − t1)− (−γ cos(ωt1) + 1) cosh(t2 −
t1) + ω
2γ cos(ωt1) cosh(t2 − t1)− (y0 + γω sin(ωt0)) sinh(t2 − t1)
Now solving ♣ is easy,
♣ = 1
y−2
(γω sin(ωt1) cosh
2(t2 − t1)− (−γ cos(ωt1) + 1) sinh(t2 −
t1) cosh(t2−t1)+ω2γ cos(ωt1) sinh(t2−t1) cosh(t2−t1)−(y1+γω sin(ωt1)) cosh2(t2−
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t1)− (γω sin(ωt1) sinh2(t2 − t1)− (−γ cos(ωt1) + 1) cosh(t2 −
t1) sinh(t2−t1)+ω2γ cos(ωt1) cosh(t2−t1) sinh(t2−t1)−(y0+γω sin(ωt0)) sinh2(t2−
t1))) =
− 1
y−2
(γω sin(ωt1) + (y1 + ωγ sin(ωt1))) =
1
y−2
.y1
⇒ det(P−) = y1
y−2
And det(Dr) = r
⇒ det(P ) = r2. y
+
1
y2
.
y0
y−1
= r4.
Now let λ− and λ+ the eigenvalues of P then,
λ2 − tr(P )λ+ det(P ) = 0
λ± =
tr(P )±√tr2(P )− 4r4
2
I now will classify the following way:
1. tr2(P )− 4r4 > 0:
There are two real eigenvalues.
(a) tr(P ) > 0 ⇒ λ± > 0 ⇒ 0 < λ− < λ+
Stability is guaranteed when the bigger eigenvalue is smaller than
one that is:
λ+ < 1 ⇒ tr(P ) +
√
tr2(P )− 4r4 < 2
(b) tr(P ) < 0 ⇒ λ± < 0 ⇒ λ− < λ+ < 0
And I will have stability when:
|λ−| > 1 ⇒ −λ < 1⇒ −tr(P ) +
√
tr2(P )− 4r4 < 2
I can conclude from both cases above that stability condition is satisfied
when:
|tr(P )|+√tr2(P )− 4r4 < 2 ⇒
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• |tr(P )| > 2 then stability will be impossible.
• |tr(P )| < 2 ⇒ tr2(P )− 4r4 < 4 + tr2(P )− 4tr(P )
⇒ tr(P ) < r4 + 1
2. tr2(P )− 4r4 < 0
λ− = λ+ =
tr(P )− i√4r4 − tr2(P )
2
λ−λ+ = λ−λ+ = |λ−|2 = 1,⇒ |λ1| = r4 < 1
Therefore for complex eigenvalues the system is always stable.
3 Inverted Pendulum
3.1 Introduction and Review
Before I start with computations I would like to introduce the motivation for
this section.
In a paper by [DZ05] though their work is different form mine the first parts
the can be helpful for study of Melnikov function. In chapter §1 they have in-
troduced the body of the pendulum. In chapter §2 they have introduced the
poincare´ section, and the stable and unstable manifold for perturbed and unper-
turbed system. They introduce a function which they call separation function
and they try to study the zeros of it aiming to approximate the separation func-
tion by presenting a general method of Melnikov type to determine whether
transversal homoclinic intersection between it’s stable and unstable manifolds
occur under appropriate damping and external periodic excitation. In chapter
§3 and §4 respectively they introduce their method for first-order and n-th order
Melnikov function. for those who follow the stability introduced in [GHS14] for
rocking block, this would be an interesting method for inverted pendulum. In
chapter §5 they finally illustrate their computational method with an example.
In my work in this section I fist reconstruct the physical body of the inverted
pendulum as of [DZ05] and the governing equations. My notations also agree
with the ones those of [DZ05] in second chapter but I based my work on the mo-
tion of the pendulum itself and it’s orbital stability. The computations in this
chapter are very similar to those of the first chapter and are done for equation
of the pendulum.
In this case I am given an inverted pendulum, which is surrounded by walls
on two sides, restricting it’s oscillation. Again like the rocking-block-case I con-
sider different possibilities of forcing and damping. The image of the pendulum
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is given in figure(14).
Figure 14: Pendulum surrounded by walls and wheels below it to create motion with external
force.
Just like the previous case the formula gained for the pendulum is nonlinear
and difficult to study, so I assume the angle of rotation to be so small that I
can consider the motion a vertical displacement which is a linear motion, and
the linearized motion is given by the formula below:{
x¨+ 2αx˙− x = βcos(ω) |x| < 1
x˙→ −rx˙ |x| = 1 (26)
Where β is the force inserted to the whole system of pendulum and the walls,
α is the damping that takes place inside the pendulum, and r is the damping
coefficient that occur during the impact with walls. The equation(26) can also
be written as a dynamical system:{
x˙ = y
y˙ = −2αy + x+ βcos(ωt) (27)
which forces the critical point (0, 0) into the system.
I can also find the stable and the unstable manifolds from the dynamical system.
Let X(x, y) be the flow corresponding to the differential equation. I first com-
pute the differential of X around the fixed point,
DX(0, 0) =
0 1
1 −2α

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To find the eigenvalues of this matrix, I set λ to be the eigenvalue to compute:
det(DX(0, 0)− λI) = 0⇒
λ2 + 2αλ− 1 = 0
and it results two eigenvalues ,{
λ1 = −α+
√
α2 + 1 > 0
λ2 = −α−
√
α2 + 1 < 0
And for eigenvectors having AV = λV and choosing λ1,(
0 1
1 −2α
)(
x1,2
y1,2
)
=
(
(−α±√α2 + 1)x1,2
(−α±√α2 + 1)y1,2
)
Hence:
furthermore S+ and S− are separated by the line x = 0 until the motion is
oscillatory.
V1,2 =
(
1
−α±√α2 + 1
)
Knowing that λ1 > 0 and result unstable and stable manifolds with equations,
y = (−α+√α2 + 1)x and y = (−α−√α2 + 1),
As for the undamped case (i.e α = 0) the corresponding manifold are given
with lines, y = x, y = −x and is demonstrated in the figure(15).
I now divide the plane into three different regions,
Figure 15: stable and unstable manifolds for α = 0
S+ = {(x, y);x > 1}
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S− = {(x, y);x < −1}
S∗ = {(x, y);−1 < x < 1}
And they are separated by two switching manifolds, Σ1 and Σ−1.
Σ1+ = {(x, y, t);x = 1, y > 0}
Σ1− = {(x, y, t);x = 1, y < 0}
Σ−1+ = {(x, y, t);x = −1, y > 0}
Σ−1− = {(x, y, t);x = −1, y < 0}
Just like the last case taking switching manifold as a poincare´ section and adding
time as variable, and therefore our initial condition will be like (x0 = c, y0, t0),
more precisely:{
P : Σ1 −→ Σ1
P (y0, t0) = (y2, t2)
In this case the system shows three different type of motion.
Motion Type one:
In this case the pendulum will start from one of the walls, then it moves along
until it hits the other wall and then it will start moving backwards until it
reaches the same wall again.
I will carry on using the map P . I can get n-periodic orbits of the system by
looking for P (x0 = c, y0, t0) = (x0 = c, y0, t0 +
2npi
w
), and the map P will be the
composition of 4 maps, and in fact it’s exactly the same as the one I studied
in the block case in equation(9) where P+ and P− are both introduced by the
same equation(26). The only difference will appear in the initial condition in
two of the equations which make P+ forth going and P− back coming, and Pr
is defined as below: {
Pr : Σ± −→ Σ∓
Pr(x, y, t) = (x,−ry, t)
(28)
What I will call a solution of this system is moving on the flow in area S∗
starting from Σ−1+ which is carried out by equation(26) to the direction of Σ
1
−,
after a transition from Σ1+ to Σ
1
− it moves back to Σ
−1
− and then with another
transition into S− it comes back to Σ−1+ .
A five-step procedure similar to the one in previous section will be prescribed
for analytical and computational solutions.
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The map P+ takes the initial condition, in Σ−1:
1. I use the equation of motion of the pendulum with flow given in equation(26)
at the initial point (x0 = −1, y0, t0) to find t1 such that the orbit reaches
Σ1 (x = 1):
This satisfies:
x+(t1;−1, y0, t0) = 1 (29)
2. At time t1 I find:
y+(t1) = x˙+(t1;−1, y0, t0) (30)
Now I use the map P− and the point (1, y−1 , t1) ∈ Σ1−, as the initial
condition, to move back Σ−1− .
3. Using the same equation for motion I find t2 when the orbit touches the
line x = −1. Equivalently:
x−(t2; 1, y−1 , t1) = −1 (31)
4. With the t2 in the previous step, we will calculate velocity:
y−(t2) = x˙−(t2; 1, y−1 , t1) (32)
5. To compute P (x0, y0, t0) = (x2, y2, t2)
• we compute: P+(−1, y0, t0) = (1, y+1 , t1)
• Pr(1, y+1 , t1) = (1,−ry+1 , t1) = (1, y−1 , t1)
• P−(1, y−1 , t1) = (−1, y2, t2)
• finally we set: −ry2 = y0
To get the periodic orbits steps 6 and 7 in previous section are identical.
Motion Type two:
In this motion the Pendulum will start it’s motion either from left wall or the
right wall, but the velocity is not big enough to take the pendulum to the other
wall, instead it will start to move back and hit the wall again and repeat it’s
motion, this is illustrated in the plot of figure(24) with curves that start from
an initial y0 that lies below the point that stable manifold touches the switching
manifold Σ−1+ . Moving in the flow with initial condition as such, carries the
point, and once it gets close enough to critical point and the unstable manifold,
the flow of unstable manifold overpowers the one of the stable and redirects it
back to x = −1 at Σ−1− . In this case the map P is only composed of two differ-
ent maps, for the left side wall it is P = ProP+ and for the right side wall it is
P = ProP−. To do the computations I will follow the first two steps explained
for motion one, and then I check the conditions of periodicity:
27
• y1 = −ry0
• t1 − t0 = 2npi
ω
.
Motion Type three:
This Motion is combination of first type and second type in such way that
the pendulum is moving back and forth following type one motion and by losing
enough energy it starts it’s motion of type two and it will continue until the
right time and the right force will take it back to the first state which follows
the motion of type one. any other form of this combination will be possible
due to the same analogy for damping and forcing at a specific time. this fact
can be followed from the plot by seeing that the external damping reduces the
velocity and forcing will increase it at the border manifolds (i.e. Σ±1∓ ) up to
the point that can move the trajectories below and above the stable manifolds
and unstable manifolds and that decides the type of motion type on which the
pendulum will continue.
3.2 Computation of Equation of Motion for Pendulum
In this section we calculate the solution fo the differential equation related to
the motion of pendulum as given in equation(26). The autonomous part can be
found easily:
x¨+ 2αx˙− x = 0⇒
xh(t) = C1e
(−α−γ)(t−t0) + C2e(−α+γ)(t−t0)
γ =
√
1 + α2
Now for the non-autonomous part I have:
xp = A+B1 cos(ωt) +B2 sin(ωt)
x˙p = −B1ω sin(ωt) +B2ω cos(ωt)
x¨p = −B1ω2 cos(ωt)−B2ω2 sin(ωt)
Putting them in the main formula I get:
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
A = 0
B1 =
2αβω
(2αβ)2 + (1 + ω2)2
B2 =
−(1 + ω2)β
(2αβ)2 + (1 + ω2)2
x(t) = C2e
(−α+γ)(t−t0) + C1e(−α−γ)(t−t0) +B1 cos(ωt) +B2 sin(ωt) (33)
x˙(t) = y(t) = C2(−α+γ)e(−α+γ)(t−t0)+C1(−α−γ)e(−α−γ)(t−t0)−B1ω sin(ωt)+B2ω cos(ωt)
(34)
Now that I have the whole formula I compute C1, C2
x0 = B1 cos(ωt0) +B2 sin(ωt0) + C2 + C1
y0 = −B1ω sin(ωt0) +B2ω cos(ωt0) + C2(−α+ γ) + C1(−α− γ)
(x0 −B1 cos(ωt0)−B2 sin(ωt0)− C1)(−α+ γ) = C2(−α+ γ)
y0 +B1ω sin(ωt0)−B2ω cos(ωt0)− C1(−α− γ) = C2(−α+ γ)
The computation for finding coefficients are complete and gives:
C1 =
1
γ
((x0 −B1 cos(ωt0)−B2 sin(ωt0)(−α+ γ)−B1ω sin(ωt0) +B2ω cos(ωt0)− y0)
C2 =
−1
γ
((x0 −B1 cos(ωt0)−B2 sin(ωt0)(−α− γ)−B1ω sin(ωt0) +B2ω cos(ωt0)− y0)
And now I can put the coefficients in the formula and get the whole formula.
3.3 Computation of the Poincare´ Map P
Throughout this section I show the computations similar to those of the rocking
block to study the pendulum with or without forcing and damping.
3.3.1 Unforced, Undamped Inverted Pendulum
In this case there is no forcing which indicated that β = 0, and r = −1 which
means the speed or the energy of the system will not be reduced after the impacts
with the walls, it will just be redirected to the opposite direction, but also notice
that in this system in addition to coefficient of restitution, there is some other
type of damping inside the system as discussed in the beginning of the section
which is α, so I also set this one to zero to get a completely undamped system,
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which looks like:
x¨− x = 0 (35)
with suitable substitution in equation(33) I will get the following:
x(t) =
x0 + y0
2
e−(t−t0) +
x0 − y0
2
e(t−t0)
Working with equation above is exhaustive, hence I change the exponentials
with their equivalent hyperbolic functions. the final result is exhibited below:{
x(t) = x0 cosh(t− t0) + y0 sinh(t− t0)
y(t) = x0 sinh(t− t0) + y0 cosh(t− t0)
(36)
For Motion Type one:
As illustrated in figure(16) in order for the pendulum to satisfy type one mo-
tion, it needs to move from above the stable manifold on the top left corner
of the plot and it slip on the unstable manifold to the top right corner, and
then the impact will take it to the bottom right corner of the plot, where it
will start again from below the stable manifold and moves back. This indicates
that y0 > 1 , and y1 < −1. and the physical interpretation is that the initial
velocity is big enough to take the pendulum to the other wall. I will simplify
the equations,
x0 = A0 sinh(ψ0)
y0 = A0 cosh(ψ0)
⇒

A20 = y
2
0 − x20
tanh(ψ0) =
x0
y0
Replacing the assumptions above in equation(36) gives:
{
x(t) = A0 sinh(t− t0 + ψ0)
y(t) = A0 cosh(t− t0 + ψ0)
(37)
Now I will go through the steps:
1. Setting initial point (−1, y0, t0) and setting the equation equal to one. It
is obvious that A0 > 0 and ψ0 < 0 and:
A0 sinh(t1 − t0 + ψ0) = 1⇒ t1 = t0 − ψ0 + sinh−1( 1
A0
)A0 =
√
y20 − 1
tanh(ψ0) =
−1
y0
2. Now from equation(37) I find the equation of y(t) as:
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y+(t) = x˙+(t) = A0 cosh(t− t0 + ψ0)
Putting t1 in the equation above gives:
y+(t1) = A0 cosh(sinh
−1(
1
A0
)) = y0
Using hyperbolic equalities I can simply conclude: y1 = y0
This gives:{
P+ : Σ−1 → Σ1
P+(−1, y0, t0) = (1, y0, t1)
3. Using equation(36) with the initial condition (1, y−1 , t1) I find t2:
t2 = t1 − ψ1 + sinh−1( 1
A1
)
And, A1 < 0, ψ1 < 0A1 = −
√
y21 − 1
tanh(ψ1) =
1
y1
4. Putting t2 in the equation of y−(t)
y−(t2) = y2
Here I have also found:
P−(1, y−1 , t1) = (−1, y2, t2)
5. Pr : Σ± → Σ∓
(x, y, t)→ (x,−ry, t)
6. Now my task is to find t2 such that: t2− t0 = 2npi
ω
. And to get a periodic
motion I also consider that y2 = −y0,
I continue my computation with the following conclusion,{
ψ0 < 0, ψ1 < 0
tanh(ψ0) = tanh(ψ1)
⇒ ψ0 = ψ1
y2 = −y0 = A1 cosh(t2 − t1 + ψ1) = −A0 cosh(t0 − t1 + 2npi
ω
+ ψ1) =
A0 cosh(
2npi
ω
+ ψ0 + ψ1 − sinh−1( 1
A0
))⇒
y0
A0
= cosh(
2npi
ω
−sinh−1( 1
A0
)) cosh(2ψ0)+sinh(
2npi
ω
−sinh−1( 1
A0
)) sinh(2ψ0)⇒
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(
cosh(
2npi
ω
)
(
1 +A20
A20
) 1
2
− sinh(2npi
ω
)
(
1
A0
))
cosh(2ψ0) +
(
sinh(
2npi
ω
)
(
1 +A20
A0
) 1
2
− cosh(2npi
ω
)
(
1
A0
))
sinh(2ψ0) =
y0
A0
⇒
y0 cosh(
2npi
ω
) + sinh(
2npi
ω
) = y0
y0 =
sinh(2npi/ω)
1− cosh(2npi/ω)
So the condition will be satisfied with the gained initial condition. The plot of
some of these trajectories are demonstrated below.
For Equation Type two:
I focus on one side of this motion as the other side of the motion is similar. I
go through the first two steps:
1. Set the initial point to (−1, y0, t0) and setting the equation of X(t) in (36)
equal to −1. it is also obvious that A0 < 0 and ψ0 < 0:
A0 sinh(t1 − t0 + ψ0) = −1⇒ t1 = t0 − ψ0 + sinh−1(−1
A0
)
2. Replacing t1 in the equation of velocity it will be easy to compute:
y(t1) = −y0
now we directly go to the conditions of periodicity.
We already have that y1 = −y0, all we have to do is to put t1 − t0 = 2npi
ω
to
complete the condition, for this we put the equation in eq(36) to find the right
y0 for the chosen frequency ω, and we get:
y0 =
cosh(
2npi
ω
)− 1
sinh(
2npi
ω
)
.
I have demonstrated the plot of this motion together with the motion of type
one.
3.3.2 Forced, Undamped Pendulum
In this case I want to see if a small force will lead to periodic solution as we
defined in the beginning of the section, and then compare the results with those
of the unforced case in a plot.
to do so, one can follow the procedure. here, I’ve just write the final results to
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Figure 16: the plots with colors blue, red and green respectively correspond to motion with
ω = 1, ω = 2 and ω = 3
avoid boredom and labor, and then using my program I will plot it.
The system I am talking about will be of the form:{
x¨− x = β cos(ωt)
x˙ = −rx˙ (38)
the solution of the differential equation of this form will look like:
x(t) = C1e
(t−t0) + C2e−(t−t0) +B cos(ωt)
y(t) = C1e
(t−t0) − C2e−(t−t0) −Bω sin(ωt)
B = − β
1 + ω2
Using the initial condition x(t0) = x0 and y(t0) = y0 we find C1 and C2.
C1 =
1
2
(x0 + y0 −B(cos(ωt0)− ω sin(ωt0))
C2 =
1
2
(x0 − y0 −B(cos(ωt0) + ω sin(ωt0))
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Figure 17: n = 2, ω = 2 the plots with colors blue, red and green respectively correspond to
motion with β = 0, β = 0.4, β = 1.1
Figure 18: n = 3, ω = 2 the plots with colors blue, red and green respectively correspond to
motion with β = 0, β = 0.4, β = 1.1
Figure 19: n = 1, ω = 1 the periodic motion without a complete turn on both sides, the
curves blue, red and brown correspond to β = 0.1, β = 0.3, β = 0.5
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3.3.3 Forced, Damped Pendulum
Without any explanation we put β 6= 0 and r ∈ (0, 1), analytic computations in
this case are impossible and my program does all the computations given the
conditions of the steps we will have a system of 4 equations and we get back
four constants, t0, t1, y0, y1, in such way that all the conditions are satisfied. the
program also plots the trajectories.
Figure 20: n = 1, ω = 1, a = 0.2 the plots with colors blue, red and green and brown
respectively correspond to motion with β = 0.1, β = 0.2, β = 0.22, β = 0.23
Figure 21: n = 1, ω = 3, β = 0.2 the plots with colors blue, red and green and brown
respectively correspond to motion with a = 0.05, a = 0.07, a = 0.08, a = 0.09
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Figure 22: n = 2, ω = 3, β = 0.4 the plots with colors blue, red respectively correspond to
motion with a = 0.04, a = 0.05
Figure 23: n = 2, ω = 3, r = 0.8, a = 0.4, a = 0.5 the plots with colors red and blue
respectively correspond forth going and back coming, β = 0, β = 0.4, β = 1.1
Figure 24: n = 1, ω = 2 the plots with colors red and blue respectively correspond forth
going and back coming, β = 0.3, a = 0.2β = 0.2, a = 0.1
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3.4 Stability of Inverted Pendulum
Like the Block case I dedicate this section to study of stability, this time for
inverted pendulum. so, again we do the whole process of finding P and Cal-
culating DP , and the motion will be stable if the determinant |DP | ≤ 1. By
computing DP+ and DP− we will get eq(24) and eq(25). Now we will find the
components of the matrices.
∂x+
∂t0
= −C2(−α+ γ)e(−α+γ)(t1−t0) − C1(−α− γ)e(−α−γ)(t1−t0)+
1
2γ
((−α+γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))e(−α−γ)(t1−t0)+
1
2γ
((−α−γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))e(−α+γ)(t1−t0)
∂y+
∂t0
= −C2(−α+ γ)2e(−α+γ)(t1−t0) − C1(−α− γ)2e(−α−γ)(t1−t0)+
1
2γ
((−α+ γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0)).
(−α− γ)e(−α−γ)(t1−t0)+
1
2γ
((−α− γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0)).
(−α+ γ)e(−α+γ)(t1−t0)
∂x+
∂y0
= −e(−α+γ)(t1−t0) − e(−α−γ)(t1−t0)
∂y+
∂y0
= −C2(−α+ γ)2e(−α+γ)(t1−t0) − C1(−α− γ)2e(−α−γ)(t1−t0)
Using equation.() in the previous stability part which is also a direct result of
the of computations in this section we will get:
1
y1
(−C2(−α+ γ)(−α− γ)e(−α+γ)(t1−t0) −C1(−α+ γ)(−α− γ)e(−α−γ)(t1−t0)+
1
2γ
((−α+ γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))
(−α+ γ)e(−2α)(t1−t0)+
1
2γ
((−α− γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))
(−α− γ)e(−2α)(t1−t0)+
C2(−α+ γ)2e(−2α)(t1−t0) + C1(−α− γ)2e(−2α)(t1−t0)−
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12γ
((−α+ γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))
(−α− γ)e(−2α)(t1−t0)−
1
2γ
((−α− γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))
(−α+ γ)e(−2α)(t1−t0)) =
1
y1
(C2(α
2 − γ2)e(−2α)(t1−t0) + C1(α2 − γ2)e(−2α)(t1−t0)−
1
2γ
((−α+γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))(+2γ)e(−2α)(t1−t0)+
1
2γ
((−α−γ)(B1ω sin(ωt0)−B2ω cos(ωt0))−B1ω2 cos(ω)−B2ω2 sin(ωt0))(−2γ)e(−2α)(t1−t0)+
C2(−α+ γ)2e(−2α)(t1−t0) + C1(−α− γ)2e(−2α)(t1−t0)) =
1
y1
(C2(2γ
2 − 2αγ)e−2α(t1−t0) + C1(2γ2 + 2αγ)e−2α(t1−t0)+
2γ(B1ω sin(γt0)−B2ω cos(ωt0))e−2α(t1−t0)) =
2γe−2α(t1−t0) [(B1ω sin(ωt0)−B2ω cos(ωt0)) + (γ − α)C2 + (γ + α)C1] =
2γy0e
−2α(t1−t0).
1
y1
Because the same formulas hold for DP− we will get the exact same equation
with different initial condition which is demonstrated here as different indexes,
|DP− | = 2γy1e−2α(t2−t1). 1y2
hence the formula for |DP | = 4γ2r4e−4αpi.
Now let λ− and λ+ the eigenvalues of P then,
λ2 − tr(P )λ+ det(P ) = 0
λ± =
tr(P )±√tr2(P )− 16γ2r4e−4αpi
2
I now will classify the following way:
1. tr2(P )− 16γ2r4e−4αpi > 0:
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There are two real eigenvalues.
(a) tr(P ) > 0 ⇒ λ± > 0 ⇒ 0 < λ− < λ+
There will be stability when the bigger eigenvalue is smaller than
one that is:
λ+ < 1 ⇒ tr(P ) +
√
tr2(P )− 16γ2r4e−4αpi < 2
(b) tr(P ) < 0 ⇒ λ± < 0 ⇒ λ− < λ+ < 0
And I will have stability when:
|λ−| > 1 ⇒ −λ < 1⇒ −tr(P ) +
√
tr2(P )− 16γ2r4e−4αpi < 2
For a better conclusion:
• |tr(P )| > 2 then stability will be impossible.
• |tr(P )| < 2 ⇒ tr2(P )− 16γ2r4e−4αpi < 4 + tr2(P )− 4tr(P )
⇒ tr(P ) < 4γ2r4e−4αpi + 1
2. tr2(P )− 16γ2r4e−4αpi < 0
λ− = λ+ =
tr(P )− i√16γ2r4e−4αpi − tr2(P )
2
λ−λ+ = λ−λ+ = |λ−|2 = 1,⇒ |λ1| = 4γ2r4e−4αpi < 1 ⇒
r4 <
e4αpi
4γ2
⇒ r < e
αpi√
2γ
.
For the inverted pendulum unless the rocking block the condition of sta-
bility for complex eigenvalues is not always satisfied,
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