We address the problem of the construction of quantum walks on Cayley graphs. Our main motivation is the relationship between quantum algorithms and quantum walks. Thus we consider quantum walks on a general basis and try to classify them as a preliminary step in the construction of new algorithms that could be devised in this way. In particular, we discuss the choice of the dimension of the local Hilbert space, and consider various classes of graphs on which the structure of quantum walks may differ. We characterize completely the quantum walks on free groups and present partial results on more general cases. Examples are given among which a family of quantum walks on the hypercube involving a Clifford Algebra.
Introduction
Recently many efforts have been devoted to the construction of new quantum algorithms. In particular a question has arisen whether the known algorithms fully exploit the possibility of quantum mechanics, or if there could exist more efficient ones. A search for new ideas in this direction has been at the origin of a renewal in the study of quantum walks models [1] , and a few results have already been obtained, definitely proving their relevance in this context. For instance, some of the known algorithms, such as the quantum search algorithm have been set under the form of a quantum walk over an hypercube [2] . Furthermore, some examples of quantum walks have been studied showing properties intrinsically different from their classical equivalents. In particular, two of them have been pointed out: in one dimension, the variance of a symmetric quantum walk can grow linearly in time, thus with an exponent which is twice the exponent for its classical counterpart. The other striking result is that a symmetric quantum walk may get across an hypercube in a time linear with the dimension, when its classical counterpart would have taken an exponentially larger time. Both properties are of course strongly reminding of the speeding up of quantum algorithms already devised. In fact, the two differences quoted above are related to the way a quantum particle gets across a graph, and existing algorithms are relying exactly on this characteristic. For instance, the first quantum walk search algorithm constructed [2] starts from a superposition of all states and uses the operator acting on the internal degrees of freedom of the particle as an oracle. The algorithm stops when the particle is located on a given marked vertex with probability close to 1/2. The other known discrete time quantum walk algorithms have a similar structure, see for example [3] - [4] .
However the general situation is not so clear even if a lot of work have already been done, and its seems highly desirable to get a more general and clear picture of quantum walks and their possible generalizations.
In this article we try to make a step in this direction, by considering more general quantum walks, letting aside the original physical motivation of a quantum particle on a lattice, and characterizing their structure, in relation with the graph on which they live. After a general presentation we restrict ourselves to the study of quantum walks on Cayley graphs, for which we address the problem of the dimension of the Hilbert space, and show various examples.
A generalized model of quantum walk
A quantum walk is a model for the motion of a quantum particle jumping (quantically) over a graph. A particle having a fixed number of internal degrees of freedom, one is naturally led to attach to each point x of the graph a copy of some Hilbert space H 0 describing them. This is obviously not a necessary hypothesis in the context of a network of quantum processors, and even if we will retain here most of the terminology 1 of quantum walks, we will not base our approach in this section on the interpretation of our quantum object as a physical particle. A second important property is the choice of a discrete time evolution, again motivated by the idea that quantum processors as their classical equivalents would exchange information at discrete times. Hence we define a discrete time quantum walk through the construction of an unitary operator without making any attempt to specify the corresponding Hamiltonian.
We consider an oriented graph G = (X, E), X the set of vertices, and E the set of oriented edges. To each vertex x ∈ X, we attach a (finite) Hilbert space H x , and define the quantum evolution over H = ⊕ x∈X H x as follows:
For each oriented pair (x, y), we define a linear map M x,y from H x to H y , extend it on H by setting M x,y = 0 on H ⊥ x . We define its conjugate M † x,y as the map such that
Then we define the evolution of the quantum walk over H as:
where |Ψ(t) is the state of the system at time t and W is the unitary operator
In order to restrict the sum to the pairs of neighboring sites and impose W to be unitary we require the following three properties:
where 1 x is the projector over H x .
Conditions (5) and (6) are necessary and sufficient conditions for W to be unitary.
The basic question we would like to address is thus whether and to what extent the various solutions for (5), (6) have different properties for a given graph, and what is the relevance of the graph structure in this matter. Here, it is already interesting to note that even in this more general context quantum "coin" solutions exist provided that on each site the number of incoming edges equals the number of outgoing ones. The construction can be done in the following way: we first set the dimension of all local Hilbert spaces equal to the number of incoming (or equivalently outgoing ) neighbors,
where we have set
For all x ∈ X we fix two orthonormal basis B in x and B out x in H x an label its elements using the list of neighbors,
Now setting M x,y = |ϕ in y (x) ϕ out x (y)| (12) just satisfies all conditions (5), (6) and defines a general quantum "coin" solution even outside the context of a quantum particle on a lattice. In fact we get some more insight on how such solutions works from the point of view of a quantum network: first, each node splits the (partial) wave function along the vectors of a fixed basis B out x and send the resulting complex number to each of its neighbors; then a (partial) wave function is recomposed using the received numbers and the other fixed basis B in x . In the following sections we will investigate which other kinds of solutions may exist and whether they have intrinsically different properties.
Quantum walks on Cayley Graphs
In order to be more specific we will restrict our study from now on to quantum walks on Cayley graphs, and first recall their definitions and main properties. We follow the presentation given in [5] . Given a group Γ one consider a family ∆ of elements in Γ such that the set {γ : γ ∈ ∆ or γ −1 ∈ ∆} is a generating family for Γ. The Cayley graph C ∆ (Γ) is defined as the oriented graph with vertex and edge sets
Because of this definition, it is useful to define the group Γ itself in terms of group presentation,
where ∆ is a set of generators in the sense given above, and R is the set (possibly empty) of relations involving the elements of ∆ and their inverses which defines the structure of the group.
When associating a color to each element of the generating family, the definition of C ∆ (Γ) makes it a colored directed graph. In addition a Cayley color graph is vertex transitive, so that each site is equivalent to the other.
We now want to construct quantum walks on a Cayley graph, so we naturally suppose that the properties of the graph are transferred to the walk. In particular all local Hilbert spaces are copies of the same space,
for all x in X and the complete Hilbert space is equivalent to the direct product of the local space H 0 with a position space H X .
as in standard quantum particle walks. Furthermore, the maps M x,y will depend only on the edge color and direction of the edge (x, y) (i.e. only on the generator δ = x −1 y) and not in the starting vertex x:
where M x −1 y is a map on H 0 and T x,y is the canonical shift map sending H x onto H y . Thus the evolution operator W on H as a product space reads
where T δ is the shift in the direction δ. We are thus reduced to a local problem on H 0 and the unitarity conditions (5) and (6) now read:
where both sums run over all pairs of elements in ∆, u is any element in the set
and e is the neutral element in Γ. The number of equations is twice the cardinality of |∆ 2 | and the number of terms in at least some of these equations will be larger than one as soon as there exists closed paths of length 4 on the graph with an alternated orientation, which reads in terms of the generators
Writing the group in terms of its group presentation appears hence natural to consider the possible presence of such paths and we now list some generic cases of Cayley groups.
3.1. Cayley graphs of free groups. As its name suggests, a free group is a group generated with a (finite) number of generators with no relations between them (except possibly for δδ −1 = e if ∆ contains both a generator and its inverse). If ∆ does not contain the identity e, the two sets of equations (18) and (19) can be written as:
In terms of the images of each maps M δ and M † δ , the above equations are just equivalent to
The fact that its appears a direct sum in the left hand sides of (24)-(25) is just a consequence of the equations (22) which make all subspaces pairwise orthogonal. The equality (rather than an inclusion) is due to (23). Now it is an easy proof that the general solution for a quantum walk can be represented in the form,
where U is a unitary matrix of dimension dim(H 0 ) and {P δ } δ∈∆ is a complete family of orthogonal projectors,
First, it is easy to see that (26) is a solution for (22)-(23). On the other hand, U ≡ δ M δ is an unitary matrix by (22)-(23) and if P δ is defined as the orthogonal projector on Im(M † δ ), both sides in (26) can be identified by considering the elements of a vector basis compatible with the decomposition (25). The claim that (26) is the general solution is thus proven. One should note however that the left hand side of (26) could be written in many other ways, for instance with its factors written in the opposite order (which makes P δ the projector on Im(M δ )). This general solution is related to the "quantum coin" solutions defined previously on more general graphs: when the rank of all matrices M δ is fixed to 1, the dimension on the local Hilbert space takes its minimal value dim(H 0 ) = |∆|. If furthermore a symmetric presentation for the group is chosen (i.e: δ ∈ ∆ implies δ −1 ∈ ∆), the standard definition of quantum "coin" solution [6] is recovered. Besides these solutions, the only other possibility in the case of free groups consists in taking matrices M δ of rank different from one and possibly varying with δ. In the language of quantum network this means sending an unequal number of qubits in different directions.
The case when ∆ contains the identity is more involved, since in addition to equations (22) valid when neither δ 1 nor δ 2 is equal to e, one has
for all δ = e. The problem can be essentially reduced to the one dimensional case since one can prove easily that for all δ = e
where S = δ M δ , and use that M † e S is block diagonal.
3.1.1. One dimensional walk. The simplest example is a quantum walk in one dimension, with an associated group presentation in the form Γ = δ, δ −1 |− . The minimal dimension of the internal space is 2 (c.f. [7] ) and the form of the solution is as in equation (26). The evolution operator defined in (17) reads in this case
where U is a 2 × 2 unitary matrix. Two quantum walks differing by an unitary transformation commuting with P δ and P δ −1 would be equivalent, since this amounts to a change of basis for the initial and final state. Equation (31) defines thus a 3 real parameter family of inequivalent quantum walks. A quantum walk can also be left-right symmetric if it is invariant (up to an unitary transformation) under the transformation T δ ↔ T δ −1 . This defines a 2 parameter family of left-right symmetric quantum walks. We also note that the standard Hadamard walk is not left-right symmetric in this sense (though its square is).
As a conclusion for this section, we also note that all the discussion there remains valid when adding relations between generators, thus such solutions will exist for all groups, in particular for free product of cyclic groups, Γ = δ 1 , · · · , δ l |δ q1 1 = · · · δ q l l = e and for free Abelian groups,
which we consider in the next section.
3.2.
Cayley graphs of free Abelian groups. In this section we will consider that the neutral element does not belong to ∆ and consider the models which come from symmetric presentation of free Abelian groups. In fact one should note that the commutation relation between two generators or with their inverse, for instance
does not necessarily imply the existence of a closed path on the graph with alternate orientation of the edges (21), except in the case when the inverses of the elements of ∆ are themselves in ∆ (what we called a "symmetric presentation"). In such a case, equations (18)-(19) read
When δ j = δ −1 i , equations (33)-(34) contain a single term and read
These are much less restrictive conditions than (22)-(23), and we lack here the decomposition of H 0 in orthogonal subspaces which allowed us to give a general answer in the case of free groups. We only notice that equations (33)-(34) are equivalent to the following
for all subset A ∈ ∆ such that δ ∈ A ⇒ δ −1 ∈ A and for all families of real parameters {λ δ } δ∈A . Another implication of equations (33)-(34) is that the image subspaces of two matrices M δi and M δj are either orthogonal or contain a common vector subspace.
This will help us to classify the solutions.
Using (34) for a pair δ i , δ −1 j , one gets
Suppose now that Im(M δi ) and Im(M δj ) have no common vector subspace. By (39), M δi M † δ −1 j = 0, which can be written as
and more particularly
Since the two subspaces are both equal (by (36)) and orthogonal, they are equal to the null vector space and hence,
Also since the four set appearing in the sum below are pairwise orthogonal (by (36)), one can write
where the sup runs over all pairs δ i , δ j such that both δ i = δ j and δ i = δ −1 j . A similar equation could be written involving the M † 's. Though equation (43) is only a necessary condition, it opens the way to the finding of solutions with an internal space dimension smaller that the number of generators. Suppose the sum in the right hand side of (43) is zero, thus giving no direct condition on the dimension of dim(H 0 ). However, by (38) all vector spaces will be orthogonal, as for free groups, and then dim(H 0 ) ≥ |∆|. If we want to find internal space with a smaller dimension it is necessary to suppose that some of the intersections in the sum (43) are non empty. For example if by symmetry we suppose that each intersection has the same dimension then dim(H 0 ) ≥ 4. In what follows we limit ourselves to some examples.
3.2.1.
A two dimensional walk with a two dimensional internal space. We consider here a symmetric presentation for Z 2 , Γ = δ 1 , δ −1 1 , δ 2 , δ −1 2 |δ 1 δ 2 δ −1 1 δ −1 2 = e , and define a quantum walk over the associated Cayley graph through the evolution operator (17) which reads here
We suppose that the rank of each matrix M δi is one. In order to impose dim(H 0 ) = 2, we need that at least two terms in the left hand side of (43) are zero for each possible pair of generators δ i , δ j . We obtain two solutions which transform one into the other by interchanging δ 1 and δ −1 1 (or equivalently δ 2 and δ −1 2 ). Up to an unitary transformation, the solution reads
where U and V are two unitary matrices and P 1 ,P 2 two orthogonal projectors. The evolution operator factorizes in a product of two one-dimensional operators
If U and V are chosen among the unitary 2 × 2 unitary matrices defining a left-right symmetric one dimensional quantum walk, the walk becomes symmetric by a global inversion. However, there is no quantum walk with a two dimensional internal space which is symmetric by inversion of only one of the axes. This impossibility is of course relaxed when taking a four dimensional internal space. One possibility is to suppose that all the intersections involved in (43) are of dimension zero, in this case dim(H 0 ) ≥ |∆| = 4 and the minimal choice of the dimension leads to an evolution operator W = δ P δ U ⊗ T δ where U is a four dimensional unitary matrix. The other possibility is to suppose that all the intersections involved in (43) are of dimension one. In this case the minimal choice of the dimension of the internal space is four. A simple choice of matrices of rank two that verifies all the conditions (33)-(35) is: 4 and {|v i } i=1,·,4 are two orthonormal bases of H 0 . In the following we explicit the symmetric form of the evolution operator supposing the dimension of the image of the matrices M are of dimension one.
To a spatial transformation it is associated a permutation of the vertex set P . The walk is symmetric by this transformation if for a unitary S:
We impose the symmetry condition on W with S 1 ⊗ P x and S 2 ⊗ R π 2 being respectively the representation of the inversion of the x axis and a rotation by an angle of π 2 . Then if the initial condition is modified by this transformation the wave function at any time is obtained from the unmodified wave function by application of the same transformation. The symmetry condition makes U reduce to a product U = D −1 U 0 D, up to a global phase, where D is a diagonal unitary matrix depending on four real parameters and U 0 takes the form:
The matrix U 0 depends on 3 parameters by the unitarity condition. The matrices S 1 and S 2 depend on the same parameters as the matrix D. Then choosing these four parameters equal to zero reduces the walk operator to W = i P i U 0 ⊗ T i and the matrices S 1 and S 2 are just the inverse permutation of the generators associated to the spatial transformation.
3.2.2.
A three dimensional walk with a four dimensional internal space. In a similar way as in two dimensions, it has been shown that no nontrivial solution exists in three dimensions with a two dimensional internal space [8] . In the following we give solutions on Z 3 with a four dimensional internal space. The starting point is again equation (43). Taking matrices of rank two would not break this condition for dim(H 0 ) provided that each terms in the left hand side of (43) is one. Here we thus give the general solution for rank two matrices. 4 . Now construct six matrices of rank 2 indexed by the elements of ∆ in the form, anticommuting matrices and U an unitary matrix in the algebra, a possible choice for the matrices M δ is then
For example, equations for n = 3 are solved by M i = 1 √ 3 σ i U where each σ i is one of the three Pauli matrices and U a unitary matrix in two dimensions. While the dimension of the matrix representation is rather large, (at least 2 [ n 2 ] ), such solution may be nevertheless useful.
Conclusion
We have considered quantum walks over Cayley graphs and addressed the problem of classifying them as a function of the group presentation and the choice of the internal space. A first result is that the smallest possible dimension of the internal space depends strongly on the group presentation chosen. In the case of free groups, we succeeded in classifying all possible solutions, showing that the quantum evolution in this case can be described by a alternate application of a unitary transformation on the partial wave function and displacements in definite channels. From this point of view, standard solutions are recovered and correspond to an internal space of dimension equal to the number of neighbors (its smallest value) and a free group presentation with a set of generators containing elements of the group and their inverses. On other Cayley graphs we showed that there are other possibilities, but we have not a complete characterization yet. We presented a few examples of solutions which does not enter in the previously known solutions and which become available as soon as there exist closed paths of length 4 on the graph, with alternate orientation. In particular, we found solutions with a smaller internal dimension that what is usually expected and a new kind of quantum walks on the hypercube based on Clifford algebra representation. We guess that these new possibilities will prove useful in the context of the relationship between quantum walks and quantum algorithms.
