Abstract. In medical imaging, signals acquired in non-Cartesian coordinate systems are common. For instance, CT and MRI often produce significantly higher resolution within scan planes, compared to the distance between two adjacent planes. Even oblique sampling occurs, by the use of gantry tilt. In ultrasound imaging, samples are acquired in a polar coordinate system, which implies a spatially varying metric. In order to produce a geometrically correct image, signals are generally resampled to a Cartesian coordinate system. This paper concerns estimation of local structure tensors directly from the non-Cartesian coordinate system, thus avoiding deteriorated signal and noise characteristics caused by resampling. In many cases processing directly in the warped coordinate system is also less time-consuming. A geometrically correct tensor must obey certain transformation rules originating from fundamental differential geometry. Subsequently, this fact also affects the tensor estimation. As the local structure tensor is estimated using filters, a change of coordinate system also change the shape of the spatial support of these filters. Implications and limitations brought on by sampling require the filter design criteria to be adapted to the coordinate system.
Introduction
Tensor fields occur frequently in image processing, either as physical measurements for instance diffusion tensors and strain tensors, or as features representing local signal characteristics such as local structure, orientation, junctions, corners and curvature. A common view, is to look upon the tensor as a matrix. For warped coordinate this view is however in conflict with the viewpoint of this paper, i.e. a tensor is a geometric object. Most algorithms for processing or estimating tensor fields from sampled signals in non-Cartesian coordinate systems face the same problem, which can be summarized in three points and is also illustrated by Fig. 1. -A tensor definition is required obey the transformation rules brought on by differential geometry. -Any filters used needs to be consistent with this definition, at least if the continuous signal is available. As a consequence the resulting tensor will be geometrically correct even if it is processed or estimated in a warped coordinate system.
-Discrete sampling implies that issues such as aliasing must be considered. Implementation of efficient filters which approximate the ideal behavior is required.
Fig. 1. Ultrasound images is one obvious example of when acquisition is performed in an non-Cartesian coordinate system. Image statistics are often described in the correct geometry, i.e. a Cartesian coordinate system (right) while noise statistics in general are easier to describe and thus also to suppress in the original (polar) coordinate system (left). A filter response is obtained by integrating the signal in a small neighborhood, usually defined in the correct geometry. Carrying out the same calculation in the polar grid requires reshaping the area to integrate.
To obtain a true geometric description it is essential that the imaging device provides a signal sampled in a Cartesian coordinate system. In medical imaging this condition is in general not fulfilled. Resampling before computation or processing of the tensor field is the standard approach to compensate for such geometric distortion. However, resampling deteriorates signal and noise characteristics, which significantly complicates estimation or processing of the tensor field.
The concept of representing local image structure with tensors introduced in [1] , has proved to be useful for estimating e.g. orientation, velocity, curvature and diffusion. Adaptive anisotropic filtering [2] and motion compensation [3] are examples of algorithms that rely on local structure tensor fields. Estimating local structure for curved manifolds or samples acquired from non-Cartesian coordinate system is a relatively unexplored area of research. Steps in this direction has been taken in [4, 5] . In the former, affine filters are used in the framework of adaptive filtering for simultaneous resampling and compensation for geometric distortion. The latter concerns transforming tensor fields in space-time geometry used for motion estimation.
Tensor Calculus
To introduce the notation and to emphasize important differences between Cartesian and non-Cartesian tensors, this section gives a brief introduction to tensor calculus. Since this paper concerns local structure tensors, second order tensors are frequently used in the examples.
A contravariant tensor T ∈ V ⊗ V with components T ij is said to be of order (2, 0) with two upper indices. A covariant tensor T ∈ V * ⊗ V * of order (0, 2) has two lower indices, where V * is the dual space of the vector space V . Moreover, a contravariant vector v is a tensor of order (1, 0), i.e. an element v ∈ V . Consequently, a covariant vector w ∈ V * is a tensor of order (0, 1 
In tensor calculus the Einstein summation convention is frequently used to streamline algebraic expressions. It means that indices occurring more than once in an expression are implicitly summed over, which allows a convenient notation, e.g. second order contravariant and covariant tensors S, T can be compactly written as in Eq. 2.
The metric tensor g defines an inner product in V , which makes it possible to identify elements in V * with elements in V . The metric tensor is a covariant second order tensor, with elements g ij . Consequently the metric allows us to move between covariant and contravariant tensors illustrated in Eq. 3.
The metric tensor in the Euclidean space is the Kronecker delta, i.e. g ij = δ ij . Consequently, covariant and contravariant tensors are equivalent in a Cartesian coordinate system. Such tensors are called Cartesian tensors. A change of coordinate system from x tox yields new components expressed in a new basis. Hence, the transformation behavior for a tensor second order contravariant tensor T with components T ij and basis
The tensor components T ij transforms toT ij by the chain-rule according to Eq. 4.
In the same way a covariant second order tensor T with components T ij transforms toT ij by Eq. 5.
A uniform stretch of the coordinate system, i.e. the transformationx = ax with a > 1 causes covariant tensor components T ij to shrink, while the contravariant components T ij grow. Thus, it is of outmost importance to know whether the tensor is contravariant or covariant.
The contraction of a tensor of order (p, q) yields a tensor of order (p−1, q−1), e.g. the trace of T i j in Eq. 6 gives a scalar (a tensor of order 0). Note also that a contraction is only defined for mixed tensors, i.e. tensors with both contravariant and covariant indices.
Another example of a contraction is the eigenvalue equation tensors in Eq. 7. Note again that the eigenvalue equation is only defined for mixed tensors, i.e. if the tensor is not mixed, eigenvalue decomposition can not be performed without a metric.
With a metric g ij equal to the identity operator, i.e. a Cartesian coordinate system, the standard eigenvalue equation is obtained. Now consider solving the eigenvalue equation for non-Cartesian tensors. The eigenvalues will be invariant to a change of coordinate system, while the eigenvectors are not.
Local Structure Tensor Fields
An orientation tensor, a covariant second order tensor T ∈ V * ⊗ V * , is defined for simple signal neighborhoods s = f (u i x i + θ). A simple signal s is a scalar function intrinsically 1-dimensional, i.e. constant in the direction orthogonal to u. In most practical applications V is the Euclidean space spanned by its natural basis ∂ ∂x i . Given a simple signal, T is defined by Eq. 8, i.e. the outer product of the signal direction u.
As opposed to a vector representation, signal orientation can be continuously represented by a tensor. Using vectors, there is no distinction between a signal with direction −u k and a signal in the direction of u k . The outer product however yields a representation which maps both u k and −u k to the same geometric object, the orientation tensor [1] .
To represent orientation, the tensor must meet two fundamental requirements. Firstly, the tensor norm must be invariant to rotation, i.e. T is independent of the direction of u. Secondly, the tensor must be phase-invariant, i.e. T is independent of any phase-shift θ of the signal s. These partly contradictory requirements are hard to accomplish for sampled signals. Hence, several different approaches how to estimate the tensor has been suggested (e.g. [6] [7] [8] [9] [10] ). Note that all of them does not claim to meet these requirements. The behavior for non-simple signals are entirely defined by the estimator used. An entire class of functions that meets the fundamental requirements of the orientation tensor are derived in [11] . For non-simple signals, the orientation tensor does however carry more information about the local signal neighborhood, like for instance degree of anisotropy and how planar/linear a 3-dimensional neighborhood is. The term local structure tensor in Eq. 9 is a wider interpretation of the orientation tensor, representing local signal neighborhoods that are concentrated to a k-dimensional subspace in the Fourier domain, spanned by the orthonormal basis u 1 , u 2 , · · · , u k .
For displaying purposes, glyphs are a common way to visualize a tensor field. The isometric tensor glyph in Eq. 10, can be used to represent a second order covariant tensor, which is positive semidefinite. Moreover this glyph is invariant to change of coordinate system. The size of the glyph is inversely proportional to √ λ.
In Fig. 2 a few sample patches are shown in two different coordinate systems. The bottom row is the same continuous signal sampled more densely in the vertical direction, i.e. the top row shows Cartesian tensors while the bottom row shows non-Cartesian tensors, sampled in the coordinate systemx 2 = ax 2 , with a > 1. Drawing the local structure tensor in this way implies that the local structure tensor can be interpreted as a local image metric, describing how the signal energy measure is locally distributed. The tensor glyph is then the isocurve where this measure is constant. This interpretation presumes a positive semidefinite tensor.
Tensor Estimation
In this paper quadrature filters are used to estimate the local structure tensor. Without going through the details, a quadrature filter responses is a phaseinvariant signal energy measure projected on a discrete number of directions n k . The projections, i.e. the filter responses {q 1 , q 2 , · · · , q k } (scalar values) for simple signals of single frequencies are given by Eq. 11.
A tensor estimate in arbitrary direction is then obtained Eq. 12 by linearly combine the filter responses by the use of a tensors {M
where each M ij is dual to the outer product of its corresponding filter direction n i n j .
A quadrature-based estimate of the local structure tensor is approximately phase-invariant for signals of low bandwidth, i.e. the tensor is insensitive to small shifts of the signal s. Since the tensors T, M are all elements in V * ⊗ V * , a local structure estimateT ij in a non-Cartesian coordinate system is obtained by applying quadrature filters adjusted to the new coordinate system and compute the estimate in Eq. 12 withM ij obtained by transforming M ij .
Constructing the tensor in this way is consistent with the tensor definition, if the filter responses q k are invariant to a change of coordinate system. The convolution integral in Eq. 13 reveals that q(x k ) = q(x k ) if the filter is transformed in the same way as the signal, i.e. h(
. This is not at all surprising, since a filter produce a scalar value and can be interpreted as a projection. It is however important to realize that the spatial support Ω changes, e.g. an isotropic spatial support becomes anisotropic in the warped coordinate system.
(13) Since estimators are usually defined in the frequency domain, it is desirable to translate this result to the frequency domain. If a i k is an affine transform the frequency response of the filter h(
relates to the frequency response of h(x k ) by Eq. 14.
Thus, an estimate consistent with the definition in Eq. 8 is obtained if
. But so far ignored the effect of sampling has been ignored. The limitations brought on by sampling makes it difficult to estimate a tensor, which is strictly consistent with the definition due to aliasing effects and limited resolution.
Filter Design
For a sampled signal it is enough to study the frequencies contained in U = {u : |u i | ≤ π}, since frequencies outside U can not be represented and will suffer from aliasing. A change of basis then implies that the sampling distance varies with direction and U is reshaped. In fact this phenomenon actually occurs already in the Cartesian coordinate system. To get an unbiased estimate of local structure the filters then must suppress the corners of the Fourier domain , i.e. directions in which frequencies above the Nyquist frequency ( u > π). To avoid aliasing, the Shannon sampling theorem states that a signal can be perfectly reconstructed if the signal is band-limited, in this case if the signal is contained in U. Reshaping U then might imply a limited ability to represent signals as illustrated in Fig. 3 . Restricting the transformations to be affine as in the previous section ensures that the Shannon sampling theorem is applicable for the warped coordinate system.
Another important observation is that h(x) and h(x) no longer can be the same functions, since samples are acquired at integer positions z k ∈ Z d pointing out different locations z 
Solving the optimization problem in Eq. 16 yields the spatial kernelh(x k ) with the closest fit to the desired frequency response H(ũ i ).
The weighted norm is used to favor a close fit for the most common frequencies and the regularization term is used to favor a small spatial size of the filter kernel [12] .
Experiments
The following experiment was setup to compare estimation of local structure before resampling to the more common approach where the signal first is resampled using bilinear interpolation to a geometrically correct grid from which the local structure is estimated.
The continuous simple signal s = cos(u i x i + θ) shown in Fig. 2 corrupted with additive white Gaussian noise was sampled in a coordinate system where the vertical axis was shortened a factor 2, i.e. a patch of size 17 × 9 pixels. 60000 signal neighborhoods with 2000 different orientations uniformly distributed and random phase-shift θ was used in the experiments. Two different local structure tensors were estimated for the neighborhood origin for all patches. One estimated directly in the non-Cartesian coordinate system, one estimated after resampling the patch to a spatial size of 17 × 17 pixels, i.e. a Cartesian coordinate system. As a reference a tensor was also estimated from a signal with all samples in the 17 × 17 patch available, i.e. a signal with twice the amount of information compared to the two former estimates.
Since s is a simple signal the largest eigenvector u of the tensor should correspond to the signal direction v. Measuring the root-mean-square angular error ∆ϕ rms reveals the squared deviation between v and u. Fig. 4 shows the errormeasures defined by Eq. 17 for the three different tensor estimations. It is also interesting to study how the estimate u varies with the true signal direction v calculating the angular bias ∆ϕ for all sampled signal orientations.
Estimating the dominant orientation directly in the non-Cartesian system yields a better accuracy compared to the approach where the signal is resampled prior to tensor estimation. A small bias is obtained for noise-free signals due to filter approximation errors. This bias is however very small in comparison to the bias introduced by resampled noise. It should also be mentioned that estimating the non-Cartesian tensor requires no resampling and is roughly 2 times faster due to smaller filters. 
Discussion
A framework for estimation of local structure directly from sampled signals in warped coordinate systems was presented. This approach can be advantageous in situations where resampling deteriorates signal and noise characteristics. Experiments show that for the test pattern used more accurate estimates can be obtained with less amount of processing. The presented work is also applicable to curved manifolds, provided that they are locally flat, i.e. a relatively low curvature.
Designing filters for estimating non-Cartesian local structure tensors might seem straightforward. However, it becomes more difficult to meet the contradictory demands on locality in both the spatial and the frequency domain, as the signal of interest moves closer to the Nyquist frequency it becomes harder to avoid aliasing and at the same time achieve unbiased tensor estimates.
