ABSTRACT Hybrid optical-electrical switching based data center network (HOE-DCN) has been regarded as a promising architecture for the next generation data center network (DCN). To achieve traffic optimization, the main superiority of HOE-DCN is its capability to offload the long-lived 'elephant' flows by optical interconnections, and transmit the latency-sensitive 'mice' flows by electrical switching. However, most previous works identify and schedule the flows according to a fixed flow size threshold, which can hardly handle the highly dynamic network conditions in recent DCN. In order to achieve more effective flow scheduling in HOE-DCN, in this paper, we propose Flow Splitter (FS), a deep reinforcement learning (DRL) based flow scheduler which enables HOE-DCN to make instant flow scheduling according to the runtime network conditions. To train a more effective DRL agent, we upgrade the DRL method named Deep Deterministic Policy Gradient (DDPG) and propose DDPG-FS, which is capable of learning a highperformance flow scheduling policy in the complex network environment. Through simulation, we prove that our FS can significantly improve the performance of HOE-DCN. Compared with the recent flow scheduling approaches for HOE-DCN, our FS can obviously reduce the average flow complete time of arrival flows, especially the latency-sensitive mice flows.
I. INTRODUCTION
In the age of big data, data centers (DC) have become the most important computing facilities which provide cloud servers, data analyses, and website hosting [1] - [3] . Due to the massive network traffic patterns and the huge network traffic volume in recent DCN, the network bottleneck is still a wellknown challenging problem which affects the performance of the applications running in DCN [4] . Considering the low power density, large bandwidth, and the ultra-high switching capacities of optical switching, it is highly suitable to redesign the DCN architecture and solve the network bottleneck problems based on optical switching technologies [5] , [6] . However, because the fine-grained optical switching technologies such as optical packet switching (OPS) and optical burst
The associate editor coordinating the review of this manuscript and approving it for publication was Mohamed Elhoseny. switching (OBS) are lack of feasibility (i.e. infeasibility of low-latency optical switching reconfiguration, fast optical packet analysis, and all-optical buffering technology [7] ), alloptical switching based DCN is still hard to be realized. As a result, the hybrid optical-electrical switching based DCN architectures (HOE-DCN), which take the superiorities of both optical switching and electrical packet switching, are acting as promising candidates for the next generation DCN proposals [8] - [11] .
The characteristics of the network traffic in DCN have been well studied in previous works [4] , [12] . A general statistical characteristic in network traffic is that most flows in DCN are latency-sensitive, short-lived (i.e. mice flows), while a few number of flows are low-priority, long-lived (i.e. elephant flows). Therefore, as shown in Fig. 1 , the main idea of optimizing the traffic in HOE-DCN is to offload the elephant flows by optical switching component, and schedule the mice flows into electrical switching component.
To investigate the performance of HOE-DCN, most previous works [13] , [14] use a fixed size threshold to classify the type of flows (i.e. mice or elephant), and then separately schedule them by different switching components. However, the network conditions in DCN usually show highly dynamic and time-varying properties. On one hand, although the global statistical characteristic of network traffic in DCN has been clearly studied, the traffic patterns in particular moments are still various and uncertain. On the other hand, different from the fixed electrical switching, the network topology of reconfigurable optical switching architecture may be changed over time. Therefore, distinguishing and scheduling all the arrival flows based on a fixed threshold is not an effective solution.
To fully take the advantage of HOE-DCN, it is critical to reasonably schedule the arrival flows according to the runtime network conditions. Nevertheless, designing an effective flow scheduling policy is usually difficult and timeconsuming. Because the network environment is complex and changeable, an accurate mathematic formulation for the network environment is hard to obtain. Besides, even though a well-designed flow scheduling policy is proposed, when the DCN architecture or the traffic pattern is changed, the policy would inevitably need modifications or re-designing. Fortunately, recent breakthroughs of deep learning provide a promising way to solve the flow scheduling problems in HOE-DCN. Especially, deep reinforcement learning (DRL) approach has shown its power in the field of automatic control and intelligent scheduling [15] - [19] . As a modelfree learning approach, training a DRL agent does not rely on a clear mathematic formulation about the network environment. Moreover, instead of giving a fixed mathematic solution, DRL model can continuously learn and optimize the flow scheduling policy according to the observed network state information and a given learning goal. As a result, DRL is highly suitable to solve the flow scheduling problem in HOE-DCN.
In this paper, we propose Flow Splitter (FS), a deep reinforcement learning based flow scheduler for HOE-DCN. FS is a central controller which can process fast flow scheduling according to the observed runtime network conditions. To make instant scheduling for the latency-sensitive mice flows, instead of individually scheduling each arrival flow, FS dynamically calculates a flow size threshold for each source-to-destination top-of-rack switch (ToR) pair with the help of a DRL agent. In the agent, we apply a specifically designed Deep Deterministic Policy Gradient (DDPG) method [20] , which is capable of handling continuous control problems in the complex network environment. We summarize the contributions of this paper as follows:
• A deep reinforcement learning based flow scheduler called Flow Splitter is proposed. The details of the scheduling system are introduced in our paper.
• We present how to use DDPG to solve the flow scheduling problem in HOE-DCN. We make several specific designs for DDPG model, and proposed DDPG-FS, which is capable of well handling the flow scheduling problem in the complex network environment.
• We construct a simulation platform of HOE-DCN to evaluate the performance of our FS. According to the simulation results, the average flow completion time (FCT) can be effectively reduced compared with the related methods, while the performance improvement of latency-sensitive mice flows is more significant. The rest of this paper is organized as follows: In Section II, we introduce and discuss the related works. In Section III, we analyse the flow scheduling problem in HOE-DCN, and detail the design of our FS. Then, in Section IV we introduce our DDPG-based flow scheduling approach. The simulation and the results are discussed in Section V. Finally, we conclude our work in Section VI.
II. RELATED WORKS
In order to investigate the network performance of HOE-DCN, several recent works had already made attempts to schedule the arrival flows according to their size. However, most previous works used a fixed flow size threshold to distinguish whether the type of an arrival flow is 'elephant' or 'mice'. For example, Optical Flyways [13] regarded a flow as an elephant flow if its size was greater than 1 3 of the over flows and if its duration was larger than twice of the optical switching reconfiguration time, and then offloaded these elephant flows by optical switching to investigate the effect to distributed computing framework. The work [14] used a fixed threshold (100 MB) to train a flow type classification model based on a neural network, and then separately scheduled different flows to the different switching components. In the research OSA [21] , a 10 MB threshold was set to differentiate the elephant flows from the small ones. Similar works also included [5] , [22] , [23] , where all the flow classification and scheduling approaches of the above works could be summarized as the mechanism shown in Fig. 1 . Although a fixed threshold could deal with the flow scheduling problem in HOE-DCN to some extent, it could hardly achieve an always optimal solution due to the complex and time-varying network conditions in DCNs.
Recently, deep reinforcement learning had been widely studied to solve the scheduling and control problem [24] in the field of optical network. For example, Deep-RMSA [25] successfully learned the routing, modulation and spectrum assignment based on its perception of optical network states. Moreover, several works had also been proposed to optimize the network performance in both electrical DCN and HOE-DCN. For instance, AuTO [26] provided an advanced research that leveraged DRL to handle the traffic optimization problem in electrical DCN. Although AuTO well solved the traffic automatic control in electrical switching based DCN, AuTO did not take into account the optical switching component in HOE-DCN. The work DeepConf [27] was proposed to solve the optical switching topologies management problem in HOE-DCN. However, DeepConf reconfigured the topology without considering the characteristic of the arrival flows, and directly deployed equal-cost multi-path routing (ECMP) [28] to schedule each flows.
In order to exploit the network performance of HOE-DCN and more effectively solve the flow scheduling problem in HOE-DCN, we design and propose FS, and the details are shown in the following sections. To the best of our knowledge, our work is the first trial which applies deep reinforcement learning technology to solve the flow scheduling problem in HOE-DCN.
III. THE FRAMEWORK OF FLOW SPLITTER

A. PROBLEM DESCRIPTION AND ANALYSIS
1) DCN ARCHITECTURE
The classical architecture of HOE-DCN is shown in Fig. 1 . The ToRs in HOE-DCN are connected to two independent switching components, including electrical switching component and optical switching component. The electrical switching component is expected to handle the small latency-sensitive flows, while the optical switching component is supposed to offload the large bandwidth-hunger flows. In HOE-DCN, the optical switching component between ToRs is commonly built based on optical circuit switching technology (OCS), which is usually realized by microelectromechanical systems (MEMS) and limited by: 1) At a time, one input (output) optical port can be only linked to one optical output (input) port. 2) An inevitable circuit scheduling and reconfiguration overheads (about a hundred milliseconds [14] ). In HOE-DCN, following the applied flow scheduling schema, the arrival flows will be transmitted through one of the two switching components. Note that if a flow from ToR S to ToR D is scheduled to be offloaded by optical switching, the flow has to wait for the optical resources unless S and D are already connected by OCS.
2) PROBLEM DESCRIPTION AND ANALYSIS
The purpose to design FS is to reasonably schedule the arrival flows to the different switching components of HOE-DCN, and try to optimize the complete time of the flows.
More specifically, because accelerating the long-lived flows will not significantly improve the network performance of the applications in DCN [29] - [31] , the goal of FS can be transformed to accelerating the latency-sensitive small flows with the size less than M , where M can be manually set according to the requirement of the running applications.
Due to the complex and time-varying network conditions in HOE-DCN, it is challenging to design an effective flow scheduling strategy. Therefore, instead of manually designing the strategy, we choose DRL technology to learn the optimal flow scheduling policy by itself. Nevertheless, there remain some critical problems before deploying DRL to solve the flow scheduling problem in HOE-DCN:
First, it is still impossible for DRL to make per-flow allocation for the arrival flows. According to the research [26] , the state-of-the-art deep learning frameworks (Tensorflow [32] , PyTorch [33] , etc.) can only support about 100 ms processing delay for the inference operation of a DRL agent with only 1 hidden layer. However, the most flows in DCN are small and latency-sensitive. More specifically, nearly 99% flows are smaller than 100 MB [12] , which needs about 80 ms transmitting time in a non-blocking 10 Gbps link. Therefore, if a DRL-based per-flow scheduling method is deployed, most flows in HOE-DCN have to wait for a scheduling delay which is comparable to its transmitting time, leading to performance degradation.
Second, because the network conditions in DCN are complex and various (e.g. hundreds or thousands of concurrent flows, numerous switching nodes, etc.), directly training a DRL agent is extremely difficult. Although the DRL methods are powerful, searching for an optimal scheduling policy from a nearly infinite network state space and a nearly infinite control space is still hard to realize.
In order to overcome the above problems, we carefully design our FS, and the details are introduced in the following.
B. OVERVIEW OF FLOW SPLITTER
As shown in Fig. 2 , FS works as a central controller which consists of a network state collector, a network simulator, and a DRL agent. In FS, the network state collector aims to gather the necessary runtime network state information, and then feeds the information to the network simulator and the DRL agent. The network simulator is designed to calculate the reward, which is an indispensable part for training the DRL agent. During inference process, the network simulator is disabled, and the network state collector only gathers the state information for the DRL agent to make decisions.
The key of FS is the design of the DRL agent, which aims to schedule the arrival flows according to the runtime network state. As shown in Fig. 2 , to solve the challenges discussed above, the DRL agent works with the following specific designs:
• Asynchronous threshold assignment: Instead of making the time-consuming per-flow allocation, the DRL agent periodically adjusts the flow size thresholds in the VOLUME 7, 2019 • Centralized control with distributed threshold adjustment: Although FS is a central controller, we design the DRL agent to make distributed threshold decisions. More specifically, the output of the DRL agent only determines the threshold Th for the flows with one pair of source and destination ToRs (e.g. the Th i,j is the flow size threshold for the ToR pair from i to j), and the thresholds of all the pairs are calculated by sharing one DRL agent. By this way, the difficulty for training the DRL agent becomes lower, while the complexity of the deep learning model can also be reduced. Besides, compared with a global threshold, the distributed thresholds can support a more fine-grained flows scheduling, which will definitely achieve a better performance in HOE-DCN.
• Topology-aware scheduling: Because the optical switching topology in HOE-DCN may be changed over time, it is important to take into account the optical topology information and avoid that the mice flows take a long time to wait for the optical resources. In our design, the DRL agent will directly set Th S,D as M if the ToRs S and D are not connected by OCS (e.g. the dynamical threshold table shown in Fig. 2 ). Otherwise, if S and D are already connected, the DRL agent will periodically determine the threshold Th S,D according to the related network state information. The topology information can be obtained by the network state collector.
On the basic of the above designs, our FS is capable of working as a splitter to split the arrival traffic flows, and reasonably scheduling them into one of the switching components in HOE-DCN. The details of how to train the DRL agent are introduced in Section IV.
C. WORKFLOW OF FLOW SPLITTER
As shown in Fig. 2 , once a well-trained DRL agent is obtained, the workflow of FS can be summarized as follows: 1) The network state collector periodically gathers the necessary network state information and feeds them into the DRL agent. 2) Leveraging the gathered network state, the DRL agent calculates the thresholds, and updates the threshold tables in each ToR. 3) When flows arrive, according to flow size information notified by application layer, ToR will assign the switching component for the flows based on the local threshold table. Such task can be easily realized by software-defined network (SDN) [34] switches or additional program in ToRs.
IV. DDPG-BASED THRESHOLD DECISION METHOD
The next key problem is how to train a DRL agent which maps the collected network state information to a flow size threshold. Considering that the threshold is a continuous variable, we choose Deep Deterministic Policy Gradients (DDPG) [20] as the DRL model to solve this problem.
A. DEEP DETERMINISTIC POLICY GRADIENTS
Deep Deterministic Policy Gradients (DDPG) is an off-policy model-free algorithm which relies on deep neural network (DNN) to learn state-to-action policies in a continuous action space. The main idea of DDPG is based on the deterministic policy gradient (DPG) method [35] , which uses a parameterized actor function a t = µ(s t ; w µ ) to map the state s t to the action a t , and a parameterized critic function ν(s t , a t ; w ν ) to estimate the performance of a t under s t , where w µ and w ν stand for the parameter vectors of the functions µ and ν. In DDPG, the parameterized functions are replaced by DNNs, which are named as actor network and critic network. Then, the actor function and the critic function can be represented as a t = π(s t ; θ π ) and Q(s t , a t ; θ Q ), where θ π and θ Q stand for the parameters of the DNNs π and Q respectively.
For training a DDPG model, the reward value y t (temporaldifference (TD) target) for each state-action pair can be estimated using the Bellman equation:
where the r(s t , a t ) means the real reward obtained under the state s t with an action a t , and the γ is discount factor for the future reward. After that, the θ Q of critic network can be learned and updated by the loss (TD error):
Then, in order to calculate the gradient and update the actor network, the chain rule can be applied to the expected cumulative reward J related to the actor parameters θ π :
In order to improve the stability of learning, DDPG makes time-delayed copies of the original actor and critic networks as π (s t ; θ π ) and Q (s t , a t ; θ Q ) (named as target networks) to output the target values. The parameters of the target networks are slowly updated according to the original networks following θ = τ θ + (1 − τ )θ , τ 1. Besides, for the sake of breaking the correlations in the observed training data, DDPG applies an experience replay buffer to store the state transition samples (s t , a t , r t , s t+1 ) . Then, instead of using the immediately observed samples to train the neural network, DDPG uses the random mini-batch sampled from the replay buffer to fetch more identically distributed and independent experiences for training [36] .
B. DDPG PROBLEM FORMULATION
We formulate the threshold decision problem in to a DDPG model, and carefully design the necessary parts, including state, action, and reward.
• State: The goal of our DDPG model is to decide the threshold Th for each ToR-to-ToR pair which is already connected by OCS, so we only need to take into account the key network information related to the source and the destination ToRs. • Action: The action a t,S,D is defined as choosing a flow size threshold Th S,D from 0 to M . The action is decided by our DDPG model with a given period P.
• Reward: In this problem, defining a reward is extremely hard. Denote the flows whose size is smaller than M as F m , an intuitive method is to define a reward to minimize the average FCT or the average throughput of F m . However, because the arrival flows during the time P are uncertain, an absolute value of FCT or throughput can hardly indicate whether the action a t,S,D performs well.
Algorithm 1 Training Algorithm for DDPG-FS
Initialization:
Initialize actor network π (·) and critic networks Q(·) with the parameters θ π , θ Q . Initialize the target networks π (·) and Q (·) with parameters θ π = θ π , θ Q = θ Q . Initialize the hierarchical experience replay buffer B, action period P, and the hyper-parameters a 1 , a 2 , b 1 , b 2 , c 1 , c 2 , k 1 , k 2 
Run HOE-DCN environment for 1 time step;
3:
All existing timers − = 1; Sample a mini-batch of transitions from hierarchical experience replay buffer; 18: Calculate target value y t by formula (1); 19: Update the parameters θ Q of the critic network by minimizing the loss (2); 20: Update the parameters θ π of the actor network by the sampled policy gradient computed by formula (3); 21: Update the target networks: Apply the next action a t,S,D calculated by the exploration strategy; 26: Set timer Tim S,D as P; 27: end if 28: end while VOLUME 7, 2019 As a result, in order to obtain a relative value to describe the reward, we build a network simulator (mentioned in Section III) to provide an evaluation criterion for each action. After an action (or threshold) is activated, the network simulator will be triggered to store the current network status, and then calculate the average FCT (denote as FCT sim ) of the finished F m from T S to T D during the next period P if the action is directly set as M . Meanwhile, the real FCT (denote as FCT real ) of F m from T S to T D can be obtained from the real network environment. Because DDPG is an off-policy method, calculating the FCT sim will neither affect the real running environment nor slow down the training process. Then, the reward can be represented as a relative value by comparing FCT real with FCT sim . Moreover, in order to encourage the DDPG model to explore and avoid that the model is trapped in a local optimal solution, we give a punishment to the reward under the condition C p : the action a t,S,D schedules more than k 1 flows into electrical switching when optical switching is idle (i.e. O n,S,D = 0), where k 1 is an adjustable hyper-parameter. Then, the reward can be formulated as:
According the definition of the reward, we can find that the reward will be positive only if FCT real is shorter than FCT sim , which means the action is helpful and better than scheduling all the small flows to the electrical switching component.
Finally, the state transition samples of FS can be represented as (s t,S,D , a t,S,D , r t,S,D , s t+1,S,D ).
C. SPECIFIC DESIGN FOR TRAINING DDPG MODEL
After formulating the problem into a DDPG model, during training, we find that the DNNs are still hard to converge and usually get lost in the large exploration space. Therefore, we make some specific designs to adapt the DDPG method to the flow scheduling problem. We named the modified DDPG method as DDPG-FS, and its pseudo-code is shown in Algorithm 1.
1) ACTION EXPLORATION
Traditional DDPG explores the best policy by adding a decaying random noise before applying the action calculated by actor network, i.e. a t = π (s t ; θ π ) + 0 · η, where 0 ∈ (0, 1) is the decay parameter and η stands for the random noise. This exploration method can hardly work well when the state and action spaces are both complicated, especially in the network environment. As a result, we attempt to design a better exploration strategy to guide the exploration process.
The main idea of our exploration strategy is to make full use of the idle network resources in HOE-DCN. Therefore, if the observed state indicates that one of the switching components obviously has more idle network resources for a pair of source and destination ToRs, we let the DRL agent try to assign the idle switching component to offload more traffic flows. Besides, if the network traffic taken by electrical and optical switching components is similar, the threshold should be explored in the size range where the most flows are distributed in. Following the idea above, we defined the action exploration result Th Exp as:
In this formula, U (·) stands for the uniform distribution, k 2 is the hyper-parameter to judge whether one of the switching component is much idle than the other one, and the a 1 , a 2 , b 1 , b 2 , c 1 , c 2 are the hyper-parameters which determine the exploring size range for the action under different conditions (i.e. optical switching component is more idle, electrical switching component is more idle, or the traffic load of two switching components are similar).
After obtaining the Th Exp , given a decaying exploration parameter ∈ (0, 1), the DRL agent outputs Th S,D as Th Exp + ·η with probability , otherwise outputs π (s t,S,D ; θ π )+ ·η with probability 1 − (line 6, 25 in Algorithm 1).
2) HIERARCHICAL EXPERIENCE REPLAY BUFFER
Because the state space and the action space are huge, the meaningful experiences for training are rare and hard to obtain. Therefore, the useless experiences may take a large proportion in experience buffer, leading to difficulty for the DDPG model to obtain an optimal policy. As a result, we design a hierarchical experience replay buffer to replace the traditional replay buffer.
As shown in Fig. 3(c) , after calculating the reward, the state transition samples will be stored to different buffers (called positive buffer, negative and ordinary buffer) according to the value of r t,S,D . Besides, instead of using the random sampling method in traditional DDPG, our training process samples 50%, 25%, 25% of the training batch size from the positive buffer, negative and ordinary buffer, respectively (line 17 in Algorithm 1). By this way, the DRL agent is enabled to sample more instructive and meaningful experiences, so the DDPG model can be effectively trained and finally find the optimal flow scheduling policy.
V. SIMULATION AND PERFORMANCE EVALUATION
In order to evaluate the performance of FS, we build a simulation platform of HOE-DCN and implement FS in it.
A. SIMULATION SETUP
Because there are usually several hundreds of thousands of flows coexisting in DCN, it is too time-consuming and complicated for a packet-level simulation to process network analysis. Therefore, we construct a flow-level simulation following the widely used TCP additive-increase/ multiplicative-decrease (AIMD) protocol. Our simulation runs based on discrete time ticks i, where each tick stands for 100 us (one round trip time (RTT) of typical data center is about 100 us [37] ) of running time. Consider that the TCP maximum segment size (MSS) is 1500 Bytes, based on the AIMD, the data rate R of each new flow will start at 1500B/100us = 15MBps, and increase over time by R = 15MBps * 2 i . Once there is any link of the path of a flow has no more available bandwidth, the data rate of the flow will decrease by half and then increase for each time ticks i by R = R + 15MBps. The network simulator in FS (shown in Fig. 2 ) works by the same way. The similar simulation method has also been used in [14] , [38] , [39] . we build our simulation by python, and we employ NetworkX [40] for graph operations and analyses.
In our simulation, the architecture of HOE-DCN is similar with Fig. 1 . There are 10 ToRs included in HOE-DCN, and the bandwidth of both the electrical and optical links is set as 10 Gbps. There are 3 optical transceivers equipped on each ToR. Similar to the works [41] - [43] , we use one non-blocking switch to model the entire data center fabric of the electrical switching component. For the OCS in optical switching component, we use one MEMS to connect to all the optical transceivers in HOE-DCN. For optical topology reconfiguration strategy, we directly use the first in first out (FIFO) method, which means that the first arrival flow assigned to the optical switching component has higher priority to occupy the optical resources. The optical topology reconfiguration overhead of MEMS is set as 100 ms.
Our simulation only takes into account the inter-ToR level communication and ignores the intra-ToR traffic. Following the DCN traffic distribution described in [12] , we determine the size of flow demands by Pareto distribution with x m = 12.5 MB and α = 1.111, which provides a nearly 125 MB mean size for the generated flows. We use Poisson distribution to control the arrival interval of flow demands. Given the total network bandwidth capacity of HOE-DCN, we adjust the λ in the Poisson distribution to reflect whether the HOE-DCN is busy, aiming to adjust the global traffic load of HOE-DCN and investigate the performance of FS under different load. The load of HOE-DCN is defined as: load = mean size of the flows * λ total transmitting capacity of ToRs .
Note that the generated traffic flows for training and evaluation are different. For the implementation of the DRL agent, the details of the actor and critic networks are shown in Fig. 3(a)(b) . In order to train our agent in a more variant environment and obtain more meaningful experience, we train our agent in a simulation environment of HOE-DCN with the network load from 0.6 to 0.8. The training is based on the tensorflow 1.5.0, running on a server with CPU E5-2640 2.4GHz and GPU P100 for 3000 epochs (the number of iterations in Algorithm 1). We set M as the size value which is larger than 95% of the generated flows (M is about 170MB in our simulation). The DRL agent makes decision for every 1 second (i.e. P = 1s), and the length of the time step for training is set as 100 us. For the hyperparameters in our simulation, we empirically set
B. BASELINE METHODS
We use the following baseline methods to compare with our DDPG-FS:
• Fixed threshold: This baseline stands for the most of recent works, such as [13] , [14] , [22] , which use a fixed size threshold to schedule the mice and elephant flows in HOE-DCN. We evaluate the performance when the threshold is set as M MB (marked as Fixed 95%). Following this method, all the flows with the size less than M MB will be offloaded by electrical switching, while the flows whose size are large than M MB will be transmitted by OCS. • On-demand bandwidth utilization maximization:
To fairly compare the performance, we design a new heuristic method called on-demand bandwidth utilization maximization (OD-BUM), which takes into account both the topology changes and the traffic load balancing. In this method, in order the guarantee the network resource for small flows, when T S and T D are not connected by OCS, the flow size threshold will be set as M .
If T S and T D are already connected by OCS, the flows with the size less than M MB will be scheduled to the switching component which is carrying less traffic demand. In our simulation, we calculate the traffic demand of each switching component by monitoring its bottleneck link from T S to T D .
• Traditional DDPG: To study the superiority of DDPG-FS, we also make a comparison with the original DDPG. We directly train a DDPG model with the same conditions but without any specific designs, and then evaluate its performance.
C. SIMULATION RESULTS AND DISCUSSION
To obtain the results, we implement different methods and run our simulation environment for 10 minutes of simulation time under different load (e.g. about 150,000 flows arrive during 10 minutes when load is 0.6).
1) AVERAGE FLOW COMPLETION TIME
We firstly investigate the average FCT of the small flows. The average FCT of the flows with size under M (95% of flows) is shown in Fig. 4(a) . When the network load is low, HOE-DCN has sufficient network resources to offload the traffic demands, so the FCT results of different methods are similar. With the growth of traffic load, the results show different trend. Because a fixed threshold cannot adapt to the dynamic network changes in HOE-DCN, the Fixed 95% method shows the worst performance in our simulation. To solve this problem and improve the performance of HOE-DCN, an intuitive way is to design heuristic methods to schedule the flows according to the runtime network conditions. For example, as shown in Fig. 4(a) , our OD-BUM method significantly reduces the average FCT compared with the Fixed 95% method. However, although such kinds of heuristic methods can improve the network performance to some extent, they can hardly capture the essence of the flow scheduling problem in the complicated network environment of HOE-DCN. Different from the baseline methods above, our DDPG-FS is a self-adapting method which tries to learn an optimal flow scheduling policy under the high time-varying and dynamic network conditions in HOE-DCN. From the results shown in Fig. 4(a) , we can clearly find that our DDPG-FS outperforms all the other methods and achieves shortest average FCT under all the network load. However, the performance of traditional DDPG is disappointing. Due to the complexity of the network environment, the traditional DDPG may get lost in the near infinity searching space. In Table 1 we list the more specific results of average 95% FCT reduction when the load of HOE-DCN is heavy (from 0.6 to 0.9). Our DDPG-FS achieves up to 76.5% average FCT reduction compared with previous fixed-threshold-based method, and reduces 46.4% of average FCT compared with OD-BUM heuristic method. Besides, compared with tradition DDPG method, our DDPG-FS also achieves up to 63.4% average FCT reduction.
Although the goal of FS is to optimize the flows with size under M , we further investigate the global performance of all the arrival flows in HOE-DCN. Because there may exist several huge background flows which can hardly be finished during the simulation time, we only record the completed flows. The average FCT of all the flows are shown in Fig. 4 (b) , in which we can find that the trend of the results is similar with Fig. 4 (a) . Although the performance improvement of DDPG-FS is not as prominent as the 95% small flows, our DDPG-FS still achieves the shortest average FCT compared with the other methods.
2) HOE-DCN PERFORMANCE INVESTIGATION
In order to study how our DDPG-FS affect the performance of whole HOE-DCN, some additional information is monitored during simulation.
In the simulation with network load 0.8, we sample the total running flows once a second. From the results shown in Fig. 5 (a) , we can find that the running flows with our DDPG-FS obviously stay fewer compared with the other methods. The reason is that because our DDPG-FS can effectively schedule the arrival flows, the latency-sensitive small flows can be finished more quickly. As a result, the overall average FCT can be reduced, and the flow offloading capacity of HOE-DCN can also be promoted.
Because the optimization goal of DDPG-FS is to accelerate the latency-sensitive small flows, the transmission and the stability of large flows may somehow be affected. Besides, the global throughput of HOE-DCN may also be influenced to some extent. Therefore, we study the total traffic sent and the total completed flows under our DDPG-FS. As the relative results shown in Fig. 5 (b) , in which we regard the results of Fixed 95% as 1, and normalize the results of DDPG-FS. We find that our DDPG-FS only causes slight throughput performance degradation. When the network load turns heavier, the throughput degradation becomes larger, but the degradation is still less than 1%, which is acceptable compared with the advantages of DDPG-FS. From the results of total completed flows shown in Fig. 5 (b) , we can observe that the number of completed flows is improved due to the effective flow scheduling policy learned by DDPG-FS.
3) TRAINING EFFECT DISCUSSION
In order to investigate the learning process of DRL methods, we record the reward of traditional DDPG and our DDPG-FG during the training process. As shown in Fig. 6 , our DDPG-FS can gradually optimize its policy and obtain more reward. Because the flow traces fed into HOE-DCN environment repeat over time, the growth of the reward of our DDPG-FS show periodical property. To more clearly explain the training process, in Fig. 6 we also present the moving average (MA) of the reward. From the MA results we can find that our DDPG-FS converges when epoch is around 2500. Compared with the tradition DDPG which loses its learning direction in the complex network environment, our DDPG-FS is capable of well adapting itself to the complex network conditions and finally getting an optimal flow scheduling policy to gather more reward. VOLUME 7, 2019 Moreover, note that although our DDPG-FS is trained under the load from 0.6 to 0.8, when the network load changes, it still works well and achieves the best performance compared with other methods (as shown in Fig. 4) . As a result, our DDPG-FS can well handle the flow scheduling problem even though the HOE-DCN encounters various changes.
VI. CONCLUSION
In this paper, in order to handle the flow scheduling problem in HOE-DCN, we proposed Flow Splitter, a deep reinforcement learning based flow schedular. With the help of FS, the ToRs in HOE-DCN are capable of making instant flow scheduling according to the local threshold tables. We carefully design the training process of the DRL agent in FS, and propose DDPG-FS to handle the complex flow scheduling problem under the highly time-varying and dynamic network conditions in HOE-DCN. Through simulation, we prove the outstanding performance of DDPG-FS compared with other related methods. Based on FS, not only the transmission of latency-sensitive small flows can be significantly accelerated, but also the flow offloading capacity of HOE-DCN can be improved. Our future works include further improving the performance of FS, and modifying the FS to enhance the application-level performance in HOE-DCN. His research interests include optical packet/burst switching networks, network architecture and simulation, all-optical signal processing, optical time-domain multiplexing, high-speed optical transmission systems, nonlinear fiber optics, and high-speed optoelectronic devices. VOLUME 7, 2019 
