The field of sparse and redundant representations has evolved tremendously over the last decade or so. In this short series of lectures, we intend to cover this progress through its various aspects: theoretical claims, numerical problems (and solutions), and lastly, applications, focusing on tasks in image processing.
to zero. This model is used for compression by discarding the non-dominant components, thus using much fewer numbers for representing the image. While simple and relatively effective, one immediately sees potential failures of this model, and ways to further improve it.
We therefore turn our attention to the model of "Sparse and Redundant Representations" and example-based methods, which will be the focus of this booklet (and corresponding course). This model has many "fathers", drawing from various areas of research, such as signal processing (Wavelet theory, multi-scale analysis, signal transforms), machine learning, Mathematics (approximation theory, linear algebra, optimization theory) and more. We will see that it can be applied to various applications, such as blind source separation, compression, denoising, inpainting, demosaicing, super-resolution and more.
What is this model all about? Let us focus on the task of representing signals, which are 8×8 patches of images, as done above. We shall assume that a dictionary of such image patches is given to us, containing 256 atom-images, each of which is also 8 × 8. The Sparseland model assumption is that every image patch from the family of interest could be constructed as a linear combination of few atoms from the dictionary.
To represent a signal of length 64, this model uses 256 numbers, and therefore it is redundant. However, of these 256 all but few are zero, and therefore the model is sparse. Effectively, if there are 3 atoms involved in the found combination, only 6 numbers are needed to accurately represent the signal using this model -the three locations of the non-zeros, and their values.
While this model sounds near-trivial, it raises several very difficult questions. Given an image patch, can we find what atoms it was built from? Given a set of patches, how should we get the dictionary for them? Is this model applicable to various signals? The first question is problematic, as crunching the numbers indicates that a search through every possible combination is unlikely to finish any time soon, even for low-dimensional problems. However, several approximation algorithms have been proposed, with surprising guarantees on their performance.
The first two lectures will focus on such algorithms and their theoretical analysis. The third lecture will discuss how this model and theoretical foundations are brought to the realm of image processing. The second question can be addressed by learning the dictionary from a large collection of signals. Such algorithms have been developed in the past several years, and will be discussed in the fourth lecture. The last question is yet to be answered from a theoretical point of view, but empirically, this model is extremely effective in representing different sources of signals and in various problems, leading to state of the art results, which will be demonstrated in the fifth and final lecture.
Having answered the above three important questions positively, we are now ready to dive into the wonderful world of sparse and redundant representation modelling of images, or Sparseland. For extensive coverage of this area, the reader is encouraged to turn to my book: Introduction to sparse approximationsalgorithms
Motivation and the sparse-coding problem
We start our journey with a pure linear algebra point of view, and specifically by considering a linear under-determined set of equations,
In order to simplify the following developments, we will assume that the columns of D are (ℓ 2 ) normalized. Now, as for terminology used: We shall refer hereafter to x as a signal to be processed, and α will stand for its representation. The matrix D will be referred to as the dictionary, and its columns will be called atoms.
Assuming D is full rank, there is an infinite number of solutions to this equation. In engineering, such a situation is unacceptable, since we aim to get a single solution to our problems. In order to be able to choose the "best" single solution, we require some quality measure J (α) that basically ranks the solutions based on some measure, this way choosing the solution that solves the problem Of course, the natural question is how to select J properly. In engineering, the most common answer is some quadratic term J(α) = Bα 2 2 , as it is easy to minimize, having a closed form solution. When chosen as a non-quadratic term, J is preferred to be convex in order to ensure the existence of a unique global minimum to the above problem. Of course, in many cases such choices are not aligned with our needs, as we shall see next.
In these lectures we are interested in cases when α is sparse. In order to gain a mathematical intuition, we consider the general ℓ p -norm, J(α) = α p p . This expression sums the absolute entries of the vector α after being raised to a power p. Note that when p drops below 1 it is no longer a norm, but we shall disregard this technicality.
When p goes below 1 and approaches zero, the function |α i | p resembles the indicator function, being 1 for every α i = 0, and 0 for α i = 0. Effectively, we define the ℓ 0 -norm, as a function counting the number of non-zeros in α and denote it by α 0 0 . While ℓ 0 is definitely not a norm, we will abuse this notation for simplicity. We also define the term Support as the locations of non-zeros in α. We therefore write the minimization problem (P 0 ): In many cases our system might contain noise, and we cannot expect a perfect solution to the linear system Dα = x. Instead, we require some proximity between Dα and x, arriving at the following alternative problem: where ǫ is closely related to the properties of the noise. We will be seeing this minimization problem many times during the course. In order to understand the complexity of the above defined problem, let us propose a method to perform this minimization in a direct way. Set L = 1, and consider all supports {S i } If the result LS error is below the threshold ǫ, than we have found a solution and can terminate. If none of the supports yields a solution with an error below the threshold, L should be incremented and the process should be repeated.
Taking a nominal case where k = 2000, and a known support size L = 15 (so searching the value of L is not needed), and requiring a mere 1 nano-second for each LS operation, solving just one problem will take about 7.5 · 10 20 years. This is due to the exponential nature of the problem. Indeed, the problem posed in Equation (1.4) is known to be NP-Hard [41] . This limitation leads us to seek approximation algorithms for these two problems, (P 0 ) and (P ǫ 0 ). There are two main approaches to approximate the solution to the problem posed in Equation (1.4), which we will explore in this lecture. The first approach is the greedy family of methods, where we attempt to build the solution one non-zero at a time. The second approach is the relaxation methods, which attempt to solve the problem by smoothing the ℓ 0 -norm and using continuous optimization techniques. All these techniques that aim to approximate the solution of the problem posed in Equation (1.4) are commonly referred to as pursuit algorithms.
While this lecture will be devoted to the various approximation algorithms, the next lecture will discuss in depth the quality of the estimations they provide. The second lecture will also discuss conditions that should be met in order to ensure that (P 0 ) has a unique solution, and (P ǫ 0 ) has a stable solution (as we shall see, we will not be able to require uniqueness due to the noise).
Greedy algorithms
Our first journey into approximation algorithms will deal with the family of greedy algorithms. These algorithms attempt to build the support of α one non-zero element at a time. There is a variety of greedy techniques -see [22, 3, 9, 38, 40, 42] for more details.
The most basic of algorithm is the Matching Pursuit (MP). This is an iterative algorithm that starts by finding the one atom that best describes the input signal, i.e., finding the indexî = arg min i min c ||x − c · d i || Then, at each iteration, the one atom that best describes the residual is added to the support, with the appropriate coefficient contributing to reducing the residual the most. This process is repeated until the norm of the threshold drops below the given threshold. Note that the same atom may be added to the support several times -in such cases, its corresponding coefficient is aggregated.
The Orthogonal Matching Pursuit (OMP) is an improvement of the MP. The OMP re-computes the set of coefficients for the entire support each time an atom is added to the support. This stage speeds up the convergence rate, as well as insures that once an atom has been added to the support, it will not be selected again. This is a result of the LS stage, making the residual orthogonal to all atoms in the chosen support.
A further improvement to the OMP observes that the atom selection stage does not completely correspond to the objective of reducing the residual (because of the LS stage). Therefore, this version suggests to select the atom that will best reduce the residual after the LS stage. This method is accordingly known as LS-OMP. While LS-OMP seems to require more computations, there are some numerical short-cuts to employ, which bring the efficiency of this method very close to that of the OMP.
While improving the results of the MP, both the OMP and the LS-OMP require more complex implementations and more calculations. The other direction, of simplifying the MP, has been attempted too, with the goal of reducing the amount of computations needed at each stage. The Weak-MP is born from the observation that in the MP, it is probably not necessary to find the atom that most reduces the residual, but an atom that can come close to this performance might do as well. As a result, the atoms are scanned in order, and as soon as an atom is found to reduce the residual by some threshold (or beyond), it is added to the support and the iteration ends.
A further simplification can be obtained by avoiding the search at each stage completely, and instead determine the order in which atoms are to be added in advance. Such an algorithm is called the Thresholding algorithm. In this method, the inner product between the signal and all the atoms are computed, and then sorted in descending order of magnitude. This order determines the order in which atoms will be added to the support. At each iteration, the next atom is added to the support, and LS over the support is carried out to best represent the signal (this can be done using recursive least-squares, which avoids a direct matrix inversion). As soon as the norm of the residual drops below the given threshold, the process terminates.
Relaxation algorithms
In the previous section we reviewed the greedy algorithms, which attempt to construct the support one atom at a time. Now it is time to turn to relaxation methods, that smooth the ℓ 0 -norm and solve the alternative obtained problem using classical methods from continuous optimization [22, 3] .
One natural way to do this is to replace the α 0 0 penalty with the expression
, and observe that as β → ∞, this term better approximates the ℓ 0 norm. Therefore, it is possible to approximate the ℓ 0 solution by optimizing for a small value of β, and increase the value of β every few iterations.
An alternative is to "convexise" the ℓ 0 -norm, which brings us to the Basis Pursuit (BP) algorithm [7] . In this algorithm, the ℓ 0 -norm is simply replaced by the ℓ 1 -norm, leading to the optimization problem
with the hope that the solution of this optimization problem is close to the solution of the original one. This problem can be formulated as linear programming for the exact case (ǫ = 0), and quadratic programming for the general case. For this task, several types of efficient solvers can be employed, such as Interior Point methods [33] , Least-Angle-Regression (LARS) [20] and Iterative Shrinkage [8, 21, 24, 25, 26, 27] .
Another interesting option for handling the problem formed above (either (1.4) or (1.5)), is the Iterative Reweighted Least-Squares (IRLS). Before explaining this algorithm, we slightly change the formulation of the problem. Instead of enforcing the constraint Dα − x 2 ≤ ǫ, we now insert it into the optimization problem:
with λ balancing the effects of both terms. A proper choice of λ makes the two formulations equivalent. Notice that our formulation uses the ℓ p -norm, thus covering both cases posed in Equations (1.4) or (1.5). Now, let us re-write the first term:
Based on this, we can suggest an iterative optimization scheme in which we freeze A (α), and minimize for α:
This is a quadratic term, and as such, it is easy to minimize. In the following step, we freeze α j+1 and compute A (α j+1 ), and so on, until the solution converges. More on the IRLS (sometimes called FOCUSS) can be found in [28] . In the previously described algorithm, our only demand of the residual is that its norm is bounded. However, in the general case, we expect the residual not only to be bounded, but we also expect it to look like noise. In other words, we expect the residual to show low correlation with any of the atoms in the dictionary. This observation leads to the formulation of the Dantzig Selector (DS) [6] :
Interestingly, this is a linear programming task even in the noisy case (unlike the BP, which leads to a quadratic programming problem in the noisy case), and therefore a wide range of tools can be used for solving it. Simulations comparing the performance of the DS with those of the BP (see [22] ) show that these two algorithm perform (on average) at the same level. It is well known that in the unitary case, the two are perfectly equivalent.
A closer look at the unitary case
What happens in the special case where the dictionary D is unitary, i.e., D T D = I (the dictionary is of course not redundant in such a case)? Starting from the problems posed in Equations (1.4) and (1.5), let us write a more general optimization goal,
where we use a general function ρ (α) = k j=1 ρ(α j ) measuring the "quality" of the solution. This could be the ℓ 0 pseudo-norm, the ℓ 1 -norm or any other separable choice of penalty. Exploiting the fact that D is unitary, we get
(1.11)
The first transition employed the unitary property, DD T = I. The second is done by denoting β = D T x. The last transition is due to the fact that the ℓ 2 -norm is invariant to a unitary transformation. Since ρ() works on each entry of α independently, we can finally write
which indicates that this problem is separated into k easy to solve scalar optimization problems.
As the problem becomes a set of independent 1-D problems, it is possible to compute the outputα for any input value of β, effectively forming a lookup table. Plotting this graph generally looks like a shrinkage curve 1 that nulls the small entries and the large ones intact. Of course, such a graph can be created for any penalty function ρ and value λ.
4.1. ℓ 0 and greedy algorithms for unitary dictionaries When working with the ℓ 0 , the function ρ is the indicator function, ρ(α j ) = |α j | 0 . Therefore, the independent optimization problem to solve is
This is a very simple task -there are only two logical options for the value of α j . Either α j = β i , paying λ for the second term, or α j = 0, and paying 1 2 β 2 j in the first term. Any other value will result in a necessarily larger penalty.
Therefore, the shrinkage curve for this case is very simple. For |β| < √ 2λ, we choose α = 0, while for |β| ≥ √ 2λ, we choose α = β. Therefore, this method is known as Hard-Thresholding, as any coefficient below the threshold √ 2 · λ is set to zero, while every coefficient above this threshold remains untouched. This solution is the global minimizer of the problem we tackled.
It is possible to show that when the dictionary is unitary, all the greedy algorithms we have seen (thresholding, OMP, LS-OMP, weak-OMP, MP) obtain the exact solution, which is the one obtained by the hard-thresholding algorithm described here. Just to illustrate this, the thresholding algorithm will compute D T x, and work on the coefficients in descending order of magnitude. The amount of atoms it will choose is exactly those that the hard-thresholding will leave intact, 1 The name comes from the fact that the resulting value ofα is always smaller or equal to the input β.
i.e., the amount of atoms above the threshold. The OMP does the same, simply choosing one atom at a time. Since the dictionary is unitary, adding another atom to the support does not effect the inner products of the residual with the remaining atoms.
Relaxation algorithms for unitary dictionaries
The basis pursuit uses the ℓ 1 -norm as a penalty on α. In the unitary case, this leads to separate optimization problem of the form
Analyzing this problem, it turns out that the solution becomes
The curve this solution implies is known as soft-thresholding, as when the coefficient is above the threshold it does not remain the same (as in the hard-thresholding), but is made smaller instead.
The Dantzig Selector tries to solve an alternative problem (1.9). When we use the unitary property, it becomeŝ
where in the first transition we used D T D = I, which is the unitarity property, and in the second transition simply re-introduced the notation of β. The last step results in K independent optimization problems of the form:
It is not difficult to see that the solution of this optimization problem is exactly identical to the solution offered for the BP algorithm in (1.15). The conclusion is that BP and DS are exactly identical when the dictionary is unitary, and both of them can be solved using a closed-form formula for each of the coefficients (such that they do not require a complex optimization procedure).
Unitary dictionaries -summary
We have seen that when the dictionary is unitary, both families of algorithms enjoy a simple closed-form solution. Given the signal x, multiply it by the dictionary to obtain a vector of coefficients β = D T x. On each of the coefficients, apply independently a Look-Up Table operation with a shape that depends on ρ and λ, and this results in the vector of coefficientsα. This simple procedure yields the global optimum of f (α), even if f itself is not convex. This leads to the obvious question -can this be used to gain an insight to the general case, when the dictionary is non-unitary? Can we use it to construct simpler, more effective algorithms for such cases? In the 4th lecture we will see a family of algorithms doing exactly that.
Introduction to sparse approximations -theory
This lecture deals with the theory of sparse approximations. We will start by defining several properties of dictionaries -the Spark, the Mutual-Coherence, and the Restricted Isometry Property (RIP). We will then show theoretical guarantees for the uniqueness of the solution for (P 0 ), and show the equivalence of MP and BP for the exact case. We will then continue with the discussion of (P ǫ 0 ), and show theoretical guarantees on the stability of the solution. Finally, we will mention briefly results related to near-oracle performance of pursuit techniques in the noisy case.
Dictionary properties
The purpose of this section is finding ways to characterize the dictionary D, in order for us to be able to make claims about the conditions under which pursuit algorithms are guaranteed to succeed. Ideally, we would like these bounds to be tight, and the characterizations easy to compute. As we will see, this is not necessarily the case.
The matrix spark
The Spark was defined by Donoho & Elad [14] (similar definitions have been made in tensor decomposition by Kruskal [34, 35] as well as in coding theory): The rank of this matrix is 4, the maximal number of independent columns (e.g., the first four columns). The Spark of this matrix is 3: one column could only be linearly dependent if it is the zero vector; Any two columns in this dictionary are linearly independent; There is a group of three columns -the first, second and last -that are linearly dependent. Therefore, σ (D) = 3.
It is easy to observe that for a dictionary D n×k , the Spark satisfies 1 ≤ σ ≤ n + 1. Also, if for some non-trivial vector v it exists that Dv = 0, than is is certain that v 0 0 ≥ σ, since the support of v constitutes a linearly dependent set of atoms. Since the smallest possible such set is σ, the support of v also contains at least σ atoms. For this definition, we assume that the columns of D are normalized. The Mutual-Coherence measures the maximal similarity (or anti-similarity) between two columns on the dictionary. Therefore, its value ranges between 0 (an orthonormal basis) and 1 (when there are two identical atoms). As we will see later, a large mutual coherence is bad news for our algorithms, as the algorithms are likely to confuse between the two atoms. Proof. Let us consider a group of columns S from D, and compute its subGram matrix. We know that these columns are independent, if this matrix is positive definite. From the Gershgorin's disk theorem, we know that the matrix will be positive definite if it is diagonally dominant.
The Mutual-Coherence bounds any off-diagonal element by M , while the diagonal elements are all 1. Therefore, the matrix is diagonally dominant if (S − 1) M < 1. As long as S < 1 + 1/M , any group of S columns are independent. Therefore, the minimal number of columns that could be dependent is S = 1 + 1/M , and this is exactly the claimed result.
1.3.1. Grassmanian Frames. We now turn to deal with the following question: For a general matrix D n×k , with k > n, what is the best (smallest) Mutual-Coherence we can hope for? Obviously, it can't be zero, as that would mean that there are k columns that are orthogonal, and that is not possible when their length is n. It turns out that
with the second step using the substitution k = ρn, and the approximation is true for small values of ρ (e.g., 2,3). We will omit the proof, and only state that this question is closely related to questions about packing vectors in the n-dimensional space in the most spacious ways. As an example, for a matrix with n = 50 rows and k = 100 columns, the minimal possible coherence is roughly 0.1. Can matrices achieving this bound be found in practice? The answer is yes, and this family of matrices is known as Grassmanian Frames [49] . The prevailing property of these frames is that the off-diagonal elements in their Gram-matrices all have the same magnitude. They are difficult to built, and a numerical algorithm by Tropp has been developed for their construction [52] . It is important to note, however, that for some pairs of n and k such frames do not exist.
The restricted isometry property Definition 2.3 (Restricted Isometry Property)
. Given a matrix D, consider all s-sparse vectors α, and find the smallest value δ s that satisfies
D is then said to have an s-RIP with a constant δ s .
What is the meaning of this definition? Dα combines linearly atoms from D. The RIP suggests that every such group of s atoms behaves like an isometry, i.e., does not considerably change the length of the vector it operates on.
As an example, when D is unitary, the length does not change for any s. Therefore, δ s (D) = 0, for every s. In this sense, the RIP asks how close is D to a unitary matrix, when considering multiplications by s-sparse vectors.
The RIP and the mutual coherence
Let us denote D S as the sub-matrix of D containing only the columns in the support S, and similarly, α S as containing only the non-zeros in α, so D S α S = Dα. Using this terminology, the RIP property states that
On the other hand, from an eigenvalue perspective, we know that
From the Gershgorin's theorem we already know that
and finally, we see that
1.6. The RIP and the spark Suppose that the Spark of D is known to be σ. Then, for s = σ, there is at least one vector α of cardinality s such that Dα = 0, therefore indicating that δ σ = 1. Furthermore, for any value of s < σ, it follows that δ s < 1.
1.7.
Computing the spark, the MC and the RIP Summarizing the discussion so far, we consider the question of computing the above described properties. The Spark requires going through each and every support and checking for linear dependence. Thus, it is impossible to compute in general as it is combinatorial. There is an exception, however, as a random iid matrix has a full Spark of (n + 1).
The RIP similarly has to scan all supports, and is therefore also impossible to compute in practice. There is also an exception here as well, in the case of a random Gaussian matrix, the RIP can be bounded (with high probability) by
The C is a coefficient controlling the probability -as the required confidence grows, so does the constant C, making the bound less tight.
Fortunately, the Mutual Coherence is very easy to compute, as we have seen -it only requires computing the Gram matrix, and scanning all elements in it. Unfortunately, as this measure only quantifies pairs of atoms, it is also the weakest of the three measures.
Lastly, it is important to note that all of the measures introduced are of worstcase nature, and as such lead to worse-case performance analysis of algorithms. For example, it is enough that the dictionary contains a duplicate atom to set the Mutual Coherence to 1. The rest of the dictionary can behave perfectly, but that will be unknown to the coherence. The Spark and the RIP will also suffer in such a case in a similar fashion. Different types of measures are needed for average-case performance analysis, but such measures are still very much missing.
Theoretical guarantees -uniqueness for P 0
After the introduction of some tools to be used, we now turn to the first problem of interest. Suppose Alice holds a dictionary D, and generates some sparse vector of coefficients α. Multiplying the two, Alice generates the signal x = Dα. Then, Alice contacts her friend, Bob, and gives him the dictionary D and the vector x, and asks him to find the vector α she had used.
Bob knows that α is sparse, and so he sets out to seek the sparsest possible solution of the system Dα = x, namely, solve the optimization problem
For the time being, we shall assume that Bob can actually solve this problem exactly (we have seen in the first lecture that this is generally NP-hard, and therefore impossible in practice). The question we want to ask is if (or when) can we expect thatα = α. It might turn our thatα is even sparser than the original α. This is essentially the question of uniqueness -what properties must α and the dictionary D have so that α is the sparsest vector to create x? The answer turns out to be quite simple [14] : Proof. Suppose we have found two candidate solutions α 1 and α 2 to the linear system of equations Dα = x, leading to Dα 1 = Dα 2 and D (α 1 − α 2 ) = 0. From the Spark property, the cardinality of any vector v that satisfied Dv = 0 is at least the Spark, indicating that
We can also observe that (2.4)
0 . This property can be understood by analyzing the supports of both vectors. If there is no overlap in their supports, then the equality holds. If there is an overlap, and two terms in the overlap happen to cancel each other exactly, then the resulting support is smaller than the sum of sizes of the two supports. We can refer to this property as some sort of triangle inequality of the ℓ 0 , even though it is not actually a norm.
Combining the two inequalities, it turns out that the sum of cardinalities of both vectors is at least the Spark, (2.5)
0 ≥ σ. This can be viewed as an uncertainty principle -two solutions cannot be jointly very sparse. If one solution is indeed sparse, the other must be non-sparse. The uncertainty principle implies that if we have found a solution α 1 with cardinality less than half the Spark, i.e., α 1 < σ/2, than every other solution α 2 must have a cardinality of more than half the Spark, in order to fulfill the requirement that
Therefore, α is sparser than any other solution, and indeed, the sparsest solution.
It directly follows that if Alice chose α such that α 0 0 < σ/2, than it is the sparsest solution to Dα = x, and therefore Bob will recover it exactly.
Equivalence of the MP and BP for the exact case
Now we turn to walk in Bob's shoes. We have seen that Bob's task is impossible to solve directly, and therefore he has to turn to approximation algorithms, such as Orthogonal Matching Pursuit (OMP)-, Basis Pursuit (BP), etc. The question we ask now is: Is there any hope that any of these algorithms will actually recover the exact solution? Surprisingly, we will see that under some conditions, these algorithms are guaranteed to succeed.
Analysis of the OMP
Recall the OMP algorithm, introduced in lecture 1. To make our life easier, we assume that the s non-zero locations in α are in the first s locations. Furthermore, we assume that these coefficients are sorted in decreasing order of magnitude, with
This assumption does not effect the generality of our claims, as we can achieve this structure by reordering the columns of D and the locations of the non-zeros in α. The re-structured problem remains equivalent to the original one.
We now ask ourselves what conditions are needed for the first OMP step to succeed, i.e., that the first atom added to the support is an atom in the true support (one of the first s atoms)? Since the OMP selects the atom with the largest magnitude inner-product, the first step succeeds if (2.6)
This condition guarantees that the atom selection will prefer the first atom to any atom atom outside the support, and thus guarantees that an atom in the true support is chosen. It may happen that another atom in the true support is chosen instead of the first, but this is also considered as a success. Therefore, the question we want to answer is when does the condition (2.6) hold. In order to find out under what conditions this inequality is satisfied, we lower bound the left-hand-side (LHS), and upper bound the right-hand-side(RHS). We will then find the conditions for the bound on the LHS still being greater than the upper bound of the RHS, thus fulfilling the original inequality as well.
We start with an upper-bound of the Right-Hand-Side (RHS):
The first transition assigns the expression x = s i=1 α i d i , the second uses the property |a + b| ≤ |a| + |b|, and the third uses the definition of the Mutual-Coherence as an upper bound on d T i d j , as well as the monotonicity of the coefficients, implying that |α k | ≤ |α 1 | for k = 2, .., s. We now turn to lower-bound the Left-HandSide(LHS) in inequality (2.6):
The transitions in the first line are made by first substituting x = s i=1 α i d i and then using the fact that the atoms are normalized, i.e., d
Then, the bounding starts by the reversed triangle inequality |a + b| ≥ |a| − |b|, and then repeating the steps performed in bounding the RHS (note that since the second term is with a negative sign, increasing its magnitude reduces the magnitude of the overall expression).
Using the bounds in (2.7) and (2.8) and plugging them into (2.6), we get that a condition that guarantees that the first OMP step succeeds is
which leads to the following bound on the cardinality of the representation,
Assuming this condition is met, the first atom chosen is indeed an atom from the true support, with index i * . Then, a LS step is performed, and a coefficient value α * 1 is assigned to this atom. Now, we look at the residual as our new signal, being
This signal has the same structure we the one we started with -a linear combination of the s first atoms. This means that the exact same condition is needed for the second step to succeed, and in fact, for all other steps to succeed as well. This means, that if s <
M the OMP is guaranteed to find the correct sparse representation. This is done in exactly s iterations, as in each iteration one atom in the support is chosen, and due to the LS stage, the residual is always orthogonal to the atoms already chosen.
Using this result, and the bound we have found in the previous section regarding the Spark, we come to the following conclusion: Theorem 2.4 (OMP and MP Equivalence). Given a vector x with a representation Dα = x, and assuming that α 0 0 < 0.5 (1 + 1/M ), then (i) α is the sparsest possible solution to the system Dα = x, and (ii) OMP (and MP) are guaranteed to find it exactly [50, 16] .
Analysis of the BP
We now turn to perform the same analysis for the BP, checking under which conditions are we guaranteed to succeed in recovering the sparsest solution. We remind ourselves that the BP aims to approximate the solution of the problem α = arg min α α 0 0 s.t. Dα = x, by solving insteadα = arg min α α 1 s.t. Dα = x. Therefore, our aim is now to show under which condition is the sparse vector α used to generate the signal x also the shortest one with respect to the ℓ 1 norm.
The strategy for this analysis starts by first defining the set of all solutions for the linear set of equations Dβ = x (excluding the one we started with), such that their ℓ 1 length is shorter (or equal) to the length of the original vector α,
We will gradually inflate this set, while simplifying it, eventually showing that it is still empty. When done, this will imply that the initial set is also empty, and therefore α is the result of the ℓ 1 minimization, leading to α being the vector with the shortest ℓ 1 norm, therefore recovered by the BP. Our first step starts with defining the vector e = β − α, or in other words, e + α = β. Our set remains unchanged, and is simply rewritten as (2.11) C e = {e = 0 |0 = De and α + e 1 − α 1 ≤ 0 } .
Next, we simplify the linear constraint 0 = De,
The transition from the first row to the second is done by taking absolute value of both sides (an absolute value of a vector is done element-wise). Obviously, some new e's have been added to the set, as we are no longer forcing the sign equality, implying that the set becomes larger. The next step stems from the triangle inequality. The transition between the third and fourth lines is slightly more complex. Observe that the matrix D T D is effectively the Gram Matrix, and all off-diagonal elements of it are bounded by M . Furthermore, the matrix D T D − I has zeros along the main diagonal, and all remaining elements are still bounded by M . Observing that 11
T is a matrix of the proper size, all containing ones, than M 11 T − I is a matrix containing zeros on the diagonal, and M on the off-diagonal terms. Thus
T − I element-wise. This way, we no longer need D directly, instead characterizing it using only its Mutual-Coherence.
The last step re-orders the elements, and uses 1 T |e| = e 1 . Replacing the linear constraint in (2.11) with the one derived above, we obtain an inflated set (2.12)
C e ⊆ e = 0 |e| ≤ M M + 1 · e 1 and α + e 1 − α 1 ≤ 0
Now we turn to handle the second constraint, α + e 1 − α 1 ≤ 0,
The first step simply writes the ℓ 1 norm as a sum of elements, and the second step uses the knowledge that only the first s coefficients in α are non-zeros (as we have assumed earlier). The third term uses a version of the triangle inequality, |x + y| − |x| ≥ − |y|. Using this replacement, each term in the sum is made smaller, thus inserting more possible e's into the set. The last step merely rewrites the expression, since i>s
T s |e|, with 1 s denoting a vector of length k with the first s elements being 1-es and the remaining elements being 0-es.
Plugging this inflated group into our definition of the group C e in (2.12), we arrive at (2.13)
The attractive part about this set is that it no longer depends directly on D, but only on its Mutual-Coherence, and furthermore, it does not depend on α any more, allowing us to obtain a general bound applicable to all vectors. Our next simplification uses the observation that if we have found any vector e ∈ C e , then for every real number z, z · e is also in C e . Since we are only interested in the question weather C e is empty or not, we choose to intersect this set with the ℓ 1 -ball, i.e., all the vectors e that have an ℓ 1 -norm of 1, (2.14)
C e ⊆ e = 0 |e| ≤ M M + 1 and 1 − 2 · 1 T s |e| ≤ 0 and e 1 = 1 .
Our purpose now is to derive conditions for this set to be empty. The first constraint is that every element of e is smaller than M/ (1 + M ). In order to satisfy the second constraint, the energy of the vector e should be concentrated in the elements in the support. Using the bound on the size of each element, for the second constraint to be satisfied (and the set being not empty) it is required that
This means that as long as s <
M+1
2M , the set is empty, and therefore C e is also empty. This implies that under this condition, a vector β different from α, satisfying Dβ = x and with β 1 ≤ α 1 does not exist. This leads to the BP actually arriving at α as the result of its minimization, which means that when s < M+1 2M , the basis pursuit is guaranteed to recover α exactly.
Stating this formally, we obtain the equivalence theorem for the Basis Pursuit:
Theorem 2.5 (BP Equivalence). Given a vector x with a representation Dα = x, and assuming that α 0 0 < 0.5 (1 + 1/M ), then BP is guaranteed to find the sparsest solution [14, 29] .
Obviously, this claim is exactly identical to the equivalence claim for the OMP, meaning that the bound to guarantee success of the two algorithms is identical. However, it does not mean that the two algorithms are perform the same, as they are different in general (specifically, when this bound is not met, or in the noisy case). It is hard to tell which is better.
Furthermore, the bounds presented here are worst-case performance guarantees. When analyzing actual performance, these bounds are usually too pessimistic. Analysis of average performance has also been done. In a series of papers [5, 12, 13, 18, 19, 53] , bounds are developed from a probabilistic point of view, showing that up to some bounds, the actual vector may be recovered with a probability close to 1. These bounds are proportional to
4. Theoretical guarantees -stability for (P ǫ 0 ) 4.1. Stability versus uniqueness Consider the following problem, which is very similar to the one we dealt with above: Alice chooses a sparse vector α, multiplies it by D, and obtains x = Dα. Alice wants to send the signal x to Bob, but unfortunately, unlike before, the transmission line is imperfect. Therefore, noise is added to the signal, and Bob receives the signal y = x + v, where we know that the norm of v is bounded, v 2 ≤ ǫ.
Bob would like to recover α. Since y is noisy, there is no sense in solving the exact equation y = Dα, and thus Bob would attempt to solvê
Due to the noise being added, there might be somewhere in the sphere around x a vector with a sparser representation than α. If not, α itself will be chosen. Therefore, we know that α 0 ≤ α 0 . Can we hope thatα = α? If not, can we at least hope that they are similar or close-by?
It turns out (we will not show it hear, but the slides present it through a simple and illustrative example) that exact equality in the recovery,α = α, is impossible to expect in general, and thus we will turn to discuss stability, which is a claim about the proximity between Alice's a, and Bob's proposed solutionα.
Suppose we created the true signal with an s-sparse vector of coefficients α 1 , and the solution we got is an s-sparse (or sparser) vector α 2 . These vectors satisfy Dα 1 − y 2 ≤ ǫ and Dα 2 − y 2 ≤ ǫ, which means that both of these solutions are inside a sphere around y with radius ǫ. As these two points are inside the sphere, the maximal distance between the two is twice the radius, and therefore
On the other hand, we can use the RIP property. Rearranging the terms leads to the following bound on the distance between the two solutions (2.18)
where in the last step we have used the relationship between the RIP and the Mutual-Coherence δ s ≤ (s − 1) M . We have obtained a bound on the distance between the two representation vectors, and we can see that this bound is in the order of the noise. It is slightly higher, since the denominator is smaller than 1, but it is not far-off. This is what we strived to show -stability. The above analysis assumes that the power of the noise is bounded, v 2 ≤ ǫ. However, there was no assumption made as to the shape of the noise, and the noise might have taken any shape to work against our analysis and algorithm. For this reason, the bounds we obtain is weak, showing no effect of noise attenuation.
An alternative approach could be to model the noise as a random, i.i.d Gaussian vector, the elements of which are randomly drawn as v i ∼ N 0, σ 2 . When such a model is assumed, we can expect to get much better stability bound: The norm of the error is expected to be close to (but not exactly) s · σ 2 instead of n · σ 2 , which is a much better result. However, this claim will no longer be deterministic, but only probabilistic, with a probability very close to 1.
Near-oracle performance in the noisy case
So far we discussed the theoretical solution of (P ǫ 0 ). However, we know that this task is impossible, and approximation algorithms are used, such as the OMP and the BP. Very similar analysis exists that shows stability of these algorithms -a successful recovery of the representation vector. We will not show this here, and we refer the readers to [15, 16, 51] As above, there is a distinction between adversive noise, which leads to worstcase performance bounds similar to the one given in Equation (2.18). When random noise is assumed, these bounds improve dramatically. In that respect, it is customary to compare the performance of pursuit techniques to the one obtained by an oracle -a pursuit technique that knows the exact support. The oracle's error is typically O(sσ 2 ) (as described above), and practical pursuit methods show bounds that are this expression multiplied by a constant (larger than 1) and a logk factor [1, 6] 
n space. Once we accumulate many such images, we will have many such points in IR n . However, no matter how many images we accumulate, the space IR n is not going to be completely filled, but rather many empty areas will remain. Furthermore, the local density of the images from one place to another is expected to vary considerably.
The bottom line from these two observations is that we believe that the true dimension of the images is not n. Rather, we believe that the images form a lowdimensional manifold in IR n , with spatially varying densities. It is our task to model this manifold reliably.
The tool with which we represent the manifold is the Probability Density Function (PDF) P r(x). This function tell us for each x ∈ IR n how probable it is to be an image. Obviously, this function should be non-negative and when summed over the entire space it should sum to 1. In order to fulfill our assumption of the images forming a low-dimensional manifold, the PDF P r(x) should be zero for most of the cube [0, 255] n . The function P r(x) is called the Prior as it reflects our prior knowledge about what images should look like. Unfortunately, characterizing this function explicitly is probably an impossible task, which leads us to look for ways to simplify it.
Who needs a prior?
Let us consider one simple example in which we need a prior. Suppose we would like to obtain an image x (lying on the low-dimensional manifold). Unfortunately, we are only able to obtain its noisy version, z = x + v, where v is a random noise vector with a limited magnitude v 2 ≤ ǫ. Using the prior over the image x, we can now use it to try and recover x, by solving the problem
In effect, we are looking for the most probable vector x (according to our prior), which is also close enough to z to explain it. This approach is a very known oneit is called the Maximum A'posteriori Probability (MAP) approach.
This simple example is just one of many that require a good model (prior). All inverse problems, such as denoising, deblurring, super-resolution, inpainting, demosaicing, tomographic reconstruction, single image scale-up and more, require a good image prior, in order to be able to differentiate between the true image content and the degradation effects. Compression algorithms require a model in order to be able to find the most compact representation of the image. Anomaly detection requires a model of the image, in order to pick up on anything not conforming to the model. The number of problems requiring a good image model is ever growing, which leads us to the natural question -what is this prior P r(x)? Where can we get it from?
Evolution of priors
The topic of a proper choice of P r(x) for images has been at of the foundation of the research in image processing since its early days, and many models have been suggested. Since it is not possible to characterize P r(x) explicitly, some form of computing it is suggested. Usually, instead of suggesting P r(x) directly, its minus log is used, G (x) = − log (P r(x)), thereby giving a penalty of 0 to the "perfect" image, and some positive penalty to any other, a larger value as the probability of the image decreases.
There has been an evolution of choices for G (x) through the years. It started with the ℓ 2 -norm, and the very simple energy term, G (x) = λ x 2 2 . It then progressed to smoothness terms, demanding low energy of some derivatives, G (x) = λ Lx 2 2 , with L being the Laplacian operator. A further step was made by adaptively demanding this low energy, while allowing pixels detected as edges to contain high energy in the derivative, G (x) = λ Lx W , where W is a pre-computed diagonal matrix, assigning different weights to different pixels.
The next major step was the abandonment of the convenient ℓ 2 norm and the progression to robust statistics, G (x) = λρ {Lx}. One of the most known priors from this family is the total variation, G (x) = λ |∇x| 1 , suggested in the early 1990's. [44] .
Around the same time, the prior of Wavelet sparsity G (x) = λ Wx 1 started evolving in the approximation theory and the harmonic analysis communities [11, 17, 38] . The idea behind this prior is that looking at the wavelet coefficients of an image, they should be sparse -most of them should be zeros or very close to zero.
The prevailing model in the last decade, which is an evolution of all models described so far, is the one involving sparse and redundant representations. Similarly to the wavelets sparsity, this model assumes sparse coefficients, however, it no longer relies on fixed transforms. In the reminder of these course, we will focus on this model and show its applicability to image processing. Of course, this model is not the last in the evolution, and in the coming years new models will be suggested, and they will perform even better (hopefully).
The Sparseland prior
Our model (and any other model) represents a belief -how we believe an image should look like, or what are the rules it obeys. The sparse and redundant representation model believes that all images are generated by a "machine" that is able to create √ n × √ n images. Inside this machine there exists a dictionary D n×k , and each of the columns of this dictionary is a prototype signal -an atom.
Each time this machine is required to generate a signal, a vector α is (randomly) chosen. Not any vector can be selected, however, as this vector must be sparseit may only contain a small number L of non-zeros, at random locations and with random values, which we will assume are Gaussian. Then, the result signal is created by multiplying the dictionary by the sparse vector of coefficients: x = Dα.
We call this machine Sparseland and we assume that all our signals in the family of interest are created this way.
The Sparseland model has some interesting properties. It is simple, as any signal generated is a linear combination of only a small number of atoms. Instead of describing the signal using n numbers to represent the signal, we only need 2L values -the locations of the non-zeros and their values. These signals are thus very compressible.
On the other hand, this source is also very rich. We have many (combinatorial) ways to choose subsets of L atoms, and can therefore create a wealth of signals using this model. As a matter of fact, the signals generated are a union of many low-dimensional Gaussians.
The last reason, which is also the actual reason this model is indeed being used, is that it is in fact familiar and has been used before, in other contexts and perhaps in a simplified way, like wavelets and JPEG. This progress have been observed in several trends recently. For example, the transition from JPEG to JPEG2000 is essentially a move from the ℓ 2 -norm and taking the leading coefficients, to the notion of sparsity of wavelet coefficients. The progress from Wiener filtering (Fourier) to robust estimation also promotes sparsity. Similar trend exists in the evolution of wavelets, from unitary transforms to over-complete transforms with concepts and tools such as frames, shift-invariance, steerable wavelets, contourlets, curvelets and more, all point to the direction of redundancy in the representation [39, 10, 46, 45] . The ICA (independent component analysis) transform was also shown to be tied to sparsity and independence between the coefficients.
Another field progressing towards an extensive usage of sparse and redundant representation modeling is that of machine learning. Methods such as LDA, PCA, SVM and feature-selection methods have all been extended or improved recently by the introduction of sparse and redundant representations.
All of these directions clearly point to Sparseland. It is here, and we are going to use it. In order to do that, however, we must define it clearly, analyze it, understand it, and find out how it should be applied to the various tasks at hand.
One more thing we must take into account in our model is the model noise. While we expect our signals to look like they have been created as Dα with a sparse α, we may want to allow for some perturbations from this exact model, with the understanding that, just like any other model, this model is not perfect or exact. For this purpose, we assume that signals are created as y = Dα + e, with e the model noise with bounded energy e 2 ≤ ǫ 0 .
Processing Sparseland signals
The model we will be considering in this section is the exact model, i.e. x = Dα. We will assume from now on that there is no model noise, i.e., ǫ 0 = 0. This does not mean that we work only on clean signals; It only means that true signals can indeed be created exactly by multiplying the dictionary by a sparse vector of coefficients. Now, we ask -How do we process such signals?
Transform
Suppose we have a Sparseland signal y, and we want to design a transform for it, similarly to the wavelet transform or the Fourier transform. What would we like such a transform to do? First, we would like it to be invertible -we do not want to lose information by applying the transformation. We would also like the transformation to be compact, i.e., for its energy to be concentrated in a small number of coefficients. Lastly, we would also want the coefficients to be independent of each other.
We can propose a very simple transformation that follows all these requirements -let us transform y into the sparsest vector α such that Dα = y,
We know that such an α indeed exists, making this transform possible, since it is our model's assumption that y was generated by a sparse vector multiplying the dictionary.
As the dictionaries used are redundant, α is usually longer than y, making the transform suggested also redundant. It is also invertible, as multiplying D by α brings us back to our original signal. Lastly, we observe that the energy of the transform is concentrated in only a few non-zero coefficients, as α is sparse, and those non-zeros are independent.
Compression
Suppose we now try to compress the Sparseland signal y. In order to allow compression, we allow some error ǫ between the compressed signal and the original one. Changing this value will create different rates of compression, thus creating the rate-distortion curve for the compression scheme. The compression can be done by solvingα = arg min
which means searching for the smallest number of coefficients that can explain the signal y with an error of less than ǫ. Note that the final rate-distortion curve is obtained from taking into account the further error introduced by quantizing the non-zero coefficients in α.
Denoising
Given a noisy Sparseland signal z = y + v, created by the addition of additive noise v (with known power v 2 = ǫ) to our original signal, we would like to recover y as accurately as possible. Since we know the signal y is sparse over the dictionary D and we expect the noise to not be sparse over the same dictionary (since it is not a "real" image), the following task can be proposed:
with the final solution beingŷ = Dα. This denoising method works quite well in practice, as we will see later on in the lectures. There is a subtle point to address regarding denoising. Our model assumes that the signals we operate on can be indeed represented exactly using a sparse representation over the dictionary. However, for real-world signals, this is not exactly the case, and there are some model mismatches. The denoising algorithm will remove these true details from the signal, along with the noise. This implies that if the noise is very weak, such that its power is in the order of the model mismatch, the denoising result might actually be worse than not denoising at all. This is because the price of removing the model mismatch may be greater than the price of not removing the noise. Usually, when the standard deviation of the noise is 5 grey levels or more (when the image is in the range [0, 255]), it is considered to be stronger than the model mismatches, and denoising the image indeed improves its quality.
General inverse problems
As a generalization of the denoising problem, we now assume that the Sparseland signal is given to us after a degradation operator H and an additive noise, z = Hy + v. The operator H can be any linear operator that can be written as a matrix, representing blur, projection, down-scaling, masking and more.
We can try to recover y by looking for the sparsest α that when multiplied by the dictionary and then by H is close enough to the input signal z. This vector is found by solving the minimization problem:
and again, the final solution is obtained byŷ = Dα. The minimization is carried out in practice by defining the equivalent dictionaryD = HD, and solving the same minimization problem we have already encountered:
There is a wide range of problems that can be solved using this mechanism: deblurring, inpainting, demosaicing, super-resolution, tomographic reconstruction, imagefusion and many more.
Compressed-sensing
Suppose that we want to sample the Sparseland signal y, such that we use much less than n samples. There may be various reasons for this desire, such as the signal being too long, having limited time to sample it, each sample being expensive, and so on. Instead, we propose to sample noisy projections of it, using a known projection matrix P, making our signal z = Py + v, with v 2 = ǫ representing the sampling noise. Again, we suggest to recover the original signal by solvinĝ
and multiplying the found vector of coefficients by the dictionary,ŷ = Dα. This problem again is of the same form seen above, considering the effective dictionary asD = PD. The Compressed Sensing field deals with questions like the minimal number of rows in P (the minimal number of projections) needed to recover the original signal y with sufficient accuracy, and what kind of P should be chosen.
Morphological-component-analysis
The MCA task [47, 48] 
Applications: Summary
We have gone over several applications that can be solved using the Sparseland model. There are many more that we can envision using this model -encryption, watermarking, scrambling, target detection, recognition, feature extraction and more. What is common to all these problems is the need to solve a variant of the problem (P ǫ 0 ),α = arg min
This is a problem we have already seen and discussed -we know it is NP-hard, but we have seen several algorithms to approximate its solution and some guarantees on the quality of their solutions. The conclusion is that signal processing for Sparseland signals is reasonable and practical.
LECTURE 4

First steps in image processing
In this lecture we will start working on image processing applications that rely on the Sparseland model. We will consider image deblurring, image denoising, and image inpainting. Several other, more advanced applications, using the tools shown in the lecture, will be given in the following (and last) lecture. More on these applications can be found in [22] .
1. Image deblurring via iterative-shrinkage algorithms
Defining the problem
The deblurring problem is one of the most fundamental problems in image processing: A high-quality image x undergoes blurring, be it due to atmospheric blur, camera blur, or any other possible source. We assume this blur is known (could be space variant). We measure a noisy (white iid Gaussian) version of the blurred image. The noise v has a known standard deviation. Thus, the image we actually obtain y is related to the ideal image x through (4.1) y = Hx + v, and our task is to recover x given y. Since we are dealing with the Sparseland model, we assume that the image x has a sparse representation over a carefully chosen dictionary, and therefore we will try to solve (4.2)α = arg min
Here, the function ρ is sparsity promoting penalty, such as the ℓ 1 -norm, or something similar (see the end of lecture 1). Since we are not interested inα in itself but in the recovered image, we finish the processing withx = Dα. Let us define the ingredients in Equation (4.2). The vector y is the given degraded image, and H is the known blur operator. The dictionary D should be chosen by us. In the experiments we report here, we follow the work by Figueiredo and Nowak [26, 27] and use the 2D un-decimated Haar wavelet transform with 2 resolution levels. This is a global dictionary with a redundancy factor of 7 : 1. As for the function ρ, we use an approximation of the ℓ 1 norm, with a slight smoothing,
The function ρ is a scalar function, operating on each entry of α individually, and summing the result over all entries. The benefit of using this function rather than the ℓ 1 norm directly is that it is smooth and derivable in the origin (and everywhere else) and is therefore much more convenient to work with.
Lastly, the value of λ is set manually to get the best possible result. There are algorithms that can find its value for optimal performance automatically. However, we will not discuss those here and proceed with the manually chosen value.
There is a wide knowledge in the area of continuous optimization, and it seems like once we have written down our penalty function, we can use a wide variety of methods or even general purpose optimization software packages (e.g., Matlab, MOSEK) for its solution. However, such general purpose solvers typically perform very poorly for this specific optimization task. One possible reason for this poor performance is the fact that these solvers disregard the knowledge about the sparsity of the desired solution. A second possible reason can be understood from look at the gradient of our penalty function,
and the Hessian
We must remember that α will contain many zero elements, and few non-zero elements in unknown locations. In the locations of the zeros, the value of ρ ′′ will be very large, while for the non-zeros, these will be small numbers. Therefore, the Hessian's main diagonal will have a high contrast of values, causing this matrix to be of very high condition-number, hurting the performance of general-purpose solvers. Furthermore, as we do not know in advance the locations of these non-zeros (this is actually the goal of the optimization -recovering the support), we cannot even pre-condition the Hessian. This forces us to seek for tailored optimization methods that will take advantage of the expected sparsity in the solution.
How should we do that? In lecture 1 we have seen that when the matrix D is unitary, the solution is obtained by a simple scalar-wise shrinkage step S ρ,λ D T y . When D is not unitary, we would like to propose a similarly simple solution. This idea leads to a family of algorithms known as "Iterative Shrinkage" [25] . There are several such algorithms, and here we will present one of them.
The parallel coordinate descent (PCD) method
An interesting iterative shrinkage algorithm emerges from the classic coordinate descent (CD) algorithm. Put generally, the CD operates as follows: Given a function to minimize with a vector as the unknown, all entries but one are fixed, and the remaining entry is optimized for. Then, this coordinate is fixed, and a different entry is optimized. This is done serially over all entries, and in several iterations, until convergence.
In our problem, solving for one entry at a time considers only the atom d j and the coefficient α j . Taking it out of the current support by setting α j = 0, we get that the current error in representation is e j = y − Dα. We now attempt to best reduce this error using only the atom d j , by choosing the optimal value for α j , i.e., minimizing
This is a scalar optimization problem that can be solved using shrinkage on the scalar value d
T j e j . The shrinkage is applied by α
where S denotes the shrinkage operation -its shape is dictated by the choice of ρ and λ/c. Notice that the shrinkage is done differently to each entry, based on the norm of the j-th atom. For low-dimensional problems (k ≈ 100) it makes sense to solve our problem this way exactly. However, in the image deblurring problem, the unknown contains many thousands entries, and it is impossible to use the above algorithm, as it requires to extract one column at a time from the dictionary. The solution to this problem is the Parallel-Coordinate-Descent (PCD) algorithm. The idea is the following: Compute all the k descent trajectories {v j } k j=1 , each considering one coordinate optimization. Since all are descent directions, their sum is also a descent direction. The PCD takes this sum and uses this for the current iteration. The problem with this direction is that it is not known how far to go along it. Therefore, a 1D line-search is needed, and the overall iteration step is written as
µ is the found step-size in the line-search step. Figure 1 shows the deblurring result obtained by the PCD algorithm after 10 iterations. More details on this experiment are given in the accompanying slides. 
Results
Image denoising
The image denoising problem can be viewed as a special case of the image deblurring problem discussed above. For this to be evident, all we need to do is select H = I (i.e., no blur at all). In this section we shall present two very different ways to handle this problem.
Global shrinkage
Embarking from the above-described deblurring algorithm, we can suggest the following simplified denoising method: Instead of the iterative mechanism, we can apply the thresholding algorithm, as follows
Of course, since we are using the redundant Haar dictionary, we should normalize its columns (since they are not ℓ 2 normalized) in order to have a single scalar threshold for all atoms. Put differently, this leads to
The only missing ingredient is determining the value of the threshold T . Experimenting with this algorithm, different values of T will have a different quality of denoising. As an example, on the well known image "barbara" with noise with standard deviation σ = 20, the optimal value of T is around 55. The denoised image using this method is more than 5 dB better in PSNR than the noisy image. This result is shown in Figure 2 . 
From global to local processing
While the above result is good, it is definitely not the best that can be achieved. We will now turn to a much better method (and see an even better one in the next lecture). When discussing algorithms for the solution of the (P ǫ 0 ) problem, we saw that very large signals could pose a computational problem. Therefore, when we work on the image as a whole, we are forced to use only simple algorithms, such as (iterative) shrinkage. Also, when using dictionaries for an entire image, the result may be sparse when compared to the overall number of atoms, but we still require a large number of coefficients. These two observations lead us to attempt operating on small image patches instead.
When processing a large image, we claim that every N × N patch (e.g., 8 × 8) in it has a sparse representation over a dictionary. Furthermore, we use full overlaps between the patches. By operating this way, we in fact force shift-invariance sparsity. In order to write this formally, we define the operator R ij , which extracts an N × N patch from the image around pixel (i, j). Now, the minimization task to solve is [30, 31, 23] (4.7)x = arg min
The first term requires a proximity between the recovered image and the input image, a direct consequence of the log-likelihood. The second term requires that each patch in the reconstructed image can be represented well as a linear combination of atoms from the dictionary D. The constraint forces all of these linear combinations to be sparse. At this stage, the dictionary we will be using for this algorithm is the overcomplete DCT dictionary with 256 atoms, each representing an 8 × 8 patch. This dictionary is separable, allowing it so be applied efficiently.
How can we perform the minimization in (4.7)? We will take a coordinate descent approach. First, we will fix x = y, and solve for {α ij } ij . The first term disappears, and we are left with M · N different minimization tasks:
We have seen this problem before -this is the sparse coding problem, and can be solved by any pursuit algorithm (e.g., OMP). Once we have found {α ij } ij , we fix them, and recover x. This is a least-squares problem and a little bit of algebra leads to a closed-form solution
While this expression seems complicated, it is actually simple to implement. While the operator R ij extracts a patch around the pixel (i, j), the operator R T ij returns a patch to the location (i, j). Therefore, the left matrix is in fact a diagonal one, indicating for each pixel the amount of patches it belongs in, serving as normalization.
Therefore, the entire denoising process is done by extracting each patch, performing sparse coding, and getting a denoised patch instead. The denoised patch is returned to its original position, with aggregation performed in the overlaps area. Then, each pixel is normalized by the number of patches it belongs too (which is generally N 2 , apart from the borders of the image). It turns out that this very simple method performs about 2.5dB better than the global thresholding show previously. Furthermore, this algorithm can be implemented very efficiently on parallel processors. We will see this local processing approach in several more applications. The result obtained is shown in Figure 3 . 
Image inpainting
Assume that a signal has been created as x = Dα 0 using a very sparse vector of coefficients α 0 . Unfortunately, we do not get x directly, but rather obtainx, which is the same signal x, but with some samples removed. We shall assume that we know which samples are missing. Each missing sample from x implies one lost equation in the system x = Dα 0 . Therefore, we remove these corresponding rows from the dictionary D, obtaining the dictionaryD. Now, we may try to solve (4.10)α = arg min α α 0 s.t.x =Dα.
If α 0 was sparse enough, it will also be the solution of this modified problem. Then, by computing Dα we will recover the original signal completely.
Using the above intuition, we now turn to extend the local denoising algorithm into an inpainting one. The minimization task here is very similar to the one we had for the denoising (4.7), with the needed modification to take into account the masking operator [30, 31, 36] ,
where we now require that x is close to y only in the locations of un-masked pixels. Again this minimization will be done using the coordinate descent approach. First, we compute X = M T y (e.g., by zero filling), and do sparse coding for each patch, using the matching pursuit (4.12)α ij = arg min
with M ij the appropriate masking for each patch. Once the sparse coding is finished, the result image is again reconstructed by aggregating the patches in the overlaps area, normalizing by the number of patches in each pixel, 4. Dictionary learning 4.1. General dictionary learning Our entire model and applications rely on having a suitable dictionary. A good dictionary would be one that sparsifies our data. The question we aim look at now is how to construct such dictionaries. We have already seen one possible solution -we can choose a dictionary from an existing family of transforms, such as DCT, curvelets, contourlets, wavelets and so on. This approach has its benefits, as usually these transforms can be applied rather efficiently. However, a dictionary selected this way is typically not the best fit for the actual data. A better approach is to train a dictionary from examples. The core idea is to collect a set of representative examples of the images we work with, and train a dictionary so that the examples can be sparsely represented over it. Such a dictionary will be better suited for our data, therefore leading to better performance in various tasks.
Let us collect all the examples {x j } into a matrix X, where each column is one example. Then, we can write the decomposition as X ≈ DA, where each column of A contains the coefficients for the representation of the corresponding example. A good dictionary is therefore one that is able to adequately represent each of the examples, while the representation for each example in indeed sparse, i.e., each column in A has only a small number of non-zeros. Formally, we would like to solve (4.14)D,Â = arg min
This problem will be handled as follows: The first stage is sparse-coding, assuming D is fixed, and only the representation vectors are sought. In this stage we should solve for each example (4.15) min
We have seen in the first lecture several ways to perform this minimization, via pursuit algorithms. The second stage of dictionary training is the update of the dictionary, once the representation vectors A have been recovered. There are two main methods to do so: the Method of Optimal Directions (MOD) method [32] and the K-SVD method [2] .
MOD dictionary update
One option is to try and update the dictionary at once. The goal is minimizing
with X and A fixed. Note the use of the Frobenius norm, as both DA and X are matrices. Few simple linear algebra steps lead to
Once the dictionary is found this way, its columns need to be re-normalized.
K-SVD dictionary learning
Another option to train the dictionary is imitating the K-means algorithm in the dictionary update stage. This means that we process one atom at a time and attempt to optimally replace it. For processing the i-th atom, the first stage is collecting only those examples that use it into the matrix X i . Then, the dictionary D and coefficient matrix A are all fixed apart from the i-th column in D and the i-th row in A. Denoting by D i and A i these matrices with the i-th column/row removed respectively, the following residual is computed
This is the residual matrix for all the examples that use the i-th atom, without taking into account the i-th atom itself. The new atom is the one that is best able to reduce the mean residual, i.e., the result of the minimization problem
The vector α i is the optimal set of coefficients for this atom in each example. The resulting atomd i is inserted into the dictionary, and the new vector of coefficients α k replaces the i-th row in A (only in the columns relevant to the examples using this atom).
The optimization task in (4.18) is in fact a rank-1 approximation, which can be solved directly using the SVD decomposition. As every atom is updated using an SVD operation, this algorithm is appropriately named K-SVD. Note, that in the MOD training stage, the matrix of coefficients A is held constant, and the dictionary D is adapted to it. In the K-SVD algorithm, on the other hand, the atom update stage also optimizes for the k'th row of A at the same time.
Image processing -more practice
In the previous lecture we saw how to denoise and inpaint an image based on local, patch-processing. However, in both this cases, we used a fixed dictionary -the local DCT. In this lecture we shall revisit these two applications, and incorporate into them the K-SVD, in an attempt to improve their performance. We shall also demonstrate the capabilities of the Sparseland model in handling image processing tasks by considering two new applications -an image scale-up process based on a pair of trained dictionaries, and a facial image compression algorithm that performs better than JPEG-2000. More details on the applications presented here can be found in [22, 3] .
Image denoising with a learned dictionary
When thinking about dictionary learning, both the MOD and the K-SVD are not able to process signals with large dimensions. The reason is obvious -a high dimensional signal implies a dictionary held as a very large explicit matrix, intolerable amounts of computations, both for the training and for using this dictionary, and a huge amount of examples to learn from, in order to avoid over-fitting. Thus, learned dictionaries are naturally used for low-dimensional signals.
We have already seen in the previous lecture that denoising (and inpainting) can be done very effectively by operating on small (e.g., 8 × 8) patches. The processing is then done on local blocks of images, using a dictionary that handles low-dimensional signals. Formally, the denoising we have proposed is written as
The second term is the prior, expressing our belief that every patch in the image should have a sparse representation over the dictionary D. Our objective is to introduce a learned dictionary into the above paradigm. One option is collecting a set of high-quality images, extract patches from them, and use these examples to train a dictionary. This dictionary will be a "universal dictionary", as it is trained on general content images. This option is useful, and brings reasonably good results -about 0.5-1dB below the state of the art. An interesting alternative is to use patches from the corrupted image itself for the training process. Suppose an image of 1000 × 1000 is to be denoised. Such an image contains nearly 10 6 patches, which are more than enough to allow training the dictionary. Furthermore, since the dictionary training process contains some sort of averaging, the resulting dictionary will actually be (almost) noise free, and can thus be used for denoising. This option works much better than using the "universal dictionary", and leads to state-of-the-art results [23] . In fact, going back to the penalty term in (5.1), we can bring about this option by minimizing over D as well. Again, a coordinate descent approach is used. First, the image x = y is fixed, and the dictionary D is fixed on some initialization (e.g., the redundant DCT). Each patch in the image undergoes sparse coding. Freezing the representations, the dictionary is updated. All the patches then undergo sparse coding with the new dictionary, and so. Iterating several times between sparse coding and dictionary update is exactly the training procedure we have seen in the previous lecture, performed over the patches in the image. After several such training iterations, the final dictionary is used for one last sparse-coding stage. Then, the sparse representations and the dictionary are fixed, and the result image is recovered, using the same simple aggregation method shown in the previous lecture, This denoising algorithm has been applied to many variation of the denoising problem. One is of course the denoising of gray-scale images. When published, this method led to state-of-the-art results. Later, it was extended by Mairal et. al. by using joint sparsity (i.e., sparse coding similar patches together) [37] . This method is currently the best performing denoising algorithm.
The denoising algorithm could also be applied to denoising of color images. Usually, there is a sensitivity in how the relationships between the color channels should be handled. In this algorithm, the solution is simple -the training is performed on 8 × 8 × 3 patches, i.e., on colored patches extracted from the image. The dictionary contains color atoms, and the rest of the algorithm remains the same. This method is also the state-of-the-art in color image denoising [36] .
Video sequences can also be handled by this method. When processing image sequences, the redundancy between frames can and should be used in order to achieve better denoising. While most video denoising algorithms require motion estimation (which is error-prone), the suggested method can simply train on spacetime patches extracted from the video. Therefore, the dictionary is also constructed of "movielets", as each atom is a very short, very small (e.g., 8 × 8 × 5) space-time patch. Furthermore, since consecutive images are very similar, it is not necessary to retrain a dictionary for each image. Instead, it can be propagated from one frame to the next, only requiring fine tuning (1 K-SVD iteration) for each one. This method's performance is equivalent to the state-of-the-art [43] .
Image inpainting with dictionary learning
Turning to image inpainting, we would like to apply dictionary learning here as well, for handling the local patches. The process is very similar to the one done in denoising. The algorithm starts with dictionary training using the K-SVD, by performing alternating steps between sparse coding and dictionary update. During the sparse coding stage, only the un-masked (i.e., known) pixels in each patch are used. This is similar to the sparse coding undertaken in the fixed dictionary scenario. Once the sparse coding is done, each atom is updated using the SVD operation, just like the K-SVD method.
This dictionary training is repeated for several (e.g., 10) iterations. Then, the image is reconstructed from the final sparse coding using the same formula we have seen:
Of course, just like in the denoising case, this method can be easily generalized to inpainting of color images and inpainting of video sequences using the same extensions as in the denoising case. Figure 2 presents the results obtained with this algorithm, showing the benefit of using learned dictionary. This approach to inpainting works well when the missing pixels are in (nearrandom) locations, or organized in small groups. If the missing pixels form a large area to reconstruct, the local approach will not work, and an alternative, global, approach will be needed.
Another problem could arise if the missing pixels create a periodic mask, for example, when every other pixel is missing. In this case, the dictionary will not be able to learn the relationship between neighboring pixels, because it has no information about such neighbors. Such is the case, for example, in image singleimage scale-up and demosaicing. The periodic nature of the mask pattern may cause the learned dictionary to absorb this pattern into its atoms. In order to prevent that, the dictionary should trained while allowing only a very small number of nonzeros, and furthermore, only few training iterations in order to avoid over-fitting. Such a solution leads to state of the art results, which can be seen in [36] .
Image scale-up with a pair of dictionaries
We turn to describe an image scale-up algorithm that uses trained dictionaries. The method described here follows the work of Yang et. al. [54] , with several important modifications that lead to a simpler and more efficient algorithm, with better results [22] . 
Preliminaries
The image scale-up problem is defined as follows. A high-quality (high-resolution) image y h is blurred, decimated, and contaminated by additive noise, obtaining the image z l ,
with H a blur operation, S the decimation operator, and v the noise. We assume that the decimation S and blur H operators, and the statistical properties of the noise v, are known. We would like to reverse this process and recover the high quality image from the given low quality one. This is a severely ill-posed inverse problem, and therefore we shall need an image model for its regularization -we shall use the Sparseland model.
In order to simplify notations, we will assume the the low resolution image has undergone simple interpolation (such as bicubic) to the same size as the target image
with Q being the interpolation operator. This initialization step will save us the technicalities of handling two scales in our formulation. The algorithm we suggest relies on two core ideas. The first is operating locally, in the sense that each patch in the low-quality image will undergo resolution enhancement on its own. Then, the improved patches will be merged (using averaging in the overlap areas, just as in the previously described denoising and inpainting) in order to create the final output image.
How each patch is enhanced? This enhancement requires two dictionaries, A l and A h for the low and high quality patches respectively. Each atom in A h should be the high-quality counterpart of the corresponding low quality atom in A l . In order to enhance a low-quality patch, its sparse representation over the low-quality dictionary A l is found. This sparse representation is then used to reconstruct a patch from the high-quality dictionary, which is the enhancement result for the low-quality patch. We will now go into further details of this algorithm, and focus on learning these two dictionaries.
The core idea
As we have been practicing throughout this course, we assume that every √ n × √ n patch extracted from location k in the high-quality image through p k h = R k y h , can be represented sparsely over a high-quality dictionary A h , i.e., for every patch p k h we assume that there exists a very sparse representation vector q k such that p k h ∼ = A h q k . Next, we aim to find a connection between a high-quality patch in y h and a patch in the same location in y l . We can use our knowledge of the creation process of z l from y h through blur, decimation and the addition of noise, with interpolation used to create y l . Therefore,
Combining all operators into one L ALL = QDH, we come to the relationship for each patch
ALL . This expression ties the low-quality patch and the high-quality patch in the same location. Using our assumption that the high quality patch can be sparsely represented over the high quality dictionary p k h ∼ = A h q k , we obtain the relationship LA h q k − p k l 2 ≤ ǫ. Defining a new dictionary, A l = LA h , we obtain (5.8)
A l q k − p k l 2 ≤ ǫ. This observation leads to the conclusion that the sparse representation q k is also the representation of the low quality patch p k l over the low quality dictionary A l .
Dictionary training
Since we want to use trained dictionaries, the obvious question is what do we train them on. One option is obtaining one (or more) high quality images. The highquality image is then blurred and down-sampled it using the known (expected) operators. The low-resolution image is then interpolated back to the size of the high-quality image. Then, all the patches from each image are extracted, with patches in the same location in the original and interpolated image being paired.
Finally, each patch undergoes some pre-processing steps (different for the highquality and low-quality patches), to form our final corpus for training. More on this pre-processing can be found in [22] .
An alternative to using a pre-determined image for training, we can attempt training on the input image, as was done for denoising and inpainting and shown to improve results. However, we only have the low-quality image, so it seems something is missing. To our aid will come to observation that images tend to have a multi-resolution nature. If we consider an image pyramid, the characterizations of the local relationship between two consecutive levels in the pyramid is relatively the same in all levels.
From this observation comes the bootstrapping approach. The input image is blurred, decimated and then interpolated to create an even lower quality image. Now, we use the pair of low-quality and lowest-quality images as the basis for the training of the high and low quality dictionaries respectively. Once these two dictionaries are trained, the algorithm proceeds regardless of the training corpus.
Once the training patches have been collected and prepared, dictionary training can begin. The first step is training the low-quality dictionary from the set of lowquality patches. This training is done using the K-SVD algorithm. The next step is training the high-quality dictionary. We must remember that the two dictionaries should align with each other, such that a high-quality patch and its low-quality counterpart have the same representation over their dictionaries. This means that given a low quality patch p k l with a representation vector q k , it should also be the representation vector of the high-quality patch p k h . Therefore, it makes sense to use the high-quality patches to train the high-quality dictionary such that this scale-up process gets as close as possible to its objective. Formally, we should minimize (5.9) min
This is a simple least-squares problem to solve, and it results in a dictionary that is coupled with the low-quality dictionary that was already trained. Once both dictionaries have been trained, we are now armed with all that we need to recover a high-resolution image given a low-resolution input. Note that this training algorithm may be done off-line on a high-quality image (which we expect to be similar to the image we would later enhance) or online, on the input image itself. Figure 3 presents an example for the results obtained by this algorithm. The figure shows a high-resolution image and its scaled-down version. The scaling-up process aims to return to the original image -we provide two possible results, one obtained by the plain bicubic interpolation, and the second using the abovedescribed algorithm.
Image compression using sparse representation
Compressing images in one of the most researched fields in image processing, because of its importance to the ability to transfer/store images easily while retaining as much of their quality as possible. Trained dictionaries that lead to the sparsest representations seem ideal for compression. However, there is a difficulty with training a global dictionary for all images, as it is expected to be less effective. The alternative, training a dictionary tailored for the specific given image, as practiced in denoising and inpainting, is also difficult, as it requires allocated bits for the dictionary, which may compromise the success of the compression algorithm.
When turning to a specific family of images, the story changes, as it is now possible to tailor specific dictionaries to the task, while not actually needing to send them. One example for such a problem is the compression of high-quality (e.g., 500 × 400) facial ID images, to put on biometric identity cards or credit cards. It is possible to use general purpose compression algorithms, such as JPEG and JPEG2000 for this purpose, but a specifically trained algorithm is expected to do much better.
The proposed algorithm we describe here [4] has two stages -first, training appropriate dictionaries, and then, applying the trained dictionaries to compress (and decompress) the facial images.
Facial image compression algorithm -training
For training, a set of high-quality facial images are collected. This set is then used for training a dictionary for each portion of the image. The stages are as following:
(1) Key points in each image are detected (e.g., eyes, nose). These locations are used to transform each image (using a piece-wise affine transform) such that these key points are in exactly the same coordinates in all images. (2) Each image is divided into non-overlapping 15 × 15 patches. Overlaps are avoided as redundancy will only worsen the compression rate. (3) All patches in the same location are collected into a set. (4) The mean of each set of patches is computed, stored, and removed from each patch. (5) For each set, a dictionary is trained, either using a linear approximation (i.e., PCA) or non-linear approximation (i.e., K-SVD). (6) Each patch location is assigned a constant number of atoms to use, and quantization levels to use, both varying from location to location. This assignment is done by minimizing the mean error on the training set while achieving the desired compression rate. Once the training procedure ends, for each patch location, its mean patch, dictionary, number of allotted atoms and quantization levels are stored both in the encoder and decoder.
Compressing and decompressing
When a new image is to be compressed, it undergoes the following stages (similar to the training stage):
(1) The same key points in the image are detected and the image is warped. Note that if K-SVD is used, when sending the atoms' coefficients their indices are sent as well, while in PCA, only the coefficients are sent. The recovery algorithm is the exact opposite. Entropy de-coding is performed on the sent data, and each patch is then reconstructed from the send coefficients (and indices if K-SVD is used). The inverse transform is applied to the image, returning to an image that is as close as possible to the original. Figure 4 presents the obtained results for 550 Bytes per image.
Summary
The field of sparse and redundant representation modeling offers a new model, and this can be brought to various problems in image processing, often leading to stateof-the-art results. We have seen in these lecture-notes a partial list of these success stories, and many more have been introduced to the scientific community in the past few years. More applications, and more details in general about this field and its impact to image processing, can be found in my book: 
