This paper considers a semiparametric generalized autoregressive conditional heteroscedastic (S-GARCH) model, which has a smooth long run component with unknown form to depict time-varying parameters, and a GARCH-type short run component to capture the temporal dependence. For this S-GARCH model, we first estimate the time-varying long run component by the kernel estimator, and then estimate the non-time-varying parameters in short run component by the quasi maximum likelihood estimator (QMLE). We show that the QMLE is asymptotically normal with the usual parametric convergence rate. Next, we provide a consistent Bayesian information criterion for order selection. Furthermore, we construct a Lagrange multiplier (LM) test for linear parameter constraint and a portmanteau test for model diagnostic checking, and prove that both tests have the standard chi-squared limiting null distributions. Our entire statistical inference procedure not only works for the non-stationary data, but also has three novel features: first, our QMLE and two tests are adaptive to the unknown form of the long run component; second, our QMLE and two tests are easy-to-implement due to their related simple asymptotic variance expressions; third, our QMLE and two tests share the same efficiency and testing power as those in variance target method when the S-GARCH model is stationary.
conditional heteroscedastic (GARCH) model is perhaps the most influential one in empirical studies. However, the GARCH model is often used under the stationarity assumption. Due to business cycle, technological progress, preference change and policy switch, the underlying structure of data may change over time (see Hansen (2001) ). Hence, a non-stationary GARCH model with time-varying parameters seems more appropriate to fit the return data in many applications; see, e.g., Mikosch and Stǎricǎ (2004) This paper is motivated to consider a semiparametric GARCH (S-GARCH) model of order (p, q) given by y t = √ τ t u t with τ t = τ t T , (1.1)
β j0 g t−j , (1.2) for t = 1, ..., T , where τ (x) is a positive smoothing deterministic function with unknown form on the interval [0, 1] , u t is a covariance stationary GARCH(p, q) process with ω 0 > 0, α i0 ≥ 0 and β j0 ≥ 0, and {η t } is a sequence of independent and identically distributed (i.i.d) random variables with Eη 2 t = 1. The S-GARCH model was first introduced by Feng (2004) . This model is stationary when τ (x) ≡ τ 0 (a positive constant parameter); otherwise, it is non-stationary.
The specification that τ t is a function of ratio t/T rather than time t is initiated by Robinson (1989) , and since then, it has become a common scaling scheme in the time series literature; see, e.g., Dahlhaus Zhu (2019) to name just a few. Let F t = σ(y i ; i ≤ t) be the information set up to time t. Under (1.1)-(1.2), we have that Var(y t ) = τ t Var(u t ) and Var(y t |F t−1 ) = τ t g t Var(η t ).
Hence, the time-varying long run component τ t allows the (conditionally) heteroscedastic structure of y t to change over time, and a GARCH-type short run component u t further captures the temporal dependence of y t .
The S-GARCH model makes a balance between generality and parsimony. First, this model nests many existing ones according to different choices of τ (x) and the order (p, q). For instance, when τ (x) ≡ 1, it becomes the usual covariance stationary GARCH model in Bollerslev (1986) ; when p = q = 0 (i.e., α i0 ≡ 0 and β j0 ≡ 0), it forms the time-varying variance model in Stȃricȃ and Granger (2005) ; when τ (x) is an exponential quadratic spline function and p = q = 1, it turns into the spline GARCH model in Engle and Rangel (2008) ; when p = q = 1, it gives rise to the univariate time-varying GARCH model in Hafner and Linton (2010) ; and when τ (x) is a general logistic transition function, it reduces to the smooth-transition GARCH model in Amado and Teräsvirta (2013) . By allowing for unspecified form of τ (x) and higher order (p, q), the S-GARCH model is more general to avoid model-misspecification. Although model (1.3) shares great generality in form, its statistical inference is complex caused by a nonparametric estimation of p + q + 1 functions, and its prediction performance may not be good due to the so-called "data-snooping bias" (see White (2000) ). Therefore, reducing complexity in model (1.3) seems necessary to improve model fit or forecasts accuracy, and the S-GARCH model is designed for this purpose. Truquet (2017) had made similar efforts by proposing a semiparametric time-varying ARCH(q) model (i.e., some of ω(x) and α i (x) are constant functions and p = 0 in model (1.3) ). When p = 0, the S-GARCH model is a parsimonious version of Truquet's model. When p = 0, the S-GARCH model can capture the temporal persistence of y t by including the GARCH terms g t−j , while Truquet's model can not.
This difference makes two models incompatible in terms of built in frameworks and inference methodologies. Interestingly, if τ (x) is Lipschitz continuous, the ratios τ (t/T )/τ (t − i)/T and τ (t/T )/τ (t − j)/T in (1.4) are of order 1 + 1/T , and hence the S-GARCH model can be locally approximated by the following model:
for t = 1, ..., T , where ω(t/T ) = ω 0 τ (t/T ). When p = 0, model (1.5) reduces to the one studied by Patilea and Raïssi (2014) and Truquet (2017) , where its usefulness was demonstrated via many applications. This paper aims to provide an entire statistical inference for the S-GARCH(p, q) model in (1.1)-(1.2). First, motivated by Feng (2004) , we propose a two-step estimation procedure to estimate the nonparametric function τ (x) and the unknown parameter vector in the parametric process u t . Specifically, we consider a kernel estimator for τ (x) at step one, and based on the estimates of {u t } from step one, we next estimate the unknown parameter vector in u t by the quasi maximum likelihood estimator (QMLE) at step two. Under the identification condi-
, we establish the asymptotic normality of both estimators. Moreover, we show the consistency of the Bayesian information criterion for order selection in the S-GARCH model. Our two-step estimation method shares the similar idea as the variance target (VT) estimation method in Francq, Horváth and Zakoïan (2011), which is applicable for the stationary S-GARCH model (i.e., τ (x) ≡ τ 0 ). The only difference is that our first step estimator of τ (x) is non-parametric, while the first step estimator of τ 0 in the VT method is parametric. It turns out that our method requires more involved proof techniques but gives a much broader application scope to handle the non-stationary data.
Via the QMLE, we further construct a new Lagrange multiplier (LM) test to detect whether the parameters α i0 and β j0 satisfy a linear constraint in the S-GARCH model, and show that this LM test has the chi-squared limiting null distribution. As a special case, our LM test can be used to examine whether some of α i0 and β j0 are zeros, and this is particularly interesting in many applications. Bollerslev (1986) derived a LM test for this purpose in the stationary GARCH model, however, his LM test is invalid for the non-stationary S-GARCH model. For the S-GARCH model with p = 0, the score test in Patilea and Raïssi (2014) can be used to check the nullity of all α i , and the Wald test in Truquet (2017) can be applied to detect the nullity of some of α i . However, neither of them is feasible for the S-GARCH model with p > 0.
On the contrary, our new LM test is easy-to-implement in both cases.
Finally, we develop a new portmanteau test to check the adequacy of the S-GARCH model.
Goodness-of-fit testing is important for GARCH model applications, but it has not been attempted under time-varying or semiparametric framework. Our proposed portmanteau test fills this gap by checking whether the squared model residues from the above two-step estimation method is an uncorrelated sequence. This idea resembles the one in Li and Mak (1994) , where a portmanteau test was constructed for the stationary GARCH model. See also Escanciano and Lobato (2009), Zhu (2016), Zheng, Li and Li (2017) and references therein on more variants of portmanteau test for the stationary GARCH model. We show that our new portmanteau test has the standard chi-squared limiting distribution as the existing ones, and it is valid for the S-GARCH model with time-varying τ t , which so far has precluded many practical applications under non-stationarity.
Besides the ability to cope with the non-stationary data, our proposed methodologies have three important novel features to make them more appealing in practice. First, the asymptotic variance of our QMLE is adaptive to the unknown form of τ (x). Consequently, the efficiency of our QMLE and the power of our LM and portmanteau tests are invariant regardless of the form of τ (x). Second, the asymptotic variance of our QMLE is shown to have a much more simple expression than the one in Hafner and Linton (2010), where they studied the same QMLE as us for the S-GARCH(1, 1) model. Although two asymptotic variances are equivalent, the simple asymptotic variance found by us makes our entire inference procedure easy-to-implement in practice. Third, when the S-GARCH is stationary, our QMLE is asymptotically as efficient as the QMLE in the second step estimation of the VT method, although the first estimator of our method has a slower convergence rate than that of the VT method. On the contrary, when the S-GARCH is non-stationary, our QMLE is still valid with the same efficiency as the stationary case due to its adaption feature, while the QMLE in the VT method is not applicable any more. Hence, compared with the QMLE in the VT method, our QMLE not only has the additional benefits to deal with non-stationary S-GARCH model, but also avoids the efficiency loss in studying the stationary S-GARCH model. For our LM and portmanteau tests, they inherit a similar feature in terms of testing power. To the best of our knowledge, the aforementioned three novel features are unveiled for the first time in the literature, and they are further highlighted by our simulation studies.
The remainder of the paper is organized as follows. Section 2 presents the two-step estimation procedure, establishes its related asymptotics, and studies the order selection. 2. Two-step estimation. Let θ = (α 1 , ..., α q , β 1 , ..., β p ) ′ ∈ Θ be the parameter vector in model (1.2), and θ 0 = (α 10 , ..., α q0 , β 10 , ..., β p0 ) ′ ∈ Θ be its true value, where Θ ⊂ R p+q + is the parameter space. This section gives a two-step estimation procedure for the S-GARCH model in (1.1)-(1.2). Our procedure first estimates the nonparametric function τ (x) in (1.1), and then estimates the parameter vector θ 0 in (1.2).
Estimation of τ (x)
. This subsection provides a (Nadaraya-Watson) kernel estimator of τ (x). To accomplish it, we first need the following assumption for the identification of τ t : 
, where K h (·) = K(·/h)/h with K(·) being a kernel function and h being a bandwidth. Fur-
To obtain the asymptotic distribution of τ (x), the following three assumptions are imposed: requires that h converges to zero at a slower rate than T −1 , and later a more restrictive h is needed for the asymptotics of the estimator of θ 0 . Assumption 2.4 is stronger than Assumption 2.1(i), and it is used to ensure the asymptotic variance of τ (x) is well defined.
The asymptotic normality of τ (x) is given below:
Theorem 2.1. Suppose Assumptions 2.1-2.4 hold. Then, for any x ∈ (0, 1),
Remark 1. If Assumption 2.2(i) is replaced by a weaker condition that τ (x)
is Lipschitz continuous, we can only claim that for any x ∈ (0, 1),
where b † (x) and V † (x) are defined implicitly. In this case, the bias term has a slower order O(h). Consequently, it seems challenging to show the bias effect from the estimation of τ (x) is negligible in the estimation of θ 0 , whereas this negligibility is key to prove the √ T -convergence of the estimator of θ 0 . Hence, we resort to Assumption 2.2(i) for technical reason.
Based on τ (x) in (2.1), we estimate τ t by τ t = τ (t/T ). In practice, τ t may have the boundary problem. To overcome this, we follow Chen and Hong (2016) to adopt the reflection method proposed by Hall and Wehrly (1991) . That is, we generate pseudo data
, and then modify τ t as
Intuitively, the reflection method makes the boundary points behave similarly as the interior ones. Similar to Chen and Hong (2016) , it can be seen that the reflection method gives a bias term of order O(h 2 ), and hence it does not affect the asymptotics of the estimator of θ 0 .
Although τ t in (2.2) is used for numerical calculations, our proofs will be based on τ t = τ (t/T ) in the sequel to ease the presentation.
2.2.
Estimation of θ 0 . This subsection considers the quasi maximum likelihood estimator (QMLE) of θ 0 . Based on Assumption 2.1(ii), we can write the parametric g t in (1.2) as
By assuming that η t ∼ N (0, 1), the log-likelihood function (multiplied by negative two and
However, L T (θ) is infeasible for computation, since {u t } are unobservable. Therefore, we have to replace {u t } by { u t }, and consider the following feasible log-likelihood function:
where u t = y t / √ τ t , and g t (θ) is computed recursively by
Based on L T (θ) in (2.5), our QMLE of θ 0 is defined as
To establish the asymptotics of θ T , the following additional assumptions are imposed:
Assumption 2.6. (i) η t has a continuous and almost surely positive density on R with
Assumption 2.7. E|u t | 8(1+2δ) < ∞, where δ > 0 is defined as in Assumption 2.6(ii). gives the identification condition for θ 0 based on the QMLE, and ensures that the GARCH process u t is β-mixing (see, e.g., Carrasco and Chen (2002) ). Assumption 2.6(ii) is stronger than the condition that Eη 4 t < ∞, which is necessary to derive the asymptotic normality of the QMLE for the stationary GARCH model; see Hall and Yao (2003) . Assumption 2.7 is stronger than Assumption 2.4, and as shown in Francq and Zakoïan (2004) , it is not needed for the asymptotic normality of the QMLE in the stationary GARCH model. We resort to the stronger conditions of η t and u t in Assumptions 2.6(ii) and 2.7 due to the existence of τ (x) in the S-GARCH model. Assumption 2.8 requires a more restrictive condition on the bandwidth an undersmoothing h is needed to make the estimation bias from τ t negligible so that the √ T -convergence of θ T holds.
∂θ , and
Now, we are ready to give the asymptotics of θ T in the following theorem: Theorem 2.2. Suppose Assumptions 2.1-2.3 and 2.5-2.7 hold. Then,
(ii) furthermore, if Assumption 2.3 is replaced by Assumption 2.8,
where
1 , and J 1 and J 2 are defined in (2.7).
Remark 2. We can simply estimate Σ by its sample version Σ T , where
(2.8)
∂θ , and g t = g t ( θ T ). Under the conditions of Theorem 2.2, it is not hard to see that Σ T → p Σ as T → ∞.
Remark 3. It is worth noting that our proof techniques are different from those in Feng (2004) , which seem to be un-rigorous and lead to a wrong asymptotic variance of θ T .
Interestingly, the preceding theorem shows that the asymptotic variance of θ T is independent of τ (x). Following the viewpoint of Robinson (1987) , it means that θ T is adaptive to the unknown form of τ (x). This adaption feature ensures that the efficiency of θ T and the power of its related tests are unchanged regardless of the form of τ (x).
In Truquet (2017), a projection-based weighted least squares estimator (WLSE) was proposed for model (1.5) with p = 0. However, this projection-based WLSE is not adaptive, and its extension to the case of p = 0 seems difficult due to the existence of unobservable GARCH terms h t−j .
Order selection.
To use the S-GARCH model in practice, we need determine suitable orders p and q. This subsection studies the Bayesian information criteria (BIC) for this purpose. Based on { u t }, we compute θ T,(p,q) (i.e., the QMLE for a given (p, q)), and then define the BIC as follows:
where L T (θ) is defined in (2.5). Denote the true values of p and q as p 0 and q 0 , respectively.
Based on the BIC, our selected order ( p, q) is defined as
The consistency of ( p, q) is given in the following theorem.
Theorem 2.3. Suppose the conditions in Theorem 2.2 hold. Then,
3. The LM test. Since Engle (1982) and Bollerslev (1986) , testing for the nullity of the parameters in the GARCH model is important in applications. This problem can be further generalized to consider the following linear constraint hypothesis:
where R is a given d × (p + q) matrix of rank d, and r is a given d × 1 constant vector. In this section, we construct a Lagrange multiplier (LM) test statistic LM T for H 0 , where
Here, θ T |0 is the constrained QMLE of θ 0 under H 0 , and J 1T |0 and Σ T |0 are defined in the same way as J 1T and Σ T , respectively, with θ T replaced by θ T |0 . The following theorem gives the limiting null distribution of LM T :
Theorem 3.1. Suppose the conditions in Theorem 2.2 hold. Then, under H 0 ,
where χ 2 s is the chi-squared distribution with the degrees of freedom s.
Based on Theorem 3.1, we can set the rejection region of Let η t be the model residual defined as in (2.9). The idea of our portmanteau test is based on the fact that {η 2 t } is a sequence of uncorrelated random variables under (1.1)-(1.2). Hence, if the S-GARCH model is correctly specified, it is expected that the sample autocorrelation function of { η 2 t } at lag k, denoted by ρ T,k , is close to zero, where
with η 2 being the sample mean of { η 2 t }. Let ρ T = ( ρ T,1 , · · · , ρ T,ℓ ) ′ for some integer ℓ ≥ 1, and
be a symmetric matrix, where
To facilitate our portmanteau test, we need the limiting distribution of ρ T in the following theorem: 
where Σ P = (κ − 1) −1 Σ P 1 Σ P 2 Σ ′ P 1 , and Σ P 1 and Σ P 2 are defined in (4.1)-(4.2).
As in Remark 2, Σ P can be consistently estimated by its sample version Σ P . Based on Σ P , our portmanteau test is defined as
If the S-GARCH model is correctly specified, we have Q T (ℓ) → L χ 2 ℓ as T → ∞ by Theorem 4.1. Therefore, if the value of Q T (ℓ) is larger than χ 2 ℓ (α), the fitted S-GARCH model is inadequate at level α. Otherwise, it is adequate at level α. We shall hightlight that Q T (ℓ) also has the adaption feature as LM T , and it is essential to detect the adequacy of the short run GARCH component u t but not the long run component τ t , since the form of τ t is unspecified in the S-GARCH model. In practice, the choice of lag ℓ depends on the frequency of the series, and one can often choose ℓ to be O(log(T )), which delivers 6, 9 or 12 for a moderate T (see Tsay (2008) ).
Comparisons with other estimation methods.
This section compares our twostep estimation method with the three-step estimation method in Hafner and Linton (2010) and the variance target (VT) estimation method in Francq, Horváth and Zakoïan (2011).
5.1.
Comparison with three-step estimation method. Our two-step estimation method is the same as the first two estimation steps in Hafner and Linton (2010), where they gave the following asymptotic normality result for the S-GARCH(1, 1) model:
In view of the expression of Σ † , we can also find that θ T is adaptive, but this point has not been pointed out by Hafner and Linton (2010) . Indeed, we can show that Σ † and Σ are equivalent.
Since Σ † involves three infinite summations M , Z 1 and Z 2 , it is not easy for estimation. On the contrary, our Σ has a much simpler expression, and it can be directly estimated as shown in Remark 2.
In Hafner and Linton (2010), they further proposed an updated estimator at step three, and claimed this updated estimator can achieve the semiparametric efficiency bound when η t ∼ N (0, 1). Following the idea of Hafner and Linton (2010), we can also update our estimator θ T to θ T at step three, where
Here, η t (θ) and g t (θ) are defined as in (2.9). Below, we give the limiting distribution of θ T .
Theorem 5.1. Suppose the conditions in Theorem 2.2 hold. Then,
where Σ * = (κ − 1)J * −1 1
The preceding theorem shows that θ T can not achieve the semiparametric efficiency bound, since J * 2 + J * 3 + J * ′ 3 ≡ 0. Hence, it seems unnecessary to consider the third estimation step in Hafner and Linton (2010) . Note that the updating procedure in (5.1) was also given by Bickel, Klaassen, Ritov and Wellner (1993), in which they showed the updated estimator can achieve the semiparametric efficiency bound when the data are independent. However, when the data are dependent, their conclusion may not be true as demonstrated by Theorem 5.1.
The failure of θ T in our case possibly results from the violation of the following condition: 
where τ 0 is a positive parameter, and α i0 , β j0 and η t are defined as before. Indeed, model (5.3) is just our stationary S-GARCH model, and it is also an alternative reparametrization version of the conventional covariance stationary GARCH model. Since Ey 2 t = τ 0 under model (5.3), the VT method first estimates τ 0 by τ T , and then estimates θ 0 by the QMLE θ T , where
Here, u t = y t / √ τ T , and g t (θ) is defined in the same way as g t (θ) in (2.6) with u t replaced by u t . Clearly, the difference of two methods is that our method estimates the unknown function τ (x) nonparametrically, while the VT method estimates the unknown constant parameter τ 0 by the sample mean of y 2 t . It turns out that two methods require different technique treatments and give different application scopes. From a statistical point of view, the proof techniques for VT method rely on the facts that the objective function L T (θ) is differential around τ 0 and the first step estimator τ T is √ T -consistent. However, neither of these facts holds for our method, and we thus need develop new proof techniques based on more restrictive conditions for u t and η t . From a practical point of view, our method works for the either stationary or non-stationary S-GARCH model, while the VT method does only for the stationary S-GARCH model. Hence, our method has a much broader application scope than the VT method.
By re-visiting Theorem 2.1 in Francq, Horváth and Zakoïan (2011), we further find that the asymptotic variance of θ T is the same as the one of θ T in Theorem 2.2. That is, our QMLE θ T and the QMLE θ T in the VT method have the same asymptotic efficiency, although our first step estimator has a slower convergence rate √ T h than the parametric convergence rate √ T . This novel feature has not been discovered in the literature, and it makes our two-step method more attractive than the VT method, since our QMLE does not suffer any efficiency loss for the stationary S-GARCH model, and at the same time, our QMLE can still work with the same efficiency (due to the adaption feature) for the non-stationary S-GARCH model. As expected, similar features also hold for our tests LM T and Q T (ℓ), and these findings will be further illustrated by simulations in the next section.
6. Simulations. This section gives the simulation studies for the QMLE θ T and the tests LM T and Q T (ℓ). To facilitate it, we first show how to choose the bandwidth h. 
, estimate this pilot model by the QMLE to get the pilot estimates { g t,0 } T t=1 . 2. With { g t,0 } T t=1 , define a CV criterion as
where τ −t (h) is the leave-one-out estimate of τ t with respect to the bandwidth h, based on all observations except y t . Select our bandwidth as h cv = arg min h∈H CV (h), where
with two positive constants c min and c max .
Let Var(y t ) be the sample variance of {y t } T t=1 . To compute h cv in Algorithm 6.1, we suggest to choose λ 0 = 2/7, c min = 0.1 Var(y t ) λ 0 and c max = 3 Var(y t ) λ 0 , which will be used and demonstrated with good performance in our simulation studies below. For the pilot model in Algorithm 6.1, it could be taken based on either some prior information or the BIC. For each replication, we compute θ T by using the Epanechnikov kernel K(x) = 3 4 (1 − x 2 )1(|x| ≤ 1) and choosing the bandwidth h = h cv according to Algorithm 6.1 with the (G)ARCH model in DGP as the pilot model. Table 1 reports the sample bias, sample empirical standard deviation (ESD) and average asymptotic standard deviation (ASD) of θ T based on 1000 replications for each DGP, where the ASD is calculated as in Remark 2. From Table 1 , we find that (i) the biases of θ T are small in each case; (ii) regardless of the specification of Table 1 The results of θT based on DGPs 1-2 τ (x) and the distribution of η t , the values of ESD and ASD are close to each other, especially for large T ; (iii) when the value of T increases, the value of ESD decreases; (iv) θ T becomes less efficient with a larger value of ESD as the thickness of η t becomes heavier; (v) the value of ESD is almost invariant with respect to the specification of τ (x), meaning that θ T is adaptive as expected. Overall, our QMLE θ T has a satisfactory performance in all considered cases. Next, we fit each replication by its related null model, and then apply LM T to detect the null hypothesis of k = 0 as well as Q T (ℓ) to check whether this fitted null model is adequate.
Based on 1000 replications, the empirical power of LM T and Q T (ℓ) is plotted in Fig 1 and First, we compare the efficiency of θ T and θ T by looking at the following ratio:
where γ is any entry of θ 0 , and the ESD of each estimator is computed based on 1000 replications. Table 2 reports the values of R qmle (γ) when the DGP is a stationary S-ARCH (2) (or S-GARCH(1, 1)) model with τ (x) ∼ (6.1), η t ∼ N (0, 1), and three different choices of θ 0 .
From this table, we find that as expected, all the values of R qmle (γ) are close to 1, indicating that θ T and θ T have the same asymptotic efficiency when the S-GARCH model is stationary. Table 2 The value of R qmle (γ) when the S-GARCH model is stationary DGP: S-ARCH(2) with τ (x) ∼ (6.1) and ηt ∼ N (0, 1) Second, we compare the power of LM T and LM vt T and that of Q T (ℓ) and Q vt T (ℓ) by looking at the following two ratios: , where the power of each test is computed based on 1000 replications. Table 3 reports the values of R lm and R q (ℓ) (for ℓ = 6, 9 and 12), when the data are generated from a stationary S-GARCH(1, 2) model in DGP 5 with τ (x) ∼ (6.1). The results for DGPs 3-4 and 6 are quite similar and hence omitted for saving the space. From Table 3 , we can see that (i) the values of R lm are close to 1 in all examined cases; (ii) when the value of T or k is small, the values of R q (ℓ) are slightly less than one, meaning that Q vt T (ℓ) could be more powerful than Q T (ℓ); (ii) when the value of T or k becomes large, the power advantage of Q vt T (ℓ) disappears as the values of R q (ℓ) are close to 1. These findings demonstrate that when the S-GARCH model is stationary, our two tests have the same power performance as their counterparts from the VT method especially for large T . We also highlight that when the S-GARCH model is nonstationary, our un-reported results show that LM vt T and Q vt T (ℓ) can cause a severe over-sized problem, and hence they can not be used in this case. Table 3 The values R lm and Rq(ℓ) based on a stationary S-GARCH(1, 2) model in DGP 5 to select q for the S-ARCH(q) and LS-ARCH(q) models.
Next, we compare all four models in terms of the mean squared prediction error (MSPE).
Specifically, we use the in-sample data set {y t } T 0 t=1 to make a t 0 -step ahead forecast y 2
for the out-of-sample data point y 2
, and then compute the MSPE by
The model with the smallest value of MSPE(t 0 ) has the best t 0 -step ahead forecasting per- where T = {50, 100, · · · , 500}, and y 2 t+1|t (T ) computed as for the stationary ARCH(q) model is the prediction of y 2 t+1 based on the data set {y i } t i=t−T +1 . Table 4 reports the values of MSPE(t 0 ) for all four models, where the prediction horizon t 0 is taken as 1, 5, 10 and 22, corresponding to daily, weekly, biweekly and monthly predictions, respectively. From this table, we find that for the USD/INR return series, (i) the S-GARCH model has the best daily and weekly forecasting performance and the second best biweekly and monthly forecasting performance; (ii) the LS-ARCH model performs the best for the biweekly and monthly forecast, the second best for the weekly forecast, but the worst for the daily forecast; (iii) the GARCH model has a better forecasting performance than the S-ARCH model, which delivers the worst weekly, biweekly and monthly forecasts. For the FTSE return series, the S-GARCH model always performs best except for t 0 = 1, in which the GARCH model performs slightly better. Meanwhile, the GARCH model exhibits better forecasting performance than the LS-ARCH model, while the S-ARCH model still remains the worst one in general. Note: For each t 0 , the smallest value of MSPE(t 0 ) among all four models is in boldface.
Our findings for the GARCH and LS-ARCH models are consistent to those in Fryzlewicz, (2011), we find that our QMLE not only enjoys a broader application scope to deal with the non-stationary S-GARCH model, but also avoids any efficiency loss when the S-GARCH model is stationary. All of these interesting features have not been unveiled before in the literature, and they make our QMLE and its related LM and portmanteau tests more appealing in practice. Furthermore, simulation studies demonstrate that our entire inference procedure has a good finite-sample performance, and applications to USD/IND exchange rate and FTSE index show that the S-GARCH model can deliver better out-of-sample prediction than its competitive models.
In the future, one possible work is to extend our study to the robust estimation context. This could give us more efficient estimators and more powerful tests for heavy-tailed data.
Another possible work is to relax the smooth condition of the long run component to allow for abrupt change. This seems challenging and may require more non-trivial technique treatments.
