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On the K-theory of planar cuspical curves
and a new family of polytopes
Lars Hesselholt
Introduction
We let k be a regular Fp-algebra, let a, b > 2 be relatively prime integers, and
consider the coordinate ring A = k[x, y]/(xb − ya) of the planar cuspical curve
ya = xb. The algebraic K-groups of the ring A decompose as the direct sum
Kq(A) = Kq(k)⊕Kq(A, a)
of the algebraic K-groups of the ground ring k and the relative algebraic K-groups
of A with respect to the ideal a = (x, y). The purpose of this paper is to evaluate
the relative groups Kq(A, a) in terms of the big de Rham-Witt groups of k. At the
moment, the calculation depends on a conjecture of a combinatorial nature that
we formulate below. We prove the conjecture in some low-dimensional cases. This
leads to new unconditional results for K2 and K3.
To state the result, we first define
ℓ(a, b,m) = card{(i, j) ∈ N× N | ai+ bj = m}
to be the number of expressions of the positive integer m as a linear combination
m = ai+ bj with (i, j) a pair of positive integers, and next define
S(a, b, r) = {m ∈ N | ℓ(a, b,m) 6 r} ⊂ N,
where r is a non-negative integer. We recall that for every subset S ⊂ N stable
under division and every positive integer e, the big de Rham-Witt groups WSΩ
q
k
and the Verschiebung maps Ve : WS/eΩ
q
k →WSΩ
q
k are defined; see [16].
Theorem A. Let k be a regular Fp-algebra and let A = k[x, y]/(x
b− ya) be the
coordinate ring of a planar cuspical curve with a, b > 2 relatively prime integers and
with p not dividing a. Let a = (x, y) ⊂ A be the ideal defining the cusp. Assuming
that Conjecture B below holds, there is a canonical long exact sequence
· · ·
⊕
(WS/bΩ
q−2r
k /VaWS/abΩ
q−2r
k )
⊕
(WSΩ
q−2r
k /VaWS/aΩ
q−2r
k )
Kq(A, a)
⊕
(WS/bΩ
q−1−2r
k /VaWS/abΩ
q−1−2r
k ) · · · ,
//
Vb //
ε
//
∂
// //
where the sums range over non-negative integers r and where S = S(a, b, r).
Partial support from DNRF Niels Bohr Professorship and JSPS Grant-in-Aid 23340016 is
gratefully acknowledged.
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We remark that if neither a nor b are divisible by p, then the long exact sequence
in the statement of Theorem A simplifies to a canonical isomorphism⊕
r>0
(WSΩ
q−2r
k /(VaWS/aΩ
q−2r
k + VbWS/bΩ
q−2r
k ))
ε
// Kq(A, a)
with S = S(a, b, r). Indeed, in this case, the maps Va and Vb both are injective.
Similarly, if k is a perfect field, whose characteristic p > 0 may or may not divide a
or b, then Theorem A shows that for every even non-negative integer q = 2r, there
is a canonical isomorphism
WS(k)/(VaWS/a(k) + VbWS/b(k))
ε
// Kq(A, a),
where again S = S(a, b, r), and that for every odd or negative integer q, the relative
K-group in question vanishes. We show in Section 1 below that the domain of this
isomorphism is a W(k)-module of finite length 12 (q + 1)(a− 1)(b− 1). The precise
structure of thisW(k)-module and, more generally, of the big de Rham-Witt groups
that appear in Theorem A depends on the decomposition of S into “orbits” of the
multiplication-by-p map.
We briefly outline the proof of Theorem A and refer to Section 4 below for more
details. Let B = k[t] and let f : A→ B, g : A→ k, and h : B → k be the k-algebra
homomorphisms that map x and y to ta and tb, x and y to 0, and t to 0, respectively.
We consider the following diagram in which the two right-hand horizontal maps are
the cyclotomic trace maps from algebraic K-theory to topological cyclic homology
defined by Bo¨kstedt-Hsiang-Madsen [2].
K(A) K(A) TC(A; p)
K(k) K(B) TC(B; p),
tr
//
h

f

g
oo
tr
//
f

Since k is regular, the map induced by g is a weak equivalence, by the fundamental
theorem in algebraic K-theory [30, Theorem 8, Corollary], and hence the left-hand
square is homotopy cartesian. Moreover, as we explain in Theorem 4.1 below,
results of McCarthy [28] and of Geisser and the author [10] implies that the right-
hand square, too, is homotopy cartesian. Hence, the mapping fiber K(A, a) of
the map of K-theory spectra induced by h is canonically weakly equivalent to the
mapping fiber of the map of topological cyclic homology spectra induced by f .
The homotopy groups of the latter, can be evaluated by the methods developed by
Madsen and the author in [19, 21], provided that the solution to the combinatorial
problem that we now proceed to describe is as stated in Conjecture B below.
We fix a positive integer m. Let T be the circle group of complex numbers
of modulus 1, let Cm ⊂ T be the subgroup of order m, and let ζm ∈ Cm be the
generator exp(2πi/m), where i is a fixed square root of −1. Let R[Cm] be the real
regular representation, and let ∆m−1 ⊂ R[Cm] be the convex hull of Cm ⊂ R[Cm].
We recall that ∆m−1 is a simplicial complex whose set of simplices is the set of all
non-empty subsets F ⊂ Cm. We consider the sub-simplicial complex
Σ(a, b,m) ⊂ ∆m−1
whose set of simplices consists of the non-empty subsets F ⊂ Cm satisfying the
following condition: If F = {ζr1m , . . . , ζ
rk
m } with 0 6 r1 < · · · < rk < m, then the k
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gaps rs+1 − rs, where 1 6 s < k, and r1 +m− rk all can be expressed as ai + bj
with (i, j) a pair of non-negative integers. We note that Σ(a, b,m) is non-empty if
and only if m can be expressed as m = ai + bj with (i, j) a pair of non-negative
integers. The left action by the group Cm on R[Cm] restricts to left Cm-actions on
∆m−1 and Σ(a, b,m) and induces a left Cm-action on the quotient space
X(a, b,m) = ∆m−1/Σ(a, b,m).
The problem that we wish to solve is to determine the homotopy type of the induced
pointed T-space T+ ∧Cm X(a, b,m).
To state our conjectured solution to this problem, we suppose that a < b and
choose a pair of integers (c, d) with the property that(
a b
c d
)
∈ SL(2,Z),
this being possible since a and b are relatively prime. The equation(
m
n
)
=
(
a b
c d
)(
i
j
)
defines a bijection from the set of pairs of positive integers (i, j) with m = ai+ bj
onto the set of integers n = ci + dj in the open interval (cm/a, dm/b). We define
C(n) to be C considered as a real Cm-representation with z ∈ Cm acting through
multiplication by zn and define λ(a, b,m) to be the direct sum
λ(a, b,m) =
⊕
n∈(cm/a,dm/b)∩Z
C(n)
as n ranges over the integers in the open interval (cm/a, dm/b). We further consider
the pointed Cm-space defined as follows.
Y (a, b,m) =

Sλ(a,b,m) if a and b do not divide m
C˜a ∧ S
λ(a,b,m) if a but not b divides m
Sλ(a,b,m) ∧ C˜b if b but not a divides m
C˜a ∧ Sλ(a,b,m) ∧ C˜b if both a and b divide m
Here Sλ(a,b,m) is the one-point compactification of λ(a, b,m), C˜a is the mapping cone
of the map Ca+ → S0 that collapses Ca to the non-basepoint in S0, and Cm acts
on Ca through the (m/a)th power map. We note that the real Cm-representation
λ(a, b,m) and the pointed Cm-space Y (a, b,m) do not depend on the choice of (c, d).
In general, if Z is a Cm-space and m = st, then the subspace Z
Cs fixed by the
subgroup Cs ⊂ Cm is a Cm/Cs-space and we write ρ∗sZ
Cs for this space viewed as
a Ct-space with Ct acting through the sth root ρs : Ct → Cm/Cs. Now, the family
of pointed Cm-spaces X(a, b,m) (resp. Y (a, b,m)) comes equipped with canonical
isomorphisms, whenever m = st, of pointed Ct-spaces
ρ∗sX(a, b,m)
Cs
rX,s
// X(a, b, t) (resp. ρ∗sY (a, b,m)
Cs
rY,s
// Y (a, b, t) ).
The inverse of rX,s takes the class of the point
∑
avv of the face F ⊂ Ct to the
class of the point (1/s)
∑
azsz of the face F
1/s = {z ∈ Cm | zs ∈ F} ⊂ Cm,
and the inverse of rY,s is induced by the isomorphism λ(a, b, t) → ρ∗sλ(a, b,m)
Cs
that takes the summand indexed by n ∈ (ct/a, dt/b) to the summand indexed by
ns ∈ (cm/a, dm/b) by the identity map id: C(n)→ ρ∗sC(ns)
Cs .
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Conjecture B. Given relative prime integers 1 < a < b, there exists a family
indexed by positive integers m of maps of pointed Cm-spaces
X(a, b,m) Y (a, b,m)
u(a,b,m)
//
with the following properties.
(1) If m = st, then the diagram of pointed Cm-spaces
ρ∗sX(a, b,m)
Cs ρ∗sY (a, b,m)
Cs
X(a, b, t) Y (a, b, t)
ρ∗su(a,b,m)
Cs
//
rX,s

rY,s
u(a,b,t)
//
is homotopy commutative.
(2) The induced maps of pointed T-spaces
T+ ∧Cm X(a, b,m) T+ ∧Cm Y (a, b,m)
id∧u(a,b,m)
//
induce isomorphisms of reduced singular homology groups.
We briefly discuss Conjecture B and refer to Section 6 for details. The singular
homology groups of the domain and target of the map in (2) are finitely generated
and are known to be abstractly isomorphic; see Corollary 5.2. Hence, it suffices
to define a family of maps u(a, b,m) that satisfy (1) and to show that the induced
maps in (2) induce surjections of homology groups. By contrast, we do not know
how to evaluate the homology groups of the spaces X(a, b,m), although computer
calculations by Welker [35] suggest that the maps u(a, b,m) are weak equivalences.
In Section 6, we formulate the combinatorial Conjecture 6.2 and, assuming this
conjecture, construct maps u(a, b,m) that satisfy (1). We prove in Proposition 6.3
that Conjecture 6.2 holds for all positive integers m with ℓ(a, b,m) 6 1. Using this
result, we prove in Proposition 6.4 that Conjecture B holds for all positive integers
m such that either ℓ(a, b,m) = 0 or ℓ(a, b,m) = 1 and neither a nor b divides
m. This, in turn, implies the following unconditional result, which extends earlier
calculations by Krusemeyer [25, Proposition 12.1] of K1.
Theorem C. The long exact sequence in Theorem A is valid for all q 6 2. If
p divides neither a nor b, then the sequence is valid for all q 6 3.
Proving Conjecture B would likely require an understanding of the facet struc-
ture of the stunted regular cyclic polytopes P (a, b,m) that we introduce in Section 6
below. At the moment, this important problem is completely open. However, since
algebraic K-theory has a tendency to suggest deep yet solvable problems, one may
well hope that a complete solution can be found.
We finally mention that for k a field of characteristic zero, the cyclic homology
groups of A were calculated by Geller, Reid, and Weibel [12, Theorem 9.2] and that,
in view of the affirmation by Cortin˜as [4] of the KABI-conjecture made in [12], this
gives a complete calculation of the groups Kq(A, a).
It is a great pleasure to thank Volkmar Welker for his very helpful computer
calculations which strongly support Conjecture B. This paper was written in part
while the author was visiting the Australian National University. The author would
like to express his sincere gratitude to the university and to Jim Borger in particular
for their hospitality and support.
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1. Big de Rham-Witt forms
In this section, we recall the groups WSΩ
q
k of big de Rham-Witt forms that
appear in Theorem A in the introduction. These groups were introduced in [21],
but a better and more direct construction is given in [16].
The big de Rham-Witt complex of a commutative ring k is the initial example of
a rather complex algebraic structure called a Witt complex. To state the definition,
we say that a subset S ⊂ N of the set of positive integers is a truncation set if
whenever m = st ∈ S then both s ∈ S and t ∈ S. We consider the truncation sets
as the objects of a category with a single morphism from S to T if S ⊂ T and recall
that there is a contravariant functor that to a truncation set S associates the ring
WS(k) of big Witt vectors in k indexed by S. If n is a positive integer and S a
truncation set, then one defines S/n = {s ∈ N | ns ∈ S}. It is a truncation set and
there are natural maps Fn : WS(k) → WS/n(k) and Vn : WS/n(k) → WS(k) called
the nth Frobenius and the nth Verschiebung maps, respectively.
The following definition is [16, Definition 4.1].
Definition 1.1. Let k be a commutative ring. A Witt complex E over k is
a contravariant functor that to a truncation set S associates an anti-symmetric
graded ring E∗S and takes colimits to limits together with a natural map of rings
WS(k)
ηS
// E0S
and natural maps of graded abelian groups
EqS
d
// Eq+1S E
q
S
Fn
// EqS/n E
q
S/n
Vn
// EqS (n ∈ N)
such that the following (1)–(5) hold.
(1) If ω ∈ EqS and ω
′ ∈ Eq
′
S then
d(ω · ω′) = dω · ω′ + (−1)qω · dω′
d(d(ω)) = d log ηS([−1]S) · dω.
(2) If m and n are positive integers, then
F1 = V1 = id; FmFn = Fmn; VnVm = Vmn;
FnVn = n id; FmVn = VnFm if (m,n) = 1;
FnηS = ηS/nFn; VnηS/n = ηSVn.
(3) If n is a positive integer, ω ∈ EqS , ω
′ ∈ Eq
′
S , and ω ∈ E
q′′
S/n, then
Fn(ω · ω
′) = Fn(ω) · Fn(ω
′), ω · Vn(ω
′′) = Vn(Fn(ω) · ω
′′).
(4) If n is a positive integer and ω ∈ EqS , then
FndVn(ω) = dω + (n− 1)d log ηS/n([−1]S/n) · ω.
(5) If n is a positive integer, S a truncation set, and a ∈ k, then
FndηS([a]S) = ηS/n([a]
n−1
S/n )dηS/n([a]S/n),
where [a]S ∈WS(k) is the Teichmu¨ller representative.
A map of Witt complexes over k is a natural map fS : E
∗
S → E
′
S
∗ of graded rings
such that fSηS = η
′
S , d
′fS = fSd, fS/nFn = F
′
nfS , and fSVn = V
′
nfS/n.
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Remark 1.2. If m is positive integer, then we define 〈m〉 to be the truncation
set of divisors ofm. We note that if also n is a positive integer, then 〈m〉/n = 〈m/n〉,
if n divides m, and 〈m〉/n = ∅, otherwise. Hence, it makes sense to restrict a Witt
complex E to the truncation sets of the form 〈m〉. This restricted Witt complex,
in turn, determines E up to unique isomorphism. Indeed, every truncation set S is
equal to the union of the truncation sets 〈m〉 with m ∈ S, and hence,
EqS = limm∈S
Eq〈m〉
with S ordered under division.
The big de Rham-Witt complex WSΩ
∗
k is defined, up to unique isomorphism,
to be an initial object in the category of Witt complexes over k. An explicit con-
struction is given in [16, Section 4]. It is proved in loc. cit., Addendum 4.8, that the
canonical maps η{1} : Ω
∗
k →W{1}Ω
∗
k and ηS : WS(k)→WSΩ
0
k from the differential
graded ring of de Rham forms and the ring of big Witt vectors, respectively, are
isomorphisms; whence the naming. The element d log ηS([−1]S) is a manifestation
of the Hopf class η. It vanishes if 2 is either invertible or nilpotent in k. Finally, we
write RST : WSΩ
∗
k →WTΩ
∗
k for the map of graded rings induced by the inclusion of
truncation sets T ⊂ S and call it the restriction map. It is a surjective map.
We now let p be a prime number and assume that k is a Z(p)-algebra. In this
case, the big de Rham-Witt groups admit the following p-typical decomposition.
Let P ⊂ N be the truncation set consisting of the powers of p. We say that a
truncation set S is p-typical if S ⊂ P . The finite p-typical truncation sets are the
empty set ∅ and the sets 〈pv−1〉 = {1, p, . . . , pv−1} with v a positive integer. If S is
any truncation set, then we define S′ ⊂ S to be the sub-truncation set consisting
of the elements e ∈ S that are not divisible by p. In this situation, the map
(1.3) WSΩ
q
k
γ
//
∏
e∈S′W(S/e)∩PΩ
q
k
whose eth component is the composite map
WSΩ
q
k
Fe
// WS/eΩ
q
k
R
// W(S/e)∩PΩ
q
k
is an isomorphism; see [21, Corollary 1.2.6]. The decomposition may be memorized
by noting that S is the disjoint union of the orbits S∩eP of multiplication by p and
that multiplication by e defines a bijection of the p-typical truncation set (S/e)∩P
onto the orbit S ∩ eP . We also spell out the p-typical decomposition of the maps
Fs, Vs, and R
S
T . We write s = p
vs′ with s′ not divisible by p. The following three
square diagrams with F γs , V
γ
s , and (R
S
T )
γ defined below commute.
WSΩ
q
k
γ
//
Fs

∏
W(S/e)∩PΩ
q
k
Fγs

WSΩ
q
k
γ
//
RST

∏
W(S/e)∩PΩ
q
k
(RST )
γ

WS/sΩ
q
k
γ
//
Vs
OO
∏
W(S/se)∩PΩ
q
k
V γs
OO
WTΩ
q
k
γ
//
∏
W(T/e)∩PΩ
q
k
Here, the map F γs takes the factor indexed by e ∈ S
′∩ s′N to the factor indexed by
e/s′ ∈ (S/s)′ by the map Fpv and annihilates the factors indexed by e ∈ S′ r s′N.
The map V γs takes the factor indexed by e ∈ (S/s)
′ to the factor indexed by s′e ∈ S′
by the map s′ Vpv . Finally, the map (R
S
T )
γ takes the factor indexed by e ∈ T ′ ⊂ S′
to the factor indexed by e ∈ T ′ by the map R
(S/e)∩P
(T/e)∩P and annihilates the factors
indexed by e ∈ S′ r T ′.
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We also remark that for any commutative ring k, the group
WvΩ
q
k =W{1,p,...,pv−1}Ω
q
k
agrees, up to unique isomorphism, with the p-typical de Rham-Witt group defined
in [23] for p odd and in [5] for p = 2. If k is an Fp-algebra, then the common group
further agrees, up to unique isomorphism, with the classical p-typical de Rham-
Witt group defined in [24]. If k is a regular Fp-algebra, then the structure of the
wth graded piece grwWvΩ
q
k for the descending filtration of WvΩ
q
k given by the
kernels FilwWvΩ
q
k = V
wWv−wΩ
q
k + dV
wWv−wΩ
q
k ⊂WvΩ
q
k of the restriction maps
WvΩ
q
k → WwΩ
q
k is determined in [24, Corollary I.3.9] in terms of the groups of
de Rham forms Ωqk and the Cartier operator. We also remark that if k is a perfect
Fp-algebra, then WvΩ
q
k vanishes for all q > 0, by op. cit., Proposition I.1.6.
We will now examine the truncation sets S(a, b, r) defined in the introduction
and the corresponding groups of big de Rham-Witt forms WS(a,b,r)Ω
q
k in more
detail. So let again 1 < a < b be a fixed pair of relatively prime integers. We choose
a pair of integers (c, d) with ad − bc = 1 and recall that the number ℓ(a, b,m) of
ways in which m can be written as m = ai+ bj with (i, j) a pair of positive integers
is equal to the number of integers in the open interval (cm/a, dm/b). We first
establish some basic properties of the function ℓ(a, b,m) and the truncation set
S(a, b, r).
Lemma 1.4. The function that to a positive integer m associates the non-
negative integer ℓ(a, b,m) has the following properties.
(1) ℓ(a, b,m+ ab) = ℓ(a, b,m) + 1.
(2) If rab+1 6 m 6 (r+1)ab with r a non-negative integer, then ℓ(a, b,m) = r or
ℓ(a, b,m) = r + 1. If, in addition, m is divisible by a or b, then ℓ(a, b,m) = r.
(3) There are exactly ab positive integers m with ℓ(a, b,m) = r > 1.
(4) There are exactly 12 (a+ 1)(b+ 1)− 1 positive integers m with ℓ(a, b,m) = 0.
(5) If s is a divisor in m, then ℓ(a, b, s) 6 ℓ(a, b,m).
Proof. (1) The values ℓ(a, b,m) and ℓ(a, b,m+ab) are the numbers of integers
in the open intervals (cm/a, dm/b) and (cm/a+ bc, dm/b+ ad), respectively. Since
bc and ad are consecutive integers, ℓ(a, b,m+ ab) = ℓ(a, b,m) + 1 as stated.
(2) The length of the open interval (cm/a, dm/b) is equal to m/ab which is
strictly larger than r and less than or equal to r + 1. Therefore, the number
ℓ(a, b,m) of integers in this interval is either r or r + 1. If m is divisible by either
a or b, then one or both end points of the interval are integers. Therefore, in this
case, it contains precisely r integers.
(3) By (2), the positive integers m that satisfies ℓ(a, b,m) = r are among the
2ab integers (r − 1)ab + 1 6 m 6 (r + 1)ab. Moreover, on the first half (resp. the
second half), the value of ℓ(a, b,m) is either r − 1 or r (resp. either r or r + 1).
Finally, by (1), the number of integers (r−1)ab+1 6 m 6 rab with ℓ(a, b,m) = r−1
is equal to the number of integers rab + 1 6 m 6 (r + 1)ab with ℓ(a, b,m) = r.
Therefore, the total number of integers m with ℓ(a, b,m) = r is equal to ab as
stated.
(4) It follows from (2) that all positive integersm with ℓ(a, b,m) = 0 are among
the ab integers 1 6 m 6 ab. Moreover, on said ab integers, the value ℓ(a, b,m) is
either 0 or 1 and is equal to the coefficient cm in the polynomial
f(t) =
∑
0<m<2ab
cmt
m = (ta + t2a + · · ·+ ta(b−1))(tb + t2b + · · ·+ t(a−1)b).
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The coefficients in this polynomial satisfy cm = c2ab−m because f(t)t
−2ab = f(t−1).
Since cab = ℓ(a, b, ab) = 0, we find by setting t = 1 that∑
0<m<ab
cm =
1
2
∑
0<m<2ab
cm =
1
2
(a− 1)(b− 1).
But this is the number of integers 1 6 m 6 ab with ℓ(a, b,m) = 1, and therefore,
the number of integers 1 6 m 6 ab with ℓ(a, b,m) = 0 is equal to
ab−
1
2
(a− 1)(b− 1) =
1
2
(a+ 1)(b + 1)− 1
as stated.
(5) Let s be a divisor in m and let t = m/s. If (i, j) is a pair of positive integers
with s = ai+ bj, then (it, jt) is a pair of positive integers with m = ait+ bit, and
hence, ℓ(a, b, s) 6 ℓ(a, b,m) as stated. 
Remark 1.5. We let f : A → B be the k-algebra homomorphism considered
in the introduction. The conductor ideal from A to B is defined to be the largest
ideal I ⊂ A such that also f(I) ⊂ B is an ideal. It is generated by tv, where v
is smallest with the property that tm ∈ f(A) for all m > v. This, in turn, means
that v is smallest with the property that every m > v can be expressed as a linear
combination m = ai + bj with (i, j) a pair of non-negative integers, or equivalent,
that v + a + b is smallest with the property that every m > v + a + b can be
expressed as a linear combination m = ai+ bj with (i, j) a pair of positive integers.
Lemma 1.4 (2) shows, in particular, that v + a + b = ab + 1, and therefore, we
conclude that v = (a− 1)(b − 1) as was first noted by Sylvester [33].
It follows from Lemma 1.4 (5) that the subsets
S(a, b, r) = {m ∈ N | l(a, b,m) 6 r} ⊂ N
considered in the introduction are truncation sets. We record their cardinalities.
Corollary 1.6. Let r be a non-negative integer.
(1) card(S(a, b, r)) = 12 (a+ 1)(b+ 1)− 1 + rab.
(2) card(S(a, b, r)/a) = (r + 1)b.
(3) card(S(a, b, r)/b) = (r + 1)a.
(4) card(S(a, b, r)/ab) = r + 1.
Proof. The statement (1) follows from Lemma 1.4, (3)–(4). To prove (2), we
note that multiplication by a defines a bijection of S(a, b, r)/a onto S(a, b, r) ∩ aN.
Lemma 1.4 (2) shows immediately that the latter set has cardinality (r+1)b, which
proves (2). The proofs of (3) and (4) are analogous. 
Corollary 1.7. Let r be a non-negative integer, let S = S(a, b, r), and let k
be a commutative ring. The W(k)-module WS(k)/(VaWS/a(k) + VbWS/b(k)) has
finite length 12 (2r + 1)(a− 1)(b − 1).
Proof. In general, if T is a finite truncation set, then
lengthW(k)(WT (k)) = card(T ).
Here WT (k) is viewed as a W(k)-module via R
N
T : W(k) → WT (k). In the case at
hand, if T ⊂ S is the sub-truncation set of elements m ∈ S that are not divisible
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by either a or b, then the restriction map RST induces an isomorphism
WS(k)/(VaWS/a(k) + VbWS/b(k))
∼
//WT (k),
and by Corollary 1.6,
card(T ) = card(S)− card(S/a)− card(S/b) + card(S/ab)
is equal to 12 (2r + 1)(a− 1)(b− 1) as stated. 
Example 1.8. To illustrate the above, we let k be a regular Fp-algebra and use
Theorem A to evaluate the groups Kq(A, a) in low degrees for (a, b) = (2, 3). Our
results agree with and extend earlier results of Krusemeyer [25, Proposition 12.1].
We proceed to evaluate the long exact sequence in Theorem A in low degrees,
beginning with the case p 6= 2. Since S(2, 3, 0) = {1, 2, 3, 4, 6}, the sequence begins
K2(A, a)
∂
// W{1}Ω
1
k
V3
// W{1,3}Ω
1
k
ε
// K1(A, a)
∂
// W{1}Ω
0
k
V3
// W{1,3}Ω
0
k
ε
// K0(A, a) // 0.
In the bottom line, the map V3 is injective with cokernel
W{1,3}Ω
0
k
R
{1,3}
{1}
// W{1}Ω
0
k = k.
If also p 6= 3, then the map V3 in the top line is injective with the canonical
retraction 13F3 and with cokernel the restriction map
W{1,3}Ω
1
k
R
{1,3}
{1}
// W{1}Ω
1
k = Ω
1
k.
Indeed, in general, the kernel of the restriction map is
V3W{1}Ω
1
k + dV3W{1}Ω
0
k ⊂W{1,3}Ω
1
k,
and since p 6= 3, we have dV3 =
1
3V3d. However, if p = 3, then the map V3 in the
top line of the long exact sequence above need not be injective and its cokernel may
be larger than Ω1k.
We next assume that p 6= 3. Interchanging the roˆle of a and b, the long exact
sequence in Theorem A now begins
K2(A, a)
∂
// W{1,2}Ω
1
k
V2
// W{1,2,4}Ω
1
k
ε
// K1(A, a)
∂
// W{1,2}Ω
0
k
V2
// W{1,2,4}Ω
0
k
ε
// K0(A, a) // 0.
The map V2 is the bottom line is injective with cokernel
W{1,2,4}Ω
0
k
R
{1,2,4}
{1}
// W{1}Ω
0
k = k.
Moreover, if also p 6= 2, then the map V2 in the top line is injective with the
canonical retraction 12F2 and with cokernel
W{1,2,4}Ω
1
k
R
{1,2,4}
{1}
// W{1}Ω
1
k = Ω
1
k.
However, if p = 2, then the map V2 in the top line is not necessarily injective and
its cokernel may be larger than Ω1k.
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2. The groups TRmq−λ(k)
The purpose of this section is to determine the structure of the equivariant
homotopy groups TRmq−λ(k) of the topological Hochschild T-spectrum T (k). This
is mostly a recollection of results from [20, 21, 18], but as a new contribution, we
exhibit an explicit generator of the cyclic W(Fp)-module TR
m
q−λ(Fp).
Let k be a unital associative ring and let T (k) be the associated topological
Hochschild T-spectrum. For every positive integer m, every integer q, and every
finite dimensional orthogonal T-representation λ, we define
TRmq−λ(k) = [S
q ∧ (T/Cm)+, S
λ ∧ T (k)]T
to be the abelian group of maps in the T-stable homotopy category. If m = st,
then the canonical projection of T/Ct onto T/Cm and the associated equivariant
transfer Sq ∧ (T/Cm)+ → Sq ∧ (T/Ct)+ induce group homomorphisms
TRmq−λ(k)
Fs
// TRtq−λ(k) TR
t
q−λ(k)
Vs
// TRmq−λ(k)
called the sth Frobenius and the sth Verschiebung. Similarly, Connes’ operator
TRmq−λ(k)
d
// TRmq+1−λ(k)
is induced by a map δ : Sq+1 ∧ (T/Cm)+ → Sq ∧ (T/Cm)+ in the T-stable category;
see [23, Section 2.2]. The restriction map
TRmq−λ(k)
Rs
// TRtq−λ′ (k)
is more complicated and uses the cyclotomic structure of T (k); see [23, Section 2.3].
Here, and below, we use the abbreviation
λ′ = ρ∗s(λ
Cs).
If the ring k is commutative, then T (k) inherits the structure of a commutative ring
T-spectrum. Hence, for fixedm, the groups TRmq (k) form an anti-symmetric graded
ring, and the groups TRmq−λ(k) form a graded (right) module over this graded ring.
It is proved in [17, Section 1] that if m = st, then Fs, Rs : TR
m
∗ (k) → TR
t
∗(k) are
graded ring homomorphisms, and Vs : TR
t
∗−λ(k) → TR
m
∗−λ(k) becomes a map of
graded TRm∗ (k)-modules when the domain is viewed as a graded TR
m
∗ (k)-module
via Fs : TR
m
∗ (k)→ TR
t
∗(k). Moreover, by [20, Addendum 3.3], there are canonical
natural ring isomorphisms η〈m〉 : W〈m〉(k) → TR
m
0 (k) which are compatible with
the respective restriction, Frobenius, and Verschiebung maps. In fact, the groups
Eq〈m〉 = TR
m
q (k)
and the various structure maps defined above define a Witt complex E over k,
unique up to unique isomophism; see [17, Section 1] and Remark 1.2. Hence, by
the universal property of the big de Rham-Witt complex, there is a unique map
(2.1) W〈m〉Ω
q
k
η〈m〉
// TRmq (k)
of Witt complexes over k. This map is of a nature similar to the canonical map
from the Milnor K-theory of a field to the Quillen K-theory of the field.
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We now let p be a prime number and assume that the ring k is a Z(p)-algebra,
not necessarily commutative. In this case, the groups and maps considered above
admit the following p-typical decomposition. We define
TRvq−λ(k; p) = TR
pv−1
q−λ (k)
and abbreviate F = Fp, V = Vp, and R = Rp. We write m = p
v−1m′ with m′ not
divisible by p. In this situation, we recall from [1, Proposition 2.1] that the map
(2.2) TRmq−λ(k)
γ
//
∏
e∈〈m′〉 TR
v
q−λ′(k; p)
whose eth component is the composite map
TRmq−λ(k)
Fe
// TR
m/e
q−λ(k)
Rh // TRp
v−1
q−λ′(k)
is an isomorphism. Here h = m′/e. We caution that λ′ depends on e. Suppose
that m = st and write s = pws′ and t = pv−w−1t′ with s′ and t′ not divisible by p.
We also recall from loc. cit. that there are three commutative square diagrams
TRmq−λ(k)
γ
//
Fs

∏
TRvq−λ′(k; p)
Fγs

TRmq−λ(k)
γ
//
Rs

∏
TRvq−λ′(k; p)
Rγs

TRtq−λ(k)
γ
//
Vs
OO
∏
TRv−wq−λ′(k; p)
V γs
OO
TRtq−λ′ (k)
γ
//
∏
TRv−wq−λ′′ (k; p)
with F γs , V
γ
s , and R
γ
s defined as follows. The map F
γ
s takes the factor indexed by
e ∈ 〈m′〉 ∩ s′N to the factor indexed by e/s′ ∈ 〈t′〉 by the map F v and annihilates
the factors indexed by e ∈ 〈m′〉 r s′N. The map V γs takes the factor indexed by
e ∈ 〈t′〉 to the factor indexed by s′e ∈ 〈m′〉 by the map s′ V v. Finally, the map Rγs
takes the factor indexed e ∈ 〈t′〉 ⊂ 〈m′〉 to the factor indexed by e ∈ 〈t′〉 by the
map Rv and annihilates the factors indexed by e ∈ 〈m′〉r 〈t′〉.
Suppose that the Z(p)-algebra k is commutative. We recall from (1.3) that in
this case the big de Rham-Witt groups admit a similar p-typical decomposition. In
fact, since the map (2.1) is a map of Witt complexes and since 〈m〉′ = 〈m′〉, the
following diagram, where we abbreviate ηv = η〈pv−1〉, commutes.
W〈m〉Ω
q
k
γ
//
η〈m〉

∏
e∈〈m′〉WvΩ
q
k
∏
ηv

TRmq (k)
γ
//
∏
e∈〈m′〉 TR
v
q(k; p)
It follows that the W〈m〉(k)-module TR
m
q−λ(k) is completely determined by the
collection of Wv(k)-modules TR
v
q−λ′(k; p) with e ∈ 〈m
′〉.
Given a T-representation λ and a positive integer v, we write
λ(v) = ρ∗pv (λ
Cpv ).
The following result is proved in [18, Theorem 11]. The canonical map in the
statement is induced by the map (2.1) and the map of TR-groups induced by the
unit map ι : Fp → k.
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Theorem 2.3. Let k be a regular Fp-algebra and let λ be a finite dimensional
complex T-representation. The canonical map
WvΩ
∗
k ⊗Wv(Fp) TR
v
∗−λ(Fp; p)
// TRv∗−λ(k; p)
factors through an isomorphism⊕
r>0Wv−wΩ
q−2r
k ⊗Wv(Fp) TR
v
2r−λ(Fp; p) // TR
v
q−λ(k; p)
where w = w(r, λ, v) is equal to 0, if dimR(λ) 6 2r; is equal to w, if there exists an
integer 1 6 w < v such that dimR(λ
(w)) 6 2r < dimR(λ
(w−1)); and is equal to v, if
2r < dimR(λ
(v−1)).
It was proved in [20, Proposition 9.1] that the group TRv2r−λ(Fp; p) is cyclic of
order pv−w with w = w(r, λ, v) as in the statement. Below, we will give a preferred
generator of this group, and for this purpose, we first recall the Tate spectrum and
the Tate spectral sequence following [22, Section 4].
Let E be a free T-CW-complex which, non-equivariantly, is contractible; if
E′ is another T-CW-complex with this property, then there exists a unique T-
homotopy class of T-homotopy equivalences from E to E′. We define E˜ to be the
pointed T-CW-complex given by the mapping cone of the pointed map π : E+ → S0
that collapses E onto the non-basepoint in S0. We note that the definition of the
mapping cone and of the cofibration sequence of pointed T-CW-complexes
E+
π
// S0
ι
// E˜
δ
// ΣE+
depend on choices and that we always use the choices made in [22, Section 2]. Now,
the (−q)th Tate cohomology group of Cpv with coefficients in the T-spectrum T is
defined to be the equivariant homotopy group
Hˆ
−q(Cpv , T ) = [S
q ∧ (T/Cpv )+, E˜ ∧ F (E+, T )
c]T,
where Xc → X is a T-CW-replacement. The Tate cohomology groups of Cpv with
coefficients in T are the abutment of the Tate spectral sequence
E2s,t = Hˆ
−s(Cpv , πt(T ))⇒ Hˆ
−s−t(Cpv , T )
from the corresponding Tate cohomology groups of Cpv with coefficients in the
trivial Cpu -modules πt(T ) = [S
t ∧ T+, T ]T. If T is a ring T-spectrum, then the
spectral sequence is multiplicative.
The definition of the cyclotomic trace map given by Dundas and McCarthy
in [7] gives a map in the stable homotopy category tr : K(Fp) → T (Fp)T. This
map, in turn, determines a map in the T-stable homotopy category that we also
write
K(Fp)
tr
// T (Fp).
It follows from [9, Appendix] that this map is a map of ring T-spectra.
Lemma 2.4. Let p be a prime number, let v be a positive integer, and let µ be
a complex T-representation of real dimension 2d.
(1) The graded ring Hˆ∗(Cpv ,Z) is a Laurent polynomial algebra over Z/p
v
Z on a
preferred generator t of degree 2.
(2) The graded Hˆ∗(Cpv ,Z)-module Hˆ
∗(Cpv , π2d(S
µ ∧K(Fp))) is free of rank one
generated by the product [Sµ]ι of the fundamental class [Sµ] ∈ π2d(Sµ) and the
multiplicative unit element ι ∈ π0(K(Fp)).
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(3) The edge homomorphism of the Tate spectral sequence
Hˆ−q(Cpv , S
µ ∧K(Fp))
ε
// Hˆ2d−q(Cpv , π2d(S
µ ∧K(Fp)))
is an isomorphism for all integers q.
(4) The map induced by the cyclotomic trace map
Hˆ−q(Cpv , S
µ ∧K(Fp))
tr
// Hˆ−q(Cpv , S
µ ∧ T (Fp))
is an isomorphism for all integers q.
Proof. The statement (1) is proved in [22, Section 4] with the preferred gen-
erator t defined in loc. cit. to be the class of the cycle y0 ⊗ Nx∗1, and (2) follows
immediately from π2d(S
µ ∧K(Fp)) = Z · [Sµ]ι being a trivial Cpv -module. For the
proof of (3), we recall that for t > 0, the group Kt(Fp) is finite of order prime to p.
It follows that the (multiplicative) Tate spectral sequence
Eˆ2s,t = Hˆ
−s(Cpv , πt(S
µ ∧K(Fp)))⇒ Hˆ
−s−t(Cpv , S
µ ∧K(Fp))
collapses and that the edge homomorphism is an isomorphism as stated. Finally,
to prove (4), we first consider the (multiplicative) Tate spectral sequence for T (Fp),
which takes the form
Eˆ2 = ΛZ/pZ{u} ⊗ SZ/pZ{t, t
−1} ⊗ SZ/pZ{σ} ⇒ Hˆ
−∗(Cpv , T (Fp))
with deg(u) = (−1, 0), deg(t) = (−2, 0), and deg(σ) = (0, 2); the precise definition
of the generators u, t, and σ is given in [22, Section 4], and the spectral sequence
was evaluated in [20, Section 5]. The result is that the elements t and σ both
are infinite cycles and that the non-zero differentials are multiplicatively generated
from d2v+1(u) being equal to tv+1σv times a unit in Fp. It follows that
Eˆ∞ = SZ/pZ{t, t
−1} ⊗ SZ/pZ{σ}/(σ
v).
Next, the Tate spectral sequence for Sµ ∧T (Fp) is a module spectral sequence over
the spectral sequence for T (Fp) generated by the infinite cycle tr([S
µ]ι) ∈ Eˆr0,2d.
Moreover, it was proved in loc. cit. that the extensions in passing from E∞ to the
abutment are maximally non-trivial. We conclude that the domain and target of
the map (4) are abstractly isomorphic abelian groups, and since the map takes a
generator of the domain to a generator of the target, it is an isomorphism. 
The following result is a refinement of [20, Proposition 9.1]. We recall the
function w = w(r, λ, v) defined in the statement of Theorem 2.3 and recall the
abbreviation λ′ = ρ∗p(λ
Cp).
Proposition 2.5. Let p be a prime number, let v be a positive integer, and let
λ be a finite dimensional complex T-representation. Let µ be a choice of a finite
dimensional complex T-representation with µ′ = λ.
(1) The group TRvq−λ(Fp; p) is trivial, if q is odd, and is cyclic of order p
v−w with
a preferred generator σ(r, µ, v), if q = 2r is even. Here w = w(r, λ, v).
(2) If q = 2r is even and q < dimR(λ), then the restriction map
TRvq−λ(Fp; p)
R
// TRv−1q−λ′ (Fp; p)
is an isomorphism and takes σ(r, µ, v) to σ(r, µ′, v − 1).
13
(3) If q = 2r is even, then the Frobenius map
TRvq−λ(Fp; p)
F
// TRv−1q−λ(Fp; p)
is surjective and takes σ(r, µ, v) to σ(r, µ, v − 1).
Proof. We first consider the case dimR(λ) 6 q. We recall that, in this case,
it is proved in [20, Addendum 9.1] that the map
TRvq−λ(Fp; p)
Γˆv
// Hˆ−q(Cpv , S
µ ∧ T (Fp))
is an isomorphism. Moreover, Lemma 2.4 shows that the common group is zero, if
q is odd, and a cyclic group of order pv, if q = 2r is even. To define the preferred
generator σ(r, µ, v), we consider (the left-hand column of) the commutative diagram
TRvq−λ(Fp; p)
Γˆv

F
// TRv−1q−λ(Fp; p)
Γˆv−1

Hˆ−q(Cpv , S
µ ∧ T (Fp))
F
// Hˆ−q(Cpv−1 , S
µ ∧ T (Fp))
Hˆ−q(Cpv , S
µ ∧K(Fp))
F //
tr
OO
ε

Hˆ−q(Cpv−1 , S
µ ∧K(Fp))
tr
OO
ε

Hˆ2d−q(Cpv , π2d(S
µ ∧K(Fp)))
F // Hˆ2d−q(Cpv−1 , π2d(S
µ ∧K(Fp))),
in which the vertical maps are isomorphisms and 2d = dimR(µ). We define the
preferred generator σ(r, µ, v) of the top left-hand group to be the unique class
that corresponds under the isomorphisms in the left-hand column to the preferred
generator td−r[Sµ]ι of the lower left-hand group. The lower horizontal map F is the
map of Tate cohomology groups induced by the canonical inclusion of Cpv−1 in Cpv .
One readily verifies that it is surjective and that it maps the generator td−r[Sµ]ι
in the domain to the generator td−r[Sµ]ι in the target. It follows that the top
horizontal map F is surjective and takes the generator σ(r, µ, v) to the generator
σ(r, µ, v − 1) as stated. This proves the proposition in the case dimR(λ) 6 q.
Suppose next that dimR(λ
(w)) 6 q < dimR(λ
(w−1)) with 1 6 w < v. In this
case, it follows from [20, Theorem 2.2] that the restriction map
TRvq−λ(Fp; p)
Rw
// TRv−w
q−λ(w)
(Fp; p)
is an isomorphism, and the target was determined above. We conclude that the
domain is zero, if q is odd, and a cyclic group of order pv−w, if q = 2r is even. In
the latter case, we define the generator σ(r, µ, v) of the domain to be the unique
class that is mapped to generator σ(r, µ(w), v − w) of the target. This proves (1)
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and (2), and (3) follows from the commutativity of the diagram
TRvq−λ(Fp; p)
Rw

F
// TRv−1q−λ(Fp; p)
Rw

TRv−w
q−λ(w)
(Fp; p)
F
// TRv−w−1
q−λ(w)
(Fp; p)
and from what was proved above.
Finally, if q < dimR(λ
(v−1)), then [20, Theorem 2.2] shows similarly that the
group TRvq−λ(Fp; p) is isomorphic to the group TR
1
q−λ(v−1) (Fp; p). But this group
is zero, since T (Fp) is connective. 
Remark 2.6. In the proof of Proposition 2.5, we used that the map
TRvq−λ(Fp; p)
Γˆv
// Hˆ−q(Cpv , S
µ ∧ T (Fp))
is an isomorphism if dimR(λ) 6 q. For general q, the map was determined, up to
a unit, in [13, Proposition 5.1]. We note that, contrary to what one might first
expect, the map is generally not injective.
3. The cyclic bar-construction
The k-algebras A = k[x, y]/(xb − ya) and B = k[t] both are monoid algebras,
and moreover, the k-algebra map f : A→ B that takes x to ta and y to tb is induced
by a monoid map. In general, if M is a monoid and k[M ] the associated monoid
k-algebra, then there is a canonical natural map of cyclotomic spectra
N cy(M)+ ∧ T (k)
α
// T (k[M ])
where N cy(M) is the cyclic bar-construction ofM whose definition we recall below.
It follows from [20, Theorem 7.1] that this map induces isomorphisms of equivariant
homotopy groups, and hence, one may hope to evaluate the groups TRmq (k[M ]) by
understanding the structure of the T-spaceN cy(M). In this section, we will examine
the structure of the cyclic bar-construction of the monoids corresponding to A and
B. We refer the reader to Loday’s book [27] for an introduction to cyclic sets and
their geometric realization, but see also [6, 31].
The cyclic bar-construction of a monoid M is the cyclic set N cy(M)[−] whose
set of q-simplices is the (q + 1)-fold product
N cy(M)[q] =M × · · · ×M
and whose cyclic structure maps are defined as follows.
di(x0, . . . , xq) =
{
(x0, . . . , xixi+1, . . . , xq) for 0 6 i < q
(xqx0, x1, . . . , xq−1) for i = q
si(x0, . . . , xq) = (x0, . . . , xi, 1, xi+1, . . . , xq) for 0 6 i 6 q
tq(x0, . . . , xq) = (xq, x0, . . . , xq−1)
We note that the q-simplices of the form (1, x1, . . . , xq) are not degenerate, unless
one or more of x1, . . . , xq are equal to the identity element 1 ∈M . We write
N cy(M) = |N cy(M)[−]|
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for its geometric realization. It has a canonical left T-action, as does the geometric
realization of any cyclic set, but it has an additional structure that we now explain.
The subspace N cy(M)Cs fixed by Cs ⊂ T is canonically a T/Cs-space and we write
ρ∗sN
cy(M)Cs for this space considered as a T-space via the sth root ρs : T→ T/Cs.
The additional structure is a canonical isomorphism of T-spaces
ρ∗sN
cy(M)Cs
rs
// N cy(M).
It is defined in [2, Section 2] to be the composition the canonical (non-simplicial)
isomorphism of T-spaces Ds : ρ
∗
sN
cy(M)Cs → |(sdsN cy(M)[−])Cs |, whose target is
the geometric realization of the cyclic set defined by the Cs-fixed set of the s-fold
edgewise subdivision of N cy(M)[−], and the inverse of the map induced by the
isomorphism of cyclic sets N cy(M)[−]→ (sdsN cy(M)[−])Cs that to the q-simplex
(x0, . . . , xq) associates its s-fold repetition (x0, . . . , xq, . . . , x0, . . . , xq).
We now define 〈x, y〉 to be the submonoid of the underlying multiplicative
monoid of A given by the elements of the form xiyj , where (i, j) is a pair of non-
negative integers. Similarly, we define 〈t〉 to be the submonoid of the underlying
multiplicative monoid of B given by the elements of the form tm, where m is a
non-negative integer. The k-algebras A and B are the monoid k-algebras of 〈x, y〉
and 〈t〉, respectively, and the k-algebra homomorphism f : A → B is induced by
a monoid map f : 〈x, y〉 → 〈t〉. We define N cy(f) to be the mapping cone of the
induced map of pointed T-spaces f : N cy(〈x, y〉)+ → N
cy(〈t〉)+. We also define
N cy(〈t〉, 〈ta, tb〉) = |N cy(〈t〉, 〈ta, tb〉)[−]|
to be the geometric realization of the quotient of the cyclic set N cy(〈t〉)[−] by the
image N cy(〈ta, tb〉)[−] of the map f : N cy(〈x, y〉)[−]→ N cy(〈t〉)[−]. Since the latter
map is injective, it follows that the canonical projection
N cy(f)
q
// N cy(〈t〉, 〈ta, tb〉)
is a weak equivalence of pointed T-spaces.
The cyclic sets considered above admit the following decompositions into wedge
sums indexed by non-negative integers m,∨
N cy(〈x, y〉;m)[−]+
∨
f
//
∼

∨
N cy(〈t〉;m)[−]+
∼

∨
q
//
∨
N cy(〈t〉, 〈ta, tb〉;m)[−]
∼

N cy(〈x, y〉)[−]+
f
// N cy(〈t〉)[−]+
q
// N cy(〈t〉, 〈ta, tb〉)[−].
Here N cy(〈t〉;m)[−] is the cyclic subset of N cy(〈t〉)[−] whose q-simplices are the
(q + 1)-tuples (tm0 , . . . , tmq ) such that m0 + · · · +mq = m, and the cyclic subsets
N cy(〈x, y〉;m)[−] and N cy(〈t〉, 〈ta, tb〉;m)[−] are respectively the pre-image by f
and the image by q of this cyclic subset. These wedge decompositions of cyclic sets
induce the following decompositions of the pointed T-spaces considered above into
wedge sums indexed by non-negative integers m,∨
N cy(f ;m)
∨
q
//
∼

∨
N cy(〈t〉, 〈ta, tb〉;m)
∼

N cy(f)
q
// N cy(〈t〉, 〈ta, tb〉).
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Moreover, if m = st, then the canonical isomorphism rs defined above induces the
vertical isomorphisms in the following commutative diagram of pointed T-spaces,
ρ∗sN
cy(f ;m)Cs
ρ∗sq
Cs
//
rs

ρ∗sN
cy(〈t〉, 〈ta, tb〉;m)Cs
rs

N cy(f ; t)
q
// N cy(〈t〉; 〈ta, tb〉; t).
We also note that if the positive integer s does not divide m, then the pointed
T-spaces in the top line of this diagram both are singletons.
Let m = st be a positive integer. We recall the pointed Cm-space X(a, b,m)
and the isomorphism of pointed Ct-spaces rX,s : ρ
∗
sX(a, b,m)
Cs → X(a, b, t) defined
in the introduction. We precompose the induced isomorphism of pointed T-spaces
T+ ∧Ct ρ
∗
sX(a, b,m)
Cs T+ ∧Ct X(a, b, t)
id∧rX,s
//
with the inverse of the isomorphism of pointed T-spaces
ρ∗s(T+ ∧Cm X(a, b,m))
Cs T+ ∧Ct ρ
∗
sX(a, b,m)
Csoo
that to the class of (z, x) associates the class of (ρs(z), x) to obtain the isomorphism
ρ∗s(T+ ∧Cm X(a, b,m))
Cs
rs
// T+ ∧Ct ρ
∗
sX(a, b, t).
Proposition 3.1. The pointed T-space N cy(〈t〉, 〈ta, tb〉; 0) is a singleton, and
for every positive integer m, there is a canonical isomorphism of pointed T-spaces
T+ ∧Cm X(a, b,m)
em
// N cy(〈t〉, 〈ta, tb〉;m).
Moreover, if m = st, then the diagram
ρ∗s(T+ ∧Cm X(a, b,m))
Cs ρ∗sN
cy(〈t〉, 〈ta, tb〉;m)Cs
T+ ∧Ct X(a, b, t) N
cy(〈t〉, 〈ta, tb〉; t)
ρ∗se
Cs
m
//
rs

rs

et
//
commutes.
Proof. The case m = 0 is clear, so we suppose that m is a positive integer.
The cyclic setN cy(〈t〉;m)[−] is generated by the (m−1)-simplex (t, . . . , t) subject to
the relations generated by the identity tm−1(t, . . . , t) = (t, . . . , t). Hence, it follows
from [20, Section 7.2] that there is a canonical T-equivariant homeomorphism
T×Cm ∆
m−1 em // N cy(〈t〉;m)
from the left T-space induced from the left Cm-space ∆
m−1. We claim that it
restricts to a T-equivariant homeomorphism of the sub-T-space T×Cm Σ(a, b,m) of
the domain onto the sub-T-space N cy(〈ta, tb〉;m) of the target. To see this, let us
say that a q-simplex (tm0 , . . . , tmq ) in the cyclic set N cy(〈ta, tb〉;m)[−] is positive if
the exponents m0, . . . ,mq all are positive. Now, if F = θ
∗(∆m−1) is a q-simplex in
Σ(a, b,m) indexed by θ : [q]→ [m− 1], then
θ∗(t, . . . , t) = (tm0 , . . . , tmq )
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is a positive q-simplex in N cy(〈ta, tb〉;m)[−], and conversely, every positive simplex
in N cy(〈ta, tb〉;m)[−] arises (non-uniquely) in this way. It follows, that em restricts
to a necessarily injective T-equivariant map
T×Cm Σ(a, b,m)
em
// N cy(〈ta, tb〉;m).
But this map also is surjective, since N cy(〈ta, tb〉;m)[−] is generated as a cyclic set
(but not as a simplicial set) by the positive simplices. It follows that em induces
the stated isomorphism of the quotient T-spaces. 
Remark 3.2. The Cm-action on X(a, b,m) does not extend to a T-action, and
therefore, T+∧CmX(a, b,m) does not admit untwisting into a smash product of two
pointed T-spaces. By contrast, the Cm-action on S
λ(a,b,m) extends to a T-action,
and hence, we obtain the untwisting isomorphism
T+ ∧Cm S
λ(a,b,m) ξ // (T/Cm)+ ∧ Sλ(a,b,m)
that maps the class of (z, v) to (zCm, zv). Here, the target is given the diagonal
T-action.
4. Proof of Theorem A
In this section we complete the proof of Theorem A in the introduction. We first
use the comparison theorems between K-theory and topological cyclic homology
proved by McCarthy [28] and by Geisser and the author [10, 11] to prove the
following general result.
Theorem 4.1. Let k be a unital associative ring, let 1 < a < b be relatively
prime integers, let A = k[x, y]/(xb − ya), let B = k[t], and let f : A → B be the
k-algebra homomorphism that maps x and y to ta and tb, respectively. If the prime
number p is nilpotent in k, then the diagram of symmetric spectra
K(A)
tr
//
f

TC(A)
f

K(B)
tr // TC(B)
is homotopy cartesian. The diagram becomes homotopy cartesian upon pro-finite
completion for every unital associative ring k.
Proof. Let I ⊂ A be the conductor ideal from A to B, which we calculated
in Remark 1.5, and let J = f(I) ⊂ B. Let a ⊂ A be the ideal generated by x and
y, and let b ⊂ B be the ideal generated by t. We consider the following diagram
of spectra, where all vertical maps are induced by f : A→ B, where all maps from
the back rectangular diagram to the front rectangular diagram are the cyclotomic
trace maps, and where all horizontal maps are induced by the respective canonical
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projection maps of k-algebras.
K(A) K(A/I) K(A/a)
TC(A) TC(A/I) TC(A/a)
K(B) K(B/J) K(B/b)
TC(B) TC(B/J) TC(B/b)
//
((❘
❘
❘
❘
//
))❘❘
❘
//
//
))❙❙
❙
//
((❘
❘
❘
❘
//
))❘❘
❘
//
//
))❙❙
❙
 
 


The right-hand vertical square is homotopy cartesian for the trivial reason that the
map f¯ : A/a → B/b induced by f : A→ B is an isomorphism. Moreover, it follows
from [11, Theorem B] that the top and bottom right-hand horizontal squares both
are homotopy cartesian, since the ideals a/I ⊂ A/I and b/J ⊂ B/J are nilpotent.
Therefore, also the middle vertical square is homotopy cartesian. Finally, it follows
from [11, Theorem D] that the left-hand cubical diagram is homotopy cartesian.
This shows that the left-hand vertical square is homotopy cartesian as stated. The
statement for a general ring k is proved similarly, substituting [28, Main Theorem]
for [11, Theorem B] and [10, Theorem 1] for [11, Theorem D]. 
We consider the diagram in the statement of Theorem 4.1. The theorem shows
that the cyclotomic trace map induces an weak equivalence of the homotopy fiber
of the left-hand vertical map to the homotopy fiber of the right-hand vertical map.
In view of Proposition 3.1, if we assume Conjecture B, then we may repeat the
argument of [20, §8] to obtain the following result.
Proposition 4.2. Let 1 < a < b be relatively prime integers, let k be an
arbitrary ring, let A = k[x, y]/(xb − ya), let B = k[t], and let f : A → B be the
k-algebra map that takes x to ta and y to tb. Assuming Conjecture B, the profinite
completions of the mapping fiber of the map of topological cyclic homology spectra
TC(A)
f
// TC(B)
induced by f and the iterated mapping cone of the diagram of spectra
holimR(S
λ(a,b,m) ∧ T (k))Cm/ab
Vb
//
Va

holimR(S
λ(a,b,m) ∧ T (k))Cm/a
Va

holimR(S
λ(a,b,m) ∧ T (k))Cm/b
Vb
// holimR(S
λ(a,b,m) ∧ T (k))Cm
are canonically weakly equivalent. Here we index all four homotopy limits by the set
N of positive integers ordered under division with the understanding that the mth
term in the upper right-hand limit (resp. lower left-hand limit, resp. upper left-hand
limit) is trivial if m is not divisible by a (resp. by b, resp. by ab).
We remark that by [1, Proposition 1.1], the canonical projections from the four
terms in the diagram in Proposition 4.2 to the mth terms of the corresponding limit
systems are dimR(λ(a, b, 2m))-connected. In particular, the induced diagram of qth
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homotopy groups maps isomorphically onto the diagram
(4.3)
limR TR
m/ab
q−λ(a,b,m)(k) limR TR
m/a
q−λ(a,b,m)(k)
limR TR
m/b
q−λ(a,b,m)(k) limR TR
m
q−λ(a,b,m)(k)
Vb
//
Vb
//
Va

Va

and the limits in the diagram stabilize. Here we again index all four limits by the
set N ordered under division. As explained in Section 2, the group TRmq−λ(k) has
a canonical module structure over the ring TRm0 (k), and hence, we can view it as
a module over the ring W(k) via the composite ring homomorphism
W(k)
RN〈m〉
// W〈m〉(k)
η〈m〉
// TRm0 (k).
The structure maps in the four limit systems are W(k)-linear with respect to this
W(k)-module structure, since the map η is compatible with restriction maps. This
defines W(k)-module structures on the four limits in the diagram above. However,
the maps Va are not linear with respect to this module structure but instead are
Fa-linear in the sense that the projection formula x · Va(y) = Va(Fa(x) · y) holds,
and similarly for the maps Vb.
Proof of Theorem A. Let k be a regular Fp-algebra. We construct, for
every positive integer n, a canonical isomorphism of W(k)-modules⊕
r>0WS(a,b,r)/nΩ
q−2r
k
fn
// limR TR
m/n
q−λ(a,b,m)(k)
compatible with the respectible Verschiebung operators. These isomorphisms define
a canonical isomorphism from the diagram⊕
r>0WS(a,b,r)/abΩ
q−2r
k
⊕
r>0WS(a,b,r)/aΩ
q−2r
k
⊕
r>0WS(a,b,r)/bΩ
q−2r
k
⊕
r>0WS(a,b,r)Ω
q−2r
k
Vb
//
Vb
//
Va

Va

onto the diagram (4.3), and this, in turn, proves the theorem. Indeed, since the
prime number p does not divide a, the vertical maps Va in the diagram are injective
with canonical retraction 1aFa, and therefore, the stated long exact sequence follows
from Theorem 4.1 and Proposition 4.2.
First, in the case k = Fp, we must construct, for every positive integer n and
even non-negative integer q = 2r, a canonical isomorphism of W(Fp)-modules
WS(a,b,r)/n(Fp)
fn
// limR TR
m/n
q−λ(a,b,r)(Fp)
compatible with Verschiebung maps. We must also show that, for q odd or negative,
the right-hand side vanishes. To this end, we consider the p-typical decompositions
of the two W(Fp)-modules in question. We write n = p
wn′ with n′ prime to p. On
the one hand, the canonical ring isomorphism (1.3) takes the form
WS(a,b,r)/n(Fp)
γ
//
∏
e∈N′ W(S(a,b,r)/ne)∩P (Fp).
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Moreover, it follows readily from the definition of S(a, b, r) that
card((S(a, b, r)/ne) ∩ P ) = s− w
with s = s(a, b, r, n, e) defined to be the unique integer s > w such that
ℓ(a, b, ps−1n′e) 6 r < ℓ(a, b, psn′e),
if such an integer exists, and w, otherwise. On the other hand, taking limits over
m ∈ N of the isomorphisms (2.2), we obtain a canonical isomorphism
limR TR
m/n
q−λ(a,b,m)(Fp)
γ
//
∏
e∈N′ limR TR
v−w
q−λ(a,b,pv−1n′e)(Fp; p)
with the limit systems on the right-hand side indexed by the set N ordered under
addition. Moreover, Proposition 2.5 shows that if q = 2r is non-negative, then
limR TR
v−w
q−λ(a,b,pv−1n′e)(Fp) =W(S(a,b,r)/ne)∩P (Fp) · σ(a, b, r, n, e)
with the preferred generator σ(a, b, r, n, e) defined to be the unique class such that
prv(σ(a, b, r, n, e)) = σ(r, λ(a, b, p
vn′e), v − w)
for v > s(a, b, r, n, e). It also follows from Proposition 2.5 that the limit in question
is zero, if q is odd or negative. We conclude that, if q = 2r is non-negative and
even, then there is an isomorphism of W(Fp)-modules
WS(a,b,r)/n(Fp)
fn
// limR TR
m/n
q−λ(a,b,r)(Fp)
that to 1 associates the class σ(a, b, r, n) defined by
γ(σ(a, b, r, n)) = (σ(a, b, r, n, e))e∈N′ ,
and that if q is odd or negative, then the limit is zero. It remains to show that
the isomorphisms fn are comtable with Verschiebung operators. By the projection
formula, this is equivalent to showing that if n = st then the map
limR TR
m/t
2r−λ(a,b,m)(Fp)
Fs
// limR TR
m/n
2r−λ(a,b,m)(Fp)
takes σ(a, b, r, t) to σ(a, b, r, n). We write s = pis′ and t = pjt′ with s′ and t′ prime
to p such that n′ = s′t′ and w = i+ j. It suffices to show that for all e ∈ s′N′,
limR TR
v−j
2r−λ(a,b,pv−1n′e)(Fp; p)
F i
// limR TR
v−w
2r−λ(a,b,pv−1n′e)(Fp; p)
takes σ(a, b, r, t, e) to σ(a, b, r, n, e/s′) which, in turn, translates to showing that
TRv−j2r−λ(a,b,pv−1n′e)(Fp; p)
F i
// TRv−w2r−λ(a,b,pv−1n′e)(Fp; p)
takes σ(r, λ(a, b, pvt′e), v − j) to σ(r, λ(a, b, pvt′e), v − w). But this was proved
in Proposition 2.5, so the proof of the theorem for k = Fp is complete.
Next, if k is a regular Fp-algebra, we consider TR
m/n
∗−λ(a,b,m)(k) as a graded
module over the graded ring WΩ∗k = limRWSΩ
∗
k via the composition
WΩ∗k
// W〈m/n〉Ω
∗
k
// TRm/n∗ (k)
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of the canonical projection and the unique map of Witt complexes. Since the
latter is compatible with restriction maps, the limit limR TR
m/n
∗−λ(a,b,m)(k) inherits
a graded WΩ∗k-module structure. Hence, the map of graded W(Fp)-modules
limR TR
m/n
∗−λ(a,b,m)(Fp)
ι
// limR TR
m/n
∗−λ(a,b,m)(k)
induced by the unit map ι : Fp → k extends to a map of graded WΩ∗k-modules
WΩ∗k ⊗W(Fp) limR TR
m/n
∗−λ(a,b,m)(Fp)
// limR TR
m/n
∗−λ(a,b,m)(k).
Considering the p-typical decomposition of this map, we conclude from Theorem 2.3
and from the same cardinality counting argument as above that it factors through
an isomorphism of graded WΩ∗k-modules⊕
r>0WS(a,b,r)/nΩ
∗−2r
k
fn
// limR TR
m/n
∗−λ(a,b,m)(k),
the rth component of which is given by
fn,r(ω) = ω˜ · ι(σ(a, b, r, n))
with ω˜ ∈WΩq−2rk any choice of lift of ω ∈WS(a,b,m)/nΩ
q−2r
k . Finally, the projection
formula again shows that the isomorphisms fn are compatible with the respective
Verschiebung maps. This completes the proof. 
5. Homology calculations
In this section, we calculate the reduced (cellular) homology groups of the
pointed T-spaces N cy(〈t〉, 〈ta, tb〉;m) and determine Connes’ operator
H˜q(N
cy(〈t〉, 〈ta, tb〉;m))
d
// H˜q+1(N
cy(〈t〉, 〈ta, tb〉;m))
that is defined to be the composition of the cross product with the fundamental
class [T] and the map of reduced homology groups induced by the action map
T+ ∧N
cy(〈t〉, 〈ta, tb〉;m)
µ
// N cy(〈t〉, 〈ta, tb〉;m).
This amounts to a reinterpretation of the calculation in [14, 26] of the Hochschild
homology groups of the rings A = Z[x, y]/(xb − ya) and B = Z[t] and of Connes’
operator on these groups. The final outcome of the calculation is Corollary 5.2
which shows that Conjecture B holds as far as homology is concerned. We begin
by recalling the situation in more generality, following the choices concerning signs
etc. made in [22, Section 2, Appendix].
Let k be a commutative ring and letR be a k-algebra. The associated Hochschild
complex is defined to be the cyclic k-module HH(R/k)[−] whose k-module of q-
simplices is the (q + 1)-fold tensor product
HH(R/k)[q] = R⊗k · · · ⊗k R
and whose cyclic structure maps are given as follows.
di(a0 ⊗ · · · ⊗ aq) =
{
a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ aq for 0 6 i < q
aqa0 ⊗ a1 ⊗ · · · ⊗ aq−1 for i = q
si(a0 ⊗ · · · ⊗ aq) = a0 ⊗ · · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ aq for 0 6 i 6 q
tq(a0 ⊗ · · · ⊗ aq) = aq ⊗ a0 ⊗ · · · ⊗ aq−1
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The homology groups of the associated chain complex HH(R/k) are called the
Hochschild homology groups of R/k and denoted HHq(R/k). Let
Re = R⊗k R
op
be the enveloping algebra of R over k. The two-sided bar-construction of R over
k is defined to be the simplicial left Re-module B(R,R,R)[−] whose Re-module of
q-simplices is the (q + 2)-fold tensor product
B(R,R,R)[q] = R⊗k · · · ⊗k R
with the left multiplication by a⊗ a′ ∈ Re defined by
(a⊗ a′) · a0 ⊗ a1 ⊗ · · · ⊗ aq ⊗ aq+1 = aa0 ⊗ a1 ⊗ · · · ⊗ aq ⊗ aq+1a
′
and whose simplicial structure maps are given by
di(a0 ⊗ · · · ⊗ aq+1) = a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ aq+1
si(a0 ⊗ · · · ⊗ aq+1) = a0 ⊗ · · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ aq+1
with 0 6 i 6 q. We view R as a right Re-module (resp. left Re-module) with the
multiplication by a⊗a′ ∈ Re defined by x·(a⊗a′) = a′xa (resp. by (a⊗a′)·x = axa′)
and recall the canonical isomorphism of simplicial k-modules
R ⊗Re B(R,R,R)[−]
v // HH(R/k)[−]
that to x⊗Re (a0⊗ · · ·⊗ aq+1) associates aq+1xa0⊗ a1⊗ · · ·⊗ aq. The homology of
the associated chain complex R⊗ReB(R,R,R) of the left-hand simplicial k-module
is interpreted homologically as follows. The augmentation
B(R,R,R)[−]
ǫ
// R
that takes a0 ⊗ a1 ∈ B(R,R,R)[0] to a0a1 ∈ R is a weak equivalence of simplicial
left Re-modules, where R is considered as a constant simplicial left Re-module.
Indeed, the map of the underlying simplicial k-modules
R
η
// B(R,R,R)[−]
defined by η(a) = 1⊗ a satisfies ε ◦ η = idR and the k-linear map
B(R,R,R)[q]
s−1
// B(R,R,R)[q + 1]
that takes a0 ⊗ · · · ⊗ aq+1 to 1⊗ a0 ⊗ · · · ⊗ aq+1 is a k-linear chain homotopy from
the identity map of B(R,R,R)[−] to the composite η ◦ ǫ. Moreover, if R is flat
over k, then the left Re-modules B(R,R,R)[q] are flat. Therefore, in this case, the
isomorphism v above gives rise to a canonical isomorphism
TorR
e
q (R,R)
v
// HHq(R/k).
We also recall from [3, Expose´ 7] that if R is commutative, then the chain complex
B(R,R,R) equipped with the shuffle product is a strictly anti-symmetric differential
graded Re-algebra. Moreover, the subalgebra of elements of even degrees carries
a canonical divided power structure on the ideal of elements of positive degree.
This makes HH∗(R/k) a strictly anti-symmetric graded R-algebra such that the
subalgebra of even degree elements carries a canonical divided power structure on
the ideal of elements of positive degree. Finally, if R is any k-algebra, we define
HH(R/k)[q]
d
// HH(R/k)[q + 1]
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to be the k-linear map given by
d(a0 ⊗ · · · ⊗ aq) =
∑
06i6n
(−1)ni1⊗ ai ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ai−1.
The induced map of homology groups is Connes’ operator
HHq(R/k)
d
// HHq+1(R/k).
It is a differential and, for R commutative, a graded derivation. Hence, if R is a
commutative k-algebra, then we have the unique map
ΩqR/k
η
// HHq(R/k)
from the initial strictly anti-symmetric differential graded k-algebra with underlying
k-algebra R. It is an isomorphism for q 6 1, and if the unit map k → R is a smooth
(or, more generally, regular) morphism, then it is an isomorphism for all integers
q by the Hochschild-Kostant-Rosenberg theorem [34, Theorem 9.4.7] (and by the
approximation theorem of Popescu [29, 32]).
If M is a monoid, then there is a canonical isomorphism of cyclic k-modules
k[N cy(M)[−]]
w
// HH(k[M ]/k)[−]
that takes the generator (x0, . . . , xq) to the element x0 ⊗ · · · ⊗ xq. It induces a
canonical isomorphism from the cellular homology groups of with k-coefficients of
N cy(M) to the Hochschild homology groups of k[M ]/k, and the diagram
H˜q(N
cy(M); k)
w
//
d

HHq(k[M ]/k)
d

H˜q+1(N
cy(M); k)
w
// HHq+1(R/k)
commutes. In fact, the corresponding diagram of associated normalized chain
groups and maps commutes; see the proof of [17, Proposition 1.4.5].
We now return to the task at hand where we consider the following cofibration
sequence of pointed T-spaces.
N cy(〈x, y〉)+
f
// N cy(〈t〉)+
p
// N cy(〈t〉, 〈ta, tb〉)
∂
// ΣN cy(〈x, y〉)+
The canonical isomorphism w defined above identifies the cellular homology groups
with k-coefficients of the two left-hand terms with the Hochschild homology groups
of the k-algebras A = k[x, y]/(ya − xb) and B = k[t], respectively, and identifies
the map of cellular homology groups induced by f with the map of Hochschild
homology groups induced the k-algebra homomorphism f : A→ B. Moreover, the
cofibration sequence above decomposes as a wedge sum indexed by non-negative
integers m of the cofibration sequences of the corresponding weight m pieces.
The Hochschild homology groups HHq(A/k) were evaluated in [14] and Connes’
operator on these groups was evaluated in [26]. We recall the result, but follow
the choices of signs and definitions made in [22, Section 2, Appendix] which differ
from those of [14] and [26] which, in turn, differ from one another. We consider
the differential graded algebra Ae-algebra
R(A) = Ae ⊗k Λk{dx, dy} ⊗k Γk{z},
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where dx and dy are exterior generators of degree 1 and z a divided power generator
of degree 2, and where the differential δ maps
δ(dx) = x⊗ 1− 1⊗ x, δ(dy) = y ⊗ 1− 1⊗ y,
δ(z) =
xb ⊗ 1− 1⊗ xb
x⊗ 1− 1⊗ x
· dx−
ya ⊗ 1− 1⊗ ya
y ⊗ 1− 1⊗ y
· dy
and satisfies δ(z[r]) = z[r−1]δ(z) for all r > 1. Here z[r] is the rth divided power
of z. The augmentation εR : R(A) → A that takes a ⊗ a′ to aa′ is a resolution of
the left Ae-module A by free left Ae-modules. Therefore, the groups HH∗(A/k) are
canonically isomorphic to the homology groups of the differential graded A-algebra
R¯(A) = A⊗Ae R(A), where the differential δ annihilates dx and dy, maps z to
δ(z) = bxb−1dx− aya−1dy,
and satisfies δ(z[r]) = z[r−1]δ(z) for all r > 1. The isomorphism is given as follows.
We choose a map of chain complexes of left Ae-modules
R(A)
h
// B(A,A,A)
such that h ◦ ε = εR. The map h is uniquely determined, up to chain homotopy,
and is a chain homotopy equivalence. Hence, the composite chain map
R¯(A) A⊗Ae R(A)
id⊗h
// A⊗Ae B(A,A,A)
v
// HH(A/k)
induces an isomorphism of homology groups which is independent of the choice
of the map h. The standard choice of h is the unique map of differential graded
Ae-algebras that preserves divided powers and satisfies
h(dx) = s−1(x⊗ 1− 1⊗ x), h(dy) = s−1(y ⊗ 1− 1⊗ y),
h(z) = s−1
(xb ⊗ 1− 1⊗ xb
x⊗ 1− 1⊗ x
· h(dx)−
ya ⊗ 1− 1⊗ ya
y ⊗ 1− 1⊗ y
· h(dy)
)
with s−1 the k-linear chain homotopy defined earlier. Following [26, (2.8.5)], we
also define a k-linear map
R¯(A)[q]
dR
// R¯(A)[q + 1]
as follows. We first choose the basis of the free k-module R¯(A) that consists of the
elements xiyjz[r], xiyjdxz[r], xiyjdyz[r], and xiyjdxdyz[r], where (i, j, r) is a triple
of non-negative integers and i < b, and next define dR on these elements by
dR(x
iyjz[r]) =

0 if i = 0 and j = 0
(i+ br)xi−1dxz[r] if i > 1 and j = 0
jyj−1dyz[r] if i = 0 and j > 1
(i+ br)xi−1yjdxz[r] + jxiyj−1dyz[r] if i > 1 and j > 1
dR(x
iyj(dx)εx (dy)εyz[r]) = dR(x
iyjz[r])(dx)εx (dy)εy .
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The reader will notice the lack in symmetry in the definition of the map dR and,
not surprisingly, the map is not a derivation and the diagram
R¯(A)[q] HH(A/k)[q]
R¯(A)[q + 1] HH(A/k)[q + 1]
v◦(id⊗h)
//
dR

v◦(id⊗h)
//
d

does not commute. Nevertheless, by using the notion of strongly homotopy k-linear
maps introduced in [15], it is proved in [26, §1] that the map of homology groups
induced by dR is a derivation and that the diagram of homology groups
Hq(R¯(A)) HHq(A/k)
Hq+1(R¯(A)) HHq+1(A/k)
v◦(id⊗h)
//
dR

v◦(id⊗h)
//
d

does commute. Hence, we can use the map dR to evaluate Connes’ operator.
The Hochschild homology groups of B = k[t] are calculated in a similar way;
this is the starting point of the proof of the Hochschild-Kostant-Rosenberg theorem.
To this end, we consider the differential graded Be-algebra
R(B) = Be ⊗k Λk{dt},
where dt is of degree 1, and where the differential δ maps δ(dt) = t⊗ 1− 1⊗ t. The
augmentation εR : R(B) → B defined by εR(b ⊗ b′) = bb′ is a resolution of the left
Be-module B by free left Be-modules. We define
R(B)
h
// B(B,B,B)
to be the unique map of differential graded Be-algebras that maps the generator dt
to s−1(t⊗ 1− 1⊗ t). It satisfies ε ◦ h = εR, and hence, the map
R¯(B) B ⊗Be R(B)
id⊗h
// B ⊗Be B(B,B,B)
v
// HH(B/k)
is a chain homotopy equivalence, the chain homotopy class of which is independent
on our choice of the augmentation preserving chain map h. We also define
R¯(B)[q]
dR
// R¯(B)[q + 1]
to be the k-linear derivation given by dR(t
m) = mtm−1dt and note that the following
diagram of homology groups commutes, despite the failure of the corresponding
diagram of chain groups and maps to do so.
Hq(R¯(B)) HHq(B/k)
Hq+1(R¯(B)) HHq+1(B/k)
v◦(id⊗h)
//
dR

v◦(id⊗h)
//
d

Since the differential δ in R¯(B) is trivial, we find that η : ΩqB/k → Hq(R¯(B)) is an
isomorphism. Here the target is considered as a strictly anti-symmetric differential
graded k-algebra with respect to dR.
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Finally, we define fR : R(A)→ R(B) to be the unique map of differential graded
k-algebras that, in degree 0, is given by fe : Ae → Be and that maps
fR(dx) =
ta ⊗ 1− 1⊗ ta
t⊗ 1− 1⊗ t
dt, fR(dy) =
tb ⊗ 1− 1⊗ tb
t⊗ 1− t⊗ t
dt.
In this situation, although the diagram of chain groups and maps, which is depicted
on the left-hand side below, fails to commute, the induced diagram of homology
groups, depicted on the right-hand side, does commute.
R¯(A)
fR
//
v◦(id⊗h)

R¯(B)
v◦(id⊗h)

Hq(R¯(A))
fR
//
v◦(id⊗h)

Hq(R¯(B))
v◦(id⊗h)

HH(A/k)
f
// HH(B/k) HHq(A/k)
fR
// HHq(B/k)
We use the right-hand diagram to evaluate the reduced cellular homology groups
of the pointed T-spaces N cy(〈t〉, 〈ta, tb〉;m) and the action of Connes’ operator.
Proposition 5.1. Let 1 < a < b be relatively prime integers and let m be a
positive integer.
(1) If neither a nor b divides m, then H˜q(N
cy(〈t〉, 〈ta, tb〉;m);Z) is a free abelian
group of rank 1 if q = 2ℓ(a, b,m) or q = 2ℓ(a, b,m) + 1, and is zero otherwise.
In addition, if q = 2ℓ(a, b,m), then Connes’ operator
H˜q(N
cy(〈t〉, 〈ta, tb〉;m);Z)
d
// H˜q+1(N
cy(〈t〉, 〈ta, tb〉;m);Z)
takes a generator of the domain to m times a generator of the target.
(2) If a but not b divides m, then H˜q(N
cy(〈t〉, 〈ta, tb〉;m);Z) is cyclic of order a,
if q = 2ℓ(a, b,m) + 1, and is zero, otherwise.
(3) If b but not a divides m, then H˜q(N
cy(〈t〉, 〈ta, tb〉;m);Z) is cyclic of order b,
if q = 2ℓ(a, b,m) + 1, and is zero, otherwise.
(4) If both a and b divide m, then H˜q(N
cy(〈t〉, 〈ta, tb〉;m);Z) is zero, for all q.
Proof. We consider the long exact sequence of reduced cellular homology
groups associated with the weight m summand of the cofibration sequence
N cy(〈x, y〉)+
f
// N cy(〈t〉)+
p
// N cy(〈t〉, 〈ta, tb〉)
∂
// ΣN cy(〈x, y〉)+.
In this sequence, the maps induced by f and p commute with Connes’ operator d
and the boundary map anti-commutes with d. We evaluate the groups and maps
in the long exact sequence by means of the commutative diagram
Hq(N
cy(〈x, y〉;m);Z)
f
//
w

Hq(N
cy(〈t〉;m);Z)
w

HHq(A;m)
f
// HHq(B;m)
Hq(R¯(A;m))
fR
//
v◦(id⊗h)
OO
Hq(R¯(B;m))
v◦(id⊗h)
OO
in which the vertical maps are isomorphisms.
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We begin with the case (1) where neither a nor b divides m. If ℓ(a, b,m) = 0,
then N cy(〈x, y〉;m) is the empty space, and hence, the map
Hq(N
cy(〈t〉;m);Z)
p
// Hq(N
cy(〈t〉, 〈ta, tb〉;m);Z)
is an isomorphism. The left-hand group is free abelian of rank 1, if q = 0 or q = 1,
and is zero, otherwise. Moreover, Connes’ operator maps the generator tm in degree
q = 0 to m times the generator tm−1dt in degree q = 1. This proves the statement
for ℓ(a, b,m) = 0. If ℓ(a, b,m) = r + 1 > 1, then we write m = ai + bj + abr with
0 < i < b and 0 < j < a. In this case, the complex R¯(A;m) is freely generated, as
a graded abelian group, by the homogeneous elements
xiyj+asz[r−s], xi−1yj+asdxz[r−s], xiyj+as−1dyz[r−s], xi−1yj+as−1dxdyz[r−s]
with 0 6 s 6 r. If r = 0, then the complex has zero differential, and hence, the
homology groups are free abelian on the homology classes of the cycles
xiyj , xi−1yjdx, xiyj−1dy, xi−1yj−1dxdy
of degrees 0, 1, 1, and 2, respectively. Similarly, the complex R¯(B;m) has free
abelian homology groups generated by the classes of the cycles tm and tm−1dt of
degrees 0 and 1, respectively. Moreover, the map
Hq(R¯(A;m))
fR
// Hq(R¯(B;m))
takes xiyj to tm and xi−1yjdx and xiyj−1dy to atm−1dt and btm−1dt, respectively.
Hence, for q = 0, this map is an isomorphism, and for q = 1, it is a surjection whose
kernel is generated by the class of b · xi−1yjdx− a · xiyj−1dy. In addition,
dR(b · x
i−1yjdx− a · xiyj−1dy) = −m · xi−1yj−1dxdy.
The statement (1) for ℓ(a, b,m) = 1 follows. Finally, if r > 1, then we find that the
groups Hq(R¯(A;m)) are free abelian generated by the classes of the cycles
xiyj+ar, d · xi−1yj+ardx− c · xiyj+ar−1dy,
b · xi−1yjdxz[r] − a · xiyj−1dyz[r], xi−1yj−1dxdyz[r]
whose degrees are 0, 1, 2r+1, and 2r+2, respectively. Here, we have chosen a pair
of integers (c, d) such that ad− bc = 1, but we note that the homology class of the
cycle d · xi−1yj+ardx− c · xiyj+ar−1dy is independent of this choice. The map
Hq(R¯(A;m))
fR
// Hq(R¯(B;m))
takes xiyj+ar to tm and d · xi−1yj+ardx− c · xiyj+ar−1dy to tm−1dt, and hence, is
an isomorphism for q = 0 and q = 1. Moreover,
dR(b · x
i−1yjdxz[r] − a · xiyj−1dyz[r]) = −m · xi−1yj−1dxdyz[r].
The statement (1) for ℓ(a, b,m) > 2 follows.
We next consider the case (2), where a but not b divides m, the case (3) being
similar. If we write m = ai + abr with 0 < i < b, then ℓ(a, b,m) = r. As a graded
abelian group, R¯(A) is freely generated by the homogeneous elements
xiyasz[r−s], xi−1yasdxz[r−s] with 0 6 s 6 r;
xiyas−1dyz[r−s], xi−1yas−1dxdyz[r−s] with 1 6 s 6 r.
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If r = 0, then R¯(A) has zero differential, and therefore, its homology groups are
free abelian generated by the classes of the cycles xi and xi−1dx. Moreover,
Hq(R¯(A;m))
fR
// Hq(R¯(B;m))
maps xi to tm and xi−1dx to a · tm−1dt, respectively, so the statement (2) in the
case ℓ(a, b,m) = 0 follows. If r > 1, then the homology groups of R¯(A;m) are
concentrated in degrees q = 0, q = 1, and q = 2r. The first two groups are free
abelian of rank 1 generated by the classes of the cycles
xiyar, d · xi−1yardx− c · xiyar−1dy,
respectively, and we conclude as before that fR : Hq(R¯(A;m)) → Hq(R¯(B;m)) is
an isomorphism in degrees q = 0 and q = 1. The third group is cyclic of order a
generated by the class of the cycle xi−1ya−1dxdyz[r−1]. Hence, we conclude that
the statement (2) holds also for ℓ(a, b,m) > 1.
Finally, we consider the case (4), where a and b both divide m. We write
m = abr with r > 1 and note that ℓ(a, b,m) = r − 1. As a graded free abelian
group, the complex R¯(A;m) is generated by the homogeneous elements
yasz[r−s] with 0 6 s 6 r;
xbs−1dxz[r−s], yas−1dyz[r−s] with 1 6 s 6 r;
xb−1ya(s−1)−1dxdyz[r−s] with 2 6 s 6 r.
The homology groups are free abelian generated by the classes of the cycles
yar, d · xbr−1dx− c · ya−1dy,
and we see as before that fR : Hq(R¯(A;m))→ Hq(R¯(B;m)) is an isomorphism. It
follows that the groups H˜q(N
cy(〈t〉, 〈ta, tb〉;m)) are all trivial, as stated. 
We may view the reduced homology of a pointed left T-space as a graded left
module over the Pontryagin ring H∗(T;Z) with left multication by the fundamental
class [T] given by Connes’ operator.
Corollary 5.2. Let 1 < a < b be relative prime integers. For every positive
integer m, the left H∗(T;Z)-modules given by the reduced homology groups of the
pointed T-spaces T+∧CmX(a, b,m) and T+∧CmY (a, b,m) are abstractly isomorphic.
Proof. The structure of the left H∗(T;Z)-module given by the reduced ho-
mology groups of T+ ∧Cm X(a, b,m) was determined in Propositions 3.1 and 5.1.
Using the untwisting isomorphism in Remark 3.2, we may identify the pointed left
T-space T+ ∧Cm Y (a, b,m) with the iterated mapping cone of the diagram
(T/Cm/ab)+ ∧ S
λ(a,b,m) //

(T/Cm/a)+ ∧ S
λ(a,b,m)

(T/Cm/b)+ ∧ S
λ(a,b,m) // (T/Cm)+ ∧ S
λ(a,b,m),
where the maps are the canonical projections, and the upper right-hand term
(resp. lower left-hand term, resp. upper left-hand term) is understood to be a one-
point space if m is not divisible by a (resp. by b, resp. by ab). Now one readily
verifies that the left H∗(T;Z)-module given by the reduced homology groups of
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T+ ∧Cm Y (a, b,m) has the same abstract structure as that given by the reduced
homology groups of T+ ∧Cm X(a, b,m). 
Remark 5.3. Let v be a non-negative integer. It follows from Corollary 5.2
and the proof of Theorem A that if Conjecture B holds for all positive integers m
with ℓ(a, b,m) 6 v, then long exact sequence in the statement of Theorem A is
valid for all q 6 2v + 1. A similar argument shows that Theorem C follows from
Proposition 6.4 which we prove below.
6. Stunted regular cyclic polytopes
In this section, we formulate Conjecture 6.2 concerning a new family of poly-
topes that we call stunted regular cyclic polytopes. Assuming the conjecture, we
construct maps u(a, b,m) that satisfy part (1) of Conjecture B. Finally, we prove
Conjecture 6.2 and Conjecture B for small values of m.
We recall that the regular cyclic polytope of dimension 2d with m vertices as
defined by Gale [8] is the convex hull P (d,m) of the subset
V (d,m) = {(z, z2, . . . , zd) | z ∈ Cm} ⊂ C
{1,2,...,d}
where Cm ⊂ C∗ is the group of mth roots of unity. The regular cyclic polytopes
are high-dimensional generalizations of the regular polygons, and the combinational
structure of their faces is completely understood. We are interested in a family of
polytopes defined in a similar manner but with the interval {1, 2, . . . , d} replaced
by different intervals of integers. We call these stunted regular cyclic polytopes.
Definition 6.1. Let 1 < a < b be relatively prime integers, let (c, d) be a pair
of integers with ad− bc = 1, and let m be a positive integer. The stunted regular
cyclic polytope P (a, b,m) is the convex hull of the finite subset
V (a, b,m) = {(zn | n ∈ J(a, b,m)) | z ∈ Cm} ⊂ C
J(a,b,m),
where J(a, b,m) is the set of integers in the closed interval [cm/a, dm/b].
We note that the dimension of the polytope P (a, b,m) is equal to twice the
number ℓ(a, b,m+ a+ b) of ways in which m can be expressed as m = ai+ bj with
(i, j) a pair of non-negative integers.
We let C(n) be the Cm-representation that is given by C with z ∈ Cm acting
as multiplication by zn and define λ¯(a, b,m) to be the direct sum over all integers
n in the closed interval [cm/a, dm/b] of the representations C(n). It contains the
representation λ(a, b,m) defined as the direct sum of the representations C(n) as n
ranges over all integers in the open interval (cm/a, dm/b) as a subrepresentation,
and we have λ(a, b,m) = λ¯(a, b,m) if and only if a and b do not divide m. Indeed,
if ad − bc = 1, then (a, b) = (a, c) = (b, d) = (c, d) = 1. If a divides m (resp. if b
divides m), then we define λ′(a, b,m) (resp. λ′′(a, b,m)) to be the subrepresentation
of λ¯(a, b,m) given by the summand C(cm/a) (resp. by the summand C(dm/b)).
The map x : Cm → λ¯(a, b,m) with nth component xn(z) = zn extends to a map of
representations x : R[Cm]→ λ¯(a, b,m) and the stunted regular cyclic polytope
P (a, b,m) ⊂ λ¯(a, b,m)
is equal to the image by the latter map of ∆m−1 ⊂ R[Cm]. We remark that
P (a, b,m) contains the origin of λ¯(a, b,m) as an interior point. We also define
Q(a, b,m) ⊂ P (a, b,m)
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to be the image of the sub-simplicial complex Σ(a, b,m) ⊂ ∆m−1 defined in the
introduction; it is a sub-Cm-space of P (a, b,m). To understand this subspace better,
we let p be an integer in the closed interval [cm/a, dm/b] and write p = cu+ dv for
a unique pair of non-negative integers (u, v). We define an index function of weight
p to be a map g : Z→ Z with the property that for all t ∈ Z, g(t+u+v)−g(t) = m
and g(t)− g(t− 1) ∈ {a, b}, and define Q(a, b,m; g) to be the polytope given by the
convex hull in λ¯(a, b,m) of the finite subset
V (a, b,m; g) = {(ζg(t)nm | n ∈ J(a, b,m)) | t ∈ Z} ⊂ C
J(a,b,m).
Then Q(a, b,m) is equal to the union of the polytopes Q(a, b,m; g) as p ranges over
all integers in [cm/a, dm/b] and g ranges over all index functions of weight p.
If a (resp. b) divides m, then the composition of the canonical inclusion of the
subspace λ′(a, b,m) (resp. λ′′(a, b,m)) into λ¯(a, b,m) and the canonical projection
of λ¯(a, b,m) onto C(cm/a) (resp. C(dm/b)) is an isomorphism, and we define the
subset C′a ⊂ λ
′(a, b,m) (resp. C′′b ⊂ λ
′′(a, b,m)) to be the inverse image of the
subset Ca ⊂ C(cm/a) (resp. Cb ⊂ C(dm/b)).
Conjecture 6.2. If 1 < a < b are relatively prime integers and if m is a
positive integer, then the following hold.
(1) The subspace Q(a, b,m) ⊂ P (a, b,m) does not contain the origin of λ¯(a, b,m).
(2) If a divides m, then Q(a, b,m) ∩ λ′(a, b,m) = C′a ⊂ λ
′(a, b,m).
(3) If b divides m, then Q(a, b,m) ∩ λ′′(a, b,m)) = C′′b ⊂ λ
′′(a, b,m).
(4) If neither a nor b divides m, then ∂P (a, b,m) ⊂ Q(a, b,m).
Granting this conjecture, we define maps of pointed Cm-spaces
X(a, b,m) Y (a, b,m)
u(a,b,m)
//
satisfying part (1) of Conjecture B as follows. The maps are the composition
∆m−1/Σ(a, b,m)
x
// P (a, b,m)/Q(a, b,m)
h
// Y (a, b,m)
of the map x and a map h which we now define. Suppose first that neither a nor b
divides m. In this case, we define h to be the map of pointed Cm-spaces
P (a, b,m)/Q(a, b,m)
h
// D(λ(a, b,m))/S(λ(a, b,m)) = Sλ(a,b,m)
induced by a suitable radial dilation away from 0 ∈ P (a, b,m). It follows from
Conjecture 6.2 (1) that the map is well-defined, provided that the dilation factor
is sufficiently large. Moreover, if the map is defined, then its homotopy class is
independent of the choice of dilation factor. Suppose next that a but not b divides
m. We first use Conjecture 6.2 (2) to choose a small ball B ⊂ λ¯(a, b,m)rC′a around
the unique point ζ′2a of S(λ
′(a, b,m)) with image ζ2a ∈ C(cm/a) by the canonical
projection and consider the open subset
U = (Cm ·B) ∩ S(λ¯(a, b,m)) ⊂ S(λ¯(a, b,m)).
It follows from Conjecture 6.2 (1) that radial dilation with sufficiently large dilation
factor away from 0 ∈ P (a, b,m) induces a map of pointed Cm-spaces
P (a, b,m)/Q(a, b,m)
h′ // D(λ¯(a, b,m))/(S(λ¯(a, b,m))r U).
Second, let C†a = Cm · ζ
′
2a ⊂ S(λ
′(a, b,m)) be the subset of translates by Cm of ζ
′
2a,
and let C˜†a ⊂ D(λ
′(a, b,m)) be the cone on C†a with apex 0. Then the canonical
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homeomorphism from D(λ′(a, b,m))×D(λ(a, b,m)) onto D(λ¯(a, b,m)) induces an
inclusion ι of the pointed Cm-space
(C˜†a ×D(λ(a, b,m)))/(C˜
†
a × S(λ(a, b,m)) ∪ C
†
a ×D(λ(a, b,m))),
which we identify with Y (a, b,m) by identifying ζ′2a ∈ C
†
a with 1 ∈ Ca, into the
target pointed Cm-space of the map h
′. More, the inclusion ι is readily verified to
be a strong deformation retract. Finally, we define the map h to be the composition
h′′ ◦h′ of the map h′ and a homotopy inverse h′′ of ι. Again, the homotopy class of
the map of pointed Cm-spaces c is independent of the choices made. The definition
of the map h in the remaining cases is analogous.
We fix a pair of relatively prime integers 1 < a < b and choose integers c and
d with ad− bc = 1. Let m be a positive integer, let (i, j) be a pair of non-negative
integers such that m = ai+ bj, and let n = ci+ dj be the corresponding integer in
the closed interval [cm/a, bm/d]. Let also p be an integer in [cm/a, dm/b] and let
g : Z→ Z be an index function of weight p. We proceed to describe the images
Q(a, b,m, n; g) ⊂ Q(a, b,m, n) ⊂ P (a, b,m, n) ⊂ C(n)
of Q(a, b,m; g) ⊂ Q(a, b,m) ⊂ P (a, b,m) ⊂ λ¯(a, b,m) by the canonical projection
onto the summand C(n). Since for every pair of integers (k, l), we have(
k l
)(m
n
)
=
(
k l
)(a b
c d
)(
i
j
)
,
and since the square matrix on the right-hand side is invertible, we find that the
greatest common divisors (m,n) and (i, j) are equal. We let q be the common value
and write m = m′q, n = n′q, i = i′q, and j = j′q. Then P (a, b,m, n) is equal to
the regular polygon in C(n) with vertex set
V (a, b,m, n) = {zn | z ∈ Cm} = Cm′ .
Similarly, Q(a, b,m, n; g) is the (irregular) polygon in C(n) with vertex set
V (a, b,m, n, g) = {ζg(t)nm | t ∈ Z} = {ζ
g(t)n′
m′ | t ∈ Z} ⊂ Cm′ ,
and Q(a, b,m, n) is the union of the polygons Q(a, b,m, n, g) as p ranges over all
integers in [cm/a, dm/b] and g ranges over all index functions of weight p. In this
connection, we note that since i = dm− bn and j = −cm+ an, we have
ζanm = ζ
j
m = ζ
j′
m′ , ζ
bn
m = ζ
−i
m = ζ
−i′
m′ .
Finally, let (r, s) be a pair of integers with ri′ + sj′ = 1. We define (k, l) by(
k l
)
=
(
r s
)( d −b
−c a
)
and note that since km′ + ln′ = 1, we have
ζlnm = ζ
ln′
m′ = ζm′ .
We proceed to describe the integer l more precisely. First, if i and j are both
positive, then we may choose (r, s) with 0 6 −r 6 j′ − 1 and 1 6 s 6 i′. Indeed, if
1 6 s 6 i′, then j′ 6 sj′ 6 i′j′, and hence, j′ − 1 6 −ri′ 6 i′j′ − 1, which implies
that 0 6 −r 6 j′ − 1 as desired. Therefore, if i and j are both positive, then we
can choose l = as+ b(−r) to be a linear combination of a and b with non-negative
coefficients that satisfies the inequalities
a 6 l 6 m′ − b.
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Next, if i > 0 and j = 0, then i′ = 1, j′ = 0, m′ = a, and n′ = c. We necessarily
have r = 1 and s = 0, which gives k = d and l = −b. Finally, if i = 0 and j > 0,
then i′ = 0, j′ = 1, m′ = b, and n′ = d. Therefore, we have r = 0 and s = 1, which
gives k = −c and l = a. We use this to prove the following result.
Proposition 6.3. Let 1 < a < b be relatively prime integers. Conjecture 6.2
is true for all positive integers m with ℓ(a, b,m) 6 1.
Proof. We use the descriptions of P (a, b,m, n) and Q(a, b,m, n) established
above and first assume that neither a nor b divides m. If ℓ(a, b,m) = 0, then
P (a, b,m) consists of a single point and Q(a, b,m) is empty, so Conjecture 6.2 holds
trivially for m. Therefore, we may further assume that ℓ(a, b,m) = 1, in which case
m = ai + bj with 0 < i < b and 0 < j < a, and hence, P (a, b,m) = P (a, b,m, n)
and Q(a, b,m) = Q(a, b,m, n) with n = ci + dj. Moreover, every index function
g : Z → Z has weight n. To prove statement (4) of Conjecture 6.2 for m, it will
suffice to show that there exists an index function g : Z → Z that takes both of
the values 0 and l. For then {1, ζm′} ⊂ V (a, b,m, n, g), and therefore, the edge
that connects 1 and ζm′ is contained in Q(a, b,m), which, in turn, shows that
∂P (a, b,m) ⊂ Q(a, b,m), since Q(a, b,m) = Cm · Q(a, b,m) ⊂ C(n). But we saw
above that l = as+b(−r) with 1 6 s 6 i′ and 0 6 −r 6 j′−1, so the required index
function indeed exists. It remains to prove that statement (1) of Conjecture 6.2
holds for m. To this end we note that, since 0 < i < b and 0 < j < a,
m′ − 2ij′ = ai′ + bj′ − ji′ − ij′ = (a− j)i′ + (b− i)j′ > i′ + j′ > 2,
which, in turn, gives the inequality
ij′ < ⌊m′/2⌋,
where ⌊x⌋ denotes the largest integer less than or equal to x. Now, if g : Z→ Z be
an index function, then among the i + j integers {0, 1, . . . , i + j − 1}, there are i
integers u with g(u)− g(u− 1) = a and j integers u with g(u)− g(u− 1) = b, and
since ζanm = ζ
j′
m′ and ζ
bn
m = ζ
−i′
m′ , the inequality above shows that
V (a, b,m, n, g) ⊂ {ζ
g(0)n′+u
m′ | u ∈ {0, 1, . . . , ⌊m
′/2⌋ − 1}}.
Therefore, the polygon Q(a, b,m, n, g) does not contain 0 ∈ C(n), and since this is
true for every index function g : Z → Z, neither does Q(a, b,m). This proves that
also statement (1) of Conjecture 6.2 holds for m.
We next assume that a but not b divides m. If ℓ(a, b,m) = 0, then m = ai with
0 < i < b, and we have P (a, b,m) = P (a, b,m, n) and Q(a, b,m) = Q(a, b,m, n)
with n = ci. The former is the regular polygon with vertex set Ca ⊂ C(n) and
the latter is the subset Ca of vertices, and hence, Conjecture 6.2 holds for m. So
we further assume that ℓ(a, b,m) = 1, in which case m = a(i + b) = ai + ba with
0 < i < b, and hence, λ¯(a, b,m) = C(n1)⊕C(n2) with n1 = ci+bc and n2 = ci+ad.
We find that P (a, b,m, n1) and P (a, b,m, n2) are the regular polygons with vertex
sets Ca ⊂ C(n1) and Cm/(a,i) ⊂ C(n2), respectively. The index functions g : Z→ Z
have weight either n1 or n2. If g has weight n1, then Q(a, b,m, n1; g) is a single
element of Ca ⊂ C(n1) and Q(a, b,m, n2; g) is the regular polygon with vertex set
Ci+b ⊂ C(n2). It follows that Q(a, b,m; g) does not contain the origin of λ¯(a, b,m)
and that Q(a, b,m; g) ∩ λ′(a, b,m) is a single element of C′a ⊂ λ
′(a, b,m). If g has
weight n2, then Q(a, b,m, n1; g) = P (a, b,m, n1) while Q(a, b,m, n2; g) is contained
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in the (irregular) polygon with vertex set
{ζ
w+ta/(a,i)
m/(a,i) | t ∈ {0, 1, . . . , i− 1}} ⊂ Cm/(a,i) ⊂ C(n2),
for some integer w. Since
(ai/(a, i))/(m/(a, i)) = ai/m = ai/(ai+ ab) < ai/(ai+ ai) = 1/2,
we conclude that Q(a, b,m, n2; g) ⊂ C(n2) does not contain the origin. It follows
that Q(a, b,m; g) ⊂ λ¯(a, b,m) does not contain the origin and does not intersect the
subspace λ′(a, b,m). This shows that Conjecture 6.2 holds for m. The case where
b but not a divides m is completely analogous.
It remains only to consider the cases m = ab and m = 2ab. In the former
case, we have ℓ(a, b,m) = 0 and λ¯(a, b,m) = C(n1) ⊕ C(n2) with n1 = bc and
n2 = ad. Hence, P (a, b,m, n1) and P (a, b,m, n2) are the regular polygons with
vertex sets Ca ⊂ C(n1) and Cb ⊂ C(n2), respectively. An index function g : Z→ Z
has weight either n1 or n2. If g has weight n1, then Q(a, b,m, n1; g) is a single
point in Ca ⊂ C(n1) while Q(a, b,m, n2; g) = P (a, b,m, n2); and if g has weight
n2, then Q(a, b,m, n1; g) = P (a, b,m, n1) while Q(a, b,m, n2; g) is a single point in
Cb ⊂ C(n2). This proves that Conjecture 6.2 holds for m = ab. In the latter case
m = 2ab, we have ℓ(a, b,m) = 1 and
λ¯(a, b,m) = C(n1)⊕ C(n2)⊕ C(n3)
with n1 = 2bc, n2 = ad+bc, and n3 = 2ad. Hence, P (a, b,m, n1), P (a, b,m, n2), and
P (a, b,m, n3) are the regular polygons with vertex sets Ca ⊂ C(n1), Cm ⊂ C(n2),
and Cb ⊂ C(n3), respectively. The index functions g : Z → Z have weights n1,
n2, or n3. If g has weight n1, then Q(a, b,m, n1; g) is a single point in Ca ⊂ C(n1)
while Q(a, b,m, n2; g) and Q(a, b,m, n3; g) are the regular polygons with vertex sets
C2b ⊂ C(n2) and Cb ⊂ C(n3), respectively. Moreover, the images of
z = x((1/2b)(ζg(0)m + ζ
g(1)
m + · · ·+ ζ
g(2b−1)
m )) ∈ Q(a, b,m; g)
in Q(a, b,m, n2; g) and Q(a, b,m, n3; g) are the respective origins. It follows that
Q(a, b,m; g) ⊂ λ¯(a, b,m) does not contain the origin, that Q(a, b,m; g)∩λ′(a, b,m)
is a subset of C′a ⊂ λ
′(a, b,m), and that this subset is non-empty. Likewise, if g
has weight n3, then a similar argument shows that Q(a, b,m; g) ⊂ λ¯(a, b,m) does
not contain the origin, that the intersection Q(a, b,m; g)∩λ′′(a, b,m) is a subset of
C′′b ⊂ λ
′′(a, b,m), and that this subset is non-empty. Finally, if g has weight n2,
then Q(a, b,m, n2; g) is contained in the convex hull of
{ζt+um | t ∈ {0, 1, . . . , ab}} ⊂ C(n2),
some some integer u, and may contain 0 ∈ C(n2). If it does, then there exists an
integer u with the property that
g(t) =
{
g(u) + a(t− u) if 0 6 t− u < b
g(u) + ab+ b(t− u− b) if b 6 t− u < a+ b
and 0 ∈ C(n2) is the image by the canonical projection of the unique point
z = x((1/2)(ζg(u)m + ζ
g(u)+ab
m )) ∈ Q(a, b,m; g).
But the images of z in Q(a, b,m, n1; g) and Q(a, b,m, n3; g) are equal to 1 ∈ C(n1)
and 1 ∈ C(n3), respectively. It follows that Q(a, b,m; g) ⊂ λ¯(a, b,m) does not
contain the origin and does not intersect neither λ′(a, b,m) nor λ′′(a, b,m). This
completes the proof that Conjecture 6.2 holds for m = 2ab. 
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Proposition 6.4. If 1 < a < b are relatively prime integers, then Conjecture B
is true for all positive integers m with ℓ(a, b,m) = 0 and for all positive integers
divisible by neither a nor b with ℓ(a, b,m) = 1.
Proof. We recall that for all positive integers m for which Conjecture 6.2 is
true, we have already constructed maps of pointed Cm-spaces
X(a, b,m) Y (a, b,m)
u(a,b,m)
//
that satisfy part (1) of Conjecture B, and by Proposition 6.3, Conjecture 6.2 is true
for all positive integers m with ℓ(a, b,m) 6 1. Therefore, to prove the theorem, we
must show that for these m, the induced maps of pointed T-spaces
T+ ∧Cm X(a, b,m) T+ ∧Cm Y (a, b,m)
u′(a,b,m)
//
induce isomorphisms of reduced singular homology groups. We already know
from Corollary 5.2 that the reduced homology groups of the domain and target
of u′(a, b,m) are abstractly isomorphic cyclic groups. Therefore, it will suffice to
show that the map u′(a, b,m) induces a surjection on reduced homology groups.
We first consider the case in which neither a nor b divides m. If ℓ(a, b,m) = 0,
then Σ(a, b,m) is empty and u′(a, b,m) is the homotopy equivalence
T+ ∧Cm ∆
m−1
+ T+ ∧Cm S
0
u′(a,b,m)
//
that collapses ∆m−1 onto 0 ∈ S0, and hence, induces an isomorphism of reduced
homology groups. So we assume that ℓ(a, b,m) = 1 and consider the diagram
H˜2(T+ ∧Cm X(a, b,m);Z) H˜2(T+ ∧Cm Y (a, b,m);Z)
H˜3(T+ ∧Cm X(a, b,m);Z) H˜3(T+ ∧Cm Y (a, b,m);Z)
u′(a,b,m)
//
d

u′(a,b,m)
//
d

in which the vertical maps are given by Connes’ operator. The diagram commutes
since u′(a, b,m) is T-equivariant. The four groups in the diagram all are infinite
cyclic and are the only non-zero reduced homology groups of the pointed spaces in
question. Moreover, the vertical maps are injections onto the respective subgroups
of index m. Therefore, to prove that the horizontal maps are isomorphisms, it will
suffice to show that the top map is surjective. We further consider the diagram
H˜2(X(a, b,m);Z) H˜2(Y (a, b,m);Z)
H˜2(T+ ∧Cm X(a, b,m);Z) H˜2(T+ ∧Cm Y (a, b,m);Z)
u(a,b,m)
//

u′(a,b,m)
//

in which the vertical maps are induced by the maps that take z to the class of
(1, z). Since the right-hand vertical map is an isomorphism, we are further reduced
to showing that the top horizontal map in this diagram is surjective. We use the
known facet structure of the polytope P (a, b,m) to produce a generator of the
target of the map induced by u(a, b,m) and an element of the domain of this map
that maps to this generator. We have m = ai+bj for a unique pair (i, j) of positive
integers and define the integers n, q, m′, n′, i′, j′, r, s, k, and l as in the discussion
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preceeding Proposition 6.3. With this notation in hand, the polytope P (a, b,m) is
the regular polygon in C(n) with vertex set
V (a, b,m) = {zn | z ∈ Cm} = Cm′ ⊂ C(n).
We triangulate P (a, b,m) by the cones with apex 1 ∈ Cm′ and with bases given
by the edges in ∂P (a, b,m) that do not have 1 as a vertex. To this end, we define
F (a, b,m) to be the set of strictly increasing maps θ : [2]→ [m−1] with the property
that θ(0) = 0, θ(2) < m′, and θ(2)− θ(1) ≡ ±l modulo m′ and let
sgn(θ) =
{
+1 if θ(2)− θ(1) ≡ +l modulo m′
−1 if θ(2)− θ(1) ≡ −l modulo m′.
Now the cones with apex 1 ∈ C(n) and bases given by the edges in ∂P (a, b,m) that
do not have 1 as a vertex are exactly the images of the composite maps
∆2 ∆m−1 P (a, b,m)
∆θ
//
x
//
with θ ∈ F (a, b,m). Moreover, we may orient ∆2 and P (a, b,m) in such a way that
the map x ◦∆θ is orientation-preserving if sgn(θ) = +1 and orientation-reversing
if sgn(θ) = −1. It follows that the singular chain in Y (a, b,m) defined by
z =
∑
θ∈F (a,b,m)
sgn(θ)(h ◦ x ◦∆θ)
is a cycle whose homology class generates H˜2(Y (a, b,m);Z). The chain z is the
image by u(a, b,m) of the chain in X(a, b,m) defined by
z′ =
∑
θ∈F (a,b,m)
sgn(θ)(pr ◦∆θ),
where pr : ∆m−1 → X(a, b,m) is the canonical projection, and therefore, it will
suffice to show that z′ is a cycle. Its boundary is given as follows. Let E(a, b,m) be
the set of strictly increasing maps σ : [1]→ [m−1] with the property that σ(1) < m′
and σ(1) − σ(0) = ±l modulo m′ and define sgn(σ) to be +1 if σ(1) − σ(0) ≡ +l
modulo m′ and to be −1 if σ(1)− σ(0) ≡ −l modulo m′. Then
∂(z′) =
∑
σ∈E(a,b,m)
sgn(σ)(pr ◦∆σ),
and each summand is zero, since l and m′ − l both are of the form au + bv with
(u, v) a pair of non-negative integers.
We next consider the case where a but not b divides m and ℓ(a, b,m) = 0. We
recall that m′ = a and n′ = c. In the diagram
H˜1(X(a, b,m);Z) H˜1(Y (a, b,m);Z)
H˜1(T+ ∧Cm X(a, b,m);Z) H˜1(T+ ∧Cm Y (a, b,m);Z),
u(a,b,m)
//

u′(a,b,m)
//

where the vertical maps are induced by the maps that take z to the class of (1, z),
the groups in the bottom row both are cyclic of order a, the upper right-hand group
is a free abelian group of rank a−1, and the right-hand vertical map is a surjection
which was evaluated in [19, Lemma 3.3.4]. Let θ : [1]→ [m− 1] be the map defined
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by θ(0) = 0 and θ(1) = l, where 0 6 l < a is a multiplicative inverse of c modulo a.
Since Σ(a, b,m) ⊂ ∆m−1 contains the vertices, the composite map
∆1 ∆m−1 X(a, b,m)
∆θ
//
pr
//
is a cycle in X(a, b,m). Moreover, it follows from loc. cit. that the homology class
of the image of this cycle by the composite map
X(a, b,m) Y (a, b,m) T+ ∧Cm Y (a, b,m)
u(a,b,m)
//
p
//
is a generator of the lower right-hand group in the diagram above as desired. The
case where b but not a divides m and ℓ(a, b,m) = 0 is proved analogously.
Finally, if a and b both divide m, then the homology groups of the domain and
target of the map u′(a, b,m) are both trivial, so the proposition trivially holds. 
Remark 6.5. We would have liked to prove that Conjecture B holds for all
positive integers m with ℓ(a, b,m) 6 1, since this would imply that the long exact
sequence in Theorem A is valid for q 6 3. However, in the remaining cases, where
m is divisible by a but not b and ℓ(a, b,m) = 1, it appears necessary to understand
the facet structure of the 4-dimensional polytope P (a, b,m) in order to find a cycle
whose homology class generates H˜3(T+ ∧X(a, b,m);Z).
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