Abstract. The instrumental variables (IV) method provides a way to estimate the causal effect of a treatment when there are unmeasured confounding variables. The method requires a valid IV, a variable that is independent of the unmeasured confounding variables and is associated with the treatment but which has no effect on the outcome beyond its effect on the treatment. An additional assumption often made is deterministic monotonicity, which says that for each subject, the level of the treatment that a subject would take is a monotonic increasing function of the level of the IV. However, deterministic monotonicity is sometimes not realistic. We introduce a stochastic monotonicity assumption, a relaxation that only requires a monotonic increasing relationship to hold across subjects between the IV and the treatments conditionally on a set of (possibly unmeasured) covariates. We show that under stochastic monotonicity, the IV method identifies a weighted average of treatment effects with greater weight on subgroups of subjects on whom the IV has a stronger effect. We provide bounds on the global average treatment effect under stochastic monotonicity and a sensitivity analysis for violations of stochastic monotonicity. We apply the methods to a study of the effect of premature babies being delivered in a high technology neonatal intensive care unit (NICU) vs. a low technology unit.
INTRODUCTION
The instrumental variable (IV) method provides a way to learn about the effect of a treatment when there is unmeasured confounding under certain assumptions. There are several approaches to using IVs and corresponding definitions for an IV (e.g., Rubin, 1996, Hernán and Robins, 2006) , however, all the definitions include that an IV satisfies the core assumptions of (1) the IV is associated with the treatment; (2) the IV is independent of unmeasured confounders; and (3) the IV only affects the outcome through its effect on treatment received (the exclusion restriction). In addition, two basic causal assumptions that are commonly made are (i) there is no interference between units; and (ii) there are no unrepresented versions of the treatment, which means there are not different ways of administering the same level of the treatment that lead to different outcomes for a given subject (Rubin, 1986) . These core IV assumptions and basic causal assumptions provide bounds for the causal effects of treatment, but additional assumption(s) are needed to point identify a causal effect (Robins, 1989 , Manski, 1990 , Balke and Pearl, 1997 , Angrist, Imbens and Rubin, 1996 . Angrist, Imbens and Rubin (1996) introduced two additional assumptions: (a) no unrepresented versions of the IV-there are not different ways of administering the same level of the IV that lead to different treatment for a given subject and (b) deterministic monotonicity-for a binary treatment and a binary IV, there are no defier subjects who would take the control if encouraged to take the treatment by the IV but take the treatment if not encouraged by the IV (the name deterministic monotonicity comes from that for all subjects, the level of the treatment that a subject would take is a monotone increasing function of the IV). Under these additional assumptions as well as the basic causal and core IV assumptions, Angrist, Imbens and Rubin (1996) showed that the Wald estimate (the difference in the mean outcome between subjects with the encouraging level of the IV vs. the not encouraging level divided by the difference in the proportion of subjects taking the treatment with the encouraging level of the IV vs. not the encouraging level) converges to the average treatment effect for compliers, where the compliers are the subjects who would take the treatment if encouraged by the IV but not take the treatment if not encouraged by the IV; the average treatment effect for compliers is also called the local average treatment effect (LATE).
The additional assumptions of (a) no unrepresented versions of the IV and (b) deterministic monotonicity are plausible for a setting where the IV is delivered in a uniform way and the encouraging level of the IV provides a clear incentive to take the treatment with no disincentive (Imbens, 2014, Section 5.3) . For example, consider Finkelstein et al.'s (2012) study of the effect of having the effect of having health insurance on future health. Finkelstein et al. (2012) considered low-income adults in Oregon, where in 2008 a waiting list was opened for a state Medicaid expansion program, which had been closed to new enrollment since 2004. Because the waiting list exceeded the number of spots available, the state drew names by lottery to decide who would have the opportunity to enroll in Medicaid. Not all winners enrolled in Medicaid either because they did not apply or were deemed ineligible, and some non-winners obtained health insurance through other means; however, winners had about a 25 percentage point higher chance of having health insurance one year after the lottery. Finkelstein et al. (2012) used winning the lottery vs. not winning as an IV and inferred that health insurance improved self-reported physical and mental health. The no unrepresented versions of the IV assumption is plausible because the IV is delivered in a uniform way-if a person receives the encouraging level (winning the lottery), she is provided the opportunity to obtain health insurance by enrolling in Medicaid while if a person receives the non-encouraging level (not winning the lottery), she is denied the opportunity to enroll in Medicaid. The deterministic monotonicity assumption is plausible because winning the lottery provides a clear incentive to obtain health insurance (free enrollment in Medicaid) with no disincentive.
Although the additional assumptions of (a) no unrepresented versions of the IV and (b) deterministic monotonicity are plausible for some studies using an IV, there are many studies for which they are not plausible, particularly when the high level of the IV provides incentives to take the treatment but at the same time provides certain disincentives. For example, consider a study of the effect of mortality for premature babies of being delivered in a high level neonatal intensive care unit (high level NICU) vs. a low level NICUa high level NICU is a NICU that has the capacity for sustained mechanical assisted ventilation and delivers at least 50 premature babies per year (Lorch et al., 2012a) . Yang, Lorch and Small (2014) used an IV approach where the IV was whether or not the mother's excess travel time from the nearest high level NICU compared to the nearest low level NICU (under average traffic conditions) is less than or equal to 10 minutes. Excess travel time to a specialty care facility compared to a normal facility has been used as an IV for whether a person receives a certain type of care in many health studies, for example, McClellan, McNeil and Newhouse (1994) . In the NICU study, living near to a high level NICU strongly encourages a mother to deliver at a high level NICU: in data from Pennsylvania (see Section 8), 75% of mothers who live relatively near to a high level NICU (excess travel time ≤10 minutes) deliver at a high level NICU whereas only 30% of mothers who live relatively far from a high level NICU (excess travel time >10 minutes) deliver at a high level NICU. However, the excess travel time IV is not delivered in a uniform way. Excess travel time is a function of where a mother lives, which may influence the choice of hospital in ways other than through excess travel time, such as community, family and friends' views of hospitals in the area. Different places that are both relatively near to a high level NICU (excess travel ). Thus, with respect to the versions of the IV represented by these two zip codes, there appear to be defiers. However, a mother who was a defier with respect to these two zip codes, that is, a mother who would deliver at a low level NICU if she lived in the near zip code A but would deliver at a high level NICU if she lived in the far zip code B, might be a complier with respect to two other zip codes. For example, consider zip codes C (in Dubois, PA area) and D (in Sugarcreek, PA) in Table 1 . These two zip codes are demographically similar, but C is a near zip code and D is a far zip code. Almost all mothers in C deliver at a high level NICU whereas almost all mothers in D deliver at a low level NICU. Thus, almost all mothers are compliers with respect to zip code C vs. zip code D. In summary, there are unrepresented versions of the IV and violations of deterministic monotonicity for the NICU study.
Stochastic Monotonicity Assumption and Main Results
We consider a weakening of deterministic monotonicity called stochastic monotonicity. Informally, the stochastic monotonicity assumption says that if we stratify on all the measured and unmeasured confounders of the relationship between the treatment and outcome, then within each stratum, the probability of taking the treatment for subjects given the encouraging level of the IV is at least as high as for subjects given the non-encouraging level. Stochastic monotonicity is weaker than deterministic monotonicity because it does not require a monotonic relationship between IV and treatment for each subject but only a monotonic relationship between IV and probability of treatment within strata.
We show that if an IV satisfies stochastic monotonicity along with the basic causal and core IV assumptions, the IV can be used to learn about certain useful quantities even if deterministic monotonicity is violated. First, we show that the Wald estimate identifies a strength-of-IV weighted average treatment effect (SIV-WATE), a weighted average of treatment effects where conditionally on all possible confounders, the weight for a group of subjects is proportional to the size of the group times how much higher the probability of taking the treatment for subjects in the group when given the encouraging level of the IV is compared to the non-encouraging level (Proposition 1). This implies the no sign reversal property-if the sign of the treatment effects (+, 0, −) is the same for all subjects, then this sign is identified by the IV (Section 4.3). Second, we show that the observable characteristics of the weighted population in the definition of the SIV-WATE are identified so the treatment effect underlying the Wald estimate can be understood under stochastic monotonicity (Proposition 2). Third, we show that the stochastic monotonicity assumption can narrow bounds on the global average treatment effect, that is, the average treatment effect for the whole population (Proposition 3). These results are comparable to previous results that the deterministic monotonicity assumption can narrow the bounds on the global average treatment effect obtained under the core IV assumptions (Balke and Pearl, 1997) . Fourth, we provide a method of sensitivity analysis for bias from violations of stochastic monotonicity that is analogous to Angrist, Imbens and Rubin's (1996) sensitivity analysis for bias from violations of deterministic monotonicity.
Review of Literature and Contributions of This Paper
Previous literature has considered relaxing some of the assumptions of the Angrist, Imbens and Rubin (1996) framework that are violated when the IV is not delivered in a uniform way or deterministic monotonicity is violated. Hernán and Robins (2006) and Chalak (2017) have presented results for when the measured IV is a proxy for an underlying, possibly continuous IV; their results assume that the underlying IV satisfies deterministic monotonicity whereas we allow for the underlying IV to violate deterministic monotonicity and only satisfy the weaker condition of stochastic monotonicity. When the IV is not a proxy and does not have unrepresented versions, several authors have presented results that identify the LATE or variants of the LATE when deterministic monotonicity is violated. DiNardo and Lee (2011) presented a stochastic monotonicity condition. Brookhart and Schneeweiss (2007) presented a similar formula when heterogeneity of treatment effects is generated by an unmeasured variable. Ramsahai (2012) presented bounds on the treatment effect for a binary outcome under a stochastic monotonicity condition. de Chaisemartin (2017) provided a relaxation of deterministic monotonicity under which if there is a subgroup of compliers that accounts for the same proportion as the defiers and that has the same average treatment effect as the defiers (called the "compliers-defiers" assumption), then the Wald estimate captures the average treatment effect of the remaining part of the compliers. Angrist, Imbens and Rubin (1996) presented a formula for the sensitivity of the Wald estimate to violations of deterministic monotonicity. Klein (2010) introduced local violations of deterministic monotonicity that are independent of unmeasured confounders and showed that the bias of the Wald estimate can be well approximated if such violations are small. Huber and Mellace (2012) considered a local monotonicity assumption which requires that there be only compliers or defiers conditional on each value of the outcome. Finally, Robins (1994) , Hernán and Robins (2006) , and Tan (2010) developed an IV approach that does not assume deterministic monotonicity but instead makes homogeneity or parametric heterogeneity assumptions about causal effects in different subgroups to achieve identification of average treatment effects on the treated at different instrument levels.
The contributions of this paper are that we provide a unified framework, identification results and inference methods that address simultaneously the problems that arise when an IV may not be delivered in a uniform way, the IV may be a proxy and the IV may violate deterministic monotonicity. Previous literature to our knowledge has not considered the presence of these three problems simultaneously. We show that the Wald estimator identifies a weighted average treatment effect, the SIV-WATE, even if deterministic monotonicity is violated so long as stochastic monotonicity is satisfied. In comparison to existing results on IV estimation without monotonicity, the stochastic monotonicity assumption we consider does not require there to be only compliers or defiers conditional on each value of the outcome as in Huber and Mellace (2012) or for the violations of deterministic monotonicity to be independent of unmeasured confounders as in Klein (2010) . The stochastic monotonicity assumption we consider implies the "compliers-defiers" assumption of de Chaisemartin (2017) ; the advantage of the stochastic monotonicity assumption when it holds is that further insight into whom the Wald IV estimator pertains to is available, see for example Section 6 for discussion of different ways to interpret the SIV-WATE, the estimand of the Wald IV estimator under stochastic monotonicity.
Our paper is organized as follows. Section 2 provides notation and framework. Section 3 reviews the deterministic compliance class framework and identification results. Section 4 presents the stochastic compliance class framework, the stochastic monotonicity assumption and identification results. Section 5 provides sensitivity analysis for violations of stochastic monotonicity. Section 6 discusses interpretation of the treatment effect estimated by the Wald estimator under stochastic monotonicity. Section 7 discusses conditioning on covariates. Section 8 presents an application to the NICU study. Section 9 discusses stochas-tic monotonicity for another example, physician prescribing preference IVs. Section 10 provides discussion. The proofs are provided in the supplementary materials (Small et al., 2017) .
NOTATION AND FRAMEWORK
Let Z be the measured IV, D the treatment and Y the outcome. We will not consider covariates for the moment but discuss them in Section 7. The IV Z and the treatment D are assumed to be binary. We extend the results to non-binary Z in the supplementary materials. We refer to level 1 of the IV Z as the encouraging level and 0 as the non-encouraging level, and we refer to level 1 of D as the treatment and 0 as the control. There are N units (subjects). The notation A ⊥ ⊥ B means the random variables A and B are independent and A ⊥ ⊥ B|C means A and B are conditionally independent given C.
We make the following commonly made basic causal assumptions:
BA1 No interference: The observation on one subject is not affected by the assignment of treatments to the other subjects (Cox, 1958 , Rubin, 1986 .
BA2 No unrepresented versions of treatment: The treatment levels 1 and 0 adequately represent all versions of the treatment (Rubin, 1986) . In other words, if there are two different ways of receiving the treatment that are both represented by level 1 (0), the potential outcomes corresponding to these two different ways of receiving the treatment are the same.
We will now state "core" assumptions for Z to be a valid IV; we call these core assumptions because they follow from the commonly used informal description of an IV as a variable that affects the treatment (relevance), but only affects the outcome by altering the treatment (exclusion restriction) and is independent of unmeasured confounders (effective randomness of the IV) Robins, 2006, Rosenbaum, 2010) . We will state these core assumptions for three different settings: (i) Z is a causal IV that has a causal effect on the treatment; (ii) Z is an intensity preserving proxy for a causal IV Z * that has a causal effect on the treatment; (iii) Z or something that Z is a proxy for cannot easily be thought of as being manipulated. We will then show in Section 2.4 that the three sets of core assumptions imply a set of common implications for the relationship between Z and the treatment and potential outcomes. Our subsequent results will only depend on these common implications holding.
A reader interested in our main results about stochastic monotonicity without the background on the various scenarios in which they are plausible and how they relate to existing results could skip ahead to Section 2.4 and then Section 4.
Core Assumptions for Z Being a Causal IV
The following are the three core assumptions for Z to be a valid causal IV (Hernán and Robins, 2006) :
Let D i (z) be the treatment that subject i would receive if she were assigned level z of Z. Each subject has a set of potential treatments,
) be the potential outcome that subject i would experience if the causal IV Z is set to level z and the treatment is set to level d. The exclusion restriction is that
In words, the causal IV affects the outcome only through affecting the treatment. Because of the exclusion restriction, we will index potential outcomes in terms of the treatment only so that, for example
is the outcome that subject i would experience if she were assigned level 1 of the treatment.
CA3-1 Effective randomness of the IV: 
Core Assumptions for Z Being an Intensity
Preserving Proxy for a Causal IV Z * In some settings, the measured IV Z does not have a causal effect on the treatment itself, but is instead a proxy for an IV Z * that has a causal effect on the treatment (Hernán and Robins, 2006) . In the NICU study from Section 1, Z is excess travel time under average traffic conditions; Z * might be the actual excess travel time the mother faces at the time she is ready to go to the hospital. When Z does not have a causal effect on the treatment itself, but is instead a proxy for a causal IV Z * , Hernán and Robins (2006) call Z a surrogate IV and Z * the causal IV (Note: Hernán and Robins, 2006 use the notation U * instead of Z * for the causal IV).
Let D i (z * ) be the treatment that subject i would receive if she were assigned level z * of Z * . Each subject has a set of potential treatments, {D i (z * ), z * ∈ Z * } where Z * is the set of possible values of Z * .
We assume that the measured IV Z is an intensity preserving proxy for Z * : DEFINITION 1. Z is an intensity preserving proxy for Z * ∈ R when:
where F denotes the c.d.f.; and
is the outcome the subject would experience if her treatment level was set to d.
(i) says that the conditional distribution of Z * |Z = 1 strictly stochastically dominates the conditional distribution of Z * |Z = 0. (ii) says that Z has no predictive power for the potential treatment received or potential outcomes once we control for Z * . Note that since D is a function of Z * and {D(z * ), z * ∈ Z * }, (ii) implies that
The following are three sets of sufficient conditions for Z to be an intensity preserving proxy for Z * . First, the intensity preserving proxy property is reflexive in that if Z = Z * , then Z is an intensity preserving proxy. Second, if Z * is binary, then Z is an intensity preserving proxy if (a) P (Z * = 1) > P (Z * = 1|Z = 0) and (b) Z misclassifies Z * nondifferentially with respect to the treatment and potential outcomes, that is,
where W has a density function that is log concave and W ⊥ ⊥ {Z * , D, Y (0), Y (1)}, then Z is an intensity preserving proxy for Z * . This follows from Lehmann (1966) , Example 12; see the supplementary materials for details and also Chalak (2017) . Examples of log concave density functions include the normal, uniform, logistic and exponential densities (Bagnoli and Bergstrom, 2005) .
The following are "core" assumptions for Z * to be a valid causal IV (Hernán and Robins, 2006) :
The probability of taking the treatment is a strictly increasing function of
) be the potential outcome that subject i would experience if the causal IV is set to level z * and the treatment is set to level d. The exclusion restriction is that for all units
As discussed in Section 2.1, because of the exclusion restriction, we will index potential outcomes in terms of the treatment only, so that For a causal IV Z * that satisfies the core assumptions (CA1-2)-(CA3-2) and an intensity preserving proxy Z for Z * , the following holds (proofs in supplementary materials):
CA3-2 Effective randomness of the IV:
CA-Proxy-Implication-1: In some settings, the IV or something that the IV is a proxy for cannot easily be thought of as being manipulated while keeping everything else about the unit fixed. For example, Neal (1997) used whether a student was Catholic as an IV for the effect of attending a Catholic secondary school vs. a public secondary school on educational achievement. For many people, growing up Catholic shapes their identities in ways that are hard to imagine changing while keeping everything else about the person fixed (Cavolina et al., 2000) . Consequently, it is difficult to define potential treatment received, {D i (z = 1), D i (z = 0)}, since this would require manipulating the person i's religion without changing anything else about the person. Instead, we consider Z fixed and non-manipulable for a person, and let Y i (0) be the outcome that i would have if her treatment was set to 0 and Y i (1) be the outcome i would have if her treatment was set to 1. We define Z as a valid non-manipulable IV if it is positively associated with the treatment and independent of potential outcomes, that is, Z satisfies the following core assumptions:
CA1-3 Positive association between Z and the treatment:
CA2-3 IV is independent of potential outcomes:
The core assumptions CA1-3 and CA2-3 correspond with the classical econometric view of IVs (Stock, 2001) . For the Catholic school example of Neal (1997) , the being Catholic IV could fail CA2-3 if being Catholic is directly relevant to the potential educational achievement a person would have if she were to not go (go) to a Catholic school or if being Catholic is associated with a factor that affects potential educational achievement.
Common Features of the Core Assumptions for the Three Different Types of IVs
For the core assumptions for the three different types of IVs discussed in Sections 2.1-2.3, we have the following common features: CF-CA-2 The IV Z is positively associated with the treatment, E(D|Z = 1) > E(D|Z = 0).
CF-CA-3 The IV Z is independent of potential outcomes:
The basic assumptions BA1-BA2 and the core assumptions are not enough to identify causal effects, and some additional assumption(s) is needed Rubin, 1996, Hernán and Robins, 2006) . We review in the next section one such set of additional assumptions, deterministic monotonicity in the deterministic compliance class framework (Angrist, Imbens and Rubin, 1996) .
REVIEW OF DETERMINISTIC COMPLIANCE CLASS FRAMEWORK AND IDENTIFICATION RESULTS

Deterministic Compliance Class Framework and Deterministic Monotonicity Assumption
The deterministic compliance class framework presented in Angrist, Imbens and Rubin (1996) assumes Z is the causal IV and the core assumptions (CA1-1)-(CA3-1) in Section 2.1. Furthermore, the framework assumes a subject's treatment received is a (subject specific) deterministic function of the level of the subject's IV Z and there are no unrepresented versions of the IV, DCC-IVA1 There are no unrepresented versions of the IV. Regardless of how the IV is administered, D i (z) is the treatment that subject i would receive if given level z of the IV for z = 0, 1.
The additional assumptions for Z to be a valid IV in the deterministic compliance class framework is the deterministic monotonicity assumption:
for all subjects i, that is, there are no defiers.
Identification Results Under the Deterministic
Compliance Class Framework Imbens and Angrist (1994) and Angrist, Imbens and Rubin (1996) showed that under (BA1)-(BA2), (CA1-1)-(CA3-1) and (DCC-IVA1)-(DCC-IVA2), the
.
The denominator of (1) is the proportion of compliers,
The average treatment effect for compliers (1) can be estimated by the sample analogue of (1), which is called the Wald or two-stage least squares estimator:
Deterministic Monotonicity with a Proxy IV
We consider that Z is an intensity preserving proxy for a causal IV Z * that satisfies (CA1-2)-(CA3-2) as described in Section 2.2. Following Hernán and Robins (2006) , suppose that the causal IV Z * has no unrepresented versions and follows a deterministic monotonicity assumption:
DCC-Proxy-IVA1 There are no unrepresented versions of the causal IV Z * . D i (z * ) is the treatment that subject i would receive if she were given level z * of the IV regardless of how the IV is administered.
DCC-Proxy-IVA2 Deterministic Monotonicity of the causal IV
for all subjects i. Hernán and Robins (2006, Theorem 5) shows that for an intensity preserving proxy Z for a binary causal IV Z * satisfying (CA1-2)-(CA3-2) and (DCC-Proxy-IVA1)-(DCC-Proxy-IVA2), the right hand side of (1) (the Wald estimand) is equal to the average treatment effect for compliers with respect to the IV Z * , that is,
In the supplemental materials (Section H), we review results of Hernán and Robins (2006) and Chalak (2017) that show how for a continuous causal IV Z * satisfying DCC-Proxy-IVA1 and DCC-Proxy-IVA2, the Wald estimand is a weighted average of treatment effects with subjects whose treatment probability changes more given Z = 1 vs. Z = 0 receiving larger weight.
STOCHASTIC COMPLIANCE CLASS FRAMEWORK AND IDENTIFICATION RESULTS
Stochastic Compliance Class Framework
In the stochastic compliance class framework, we will introduce in this section, we do not assume that a subject's compliance behavior (treatment taken as the level of the IV varies) is deterministic or even that it is well defined. We allow for the IV to have unrepresented versions, that is, violate DCC-IVA1 (or DCCProxy-IVA1). We also allow for the IV to be an intensity preserving proxy for a causal IV (Section 2.2) or even for the IV to be non-manipulable (Section 2.3). Furthermore, we allow for the IV to violate deterministic monotonicity as long as it satisfies a weaker stochastic monotonicity condition.
We assume that (BA1)-(BA2) hold as well as the one of the IV frameworks in Sections 2.1-2.3 holds so that the common implications (CF-CA-1)-(CF-CA-3) hold. In order to explain the additional assumptions needed to identify a causal effect in the stochastic compliance class framework, we define U to be a sufficient set of unmeasured common causes of D and Y if conditional on U and Z, the effect of D on Y is unconfounded, meaning The additional assumptions for Z to be a valid IV in the stochastic compliance class framework are that there exists a sufficient set of unmeasured common causes U [i.e., U satisfying (3)] such that: SCC-IVA1 IV is jointly independent of the potential outcomes and U:
This means that the probability of having the treatment is at least as high for subjects with the encouraging level of the IV compared to the non-encouraging level of the IV within all strata of U.
Regarding SCC-IVA1, note that for an IV satisfying one of the sets of core assumptions in Sections 2.1-2.3, so that CF-CA-3 holds which means {Y (0), Y (1)} ⊥ ⊥ Z, the role of furthermore having {Y (0), Y (1), U} ⊥ ⊥ Z for identifying treatment effects in the stochastic compliance class framework is similar to the role of having the joint independence {Y (0), Y (1), D(0), D(1)} ⊥ ⊥ Z for identifying treatment effects in the deterministic compliance class framework. As noted above, there could be more than one sufficient set of unmeasured common causes U of D and Y satisfying (3) (VanderWeele and Shpitser, 2013 ), but we say that Z is a valid IV in the stochastic compliance class framework if it satisfies (SCC-IVA1)-(SCC-IVA2) (in addition to BA1, BA2, CF-CA-1, CF-CA-2 and CF-CA-3) for any sufficient set of unmeasured common causes U. If Z is a valid IV in the stochastic compliance class framework, then the causal effect we shall define in Section 4.2 is the same for all sufficient sets of unmeasured common causes U for which (SCC-IVA1)-(SCC-IVA2) are satisfied.
Identification Results Under the Stochastic Compliance Class Framework
Let Q denote the weighted distribution from the population with the weight proportional to
for a unit with U = u. The distribution Q samples more heavily from strata of U in which the IV is more associated with treatment. Since Q weights each subject by how strongly the IV is associated with the treatment in that subject's subgroup (which is defined by U), we call the average treatment effect under Q, the Strengthof-IV Weighted Average Treatment Effect (SIV-WATE):
The following proposition and corollary show that functions of potential outcomes under the weighted distribution Q, in particular the SIV-WATE, are identified by a valid IV under the stochastic compliance class framework. PROPOSITION 1. Assume BA1, BA2, CF-CA-1, CF-CA-2, CF-CA-3, SCC-IVA1 and SCC-IVA2 hold for a U that satisfies (3). For any measurable function g with E|g(Y (1))| < ∞,
and for any measurable function g with
E|g(Y (0))| < ∞, E Q g Y (0) = − E (1 − D)g(Y )|Z = 1 (6) − E (1 − D)g(Y )|Z = 0 / P (D = 1|Z = 1) − P (D = 1|Z = 0) .
As a result,
The right-hand side of (8) is the probability limit of the Wald estimator (2). Thus, Corollary 1 shows that if Z is a valid IV under the stochastic compliance class framework and we use the usual Wald (two stage least squares) estimator, then we obtain a consistent estimate of the SIV-WATE.
In the supplementary materials (Section D), we show that the deterministic compliance class results reviewed in Section 3 are a special case of the stochastic compliance class framework identification results of this section.
No Sign Reversal Property Under Stochastic Monotonicity
When treatment effects are heterogeneous, Imbens and Angrist (1994) showed that the probability limit of the Wald estimator (2) has a disturbing sign reversal property: it is possible for the treatment effect to be positive for every subject but for the Wald estimator to converge in probability to a negative number. However, under deterministic monotonicity, if the sign of the treatment effects (+, 0 or −) is the same for every subject in the population, then the sign of the treatment effects is identified because the sign of the probability limit of the Wald estimator (2) is equal to the average treatment effect for compliers. Corollary 1 shows that this no sign reversal property also holds under stochastic monotonicity: if the sign of the treatment effects (+, 0 or −) is the same for every subject in the population, then the sign of the treatment effects is identified because the identified SIV-WATE is a weighted average of treatment effects.
Characterizing the Strength of IV Weighted
Population Q in Terms of Observed Covariates
The SIV-WATE is the average treatment effect for the weighed population Q. To understand Q better, it is useful to characterize how the distribution of the observed covariates for Q relates to that of the unweighted population, for example, compare
PROPOSITION 2. Assume that BA1, BA2, CF-CA-1, CF-CA-2, CF-CA-3, SCC-IVA1 and SCC-IVA2 hold for a U that satisfies (3) and that the following extended versions of SCC-IVA1 and (3) involving A hold:
Then,
For an IV that is effectively randomly assigned, (10) will hold. For potential choices of U for which (9) and SCC-IVA2 may hold, see Section 6. Note that if we condition on an observed covariate A as we discuss in Section 7, then (9) will automatically hold for this A. Proposition 2 is a generalization of results for deterministic monotonicity that characterize the compliers in terms of their distribution of observed covariates (Angrist and Pischke, 2009 ).
Bounds on the Global Average Treatment Effect
Under the stochastic monotonicity assumption, a valid IV identifies a weighted average of treatment effects, the SIV-WATE (Corollary 1). The IV does not identify the unweighted, global average treatment effect, E[Y (1) − Y (0)], but if a researcher is able to put bounds on how much the average treatment effect varies as U varies, that is, denoting the range
by range u ATE, the researcher puts a bound (12) range u ATE ≤ r, then knowing the SIV-WATE will bounds the global average treatment effect.
PROPOSITION 3. Suppose (12) holds for some positive r and that BA1-BA2, (CF-CA-1)-(CF-CA-3) and (SCC-IVA1)-(SCC-IVA2) hold. Then, the following are bounds on E[Y (1) − Y (0)]:
When there are no bounds or other constraints on the outcome besides (12), the bounds in Proposition 3 are sharp because they are attained for distributions of the potential outcomes that are consistent with the observable data and the deterministic compliance class model holding; see the discussion below the proof of Proposition 8 (the analogue of Proposition 3 with covariates) in the supplemental materials. This also shows that when there are no bounds or other constraints on the outcome besides (12), the bounds under deterministic monotonicity and stochastic monotonicity are the same. When there are bounds on the outcome, for example, the outcome is binary, then the bounds in Proposition 3 can potentially be tightened. Section E of the supplementary materials presents an algorithm for finding the bounds for a binary outcome by extending the approach of Ramsahai (2012) . For a binary outcome, bounds under stochastic monotonicity can be wider than under deterministic monotonicity; see Section E of the supplementary materials.
The bounds from Proposition 3 can be considerably tighter than the bounds for an IV that does not satisfy stochastic monotonicity. Section F of the supplementary materials provides an example.
SENSITIVITY ANALYSIS FOR VIOLATIONS OF STOCHASTIC MONOTONICITY
Regardless of whether stochastic monotonicity holds, as long as the other conditions hold for Z to be a valid IV in the stochastic compliance class framework (BA1, BA2, CF-CA-1, CF-CA-2, CF-CA-3 and SCC-IVA1), the quantity on the right-hand side of (7) with g(Y ) = Y that we use to estimate the SIV-WATE is equal to
[E(Y (1) − Y (0)|U)w(U)] E[w(U)]
since the proof of Proposition 1 does not make use of stochastic monotonicity. When stochastic monotonicity is violated, (14) is not a weighted average of treatment effects because some of the "weights" w(U) are negative. In this case, we might be interested in the strength of IV weighted average of treatment effects among subjects for whom the weights w(U) are positive, which we call the positive strength of IV weighted average treatment effect (PSIV-WATE). The PSIV-WATE is equal to the following, where we let A = {U : w(U) ≥ 0},
, where 1{·} denotes the indicator function. When stochastic monotonicity holds, the PSIV-WATE is the SIV-WATE and equals the right hand side of (7) with g(Y ) = Y . When stochastic monotonicity does not hold, then the following theorem gives the asymptotic bias from using the sample analogue of the righthand side of (7) with g(Y ) = Y to estimate the PSIV-WATE, where we define the negative strength of IV weighted average treatment effect (NSIV-WATE) as the weighted average treatment effect among subjects for whom the w(U) are negative and the subjects are weighted by the absolute value of w(U),
PROPOSITION 4. When BA1, BA2, CF-CA-1, CF-CA-2, CF-CA-3 and SCC-IVA1 hold but the stochastic monotonicity condition SCC-IVA2 may not hold,
Proposition 4 generalizes the formula in Angrist, Imbens and Rubin (1996) , Proposition 3, for the bias from using the Wald estimate to estimate the LATE when there are defiers; when the deterministic compliance class framework holds, then (17) is equal to the bias formula in Angrist, Imbens and Rubin (1996) . The bias due to violations of stochastic monotonicity is composed of two factors. The first factor λ is related to the proportion of subjects for whom stochastic monotonicity is violated and is equal to zero under the stochastic monotonicity assumption. The numerator of λ relates to the proportion of subjects for whom stochastic monotonicity is violated and the magnitude by which stochastic monotonicity is violated for these subjectsthe smaller this proportion and magnitude, the smaller the numerator will be. The denominator of λ is equal to the overall strength of the association between the IV and the treatment,
[see (41) in the supplemental materials]. The stronger the IV is, the less sensitive the IV estimate is to violations of stochastic monotonicity. The second factor in the bias formula, PSIV-WATE-NSIV-WATE, is related to the difference in treatment effects between those subjects for whom treatment is positively associated with the IV and those subjects for whom treatment is negatively associated with the IV. The less difference there is between treatment effects for these two types of subjects, the less bias there is from violations of stochastic monotonicity.
CHOICE OF U FOR INTERPRETING THE
SIV-WATE
Corollary 1 shows for any U satisfying (3) such that the IV Z satisfies (SCC-IVA1)-(SCC-IVA2) for this U, the probability limit of the Wald estimator (2) is equal to a weighted average of treatment effects, where the weight for the subgroup of units with U = u depends on the size of the subgroup and how strongly the IV is associated with the treatment among units in the subgroup. There may be multiple U's that satisfy (3) such that Z satisfies (SCC-IVA1)-(SCC-IVA2), and thus Corollary 1 may provide multiple interpretations of what the Wald estimator is estimating. We now discuss various possible choices of U.
One choice of U is U = {Y (0), Y (1)}. This U always satisfies (3) and (SCC-IVA1) simplifies to the IV being independent of the potential outcomes {Y (0), Y (1)}, which is core assumption CF-CA-3. However, it may not be easy to think about whether stochastic monotonicity holds for this U because this U is not tied When the deterministic compliance class framework holds so that {D(0), D(1)} are well defined, the choice of U = {D(0), D(1)} leads to the usual interpretation of the Wald estimator as estimating the complier average causal effect when deterministic monotonicity holds. This U always satisfies (3) because {D(0), D(1), Z} together determine D under the deterministic compliance class framework. Condition (SCC-IVA1) requires that the IV be independent not only of the potential outcomes {Y (0), Y (1)} but also of the potential treatment received {D(0), D(1)}. The stochastic monotonicity condition for U = {D(0), D(1)} is equal to the deterministic monotonicity condition DCC-IVA2 that there are no defiers. An advantage of the choice of U = {D(0), D(1)} is that it is relatively easy to think about whether stochastic monotonicity holds since one just has to think about, is there anybody who would do the opposite of what the IV encourages? Similarly, interpreting the SIV-WATE for this U is relatively easy since the weights are 1 and 0, and the SIV-WATE is just the average treatment effect for compliers. Another advantage of the choice of U = {D(0), D(1)} compared to U = {Y (0), Y (1)} is that applying Proposition 3 to U = {D(0), D(1)} may yield tighter bounds, especially if D and Y (0), Y (1) are thought to be weakly correlated. However, if we do not have a good understanding of the characteristics of compliers vs. non-compliers, then we may not feel comfortable choosing range u AT E to be that much less than twice the range of Y and the bounds from Proposition 3 will not be that much tighter than for U = {Y (0), Y (1)}. Furthermore, if we do not have a good understanding of the characteristics of compliers vs. non-compliers, even though we know the SIV-WATE is the average treatment effect for compliers, it will be hard to interpret the type of person the SIV-WATE most applies to.
As discussed in the introduction, {D(0), D(1)} are sometimes not well defined because there are unrepresented versions of the IV as in the NICU study and the deterministic compliance class framework does not hold. For such settings, a possible choice of U is the average value that D would take over all versions of the IV. For example, in the NICU study, we could let U i be the chance that mother i would deliver at a high level NICU if she were assigned to live in a random zip code with probability proportional to the number of deliveries in the zip code. The stochastic monotonicity condition here is that for each level of U, the chance of delivering at a high level NICU is at least as great when averaging over zip codes with excess travel time ≤ 10 minutes as when averaging over zip codes with excess travel time > 10 minutes (where both averages are weighted by the number of deliveries in the zip code). Stochastic monotonicity allows for the possibility of "defier" zip codes like in Table 1 as long as the "complier" zip codes outweigh the "defier" zip codes. In order to use this U (average value that D would take over all versions of the IV) to interpret the SIV-WATE using the results in Section 4, in addition to stochastic monotonicity (SCC-IVA2) holding, we need SCC-IVA1 and (3) to hold. If the IV is effectively randomly assigned, then SCC-IVA1 will hold. For (3) to hold, a sufficient condition is that for any characteristic that is associated with the potential outcomes, among subjects whose proportions of D = 1 would be the same over randomly assigned versions of the IV, the proportions of D = 1 would be the same over randomly assigned versions of the Z = 1 level of the IV for all strata of the characteristic. For example, consider the characteristic of a mother's economic situation. If, among mothers who would go to a high level NICU x% of the time for any fixed x, poor mothers are equally likely to go to a high level NICU when living far away from one than not poor mothers, then (3) will be satisfied. But if among these mothers who would go to a high level NICU say 50% of the time, poor mothers are less likely to go to a high level NICU when living far away from one than not poor mothers and also correspondingly less likely to go to a high level NICU when living close to one, then (3) will be violated. In this case we could append U with the mother's economic situation and all other characteristics that are associated with the potential outcomes and for which among subjects whose proportion of D = 1 would be the same over randomly assigned versions of the IV, the proportions would be different over randomly assigned versions of only the Z = 1 level of the IV, and then (3) will be satisfied for the appended U. Then, as long as the appended U still satisfies SCC-IVA1 and stochastic monotonicity SCC-IVA2, the appended U can be used to interpret the SIV-WATE.
The choice of U as the average value of D over the different versions of the IV is an analogue to U being the compliance class [U = {D(0), D(1)}] that allows for the deterministic compliance class framework to not hold and has similar characteristics. With the choice of U as the average value that D would take over the different versions of the IV, we can interpret the SIV-WATE as a weighted average of treatment effects that puts more weight on subjects whose treatment choice is more influenced by the IV and applying Proposition 3 with this U may yield tighter bounds than with U = {Y (0), Y (1)}, especially if D and {Y (0), Y (1)} are thought to be weakly correlated.
Other choices of U that are in between {Y (0), Y (1)} and {D(0), D(1)} but keep D and {Y (0), Y (1)} conditionally independent can be considered. Section 9 considers such a choice for a physician prescribing preference IV. Typically, choosing U to be something that is as closely correlated to D as possible but still satisfies stochastic monotonicity will lead to the tightest bounds on the average treatment effect using Proposition 3. Also, ideally, U would represent something that in principle can be measured, so that we can know how much the SIV-WATE weights a particular subject. For example, if the deterministic compliance class model and deterministic monotonicity hold, and a subject knows herself well enough to know her compliance class, then she knows whether the SIV-WATE applies to her (if she is a complier) or does not (if she is a never taker or always taker). Similarly, if there are different versions of the IV and the deterministic compliance class model does not hold, but the IV satisfies the stochastic compliance class model assumptions SCC-IVA1-SCC-IVA2 with U being the average value of D over the different versions of the IV as in the above paragraph, then a subject who knows she is likely to take the treatment when assigned a version of the IV with Z = 1 but not likely to take the treatment when assigned a version of the IV with Z = 0 understands that subjects like her are weighted heavily in the SIV-WATE whereas a subject who is likely to take the treatment whether assigned a version of the IV with Z = 1 or Z = 0 understands that subjects like her are weighted less in the SIV-WATE.
CONDITIONING ON COVARIATES
In observational studies, a potential IV Z might only be independent of potential outcomes and unmeasured common causes of D and Y after conditioning on certain measured covariates X. For example, in the NICU study, race is associated with the proposed IV, excess travel time, and race is also thought to be associated with infant mortality through mechanisms other than NICU level that are not fully measured in our data such as previous cesarean section, inadequate prenatal care, and chronic maternal medical conditions (Lorch et al., 2012b) . Consequently, excess travel time is only plausibly independent of potential outcomes and unmeasured common causes of D and Y after conditioning on X = race. The IV method can still be used to learn about a weighted average of treatment effects as long as Z is a valid IV under the stochastic compliance class framework within each strata of X, that is, Z satisfies BA1, BA2, CF-CA-1, a conditional version of CF-CA-2 that E(D|Z = 1, X) ≥ E(D|Z = 0, X) for all X with strict inequality for at least one X, a conditional version of CF-CA-3 and SCC-IVA1 that {Y (0), Y (1), U} ⊥ ⊥ Z|X and a conditional version of SCC-IVA2 that E(D|Z = 1, X, U) ≥ E(D|Z = 0, X, U). This extension is formulated and analogues of Propositions 1, 2, 3 and 4 are proved in the supplemental materials (Sections A and B). Such results are comparable to various previous results under the deterministic monotonicity assumption (Abadie, 2003 , Tan, 2006 , Ogburn, Rotnitzky and Robins, 2015 .
APPLICATION TO STUDY THE EFFECTIVENESS OF HIGH-LEVEL NEONATAL INTENSIVE CARE UNITS
We consider the study of the effect on mortality for premature babies of being delivered in a high level vs. low level NICU discussed in the introduction. The data is from Pennsylvania from 1995-2005 (192,078 premature babies); see Lorch et al. (2012a) for full description. The data was collected from birth and death certificates and the UB-92 form that hospitals use for billing purposes. A baby's health status before delivery is an important confounder as mothers are more likely to go to a high level NICU if a baby is considered to be at high risk for complications or death. The data contains some measures of the baby's health such as gestational age, but the data is also missing several important measures available to the doctor and mother when deciding where to deliver such as fetal heart tracing results, the severity of maternal problems during pregnancy (e.g., the data contains an indicator for whether a mother had pregnancy-induced hypertension but no information on the severity) and the mother's adherence to prenatal guidelines. Concern about these unmeasured confounders motivated Baiocchi et al. (2010) , Lorch et al. (2012a) , Yang, Lorch and Small (2014) and Guo et al. (2014) to use an IV approach. We follow Yang, Lorch and Small (2014) in considering the IV Z to be whether or not the mother's excess travel time from the nearest high level NICU compared to the nearest low level NICU is less than or equal to 10 minutes (Z = 1 vs. Z = 0). The travel time is computed using Dijkstra's (Dijkstra, 1959) algorithm for the shortest path between the centroid of the mother's zip code and the hospital under average traffic conditions as implemented in ArcView software.
As discussed in the introduction, deterministic monotonicity is not plausible for the excess travel time IV because excess travel time is determined by the zip code a mother lives in and other characteristics of the zip code influence hospital choices (e.g., community, family and friends' views about the different hospitals in the area) such that there is more encouragement to go to high level NICUs in certain zip codes which are far from high level NICUs than in certain zip codes which are close to high level NICUs (see Table 1 ). The excess travel time IV is also likely to violate deterministic monotonicity because the travel time computed from the ArcView software is the travel time under average traffic conditions and may not accurately represent the traffic conditions faced by a mother at the time when she needs to decide where to deliver; also, if the mother uses public transportation, the travel time depends on public transportation routes. Although deterministic monotonicity is not plausible, stochastic monotonicity is plausible. Consider Z * i to be the actual excess travel time mother i faces at the time she is ready to go to the hospital. Z is plausibly an intensity preserving proxy for Z * since actual excess travel times are likely to be longer for mothers whose ArcView measured travel times are greater than 10 minutes (Z = 1) than for mothers whose ArcView measured travel time is ≤10 minutes (Z = 0), and the actual NICU delivered at and potential outcomes presumably would not depend on Z if we knew the actual excess travel time Z * . Consider U i to be the chance that mother i would deliver at a high level NICU if she were assigned to live in a random zip code with probability proportional to the number of deliveries in the zip code. Z plausibly satisfies the stochastic compliance class IV assumptions with this U for the following reasons:
• CA1-2: A mother typically obtains prenatal care from and would prefer to deliver at a close by hospital so that a smaller excess travel time to the nearest high level NICU makes a mother more likely to deliver at a high level NICU (Phibbs et al., 1993 ).
• CA2-2: Most mothers have time to reach either the nearest high level or low level NICU before delivering so that the marginal travel time should not directly affect outcomes (Lorch et al., 2012a ). • (3): As discussed in Section 6, a sufficient condition for (3) to hold for this U (proportion of D = 1 over randomly assigned versions of the IV) is that conditional on measured characteristics X, for any unmeasured characteristic C that is associated with potential outcomes, among subjects whose proportions of D = 1 over randomly assigned versions of the IV (zip codes, weighted by deliveries) is the same, the proportions of D = 1 over randomly assigned Z = 1 versions of the IV (zip codes with excess travel time ≤10, weighted by deliveries) would also be the same for all strata of the unmeasured characteristic C. We are not aware of a reason to expect this sufficient condition to be violated for the NICU study but also do not have any supportive evidence for the condition holding.
• CA3-2 and SCC-IVA1: Women do not expect to have a premature delivery, and thus conditional on measured socioeconomic variables such as mother's education and measured zip code characteristics such as average income levels and poverty rates, women do not choose where to live based on distance to a high level NICU, making independence of excess travel time from potential outcomes and U i plausible (Lorch et al., 2012a ).
• SCC-IVA2. Within each strata of mother's general tendency to deliver at a high level NICU, it is plausible that differences between the ArcView travel time and actual travel time, and differences in factors like community, family and friends' beliefs about the hospitals in the area average out between the Z = 1 and Z = 0 mothers so that within each strata of {U, X}, the mothers with Z = 1 (ArcView excess travel time ≤ 10 minutes) are more likely to go to a high level NICU than mothers with Z = 0 (ArcView excess travel time > 10 minutes).
We estimated the SIV-WATE by (24) in the supplementary materials using logistic regression to estimate E(Y |Z, X) and P (D|Z, X); we also estimated the SIV-WATE for three ranges of gestational ages-moderate to late preterm (33-37 weeks), very preterm (28-32 −164.8, −45.4) weeks) and extremely preterm (≤27 weeks) based on (25) in the supplemental materials. Table 2 shows the estimates. The estimates are expressed in terms of the effect of delivering at a high level NICU vs. a low level NICU on mortality per 1000 births. 95% confidence intervals were computed using the percentile bootstrap, with the resampling stratified on the three ranges of gestational ages. The SIV-WATE estimate is that being delivered in a high level NICU prevents 6 deaths per 1000 births with a 95% confidence interval of preventing 2.5 to 8.7 deaths; our analysis suggests that high level NICUs are effective for the SIV-WATE population. The effect of high level NICUs on reducing mortality is estimated to be greater for more premature babies, with a particularly large effect for extremely premature babies (≤27 weeks). Table 3 compares the distribution of characteristics A in the strength of IV weighted population Q to the unweighted population using the analogue of Proposition 2 (Proposition 7 in the supplemental materials) The strength-of-IV weighted population is similar to the full population in terms of mother's education, race and comorbidities, but not in terms of gestational age. The strength of IV weighted population has more moderate to late premature babies (33-37 weeks) and less very (28-32 weeks) or extremely (≤27 weeks) premature babies. Since the effect of high level NICUs appears to be greater among very and extremely premature babies (Table 2) , the SIV-WATE for all babies may underestimate the global average treatment effect for all babies.
We now consider sensitivity to violations of stochastic monotonicity using Proposition 9 in the supplemental materials, the analogue of Proposition 4 with covariates. Proposition 9 provides information about how much bias there is in the estimates in Table 2 as estimates of the PSIV-WATE, the strength of IV weighted average treatment effect for subgroups of subjects whose chance of delivering at a high level 
, which equals 0.40 for the data set. One way of interpreting this quantity is that for a randomly drawn baby and a random draw from that baby's compliance distribution, the difference between the probability of being a complier and being a defier is 0.40. The numerator of λ can be interpreted as the weighted average of the probability of being a defier minus the probability of being a complier among those strata of U for which there are more defiers than compliers, weighted by the size of the strata, times the probability of being in a strata of U for which there are more defiers than compliers; an upper bound on this numerator is the probability of being in a strata of U for which there are more defiers than compliers. Denote the numerator of λ by ξ . Suppose that the difference between the PSIV-WATE and the NSIV-WATE is at most 24.2 deaths per 1000 births; this number is chosen because it is the difference between the estimated SIV-WATEs for gestational age of 33-37 weeks and gestational age of 28-32 weeks in Table 2 , two fairly different risk groups. Then, by Proposition 4, the estimated overall PSIV-WATE could range from −6 − (ξ/0.4)24.2 to −6 + (ξ/0.4)24.2. The upper bound of the range is below zero for ξ < 0.099 and the upper 95% confidence bound (−2.5 + (ξ/0.4)24.2) is below zero for ξ < 0.041. We consider a departure of stochastic monotonicity of these magnitudes to be large as we estimated the departure from stochastic monotonicity if U were equal to the observed covariates but we had not controlled for them to be 0.029 (we estimated this by fitting logistic regressions of D on X for the Z = 1 subjects and D on X for the Z = 0 subjects and then applying the estimates to all subjects, seeing for what proportion of subjects, the latter estimate was higher). Thus, the inference that delivering at a highlevel NICU reduces mortality for the PSIV-WATE population is robust to at least a moderate departure from stochastic monotonicity.
We now consider putting bounds on the global average treatment effect using Proposition 8 in the supplemental materials, the analogue of Proposition 3 with covariates. Suppose that for fixed X and vary-
Then, using Proposition 8, we estimate the bounds on Table 4 shows the estimated bounds for m = 1.1, 1.5, 2, 3, 5 along with 95% confidence bounds formed by bootstrap resampling and using the Bonferroni method, which means taking the 2.5th percentile of the bootstrapped lower bound and 97.5th percentile of the upper bound (Horowitz and Manski, 2000, Cheng and Small, 2006) . For moderate amounts of treatment effect heterogeneity, m = 1.1 to 3, the upper bound is below zero so that there is evidence that delivering all premature babies at high level NICUs compared to delivering all premature babies at low level NICUs would reduce mortality.
PHYSICIAN PRESCRIBING PREFERENCE IV
For comparing the effectiveness or safety of two drugs, physician's prescribing preference has often been used as an IV (Brookhart et al., 2006) . Boef et al. (2016) and Swanson et al. (2015) present evidence that deterministic monotonicity can be violated for physician prescribing preference IVs. Suppose Z i is whether the ith patient's physician last prescribed the treatment or control, and that Z i is an intensity preserving proxy for the proportion of patients that patient i's physician would prescribe the treatment to, which we denote by Z * i . The deterministic monotonicity assumption for Z * i , DCC-Proxy-IVA2, implies that if a physician with Z * = z * would give the patient the treatment, then all physicians with Z * > z * would also give the patient the treatment (Hernán and Robins, 2006) . Swanson et al. (2015) considered prescription of atypical versus conventional antipsychotic medication in the elderly. Based on a survey of physicians' preferences for treating different types of patients, they found that deterministic monotonicity was violatedfor 85% of the patients, there was at least one physician who would prescribe conventional antipsychotic medication and another physician who would prescribe atypical antipsychotic medication even though the second physician had greater preference for conventional antipsychotic medication.
We now consider stochastic monotonicity for the physician prescribing preference IV. Consider U to be the vector of all patient characteristics that systematically affect treatment or potential outcomes so that D ⊥ ⊥ {Y (0), Y (1)}|U; patients who share the same U can be considered patients of the same type. Consider the following assignment process for a patient's physician and the last patient seen by the physician: a patient's physician is chosen randomly and the last patient the physician saw before the current patient is chosen randomly among all other patients. Such an assignment process is plausible when the physicians are at a single practice and which physician a patient sees is essentially chosen randomly (Korn and Baumrind, 1998) . Under this assignment process, (3) is satisfied, and also since the IV is randomly assigned, the IV is independent of {Y (1), Y (0), U}, meaning SCC-IVA1 is satisfied. The stochastic monotonicity condition, SCC-IVA2, says that for each patient type, the chance that a patient of that type will receive the treatment if the physician's previous patient received the treatment is at least as large as if the physician's previous patient received the control. Suppose that the assignment process described above holds where there are J types of patients with probabilities p j (so that the type of the previous patient seen by a physician is multinomial with probabilities p 1 , . . . , p J ) and a physician always makes the same prescription to the same type of patient. Let A jk denote whether the kth physician would prescribe the treatment to a patient of type j and let there be K physicians. Then the stochastic monotonicity condition is that for all patient types j = 1, . . . , J , . Boef et al. (2016) found that in a survey of physicians' preferences for treating patients with subclinical hypothyroidism, preferences for starting vs. not starting treatment on levothryoxine, deterministic monotonicity was violated but the stochastic monotonicity condition (18) held. See the supplemental materials (Sections I and J) for two other examples in which deterministic monotonicity is likely violated but stochastic monotonicity is plausible. Angrist, Imbens and Rubin's (1996) work on the LATE has had a large influence on how researchers understand and interpret what is learned from IV analyses. However, there has been controversy over whether the LATE is a useful estimand because (i) the LATE is an average treatment effect over a subpopulation, the compliers, that cannot be identified in the sense that there are subjects for whom we do not know whether they belong to the subpopulation and (ii) the LATE may not be the treatment effect of primary interest, instead the global average treatment effect is often of greater interest (Deaton, 2010 , Pearl, 2011 , Swanson and Hernán, 2014 . Our generalization of the LATE, the SIV-WATE, could be criticized along the same lines. We support Imbens' discussion (Section 4.6 of Imbens, 2014) of why the LATE is useful and we feel similar reasoning also applies to the SIV-WATE. For studying a treatment, we would ideally like to have a randomized trial with perfect compliance. IV analysis is only used when for practical or ethical reasons, we do not have this ideal study and instead have an observational study with unmeasured confounding (or a randomized trial with noncompliance); as Imbens says, "IV analysis is an analysis in a second-best setting." Under deterministic monotonicity, the LATE tells us what we can learn directly about treatment effects from the data without making homogeneity assumptions about the treatment effect. Under stochastic monotonicity, the SIV-WATE tells us what we can learn directly about treatment effects from the data without making either homogeneity assumptions about the treatment effect or the assumption of deterministic monotonicity. We can describe the weighted population that the SIV-WATE refers to in terms of the observed covariates, as we did in the NICU study (Table 3). The SIV-WATE can be combined with assumptions about how heterogeneous treatment effects are to find bounds on the global average treatment effect (Section 4.5 and Table 4 ).
DISCUSSION
The SIV-WATE is also useful in some settings because it directly addresses the decisionmaking question of interest. Suppose a doctor is trying to decide whether to encourage a patient to take a treatment with a possible side effect. Suppose the patient's utility for taking the treatment is y − s1(side effect occurs) where the side effect occurs with probability t if the treatment is taken. The difference in the expected utility from en- Therefore, the doctor would like to encourage the patient to take the treatment if the SIV-WATE is greater than st.
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SUPPLEMENTARY MATERIAL
Supplement to "Instrumental Variable Estimation with a Stochastic Monotonicity Assumption" (DOI: 10.1214/17-STS623SUPP; .pdf). Section A of the supplementary materials presents analogues of Propositions 1-4 when conditioning on observed covariates. Section B presents proofs for the propositions given in Section A of the supplementary materials. Section C presents proofs for the results in Section 2 of the main text. Section D shows that deterministic compliance class framework identification results are a special case of stochastic compliance class framework results. Section E discusses bounds on the global average treatment effect for a binary outcome under stochastic monotonicity. Section F gives an example in which bounds under stochastic monotonicity are tighter than bounds without stochastic monotonicity. Section G extends results in the main text to the setting of a non-binary instrumental variable. Section H discusses identification results when the measured IV is an intensity preserving proxy for a continuous causal IV satisfying deterministic monotonicity. Sections I and J give additional examples besides those given in the main text in which deterministic monotonicity is likely violated but stochastic monotonicity is plausible.
