For the record, Newton's Latin statement [6] is "... ut corpora redeant ab invicem cum velocitate relativa, quae fit ad relativam velocitatem concursus in data ratione."
Conclusion
The subject of elastic collisions can easily become a rather sterile algebraic exercise. It can in fact be used as a fruitful source of illustration of the principles of conservation of momentum and energy, of Galilean invariance and of the equality of action and reaction. It is also a possible topic for simple experiments, with historical significance, in which, if desired, the effects of air resistance can even be allowed for, by Newton's technique.
The decision by the GCE boards to ensure that all A-level Mathematics syllabuses contain a common core of pure mathematics is currently in course of implementation and near completion. In the wake of the syllabus changes a crop of new and revised A-level text books has appeared: many of these have a very familiar style and content, and have on the whole avoided any serious reappraisal of their subject matter. In particular most fail to exploit the calculator or microcomputer to any significant extent in the development of new concepts.
In this article I want to suggest how the calculator and microcomputer might be used in the development of some of the ideas associated with the logarithm function. My starting point will be the breakdown when r = -1 of the rule r t r+l fdr = + c. J r+ 1
This might be familiar as the usual starting point for a fairly standard approach typified by Turner [ 1J and in a text of an earlier generation by Tranter [2] . As I shall argue later, these treatments skate over certain difficulties. I am not the first to recognise this, and in [3] for instance Brissenden faces some of these difficulties more squarely than the standard texts. In this approach it is taken for granted that the students already have some familiarity with logarithm functions, in that they are expected to recognise the characteristic property
It is increasingly doubtful whether, following the (welcome!) demise in use of common logarithms for calculation, such recognition is still widespread amongst A-level students (if it ever was). So some initial encounter involving the study of functions which map arithmetic sequences to geometric sequences and their inverses would seem desirable before encountering the logarithm function in the context of calculus. One standard approach goes like this: given that the rule for integration of f has broken down (and precisely why it has is not generally discussed at anything other than a superficial level), consider the function given by l(x) = f r 1 
dt, x>0
Values of this function are computed by numerical integration (trapezium or Simpson's rule) and the relation
is observed, suggesting that it is some logarithm function, of, as yet, unknown base. The result that
is then obtained sometimes (and tortuously) by using the substitution u = at, otherwise (and more obviously) by subjecting the region whose area is S\ t~ldt to an area-preserving two-way stretch of scale factor a (horizontally) and \/a (vertically). Hence the property that
is established; finally the property that is also established, generally without paying much attention to whether n is natural, integral or rational. What are the difficulties of this approach? In my view, they are:
(1) The idea of using an integral to define a function has not usually been developed before this stage. The static imagery of $ b a f(t)dt is quite different from the dynamic imagery of J* f{t)dt. In the first, a and b would seem to represent, in Kuchemann's terminology [4] , specific unknowns, but in the second a is a specific unknown and x a variable. (2) The (necessary) restriction to t > 0, and the (arbitrary, but eventually convenient) choice of the lower limit of integration as 1 both come out of the blue. Brissenden acknowledges the necessity to avoid t = 0 and honestly asks 'Why start the integration at 1 ?'. The honest answer is 'because we eventually want log 1 = 0', but the reasonableness of this choice can be established, pro tern, on other grounds, as I shall show later. (3) The student is left with the feeling that J t~xdt is anomalous. It certainly is, of course, but the fact that /* t~idt gives rise to a different kind of function is left unaccounted for and the relationship of this function to the functions xi-> $\ fdt (r^t-1) is not made clear or exploited.
The first two difficulties seem to have been lying in wait because the usual extension of the rule for integration of t1-> t r to negative integral and rational r is not accompanied by any discussion of the behaviour of these functions. This behaviour is by no means simple (see [5] for a full discussion). The restriction to t > 0 can seem reasonable if the difficulties of giving f meaning for nonpositive t are squarely faced. But usually it seems that the generic consideration in calculus of the functions t\-* f is not preceded by the study of particular examples. The functions t\-> t 3 , t v-> t~2, t H> t~3 for instance exhibit marked differences in behaviour and domains of definition which are paid scant attention in the rush to the statement of the general rule for their integration.
An alternative
I now wish to outline an alternative approach to the logarithm function which I believe has the potential to overcome the difficulties I have mentioned above. I am not advocating it as 'the best approach' however! I do not believe such things exist. I do believe that some part of what follows might usefully form part of a spiral development of the concepts at various stages in the sixth form.
In this approach I also go back to the breakdown of the rule for / fdt when r = -\. Essentially the development regards x\->$\t~ldt as just one function embedded in the general set F: x H» J* fdt, r rational; it regards 'nearby' functions such as xh*S*t~°' 9 dt and x\-+$*r l ' l dt as approximations to xl-* /* t~ldt, and examines the implications of this.
The first stage is to broach the problem of the domains of the functions F. Up to this stage integrals have not usually been regarded as functions, the integral having arisen in problems where the limits of integration are known, or are regarded as specific unknowns. Problems of the type
are tackled therefore without much attention being given to the legitimacy of these limits of integration, all of which (in these cases) lie in the domain of the respective functions being integrated. Once some attention has been given to the possibility that the domains of the functions t -* f might be R, IR* = {/ € IR:t =£ 0} or IR+ = {t € IR:t > 0} (according to the value of r) then it would seem reasonable if the functions are to be treated generically, to make the restriction t > 0 (at least in the first instance). IR + is the intersection of all the domains: for any (rational) r, t r is therefore defined. (Zero can only be included in the domain provided that r > 0.)
The problem now is to consider the area functions for the functions /:/i-» t r , i.e. the functions F: x \-* /* fdt. Since a e IR + , a must obviously be positive, but apart from this it can be chosen arbitrarily. It would however be useful to fix a so that it does not depend on r. The fact that V = 1 whatever the value of r, i.e. that (1, 1) belongs to all of the graphs of t /-• t r suggests that if there is to be a universal choice for a, it is not unreasonable to set a equal to 1.
It is clear that providing r is not equal to -1 the area function can be expressed using the anti-derivative of f:
J> = r+ 1
Cambridge Typical examples of the different sorts of behaviour of both / and F for various values of r can then be considered. The most effective way would be to use a graph plotting package for a microcomputer, such as [6] . The behaviour of F when r is taken successively equal to 2, 1/2, -1/2, -3/2 is shown in Fig. 2 . Several results are immediately apparent. Notice that for all four functions F, F(1) = 0 and F'{\)= f(\)= 1. This means that their graphs are all tangent to each other at (1, 0) . Even more interesting is that for r = -1/2, as t approaches zero, F(x) approaches -2. This suggests that J? r m dt = -2 , despite the fact that r m is undefined at t = 0, (and thus provides an introduction to 'improper' integrals). However, although the area function F:xi-»2(x 1/2 -1) is thus clearly bounded below, it is not bounded above; i.e. as x increases without limit, so does F(x). Now when we look at r = -3/2, the position is reversed. As x approaches zero, F(x) increases negatively without limit, but as x increases without limit, F(x) approaches 2. This suggests that jf t~y l dt = 2. (Although the student may well not have met 'improper' integrals before, this first acquaintance would seem to be a fairly painless one.)
Already certain clues regarding our anomalous function x -* J-J t'dt are beginning to accumulate. As -3/2 < -1 < -1/2 we would expect ijs graph to share the common features of the graphs of x\-+ 2(x" 2 -1) and X H 2 ( 1 -x~m), i.e. to have a positive, but reducing, gradient, and to include the point (1,0), at which point the gradient is 1.
The next step might be to consider, say, the functions x h j j /""''rff and x^j f r 1 ' 1 dt. These are given by x h» 10(x 0 '' -l)andxi-» 10(1 -x " 0 1 ) - Again, Tail's Graphic calculus [6] provides a useful aid in getting some immediate feel for these functions. Doing trial calculations on a calculator in order to determine an appropriate x-range and j-range is itself instructive. One possibility is to preserve equal scales on each axis so that the gradient at (1,0) always appears to be 1:
FIGURE 3
The trouble with this, however, is that the behaviour on the interval [0, 1] is not clear, and that the behaviour for large x is not clear: the graph of X H 10(1 -x~0 1 ) appears to be nowhere near its asymptote j = 10. By choosing other values for x the behaviour of the functions can be investigated in more detail, and this is easily achieved with the Graphic calculus program.
The process of investigation from here on is clear: we look at the behaviour of the functions g m and h m given by are characteristic of logarithm functions, the functions g 100 and h l00 could be described as 'quasilogarithms': their behaviour is almost logarithmic! An obvious next step would be to investigate the functions g l(m and h 1(m , to observe the increased extent to which they agree, and their more nearly (more 'quasi') logarithmic behaviour. (Two objections might be raised at this point. One is that the choice of values of x (2, 3, 6 etc.) in the table reveals a lack of innocence on the teacher's part which is incompatible with a truly investigative approach. (I'm not implying that teacher naivety is an essential part of an investigative approach, but I do think that apparent naivety is important!) I don't have a really satisfactory answer to this, but would be interested to hear from anybody who does. The second objection might be that use of the y* key on a calculator (or t in BASIC) presupposes the very logarithm function whose existence we are investigating. The easy way round this is to restrict m to powers of 2 and to use the V key; in the case above we might investigate g 128 and h ni , which involve pressing the \/ key seven times. BASIC programs would repeatedly use the SQR function.
(See [9] for an example of this.)) Once the students can see numerically that the quasilogarithm functions g m and h m become more and more nearly logarithmic as m increases, they might venture that the sets of functions g m and h m converge on to a limit function which is perfectly logarithmic, i.e. that there is a function log a such that
where a is the base of the logarithm function. (See page 411 of [7] for a proof of this.) The base is easily identified using the property that log a o=l. 
Commentary
It seems to me that this approach is preferable to the usual one (to which it is obviously equivalent) in that it relates x H* Jf t~xdt to its near neighbours g m and h m and provides an algorithm by means of which values of the function can be calculated. It also avoids the authoritarian 'burningyour-boats' approach characteristic of so much modern mathematics where, in the interests of rigour, everything learnt hitherto is abandoned, axioms are chosen, definitions made, and everything we knew already rigorously deduced from these. In the context of the logarithm function, this approach has been criticised (quite rightly) by Matthews [8] , who, in advocating yet another approach to the logarithm function based on series, comments that "... the approach is not the usual one of starting with f '
and developing the theory with as much rigour as possible from the start. Interest tends to wane with this approach, as the student can't 'see the point'."
The traditional view is that since \\ t~ldt is not calculable using the set of anti-derivatives already available to the student, there is no choice but to give this function a provisional name (hyp, /, or whatever), deduce its properties, rename it appropriately (log e , In etc.) and to let Jj t~ldt be its definition. This in my experience appears strange to the student because it is seen as a cop out. Anti-differentiation has hitherto always accompanied integration, to the extent that the two might become confused. However, defining a function as an integral, in effect, then, defining an anti-derivative (In) for a wayward function (t -»r 1 ), without providing a computational algorithm, is a novel procedure, whose legitimacy for the student needs careful justification. Courant has observed ... "Where the integral of a function cannot be expressed by means of functions with which we are already acquainted, there is nothing to hinder us from introducing this function as a new 'higher' function of analysis, which really means no more than giving it a name."
But is it really this simple? Surely if we are to avoid accusations of intellectual sleight-of-hand (sleight-of-head?), some shouting from the roof-tops and blaze of trumpets is in order. My suggested approach, avoiding such mayhem, replaces the difficulty of establishing the legitimacy of such an approach (and thus, admittedly, puts off the evil day) by saying, in effect: "O.K. We don't know what Jf t~idt is, let's look at some functions which are pretty close and evaluate J* t~ldt by looking at the limit of these 'nearby' functions". This at least seems to have the virtue of rescuing as much as possible of what the student already knows.
Two questions remain. Why should {* t~xdt be anomalous, and why should the functions g m and h m be quasilogarithmic? I am not suggesting that these are questions which are going to appeal to every sixth form student, but they might be worth broaching with some students on a third or fourth bite of the cherry.
I have tried to show how the logarithm function might be introduced to a group of A-level students in a way that avoids many of the difficulties of the standard approaches presented in typical A-level mathematics text-books. Here, I have only presented an outline, and many of the details of the argument have been omitted in order to keep this article within reasonable limits of size. In the hope that you will give the ideas here more than just a quick glance between the toast and the coffee, and in order to develop the argument more fully and to be seen to be putting my money where my mouth is, I have prepared a collection of problems, with notes, which you could duplicate and use with classes. Please write to me if you would like a copy of these problems. I will happily enter into correspondence concerning the ideas presented here and practical classroom experience with those who use the problems, and hope that this article contributes in some small way to a (long overdue) critical reappraisal of the A-level mathematics curriculum.
