Introduction
In the paper, X is a nontrivial Banach space. S X denotes the unit sphere of X , and B X denotes the unit ball of X .
The modulus of convexity of X is defined by δ X (ϵ) = inf{1 − A Banach space X is called uniformly non-square, in the sense of James, if there exists a positive number δ < 2, such that min(‖x + y‖, ‖x − y‖) ≤ δ for any x, y ∈ S X . The James constant, defined by J(X ) = sup{min(‖x + y‖, ‖x − y‖), x, y ∈ S X }, is introduced to characterize such a concept. Obviously X is uniformly non-square in the sense of James if and only if J(X ) < 2 [1] . Recently Takahashi [2] has introduced James type constant
Here we denote µ t (a, b) = (
ab, for two positive numbers a and b.
It is well known that µ t (a, b) is nondecreasing and
It is obvious that the James type constants include some known constants, such as Alonso-Llorens-Fuster's constant [5] and Yang-Wang's modulus γ X (t) [6] . We could also calculate C t (X) [2] by J X ,t (τ ).
We denote ρ X ,t (τ ) = J X ,t (τ ) − 1, where τ ≥ 0, t ≥ 1. This paper mainly introduces some properties of James type constant. We also calculate exact values for James type constants in some concrete spaces.
where t ≥ 1.
Proof. Note that ϕ(τ ) = (
which implies that ϕ(τ 1 ) ≤ ϕ(τ 2 ). Therefore, we have
Since the opposite inequality holds obviously, we get the first equality.
Suppose the parameter τ is fixed beforehand. Let g(λ) = (
is a convex and even function and therefore g(λ) ≥ g (1) for all λ ≥ 1. For x, y ∈ B X , and x ̸ = 0, we have
 .
Hence we obtain the second equality.
Theorem 2.8. For any Banach space X ,
from which it follows that J X ,t (1) ≤ K . On the other hand, let 0 ≤ ϵ ≤ 2. Then, for any µ > 0 there exist x, y ∈ S X such that
Since µ is arbitrary, we obtain J X ,t (1) ≥ K , which completes the proof. Remark 2.9. We can also prove J X ,0 (1) 
Theorem 2.14. For any Banach space X , J X ,t (1) ≤ (
Proof. Since (
Some examples of James type constant Lemma 3.1 ([2, Theorem 9]). Let p
Proof. According to Lemma 3.1, we have
By the definition of J X ,t (τ ), for x, y ∈ S X , (
For convenience, we denote ‖x + τ y‖ = a, then ‖x − τ y‖ ≤ [(1 + τ )
We could also get ‖x + τ y‖
Let x = y, and ‖x‖ = ‖y‖ = 1, then
Note that the function f (a) attains its maximum at a = 1, then the inequality (3.1) is valid. If we take x = (1, 1), y = (0, 1), then ‖x‖ = ‖y‖ = 1, and ‖x + τ y‖
Thus we obtain J X ,t (τ ) = (
), we have ‖x‖ = ‖y‖ = 1. We also obtain ‖x + τ y‖ = ‖x − τ y‖
(ii) Consider now the case τ ≥ 1.
}, and let a = ‖x + τ y‖, we have
Since t ≥ 1, g(a) attains its minimum at a = τ + 1 2 , and if a < τ , then ‖x + τ y‖ .
By taking the points x = ( ), y = (1, 1), we have ‖x‖ = ‖y‖ = 1, and moreover ‖x + τ y‖ = ‖x − τ y‖ = τ + . So we get J X ,t (τ ) = τ + 
