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Abstract: Current imaginaries of AI are pulled in opposing directions. On the utopian
side, AI is being projected as the better half of humankind, evening out the fallibility of
human bias and our inability to “know it all”. On the dystopian side, AI will make humans either obsolete or turn humans into overly optimized cogs in a machine. The
reality will most likely lie somewhere in between, in an uncomfortable grey zone of
compromises, tradeoffs and negotiations of values and desired futures. In this conversation, we want to explore the tensions between contrasting imaginaries, which we
present as four different positions towards how the future development of AI should
be approached.
Keywords: artificial intelligence; prototyping; conversations

1. Context of the conversation
From developer-centric to critical studies perspectives, many different standpoints constellate the AI research space. A central challenge amongst AI research lies in rendering effective
collaboration and conversation between these standpoints (Morley 2020). While the consequences of many AI behemoth companies hiring-and firing-AI researchers over these differences in standpoints is becoming increasingly visible (Schiffer 2021), there is a lack of attention in examining how academic research is being shaped through the diversity of research
standpoints aiming to shape the AI conversation around their own priorities (Jobin et al.,
2019)
For instance, different standpoints recognize and place focus on different unintended effects
of AI. Pragmatic, constructive approaches focus on debiasing, while destructive, speculative
approaches focus on how to challenge power structures and in some cases abolish AI altogether (Miceli 2022, Mitchell 2019, McQuillan 2019, Mohamed 2020). While the pragmatic
v. speculative and constructive v. destructive axes are not comprehensive of all views, they
serve as an exposition of the tensions within AI research.
This work is licensed under a Creative Commons Attribution-NonCommercial
4.0 International Licence.
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This conversation aims to bring together these different standpoints in reconciling positions
and finding common ground. Each convener will play as a representative of each of these
standpoints, rendered as follows:
•

Speculative/Destructive. AI is inherently harmful and should be abolished, together with the power structures which it upholds. To abolish something harmful
means to rid the world of the conditions that allowed the harm to take place.

•

Speculative/Constructive. Machine learning has enabled some truly innovative approaches to better address the complex demands of our current society. We need
to think of different futures and idealistic visions from here and harness the opportunities it presents.

•

Pragmatic/Destructive. To get rid of machine learning just because it can potentially be dangerous is not the solution. Instead, we need to be sensitive towards
the risks this new technology poses and learn from the harms that have been done.
Let's have more regulations and limit what we can do.

•

Pragmatic / Constructive. We should focus on dealing with problematic aspects of
the development and implementation of algorithmic systems and come up with
strategies for dealing with those. Let’s experiment with what we have and take
small steps in the right direction.

DRS Participants will get a chance to voice their own standpoint, challenge other positions,
and find common ground with other participants in a collaborative fashion. We hope that
through this conversation we can engage a broader audience in how we, as design researchers, can bridge the conversational gaps in different positions on AI.

2. Organizing research questions
How can the structured use of physical space and public argumentation help academic researchers in negotiating standpoints and finding a productive common ground?
Are the destructive/constructive and speculative/pragmatic axes conducive to meaningful
dialog that fosters collaboration?

3. What discussions took place
3.1 Structure of the session
The session is set up as a conversation between four positions- destructive, constructive,
speculative and pragmatic-each represented by one of the contributors. We will utilize physical space by positioning each opinion in one corner of the room and creating a middle point
where the axes intersect for a final roundtable discussion. The objective of the structure is to
encourage participants to express their positionality through movement and proximity, exercising a modified version of the law of two feet (Owen 2008). The conversation is structured
as follows:
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•

It begins with a short pitch from each contributor with the aim of providing scaffolding for participants to build on their positions. After this introduction, participants are asked to choose one of the positions by standing in the corresponding
corner of the room.

•

The resulting groups are then invited to discuss amongst themselves why each participant chose their position. During this stage, participants are asked to pay close
attention to how others in their group describe their positionality, and to agree on
a description of the position that represents the group.

•

To continue, we initiate a round-based conversation where each group shares their
position, after which participants across the axes are invited to change positions if
persuaded to. As participants move between positions, the groups can adjust their
arguments to adopt the new positionalities and to adapt to changes in how the
other groups define their positions.

•

When the movement of participants across axes has ceased, participants are then
invited to take steps towards the middle of the room if they become at least partly
convinced or agree to a point made by another group. At this stage people can still
decide to shift position but the aim of this spiral-like movement is to find common
ground within the different opinions and to move all four groups towards the middle.

•

Lastly, participants engage in a round-based conversation to reflect on the process
and share which conversations or actions led them to maintain or change positions.

With this set up, we hope to explore dynamics of compromise, and to prototype a conversation in which participants can explore ways of communicating and negotiating their positionality with other researchers. Ultimately, we want to explore how the validity and legitimacy
of different concerns and approaches are being discussed, framed, and negotiated.

3.2 Session content
The session was performed with 11 participants with various backgrounds, mostly from design research. We started the session with the pitches for each position and then asked the
participants to quickly note down a few notes, questions, and points for each pitch on post
its. Following the brainstorming, the participants joined the quadrant of the position they
felt most comfortable with. For the warmup, the groups had a short discussion of the points
and notes they came up with during the brainstorm among themselves. We then started
mixing the groups – one or two participants from one corner started discussing their stand
points with one or two participants from the opposite corner and argue for why they assumed this position to be the most productive regarding engaging with AI.
After about 5 minutes, the group came together again and shared the discussed points. Participants who felt convinced by the arguments of a participant from another corner changed
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their position within the quadrant accordingly. We repeated this exercise a second time with
new pairings. Participants who had changed their quadrants one or even two times reflected
together with the group upon which arguments contributed to their shift in opinion and how
it affected their standpoint towards AI.
For the third round of paired argumentation, we manipulated the dynamic by asking each
participant to take on the standpoint opposing to their current position and argue for that
approach. For some participants, this led to arguing again from the position their started off
from, while others had to now argue from a position they had argued against for the last
two rounds. We wrapped up this dynamic part of the conversation with a short temperature
reading of the group regarding how productive they considered each position to be.

Figure 1. Layout of the space the participants traversed to negotiate their positions.

4. Outcomes, insights, and reflections
The reactions to the conversation were generally positive and the structure and organization
led to a rich and engaged discussion across all parts of the conversation. We collected three
main points of reflection about both how the structure facilitated a fruitful conversation and
about which positions came to light based on it.

4.1 The format organizes different perspectives into productive tensions
While most participants initially leaned towards positioning themselves “somewhere in the
middle”, the clear separation between the four positions pushed them towards thinking
about which tendencies they could take to the most radical direction and still defend comfortably. While the positions are not exclusive and can co-exist, having to commit to one position exclusively for the sake of discussion creates tensions that in turn lead to more precise
openings for reflection. Participants also observed that this way of structuring a conversation might work as productively for other technologies, as it forces a commitment and a
clear articulation of why certain aspects of a position are deemed valuable and important,
and others aren't.
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4.2 The arising tensions make participants reflect upon their positionality
Participants reflected upon which aspects of their training, current roles and other positional
factors contributed to their choosing of position. Some participants recognized patterns of
arguments that they share with colleagues and were either able to take a different position
than what they were used to or feel they must take in certain conditions of their research or
work environment. For example, some participants noted that an engineering background
might lend itself more towards a pragmatic outlook, while a humanist education might fit
better with a destructive outlook. Similarly, participants noted that as a researcher, one
should take a constructive outlook, as that would guide productive contributions to the field.

4.3 Personality and general outlook on humanity might influence positionality
more than the technical outlook
One participant who changed their position after the first round noted that the reason to do
so was connected more to the general way they want to see live, rather than an outlook on
the technology, I.e., in this case they changed from speculative/destructive to speculative/constructive and argued that they want to be hopeful and have a positive impression on
humanity rather than focus on the negatives. Similarly, other participants argued that they
stuck to the pragmatic sides of the positions, simply because that is where they felt they
could be active and contribute something concrete, rather than negotiate abstractions. In
both cases, personal values contributed to the positionality of the participants and their take
on productive positions more so than technological developments.
We want to conclude with the general observation that positionalities upon questions such
as the ones we asked during this conversation are manifold and more complex than simply
depending upon what is technically feasible or presented as “true”. Personal values, politics
and power hierarchies strongly influence which perspectives might feel fitting at any given
time for any participant. Positions such as the ones presented are not as fixed as we set
them in this conversation, but fluid and shifting in relation to each other. However, acknowledging and clearly articulating the concrete directions is productive in that it allows to guide
negotiations of value tensions.
Acknowledgements: We would like to thank all our participants for an engaging, fun
session in Bilbao. This work is part of the DCODE project. The project has received funding from the European Union’s Horizon 2020 research and innovation programme under
the Marie Skłodowska-Curie grant agreement No 955990.
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