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ABSTRACT 
This paper investigates the use of a class of importance sampling algorithms for 
probabilistic graphs in graphical structures. A general model for constructing importance 
sampling algorithms is given and then some particular cases are considered. Logical 
sampling and likelihood weighting are particular cases of the model. Our proposal will 
be an algorithm which uses the functions with less entropy (more informative) to 
simulate the variables and the functions with more entropy to weight he simulations. In 
this way we expect to obtain more uniform weights. Some experimental tests are carried 
out comparing the performance of the proposed algorithms in randomly generated 
graphs. 
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1. INTRODUCTION 
Propagation algorithms on independence graphical structures have al- 
lowed us to make probabilistic alculations involving a large number of 
variables. These algorithms take advantage of the independence r lation- 
ships expressed by a graphical structure to determine a local computation 
giving correct global results. In the last years a number of different 
algorithms have been developed [11, 15, 13, 17, 18, 20, 22]. 
However, the calculation of exact probabilities on graphical structures 
has been shown by Cooper [3] to be an NP-hard problem. As a conse- 
quence of the difficulty of the exact calculations everal approximated 
algorithms have been proposed in the last years. Of particular importance 
has been the use of Monte Carlo algorithms. Although the approximated 
calculation is NP-hard too [4], it is expectable that the development of new 
algorithms will allow us expand the class of solvable problems. 
There are two competing classes of Monte Carlo approximated algo- 
rithms: importance sampling algorithms and Markov chain based algo- 
rithms. Both try to solve the same problem: We have a probability 
distribution for which it is very difficult to obtain samples. Importance 
sampling algorithms obtain independent samples from a modified distribu- 
tion, scoring these samples to resemble the original distribution. Several 
algorithms can be included in this group. The first was developed by 
Henrion [8] and is called logic sampling. It works well when there is no 
given evidence on the graph, but the number of necessary runs to achieve 
a give precision increases exponentially with the number of observations. 
Likelihood weighting algorithms were proposed by Fund and Chang [7] 
and Shachter and Peot [21]. In general these algorithms give good perfor- 
mance, but one can determine very simple examples in which the complex- 
ity is the same as in Henrion's algorithm: Consider that we have evidence 
in one variable which has an only parent and that the conditional probabil- 
ities relating these variables are 0-1. In this case, all the weights are 0 or 1, 
and we have the same problem as in logic sampling. 
Markov chain Monte Carlo algorithms try to solve the problem by 
obtaining a sample in which the cases are not independent: hey have the 
Markov property. This kind of dependency allows one to show convergence 
results, but in some cases the convergence rate can be very slow, and what 
is worse, it is very difficult to evaluate in a particular case how close we are 
to the exact value. An example of this algorithm is Pearl's stochastic 
simulation [14]. Problems about the convergence are reported by Chin and 
Cooper [1]. Jensen, Kong, and Kj~erulff have generalized stochastic simula- 
tion by giving the possibility of generating samples with a greater degree of 
Importance Sampling Algorithms 79 
independence at the cost of more complex computations in the generation 
of a new case. 
In this paper we consider a general class of importance sampling 
algorithms. Logical sampling and likelihood weighting are particular cases 
of this class. Then we propose a method to obtain efficient importance 
sampling algorithms based on the concept of entropy. Some variations of 
the main algorithm are considered, depending on whether we want to 
calculate the a posteriori distribution for one or all the variables and 
whether some precomputation is carried out before simulating. The paper 
ends with an experimental evaluation of the algorithms, comparing the 
results of the new algorithms with likelihood weighting. 
2. THE ALGORITHMS 
Assume that we have a n-dimensional random variable (X  1 . . . . .  X,), 
each variable X/ taking values on a finite set U/. 
If a ~ U 1 = l-I i ~ IU~ and J c I, then we shall denote by a + + the element 
from Uj = FIj ~ j Uj obtained from a by dropping the coordinates not in J. 
If f is a function defined on U t, then by s ( f )  we shall denote the set I of 
indices of variables for which this function is defined. If J _c {1 . . . . .  n} and 
a ~ Uj n l, then Rj ( f ,  a) will be a function defined on 1_1i_ g given by 
Rj ( f ,  a) (c)  = f (b ) ,  (1) 
where b is determined by the conditions b ~ + n ~ = a and b + i - J  = c. That 
is, Rg(f ,  a) is the function in U/_j obtained by fixing the coordinates in 
J n I at the value a. This function will be called the reduction of f by a. 
If f is a function, then q( f )  is the sum of all the values of f (the 
normalization factor) and Q(f )  is the normalization of function 
f : Q( f ) (a )  = f (a ) /q ( f )  [q ( f )  ~ 0]. 
It is considered that there is a directed acyclic graph [15] expressing 
independence relationships among the variables according to the d-sep- 
aration criterion. In these conditions the joint probability distribution for 
all the variables can be decomposed as follows: 
n 
p(a  1 . . . . .  a n) = l--If i(ai, a ~ c(o) (2) 
i=1  
where C(i) is the set of indices of the parent variables of X i in the graph, 
and fi(ai, ac<i)) is the conditional probability of X~ given its parents, Xc<i). 
An observation for variable Xg is a known value ai ~ U/ for this 
variable. This observation is represented by a function g~ defined on U, 
and taking the value 1 for a i and 0 otherwise. 
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Our  prob lem is the following: we have a set of observat ions E = {gj}j ~ j 
for variables Xj, j ~ J, and a variable X t for which we want to calculate 
the a posteriori probabi l i ty given E. That is, for each a l ~ U l we want to 
know p(atlE). The value p(allE) can be expressed as p(a l N E) /p(E) .  So 
we can est imate p(E) and p(a t n E) to get an est imation of  the condi- 
t ional probabil ity. These probabi l i t ies can be expressed as follows: (n )( 
p(E)= Y'. I-]f~(ai,a ~cu~) l-]gj(aj) , (3) 
a~U1 x . . .  XU  n i=1  j~ J  
(n ) 
p(E  N a,) = ~ r I f~(ai ,a  +c~°) l--Igj(aj) .g,(a,), (4) 
a~=U1 X . . .  XU  n i= l  j~ J  
where g~ represents the observat ion of the value a t for the variable X l. 
First we shall concentrate on the est imation of P(E). To simply the 
notation, we shall denote by H the union of the family of functions {fi} 
and {gj}, then Equat ion (3) can be expressed as 
a~U1x .. .  xU~ \h~H 
I f  we denote by t N the function given by 
tN(a) = I~ h(a~s(h)), (6) 
hGH 
then Equat ion (3) can be simplif ied to 
p(E)  = ~_, tN(a). (7) 
aEU,  x ... XU, ,  
Importance sampling is a classical technique for Monte  Carlo est imation 
[16]. The part icular  case of the est imation of p(E) can be expressed in the 
following way: assume that we obtain a sample of size N, a l , . . . ,  a N ~ U~ 
x ... / U n, where each ag is selected independent ly  according to a joint 
probability distribution, p*, in U 1 × -.- x U n. In these condit ions, the aver- 
age of values w i = tu(ai)/p*(a i) is an unbiased est imator  of P(E). The 
value w i is cal led the weight or score of case ai. The variance of the 
est imation is minimized when the weights are constant, but this implies 
that p*(a) is proport iona l  to tN(a), and in general ,  it is very difficult to 
obtain samples from this probabi l i ty distr ibution. In any case we should 
choose p* in such a way that the weight are as constant as possible in 
order  to reduce the variance. 
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The class of algorithms that we proposed in this paper is based on the 
following simulation procedure: 
ALGORITHM 1 
1. w t := 0.0 
2. For i := 1 to N do 
(a )  w := 1 
(b) While there are variables without simulating do 
i. Choose a function h from the set H 
ii. Make H := H - {h} 
"'" q(h)  I l L  W := W * 
iv. Simulate a value as(h) for variables X~(h) according to the 
probability distribution Q( h ) 
v. Reduce all the functions h in H by the value as(h)" 
H := {R~(h)(h, a~(h))lh ~ H} 
(c) For all the functions h ~ H do w -'= w * h(e) 
(d) w t :=w,+w 
3. Give w in  as the estimate of  P (x  I) 
When the main loop of this algorithm is finished, that is we have a 
simulated value for each variable, then the functions remaining in H are 
defined for the empty set of variables. The empty cartesian product of 
variables has an only value, and this value is denoted as e in the algorithm. 
h(e) is the value of the original function in the simulated case. 
In the algorithm we are selecting cases a ~ U 1 × --- × U n according to a 
probability distribution p*. If the selection of the function h in H is 
deterministic, that is, for the same set H we always get the same function 
h, then this algorithm is a particular case of  importance sampling algo- 
rithms. To prove this, we only have to show that w is really equal to 
tN(a) /p*(a) .  An  element a has associated with it a sequence of functions 
hal . . . . .  ha~ which have been used in the selection of a. Let 11 = 
s(ha,) . . . . .  I k = S(hak)  , K i = U j<_i_llj, and Ji = Ii - Ki. It is clear that in 
each simulation we obtain a value for a + g~. The probability p* of a is 
expressed as product of conditional probabilities: 
p*(a)  =p*(a  +J') .p*(a~g21a ~K2) ... p*(a+gkla+Kk). (8) 
That is, to obtain the values a ~ g~ given the values of a ~/¢', we define a 
function h i = RK(h'i, a ~ K,), where h' i ~ H. Then the probability of select- 
ing a * g' is defined as p*(a ~ g'la ~ K,) = hi(a ~ ~,)/q(hi). But we have that 
hi(a s Ji) = Rk (h,i, a ~ K~)(a ~ ~') = h'i(a ~ J' u K~) = h,i( a ~ s(h'~)), SO putting these 
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things in Equation (8), we get 
h,l( a ~ ~(h'~)) . h,2( a ~ s(h'~)) ... h~(a ~ s(h'k)) 
p*(a)  = (9) 
q(h l )  • q(h2) "'" q(hk)  
Taking this equation into account, and making H '  = H - {h 1 . . . . .  hk}, 
we get 
p*(a)  i:1 J,h~Fl' , 
The product FI~= lq(hi) is precisely what is being calculated in the loop 
(b) of the algorithm. After the loop, w has assigned this product. Then the 
set H of the algorithm contains Rs~h)(h,a+s(h)), where h ~ H' .  As 
Rs(h)(h, a ~ s(h))(e) = h(a + ~(h)), we obtain that the loop (c) multiplies w by 
FI h ~ t4,h(a + s(h)), from which it is seen that the value of w t at the end of 
the algorithm is tN(a)/p*(a).  
2.1. Estimating p(al[E) 
In former section, we have given a algorithm to estimate p(E)  and, in 
general, for joint probabilities expressed as product of conditional proba- 
bilities. However, our interest is in knowing the a posteriori probability 
p(at]E). This value can be estimated taking into account that p(az[E) = 
p(a l n E ) /P (E ) .  We only have to get an estimation of p(a l • E). To 
estimate this value two different approaches can be taken: 
1. First we estimate p(E)  and after we estimate p(E,  al). The estima- 
tion of p(E,  at) is carried out with the same basic algorithm by 
adding "X  t = at" to the set of observations. That is, we run the basic 
algorithm two times. 
2. First we estimate p(E) ,  and later we estimate p(at n E)  using the 
same sample used in the estimation of p(E).  The only thing we have 
to do is to change the weights to 0 for the configurations a in which 
X t 4: a t. This part can be combined with the algorithm estimating 
p(E)  by calculating the two weights at the same time. 
Option 2 is more efficient: we only have a sample one time. Further- 
more, if we want to calculate several a posteriori probabilities, we can do it 
with the same sample. If we keep in memory the sample with the weights, 
then it is very easy to estimate the a posteriori probability for any event. 
However, the sample is very well adapted to calculate p(E)  (trying to find 
uniform weights) and perhaps is not so good at giving an estimate of 
p(al n E). In this sense, option 1 is less efficient, but we think that can give 
better results. 
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A modification of option 1, could be useful for the case in which we 
want to calculate the a posteriori distribution for only one variable. Assume 
that this variable is X t and its possible values are ah, . . . .  alk. The proce- 
dure is as follows: 
3. For each value at, (i = 1 . . . .  , k), repeat the basic algorithm with 
X I = al, added to the evidence set e. With this we obtain an estima- 
tion of p(at, ¢~ E)  for each i = 1 . . . . .  k. The estimation of each value 
p(at,[E) can be done by using the expression 
p(at, n E) 
p(at JE )  = y.~=,p(at ~~ E)  " (11) 
The difference of option 3 with respect to option 1 is that we use the 
k value ~,j=lp(atj n E)  as the estimate of p(E)  instead of using the basic 
algorithm to get a direct estimation of p(E) .  The advantage is that we use 
a very big sample [the sum of the samples used to estimate ach p(atj • E)] 
to get an estimation of p(E) .  
2.2. Particular Cases 
Different particular cases of the general algorithm can be obtained by 
determining different procedures for selecting h 0 from H. A first ap- 
proach may be the following criterion: assume that conditional probabili- 
ties are ordered in such a way that the parents of node X i have an index 
which is lower than i. Then we use the conditional probabilities fl . . . .  , fn, 
without reducing them by the evidence e, to simulate the values of the 
variables. As the parents of Xi have been simulated before Xi, we obtain 
a value a i for this variable according to the conditional probability of this 
variable given the obtained values for its parents. Afterward, in the loop 
(b), we multiply by I-Ij~ jgj(aj). It can be shown that this is equivalent o 
weighting with a zero the simulations which do not coincide with the 
observations, and with 1 the simulations which do coincide. With option 2, 
for the estimation of p(at lE)  what we have is Henrion's logic sampling 
algorithm [8]. 
An alternative procedure is to simulate each variable with the condi- 
tional probability fi(ai, ac( i ) )  , except the nodes for which there is an 
observation. In this case, the observation is used to simulate and the 
conditional probability to weight the simulation. The result is the likeli- 
hood weighting algorithm (considering option 2 for the estimation of 
p(atlE)).  
The final objective of the selection procedure is to produce weights 
which are as uniform as possible. For this purpose we may observe the 
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following: assume the simplified case in which H = {hi, h2} , and consider 
that h~ is almost uniform and h 2 is very variable. If one of the functions 
has to be used to simulate and the other to weight the simulation, then the 
obvious selection is to consider the most variable function to simulate, h2, 
and the most uniform function, h 1, to weight the simulations. 
Taking as basis above idea we propose the following selection proce- 
dure: in each case select a function h 0 such that h 0 has minimum entropy 
among the functions h ~ H. The entropy of a function h is calculated by 
normalizing it, that is, transforming it into Q(h), and then calculating the 
entropy as if Q(h) were a probability distribution: 
E(h) = - ~ Q(h)(a)log[Q(h)(a)]. (12) 
a~s(h) 
The inconvenience of this method is that it may be inefficient to 
recalculate the entropy of every function each time we want to select one 
to simulate. An alternative approach can be to calculate an a priori order 
to follow in all the runs of the algorithm--that is, to consider that the 
selection of a function does not depend of the previously selected func- 
tions. To do this, initially we select the valuation, h', with lowest entropy. 
Then, instead of simulating and obtaining a value for this valuation, we 
transform the rest of the valuations according to the following equation: 
H := ( Y'~ Q(h' ) (a)R,cm(h,a)h~H }. (13) 
a~s(h) 
Then we repeat the selection of the function with lowest entropy in H 
and above transformation until for any variable we have selected a 
function which is defined on it. The resulting sequence of functions 
(hi,, . . . .  hik) is the sequence used for the selection function of the algo- 
rithm. The advantage of this case is that the calculations of the entropy are 
carried out only one time: at the beginning of the process. Then the same 
sequence is used in all the simulations. To determine the order of the 
functions instead of simulating a value, we consider that a is obtained with 
probability Q(h'Xa). Then, the transformation in Equation (13) is the 
average of the transformations in the algorithm for the different values 
a ~ Us(h). The disadvantage of the algorithm is that the selection of the 
functions does not have the capacity of adapting to the values of the 
previously simulated variables. 
EXAMPLE 2.1 Assume that we have U 1 = {b/ l , /12} , U 2 = {Ul,  u2} , and the 
following list of functions: 
• h 1 defined on U z with values 
hl(u l) = 0.6, hl(u 2) = 0.4. 
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• h 2 def ined on U 1 × U 2 by 
h2(ul,vl)  = 0.99, 
h2(u2, t; 1) = 0.5, 
h2(U l ,  u 2) = 0.01, 
h2(u 2, U 2) = 0.5. 
• h 3 def ined on U 1 × U 2 by 
h3(Ul,U 1) = 0.5, 
h3(u2 ,  u 1) = 0.01,  
h3(b/1,u 2) = 0.5, 
h3(u2 ,  u 2) = 0.99.  
In this case, we have: 
• If we follow the first entropy based selection procedure,  then we 
always select h 1 to s imulate on the first place. Then if we get ul as the 
resulting value, we choose h 2 to simulate and h 3 to weight. In the case 
of u 2 we choose h 3 to s imulate and h z to weight. With this we obtain 
a uni form weight of 0.5. 
• Fol lowing the second entropy selection procedure,  we determine a 
fixed sequence for all the simulations that in this case is (h~, h2) , 
leaving h 3 to weight the result. The cost of a s imulat ion is lower 
because we do not have to recalculate the entropy, but the weights are 
not uniform: On average on 60% of the cases we shall obtain a weight 
of 0.5, on 20% a weight of 0.99, and on the remaining 20% a weight of 
0.01. 
However,  we have to remark  that this example is an extreme case and it 
would be interesting to evaluate in more real situations what is the 
significance of using one or the other method.  
In general ,  when there are no observations, the two entropy criteria are 
very similar to logic sampling. This is a consequence of the fact that if h I is 
a marginal  probabi l i ty about X 1 and h 2 is a condit ional  probabi l i ty about 
X 2 given X1, then E(h 2) >_ E(hl). This is immediate,  because the marginal  
of normal ized h 2 in X1 is the uni form distr ibut ion on X~, and always a 
b id imensional  var iable has a greater  or equal entropy than each one of its 
marginal  distr ibutions. The uniform distr ibution on XI has maximum 
entropy on this set. 
When there are observations, then min imum entropy is more similar to 
l ikel ihood weighting. It starts by fixing the value of the observed variables 
at the given value: observat ions have entropy equal to 0. Afterward,  its 
behavior  depends on the relat ionships of the observed variables. If the 
relat ionships are weak, it will be similar to l ikel ihood weighting. However,  
if one observed variable "a lmost"  determines one of the surrounding 
variables, then in general  the function l inking this variable with the 
observed one will have low entropy and this variable will be s imulated 
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soon. In this way the problem associated with likelihood weighting in the 
introduction of this paper disappears. 
2.3. Precomputation 
The convergence of the basic algorithm does not change if in the middle 
of the simulation of a configuration, we multiply some of the functions in 
H. In concrete we can choose hi, h 2 ~ H and transform H according to 
H:=H-  {h l ,h  2} U {hi 'h2},  
where h I "h 2 is defined in S(h l )C /s (h2)  by pointwise multiplication: 
(h I . hz)(a) = h i (a ,  s(h,)), hi (a ,  s(h,)). 
This can be repeated as many times as we like. Choosing the appropriate 
functions to multiply can result in more uniform weights and thus better 
estimations. However, this possibility has the drawback that the multiplica- 
tions are carried out in all the N simulations, so that the efficiency can 
result severely damaged. 
A different situation is when we multiply some of the functions in 
advance of performing any simulation. Then we only have to perform the 
operations one time. This is called precomputation. The idea is to trans- 
form H by multiplications of some of its elements before applying the 
basic algorithm. In general, if we carry out this transformation we obtain a 
lower number of functions, but on the other hand, they can be more 
complex: the multiplication of two functions defined on frames I and J, 
respectively, is defined on the frame I U J. Which functions are valuable 
to multiply? Apart from other cases, there is a situation in which there is a 
clear advantage in doing the combination: when one of the frames of 
definition is included in the other: I _c J or J _c I. 
Other situations may be appropriate for combination, for example when 
the frame I U J is not very big, and the functions are very different: they 
assign most of the probability mass to different values. These "very 
different" functions make the simulation difficult: if we simulate with one 
of them and weight the simulation with the other, then we obtain very 
small weights for almost all the sample and high weights for a small 
proportion of the sample. In the theory of probability it is possible to find a 
number of measures of divergence for probability distributions. However, 
in this paper we shall carry out the evaluation of the precomputation o ly 
in the case in which one of the frames is included in the other, without 
considering the more general situation. 
When we are interested in calculating the a posteriori distribution only 
for one variable, X t, then more extensive precomputation can be carried 
out. First we have to take into account that we do not need samples 
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including all the variables. We only need the cases obtained for variable 
X t. This allows us to apply D'Ambrosio's ymbolic propagation algorithm 
[20] (up to a certain level of complexity) before doing the simulation. Very 
briefly, this algorithm tries to delete the variables X k with k 4: l. The rule 
to delete a variable is: 
• Multiply all the functions defined for the variable X k. With this we 
have that X k only belongs to the set of definition of one function, h: 
the result of the multiplication. 
• Delete X k of the function h by adding on this variable. More 
concretely, we transform h into the function h' defined on s(h)  - {k}, 
by means of the equation 
h' (a)  = ~_, h (a ,  ak).  (14) 
akE U k 
The problem with this algorithm is that h can be defined for very big 
frames and the complexity can be high. Our idea is to apply this algorithm 
up to a given threshold given by a maximum size of the frame in which the 
function is defined. We start with the exact algorithm. When the deletion 
of any remaining variable implies the calculation of a function h defined 
on a frame Us(h) with a number of elements greater than a given value, 
then we stop, and start the algorithm of simulation. 
3. EXPERIMENTAL EVALUATION 
In this section we carry out an evaluation of the performance of the 
algorithms for some randomly generated graphs and distributions. Two 
main experiments are considered. In one of them we try to estimate the a 
posteriori probability for only one randomly selected variable. In the other 
we estimate the a posteriori probability for all the variables of the network. 
In the first experiment we use option 3 to estimate p(atLE).  With this 
option, P(E)  is not directly estimated: it is considered equal to the sum of 
the values p(a  I • E) ,  a t ~ U t. 
In the second experiment, in which we are interested in estimating the 
values for all the variables only option 2 is considered. The other options 
would have a very high cost. 
Each experiment is repeated in two randomly generated graphs. Each 
graph has 30 variables. Each variable has a number of cases chosen 
according to a Poisson distribution with a mean value of 2.5 (taking a value 
of 2 if the result is 0 or 1). The structure of the graph is determined as 
follows: The variables are added to the graph on a given order. When each 
variable is added, a number of parents is selected according to a Poisson 
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distribution of parameters 2.0. Then, the parents are taken in a random 
way among the previously added variables. 
Each conditional distribution for a variable given a value for each one of 
its parents is selected in the following way: the total probability mass 1 is 
proportionally distributed among all the cases of the variable according to 
an uniform random number associated to each one of them. 
The second graph is very similar to the first one. The only difference is 
that for each observation on a given variable the conditional distribution 
of obtaining this value given the parents of the variable has been modified 
to 0, except for one configuration of the parents, for which it is equal to 1. 
With this we try to reproduce the problems of the logic sampling algorithm 
in the case of likelihood weighting. 
In each of the graphs it is assumed that there are four observations in
four randomly selected variables. Always the first case of the variable is 
observed. 
In the first experiment the following algorithms have been compared: 
ALG 1. Likelihood weighting. 
ALG 2. Entropy ordering (first selection criterion: case dependent). 
Option 3 to estimate p(azlE). No precomputation. 
ALG 3. Entropy ordering (second selection criterion: previously com- 
puted ordering). Option 3 to estimate p(al[E). No precomputation. 
ALG 4. Entropy ordering (first selection criterion: case dependent). 
Option 3 to estimate p(al[E). Precomputation. 
ALG 5. Entropy ordering (second selection criterion: previously com- 
puted ordering). Option 3 to estimate p(at[E). Precomputation. 
In the second experiment, he following algorithms are compared: 
ALG 1. Likelihood weighting. 
ALG 6. Entropy ordering (first selection criterion: case dependent). 
Option 2 to estimate p(at[E). No precomputation. 
ALG 7. Entropy ordering (second selection criterion: previously com- 
puted ordering). Option 2 to estimate p(atlE). No precomputation. 
ALG 8. Entropy ordering (first selection criterion: case dependent). 
Option 2 to estimate p(at[E). Precomputation. 
ALG 9. Entropy ordering (second selection criterion: previously com- 
puted ordering). Option 2 to estimate p(at[E). Precomputation. 
The number of runs of the simulation algorithms, N, was 5000 for all the 
cases. For each application of one algorithm we have calculated the time 
in seconds and the goodness of the estimation of the probabilities. For one 
variable, X t, the goodness of the estimation is measured as in [6]: 
(p'(a,lE)-p(a,fE)) 2 
G(Xl) = ~ a, p(a~]E)(1 - p(at]E)) ' (1) 
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Table 1. Mean Goodness of Fit and Time for Algorithms in 
Experiment 1
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Graph 1 Graph 2 
Algorithm Error Time, s Error Time, s 
ALG 1 0.229 1 U 1 
ALG 2 0.223 44 0.174 20 
ALG 3 0.343 2 0.201 1 
ALG 4 0.270 34 0.189 14 
ALG 5 0.271 1 0.192 1 
where p(allE) is the true a posteriori probability and p'(al[E) is the 
estimated value. 
For a set of variables (Xi)i~ i, the goodness of the estimation is 
G((Xi)i~I) = ~/iel ~" G(Xi)2 " (2) 
The estimation of the probabilities for each algorithm is repeated 100 
times. Table 1 shows for each algorithm and for each graph the mean 
value of the goodness of fit (error) and the average time of the 100 
repetitions in experiment 1. Table 2 shows the same results for the second 
experiment. 
The meaning of U is that it was impossible to estimate the probability, 
because all the runs had been weighted with 0. 
In the light of these results the following can be said: 
• The likelihood weighting algorithm (ALG 1) and the basic entropy 
ordering algorithm (ALG 2) give similar results in graph 1 (randomly 
generated). However, in graph 2, in which we have introduced a lot of 
values 0 for the probability of an observation given a configuration of 
Table 2. Mean Goodness of Fit and Time for Algorithms in 
Experiment 2
Graph 1 Graph 2 
Algorithm Error Time, s Error Time, s 
ALG 1 0.044 1 U 1 
ALG 6 0.037 44 0.032 20 
ALG 7 0.064 2 0.043 1 
ALG 8 0.033 10 0.035 4 
ALG 9 0.029 1 0.031 1 
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its parents, ALG 1 cannot give an estimation: all the weights are 0. 
The same problem occurs as in logic sampling algorithms. On the 
other hand, ALG 2 continues giving similar results or even better ones 
in the case of graph 1. The introduction of probabilities equal to 0 is 
not a problem in this case. 
• The first selection criterion (case dependent) produces lightly better 
results than the second selection criterion (ALG 2, 4, 6, and 8 versus 
ALG 3, 5, 7 and 9). However, the second selection criterion produces 
faster algorithms. 
• It is not clear that there is advantage in doing precomputation for 
experiment 1. That does not mean that precomputation i  general is 
not good when we want to calculate the a posteriori probability for all 
the variables. Other strategies not considered in this experiment, such 
as one combining the conflicting pieces of information, might give 
interesting results. 
• Precomputation i experiment 2 has produced better and faster re- 
suits. This is due to the fact that it has been possible to achieve a 
certain degree of simplification before doing the simulation. Here, as 
we are interested in only one variable, we have more possibilities to 
make simplifications than in experiment 1. However, our experience 
with other graphs says that the goodness of precomputation is very 
dependent on the particular case we are considering. Further studies 
about the appropriate precomputation strategies in relation with the 
problem at hand would be necessary. 
• Focusing on only one variable (experiment 2) gives better and, in some 
cases, faster results than calculating the a posteriori probability for all 
the variables. The goodness of the results is due the fact that we are 
using a sample that is balanced for the different values of the variable 
of interest: we use the same number of runs to estimate ach of the 
values P(a  t n E )  for the different possible values a t of this variable. 
4. CONCLUSIONS 
In this paper we have given a new general simulation procedure for the 
propagation of probabilities in dependence graphs. A basic version of this 
procedure has been tested and produced similar results to the likelihood 
weighting algorithm. However, there are several advantages of the new 
algorithm: 
• It is more robust than likelihood weighting to the presence of proba- 
bilities equal to 0 in the graph. 
• Precomputation can be carried out. If properly done, this precomputa- 
tion can save time and give better results. 
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• It can be adapted to the case in which we are interested in calculating 
the a posteriori probability for only one variable. In this case we can 
obtain better results. 
As the problem we are trying to solve is NP-hard, it is possible to find 
particular cases of graphs in which the algorithms we have presented fail 
to give good approximations. In the future we can expect new algorithms 
coping with a wider and wider class of problems. We hope that the study 
and consideration of new precomputation strategies can give interesting 
results. 
Another direction in which the work carried out in this paper can be 
useful is in the definition of hybrid algorithms: Dawid, Kjaerulff, and 
Lauritzen [5] have proposed the definition of propagation algorithms in 
trees of cliques in which in each clique the computation is carried out by a 
different procedure appropriate to that clique. One of the most interesting 
possibilities is to consider exact cliques in which the calculations are based 
on exact formulas, and Monte Carlo cliques in which the messages are 
calculated by means of simulation procedures. As the algorithms we have 
proposed are based on list of functions and not in the underlying depen- 
dence graph, we think that they can easily be modified for simulation 
cliques. 
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