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1Chapter 1
Introduction
In the past decades, there has been enormous progress in the field of computational fluid dynamics
(CFD). Its growing level of maturity and the rapid advances in computer hardware have established
CFD as a viable tool for engineering analysis and design. A major concern for the successful
application of computational methods in an industrial environment are its capability to model
complex configurations with acceptable accuracy at reasonable human and computational costs.
Realistic applications of engineering interest involve geometries and physical regimes with different
characteristic features of multiple scales. The fine scale behavior of the solution requires extremely
high resolution at least in parts of the computational domain. Amongst others, shock waves,
contact discontinuities, vortices, boundary layers, combustion fronts etc. exhibit a nearly singular
behavior of the solution, concentrated within a relatively small region of activity. The generation of
computational meshes is currently one of the most critical factors for conducting CFD simulations
with acceptable turn around times and reasonable costs. Usually, a detailed a priori knowledge about
the expected flow field is required to provide locally adequate resolution of the different scales while
keeping the amount of resources to model the physically relevant phenomena as low as possible. To
assure the accuracy and reliability of the solution, grid modifications and grid refinement studies are
often necessary within an iterative process. However, in case of complex configurations for which
the flow field under consideration has not been well understood yet, this task can be extremely
difficult and very time-consuming. Furthermore, for the same geometry, the appropriate mesh can be
quite different depending on the flow parameters such as Mach number and Reynolds number.
Adaptive algorithms are a promising approach to realize discretizations that are able to automati-
cally resolve the physically relevant phenomena at the expense of possible few degrees of freedom.
Adaptive strategies offer the potential to increase the confidence in the solution at reduced costs
concerning human and computational resources. The major concepts for adaptation are to alter the
local length scale of the grid, to enhance the order of the discretization and to adjust the governing
equations themselves. Adaptation of the governing equations aims to adjust the underlying physical
model according to the locally predominant flow physics [92]. However, for complex applications the
identification of characteristic regions, the proper selection of the physical model and the coupling
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between zones is difficult. Grid adaptation techniques may be subdivided in two different categories,
namely r-adaptation and h-adaptation. The concept of r-adaptation is to redistribute mesh nodes into
regions where needed while keeping the number of mesh points at a constant size [120, 163]. The
utilization of this approach requires a sufficiently resolved initial grid, since the capabilities to re-
distribute grid nodes is limited and excessively large displacements may deteriorate the grid quality.
It is an attractive sequel for structured meshes for which local grid refinement is difficult. The se-
cond approach, h-adaptation, is based on local grid point enrichment. Recursive subdivision of the
mesh allows to adjust the grid resolution locally to the scales of the flow physics, even when starting
from initial coarse meshes that have solely been adjusted to the geometry but not to the expected
flow solution. For structured grids, Berger introduced the concept of Adaptive Mesh Refinement1
(AMR) [27, 28, 29]. In this approach, a nested sequence of locally structured fine grid patches is
superimposed on an underlying structured coarse grid. The method is still used by many authors and
is often combined with chimera/overset techniques [114, 136]. However, adaptation based on AMR
generally concentrates on larger patches of structured sub-grids, which are often merged to enhance
efficiency. Unstructured meshes offer significantly higher flexibility and ease for h-adaption. Local
grid refinement is introduced by adapting single individual cells, rather than complete grid patches.
Thus, the adaptation can be carried out very locally within a potentially small region of interest.
Traditionally, h-adaptation has been used for unstructured meshes comprising tetrahedral elements
[19, 76, 108, 141]. In the past decade, Cartesian grid methods have obtained increasing interest. De
Zeeuw [189] applied adaptive Cartesian methods for two-dimensional inviscid flows. Melton et al.
[123, 124] conducted inviscid three-dimensional computations about complex configurations. The
method has been extended further by Aftosmis et al. [2, 4], who also developed a parallel version
combined with multigrid acceleration techniques for the flow solution [3]. Recently, the method has
been extended for unsteady flow simulations including bodies in motion [133, 134].
Tetrahedral or Cartesian meshes alone are generally not well suited to efficiently resolve boundary
layers [53]. Therefore, hybrid grids that facilitate different grid topologies are often employed for
viscous flow simulations. Amongst others, Kallinderis [99], Mavriplis [116, 117], Galle [77] and
Haselbacher [89] have used mixed element type grids combining quasi-structured/prismatic grids to
resolve the boundary layer and tetrahedral elements to tessellate the remaining domain. Delanaye
[64, 65, 66] and Geuzaine [78, 79] have developed higher order methods on hybrid body confor-
ming/Cartesian grids for inviscid and viscous flow simulations. Deister presented a hybrid prisma-
tic/Cartesian methodology that is capable to automatically generate meshes about complex three
dimensional geometries, e.g. complete aircraft configurations, for inviscid and viscous flows inclu-
ding adaptation and multigrid [61, 62, 63]. Wang [183] circumvents the use of cut-cells introduced
by Cartesian grid methods, merging the Cartesian grid with a body conforming mesh. A different
approach is to tessellate the complete domain by hexahedral elements. J. van der Vegt [173, 174]
1Often, the concept of AMR is misleadingly interpreted as being equivalent to h-adaptation in general. Therefore, we
point out that the term AMR refers to the method originally developed by M.J. Berger, based on patches of structured
sub-grids, but not to local refinement of unstructured meshes.
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and E. van der Maarel [172] applied body conforming multiblock-structured grids, which are locally
refined in an unstructured manner by cell division.
The use of locally refined meshes generally gives rise to the occurrence of hanging nodes, which
complicate the discretization on adaptive grids. Two basic approaches have emerged in the literature
to address the problem of hanging nodes. The first one is based on introducing transition elements,
which aim to remove hanging nodes from the computational grid [35]. The major drawback of this
concept is that buffer elements introduce considerable constraints for successive grid refinement and
require data management for handling different element types. The second approach facilitates the
use of polyhedral bounded elements of arbitrary topology [63, 64, 89]. This concept permits to pro-
cess different element types in a unified manner, rather than to distinguish between different classes
of elements. In this framework, hanging nodes do not require any special treatment for the flow
solution and a maximum flexibility concerning the grid system is provided.
A critical issue for the successful application of adaptive strategies is the reliable control of the adap-
tation. The adaptation criteria must be suitable to detect different flow phenomena, associated with
inviscid as well viscous fluid flow. Furthermore, the adaptation should be applicable for stationary as
well as transient flow problems. Numerous error indicators and error estimators have been proposed
and discussed in the literature [102, 107, 132, 179]. Within the engineering community, a popular ap-
proach is to utilize gradient information of the solution to detect significant flow features [9, 64, 107].
Typically, a combination of first order and second order derivatives are employed. Various criteria,
e.g. pressure gradients, the rotation of the velocity field etc. are facilitated to detect different physi-
cal phenomena. Recently, new strategies have been developed based on multiresolution techniques
[30, 52, 82, 132]. The basic idea is to transform the arrays of cell averages associated with any given
finite volume discretization into a different format that reveals insight into the local behavior of the
solution. The cell averages on a given highest level of resolution are represented as cell averages
on some coarse level where the fine scale information is encoded in arrays of detail coefficients of
ascending resolution. This requires a hierarchy of meshes. Quite in the spirit of a multiscale analysis
the size of these detail coefficients are used as a basis for local mesh adaptation.
1.1 Scope of the Thesis
The current work presents a novel methodology for solving the Euler and Reynolds-averaged Navier-
Stokes equations for compressible fluid flow. The central objective is to realize adaptively generated
discretizations that are able to resolve the physically relevant phenomena at the expense of possi-
bly few degrees of freedom and correspondingly reduced storage demands. This requires a careful
coordination of the core ingredients namely the discretization of the underlying system of partial
differential equations, the generation and management of suitable meshes and the adaptation mecha-
nisms.
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Preference is given to quadrilateral and hexahedral meshes that still facilitate best boundary fitted
anisotropic meshes for viscous flow computations. A key idea is to represent such meshes by a
parametric mapping from the computational domain into the physical domain by means of B-spline
techniques. Adaptation is based on local mesh refinement, i.e. h-adaptation, of quadtree respectively
octree type. Reliable and efficient refinement strategies are a critical issue for the success of the
adaptive concept. Here, adaptation criteria are based on multiresolution techniques.
The adaptive concept calls for a discretization scheme, that is able to cope with fairly general grid
partitions and in particular with hanging nodes. Due to the very local nature of the adaptation and
the heterogeneous tessellation of the domain, it appears to be most suitable for the discretization to
consider the grid as a fully unstructured mesh, composed of simply connected elements with other-
wise arbitrary topology. The spatial discretization is based on an a finite volume scheme for two-
and three-dimensional flow problems. It is of second order accuracy in space and time. In order to
account for the directed transport of information within the solution domain, the convective fluxes
are discretized with upwind methods. Two different approaches for the discretization of diffusive
fluxes on unstructured meshes are investigated. Turbulence is considered by the Spalart-Allmaras
one-equation model. In order to simulate stationary, inviscid low speed flows, a local preconditioning
technique is employed in conjunction with the AUSMDV(P) upwind method to operate effectively
within the quasi-incompressible low Mach number regime. The methodology serves to bridge the
gap between density-based schemes for compressible flows and pressure-based approaches for in-
compressible flows. To accelerate convergence, a fully implicit Newton-Krylov type approach has
been developed, which is suitable for stationary and non-stationary flows.
Extent of the Work
The flow solver developed within the frame of this work is an integral part of the QUADFLOW
program system. It has been developed as a joined work between the Institut fu¨r Geometrie und
Praktische Mathematik (IGPM), RWTH Aachen, Germany and the Lehr- und Forschungsgebiet fu¨r
Mechanik (LFM), RWTH Aachen, Germany. The principal authors are Priv.-Doz. Dr. S. Mu¨ller
(IGPM), Dipl.-Math. Ph. Lamby (IGPM) and the current author Dipl.-Ing. F.D. Bramkamp (LFM).
The QUADFLOW program system comprises presently about 81000 lines of source code. The size
of the flow solver itself developed in this work includes approximately 44000 lines, structured in 150
subroutines.
Outline of the Thesis
The thesis is organized in five main chapters: Following this introduction, Chapter 2 presents
the physical model to describe viscous continuum flows. Chapter 3 is dedicated to the numeri-
cal method and its implementation. The basic concepts regarding grid generation and grid adap-
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tation will be outlined. Next, the finite volume method will be discussed in detail. Aspects of
the unstructured grid methodology based on polyhedral elements, related data structures and is-
sues of the spatial discretization for inviscid and viscous flows will be presented. The section
is concluded by the implicit time integration based on a Newton-Krylov type approach. The re-
sults obtained are discussed in Chapter 4. In a detailed parameter study, the main conceptual in-
gredients of the implicit time integration scheme are identified. The subsequent numerical ex-
amples are grouped into three categories to highlight different aspects of the flow solver, namely
(i) two-dimensional inviscid flows within subsonic, transonic and hypersonic Mach number re-
gime, (ii) three-dimensional inviscid transonic flows and (iii) two-dimensional laminar/turbulent
fluid flow. The thesis is concluded by a summary and recommendations for future work in Chapter 5.
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Description of Fluid Motion
2.1 Governing Equations
Fluid motion is described by the conservation laws for mass, momentum and energy. Within the
present thesis, the time dependent Navier–Stokes equations for a compressible gas are accepted as
the model of choice to describe viscous continuum flows. In the absence of body forces and volume
supply of energy, the conservation laws for any control volume Ω with boundary ∂Ω and outward
unit normal vector n on the surface element dS ⊂ ∂Ω can be written in conservative integral form
as follows: ∫
Ω
∂ρ
∂t
dV +
∮
∂Ω
ρv n dS = 0 , (2.1)
∫
Ω
∂(ρv)
∂t
dV +
∮
∂Ω
(ρv ◦ v − T ) n dS = 0 , (2.2)
∫
Ω
∂(ρetot)
∂t
dV +
∮
∂Ω
(ρetotv − vT + q) n dS = 0 . (2.3)
T denotes the molecular stress tensor, q the heat flux vector, ρ the density, v the velocity of the fluid
and etot = e + 1/2 |v|2 the specific total energy. The symbol ◦ denotes the dyadic product.
8 Chapter 2. Description of Fluid Motion
2.2 Material Properties
The conservation laws Eq. (2.1)-Eq. (2.3) solely are not sufficient to determine the behavior of fluids.
To complete the posed problem, it is necessary to introduce constitutive equations for the stress tensor
and the heat flux vector as well as thermal and caloric equations of state to describe the thermodyna-
mic properties of the fluid.
For a fluid at rest, the stress is expected to reduce to the simple hydrostatic pressure p. Hence, a
natural decomposition of the stress tensor T is
T = −pI + T v , (2.4)
where T v is the viscous stress tensor. According to Boltzmann’s axiom, the stress is assumed to
be symmetric. Furthermore, the principle of objectivity requires that T v should depend on the local
fluid motion through the rate of deformation tensor (symmetric part of the velocity gradient) but
not through the rotation tensor. The resulting equation for the viscous stress tensor of an isotropic
Newtonian fluid reads
T v = 2µS + µV (div v)I , (2.5)
where the shear viscosity µ and the volume viscosity µV are coefficients dependent only on the local
thermodynamic state and S represents the strain tensor
S = 1
2
(gradv + (gradv)T ) . (2.6)
Stokes’ hypothesis of vanishing bulk viscosity µp = µV +2/3µ = 0 establishes the relation between
the shear viscosity µ and the volume viscosity µV .
The variation of the shear viscosity µ as function of the temperature T is described by Sutherland’s
law
µ(T )
µ∞
=
T∞ + Ts
T + Ts
(
T
T∞
)3/2
. (2.7)
Ts denotes the Sutherland constant, which is Ts = 110.6K for air.
The heat flux vector is modeled by Fourier’s law of heat conduction for a fluid with isotropic material
property
q = −κ grad T , (2.8)
where κ is the thermal conductivity. Based on empiricism, the thermal conductivity and the shear
viscosity are related to the specific heat cp and the Prandtl number
Pr =
µcp
κ
, (2.9)
which is a dimensionless indicator of the relative importance of viscous stress and heat transfer. For
the considered applications, a constant Prandtl number of Pr = 0.72 is assumed.
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In order to close the set of equations, it remains necessary to introduce a thermodynamic model of
the fluid. The static pressure p is determined by the thermal equation of state for an ideal gas:
p = ρRT , (2.10)
where R is the specific gas constant. For an ideal gas, the specific internal energy e and the specific
internal enthalpy h are linear homogeneous functions of the temperature,
de = cvdT , dh = cpdT (2.11)
with
cv =
∂e
∂T
∣∣∣∣
1/ρ
, cp =
∂h
∂T
∣∣∣∣
p
= cv + R . (2.12)
cv and cp are the specific heats at constant specific volume 1/ρ and at constant pressure p, respectively.
In general, cv and cp are functions of the temperature T . For a calorically ideal gas, cv and cp are
constant, so that
e = cvT , h = cpT . (2.13)
For air, the ratio of cp and cv is γ = cp/cv = 1.4 Herewith, the specific heat at constant pressure cp
and the specific heat at constant volume cv are determined by
cp =
γ
γ − 1R , cv =
1
γ − 1R . (2.14)
By means of Eq. (2.10) and Eq. (2.13), the static pressure can be expressed by the specific internal
energy of the fluid
p = (γ − 1)ρe . (2.15)
2.3 Dimensionless Form of the Governing Equations
For the numerical solution of the conservation laws, it is preferable to derive a dimensionless form
of the system of equations, the goal of which is to scale the conservative quantities to the same order
of magnitude. The dimensionless form also provides access to the characterizing quantities of the
flow under consideration, for instance the Reynolds number. To derive the dimensionless form of the
balance equations, for each quantity we introduce a state of reference, including amongst others the
reference length lref , the reference velocity vref , the reference density ρref and according reference
quantities for the transport coefficients of the viscosity µref and the heat conductivity κref . Based on
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these reference quantities, we perform a transformation of the coordinates and variables:
t̂ :=
t
tref
, x̂j :=
xj
lref
,
ρ̂ :=
ρ
ρref
, v̂j :=
vj
vref
,
ê :=
e
eref
, p̂ :=
p
pref
,
τ̂ij :=
τij
µref vref/lref
, q̂j :=
qj
κref eref/lref
,
(2.16)
where eref := pref/ρref is chosen.
Finally, we define the dimensionless Reynolds number Reref , the Euler number Euref and the
Strouhal number Srref , each based on the state of reference,
Reref :=
ρref vref lref
µref
, Euref :=
pref
ρref v2ref
, Srref :=
lref
vref tref
. (2.17)
The differential operators according to the new coordinates are given by
∂
∂t̂
= tref
∂
∂t
,
∂
∂x̂j
= lref
∂
∂xj
,
∂2
∂x̂i∂x̂j
= l2ref
∂
∂xi∂xj
.
The application leads to the dimensionless system of equations, here expressed in the divergence
form
Srref · ∂ρ̂
∂t̂
+
∂ (ρ̂ v̂i)
∂x̂j
= 0 , (2.18)
Srref · ∂ (ρ̂ v̂i)
∂t̂
+
∂ (ρ̂ v̂iv̂j)
∂x̂j
+ Euref · ∂p̂
∂x̂i
=
1
Reref
· ∂τ̂ij
∂x̂j
, (2.19)
Srref · ∂ (ρ̂ êtot)
∂t̂
+
∂v̂j (ρ̂ êtot + p̂)
∂x̂j
=
1
Reref
· ∂
∂x̂j
(v̂iτ̂ij − q̂j) . (2.20)
The state of reference for the time tref and for the velocity vref are chosen in such manner, that the
reference values of the Strouhal number, Srref , and the Euler number, Euref , are equal to one both
Srref = 1 ⇒ tref := lref
vref
, (2.21)
Euref = 1 ⇒ vref :=
(
pref
ρref
)1/2
. (2.22)
For the sake of completeness, we repeat the equation of state and Fourier’s law again, both expressed
in their dimensionless form.
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Equation of state for a perfect gas in dimensionless form:
p̂ = ρ̂ T̂ = ρ̂ (γ − 1) (êtot − 1/2 |v̂|2) (2.23)
Fourier’s law in dimensionless form:
q̂ = − γ
γ − 1
µ̂
P r
grad bx T̂ (2.24)
Table 2.1 summarizes the reference quantities that are used within the present framework. The mole-
cular viscosity µ∞ is determined by the Reynolds number
µ∞ =
ρ∞ |v∞|LRe
Re∞
, (2.25)
where LRe denotes the reference length of the Reynolds number.
In the following course of this thesis, all quantities are provided in their dimensionless form. The
superscript (•̂) will be omitted for convenience.
Table 2.1: Reference quantities for the dimensionless form of the governing equations
physical quantity variable state of reference
length lref c
temperature Tref T∞
pressure pref p∞
density ρref ρ∞
velocity vref (pref/ρref )1/2
energy eref v2ref
time tref lref/vref
molecular viscosity µref µ∞
2.4 The Closure Problem
The Navier-Stokes equations describe the motion of turbulent continuum flows in the most general
way. For high-Reynolds-number flows, the spectrum of turbulent scales is so wide that a Direct
Numerical Simulation (DNS) of complex aerodynamic flows of engineering interest lies beyond the
capacity of current computer resources. It is widely accepted that the statistical approach to take
turbulence effects into account is at present the only reasonable alternative for complex aerodynamic
applications. The concept of statistical turbulence modeling is to focus on averaged quantities of the
turbulent flow, rather than to concentrate on its instantaneous behavior.
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2.4.1 Averaging Techniques
The method of time averaging was originally introduced by Reynolds [145]. Time averaging is ap-
propriate for flows that are stationary on the average. For such a flow, the time average f(x, t) of an
instantaneous flow variable f(x, t) is defined by
f (x, t) = 1
∆t
t+∆t∫
t
f(x, t) dt , (2.26)
where ∆t is a time far longer than the characteristic time of turbulent fluctuations but far shorter than
the time scale characteristic of the slow variations in the flow that do not belong to turbulence. Any
instantaneous flow variable f(x, t) is expressed as the sum of a mean part, f(x, t), and a fluctuating
part, f′(x, t), as follows:
f(x, t) = f(x, t) + f′(x, t) , (2.27)
where the mean part is given by Eq. (2.26).
The Reynolds-averaged Navier-Stokes equations (RANS) are obtained by applying the Reynolds
averaging to Eq. (2.18) - Eq. (2.20). For compressible flows, the Reynolds-averaged equations have a
very complex form due to the density fluctuation ρ′. The problem is simplified by introducing Favre’s
mass averaging procedure [74]:
f = f˜ + f′′ with f˜ = ρf
ρ
, f′′ = −ρ
′f′
ρ
= −ρ
′f′′
ρ
and ρf′′ = 0 . (2.28)
The Favre-averaged Navier-Stokes equations are then obtained by substituting the decompositions
into Eq. (2.18)-Eq. (2.20) and performing the mass averaging operations. In Cartesian coordinates,
they read in differential form as follows:
∂ρ
∂t
+
∂(ρ v˜i)
∂xj
= 0 , (2.29)
∂(ρ v˜i)
∂t
+
∂(ρ v˜iv˜j)
∂xj
= − ∂p
∂xi
+
1
Reref
· ∂τ
eff
ij
∂xj
, (2.30)
∂(ρ e˜tot)
∂t
+
∂v˜j(ρ e˜tot + p)
∂xj
=
1
Reref
· ∂
∂xj
(
viτ
eff
ij − qeffj
)
(2.31)
+
1
Reref
· ∂
∂xj
(
v′′i τij −
ρv′′i v
′′
i v
′′
j
2
)
,
where the components of the effective stress tensor τ effij and the effective heat-flux vector q
eff
j are
defined by
τ effij = τij + τ
t
ij = µ
(
2Sij − 2
3
Skkδij
)
− ρv′′i v′′j , (2.32)
qeffj = qj + q
t
j = −κ
∂T
∂xj
+ cpρv′′j T ′′ . (2.33)
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The Favre-averaged continuity equation looks exactly like its laminar counterpart. One additional
term appears in the mass-averaged momentum equation. It is known as the Reynolds-stress tensor
and can be transformed as follows:
τ tij = −ρv′′i v′′j = −ρ
ρv′′i v
′′
j
ρ
= −ρv˜′′i v′′j .
As the molecular stress tensor, the Reynolds-stress tensor is symmetric and thus has six independent
components.
There are three other unknown correlations that appear in the mean-energy equation, Eq. (2.31). The
term cpρv′′j T ′′ describes the turbulent transport of heat and is thus defined as the turbulent heat transfer
qtj = cpρv
′′
j T
′′ . (2.34)
The two terms v′′i τij and ρv′′i v′′i v′′j /2 correspond to molecular diffusion and turbulent transport of
kinetic energy, respectively. These terms are commonly neglected for subsonic and transonic flows.
Each of these quantities represents an additional unknown. The fundamental problem of statistical
turbulence modeling lies in finding a way to compute them. For further details, we refer to [56, 158].
2.4.2 Closure Approach
The turbulence model considered in this work comprises the well-known Boussinesq approach [38],
where the Reynolds-stress tensor is related to the mean strain-rate tensor:
τ tij = −ρv′′i v′′j = µt
(
2Sij − 2
3
Skkδij
)
− 2
3
ρkδij , (2.35)
with Sij = 12
(
∂v˜i
∂xj
+
∂v˜j
∂xi
)
being the mean strain-rate tensor and µt the yet unknown scalar eddy
viscosity. As opposed to the molecular viscosity, the eddy viscosity is not a material property but
dependent on local flow variables only.
By analogy with Fourier’s Law for heat transfer, the turbulent heat flux is assumed to be proportional
to the mean temperature gradient, so that
qtj = cpρv
′′
j T
′′ = −µ
tcp
Prt
∂T˜
∂xj
, (2.36)
where Prt is the turbulent Prandtl number, which is assumed to be constant and is set to Prt = 0.9
in the present work.
In order to use the Boussinesq approximation, it is thus necessary to determine the turbulence kinetic
energy and the eddy viscosity. This will be the task of the turbulence model.
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2.5 The Spalart-Allmaras Turbulence Model
Within the scope of this thesis, turbulence is considered by the one-equation model proposed by
Spalart and Allmaras [164]. The model was developed by arguments of dimensional analysis, Ga-
lilean invariance and empiricism. It is mainly designed for aerodynamic flows and has been tested
extensively within subsonic and transonic Mach number regime. It improves the predictions obtained
with algebraic models while providing a simpler alternative to two-equation models. The Spalart-
Allmaras model only requires local information, which makes it particularly suitable for applications
on unstructured meshes. The presented version of the Spalart-Allmaras turbulence model comprises
various changes to the original proposal [164] to improve its robustness and convergence properties
[6, 9]. These modifications are frequently used in the literature [63, 78, 89].
The model uses the Boussinesq approximation in slightly modified form since it omits the ρk term in
Eq. (2.35). The eddy viscosity µt is related to an intermediate variable ρν˜∗ by
µt = ρν˜∗fv1 (2.37)
with
fv1 =
χ3
χ3 + c3v1
(2.38)
and
χ =
ν˜∗
ν
. (2.39)
The transport equation for the intermediate working variable ρν˜∗ is modeled as follows:
∂ρν˜∗
∂t
+
∂ (ρν˜∗vj)
∂xj︸ ︷︷ ︸
convection
− 1
Reref
1
σ
∂
∂xj
[
ρ (ν + ν˜∗)
∂ν˜∗
∂xj
]
︸ ︷︷ ︸
diffusion
= QSA , (2.40)
where the source term QSA comprises production, destruction, diffusion and transition terms:
QSA = ρcb1 (1− ft2) ω˜ν˜∗ Production
− 1
Reref
· ρ
(
cw1fw − cb1
c2κ
ft2
)(
ν˜∗
d
)2
Destruction
+
1
Reref
· 1
σ
[
ρcb2
∂ν˜∗
∂xj
∂ν˜∗
∂xj
]
Diffusion
+ Reref · ρft1 |v − vtr|2 Transition
(2.41)
Production term. The magnitude of the modified vorticity, ω˜, is defined as
ω˜ = 2 |ω| fv3 + 1
Reref
· ν˜
∗
c2κd
2
fv2 , with ω =
1
2
∇∧ v . (2.42)
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cκ denotes the von Ka`rma`n constant and d is the distance to the closest solid surface. The functions
fv2 and fv3 are determined by
fv2 =
(
1 +
χ
cv2
)−3
, (2.43)
and
fv3 =
(1 + χfv1) (1− fv2)
χ
. (2.44)
In order to avoid division by zero in Eq. (2.44), χ is replaced by χ = max(χ, 0.001). This is permitted,
since all the functions behave well as χ→ 0.
Destruction term. In the destruction term, the function fw is given by
fw = g
(
1 + c6w3
g6 + c6w3
)1/6
, (2.45)
with
g = r + cw2
(
r6 − r) (2.46)
and
r =
1
Reref
· ν˜
∗
ω˜c2κd
2
. (2.47)
Since fw is nearly constant for large values of g, r is replaced by r = min(r, 10) in order to prevent
overflow in Eq. (2.45). The value of cw1 is expressed by other constants to ensure correct representa-
tion of the logarithmic region, where production is assumed to balance destruction
cw1 =
cb1
c2κ
+
1 + cb2
σ
. (2.48)
Transition specification. In order to provide control over the laminar regions, the production and the
destruction terms are supplemented by the function ft2
ft2 = ct3 exp
(−ct4 χ2) , (2.49)
such that a laminar flow remains laminar and turbulence it not induced by the model itself.
To initiate transition, the function ft1 is introduced, which only acts within a small region of influence
ft1 = ct1 gtr exp
(
−ct2 |ωtr|
2
|v − vtr|2
(
d2 + g2tr d
2
tr
)) (2.50)
with
gtr = min
(
|v − vtr|2
|ωtr|∆xtr , 0.1
)
. (2.51)
ωtr denotes the vorticity at the specified location of transition. dtr and v−vtr are the distance and the
velocity difference between the field point and the location of transition, respectively. ∆xtr represents
the grid spacing at the transition point.
The constants of the Spalart-Allmaras turbulence model are summarized in Table 2.2.
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Table 2.2: Constants of the Spalart-Allmaras turbulence model
constant value constant value constant value
cv1 7.1 cw1 3.2391 ct1 1.0
cv2 5.0 cw2 0.3 ct2 2.0
cb1 0.1355 cw3 2.0 ct3 1.2
cb2 0.622 cκ 0.41 ct4 0.5
– – σ 2/3 – –
2.6 Boundary Conditions
To complete the posed problem of fluid motion, initial values and boundary conditions have to be
prescribed. For the time dependent conservation laws, any physically consistent initial conditions are
suitable in principle, depending on the application at hand. For the treatment of boundary conditions,
we distinguish between two classes of boundaries, namely impermeable walls, which represent the
surface of the geometry, and artificial boundaries of the computational domain, which replace the
true far–field boundaries.
Impermeable Walls at Rest
For inviscid fluid flow, the kinematic condition
vw · n = 0 (2.52)
has to hold at impermeable walls at rest. In case of viscous flows, the no-slip condition
vw = 0 (2.53)
is imposed. Additionally, thermal boundary conditions at the wall are required for viscous flows.
These are Dirichlet conditions in case of an isothermal wall
T = Tw (2.54)
or Neumann conditions for the heat flux
−κ∇Tn = qw . (2.55)
An adiabatic wall is determined by vanishing heat flux qw = 0. At wall boundaries, the eddy
viscosity µt is zero.
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Artificial Far–Field Boundaries
The theory of characteristics [14] provides the mathematical framework for the well-posedness of
far–field boundary conditions, concerning the inviscid part of the governing equations. One distin-
guishes between subsonic and supersonic inflow and outflow conditions,which are characterized by
the eigenvalues of the hyperbolic system of equations. For the solution of the Navier-Stokes equati-
ons, additional Neumann conditions for the flow gradients are required.
For further details, we refer to Chapter 3.8, which provides a comprehensive outline regarding the
numerical implementation of boundary conditions.
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Chapter 3
Numerical Method
3.1 The QUADFLOW Program System
The QUADFLOW program system is an integrated framework for the numerical solution of the Euler
and Reynolds-averaged Navier-Stokes equations for compressible fluid flow. The central objective is
to realize adaptively generated discretizations that are able to resolve the physically relevant phe-
nomena at the expense of possibly few degrees of freedom and correspondingly reduced storage
demands. This requires a careful coordination of the core ingredients namely the discretization of
the underlying system of partial differential equations, the generation and management of suitable
meshes and the adaptation mechanisms.
In order to provide a general orientation, we summarize the main ingredients of the QUADFLOW
program system and sketch its main functionality: We give preference to quadrilateral and hexahedral
meshes that still facilitate best boundary fitted anisotropic meshes for computation of viscous fluid
flow. A key idea is to represent such meshes with as few parameters as possible while successive refi-
nements can be efficiently computed based on the knowledge of these parameters. To retain sufficient
geometric flexibility this is embedded in a multiblock concept. The mesh in each block results from
evaluating a parametric mapping from the computational domain into the physical domain. Such
mappings are based on B-spline representations. The mesh is locally adapted to the solution accor-
ding to the concept of h-adaptation. The adaptation strategy gives rise to locally refined meshes of
quadtree respectively octree type. A key role is played by reliable and efficient refinement strategies.
Here, adaptation criteria are based on multiresolution techniques. Finally, a finite volume scheme that
meets the requirements of the adaptive technique concludes the concept. It is designed to cope with
fairly general cell partitions and allows, in particular, to treat hanging nodes in a unified manner.
The flowchart of the QUADFLOW program system is illustrated in Fig. 3.1. The adaptation cycle,
consisting of grid generation, adaptation and flow solution is repeated until all flow features are
sufficiently captured. The process is determined by the flow problem at hand: For unsteady flows, it
is usually necessary to adapt the mesh at each time step. For steady fluid flow, the transient solution
20 Chapter 3. Numerical Method
is immaterial. In this case, grid adaptation is performed, each time a sufficiently converged solution
has been obtained on an intermediate, locally adapted mesh. The process is terminated, after a
prescribed number of adaptations has been conducted.
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Data Visualization
Restart Files
Data Input



Grid Pre-Processing
Grid Import
Solver Control
Flow Solution
Inviscid/Viscid
Steady/Unsteady
Flow Problem


Finite Volume Method
2nd Order in Time & Space
Convective Upwinding
Explicit/Implicit Time Integration
Discretization



 Iteration
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
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Multiscale Analysis
Grid Adaptation
Solution Transfer
Adaptation


Grid Metric
Grid Connectivity
Grid Generation
Figure 3.1: Flowchart of the QUADFLOW Program System
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3.2 Adaptation Criteria
The mesh adaptation is performed by means of multiscale techniques similar to those used in data
compression. Here we follow a strategy originally developed by A. Harten [88] and elaborated in
modified form by B. Gottschlich-Mu¨ller [82] and S. Mu¨ller [132]. Starting point is a hierarchy of
nested grids Gj := {Ωj,i}i, and corresponding averages uj := {uj,i}i∈Gj , j = 0, . . . , L, see Fig. 3.2.
Here the coarsest grid is indicated by j = 0 and the finest grid by j = L.
Figure 3.2: Sequence of nested grids (isotropic refinement in 2D)
By means of this hierarchy, we successively decompose the averages uL on the finest level L into a
sequence of averages u0 on the coarsest level and details dj, j = 0, . . . , L− 1, see Fig. 3.3.
uL uL−1
dL−1
. . .
. . .
u1
d1
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d0
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
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Figure 3.3: Multiscale transformation
The averages and the details are interpreted as L2–scalar products of the conservative quantities u
and the L1–weighted box function ϕj,i := 1|Ωj,i| χΩj,i and appropriate wavelet functions ψj,i,e, e ∈ E,
i.e.,
uj,i := (u, ϕj,i)L2(Ω), dj,i,e := (u, ψj,i,e)L2(Ω)
where E indicates the set of subcells corresponding to Ωj,i. The construction of the wavelet functions
ψj,i,e is subject to certain constraints, namely, reversibility of multiscale decomposition, local support
of wavelet functions, vanishing moments and stability.
The detail coefficients can be interpreted as differences, which become negligibly small in regi-
ons where the solution is sufficiently smooth. We introduce the set of significant details D :=
{(j, i, e) : |dj,i,e| > j} where j = 2j−L is a level–dependent threshold value.
Since the flow field at hand is supposed to be heterogeneous, the number of significant detail co-
efficients, ND, is much smaller than the number of averages NL corresponding to the finest scale.
The ultimate goal is to perform the multiscale transformation such that the complexity with respect
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to computational time as well as memory requirements corresponds to ND rather than NL, which is
possible due to the work of Gottschlich-Mu¨ller [82] and Mu¨ller [132].
By means of D we determine a locally refined grid with hanging nodes denoted by G, i.e.,⋃
(j,i)∈G Ωj,i and the corresponding sequence of averages uL, := {uj,i}(j,i)∈G . The adapted grid
G is determined by proceeding from coarse to fine. If there exists a significant detail dj,i,e, e ∈ E
corresponding to the cell Ωj,i the grid is locally refined.
Within this thesis, we primarily employ isotropic grid adaptation. Two dimensional quadrilateral
elements are locally subdivided into four cells. In three space dimensions, hexahedral elements are
subdivided into eight siblings, see Fig. 3.4 for illustration.
isotropic
refinement
isotropic
coarsening
Figure 3.4: Schematic of isotropic adaptation for hexahedral elements
For further details on the employed multiscale technique we refer to [45, 46, 82, 83, 84, 131, 132].
3.3 Mesh Generation
3.3.1 Parametric Meshes
It is widely accepted that boundary conforming meshes are preferable for the discretization of vis-
cous fluid flow. Coirer [53] has shown, that purely Cartesian methods fail for compressible, viscous
flows, due to the large variation of the grid metric near the surface of the geometry. At least, a body
fitted mesh is required to adequately resolve the boundary layers. Often, hybrid techniques are em-
ployed, which combine quasi-structured meshes or prismatic grids near the body and unstructured or
Cartesian grids to tessellate the remaining domain [62, 65, 99, 116, 117]. Here we decide for boun-
dary conforming meshes with quadrilateral elements in 2D and hexahedral elements in 3D as basic
element types, since they facilitate best a stable and accurate resolution of boundary layers. Further,
quadrilateral and hexahedral elements are the control volumes of choice since they maintain their
quality in case of isotropic and directional h-adaptation. Similar approaches have been used by J. van
der Vegt [173, 174] and E. van der Maarel [172].
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The multiscale technique outlined in Chapter 3.2 is based on a hierarchy of nested grids. The demand
of a nested grid hierarchy is equivalent to the requirement that the grid can be described analytically
by an invertible parametric mapping from a logical space to the physical domain, see Fig. 3.5 for
illustration.
X ( )u,v
v
u
(1,1)
(0,0)
y
x
Figure 3.5: Parametric mapping of a grid patch in 2D
In this context, the grid metric can be determined simply by a local function evaluation of the pa-
rametric mapping. Furthermore, the grid generation process can completely be decoupled from the
discretization itself, since only a (possibly sparse) representation of the grid function is required,
which can be evaluated during the solution process. The main computational costs of this method
are associated with the fact, that the control volumes may be bounded by curved surfaces. This com-
plicates the computation of the grid metric, e.g. cell volumes and centroids, which requires to apply
suitable quadrature formulas.
3.3.2 B-Spline Representation
For the representation of the curvilinear coordinate systems we use patches of tensor-product B-
splines. B-splines [60, 140] seem to be a very appropriate tool for this task, because they possess
excellent approximation properties, modeling with B-splines is intuitive and the evaluation of B-
splines is fast and numerically stable.
The B-splines are piecewise polynomials of degree p−1. Usually we choose p = 4, i.e. cubic splines.
From this we build surfaces (or planar grids) and volume-mappings by building tensor-products of
the form
x(u, v, w) =
N∑
i=0
M∑
j=0
L∑
k=0
pi,j,k Ni,p(u)Nj,q(v)Nk,r(w). (3.1)
The coefficients pi,j,k are called control points, and N(•) are the B-spline functions in the respective
curvilinear coordinate directions. The control points are no grid points but can be considered as
discrete approximation of the grid function, see Fig. 3.6. Due to the development of fast interpolation
and approximation algorithms [40], discrete, logically Cartesian grids can efficiently be converted to
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Figure 3.6: Control points (left figure) and evaluation of grid function (right figure) in 2D
B-spline form so that existing grid generation tools, for example elliptic or hyperbolic methods, can
easily be integrated into the current concept [39, 41, 46].
3.3.3 Multiblock Concept
To retain sufficient geometric flexibility, the grid generation is embedded in a multiblock concept.
In order to keep the discretizations of the individual blocks as independent as possible and to
avoid global geometrical constraints, we permit geometrically non-conforming block partitions,
see Fig. 3.7 for illustration. In this approach, the grid adaptation and the grid parameterization is
considered independently for each block, which greatly facilitates the block decomposition of the
computational domain.
Block 1
Block 2
Block 3
Block 4
non-matching
block interfaces
Figure 3.7: Non-conforming block arrangement in 2D
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3.4 Finite Volume Discretization
The discretization of the governing equations Eq. (2.18) - Eq. (2.20) is based on a cell centered finite
volume method, which is capable to operate on any set of simply connected, non-overlapping control
volumes with otherwise arbitrary topology. In the following, we summarize the Reynolds-averaged
Navier-Stokes equations in integral form and in Cartesian coordinates, as being employed for the
finite volume discretization:
∫
Ω
∂u
∂t
dV +
∮
∂Ω
(
F c(u)− 1
Reref
F d(u)
)
n dS =
∫
Ω
QdV . (3.2)
u = (ρ, ρu, ρv, ρw, ρetot, ρν˜
∗ )T denotes the vector of the unknown conserved quantities with
u, v, w velocity components in the direction of the Cartesian coordinates x, y, z. ν˜∗ is the intermediate
working variable of the Spalart-Allmaras turbulence model, introduced in Chapter 2.5. F c and F d
represent the convective fluxes including pressure and the diffusive flux functions, respectively. The
projection of the fluxes into normal direction are expressed by
F c · n = F cx · nx + F cy · ny + F cz · nz , (3.3)
F d · n = F dx · nx + F dy · ny + F dz · nz . (3.4)
The convective fluxes read
F cx =

ρu
ρu2 + p
ρuv
ρuw
u(ρetot + p)
ρuν˜∗

, F cy =

ρv
ρuv
ρv2 + p
ρvw
v(ρetot + p)
ρvν˜∗

, F cz =

ρw
ρuw
ρvw
ρw2 + p
w(ρetot + p)
ρwν˜∗

. (3.5)
The diffusive fluxes are defined as
F dx =

0
τ effxx
τ effyx
τ effzx
Ψx
(µ + ρν˜∗)
σ
∂ν˜∗
∂x

, F dy =

0
τ effxy
τ effyy
τ effzy
Ψy
(µ + ρν˜∗)
σ
∂ν˜∗
∂y

, F dz =

0
τ effxz
τ effyz
τ effzz
Ψz
(µ + ρν˜∗)
σ
∂ν˜∗
∂z

(3.6)
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with
Ψx = uτ
eff
xx + vτ
eff
xy + wτ
eff
xz + κ
eff ∂T
∂x
,
Ψy = uτ
eff
yx + vτ
eff
yy + wτ
eff
yz + κ
eff ∂T
∂y
,
Ψz = uτ
eff
zx + vτ
eff
zy + wτ
eff
zz + κ
eff ∂T
∂z
.
For an isentropic Newtonian fluid , the components of the shear-stress tensor are given by
τ effxx = 2µ
eff ∂u
∂x
− 2/3µeff
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
,
τ effyy = 2µ
eff ∂v
∂y
− 2/3µeff
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
,
τ effzz = 2µ
eff ∂w
∂y
− 2/3µeff
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
,
τ effxy = τ
eff
yx = µ
eff
(
∂u
∂y
+
∂v
∂x
)
, (3.7)
τ effxz = τ
eff
zx = µ
eff
(
∂u
∂z
+
∂w
∂x
)
,
τ effyz = τ
eff
zy = µ
eff
(
∂v
∂z
+
∂w
∂y
)
.
The effective viscosity µeff and the effective thermal conductivity κeff include the influence of
turbulence according to
µeff = µ + µt , (3.8)
and
κeff =
γ
γ − 1
(
µ
Pr
+
µt
Prt
)
. (3.9)
The source term Q contains various contributions, depending on the application at hand. In the case
of turbulent flows, source terms of the turbulence model are required according to Eq. (2.41). In order
to simulate unsteady fluid flow about rigid bodies in arbitrary motion, we introduce a moving frame
of reference, that is rigidly connected to the body (Chapter 4.3.9). In that case, source terms due to
rigid body motion are determined according to Eq. (4.19) and Eq. (4.20).
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3.5 Data Structures
3.5.1 Concept of Polyhedral Elements
The adaptive concept calls for a discretization scheme, that is able to cope with fairly general grid
partitions and in particular with hanging nodes. Due to the very local nature of the adaptation and
the heterogeneous tessellation of the domain, it appears to be most suitable for the discretization
to consider the grid as a fully unstructured mesh, composed of simply connected elements with
otherwise arbitrary topology. This approach retains a high flexibility for future developments, since
the flow solver is not restricted to operate on locally refined quadrilateral/hexahedral cells, but may
be combined with any grid topology, e.g. mixed element type grids.
Two basic approaches have emerged in the literature to address the problem of hanging nodes. The
first one is based on introducing transition elements, which aim to remove hanging nodes from the
computational grid [35]. The major drawback of this concept is that buffer elements introduce consi-
derable constraints for successive grid refinement and require data management for handling different
element types. Here, we follow a different strategy, which is often related to as grid transparent ap-
proach [89]. It allows to process different element types in a unified manner, rather than to distinguish
between different classes of elements. Within a grid transparent framework, hanging nodes which ei-
ther occur at non-matching block-interfaces or due to local grid adaptation, do not require any special
treatment [53, 63, 64, 78]. The key idea is based on the concept, that the data structure of the flow
solver is primarily based on the faces of the grid [19, 116], rather than on the elements. A face based
data structure has the advantage that there are no limitations on the number of faces, which can be
connected to a cell. The evaluation of fluxes and their contribution to cells can be efficiently imple-
mented by sweeps over the faces, i.e. by face based gather/scatter loops. Fig. 3.8 illustrates the flux
contributions to a polygonally bounded cell in two space dimensions.
Figure 3.8: Contribution of fluxes for polygonally bounded control volume (2D illustration)
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3.5.2 Classification of Grid Objects
The geometric composition of any unstructured mesh can be classified by three basic types of so-
called grid objects, namely cells, faces and nodes, see Fig. 3.9 for illustration.
Node
Cell
Face
Symbol Legend
Figure 3.9: Elementary grid objects of unstructured mesh (2D illustration)
With each elementary grid object, we associate data concerning the grid metric and the flow solution,
respectively. The related data, which are in primary conjunction with the different grid objects under
consideration, are summarized in Table 3.1.
Table 3.1: Data associated with grid objects
Grid Object Associated Geometric/Solution Data
Cell coordinate of centroid xcell
volume V
solution vector u
Face area A
normal vector n
coordinate of face midpoint xface
solution vector of left and right state uL,uR
Node coordinate xnode
The numerical integration of surface integrals is based on the midpoint rule. Accordingly, the normal
vector n as well as the reconstructed solution vectors uL,uR for the upwinding of convective fluxes,
are associated with the midpoint of the face, xface. At boundary faces1 the normal vector is uni-
quely defined always to point into the interior of the flow domain. This convention allows a unified
treatment of boundaries.
1In general terms, a boundary face is any face of the grid that limits the computational domain. No matter of its
associated boundary condition, e.g. a rigid surface or a far-field boundary.
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3.5.3 Interconnection between Grid Objects
Grid objects are related to each other via connectivity lists. Primarily, two types of pointers are
required: A link between faces and cells, that share the face in question, and a connection between
faces and nodes, that belong to the face. An interior face2 always separates two cells, which are
denoted as left cell and right cell of a face. A cell is categorized as being on the right hand of a
face, if the normal vector directs into the cell. Otherwise, it is denoted as left cell. According to our
convention for the definition of the normal direction at boundaries, see Chapter 3.5.2, the interior
domain is always located on the right hand side of a boundary face, while the exterior domain is
placed on the left hand side.
For higher order methods in space it is often useful or even mandatory not only to comprise the
direct face neighbors of a cell, but also to consider other cells in the proximate neighborhood, e.g.
vertex neighbors. In this case, the face based data structure is not sufficient to provide the complete
information, but has to be supplemented by an additional data structure, that explicitely stores the
set of neighbor cells. The set of neighbor cells, that locally support the discretization, is commonly
denoted as stencil or support of the cell. Since the size of the stencils can differ for each cell, the
stencils are stored via a compact sparse row (CSR) format [152]. Two arrays are required to store
the stencils in a memory efficient way. The first array ja contains the complete set of stencils for all
cells of the grid. The members of each stencil are stored in a contiguous sequence. The second array
ia provides pointers for each individual cell, which direct to the memory location within the array
ja, where the first member of the corresponding stencil is stored. Fig. 3.10 illustrates the storage of
stencils for a generic grid in two space dimensions. The stencils considered in this example include
direct face neighbors and vertex neighbors.
2
1
3
4
4
8
1 3 4 6 1 2 4 5 7
42
8 9
3
1 2
4 6
7 8
9 105
1
1
2
2
3
3
4 5 6 7 8 9 10
10
44434211ja
ia
Sparse
CSR Storage of
Enlarged Stencils
Figure 3.10: Compact storage of stencils for generic grid in 2D
2A face is denoted as interior face, if it belongs to the interior of the domain, but not to its boundary.
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3.6 Discretization of Convective Fluxes
3.6.1 Upwind Methods
Neglecting viscous effects and volume supply of sources, the conservation laws Eq. (2.1)-Eq. (2.3)
represent the Euler equations, which are non-linear and of hyperbolic type. Upwind methods ade-
quately account for the directed transport of information within the solution domain. In general, one
distinguishes between two different classes of convective upwinding, namely between flux-vector
splitting and flux-difference splitting methods.
Flux-Vector Splitting:
Flux-vector splitting methods introduce upwinding into systems of hyperbolic conservation laws by
decomposing the flux vector F c (u) = F c+ (u)+F c− (u) in such a way, that the associated Jacobian
matrices ∂F c+/∂u, ∂F c−/∂u have no negative and no positive eigenvalues, respectively.
Flux-Difference Splitting:
The concepts of flux-difference splitting methods are based on the pioneering work of Godunov [81].
The basic idea is to locally solve quasi one-dimensional Riemann problems3 at cell interfaces. Depen-
ding, if the Riemann problems are solved exactly or in an approximative manner, one distinguishes
between Godunov- and Godunov-type schemes [85].
Within the QUADFLOW program system, a variety of upwind schemes have been integrated. In par-
ticular, we consider the HLLC scheme due to Batten and Leschziner [24], AUSMDV [181] by Wada
and Liou and Roe’s approximate Riemann solver [148]. These methods are primarily based on the
approximate solution of Riemann problems. Further, the flux-vector splitting methods according to
van Leer [176] and a modified variant introduced by Ha¨nel and Schwane [87] are incorporated. For
low Mach number flows, the AUSMDV(P) method proposed by Edwards and Liou is employed [72].
Within the scope of this thesis, our preference of choice is the HLLC scheme. For inviscid flows with
strong discontinuities, e.g. hypersonic flows, we favor the flux-vector splitting of Ha¨nel and Schwane,
due to its robustness. In the following, the HLLC scheme, the Ha¨nel/Schwane flux-vector splitting
and the AUSMDV(P) method are presented in detail. For a description of the remaining upwind me-
thods, we refer to the cited literature. For further information upon upwind methods, the interested
reader may consult the excellent book by Toro [168]. Recently, van Keuk [175] conducted a detailed
comparison of various upwind schemes, with emphasis on high speed flows.
3A Riemann problem of hyperbolic conservation laws consists of the interaction of the two semi-infinite initial states
u(x, t0) = uL, for x < 0 and u(x, t0) = uR, for x ≥ 0.
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3.6.1.1 HLLC Flux-Difference Splitting
Toro et al. [169] proposed the HLLC scheme, which is based on the concept of average-state ap-
proximations of the Riemann problem. Batten et al. [23, 24] have shown that with a suitable choice
of all wave speeds, the method is capable of exactly preserving isolated shocks, contact, and shear
waves, which are desired attributes to predict viscous flows accurately. Further, the entropy condition
is inherently enforced by the scheme, i.e. neither an entropy correction nor a shock fix are required.
The HLLC scheme assumes two intermediate states u∗L and u∗R within the region bounded by the
slowest and the fastest wave speeds SL and SR. u∗L and u∗R are divided by the contact wave, which
moves with the velocity SM , see Fig. 3.11 for illustration.
t
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Figure 3.11: Wave pattern of the HLLC scheme
The wave speeds SL and SR are computed according to Einfeldt et al. [73]
SL = min
[
λ1 (uL) , λ1
(
uRoe
)]
, SR = max
[
λm (uR) , λm
(
uRoe
)]
, (3.10)
where λ1 = vn − a and λm = vn + a denote the smallest and largest eigenvalues, with vn = vn.
λ1
(
uRoe
)
and λm
(
uRoe
)
represent the corresponding eigenvalues of the associated Roe matrix [148].
An alternative choice for SL and SR is proposed by Davis [59], which has also been used in [174] for
transonic flows and has been implemented, too:
SL = min [λ1 (uL) , λ1 (uR)] , SR = max [λm (uL) , λm (uR)] . (3.11)
The choice of the contact wave speed SM is based on the approach of Batten et al. [23]
SM =
ρR vn,R (SR − vn,R)− ρL vn,L (SL − vn,L) + pL − pR
ρR (SR − vn,R)− ρL (SL − vn,L) . (3.12)
By construction of the contact wave speed, the intermediate pressure p∗ is constant over the contact
wave: p∗ = p∗L = p
∗
R, which is obtained from
p∗ = ρL (vn,L − SL) (vn,L − SM) + pL = ρR (vn,R − SR) (vn,R − SM) + pR . (3.13)
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Introducing the intermediate vector of state u∗L
u∗L =
SL − vn,L
SL − SM uL +
1
SL − SM

0
(p∗ − pL)n
p∗ SM − pL vn,L
0
 (3.14)
the numerical flux function is expressed as follows:
F cHLLC (uL,uR) =

F c (uL) if SL > 0
F c (u∗L) if SL ≤ 0 < SM
F c (u∗R) if SM ≤ 0 ≤ SR
F c (uR) if SR < 0
(3.15)
with
F c (u∗L) = SM u
∗
L +

0
p∗n
p∗SM
0
 . (3.16)
The relevant expressions for F c (u∗R) are obtained by interchanging the subscripts L ↔ R in
Eq. (3.14) and Eq. (3.16).
3.6.1.2 Flux–Vector Splitting (van Leer, Ha¨nel/Schwane)
The concept of flux-vector splitting methods is based on a decomposition of the convective flux
according to
F c (u) = F c+ (u) + F c− (u) , (3.17)
so that the eigenvalues of the corresponding Jacobians
A+ = ∂F
c+
∂u
, A− = ∂F
c−
∂u
(3.18)
are non-negative
(
λ+k ≥ 0
)
or non-positive
(
λ−k ≤ 0
)
.
One of the most popular flux-vector splitting methods was proposed by van Leer [176], which is still
in common use for inviscid flow simulations [115, 133]. Ha¨nel and Schwane introduced a modifica-
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tion that originally has been developed for applications to high speed flows [87]:
F c±FV S = ±
1
4
ρa
(vn
a
± 1
)2

1
v + n
p
ρa
(
−vn
a
± 2
)
htot
ν˜∗
 (3.19)
It preserves the total enthalpy for inviscid, steady flows. Ha¨nel and Schwane suggest the choice of
the critical speed of sound
a = a∗ =
√
2
γ − 1
γ + 1
htot . (3.20)
Finally, the flux-vector splitting is determined by
F cFV S =

F c+ (uL) , if vn ≥ a
F c− (uR) , if vn ≤ a
F c+ (uL) + F
c− (uR) , if −a < vn < a
(3.21)
3.6.1.3 AUSMDV(P) (Edwards/Liou)
For low-speed flows, the solution accuracy of standard upwind schemes or central differencing me-
thods comprising artificial viscosity often deteriorates, since the numerical dissipation does not beha-
ve appropriately as the Mach number goes to zero [105, 170, 180]. Edwards and Liou [72] extended
the AUSMDV scheme originally proposed by Wada and Liou [181] to operate at all flow speeds. For
low Mach numbers, the method provides scaling of the numerical dissipation with the velocity mag-
nitude rather than with the speed of sound and satisfies the need for maintaining pressure-velocity
coupling. The modified scheme is denoted as AUSMDV(P), which is applied in conjunction with
the time-derivative preconditioning technique presented in Chapter 3.9.1. The methodology serves
to bridge the gap between density-based schemes for compressible flows and pressure-based approa-
ches for incompressible flows. A major benefit of employing a unified framework lies in its capability
to cope with flow problems that simultaneously contain both compressible as well as (quasi-) incom-
pressible flow regions.
The inviscid interface flux of the AUSMDV(P) scheme is split into a convective contribution and a
pressure contribution, which is common for all variations within the AUSM family:
F cAUSMDV (P ) =
1
2
[
(ρvn) 1
2
(ΦL + ΦR) + |(ρvn) 1
2
| (ΦL −ΦR)
]
+ Ψ 1
2
(3.22)
with
Φ =

1
v
H
ν˜∗
 , Ψ 12 =

0
p 1
2
n
0
0
 . (3.23)
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To define the interface quantities (ρvn) 1
2
and p 1
2
, the preconditioned Mach number M˜ is introduced:
M˜L/R =
vn,L/R
a˜ 1
2
, (3.24)
where the preconditioned speed of sound a˜ 1
2
at the interface is given by
a˜ 1
2
= f 1
2
a 1
2
. (3.25)
The function f 1
2
is determined by the eigenvalues of the preconditioned system
f 1
2
=
√(
1−M2r 1
2
)2
M21
2
+ 4M2r 1
2
1 + M2r 1
2
. (3.26)
The subscript 1
2
denotes the evaluation of M = vn/a and Mr = Ur/a as the arithmetic average of
the respective quantity between the left state and the right state, where the reference velocity Ur is
determined according to Eq. (3.98).
Furthermore, the interface Mach numbers M¯L and M¯R are required:
M¯L =
1
2
[(
1 + M2r 1
2
)
M˜L +
(
1−M2r 1
2
)
M˜R
]
, (3.27)
M¯R =
1
2
[(
1 + M2r 1
2
)
M˜R +
(
1−M2r 1
2
)
M˜L
]
. (3.28)
The mass flux (ρvn) 1
2
and the pressure p 1
2
at the interface are determined as polynomials in the
interface Mach number M¯ ∈ [M¯L, M¯R]. Three sets of polynomials are used:
M±(1) =
1
2
(M¯ ± ∣∣M¯ ∣∣) (3.29)
M±(4) =
 ±
1
4
(M¯ ± 1)2 ± 1
8
(M¯2 − 1)2 , if ∣∣M¯ ∣∣ < 1
M±(1) , otherwise
(3.30)
P±(5) =

1
4
(M¯ ± 1)1(2∓ M¯)± 3
16
M¯(M¯2 − 1)2 , if ∣∣M¯ ∣∣ < 1
(1/M¯)M±(1) , otherwise
(3.31)
Finally, the interface quantities (ρvn) 1
2
and p 1
2
are determined by means of
(ρvn) 1
2
= a˜ 1
2
(
ρL m
+
1
2
+ ρR m
−
1
2
)
, (3.32)
p 1
2
= P+(5)(M¯L) pL + P−(5)(M¯R) pR , (3.33)
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where m+1
2
and m−1
2
are defined as follows:
m+1
2
= M+(1)(M¯L) +
ω+
2
{ 1 + 1
M2ref 1
2
[M+(4)(M¯L)−M+(1)(M¯L)] (3.34)
+
1− 1
M2ref 1
2
[M−(4)(M¯R)−M−(1)(M¯R)]}
m−1
2
= M−(1)(M¯R) +
ω−
2
{ 1 + 1
M2ref 1
2
[M−(4)(M¯R)−M−(1)(M¯R)] (3.35)
+
1− 1
M2ref 1
2
[M+(4)(M¯L)−M+(1)(M¯L)]}
The expressions for ω+ and ω− are defined by
ω+ =
2 (p/ρ)L
(p/ρ)L + (p/ρ)R
, (3.36)
ω− =
2 (p/ρ)R
(p/ρ)L + (p/ρ)R
. (3.37)
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3.6.2 Higher Order Method in Space
The higher-order extension of the upwind scheme is crucial to obtain accurate solutions of the
governing equations. Let RkN (Ωi) be a piecewise defined reconstruction operator, which serves as a
pseudo inverse of the cell-averaging operator Ci. The reconstruction operator is subject to certain
constraints, as
i) conservation of the mean,
ii) accuracy for smooth functions,
iii) compact support.
Conservation of the mean requires that
wi = Ciw =
1
Vi
∫
Ωi
w(x) dV =
1
Vi
∫
Ωi
RkN (Ωi) dV , ∀x ∈ Ωi . (3.38)
wi denotes the cell-averaged value of the continuous function w(x) within the cell Ωi. We choose a
polynomial ansatz function for the reconstruction operator, which is a truncated Taylor series expan-
sion about the centroid xi of Ωi. The reconstruction is said to be k−exact [20], when RkN (Ωi) exactly
reconstructs any polynomial P (x) of degree k or less, which implies that
RkN (Ωi) = w(x) +O(∆xk+1) , w ∈ P . (3.39)
A piecewise constant reconstruction (k=0) represents a first order approximation, which is not suf-
ficient for practical applications. To obtain second-order accuracy in space, a linear reconstruction
(k=1) is employed
w (x)|Ωi = wi + (x− xi)
T · ∇wi , x ∈ Ωi . (3.40)
Most commonly, the reconstruction is applied to the set of conservative variables, primitive variables
or characteristic variables. Within the present work, the set of primitive variables w ∈ {ρ,v, p, ν˜∗} is
preferred, if not stated otherwise.
The support N (Ωi) of the reconstruction implies a locality of the ansatz function within a close
vicinity of Ωi. N (Ωi) has to be chosen sufficiently large to determine a unique solution of the recon-
struction polynomial RkN (Ωi). In the current framework, N (Ωi) is based on a fixed set of cells, which
support the reconstruction. We distinguish between two types of stencils: The first type is denoted as
compact stencil. It includes all neighbors of Ωi, that share a common face with Ωi (face neighbors).
The second type is denoted as enlarged stencil. In addition to the support of the compact stencil, it
contains neighboring cells that share a common vertex with Ωi, but no face (vertex neighbors). Both,
face neighbors and vertex neighbors are referred to as distance-one neighbors.
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3.6.2.1 Gradient Approximation for Higher Order Methods
For unstructured meshes, the least-squares technique [18] and the Green-Gauss method [21] are com-
monly employed techniques to approximate the gradient ∇wi at the centroid of Ωi. Several investi-
gations have shown, that generally the least-squares reconstruction provides more accurate gradient
estimates than the Green-Gauss reconstruction [5, 90]. This particularly holds for highly distorted
grids, that exhibit large variations of the metric.
Least-Squares Reconstruction
The principle of the least-squares reconstruction is to minimize the error in reconstructing the integral
cell averages wj,∀j ∈ N (Ωi) of the neighboring cells, that locally support the reconstruction:
min
∑
j∈N (Ωi)
||Cjw(x)− wj||2 (3.41)
For the linear reconstruction, the (usually) over-determined system of equations can be written as
H∇wi = ∆wi , (3.42)
where
H =
 Ψi,1 ∆xi,1 Ψi,1 ∆yi,1 Ψi,1 ∆zi,1... ... ...
Ψi,N ∆xi,N Ψi,N ∆yi,N Ψi,N ∆zi,N
 , ∆wi =
 Ψi,1 ∆wi,1...
Ψi,N ∆wi,N
 (3.43)
with ∆(•)i,j = (•)j − (•)i. Each equation of the linear system (3.42) may be augmented with a
weighting factor Ψi,j , that can be a function of the geometry and/or the solution. For Ψi,j = 1,
the reconstruction is referred to as unweighted least-squares problem, otherwise as weighted least-
squares problem. Geometric weights are usually based on a distance function of the form Ψi,j =
|xj − xi|p [18, 89, 139]. Ollivier-Gooch advocates the use of data-dependent weighting factors, that
provide the least-squares problem with essentially non-oscillatory (ENO) properties [138, 139]. In
[18] Barth suggests data-dependent weights to add the flavor of upwinding to the reconstruction.
Within the current framework, only the unweighted least-squares problem (Ψi,j = 1) is considered.
Eq. (3.42) is solved in a least-squares sense utilizing normal equations
HTH∇wi = HT∆wi ⇒ ∇wi = (HTH)−1HT∆wi . (3.44)
Since the matrix (HTH)−1 solely depends on the grid metric, its symmetric elements are pre-
computed and stored in memory. For the considered applications, solving the least-squares problem
by means of a numerically more robust Householder transformation has not yielded any advantages
in terms of accuracy and robustness, but was found to be significantly more expensive.
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Green-Gauss Reconstruction
Barth and Jaspersen [21] propose the utilization of the Green-Gauss theorem to compute the average
gradient of w over the surface ∂Γi of a bounding control volume Γi
∇wi = 1|Γi|
∮
∂Γi
wn dS . (3.45)
Here, the auxiliary control volume Γi is defined by connecting the centroids of the neighboring
cells of Ωi, that support the reconstruction, see Fig. 3.12(a) for illustration. The contour integral is
evaluated by a trapezoidal rule for each segment of ∂Γi. At boundaries of the computational domain,
it is important that ∂Γi includes the cell Ωi itself, see Fig. 3.12(b). Within the current framework,
the Green-Gauss reconstruction technique is applied in two space dimensions only, using enlarged
stencils. Several authors also use the cell Ωi itself as control volume for the Green-Gauss reconstruc-
tion [76, 77]. In this case, the solution has to be interpolated from the cell centers to the nodes or the
faces of the control volume to evaluate the surface integral.
(a) interior cell (b) boundary cell
Figure 3.12: Green-Gauss reconstruction in two space dimensions, based on enlarged stencil. ■ centroid of
central cell,  centroid of auxiliary cells
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3.6.2.2 Monotonicity Enforcement
At local extrema and discontinuities, the reconstruction polynomial may generate new extrema and
therefore cause spurious oscillations in the numerical solution. In order to circumvent this problem,
the reconstruction is supplemented by a slope limiter φ ∈ [0, 1], which locally controls the spatial
accuracy of the scheme between second order (φ = 1) and first order (φ = 0)
w (x)|Ωi = wi + φi (x− xi)
T · ∇wi . (3.46)
The reconstruction is subject to the constraint, that the minimum and the maximum average cell
values of the local support N (Ωi) must not be exceeded [21]
wminN (Ωi) ≤ w(x) ≤ wmaxN (Ωi) (3.47)
with
wmaxN (Ωi) = maxj∈N (Ωi)
{wi, wj} , wminN (Ωi) = minj∈N (Ωi) {wi, wj} .
Eq. (3.47) is enforced at the gauss quadrature points of the faces, that bound the control volume Ωi.
Barth and Jaspersen [21] propose the following limiter function:
φi,g =

min
(
1,
w+i,g
w−i,g
)
, if w−i,g = 0
1 , if w−i,g = 0
(3.48)
with
w−i,g = wg − wi ,
w+i,g =
 w
max
N (Ωi) − wi, if w−i,g > 0
wminN (Ωi) − wi, if w−i,g < 0
wg denotes the unlimited reconstructed value of w at the Gauss quadrature point xg. Since condition
(3.48) has to be fulfilled at every quadrature point of the faces that bound the control volume, the
final limiter is taken as the corresponding minimum value φi = min (φi,g).
The limiter of Barth and Jaspersen provides monotone solutions across discontinuities, but it suffers
from several major drawbacks: Due to its non-differentiable minmod property, the limiter reacts sen-
sitive to small fluctuations. This behavior can reduce the accuracy even in smooth flow regions and
deteriorate the solution [5, 64, 101]. Furthermore, the limiter can severely hamper the convergence to
steady state [5, 77, 89, 178]. Caused by fluctuations within the solution, the limiter function may not
settle down but continuously oscillate between different states, which is referred to as limiter clipping
[53]. Even in smooth flow regions near the far-field of the computational domain, the limiter may re-
act to machine-zero noise and perform random oscillations, inhibiting convergence of the residual to
machine-zero.
40 Chapter 3. Numerical Method
Venkatakrishnan [178] proposed a limiter, that has been designed specifically to enhance convergence
to steady state. It is based on the van Albada limiter and consists of the ratio of two differentiable
polynomials of second degree:
φi,g =

w+
2
i,g + 2w
+
i,gw
−
i,g + V
w+
2
i,g + w
+
i,gw
−
i,g + 2w
−2
i,g + V
, if w−i,g = 0
1 , if w−i,g = 0
(3.49)
The coefficient V is typically set to V ∈ [10−4, 10−6] in our applications.
The limiter functions defined by Eq. (3.48) and Eq. (3.49) act in an isotropic manner, i.e. they af-
fect the gradient in all directions equally. This procedure may cause unnecessarily high numerical
dissipation. Less dissipative limiters may be constructed by directional limiting [5, 171, 173]. In [5],
Aftosmis et al. apply Barth’s limiter to the gradient in the normal direction of the face only, while its
tangential components remain unlimited.
Radespiel and Kroll [144] have found, that for the considered test case of the transonic, turbulent
flow about the RAE2822 airfoil, the application of the limiter in the wall-normal direction introduced
oscillations of the solution within the boundary layer4. The particular problem is based on the fact,
that the contravariant velocity component in the wall-normal direction is close to zero. In this case,
the individual limiting of the velocity components has led to an erratic behavior. The problem has
been remedied by a directional limiting, established by selecting the threshold value of the limiter,
similar to Eq. (3.49), as a function of velocity direction.
In some cases of inviscid, transonic flows about airfoils, we have experienced erratic pressure dis-
tributions on the surface, which may be attributed to the limiting in the wall-normal direction, close
to the geometry. In our opinion, the reason is erratic limiting at the first layer of the faces, next to
the surface. This problem has to be considered in close relation to the use of one-sided stencils at
boundaries.
Based on these observations, we propose the following directional dependence of V on the relative
normal velocity component vreln = |vn| / |v|
V =

V,min , if vreln ≥ rel
V,max +
V,min − V,max
rel
vreln , if vreln < rel
(3.50)
We choose rel = 0.05 and max = 0.05. I.e., only a weak limiting is employed if the local flow
direction is tangential to the face in question. This procedure has successfully been applied to inviscid
flows about airfoils in two space dimensions. Its application is not intended for flows containing
4Computations were carried out on a structured grid, using MUSCL extrapolation in conjunction with the van Albada
limiter.
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strong discontinuities that are aligned parallel to the local flow direction, since in this case, a large
value of V = V,max is not adequate and may cause the limiting process to fail.
Although Venkatakrishnan’s limiter already improves convergence to steady state, for flows contai-
ning (strong) discontinuities it is often not sufficient. In our opinion, the main problem is due to
limiter clipping at discontinuities (we also refer to [64]). Several techniques are presented in the li-
terature, that aim to modify the evolution of the limiter in order to reduce its fluctuation between
different states. A widely employed technique is to freeze the limiter globally, after the residual has
decreased a certain amount and the solution can be regarded as being sufficiently settled [53]. Al-
though this technique has successfully been used for a variety of applications, the monotonicity of
the scheme cannot be guaranteed in all cases, such that the computation may break down. Delanaye
[64] has proposed a historical modification of the limiter. After reaching a “nearly” converged solu-
tion, the limiter is updated only, if its present value is smaller than its value at the previous time step:
φi = min(φi(t
n), φi(t
n−1)). Another historical modification of the limiter has been suggested by
Galle [77]. In this approach, the variation of the limiter function is restricted between two successive
iterations, which also allows for an increase of the limiter. Let ∆φi = φ(a)i (tn) − φi (tn−1) denote
the difference between the non-modified limiter φ(a)i at the actual time step tn and the limiter at the
previous time step φi (tn−1). The final limiter φi (tn) is determined by
φi (t
n) =
{
φi (t
n−1) + r−φ ∆φi , if ∆φi ≤ 0
φi (t
n−1) + r+φ ∆φi , if ∆φi > 0
(3.51)
The relaxation factor r−φ is defined as
r−φ = max
(
1,
||R||−1 + cφ
||R||−2 + 2 ||R||−1 + cφ
)
, (3.52)
with cφ = 102fφ . The factor fφ denotes the order of magnitude, by which the normalized residual ||R||
has to decrease, so that r−φ = 0.5. Since excessive limiting degrades the accuracy of the solution, the
increase of the slope limiter is less restricted than its decrease. Accordingly, the relaxation factor r+φ
is chosen as
r+φ = min
(
1, 10 r−φ
)
. (3.53)
In the current work, we employ the historical modification by Delanaye [64], since it appears to be
the most robust technique.
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3.7 Discretization of Diffusive Fluxes
For the discretization of the diffusive fluxes, the gradients of the velocity vector, ∇vi, of the tem-
perature, ∇T , and of the turbulence quantity, ∇ν˜∗, need to be determined at the cell interfaces. On
structured grids, the gradients are usually estimated by central differences in the corresponding cur-
vilinear coordinate direction. This approach is regarded as straightforward and the discretization of
the diffusive fluxes generally receives little attention. In the case of unstructured grids of arbitrary
topology, preferred coordinate directions do not exist in general, which makes the approximation of
gradients considerably more complicated. Two of the most comprehensive studies dedicated to the
discretization of diffusive fluxes on unstructured grids are presented by Coirer [53, 54] and Haselba-
cher [89, 90, 91], as far as known to the present author.
In the following sections, we will first outline some of the mathematical means to evaluate the quality
of the discretization scheme under consideration. Then, we will present two different methods for the
approximation of gradients at cell interfaces, which are frequently used in the literature and for which
a detailed analysis is available.
3.7.1 Tools for the Analysis of Diffusive Flux Formulae
The Laplace equation usually serves as a model equation for the mathematical analysis of discrete
formulae for the diffusive fluxes [53, 63, 89]. For incompressible flows with constant viscosity, the
diffusive fluxes are proportional to the Laplace operator of the velocity and of the temperature. The
discrete form of the Laplace equation L (w) = ∇2w = 0 for any scalar quantity w can be written as
L (w) =
N∑
n=0
αnwn = 0 , (3.54)
where αn represents the weighting factor of the solution wn. An important property of the Laplace
equation is the maximum principle, which states that the extrema of the solution are located on the
boundaries, but not in the interior of the domain. In the discrete case, the maximum principle implies
that the value w0 at the central cell is bounded by the values wn of the neighbors, that are employed
for the discretization of L (w0):
min (w1, . . . , wN) ≤ w0 ≤ max (w1, . . . , wN) (3.55)
Eq. (3.54) can be solved for w0
w0 =
N∑
n=1
βnwn , with βn = −αn
α0
. (3.56)
The discrete maximum principle is satisfied, if all βn ≥ 0, n = 1, . . . , N , which characterizes the so-
called “positivity” of the discretization. The positivity of the discretization is essential to maintain the
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positivity of quantities, which are positive by definition, e.g. the turbulence kinetic energy. Further,
violating the attribute of positivity may have a negative impact on the convergence of the solution
[65].
Another important issue is the accuracy and the consistency of the discretization. The analysis of
these properties is based on a Taylor series expansion for each wn about the centered cell value w0.
For the sake of brevity, we will concentrate the further discussion on a discretization in two space
dimensions only. The discretized Laplace equation reads in two space dimensions as follows:
L (w) =
(
N∑
n=0
αn
)
+
(
N∑
n=0
αnξn
)
∂w
∂x
+
(
N∑
n=0
αnηn
)
∂w
∂y
+
1
2
(
N∑
n=0
αnξ
2
n
)
∂2w
∂x2
+
(
N∑
n=0
αnξnηn
)
∂2w
∂x∂y
(3.57)
+
1
2
(
N∑
n=0
αnη
2
n
)
∂2w
∂y2
+O (ξ3n, η3n)
where ξn = xn − x0, ηn = yn − y0. The discretized Laplace equation has a truncation error of first
order in space, if the following conditions are met:
N∑
n=0
αn = 0,
N∑
n=0
αnξn = 0,
N∑
n=0
αnηn = 0
(3.58)
N∑
n=0
αnξ
2
n = 2 ,
N∑
n=0
αnξnηn = 0 ,
N∑
n=0
αnη
2
n = 2
The detailed analyses of various schemes by Coirer [53] and Haselbacher [89] show that accuracy
and positivity cannot be achieved simultaneously on arbitrary grids and that they are essentially two
conflicting properties. I.e., a compromise between positivity and accuracy has to be made.
3.7.2 Gradient Estimation for Diffusive Fluxes
In the following, we present two approaches suitable for unstructured meshes, that are frequently
used in the literature to estimate the gradients of the flow quantities at the cell interfaces. In both
cases, an acceptable compromise between positivity and accuracy has been found in the literature for
locally adapted, Cartesian grids.
Method I: Gradient computation based on averaging
The simplest procedure is to compute the gradients of any scalar quantity of interest, ∇w, within
each cell and to average ∇w between the two cells that share a face on its left hand side (∇wL) and
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on its right hand side (∇wR), respectively, [77]
∇w|face =
1
2
(∇wL +∇wR) . (3.59)
The gradients ∇wL and ∇wR are provided by the unlimited reconstruction procedure. This dis-
cretization scheme leads to an odd-even point decoupling, which supports undamped oscillatory
modes [89, 96, 117]. The problem can be remedied by approximating the gradient in the directi-
on lLR = xR − xL, that connects the centroids of the left cell and the right cell of the face, by the
divided difference
∂w
∂lLR
∣∣∣∣
face
=
wR − wL
|lLR| . (3.60)
Finally, the gradient is expressed by combining Eq. (3.59) and Eq. (3.60)
∇w|face = ∇w
∣∣
face
−
(
∇w∣∣
face
· lLR|lLR| −
wR − wL
|lLR|
)
lLR
|lLR| , (3.61)
where ∇w∣∣
face
is the averaged gradient, according to Eq. (3.59). This approach has been used by
a variety of authors [89, 97, 135, 182]. A detailed analysis of the scheme for unstructured, adaptive
grids with hanging nodes has been carried out by Deister [63].
Method II: Gradient computation based on divergence theorem
A different approach for the computation of the gradients at cell interfaces is based on utilizing the
divergence theorem. For the sake of brevity, the further discussion is concentrated on a discretization
in two space dimensions. As proposed by Coirer [53], a secondary volume is introduced, the edges
of which are formed by connecting the two vertices of an edge with the centroids of the cells, that
share the interface in question, see Fig. 3.13(a). It is commonly referred to as “diamond path”. At
refined interfaces, the standard diamond path due to Coirer leads to a non-symmetric control volume,
which may result in a loss of accuracy. To remedy this problem, Delanaye [65] has proposed a mo-
dification of the diamond path, which maintains a regular symmetric shaped control volume even in
the presence of hanging nodes and that improves the positivity of the stencil. To apply the divergence
theorem, an interpolation is required to evaluate the flow quantities at the vertices. The interpolation
is supported by the set of cells Nvi that share the vertex vi in question, see Fig. 3.13(b). A linearity-
preserving procedure based on the pseudo-Laplacian formula according to Holmes and Connell [95]
is used to determine the averaged quantity w˜ at the vertex vi:
w˜vi =
Nvi∑
j=1
ζjwj
Nvi∑
j=1
ζj
, (3.62)
where wj represents the corresponding flow quantity within the cells Ωj,∀j ∈ Nvi . The dimension-
less weights ζj are given by
ζj = 1 + λx(xj − xvi) + λy(yj − yvi) (3.63)
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(a) Diamond path due to Coirer (b) Averaging procedure at grid nodes
Symbol legend: cell centroid, ◦ node,  face midpoint
Figure 3.13: Calculation of gradients at cell interfaces using the divergence theorem in 2D
with
λx =
IxyRy − IyyRx
IxxIyy − I2xy
, λy =
IxyRx − IxxRy
IxxIyy − I2xy
, (3.64)
where the moments Rx, Ry, Ixx, Iyy, and Ixy are defined as follows:
Rx =
Nvi∑
j=1
(xj − xvi) , Ry =
Nvi∑
j=1
(yj − yvi) , (3.65)
Ixx =
Nvi∑
j=1
(xj − xvi)2 , Iyy =
Nvi∑
j=1
(yj − yvi)2 , Ixy =
Nvi∑
j=1
(xj − xvi)(yj − yvi) . (3.66)
The application of this method is well documented in the literature [53, 78, 100, 161]. Its extension
for three space dimensions is described in [162].
Both of the presented approaches have been used in the current study. A detailed comparison of the
different methods has not been conducted yet. Actually, Method II has been investigated before the
current author was aware of the properties of Method I. As a concluding remark, we note that Me-
thod I, based on a modified averaging of the gradients, is our current choice of preference. First of
all, it is less expensive than Method II in terms of floating point operations and memory require-
ments. Secondly, Deister [63] has shown that Method I reveals a smaller inconsistency error than the
other scheme and remains positive, even for locally refined grids, while Method II becomes slightly
non-positive in the presence of hanging nodes. Further, the extension of Method I for three space
dimensions is simpler. On the other hand, Method II is more compact. It only includes distance-one
neighbors, i.e. direct face neighbors and vertex neighbors, while Method I also includes distance-two
neighbors, due to the averaging of gradients.
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3.8 Numerical Treatment of Boundary Conditions
3.8.1 Impermeable Slip Wall
At impermeable walls at rest, the contact condition v · n = 0 is imposed via the modification of the
convective fluxes through the boundary face. The contact condition yields the flux formula
F c · n∣∣
wall
= (0, p · n, 0)Twall , (3.67)
where the static pressure p at the wall is extrapolated from the interior domain, using the multi-
dimensional reconstruction technique as described in Chapter 3.6.2.
3.8.2 Impermeable No-Slip Wall
The treatment of no-slip walls is based on an approach proposed by Anderson and Bonhaus [7],
which has also successfully been used e.g. by Geuzaine [78] in the context of turbulent flows. At
wall boundary cells, the coordinate location that is associated with the vector of unknowns, is shifted
from the cell centroid to the midpoint of the corresponding wall face. This way the equations directly
express the temporal evolution of the flow quantities on the wall itself. That approach offers sever-
al advantages: First, at every time step the boundary conditions are strongly enforced for the wall
boundary cells, rather than just being considered through the modification of the fluxes. Second, the
boundary conditions are implemented in such a way that no assumption on the pressure distribution
is required. The latter is often utilized in other approaches, which are based on modification of the
fluxes or some mirror principle.
No-slip condition: The no-slip condition v = 0 at a wall at rest is imposed by modification of the
momentum equations ∫
Ω
∂ρv
∂t
∣∣∣
wall
dV = 0 , (3.68)
with initial conditions ρv (xwall, t = 0) = 0. At no-slip walls, the intermediate working variable ν˜∗
of the Spalart-Allmaras turbulence model is zero.
Isothermal wall condition: In the present study, only isothermal walls are considered together with
the no-slip condition. In order to impose a constant wall temperature Twall, the energy equation is
modified in such a way that during the temporal evolution of the flow quantities, a constant wall
temperature is automatically maintained. The temperature at the wall is related to the internal energy
of the fluid via
Twall =
1
cv
ewall =
1
cv
ρetot
ρ
∣∣∣
wall
, (3.69)
because here the specific internal energy e is locally equivalent to the total energy etot, due to the
no-slip condition. By means of Eq. (3.69), the temporal change of the energy of the fluid is expressed
3.8. Numerical Treatment of Boundary Conditions 47
via the evolution of its density∫
Ω
∂ρetot
∂t
∣∣∣
wall
dV = cvTwall
∫
Ω
∂ρ
∂t
∣∣∣
wall
dV . (3.70)
The temporal variation of the density is determined by the continuity equation.
3.8.3 Far-Field Boundaries
In order to evaluate the fluxes across the far–field boundary faces of the computational domain, the
left and right states of the associated Riemann problems have to be determined. At boundaries, the
normal vector is uniquely defined always to point into the interior of the flow domain. This implies,
that the left state uL of the Riemann problem is always exterior to the domain, while the right state
uR of the Riemann problem is always interior of the domain. In the following, the left state and the
right state of the Riemann problem will be referred to as exterior state (•)ext and interior state (•)int,
respectively. The interior state is determined by extrapolating the solution from the interior domain by
means of the multi-dimensional reconstruction technique, presented in Chapter 3.6.2. The definition
of the exterior state is subject to boundary conditions. The type of the boundary condition for each
individual face may either be explicitly prescribed, or fully automatically detected, depending on the
local flow solution. The latter approach is particularly useful for C-type grids. The well-posedness of
far–field boundary conditions is based on the theory of characteristics [14].
Supersonic Inflow:
At supersonic inflow, all characteristics from a boundary point enter the computational domain. In
this case all flow quantities are prescribed by free-stream conditions.
Supersonic Outflow:
At supersonic outflow, all characteristics from a boundary point leave the computational domain.
Hence, all flow quantities are extrapolated from the interior.
Subsonic Inflow and Outflow:
In one-dimensional flow one of the characteristics from a boundary point enters the computational
domain. Accordingly, in a quasi one-dimensional approach subsonic inflow and outflow boundary
conditions are determined by considering locally quasi one-dimensional Riemann invariants [14, 94]:
R1 = v · n− 2a
γ − 1 , (3.71)
R2 = v · n + 2a
γ − 1 , (3.72)
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which are associated with the eigenvalues λ1 = v ·n−a and λ2 = v ·n+a. The remaining invariants
are determined by the tangential velocity components, the entropy S = ln(p/ργ) and the variable ν˜∗
of the turbulence model:
R3 = v · t1 , (3.73)
R4 = v · t2 , (3.74)
R5 =
p
ργ
, (3.75)
R6 = ν˜
∗ . (3.76)
t1 and t2 denote the unit tangential vectors of the face. Depending on the corresponding eigenvalues,
the Riemann invariants are either extrapolated from the interior domain or they are set by free-stream
conditions. For subsonic inflow (vn > 0, λ1 < 0, λ2 > 0), all Riemann invariants are prescribed by
free-stream conditions, except for R1, which is extrapolated from the interior. For subsonic outflow
(vn < 0, λ1 < 0, λ2 > 0), all Riemann invariants are extrapolated from the interior, except for R1,
which is determined by free-stream conditions.
Based on the introduced concept, the flow quantities associated with the exterior state of the Riemann
problem (•)ext are determined as follows: The normal velocity v · n and the speed of sound a are
given by
(v · n)ext = 1
2
(R1 + R2) , (3.77)
aext =
γ − 1
4
(R2 −R1) , (3.78)
which hold for subsonic inflow and outflow in the same manner:
(v · n)ext = 1
2
((v · n)∞ + (v · n)int) + 1
γ − 1(a∞ − aint) , (3.79)
aext =
γ − 1
4
((v · n)∞ − (v · n)int) + 1
2
(a∞ + aint) . (3.80)
The static pressure and the density are determined according to
pext = p
(aext
a
)2γ/(γ−1)
, (3.81)
ρext = γ
pext
a2ext
, (3.82)
with p = p∞, a = a∞ for subsonic inflow and p = pint, a = aint for subsonic outflow.
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For lifting bodies, the treatment of far–field boundary conditions requires particular care. According
to the Kutta-Joukowsky theorem [156], the aerodynamic lift is related to the circulation Γ of a vortex,
generated by the lifting body:
Γ =
∮
v ds = c/2 |v∞|CL . (3.83)
c denotes the chord length and CL is the aerodynamic lift coefficient. Eq. (3.83) must be fulfilled for
any closed path
∮
ds used for evaluating the surface integral. Assuming uniform free-stream condi-
tions at the far-field boundaries of the computational domain, the surface integral
∮
v ds vanishes.
I.e., the circulation at the far-field does not correspond to the lifting force acting on the body, which
violates the Kutta-Joukowsky condition. This deficit may significantly affect the accuracy of the nu-
merical solution if the far–field boundaries are located close to the body. Numerical results in the
literature have shown, that the far-field boundaries must be placed about 100 chord lengths away
from the body, so that the assumptions of uniform free-stream conditions do not affect the nume-
rical solution [75, 189, 191]. To alleviate the problem, Thomas and Salas [167] proposed to match
the solution at the far-field to a solution according to the linear small-disturbances (Prandtl-Glauert)
equation, which fulfills the Kutta-Joukowsky theorem, in order to reduce the extent of the computa-
tional domain without sacrificing the accuracy of the solution. This technique is specifically suited
for subsonic and transonic stationary planar flows.
According to the proposal of Thomas and Salas, the flow in the far-field is modeled by the Prandtl-
Glauert equation
(1−M2∞)
∂2φ
∂x2
+
∂2φ
∂y2
= 0 , (3.84)
where φ is the perturbation potential. Introducing the coordinate transformation
x˜ = x , y˜ = βy (3.85)
with β =
√
1−M2∞, Eq. (3.84) can be written as
∂2φ
∂x˜2
+
∂2φ
∂y˜2
= 0 . (3.86)
In the present context, the solution of Eq. (3.86) is determined by the superposition of the uni-
form free-stream conditions and a compressible point vortex with circulation Γ, defined according to
Eq. (3.83).
The vortex induced velocity magnitude VΓ is determined by
VΓ =
Γ
2πr
√
1−M2∞
1−M2∞sin2 (θ − α)
, (3.87)
where r and θ represent the radius and the polar angle, measured from the airfoil quarter–chord to
the individual boundary face at the far–field, respectively, see Fig. 3.14 for illustration. Herewith, the
corrected velocity components at the far-field boundary follow as
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u = |v∞| cosα + VΓsinθ , (3.88)
v = |v∞| sinα− VΓcosθ . (3.89)
The remaining flow quantities are determined under the assumptions of constant total enthalpy and
isentropic flow:
a =
√
(γ − 1)
(
htot,∞ − 1
2
|v|2
)
, (3.90)
p = p∞
(
a
a∞
)2γ/(γ−1)
, (3.91)
ρ = ρ∞
(
a
a∞
)2/(γ−1)
. (3.92)
For a general discussion on three-dimensioal potential theory we refer to [10].
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Figure 3.14: Nomenclature of point vortex correction for lifting flow in two space dimensions
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3.9 Time Integration
3.9.1 Local Preconditioning
Time-marching methods provide good convergence to steady state if the system of equations is well
conditioned. The condition number of the scheme is determined by the ratio of the maximum and the
minimum eigenvalues
cond =
|λmax|
|λmin| . (3.93)
In the low Mach number regime, the stiffness of the system increases significantly as the Mach
number tends to zero. This behavior is attributed to the large discrepancy between the eigenvalues
of the acoustic waves and the convective transport of information. In order to improve the condition
of the system for low Mach numbers, the time derivative of the governing equations is augmented
with a preconditioning matrix GM . This is permitted, since for stationary flows the transient solution
is immaterial and the solution at steady state remains unaltered. The aim of local preconditioning
is to improve the condition of the system by clustering its spectrum of eigenvalues. In the present
work, we employ the local preconditioner originally proposed by Choi and Merkle [51] and extended
further by Weiss and Smith [185]. The preconditioned system is usually expressed in terms of the
primitive variables w = (p,v, T, ν˜∗)T and reads in semi-discrete form as follows:
GpM
∫
Ω
∂w
∂t
dV + R(w) = 0 (3.94)
R (w) denotes the so-called residual vector of the spatial operator
R (w) :=
∮
∂Ω
(
F c (w)− 1
Reref
F d (w)
)
n dS −
∫
Ω
Q (w) dV , (3.95)
defined by the sum of the flux balances for F c, F d and the source term Q. The preconditioning
matrix GpM is defined as
GpM =

Θ 0 0 0 −ρ/T 0
Θu ρ 0 0 −ρu/T 0
Θv 0 ρ 0 −ρv/T 0
Θw 0 0 ρ −ρw/T 0
ΘH − 1 ρu ρv ρw ρ(cp −H/T ) 0
Θν˜∗ 0 0 0 −ρν˜∗/T ρ

(3.96)
where Θ is given for a perfect gas by
Θ =
1
U2r
+
γ − 1
a2
(3.97)
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The choice of the reference velocity Ur is crucial for the effectiveness of the local preconditioner and
for the robustness of the solution procedure. Following Turkel et al. [170] the reference velocity Ur
is determined by
Ur = min [a,max(|v| , K |v∞|)] (3.98)
with K = 0.5. This choice prevents preconditioning for locally supersonic flow.
In the present finite volume method, the governing equations are expressed in terms of the the con-
servative variables u = (ρ, ρv, ρetot, ρν˜∗)T rather than by the primitive variables w. Thus, the pre-
conditioned system (3.94) is transferred into
GcM
∫
Ω
∂u
∂t
dV + R(u) = 0 , (3.99)
with
GcM = GpM
∂w
∂u
. (3.100)
The eigenvalues of the preconditioned Euler equations are
λ1,2,3 = vn (3.101)
λ4,5 =
1
2
(1 + M2r )vn ±
a
2
√
(1−M2r )2M2n + 4M2r (3.102)
with vn = vn, Mn = vn/a and Mr = Ur/a. Fig. 3.15 shows the influence of local preconditioning
on the condition number of the Euler equations as function of the Mach number. As the Mach number
approaches zero and the reference velocity is of the order as the local fluid velocity, all eigenvalues of
the preconditioned system become of the same order of vn and the system remains well conditioned.
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Figure 3.15: Influence of local preconditioning on the condition number of the Euler equations
3.9. Time Integration 53
3.9.2 Survey of Time Integration Methods
After having completed the spatial discretization, we obtain a system of ordinary differential equati-
ons of the form
Pt
∫
Ω
∂u
∂t
dV + R (u) = 0 . (3.103)
The time-derivative is augmented with the matrix Pt, which facilitates local preconditioning
Pt =
{
I , without local preconditioning
GcM , with local preconditioning
(3.104)
where I denotes the unit matrix. Local preconditioning is permitted solely for stationary flows, since
the time accurate evolution of the governing equations is sacrificed.
The time integration must be suitable to resolve the physically relevant time scales of the problem
under consideration in an efficient manner. Usually, explicit time integration methods are the choice
of preference to describe transient and highly unsteady flows, for which the physical time scales are
within the range or even smaller than the permissible time step of an explicit scheme5. If the physical
time scales to resolve are substantially larger than the CFL restriction of an explicit time integrator,
one may anticipate implicit methods [110, 187], since the time step is no longer limited by the CFL
condition6. The implicit evolution allows to adjust the time step according to the underlying physics,
rather than to the stability constraint of the explicit numerical scheme. For steady fluid flow, the
time accurate description of the transient solution is immaterial. Time plays the role of an iteration
parameter to achieve an asymptotically stationary state in the computation. Advanced convergence
acceleration techniques are based on implicit time integration methods [187] and multigrid strategies
[47]. For a survey on various convergence acceleration techniques we refer to [96, 118].
Within the scope of the present work, explicit as well as fully implicit time integration methods are
considered: Our primary focus are fully implicit Newton-Krylov type methods, which are suitable to
perform time accurate simulations as well as to accelerate convergence to steady state for stationary
flow problems. For highly unsteady flows, a time accurate explicit Runge-Kutta scheme is employed.
3.9.3 Explicit Runge-Kutta Scheme
Explicit time integration is based on a multi-stage Runge-Kutta method [165]
u(0) = un
u(s) = u(0) − αs∆t
V
P−1t R(u(s−1)) , s = 1, . . . , p (3.105)
un+1 = u(p)
5The permissible time step for an explicit time integration method is restricted by the CFL stability condition [57].
6In the discrete case, implicit methods may be subject to stability restrictions, due to approximation and factorization
errors. Nevertheless, the range of stability is significantly larger than the one of explicit methods for practical applications.
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where αs denote the stage coefficients of the p-stage scheme. Time accurate solutions are obtained
by a 2-stage or a 5-stage method, see Table 3.2: Set I and Set II, respectively. To reach asymptotically
steady state, the Runge-Kutta coefficients are chosen for optimal damping of high-frequency errors
according to Tai [166], see Table 3.2: Set III.
Table 3.2: Explicit Runge-Kutta coefficients for time accurate solutions (Set I and II) and asymptotically steady
state solutions (Set III)
Set Stages α1 α2 α3 α4 α5
I 2 0.5 1.0 – – –
II 5 0.25 0.1666 0.375 0.5 1.0
III 3 0.1919 0.4930 1.0 – –
3.9.4 Implicit Time Integration
The implicit time integration is based on a two-parameter family scheme, which is suitable for steady
as well as unsteady flow simulations. The governing equations are expressed in semi-discrete form
as follows:
R̂ :=
{
(1 + ϕ)un+1 − u
n
1− ϕ + ϕu
n−1
}
V
∆t
Pt + ϑR(un+1) + (1− ϑ) R(un) = 0 (3.106)
Table 3.3 summarizes the parameter combinations for ϕ and ϑ to obtain a first order and second order
accurate discretization in time, respectively.
Table 3.3: Coefficients of implicit two-parameter family time integration scheme
Type Accuracy ϕ ϑ
Implicit Euler O (∆t) 0 1
Backward Difference (BDF) O (∆t2) 1/2 1
Trapezoidal O (∆t2) 0 1/2
The solution u(tn+1) of the non-linear system (3.106) is determined by a Newton iteration within
each physical time step:
Ĵ (u(l))∆u(l) = −R̂ (u(l)) , (3.107)
with
lim
l→∞
u(l) = un+1. (3.108)
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∆u(l) := u(l+1) − u(l) denotes the change of the solution within each Newton step, indicated by
the superscript (l). The initial guess is u(0) = un. The Jacobian of the system of equations (3.106)
contains contributions of the temporal discretization and of the spatial discretization:
Ĵ (u(l)) = ∂R̂(u(l))
∂u(l)
= (1 + ϕ)
V
∆t
Pt + ϑ ∂R(u
(l))
∂u(l)
(3.109)
The right hand side of Eq. (3.107) is given by
R̂
(
u(l)
)
=
{
(1 + ϕ)u(l) − u
n
1− ϕ + ϕu
n−1
}
V
∆t
Pt + ϑR
(
u(l)
)
+ (1− ϑ) R (un) . (3.110)
For stationary fluid flow, the solution is advanced in time by an implicit Euler method, since time
accuracy is not required to reach steady state in the computation. One Newton iteration to solve
Eq. (3.107) is sufficient, since convergence to steady state is enforced the by the nonlinear (time)
iteration. In this case, the Newton scheme for the implicit Euler time integration simplifies as follows:
Ĵ (un)∆un = −R (un) (3.111)
with
Ĵ = V
∆t
Pt + ∂R (u
n)
∂un
, ∆un := un+1 − un . (3.112)
To improve the convergence to steady state, Batten et al. [24] proposed a modification of the implicit
Euler time integration, denoted as B2-scheme:
un+1 = un − ∆t
2V
P−1t
(
R(un+1/2) + R(un+3/2)
) (3.113)
According to Batten et al. [24], the scheme introduces an additional non-linearity via the temporal
operator, which in many cases helps to alleviate convergence problems associated with the high-
frequency fluctuations of limiters (limiter clipping). The damping property of the B2-scheme only
relates to the high-frequency fluctuations of the solution in alternate time steps (flip-flop effect), and
not to errors with lower frequency or unsteadiness within the flow.
The B2-scheme according to Eq. (3.113) can easily be implemented as a modified variant of the
implicit Euler method. Denoting the implicit Euler time integration by
δu = B1(un,∆t),
un+1 = un + δu , (3.114)
the B2-scheme is integrated via two successive implicit Euler steps:
1st step: δu = B1(un,∆t/2),
u = un + δu , (3.115)
2nd step: δu˜ = B1(u,∆t),
un+1 = u + δu˜/2 . (3.116)
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3.9.4.1 Jacobian Evaluation
The exact linearization of the higher order method is very complicated. Amongst others, it requires
the full linearization of the reconstruction process, which is highly non-linear in nature and in com-
mon practice not readily to access in a closed form. Further, the memory requirement of the exact
Jacobian is extremely high, since it couples distance-two neighbors. In order to alleviate these pro-
blems at least in parts, the Jacobian is based on a simplified, lower order approximation Ĵ = Ĵlow
of the higher order operator R̂high. It solely facilitates solution information provided by compact
stencils, which couple direct face neighbors. In the following, the associated graph of the matrix is
denoted at compact matrix graph. The simplified linear system is given by
Ĵlow ∆u = −R̂high . (3.117)
Due to the defect of the Jacobian Ĵlow, Eq. (3.117) no longer represents an exact Newton scheme, but
must be regarded as an approximate Newton method. Thus, the quadratic asymptotic convergence
property of the exact Newton scheme will not be attained by Eq. (3.117) any longer.
Matrix Data Structure
The Jacobian Ĵ = Ĵlow of the linear system of equations (3.117) is very sparse. It is stored in a block
version of the compressed sparse row (CSR) format [152]. The nonzero elements are stored by rows,
along with an array of corresponding column numbers and an array of pointers to the beginning of
each row. Each elementary Jacobian Ĵi,j represents a dense neq × neq matrix. The block storage
of these small, dense matrices yields significant savings in terms of memory and improves cache
performance, due to block-based operations.
Jacobian of Inviscid Fluxes
The linearization of the convective fluxes is based on a first order accurate method in space. This
lower order approximation is fully supported by the compact stencil, consisting of the face neigh-
bors of the cell under consideration. The analytical derivation of the elementary Jacobians of the
numerical flux functions ∂F c/∂uL and ∂F c/∂uR is very complex, due to the strong nonlinearity
of the employed upwind schemes [17, 24]. Consequently, its derivation by hand is very labor inten-
sive and its computational implementation is generally a delicate source of erroneous coding and
costly to maintain in case of modifications. The utilization of symbolic manipulation software, such
as MAPLE [80], to derive the elementary Jacobians is only successful in parts, since many upwind
schemes contain expressions that are only piecewise differentiable. Accordingly, a piecewise defi-
nition of the Jacobian is required. Its fully automatic derivation along with consistent generation of
program source-code by tools of symbolic manipulation software is at present often problematic or
even impossible.
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In the following, we present two viable methods to derive the elementary Jacobians of the convective
flux functions.
Method I: The Jacobian is derived numerically [177] using one-sided difference operators of the
form:
∂F ci (u)
∂uj
= lim
˜→0
F ci (u + ˜ej)− F ci (u)
˜
, with ˜ ∈ R , (3.118)
where F ci is the i-th component of the convective flux vector and ej is the j-th unit vector, associated
with the dependent variable uj . The advantage of this approach is, that even highly complicated flux
formulae can be differentiated in a black-box manner. It is easy to implement and does not require
any additional maintenance, if modifications of the numerical fluxes are conducted. The critical factor
for the successful application of Eq. (3.118) is the proper choice of the step size ˜. The choice of ˜
has to compromise the following two contradictory sources of errors:
1. The truncation error that results from truncating the Taylor series expansion.
2. Cancellation errors that result from differencing two close numbers in finite precision arithmetic.
Here, we adopt a rather simple choice of ˜, which has also been used by several other authors [98,
115, 143]:
˜ =
√
η , (3.119)
where η denotes the machine precision. The step size can be selected larger, if the evaluation of the
flux function contains a large number of floating point operations. We typically choose ˜ = 10−7 for
computations in double precision real data mode. Other proposals for selecting the step size advocate
a dependence of ˜ on the solution [67, 86, 98].
Method II: In many cases, the derivation of Jacobians based on finite differences provides suf-
ficiently accurate approximations. Nevertheless, the proper choice of the step size is problem de-
pendent and a particular subject of uncertainty, if the flow under consideration exhibits physical
phenomena of multiple scales. In [34] it was shown, that for the considered sensitivity study, the
optimal choice of the step size depends on the Reynolds number. To overcome the problem of se-
lecting the locally appropriate step size, the derivation of exact Jacobians is desired. This process
should be automated as far as possible, requiring a minimum amount of manual human labor. This
task can favorably be accomplished by using tools of Automatic Differentiation (AD). The concept
of Automatic Differentiation is based on the fact, that each computer program conducts a -potentially
long- sequence of elementary operations, for which the exact derivatives are known. These elemen-
tary derivatives can be connected by employing the chain rule of differential calculus to determine
the derivative of the complete function of the problem at hand. The AD-tool ADIFOR [33] provides
a fully automatic source transformation, which extends a computer code C that computes a function
f(x) = (f1(x), f2(x), . . . , fm(x))
T ∈ Rm (3.120)
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to another code C ′ , that besides the original output quantities f(x) also provides its Jacobian
J (x) =

∂
∂x1
f1(x) . . .
∂
∂xn
f1(x)
.
.
.
.
.
.
.
.
.
∂
∂x1
fm(x) . . .
∂
∂xn
fm(x)
 ∈ Rm×n (3.121)
with respect to the independent variables x ∈ Rn. The derivatives are accurate up to machine preci-
sion.
Besides the fact, that the use of exact Jacobians remedies the problem of selecting appropriate step
sizes for finite difference approximations, it has also been found to be more efficient in terms of
computational execution time, within the presented framework.
Jacobian of Diffusive Fluxes
The linearization of the diffusive fluxes is based on an approach presented by Geuzaine [78]. The
diffusive fluxes depend on the primitive variables and their first spatial derivatives at the midpoint of
the faces. The Jacobian is expressed via the chain rule
∂F d
∂uj
=
∂F d
∂wdf
· ∂w
d
f
∂wj
· ∂wj
∂uj
(3.122)
with
wdf =
(
ρ v T ν˜∗
∂vi
∂xj
∂T
∂xj
∂ν˜∗
∂xj
)T
face
(3.123)
and
w =
(
ρ v T ν˜∗
)T
. (3.124)
The diffusive flux Jacobian (∂F d/∂wdf ) is derived by means of symbolic manipulation software [80].
Thereby, the transport coefficients µeff and κeff are locally frozen for the process of linearization.
The Jacobian of w with respect the vector of conserved quantities u is given by
∂w
∂u
=

1 0 0 0 0 0
−u
ρ
1
ρ
0 0 0 0
−v
ρ
0 1
ρ
0 0 0
−w
ρ
0 0 1
ρ
0 0
−T
ρ
+ |v|
2
2ρcv
− u
ρcv
− v
ρcv
− w
ρcv
1
ρcv
0
− ν˜∗
ρ
0 0 0 0 1
ρ

(3.125)
The term (∂wdf/∂wj) represents the weight matrix. Its non-zero entries are dependent on the spe-
cific method under consideration for evaluating the state vector wdf at the face, as a function of the
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state vector wj of those cells, facilitated to compute the diffusive flux function. Assuming a linear
dependence of wdf on wj , the weight matrix can be expressed as
∂wdf
∂wj
=

ζj I6×6
0 wx1 0 0 0 0
0 wx2 0 0 0 0
0 wx3 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 0 0 wx1
0 0 0 0 0 wx2
0 0 0 0 0 wx3

(3.126)
with
wxi =
∂(∂w/∂xi)f
∂wj
, i = 1, . . . , 3 (3.127)
and
ζj =
∂wf
∂wj
. (3.128)
wf represents any quantity of wdf , determined at the face in question. (∂w/∂xi)f denotes the corres-
ponding gradient of wf in the coordinate direction xi.
The computation of flow gradients at cell interfaces requires an enlarged stencil, that besides direct
face neighbors also includes distance-two and/or cross neighbors. Thus, a compact stencil that solely
depends on the face neighbors of the cell under consideration is not sufficient to exactly linearize
the diffusive fluxes. As a consequence, the exact linearization of the diffusive fluxes demands signi-
ficantly more memory than the linearization of the convective fluxes, based on a first order accurate
method in space. In order to maintain the memory requirement of the compact matrix graph, used
by the lower order Jacobian of the convective fluxes, we introduce a simplified approximation of the
flow gradients at cell interfaces, for purpose of linearization. The gradient component in the direction
lLR = xR − xL, connecting the centroids of the left and right cell of the face, is expressed by the
finite difference
∇wf · lLR|lLR| =
wR − wL
|lLR| , (3.129)
which is consistent with Eq. (3.61). The gradient components perpendicular to lLR are neglected for
purpose of linearization, since they require more information than provided by the face neighbors of
the cell under consideration. Similar approximations are used in [50, 111] to estimate the diffusive
flux Jacobian or its spectral radius, respectively. The flow quantities at cell interfaces are determined
by the average wf = 1/2(wL + wR). Based on these assumptions, the weighting coefficients ζj and
wxi are defined as follows:
ζj =
{
1/2, if Ωj ∈ [ΩL,ΩR]
0, otherwise
(3.130)
60 Chapter 3. Numerical Method
and
wxi =

xi,R − xi,L
|lLR|2
, if Ωj = ΩR
−xi,R − xi,L|lLR|2
, if Ωj = ΩL
0 , otherwise
(3.131)
Jacobian of Turbulence Source Terms
The linearization of the transport equations for turbulence quantities requires particular care to pre-
vent the turbulence quantities from becoming unphysically negative and to prevent its unrestricted
growth [127, 164, 186]. In the present framework, the production and the destruction of the source
term of the Spalart-Allmaras turbulence model are treated in an implicit manner, while the transition
and diffusion are treated explicitely. I.e., only the production and the destruction terms are subject
to the linearization process. Eq. (3.132) – Eq. (3.135) summarize the relevant expressions for the
production term and the destruction term as well as the corresponding Jacobians, with respect to the
working variable ρν˜∗. Contributions of transition terms are omitted.
Production:
P := P̂ · ρν˜∗ , with P̂ = cb1ω˜ (3.132)
J Ptrue :=
∂P
∂ρν˜∗
= P̂ +
∂P̂
∂ρν˜∗
· ρν˜∗ (3.133)
Destruction:
D := D̂ · ρν˜∗ , with D̂ = cw1fw ν˜
∗
d2 Reref
(3.134)
J Dtrue :=
∂D
∂ρν˜∗
= D̂ +
∂D̂
∂ρν˜∗
· ρν˜∗ (3.135)
Using “true” Jacobians may not provide a stable numerical scheme. Usually, the Jacobian ∂(P −
D)/(∂ρν˜∗) is negative. However, if the Jacobian becomes positive, the linearized equations may ad-
mit exponential growth of the turbulence quantity [6]. To remedy this problem, Spalart and Allmaras
introduce approximate Jacobians J Papprox and J Dapprox of the production and destruction, respectively.
Rather than concentrating on their individual contributions, the combined sum is considered [164]
J Papprox − J Dapprox = neg
(
P̂ − D̂
)
+ neg
(
∂P̂
∂ρν˜∗
− ∂D̂
∂ρν˜∗
)
· ρν˜∗ (3.136)
where
neg (x) =
{
x , if x ≤ 0
0 , if x > 0
(3.137)
3.9. Time Integration 61
The Jacobians of the production and of the destruction terms, with respect to the working variable
ρν˜∗, are evaluated analytically using the chain rule. The Jacobian of the production term P̂ is
∂P̂
∂ρν˜∗
= cb1
∂ω˜
∂ν˜∗
1
ρ
(3.138)
where
∂ω˜
∂ν˜∗
= ω
∂fv3
∂ν˜∗
+
1
c2κd
2 Reref
(
fv2 + ν˜
∗∂fv2
∂ν˜∗
)
(3.139)
∂fv1
∂ν˜∗
=
3χ2 c3v1
ν(χ3 + c3v1)
2
(3.140)
∂fv2
∂ν˜∗
= − 3
νcv2
(
1 +
χ
cv2
)−4
(3.141)
∂fv3
∂ν˜∗
=
1
χ
(
(1− fv2) ·
(
fv1
ν
+ χ
fv1
ν˜∗
)
− (1 + χfv1) ∂fv2
∂ν˜∗
− fv3
νχ
)
(3.142)
The Jacobian of the destruction term D̂ is given by
∂D̂
∂ρν˜∗
=
cw1
ρ d2 Reref
(
fw + ν˜
∗∂fw
∂g
∂g
∂r
∂r
∂ν˜∗
)
(3.143)
with
∂fw
∂g
= c6w3
1 + c6w3
(g6 + c6w3)
2
(
g
fw
)5/6
(3.144)
∂g
∂r
= 1 + cw2
(
6r5 − 1) (3.145)
∂r
∂ν˜∗
=
1
ω˜ c2κd
2 Reref
(
1− ν˜
∗
ω˜
∂ω˜
∂ν˜∗
)
(3.146)
Impermeable Slip Wall
At impermeable slip walls at rest, the convective flux through the boundary face solely contains
contributions of the pressure force: F c · n|wall = (0, p ·n, 0)T . The associated Jacobian is expressed
via the chain rule:
∂F c
∂u
∣∣∣∣
wall
=
(
∂F c
∂p
· ∂p
∂u
)
wall
(3.147)
where the derivative of the pressure p with respect to the vector of conserved quantities u is given by
∂p
∂u
=
(
γ − 1
2
|v|2 , −(γ − 1)v, γ − 1, 0
)
. (3.148)
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Impermeable, Isothermal No-Slip Wall
In order to provide a strong enforcement of the boundary conditions at impermeable, isothermal no-
slip walls, the modified residual vector determined by Eq. (3.68) to Eq. (3.70) can be summarized
as
R̂(un+1) =

•
(ρv)n+1
cvTwall ρ
n+1 − (ρetot)n+1
(ρν˜∗)n+1
 , (3.149)
where (•) denotes a non-modified element. The corresponding Jacobian is given by
Ĵi,j =

• • • • • •
0 δij 0 0 0 0
0 0 δij 0 0 0
0 0 0 δij 0 0
cvTwall δij 0 0 0 −δij 0
0 0 0 0 0 δij

(3.150)
where δij represents the Kronecker symbol.
3.9.4.2 Iterative Solution of Linear Systems
For each Newton iteration according to Eq. (3.107), we have to solve a large sparse linear system of
the form
Ax = b (3.151)
with a nonsingular matrix A ∈ Rn×n. Direct methods suffer from poor scaling with problem size
in terms of computer time and storage requirements. Furthermore, the exact solution of the linear
system is usually not required to obtain good nonlinear convergence for the temporal evolution of the
underlying governing equations. Iterative methods are virtually mandatory for practical applications
of engineering interest arising in computational fluid dynamics, which routinely lead to systems with
hundreds of thousands or even several millions unknowns. A great variety of iterative methods for
the solution of linear systems have been derived in the literature, ranging from classical splitting me-
thods as Jacobi, Gauss-Seidel iterations to modern Krylov subspace methods. Amongst the splitting
methods, the Lower-Upper-Symmetric Gauss-Seidel (LU-SGS) factorization has become a popular
choice for discretizations on unstructured meshes [50, 125, 126, 160], that was originally developed
and applied for structured grids [37, 188]. Preconditioned Krylov subspace methods are currently one
of the most efficient and robust iterative algorithms for solving linear systems [152, 154]. A compa-
rative study of various Krylov subspace methods is presented in [121, 122]. In the current work, a
restarted version of the GMRES (Generelized Minimum RESidual) method [153] is employed.
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The convergence of Krylov subspace methods greatly depends on the spectral properties of the co-
efficient matrix. For applications arising in computational fluid dynamics, the matrix is usually ill-
conditioned. Therefore, preconditioning as a means of reducing the condition number of the linear
system is of great importance to improve the efficiency and the robustness of Krylov subspace me-
thods. The principle of preconditioning is to transform the linear system into another system with
more favorable properties for iterative solution. The use of preconditioners is only effective if the
additional computational work for constructing and applying the preconditioner is compensated by
the gain in convergence. Numerous preconditioning techniques have been derived in the literature.
Amongst others, incomplete factorization methods, e.g. ILU(p), ILUT(τ ,p), multilevel methods as
e.g. geometric multigrid or algebraic multigrid, sparse approximate inverses, etc. have been propo-
sed. Also, stationary iterative solvers, such as LU-SGS, are frequently employed to precondition
Krylov subspace methods [111, 112, 113, 115]. A detailed survey of various preconditioning tech-
niques is given in [25, 152, 154]. In the current framework, we employ left preconditioning, which
transforms the linear system into
PAx = Pb . (3.152)
The construction of the preconditioning matrix P is based on an incomplete LU factorization ILU(p)
of the coefficient matrix A [151]. The effectiveness of the incomplete factorization can be improved
by reordering the matrix A to reduce its bandwidth [26, 36, 71, 142]. The reverse Cuthill-McKee
reordering algorithm [58, 152] is employed here.
The practical implementation of the Newton-Krylov type method is based on the PETSc software
library of Argonne National Laboratory [11, 12, 13], which provides numerous high level iterative
solvers and preconditioning techniques.
3.9.5 Selection of the Time Step
For time accurate flow simulations, a global time step is selected to obtain a synchronized solution
within the computational domain. For steady fluid flow time plays the role of an iteration parameter
to achieve asymptotically stationary flow. To accelerate convergence to steady state, the numerical
solution is advanced in time using the maximum local time step allowed by the stability condition in
each cell, i.e. a constant CFL number is prescribed globally. The permissible time step for an explicit
scheme is limited by the Courant-Friedrichs-Levy (CFL) condition [57]. Implicit time integration
methods alleviate the stability restriction, so that CFL > 1 can be chosen. However, the convergence
of the Newton iteration is ensured only, if the solution is within the range of attraction of the Newton
scheme. I.e., also in the case of implicit time integration it is mandatory to control the size of the time
step in order to obtain a robust and stable solution procedure.
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For viscous flows, the stability analysis of an explicit time integration scheme has to consider the li-
mitation of the time step due to the convective terms (∆tc) and the diffusive terms (∆td), respectively
[119]. The local time step ∆t is determined as a combination of ∆tc and ∆td
∆t = CFL
(
∆tc∆td
∆tc + ∆td
)
. (3.153)
The convective time step ∆tc is given as the ratio of the cell-volume and the spectral radius λc of the
convective flux-Jacobian. λc is defined in an integral sense over the bounding surface of the control
volume:
∆tc =
V
λc
, λc =
∮
∂Ω
(|vn|+ a) dS (3.154)
Employing local preconditioning, the maximum eigenvalue of the preconditioned Euler equations
according to Eq. (3.102) is used to determine λc. The diffusive time step ∆td is evaluated in a similar
manner [119]:
∆td = fd
V
λd
, λd =
γ
V Reref
∮
∂Ω
1
ρ
(
µ
Pr
+
µt
Prt
)
dS2 (3.155)
Mavriplis recommends to weight the diffusive time step by fd = 0.25 [119]. The surface integrals
in Eq. (3.154) and Eq. (3.155) are evaluated assuming a constant distribution of the flow quantities
within each control volume.
For steady flows, the CFL number is varied between a minimum and a maximum value during the
iteration process: CFLmin ≤ CFL(tn) ≤ CFLmax. In the current work, we adopt a rather simple
strategy to control the CFL number. At each time step, the CFL number is increased by a certain
factor, until a prescribed maximum value CFLmax is reached
CFL(tn) = β · CFL(tn−1) , β > 1 (3.156)
β is typically selected within the range β ∈ [1.05, 1.5], where β = 1.2 is our choice of preference.
An alternative approach suggests to couple the evolution of the CFL number to the course of the
residual. Mulder and van Leer propose the Switched Evolution Ralaxation (SER) method [130]
CFL(tn) = CFL(tn−1) · ψ
( ||R (tn−1)||
||R (tn)||
)
, (3.157)
where ||•|| is any suitable norm. A popular choice for the function ψ is ψ(ξ) = ξp [64, 78]. In our
implementation, the residual is monitored in the L1 norm of the continuity equation.
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Numerical Results
The following chapter is devoted to assess the benefits and the feasibility of the presented concept for
a wide range of applications of engineering interest. Great importance has been attached to the thor-
ough validation of the method, with particular focus on its spatial accuracy. The basic discretization
has been evaluated by several test cases, for which analytical solutions are available. Furthermore,
comparisons with well documented numerical results and experimental data from the literature are
carefully examined as far as possible at each stage of the development. Distinct test cases have been
selected to represent a wide variety of applications, with increasing complexity regarding the physical
phenomena of the fluid flow and the geometry of the configuration. Major investigations are devoted
to flow problems with relevance to aircraft aerodynamics.
The results are organized in four main sections: The first section is devoted to assess the benefits of
the implicit time integration method. A detailed study serves as a basic guideline for selecting the
main conceptional parameters related to the Newton-Krylov approach.
The second section is concerned with inviscid flow problems in two space dimensions. The basic
scheme has been validated by several standard test cases including the so called Ringleb flow, Sod’s
shock tube problem and transonic channel flow. Furthermore, aerodynamic flows about different air-
foils in subsonic and transonic Mach number regime are investigated. To demonstrate the application
of the method for high speed flows, the hypersonic flow over a double ellipse has been studied.
Implicit time accurate simulations are conducted for the unsteady transonic flow over a pitching
NACA0012 airfoil. Finally, the section is concluded with the quasi-incompressible fluid flow at low
speed in a channel and about the NACA0012 airfoil.
Within the third section, results for the three-dimensional flow over a swept wing in a channel and the
ONERA-M6 wing at transonic conditions are presented. In the latter case, a tetrahedral mesh has been
utilized, which demonstrates the high flexibility of the flow solver to cope with different grid types.
The section is concluded with the complex flow about a generic F15 aircraft fighter configuration. In
that case, grid generation is based on a fully automatic hybrid-Cartesian approach.
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The fourth section reports on two-dimensional laminar and turbulent viscous flows. The basic scheme
has been validated considering the laminar and turbulent flow over a flat plate, for which analytical
solutions do exist. Further, the laminar flow over the NACA0012 airfoil has been studied. Finally, two
different aerodynamic configurations at high Reynolds numbers are examined. Namely, the turbulent
flow over the RAE2822 airfoil at transonic cruise conditions and a three-element airfoil system in
take-off configuration. Three-dimensional viscous flow simulations have not been conducted yet.
These will be subject to future investigations.
4.1 Aerodynamic Coefficients
For the analysis of the numerical results, we define the coefficients concerning the local surface
pressure and skin friction as well as the integral values of the aerodynamic lift and drag in two space
dimensions:
Local pressure coefficient
cp =
p− p∞
1/2ρ∞ |v∞|2
(4.1)
Local friction coefficient
cf =
τw
1/2ρ∞ |v∞|2 Reref
(4.2)
Wall shear stress
τw = µw
(
∂u
∂y
− ∂v
∂x
)
(4.3)
Aerodynamic lift coefficient due to pressure
CpL = −
∮
∂Ω
cp [nycos(α)− nxsin(α)] dA (4.4)
Aerodynamic drag coefficient due to pressure
CpD = −
∮
∂Ω
cp [nxcos(α) + nysin(α)] dA (4.5)
Aerodynamic lift coefficient due to friction
CfL =
∮
∂Ω
cf [nxcos(α) + nysin(α)] dA (4.6)
Aerodynamic drag coefficient due to friction
CfD =
∮
∂Ω
cf [nycos(α)− nxsin(α)] dA (4.7)
The integral aerodynamic coefficients are determined by a Gaussian integration, using one quadrature
point located at the midpoint of the boundary faces.
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4.2 Convergence Study of Newton-Krylov Solver
This section is concerned with the feasibility of the implicit time integration scheme to accelerate
convergence to steady state. A detailed study of the Newton-Krylov approach is presented to assess
the influence of the following parameters on the rate of convergence of the nonlinear residual: (i)
CFL number, (ii) ILU(p) preconditioner, (iii) solution accuracy of the linear system (GMRES
tolerance).
Three distinct examples have been selected to provide a comprehensive representation of different
classes of flow problems that are of particular interest to the current thesis:
(1) Inviscid subsonic flow about NACA0012 airfoil, M∞ = 0.63, α = 2◦
(2) Inviscid transonic flow about SFB 401 cruise configuration, M∞ = 0.75, α = 2◦
(3) Turbulent flow about RAE2822 airfoil, M∞ = 0.73, α = 2.79◦, Re∞ = 6.5 · 106
The parameter study is concentrated on two-dimensional flows. Further results have been published
in [31, 32, 42, 44].
For the studies under consideration, the HLLC scheme with wave speeds according to Davis (Chap-
ter 3.6.1.1) has been employed. For cases (1) and (2), the reconstruction of the primitive variables is
based on the least squares method on compact stencils (Chapter 3.6.2.1). For turbulent flows (3), the
Green-Gauss method (Chapter 3.6.2.1) is utilized. Viscous fluxes are evaluated using the modified
gradient averaging technique (Chapter 3.7.2). For cases (1) and (3) the parameter V of the Venkata-
krishnan limiter is V = 10−3, and V = 2 · 10−4 for case (2). The limiter acts in an isotropic fashion.
The Jacobian of the convective fluxes has been derived by tools of Automatic Differentiation, if not
stated otherwise.
The convergence of the nonlinear residual is monitored in the L1 norm of the continuity equation,
based on its initial value. The computational time (CPU time) solely measures the execution time
spent by the flow solver. I.e., additional overhead due to data-IO, evaluation of the grid metric etc.
are not considered. All computations have been carried out on a 2.4 GHz XEON processor, using the
GCC-3.1 compiler suite with -O3 optimization.
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4.2.1 Subsonic NACA0012 airfoil
The first test case considers the two-dimensional, inviscid flow about the NACA0012 airfoil at M∞ =
0.63, α = 2◦. A structured, non-adapted grid with a resolution of 240 × 60 cells is used, with 160
cells located on the airfoil surface. Time integration is based on the implicit Euler method.
Fig. 4.1 shows the influence of the CFL number on the convergence history of the nonlinear residual,
namely for CFL = 101, 102, 103 and 104. The residual of the linear system (GMRES tolerance) has
been decreased two orders of magnitude. ILU(2) serves as preconditioner. The rate of convergence is
greatly accelerated with increasing CFL number. The scheme remained stable even for CFL = 106,
but did not yield further acceleration compared with CFL = 104.
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Figure 4.1: NACA0012 airfoil, M∞ = 0.63, α = 2◦: Influence of CFL number on nonlinear convergence.
GMRES tolerance: 10−2, ILU(2) preconditioner.
Next, we consider the influence of the ILU(p) preconditioner on the nonlinear convergence, with
p ∈ [0, 1, 2, 4]. A CFL number of CFL = 104 and a GMRES tolerance of 10−2 are chosen. Fig. 4.2
shows that ILU(2) is the best choice in terms of execution time. The computational effort for sol-
ving the linear system of equations can only be reduced, if the additional costs for constructing and
applying a computationally more expensive preconditioner (higher level of fill-in) are compensated
by the gain in convergence. Fig. 4.3 illustrates the history of GMRES iterations required to reduce
the linear residual two orders of magnitude. A substantial reduction of GMRES iterations are obtai-
ned by ILU(2) and ILU(4), compared with ILU(0). However, the difference between ILU(4) and
ILU(2) is not large enough to compensate the increased work used by ILU(4), which explains its
lower computational efficiency, compared with ILU(2).
Over-solving the linear system beyond the extend which is required to obtain a stable correction of
the nonlinear iteration leads to unnecessary high computational effort. Generally, the exact solution
of the linear system within each Newton step is not required in order to obtain good convergence
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Figure 4.2: NACA0012 airfoil, M∞ = 0.63, α = 2◦: Influence of ILU preconditioner on the rate of nonlinear
convergence. CFL = 104, GMRES tolerance: 10−2.
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Figure 4.3: NACA0012 airfoil, M∞ = 0.63, α = 2◦: Influence of ILU preconditioner on number of GMRES
iterations. CFL = 104, GMRES tolerance: 10−2.
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of the nonlinear residual. However, the linear system has to be solved with sufficient accuracy to
maintain the stability of the nonlinear scheme. To our experience, this is of particular importance for
turbulent flows, which usually require a higher level of convergence for the transport equations of
turbulence quantities. In the following, the influence of the solution accuracy of the linear system on
the convergence of the nonlinear residual will be studied. Two different values for the residual of the
linear system have been selected, namely 10−2 and 10−4. The remaining parameters are CFL = 104,
with ILU(2) serving as preconditioner. Both tolerances provided identical rates of convergence,
concerning the number of nonlinear iterations (not shown here). However, the computational effort
substantially increases with improved solution accuracy, see Fig. 4.4(a). It is caused by the fact, that
more iterations are required for solving the linear system, Fig. 4.4(b).
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Figure 4.4: NACA0012 airfoil, M∞ = 0.63, α = 2◦: Influence of GMRES tolerance on the nonlinear conver-
gence history. CFL = 104, ILU(2) preconditioner.
Two different approaches for computing the Jacobian of the convective flux function have been pre-
sented in Chapter 3.9.4.1. The first method (Method I) is based on numerical differentiation using
one-sided finite differences. A step size of 10−7 has been chosen here. The second approach (Method
II) employs exact Jacobians derived by tools of Automatic Differentiation (ADIFOR). In the follow-
ing study, we choose CFL = 104, ILU(2) as preconditioner and a GMRES tolerance of 10−2. Both
approaches exhibit identical rates of convergence, concerning the number of nonlinear iterations, see
Fig. 4.5. It approves the good quality of the numerically derived Jacobians for this case. The appli-
cation of exact Jacobians derived by ADIFOR provides a substantial reduction of the computational
costs, compared with the use of numerically derived Jacobians, see Fig. 4.5.
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Figure 4.5: NACA0012 airfoil, M∞ = 0.63, α = 2◦: Comparison between exact Jacobians and numerically
derived Jacobians of convective flux function on the rate of convergence.
4.2.2 SFB 401 Cruise Configuration in the Transonic Regime
The second test case is concerned with the transonic flow about an airfoil according to the reference
configuration defined in the frame of the Collaborative Research Center SFB 401 “Flow Modulation
and Fluid-Structure Interaction at Airplane Wings”, RWTH Aachen [15, 16]. The reference configu-
ration has been assembled from the BAC 3-11/RES/30/21 airfoil reported in the AGARD Advisory
Report No. 303 [129]. In the following, it will be denoted as SFB 401 cruise configuration. The flow
conditions of the example considered here, are M∞ = 0.75, α = 2◦. A locally adapted grid compri-
sing 21106 cells with a highest refinement level of Lmax = 6 is employed, see Fig. 4.6. The accuracy
for solving the linear system is 10−2.
This test case poses several difficulties: The Jacobian associated with the locally adapted grid is less
sparse and usually has a larger bandwidth than the Jacobian related to a structured, non-adapted grid.
Thus, the construction of an effective preconditioner becomes more difficult. In the presence of strong
discontinuities, the phenomenon of limiter clipping is a major concern that may hamper convergence
to steady state. To our experience, this problem gains in importance as the mesh is highly refined
and thus numerical dissipation is locally reduced. Limiter clipping is not solely attributed to implicit
time integration schemes using large time steps, but it is frequently observed for explicit multigrid
schemes as well [77]. However, the associated problems are usually more pronounced with increasing
time step sizes.
In the presence of shock waves, it is not possible to initiate the computation with a high CFL number
directly. This is based on the fact, that the solution must be within the range of attraction of the
Newton scheme, otherwise the method may fail. Therefore, computations have been started with
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(a) Computational grid (b) Mach number distribution, Mmin = 0.05,
Mmax = 1.4, ∆M = 0.05.
Figure 4.6: SFB 401 cruise configuration, M∞ = 0.75, α = 2◦.
CFLmin = 1, which has subsequently been increased by a factor of 5% within each time step until a
maximum CFL number of CFLmax has been reached. Within the scope of this parameter study, the
maximum CFL number will be denoted as CFL := CFLmax for matter of convenience.
Fig. 4.7 shows the convergence histories of the nonlinear residual for three different CFL num-
bers, namely for CFL = 30, 100 and 1000. Time integration is based on the implicit Euler scheme.
ILU(3) serves as preconditioner. For CFL = 1000 the convergence already stagnates after the resi-
dual has decreased about two orders of magnitude. The problem may be alleviated, at least in parts,
by reducing the CFL number. However, the nature of the problem is not remedied but has only been
shifted towards a lower level of the residual. The strategy of reducing the CFL number is not satis-
factory for the application of implicit time integration methods, which strive to realize significantly
higher CFL numbers than CFL = 30. In the present case, the stagnation of the residual is caused by
the effect of limiter clipping. It can greatly be alleviated employing the technique of historical limiter
modification, which aims to reduce the fluctuation of the limiter within subsequent time steps. The
convergence histories of the standard scheme and of the historically modified method are depicted
in Fig. 4.8, for CFL = 100. After the historical modification of the limiter has been engaged at a
residual of 5 · 10−3, a fast convergence of the solution is obtained. This result emphasizes the great
importance to control the temporal evolution of the limiter. We would like to note, that employing
the historical modification of the limiter at a residual of 5 · 10−3 is generally a crude choice, in our
opinion. For practical applications, historical modification is typically engaged after the residual has
decreased to ||R(ρ)||1 ≤ 10−3, at least.
The B2 time integration scheme proposed by Batten et al. [24] introduces an additional non-linearity
via the temporal operator which aims to damp the high-frequency fluctuations of limiters. Fig. 4.9
shows the convergence of the B2-scheme for CFL = 100. Even without historical modification of
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the limiter, the method provides superior convergence properties and is capable to remedy the stag-
nation of the residual. After the residual has decreased about five orders of magnitude, an erratic,
less monotone course of the residual is observed. This motivates our final strategy to combine the
favorable properties of the B2-scheme with the historical modification of the limiter. After the histo-
rical modification has been engaged at a residual of 5 · 10−4, a nearly constant rate of convergence is
achieved, see Fig. 4.9.
In the following course, the influence of the CFL number and of the preconditioner on the rate
of convergence will be studied in detail for the transonic flow under consideration. The B2 time
integration scheme, supplemented by the historical limiter modification, serves as the method of
choice. Here, historical limiter modification has been engaged at ||R(ρ)||1 = 5 · 10−4.
Fig. 4.10 shows the convergence histories for three different CFL numbers, namely CFL = 102, 103
and 104. ILU(3) serves as preconditioner. The rate of convergence has substantially been accelerated
by increasing the CFL number between CFL = 102 and CFL = 103. Less benefits are obtained by
raising it further to CFL = 104. The number of GMRES iterations required to reduce the residual
of the linear system by two orders of magnitude is depicted in Fig. 4.11. The linear system becomes
more difficult to solve for higher CFL numbers, but does not require more than 20 iterations, which
is acceptable. We emphasize again that the CFL number has been raised during the course of time.
I.e., it is equivalent for all cases during the early stages of the nonlinear iteration.
Fig. 4.12 illustrates the influence of the preconditioner on the rate of convergence for CFL =
104. Here, ILU(3) is the best choice in terms of execution time. Also ILU(4) outperforms the
ILU(2) preconditioner, which was determined to be the best choice for the subsonic flow about the
NACA0012 airfoil, using a non-adapted grid. However, ILU(4) requires more time than the other
schemes during the early stages of the nonlinear iteration. I.e., a higher level of fill-in is of benefit
only as the diagonal dominance of the matrix is reduced for large CFL numbers. This is confirmed
by the history of GMRES iterations, depicted in Fig. 4.13. During the early stages of the iterati-
on process, the number of GMRES iterations is almost independent of the chosen preconditioner.
With an advancing number of nonlinear iterations, and thus raising CFL numbers, the quality of the
preconditioner gains in importance for solving the linear system. The major difference is observed
between ILU(2) and ILU(3).
As a concluding remark, we would like to emphasize that the implicit Euler time integration scheme
provides robust and fast convergence to steady state for many applications. For difficult flow pro-
blems, where limiter clipping is of major concern, the B2-scheme represents a viable alternative to
improve the convergence to steady state. However, various other sources than limiter clipping do exist
that have a significant influence on convergence properties, e.g. the treatment of far-field boundary
conditions, range of attraction of the Newton method, etc.
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Figure 4.7: Convergence histories for implicit Euler time integration scheme. SFB 401 cruise configuration,
M∞ = 0.75, α = 2◦.
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Figure 4.8: Influence of historical modification of the limiter on the convergence for implicit Euler time inte-
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Figure 4.9: Convergence of B2 and implicit Euler time integration scheme for CFL = 100. SFB 401 cruise
configuration, M∞ = 0.75, α = 2◦.
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Figure 4.10: Influence of CFL number on rate of convergence for B2 time integration scheme. ILU(3)
preconditioner. SFB 401 cruise configuration, M∞ = 0.75, α = 2◦.
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Figure 4.11: Influence of CFL number on GMRES iterations. ILU(3) preconditioner. GMRES tolerance =
10−2. SFB 401 cruise configuration, M∞ = 0.75, α = 2◦.
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Figure 4.12: Influence of ILU(p) preconditioner on the rate of convergence for CFL = 104. SFB 401 cruise
configuration, M∞ = 0.75, α = 2◦.
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Figure 4.13: Influence of ILU(p) preconditioner on number of GMRES iterations for CFL = 104. SFB 401
cruise configuration, M∞ = 0.75, α = 2◦.
4.2.3 Turbulent Flow about RAE2822 Airfoil
The third test case investigates the convergence properties of the implicit time integration method for
the fully turbulent flow about the RAE2822 airfoil at M∞ = 0.73, α = 2.79◦, Re∞ = 6.5 · 106. A
non-adapted grid has been utilized with a resolution of 336× 64 cells, with 256 cells located on the
airfoil surface. Time integration is based on the implicit Euler method, supplemented with historical
modification of the limiter, which is engaged after the nonlinear residual decayed to 5 · 10−4. The
linear residual has been reduced three orders of magnitude, with ILU(2) serving as preconditioner.
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Fig. 4.14 presents the convergence histories of the nonlinear residual for CFL = 10 and CFL = 300,
respectively. Compared with CFL = 10, the convergence to ||R(ρ)||1 = 10−7 has been accelerated
with the choice of CFL = 300 by a factor of about 17 in terms of nonlinear iterations, and a factor
of about 12.7 in terms of computational time, see Table 4.1 for details. Unfortunately, the rate of
convergence reduces after the residual has decreased about five orders of magnitude. We believe that
this behavior is caused by the approximations introduced for the linearizations of the viscous fluxes
and of the turbulence model. This is emphasized by the fact, that we were not able to substantially
increase the CFL number beyond CFL = 300, which caused the iteration to fail. The aerodynamic
lift coefficient as well as the drag coefficient can be considered as being fully converged after about
150 iterations, see Fig. 4.15.
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Figure 4.14: Convergence histories for RAE2822 airfoil, M∞ = 0.73, α = 2.79◦, Re∞ = 6.5 · 106.
Table 4.1: RAE2822 airfoil, M∞ = 0.73, α = 2.79◦, Re∞ = 6.5 · 106 : Convergence of density residual to
||R(ρ)||1 = 10−7.
CFL Iterations CPU time [sec]
10 8876 8158.49
300 521 638.46
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Figure 4.15: Convergence histories of aerodynamic coefficients for RAE2822 airfoil, M∞ = 0.73, α = 2.79◦,
Re∞ = 6.5 · 106. CFL = 300.
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4.3 Two-Dimensional Inviscid Flows
4.3.1 Ringleb Flow
The so-called Ringleb flow [146] serves as a test case to assess the spatial accuracy of the basic
scheme for inviscid flows in two space dimensions. It is an exact solution of the Euler equations
obtained by hodograph transformation. The flow depends on the inverse of the stream function k and
the velocity magnitude q. The streamlines are determined by
x(q, k) = ± 1
kqρ
√
1−
( q
k
)2
, (4.8)
y(q, k) =
1
2ρ
(
1
q2
− 2
k2
)
+
J
2
. (4.9)
The speed of sound a, the density ρ and the coefficient J are related to the velocity magnitude by
a =
√
1− γ − 1
2
q2 , (4.10)
ρ = a2/(γ−1) , (4.11)
J =
1
a
+
1
3a3
+
1
5a5
− 1
2
log
(
1 + a
1− a
)
, (4.12)
with γ = 1.4 for a perfect gas. The flow angle θ is given by
sinθ =
q
k
. (4.13)
In the present case we choose the values k = 0.4 and k = 0.8 to define the rigid walls, and q = 0.3
to define the inlet- and outlet boundaries. Fig. 4.16(a) and Fig. 4.16(b) illustrate the flow pattern
(streamlines) and the Mach number distribution of the exact solution. The flow is fully subsonic
within the domain. The inlet Mach number is 0.3027 and the maximum Mach number reaches a
value of 0.8567 at the center of the bottom wall.
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Figure 4.16: Ringleb flow: (a) Streamlines; (b) Mach number distribution of exact solution
4.3. Two-Dimensional Inviscid Flows 81
The error Ehj and the spatial order of the numerical scheme EOC (Experimental Order of
Convergence) are estimated in the L1 norm of the Mach number:
Ehj =
1
Nj
Nj∑
i=1
∣∣fhj − 1∣∣ (4.14)
EOC = log
(
Ehj
Ehj+1
)/
log
(
hj
hj+1
)
(4.15)
where fhj represents the ratio of the numerical solution and the exact solution on a grid with the cha-
racteristic length scale hj = 1/
√
Nj; Nj is the number of grid cells. The accuracy analysis is carried
out on four different grids with a resolution of 16×4, 32×8, 64×16 and 128×32 cells, respectively,
see Fig. 4.17. In addition, the grids are distorted randomly in order to assess the sensitivity of the so-
lution with respect to mesh quality. The constant reconstruction and the linear reconstruction, based
on the Green-Gauss method, are employed. The convective fluxes are evaluated by Roe’s flux diffe-
rence splitting. The inflow and outflow conditions are fully specified by the exact solution. Fig. 4.18
illustrates the Mach number distribution along the bottom wall for three different regular grids. The
linear Green-Gauss reconstruction method has been employed. For the highest resolution, the maxi-
mum error between the numerical solution and the exact solution is about 0.02%. Fig. 4.19 shows
the error Ehj in the Mach number as function of the characteristic length scale hj of the mesh. For
the linear reconstruction, the sensitivity of the error with respect to grid distortion is weak. Table 4.2
summarizes the estimated order of accuracy of the scheme. For the linear reconstruction the order of
accuracy can be determined between 2.5-2.9 . The constant reconstruction scheme is numerically less
then first order accurate for the considered grids. Similar measures have been obtained by Delanaye
[64].
Table 4.2: Ringleb flow: experimental order of convergence (EOC) for linear reconstruction and constant
reconstruction on regular and distorted grids
EOC
grid linear rec. linear rec. constant rec.
regular grid distorted grid regular grid
32× 8 2.79 2.70 0.543
64× 16 2.83 2.93 0.909
128× 32 2.84 2.53 0.862
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Grid 1: 16× 4 cells
Grid 2: 32× 8 cells
Grid 3: 64× 16 cells
Grid 4: 128× 32 cells
Figure 4.17: Ringleb flow: Computational grids; Left Figures: regular grids; Right Figures: randomly distorted
grids
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Figure 4.18: Ringleb flow: Mach number distribution at bottom wall (partial view); linear Green-Gauss recon-
struction on regular grids; − exact solution, 128× 32 cells, •32× 8 cells, 16× 4 cells
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Figure 4.19: Ringleb flow: Error in the Mach number as function of the characteristic length scale hj of the
mesh. Linear Green-Gauss reconstruction: • regular grid,  distorted grid ;  constant reconstruction (regular
grid)
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4.3.2 Sod’s Shock Tube Problem
Sod’s problem is a classical shock tube problem [168]. The high pressure part is separated from the
low pressure part by a membrane, that bursts at t0. The solution consists of a left moving rarefaction
wave and a right moving contact discontinuity and shock. The initial conditions are
u(x, t0) =
{
uL , x ≤ 0
uR , x > 0
where the left state uL and the right state uR are determined by the dimensionless quantities
ρL = 1.0, ρR = 0.125
pL = 1.0, pR = 0.1
vL = 0.0, vR = 0.0
The problem is considered as a flow in a two-dimensional channel with constant cross section, exten-
ding between x ∈ [−1, 1], y ∈ [0, 0.1]. The upper and lower boundary of the channel are modeled as
impermeable slip walls. The solution is initialized on a pre-adapted grid to ensure adequate resolution
of the discontinuities from the very beginning of the computation, see Fig. 4.20.
x
-1 -0.5 0 0.5 1
0
0.1y
Figure 4.20: Initial grid for Sod problem
The coarsest, non-adapted base grid (L = 1) consists of 10 × 5 cells. Since the flow is of one-
dimensional nature, adaptation is only carried out in the x-coordinate direction. The maximum re-
finement level is Lmax = 7. A uniform discretization of the domain with a refinement of Lmax = 7
in the x-coordinate direction corresponds to a resolution of 640× 5 cells.
The solution is advanced in time by an explicit two-stage Runge-Kutta method (α1 = 0.5, α2 = 1.0),
with a global time step of ∆t = 5.0 · 10−4 seconds. Mesh adaptation is performed at each time step.
The threshold value of the adaptation is  = 5.0 · 10−4. The maximum CFL number within the
domain is CFL < 1 for all times.
Fig. 4.21 shows the distributions of the density and of the static pressure for t = 0.15 seconds and
t = 0.40 seconds. The grid is always locally adapted to the solution during the course of time,
providing sharp resolution of the shock and of the contact discontinuity.
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Figure 4.21: Sod problem: Distribution of pressure and density as well as corresponding grids. (a) t = 0.15
sec; (b) t = 0.40 sec
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4.3.3 Two-Dimensional Wave Interaction
Two-dimensional problems of wave interaction have intensively been studied in the literature
[104, 159, 175, 190]. The configuration consists of four equally spaced regions that are separated
by membranes, bursting at t0. Each sector is initialized with different constant states, so that the
jump conditions are fulfilled at the interfaces. Table 4.3 summarizes the initial conditions for the
example considered here.
Table 4.3: Initial conditions for two-dimensional wave interaction
x
y
0.5
0.5
1
1
0
0
12
3 4
Sector
1 2 3 4
p 1.5 0.3 0.029 0.3
ρ 1.5 0.5323 0.138 0.5323
u 0 1.206 1.206 0
v 0 0 1.206 1.206
Two different meshes are employed to assess the influence of the grid adaptation on the solution:
Grid I: A uniform grid with a resolution of 640× 640 cells grid serves as a reference.
Grid II: The second grid is locally adapted to the solution. The base grid consists of 10 × 10
cells (L = 1). The maximum refinement level is Lmax = 7, so that the finest resolution
corresponds to the uniform discretization of grid I. The solution is initialized on a pre-
adapted grid to ensure adequate resolution from the beginning of the computation. The
mesh is adapted at each time step with a threshold value of  = 1.0 · 10−3.
The convective fluxes are discretized by the HLLC scheme. Time integration is based on a two-stage
Runge-Kutta method (α1 = 0.5, α2 = 1.0) with a global time step of ∆t = 1.5 · 10−4 seconds. The
maximum CFL number within the domain is CFL < 1 for all times.
Fig. 4.22 shows the distribution of the density for t = 0.45 seconds obtained on the uniform mesh,
which serves as a reference. In the following, the adaptive scheme is employed, see Fig. 4.23. The
locally adapted mesh consists of 159616 cells, which is about 39% of the amount of cells required
by the uniform discretization. Unfortunately, numerical problems of the flow solver at the boundaries
of the computational domain cause adaptation of the grid in some areas, where it is physically not
necessary. Fig. 4.23 shows the corresponding density distribution for t = 0.45 seconds. The solution
obtained on the locally adapted grid is virtually identical to the solution obtained on the uniform
mesh, while the grid resolution is reduced.
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Figure 4.22: Two-dimensional wave interaction at t = 0.45 seconds. Uniform grid (grid I). Density distribution
ρmin = 0.15, ρmax = 1.7,∆ρ = 0.05.
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Figure 4.23: Two-dimensional wave interaction at t = 0.45 seconds. Locally adapted grid (grid II). Left
Figure: Computational mesh. Right Figure: Density distribution ρmin = 0.15, ρmax = 1.7,∆ρ = 0.05.
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4.3.4 Transonic Channel Flow
The next example considers the GAMM test case [147] of inviscid flow at M∞ = 0.85 over a 4.2%
circular arc bump in a channel with height 2.073 times the chord length, see Fig. 4.24 for specifica-
tions. The inflow and outflow boundaries are placed two chord lengths upstream and downstream of
the bump, respectively. Characteristic boundary conditions are employed at the inflow and outflow.
The initial grid consists of 300 cells (3 blocks with a resolution of 10 × 10 cells each). 15 cycles of
adaptation are performed with a maximum refinement level of Lmax = 8. The threshold value for the
multiscale analysis is  = 5.0 · 10−3. Fig. 4.25 shows the computational grids and the corresponding
distributions of the Mach number for three different stages of adaptation, namely for grid 1, 4 and
16. On the initial mesh, the shock and the stagnation areas are resolved insufficiently, as the Mach
number distribution on the lower wall emphasizes (Fig. 4.26). After 3 adaptations (grid 4), the shock
is already captured by the adaptive mesh. Nevertheless, the shock resolution can still be improved
significantly. After 15 adaptations (grid 16) the mesh consists of 14910 cells, including 8 levels of re-
finement. The solution exhibits very crisp shock resolution and highly resolved stagnation areas. The
corresponding distribution of the Mach number on the lower wall1 is depicted in Fig. 4.26. A compa-
rable high resolution is not feasible using non-adaptive grids. A uniform discretization of the domain,
corresponding to a grid at level 8, would consist of the unreasonable number of 1228800 cells. Of
course, meshes do not use to have the same fine resolution in the complete domain, nevertheless it is
interesting to recognize that the adaptive scheme requires 1.21% of this amount.
Fig. 4.27 presents the evolution of the number of grid cells for different stages of adaptation. During
the initial phase, the mesh size rapidly increases with each adaptation step, until a maximum number
of 17343 cells is reached after 7 cycles. Then, the mesh is partially coarsened again, and the grid size
converges against an almost constant value of 14910 cells after 15 adaptations.
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Figure 4.24: Geometry of bump in channel
1The shock is captured with only one point within the shock itself.
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Grid No. 1, number of cells: 300, Lmax = 1
Grid No. 4, number of cells: 4632, Lmax = 4
Grid No. 16, number of cells: 14910, Lmax = 8
Figure 4.25: Transonic channel flow, M∞ = 0.85. Left Figures: Mach number distribution, Mmin = 0,
Mmax = 1.4,∆M = 0.05; Right Figures: Computational grids
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Figure 4.26: Transonic channel flow, M∞ = 0.85: Distribution of the Mach number on lower wall
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Figure 4.27: Number of grid cells during adaptation process for transonic channel flow, M∞ = 0.85
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4.3.5 Subsonic NACA0012 Airfoil
This well known test case is concerned with the subsonic flow about the NACA0012 airfoil at M∞ =
0.63, α = 2.0◦ [68]. The aerodynamic lift coefficient may be predicted as CL,pot = 0.333 using a full
potential method.
The accurate prediction of aerodynamic coefficients greatly depends on the grid resolution and on
far–field boundary conditions. Both aspects are investigated here. The computational C-type grid ex-
tends about 20 chord lengths away from the airfoil. At the far–field, two types of boundary conditions
have been applied: The first one utilizes characteristic based boundary conditions. Riemann invariants
that enter the computational domain are determined by free–stream conditions. In the second case,
far–field boundary conditions are specified using the circulation correction according to Thomas and
Salas [167].
Two different threshold values for adaptation are employed to assess the influence of the grid reso-
lution, namely  = 5 · 10−2 and  = 3 · 10−3. The sensitivity of the adaptation primarily influences
the grid resolution in the vicinity of the airfoil. In particular, adequate resolution of the stagnation
area about the leading edge is of significant importance for the overall prediction of the aerodynamic
coefficients.
Computations are initialized on a coarse mesh consisting of 400 cells, with 10 cells on each side
of the airfoil surface itself. A maximum number of Lmax = 9 grid levels are permitted. 15 cycles
of adaptation have been performed. The actual grid level that has locally been reached during the
computation is L = 7 for  = 5 · 10−2 and L = 9 for  = 3 · 10−3. The highest refinement levels are
located within the stagnation area at the leading edge, see Fig. 4.28. The residual is decreased five
orders of magnitude, measured in the L1-norm of the density residual. No limiter has been applied.
Figure 4.28: Computational grid (partial view) for
NACA0012 airfoil, M∞ = 0.63, α = 2.0◦.  =
3.0 · 10−3
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Figure 4.29: Mach number distribution for
NACA0012 airfoil, M∞ = 0.63, α = 2.0◦
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Table 4.4 summarizes the results for the parameters under consideration. The aerodynamic lift coef-
ficient, its derivation from the potential flow solution and the maximum Mach number on the airfoil
surface are presented. The variation of the threshold value, , has a large influence on the number of
grid cells, which almost increases by a factor of three. Without vortex–correction, the aerodynamic
lift is underestimated by about 3%, measured on the finest mesh. Application of the vortex–correction
greatly enhances the solution accuracy. On the fine grid, the potential flow solution is reached very
accurately. On the coarser grid, the aerodynamic lift is under-predicted by about 2%, even with ap-
plied vortex–correction. This deficit results from insufficient resolution about the stagnation area at
the leading edge. Fig. 4.29 shows, that for the coarser grid ( = 5.0 · 10−2) the maximum Mach
number only reaches a value of Mmax ≈ 0.964, compared with Mmax ≈ 0.987 for the finer grid
( = 3.0 · 10−3). Subsequently, the complete Mach number distribution downstream of the peak level
on the upper surface is influenced.
Table 4.4: Aerodynamic coefficients for NACA0012 airfoil, M∞ = 0.63, α = 2.0◦
 = 5.0 · 10−2  = 3.0 · 10−3
vortex correction no yes no yes
number of cells 5638 5962 17035 17083
CL 0.3138246 0.3266950 0.3223484 0.3329005
1-CL/CL,pot [%] 5.7583783 1.8933933 3.1986786 0.0298798
Mmax 0.9553167 0.9641491 0.9787976 0.9872640
4.3.6 Transonic NACA0012 Airfoil
The transonic flow about the NACA0012 airfoil at M∞ = 0.95, α = 0◦ is investigated, which has
been specified in [1] as AGARD reference test case 03. The flow pattern downstream of the trailing
edge is characterized by a complex shock configuration, see Fig. 4.30 for illustration. Two oblique
shocks are formed at the trailing edge. The remaining supersonic region behind the oblique shocks
is closed by a further normal shock. This configuration is often related to as so-called fish-tail. It has
been studied by several authors in the literature to assess the benefits of adaptation [63, 184, 189].
Computations are initialized on a structured grid consisting of 4 blocks with a resolution of 20× 20
cells each. The far-field boundary is located about 20 chord lengths away from the airfoil. 13 cycles
of adaptation have been performed with a maximum refinement level of Lmax = 8. Adaptation has
been carried out on the set of primitive variables, each time the density residual decreased four orders
of magnitude. The threshold value for the multiscale analysis is  = 4 · 10−2.
Fig. 4.31 and Fig. 4.32 present the computational grids and the corresponding Mach number distri-
bution in the vicinity of the airfoil for the initial stage and after 13 cycles of adaptation, respectively.
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All three shocks are highly resolved by the adaptive grid, which contains 55084 cells. The position
of the normal shock is located at x ≈ 2.1721 chord lengths behind the trailing edge of the airfoil.
Fig. 4.33 and Fig. 4.34 present a total view of the computational grids and the corresponding Mach
number distribution for the initial mesh and after 13 adaptations. The oblique shocks extend about
10 to 12 chord lengths into the flow domain. The adaptive grid provides high resolution over the
complete extent of the shocks. Such a high shock resolution is not feasible using standard structured
grids. The discretization of the shock region between x ∈ [1, 5], y ∈ [−10, 10] using a uniform
structured mesh according to a refinement level L = 8 equals about 29.5 · 106 grid cells. A uniform
discretization of the complete flow domain according to L = 8 would result in about 108 cells.
Oblique Shock
Normal Shock
Shock Triple Point
Sonic Line
Supersonic Flow
Expansion Waves
Shock
Figure 4.30: Illustration of physical flow phenomena for inviscid flow about NACA0012 airfoil, M∞ = 0.95,
α = 0.0◦
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Figure 4.31: Partial view of NACA0012 airfoil, M∞ = 0.95, α = 0.0◦. Left Figure: Computational grid.
Right Figure: Mach number distribution, Mmin = 0.0, Mmax = 1.45, ∆M = 0.05
Figure 4.32: Partial view of NACA0012 airfoil, M∞ = 0.95, α = 0.0◦. Left Figure: Computational grid.
Right Figure: Mach number distribution, Mmin = 0.0, Mmax = 1.45, ∆M = 0.05
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Figure 4.33: Total view of NACA0012 airfoil, M∞ = 0.95, α = 0.0◦. Left Figure: Computational grid. Right
Figure: Mach number distribution, Mmin = 0.0, Mmax = 1.45, ∆M = 0.05
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Figure 4.34: Total view of NACA0012 airfoil, M∞ = 0.95, α = 0.0◦. Left Figure: Computational grid. Right
Figure: Mach number distribution, Mmin = 0.0, Mmax = 1.45, ∆M = 0.05
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4.3.7 Transonic SFB 401 Cruise Configuration
Next, we consider the two-dimensional, inviscid flow about the SFB 401 cruise configuration [15, 16],
which has been assembled, as already mentioned in Chapter 4.2.2, from the BAC 3-11/RES/30/21
airfoil reported in the AGARD Advisory Report No. 303 [129]. It was experimentally investigated
for various transonic flow conditions by C. Hillenherms [93]. The experimental data still need to be
compared with present numerical results. The investigated flow conditions are M∞ = 0.85, α = 0◦.
Computations are initialized on a grid consisting of four blocks, each with a resolution of 16×16 cells.
Adaptation is carried out each time the residual decreased to 2.5 · 10−4, based on the initial residual,
measured in the L1 norm of the density. 14 adaptation cycles have been conducted, with a maximum
refinement level of Lmax = 9. The threshold value for the multiscale analysis is  = 8 · 10−2.
Fig. 4.35 and Fig. 4.36 present the computational grids and corresponding pressure distributions
for three different stages of adaptation, namely for grid no. 1, 4 and 14. The pressure distributions
on the airfoil surface for grid 1 and grid 14 are depicted in Fig. 4.37. On the coarsest mesh, the
shock at the trailing edge of the upper surface can already be identified. On the lower surface, the
shock at x ≈ 0.53 is very smeared while the shock near the leading edge cannot be identified at all.
After 3 cycles of adaptation, all three shocks are present (Fig. 4.35, Fig. 4.36). The mesh contains
7405 cells, with a maximum grid level L = 4. With further adaptation, the shock resolution can
be improved significantly. On grid no. 14, all shocks are highly resolved. The mesh contains 28288
cells, with a maximum grid level L = 9. A large number of cells is concentrated within the shock
regions. Although the number of grid cells of the finest mesh appears to be rather high, it has to
be emphasized that the shock resolution is greatly improved by the adaptive scheme. Further, to
obtain the same solution quality, the utilization of a structured, non-adaptive grid would prospectively
require a significantly higher number of cells than the locally adapted grid. In addition, the process of
adjusting a structured grid to the shock location requires a detailed a priori knowledge of the solution
to provide adequate grid resolution.
Fig. 4.38 presents the evolution of the number of grid cells for different stages of adaptation. During
the initial phase, the mesh size rapidly increases with each adaptation step. With further adaptation,
the number of cells converges against a constant size. It is important to note, that large regions of
the shocks have not been resolved by the highest refinement level possible (Lmax = 9), but have
only reached a lower level of adaptation L < Lmax. I.e., convergence of the mesh size has not been
enforced to achieve the highest grid level.
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Grid No. 1, number of cells: 1024, Lmax = 1
Grid No. 4, number of cells: 7405, Lmax = 4
Grid No. 14, number of cells: 28288, Lmax = 9
Figure 4.35: SFB 401 cruise configuration, M∞ = 0.85, α = 0◦. Left Figures: Computational grid. Right
Figures: cp distribution, cp,min = −1.35, cp,max = 1.2, ∆cp = 0.075
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Grid No. 1, number of cells: 1024, Lmax = 1
Grid No. 4, number of cells: 7405, Lmax = 4
Grid No. 14, number of cells: 28288, Lmax = 9
Figure 4.36: SFB 401 cruise configuration, M∞ = 0.85, α = 0◦: Detailed view of stagnation area. Left
Figures: Computational grid. Right Figures: cp distribution, cp,min = −1.35, cp,max = 1.2, ∆cp = 0.075
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Figure 4.37: Surface pressure distribution for SFB 401 cruise configuration, M∞ = 0.85, α = 0◦
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Figure 4.38: Number of grid cells during adaptation process of SFB 401 cruise configuration, M∞ = 0.85,
α = 0◦
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4.3.8 Hypersonic Flow over Double-Ellipse
The inviscid, two-dimensional hypersonic flow over a double-ellipse at M∞ = 8.15, α = 30◦ is
considered. It represents a standard test case for flow simulations of reentry vehicles [69]. For the
presented computations, the Green-Gauss reconstruction and the Ha¨nel/Schwane flux vector splitting
are employed. The solution is advanced in time by the implicit Euler scheme, with a variation of the
CFL number between 5 ≤ CFL ≤ 300. During the transient startup sequence, the use of the
second order scheme may lead to negative pressures on the body. It is caused by the strong shock,
that detaches from the surface of the vehicle. Due to the fact, that boundary faces are not considered
within the limiting procedure of the reconstruction technique, the very steep gradient across the
shock may generate new solution extrema at boundaries and thus lead to a non-permissible state,
e.g. negative pressure. The problem is remedied by locally reducing the method to first order in
space, if the reconstructed pressure or the density at a boundary face are negative. This procedure
can be regarded as an additional limiting process, based on physical reasons. After the shock is fully
detached from the surface, this mechanism is not required anymore.
Starting from a coarse grid consisting of 500 cells (grid 1), 6 cycles of adaptation are performed,
with a maximum refinement level of Lmax = 6. The mesh is adaptated each time the density resi-
dual decreased four orders of magnitude. The threshold value of the adaptation is  = 2.5 · 10−2.
Fig. 4.40 presents a partial view of the computational grid and the corresponding distribution of the
Mach number for three different stages of adaptation, namely for grid 1, 4 and 7. On the initial mesh,
the detached bow shock is extremely smeared. The canopy shock cannot be identified at all, as the
pressure distribution on the vehicle surface emphasizes, see Fig. 4.39. After 6 adaptations, the deta-
ched bow shock and the canopy shock are both sharply resolved. Fig. 4.39 shows a good agreement
between the predicted surface pressure distribution after 6 adaptations and numerical results obtained
by Gustafsson et al. [69].
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Figure 4.39: Surface pressure distribution for inviscid flow over double-ellipse, M∞ = 8.15, α = 30◦
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Grid 1: 500 cells, Lmax = 1
Grid 4: 10262 cells, Lmax = 4
Grid 7: 35126 cells, Lmax = 6
Figure 4.40: Inviscid flow over double-ellipse, M∞ = 8.15, α = 30◦. Left Figures: Computational grids
(partial view); Right Figures: Mach distribution, Mmin = 0,Mmax = 8.15,∆M = 0.15
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4.3.9 Oscillating NACA0012 Airfoil
To simulate unsteady fluid flow about rigid bodies in arbitrary motion, we introduce a moving frame
of reference, that is rigidly connected to the geometry. For any rigidly moving frame of reference,
the balance equations for continuity, momentum and energy can be expressed as follows:
∫
Ω
∂ρ
∂t
dV +
∮
∂Ω
ρvrndS = 0 , (4.16)
∫
Ω
∂ρvr
∂t
dV +
∮
∂Ω
ρvr ◦ vrndS =
∮
∂Ω
T ndS −Qm , (4.17)
∫
Ω
∂ρetot
∂t
dV +
∮
∂Ω
ρetotvrndS =
∮
∂Ω
(vrT − q)ndS −Qe . (4.18)
The source terms due to rigid body motion are determined by
Qm =
∫
Ω
ρ [a0 + 2ω ∧ vr + ω˙ ∧ r + ω ∧ (ω ∧ r)] dV , (4.19)
Qe =
∫
Ω
ρvr [a0 + ω˙ ∧ r + ω ∧ (ω ∧ r)] dV . (4.20)
vr denotes the fluid velocity, measured in the moving frame, ω, ω˙ are the angular velocity and
acceleration, and v0, a0 represent the velocity and acceleration of the origin of the moving frame of
reference.
The inviscid, unsteady transonic flow at M∞ = 0.755 about the NACA0012 airfoil undergoing forced
oscillation in pitch
α = 0.016◦ + 2.51◦sin(ωt + ϕ) (4.21)
about the quarter-chord is subject to the current study. The reduced frequency is k = ωc/ |v∞| =
0.1628. This test case was experimentally investigated by Landon [103].
For the numerical simulation, a phase shift of ϕ = 90◦ is introduced, so that for t = 0 the motion of
the airfoil is accelerated but has no rotational velocity. A multi-layered grid consisting of 17240 cells
is employed to provide sufficiently high resolution in vicinity of the airfoil while reducing the number
of grid points in the far-field, see Fig. 4.41. The spatial discretization is based on the Ha¨nel/Schwane
flux vector splitting [87]. The second order accurate implicit backward differencing (BDF) method is
employed to advance the solution in time. The physical time step is chosen to resolve 100 time steps
per cycle, which corresponds to a maximum CFL number within the computational domain of about
3000. The unsteady residual of the Newton iteration is reduced four orders of magnitude within each
time step.
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Fig. 4.42 shows the isobars of the flow field and the corresponding pressure distribution on
the airfoil surface for three different stages of the motion: (a) α(t1) = 0.854◦, α˙(t1) < 0; (b)
α(t2) = −2.487◦, α˙(t2) < 0; (c) α(t3) = 1.833◦, α˙(t3) > 0 . The flow undergoes strong variations
in time. During the upward motion of the airfoil (α˙ > 0), a supersonic region is formed on the
upper surface, which is closed by a shock. During the downward motion, the supersonic region on
the upper surface breaks down and a supersonic region on the lower surface develops. Fig. 4.43 and
Fig. 4.44 present the hysteresis curves of the lift coefficient CL and of the moment coefficient CM ,
for the 4th cycle of oscillation. The discrepancies with respect to the experiments of Landon [103]
are often observed in the literature [8, 22, 101, 112]. Further detailed studies regarding the current
approach have been published in [43, 49].
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Figure 4.41: Partial view of computational grid for oscillating NACA0012 airfoil (M∞ = 0.755, k = 0.1628).
Number of cells: 17240
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(a) α = 0.854◦, α˙ < 0
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(b) α = −2.487◦, α˙ < 0
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(c) α = 1.833◦, α˙ > 0
Figure 4.42: Oscillating NACA0012 airfoil, Left Figures: Isobars (cp,min = −1.1, cp,max = −1.1,∆cp =
0.1). Right Figures: Pressure distribution on airfoil surface
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Figure 4.43: Lift coefficient hysteresis for oscillating NACA0012 airfoil
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Figure 4.44: Moment coefficient hysteresis for oscillating NACA0012 airfoil
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4.3.10 Low Mach Number Flows
The accurate prediction of nearly incompressible fluid flow within the low Mach number regime po-
ses particular difficulties to density based approaches that are primarily designed for compressible
flows. Firstly, standard upwind schemes usually do not behave appropriately as the Mach number
tends to zero, which causes excessive numerical dissipation. Secondly, at low speeds the governing
equations become ill-conditioned so that the rate of convergence to steady state deteriorates signifi-
cantly. Both aspects will be addressed in the following section. The benefits of local preconditioning
in conjunction with the AUSMDV(P) method, which is capable to operate at all flow speeds, will be
shown. The investigations are concentrated on two-dimensional, inviscid flows that asymptotically
reach steady state.
4.3.10.1 Channel Flow
The first example considers the inviscid flow over a 4.2% circular arc bump in a channel with height
2.073 times the chord length. The geometry of the channel is identical to the specifications outlined
in Chapter 4.3.4. A structured, non-adapted grid with a resolution of 120 × 40 cells, with 40 cells
located on the bump, is employed.
The behavior of five upwind schemes has been studied for two different Mach numbers, namely
M∞ = 0.1 and M∞ = 0.01. Fig. 4.45 shows the distribution of the Mach number predicted by the
following upwind methods: (a) Ha¨nel/Schwane flux vector splitting [87], (b) Roe’s scheme [148],
(c) HLLC [24] with wave speeds according to Davis [59], (d) AUSMDV [181] and (e) AUSMDV(P)
[72]. The local preconditioning technique described in Chapter 3.9.1 has been employed solely in
conjunction with the AUSMDV(P) scheme.
For M∞ = 0.1 all upwind schemes provide acceptable solution quality. However, a distraction of
the contour lines at a position according to approximately 75%c on the lee-side of the bump can be
observed for the Roe, HLLC and AUSMDV schemes. The flux vector splitting due to Ha¨nel/Schwane
behaves slightly more diffusive than the other methods. The solution obtained by AUSMDV(P) can
be regarded as superior, since it best maintains the symmetry of the flow.
For M∞ = 0.01 the solution quality of all upwind schemes deteriorates significantly, except for
AUSMDV(P). The solution of schemes (a)-(d) suffer from excessive numerical dissipation. The
results predicted by the Roe scheme, HLLC and AUSMDV are virtually identical, while the
Ha¨nel/Schwane flux vector splitting performs worst. The AUSMDV(P) scheme is the only method
that maintains its excellent solution quality at very low Mach numbers. Numerical experiments have
shown that the method is applicable even for lower Mach numbers, e.g. M∞ = 0.001 (not shown
here).
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(a) Ha¨nel/Schwane
(b) Roe
(c) HLLC
(d) AUSMDV
(e) AUSMDV(P)
Figure 4.45: Subsonic flow in channel. Left Figures: M∞ = 0.1. Right Figures: M∞ = 0.01.
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4.3.10.2 NACA0012 Airfoil
The presence of distinct stagnation areas poses an increased difficulty for the accurate prediction of
the flow field under consideration. In vicinity of stagnation points, the Mach number reduces towards
zero, which may cause locally increased numerical dissipation of the employed upwind methods.
Subsequently, the locally introduced artificial dissipation may be convected from the stagnation area
downstream into the remaining domain and thus influence the overall flow field. This situation is of
important relevance for almost all applications of interest to aircraft aerodynamics, in particular for
wing design.
In the following, we consider the inviscid flow about the NACA0012 airfoil at α = 2◦. The perfor-
mance of the AUSMDV and AUSMDV(P) schemes will be studied for three different Mach numbers.
The computational grid has been adjusted to the flow conditions at M∞ = 0.1, providing enhanced
resolution about the stagnation area at the leading edge, see Fig. 4.46 for illustration. Far-field con-
ditions are determined by the circulation correction technique.
Figure 4.46: Computational grid for inviscid flow about NACA0012 airfoil at α = 2◦. Left Figure: Global
view. Right Figure: Detailed view of leading edge.
Fig. 4.47 shows the distribution of the Mach number predicted by the AUSMDV and AUSMDV(P)
scheme for three different free-stream conditions: (a) M∞ = 0.5, (b) M∞ = 0.1 and (c) M∞ = 0.01.
For M∞ = 0.5 both methods virtually provide the same solution. At M∞ = 0.1 the solution obtained
by AUSMDV already starts to deteriorate. In particular, a sudden kink of the contour lines near the
upper surface can be observed, which may be attributed to the convection of numerical dissipation,
generated about the stagnation area. Finally, for M∞ = 0.01 the solution provided by the AUSMDV
scheme becomes unacceptable. The solution of the AUSMDV(P) method retains its excellent quality
for all Mach numbers.
Fig. 4.48 shows the corresponding distribution of the pressure coefficient along the surface of the
airfoil for M∞ = 0.01. The pressure distribution predicted by the AUSMDV scheme exhibits strong
oscillations on the upper surface. We believe that these oscillations indicate an odd-even point de-
coupling caused by insufficient pressure-velocity coupling at low speeds.
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(a) M∞ = 0.5,Mmin = 0.02,Mmax = 0.695,∆M = 0.025
(b) M∞ = 0.1,Mmin = 0.005,Mmax = 0.13,∆M = 0.005
(c) M∞ = 0.01,Mmin = 0.00025,Mmax = 0.01325,∆M = 0.0005
Figure 4.47: Mach number distribution about NACA0012 airfoil at α = 2◦. Left Figures: AUSMDV. Right
Figures: AUSMDV(P).
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Figure 4.48: Surface pressure distribution for NACA0012 airfoil, M∞ = 0.01, α = 2◦
.
Table 4.5 summarizes the aerodynamic coefficients with respect to lift and drag as function of the
Mach number. For low Mach numbers, results obtained by a panel method [70] serve as a reference.
For M∞ ≤ 0.1 the aerodynamic coefficients predicted by the AUSMDV(P) scheme are in good
agreement with the panel method results, with only a small dependence on the Mach number. The
artificial drag remains very low for all Mach numbers. In contrast, the AUSMDV method shows a
large variation of the lift coefficient as well as of the drag coefficient, which increases significantly
for low Mach numbers.
The system of the Euler equations becomes ill-conditioned as the Mach number goes to zero. In this
case, time-marching methods exhibit poor convergence to steady state, due to the large discrepancy
between the eigenvalues of the acoustic waves and the convective transport of information. The con-
dition of the system can be improved by the local preconditioning technique presented in Chapter
3.9.1. Its benefits to accelerate convergence to steady state for low Mach numbers is subject to the
following investigations. In the case of implicit time integration methods, large time steps are permit-
ted. Thus, the influence of the condition number on the rate of convergence is expected to be lesser
pronounced as for explicit time integration methods. Nevertheless, the question arises whether the
convergence of implicit time integration schemes, employing large time steps, may be accelerated
further my means of local preconditioning.
Fig. 4.49 shows the influence of the Mach number on the convergence history of the AUSMDV
scheme without local preconditioning for two different CFL numbers: (a) CFLmax = 103, (b)
CFLmax = 10
8
. In order to obtain a stable solution, it was not possible to start the computations
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Table 4.5: Comparison of inviscid lift and drag with/without preconditioning for NACA0012 airfoil, α = 2◦
Mach Panel [70] AUSMDV AUSMDV(P)
CL 0.5 0.2838 0.2837
0.2 0.2433 0.2447
0.1 0.241 0.2370 0.2405
0.01 0.2303 0.2392
0.001 – 0.2392
CD 0.5 0 7.7225 ·10−4 6.4676 ·10−4
0.2 0 1.5709 ·10−3 6.0354 ·10−4
0.1 0 2.9356 ·10−3 6.0209 ·10−4
0.01 0 2.3175 ·10−2 6.0185 ·10−4
0.001 0 – 6.0184 ·10−4
with these high CFL numbers immediately. Therefore, an initial CFL number of CFLmin = 1.0
has been used, which was increased by 20% at each time step until the maximum limit of CFLmax
was reached. The residual is measured in the L1-norm of the continuity equation, related to its value
at the first time step. For CFLmax = 103 the rate of convergence slows down significantly, as the
Mach number decreases. An improved convergence is obtained for CFLmax = 108. However, the
dependence of the rate of convergence on the Mach number cannot be eliminated completely. We
believe that for M∞ = 0.01 the very slow convergence is not solely attributed to the ill-conditioning
of the system solely, but at least in parts also to the extremely poor quality of the flow solution.
Fig. 4.50 shows the convergence histories for the AUSMDV(P) scheme including local preconditio-
ning. For both CFL numbers, the influence of the Mach number on the rate of convergence is eli-
minated almost completely. For CFLmax = 103, the rate of convergence slows down at M∞ = 0.5,
since the associated condition number is largest. For M∞ = 0.01 and M∞ = 0.001 the conver-
gence of the solution stalls within the computation, since the maximum residuals of the momentum
equations have already reached machine zero in double precision real data mode.
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Figure 4.49: NACA0012 airfoil, α = 2◦: Influence of the Mach number on the rate of nonlinear convergence
for AUSMDV without local preconditioning
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Figure 4.50: NACA0012 airfoil, α = 2◦: Influence of the Mach number on the rate of nonlinear convergence
for AUSMDV(P) with local preconditioning
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4.4 Three-Dimensional Inviscid Flows
4.4.1 Swept Wing in Channel
The inviscid, three-dimensional flow about the swept, non-tapered SFB 401 cruise configuration
[15, 16] in a channel is considered. The flow conditions are M∞ = 0.77, α = 0◦, the sweep angle
is γ = 34.0◦. In the computation presented here, the span b equals the chord length c. Fig. 4.51
illustrates the present configuration. The domain is bounded by two end-plates, mounted to the wing,
while the remaining domain is open, extending about 20 chord lengths away from the wing in the
x,y-plane.

Inboard
Outboard
Cross Section
Inflow
x
z
Figure 4.51: Geometry of swept wing in channel. Cross section: SFB 401 cruise configuration
The initial grid consists of 4 blocks, each with a resolution of 10 cells in the according curvilinear
coordinate directions. 5 cycles of adaptation are conducted. The threshold value of the adaptation
is  = 10−2 and the maximum refinement level is Lmax = 6. To illustrate the three-dimensional
flow, Fig. 4.52 shows a perspective view of the Mach number distribution on the upper surface of
the wing and the computational grid at the inboard wall for the initial stage and after 5 adaptations.
The adapted mesh consists of 804877 cells. Fig. 4.53(a) and Fig. 4.53(b) present the computational
grids and the Mach number distribution on the upper surface of the wing. The adaptive mesh provides
automatically a high resolution of the shock and of the stagnation areas at the leading edge and at the
trailing edge. Fig. 4.53(c) shows the corresponding pressure distributions on the upper surface of the
wing for two cross-sections, namely at z/b = 0.2 and z/b = 0.8. In spanwise direction, the position
of the shock moves towards the leading edge and the after-expansion is more pronounced.
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Solution on initial grid
Solution after 5 adaptations
Figure 4.52: Swept wing in channel (M∞ = 0.77, α = 0◦, γ = 34.0◦). Mach number distribution on surface
of wing and computational grid at inboard wall of channel. Mmin = 0.05,Mmax = 1.35,∆M = 0.05
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(a) Computational grids (upper surface, top view)
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(b) Mach number distribution (upper surface, top view)
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(c) Pressure distribution on upper surface for two cross-sections
Figure 4.53: Swept wing in channel (M∞ = 0.77, α = 0◦, γ = 34.0◦). Left Figures: Solution for initial grid.
Right Figures: Solution after 5 adaptations
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4.4.2 ONERA-M6 Wing
The second test case of this section is concerned with the inviscid flow over the ONERA-M6 wing
at Mach number M∞ = 0.84 and angle of attack α = 3.06◦ [157]. The computational domain is
tessellated by tetrahedral elements. The grid was kindly provided by Dr. R. Heinrich (DLR Braun-
schweig). For tetrahedral meshes, the stencil selection for the higher-order reconstruction scheme
requires particular care. The stencil has to be chosen sufficiently large to obtain a well-conditioned
problem for computing the first order derivatives at cell centroids. At boundaries of the computatio-
nal domain, the size of a compact stencil2 for a tetrahedral element is often not sufficient, since the
centroids of the associated cells may be coplanar. To avoid an inaccurate or even singular behavior
of the reconstruction at boundaries, the corresponding stencil of a tetrahedra should include vertex
neighbors as well. In the present work, enlarged stencils, considering direct face neighbors as well
as vertex neighbors, are employed for all cells of the domain. This may also be advantageous for the
convergence of the solution [106].
The grid contains 582752 tetrahedra, with 36460 cells located on the surface of the wing. No grid
adaptation is performed, since the employed adaptation module is not capable of dealing with tetrahe-
dral meshes yet. Fig. 4.54 shows a perspective view of the computational grid and the corresponding
pressure distribution. A detailed top-view of the upper surface of the wing is depicted in Fig. 4.55.
The flow field on the upper surface is characterized by two shocks, which proceed from the root of
the wing towards the tip. Both shocks merge into one single shock, which splits again in two distinct
shocks near the tip edge. This flow pattern is known as λ-shock configuration. On the average, the
shocks are resolved by 2-3 grid cells. Near the tip of the wing, the grid is insufficiently resolved to
capture the splitting of the shock. It is expected that this flow phenomenon can be represented more
adequately employing local grid refinement, as demonstrated in the literature [63].
Fig. 4.56 presents a comparison of the computed surface pressure distribution for various cross-
sections of the wing with experimental measurements [157]. Overall, a good agreement between the
numerical results and the experimental data can be observed. The pressure distribution on the lower
surface and the suction peaks on the upper surface of the wing are captured very well. On the upper
surface, the positions of the shocks are predicted too far downstream in tendency, and the post-shock
oscillations are over-estimated. Both effects are attributed to the neglect of viscous effects in the
computation.
2A compact stencil is solely based on the direct face neighbors of the cell.
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Figure 4.54: Inviscid flow over ONERA-M6 wing, (M∞ = 0.84, α = 3.06◦). Left Figure: Computatio-
nal grid, 582752 tetrahedra, 36460 triangular surface elements. Right Figure: Pressure distribution, cp,min =
−1.3, cp,max = 1.0,∆cp = 0.1
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Figure 4.55: Upper surface of ONERA-M6 wing, (M∞ = 0.84, α = 3.06◦). Left Figure: Computational grid.
Right Figure: Pressure distribution, cp,min = −1.3, cp,max = 1.0,∆cp = 0.1
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Figure 4.56: Pressure distributions for ONERA-M6 wing (M∞ = 0.84, α = 3.06◦), – QUADFLOW (invis-
cid),  Experiment [157]
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4.4.3 Generic F15 Aircraft Fighter
The last example of this section investigates the three-dimensional, inviscid flow past a generic F15
aircraft fighter configuration at M∞ = 0.95 and angle of attack α = 3◦. Since the flow is symmetric,
only a half model is computed.
The computational mesh has been kindly provided by Dr. F. Deister (EADS) using the CARTFLOW
grid generation software [63]. It is a fully automatic hybrid-Cartesian grid generator for inviscid and
viscous flows about complex configurations. The surface of the present geometry has been tessellated
with 81130 triangular elements. Fig. 4.57 and Fig. 4.58 illustrate the hybrid-Cartesian grid. It com-
prises 1329261 grid points and 814704 cells (half model). The complete grid generation procedure
took 307 seconds on a Workstation with R10000 processor [63].
The intake and exhaust of the jet engines are modeled via the following boundary conditions: At
intake, the density and pressure are extrapolated from the interior domain. An inflow Mach number
of Min = 0.5 is prescribed, assuming a uniform distribution of the velocity field across the plane
of inflow, aligned with the direction of flight. The exhaust is modeled as an over-expanding jet of
hot gas. The ratios between the exhaust conditions, Tex, pex, and ambient conditions, T∞, p∞, are
Tex/T∞ = 5 and pex/p∞ = 1.5, respectively. The outlet Mach number is Mex = 1.15. These
parameters are chosen according to [63].
The flow solution has been obtained using the HLLC upwind scheme with wave speeds according to
Davis. Exact Jacobians are employed for the Newton-Krylov scheme. The linear system of equations
is solved with BiCGSTAB, with ILU(0) serving as preconditioner. To obtain a robust solution proce-
dure, the initial density residual has been decreased about two orders of magnitude using a first order
accurate method in space, with CFLmax = 50. The solution is advanced further based on a second
order accurate method, with CFLmax = 150. Fig. 4.59 shows the pressure distribution on the aircraft
surface. Near the leading edge of the wing, the flow is accelerated to M ≈ 1.7. The supersonic region
is closed by a shock. Between the vertical tails, the flow reaches supersonic conditions as well. The
shock plane between the vertical tails crosses the engine exhausts near the outlet.
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Figure 4.57: Inviscid flow about generic F15 aircraft fighter, M∞ = 0.95, α = 3◦: Computational grid
Figure 4.58: Inviscid flow about generic F15 aircraft fighter, M∞ = 0.95, α = 3◦: Computational grid
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Figure 4.59: Inviscid flow about generic F15 aircraft fighter, M∞ = 0.95, α = 3◦: Pressure distribution,
cp,min = −1.2, cp,max = 1.2,∆cp = 0.075
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4.5 Two-Dimensional Viscous Flows
4.5.1 Laminar Boundary Layer
The application of the multiscale analysis to viscous flows is of particular interest, since the method
has originally been developed in the context of hyperbolic systems of partial differential equations.
The following issues are of essential interest for the successful application of the adaptive algorithm
to viscous flows:
1. detection and adequate resolution of the boundary layer
2. appropriate choice of the first grid spacing off the wall
3. convergence of the multiscale analysis in presence of steep velocity gradients
All three issues will be addressed here.
We consider the laminar flow over a flat plate. In order to reduce compressibility effects, a free-stream
Mach number of M∞ = 0.2 is chosen. The Reynolds number is Re∞ = 104, based on unit length.
The wall is considered as isothermal, with Twall = T∞ = 273.0K. For purpose of validation, the
similarity solution according to Blasius [109] for an incompressible laminar fluid flow serves as a
reference.
The plate extends along the x-axis between x = 0.0 and x = 2.0. Upstream of the leading edge, the
lower boundary of the domain is modeled as an inviscid impermeable wall. The initial grid consists of
20× 8 cells, with 12 cells located on the plate itself, see Fig. 4.60. For simplicity, the mesh has been
generated by coarsening an originally structured grid. The distance to the wall is usually expressed
in terms of the dimensionless coordinate y+:
y+ = y
√
ρw |τw|
µ2w
(4.22)
According to Blasius, it can be determined as
y+ = y
√
0.332
x
Re3/4x . (4.23)
For the initial grid, the first grid spacing normal to the wall is approximately 10−2, which equals y+ ≈
10 at Rex = 104. At the trailing edge of the plate, about four cells are located within the boundary
layer with thickness δ, see Fig. 4.62(a). The boundary layer thickness is determined according to
Blasius:
δ = 5x/
√
Rex (4.24)
Far-field boundary conditions are applied as follows: At inflow, the temperature and velocity vector
are prescribed, while the static pressure is extrapolated from the interior domain. At outflow, the static
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pressure is prescribed and the density as well as the velocity vector are extrapolated from the interior
domain. The upper boundary of the domain is treated as an outflow.
10 cycles of adaptation have been performed. Adaptation is carried out on the set of primitive va-
riables, each time the density residual decreased to 10−6, based on its initial value. The highest
refinement level permitted is Lmax = 8. A threshold value of  = 8 ·10−3 is chosen for the multiscale
analysis. Fig. 4.61 shows the locally adapted grid after 10 cycles of adaptation. The grid consists of
3595 cells, with 267 cells located on the plate itself.
The boundary layer is automatically detected by the present adaptation criteria. The detailed view of
the trailing edge (Fig. 4.62(b)) shows that after reaching the border of the boundary layer (y > δ), the
mesh resolution is immediately decreased. The boundary layer is resolved by about 25 cells at the
trailing edge. The first spacing normal to the wall is about 10−3, which equals y+ ≈ 1. It is important
to note, that the resolution of the first grid spacing corresponds to a refinement level of L = 4. I.e.,
the choice of the first grid spacing has not been enforced by reaching the highest refinement level
possible (Lmax = 8). The highest grid level has been reached only in vicinity of the stagnation point
at the leading edge of the plate. This fact indicates that even in the presence of steep gradients within
the boundary layer, the multiscale analysis converges within the range of the prescribed threshold
value. The number of grid cells remains bounded during the adaptation process.
Fig. 4.63(a) and Fig. 4.63(b) present a comparison between the computed u-velocity and v-velocity
profiles with the Blasius solution at Rex = 9188.75, respectively. The ordinate η of the graphs
denotes the non-dimensional coordinate
η =
y
x
√
Rex . (4.25)
Both velocity components are in good agreement with the theoretical solution. The v-velocity is
slightly over-predicted for η > 4 by the numerical scheme. We observed this also employing a
structured, non-adaptive mesh (not shown here). We conclude that this discrepancy is independent of
the grid resolution.
Fig. 4.64 shows the evolution of the skin friction coefficient along the plate. The graph has been
truncated for Re < 1000 for purpose of clearer presentation. The computed skin friction agrees well
with the Blasius solution, which is determined by
cf (x) =
0.664√
Rex
. (4.26)
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Figure 4.60: Initial grid for laminar flow over an isothermal flat plate. Plate extension: x ∈ [0, 2]. Grid resolu-
tion: 20× 8 cells with 12 cells located on the plate
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Figure 4.61: Locally adapted grid for laminar flow over an isothermal flat plate. Plate extension: x ∈ [0, 2].
Grid resolution: 3595 cells with 267 cells located on the plate
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Figure 4.62: Partial view of trailing edge of flat plate. δ = boundary layer thickness according to Blasius
solution
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Figure 4.63: Boundary layer profiles at Rex = 9188.75 for the laminar flow over an isothermal flat plate after
10 cycles of adaptation (M∞ = 0.2, Re∞ = 104, Tw = T∞)
0 5000 10000 15000 20000
0.004
0.008
0.012
0.016
0.02
Blasius solution
QUADFLOW
Re
cf
Figure 4.64: Distribution of the skin friction coefficient for the laminar flow over an isothermal flat plate as
function of the Reynolds number after 10 cycles of adaptation (M∞ = 0.2, Re∞ = 104, Tw = T∞)
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4.5.2 Laminar Flow over NACA0012 Airfoil
Next, we consider the laminar flow over the NACA0012 airfoil at M∞ = 0.8, α = 10◦ and a Reynolds
number of Re∞ = 500, based on the chord length. This test case was specified as part of a GAMM
workshop [48] to assess the accuracy of Navier-Stokes solvers. The flow field is characterized by a
large separation region on the upper surface of the airfoil.
The initial grid consists of 1600 cells and was generated by coarsening an originally structured, non-
adaptive grid. The far-field boundaries are located about 20 chord lengths away from the airfoil. The
first grid spacing off the wall is approximately 1.5 · 10−3. 5 cycles of adaptation are performed with
a maximum refinement level of Lmax = 6. The threshold value of the adaptation is  = 1.0 · 10−2.
Fig. 4.65(a) and Fig. 4.65(b) show the initial grid and the locally adapted mesh after 5 cycles of adap-
tation, respectively. The wake is automatically detected by the adaptation criteria and the resolution of
the grid is adjusted accordingly. The high resolution of the complete wake, extending to the far-field
boundary, leads to a relative large number of 24658 grid cells. Fig. 4.66(a) and Fig. 4.66(b) present
the Mach number distribution and the streamlines in vicinity of the airfoil. The recirculation region
and the vortex system are clearly to identify. Table 4.6 summarizes the aerodynamic coefficients and
the location of the separation point xsep on the upper surface of the airfoil for different stages of
adaptation. CL denotes the lift coefficient, CpD the drag due to pressure, C
f
D the drag due to friction
and CtotD represents the total drag, that consists of the sum of the drag due to pressure and friction.
Table 4.7 presents a comparison between the current results and results obtained by Delanaye [64]
and Cambier [48]. The location of the separation point agrees well in all cases. The aerodynamic
coefficients predicted by the current scheme are slightly larger than the ones determined by Delanaye
and Cambier.
Table 4.6: Aerodynamic coefficients and location of the separation point, xsep, for different stages of adapta-
tion, NACA0012 airfoil, M∞ = 0.8, α = 10◦, Re∞ = 500
Adaption Number of cells xsep CL CpD C
f
D C
tot
D
0 1600 0.4181 0.5088 0.1709 0.1132 0.2842
1 5956 0.3657 0.4566 0.1511 0.1220 0.2732
2 15070 0.3607 0.4450 0.1462 0.1273 0.2735
3 22000 0.3569 0.4470 0.1459 0.1291 0.2750
4 24277 0.3598 0.4452 0.1455 0.1291 0.2747
5 24658 0.3584 0.4458 0.1458 0.1267 0.2726
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(a) (b)
Figure 4.65: Laminar flow about the NACA0012 airfoil, M∞ = 0.8, α = 10◦, Re∞ = 500. (a) Initial grid,
resolution: 1600 cells; (b) Grid after 5 adaptations, resolution: 24658 cells
(a) (b)
Figure 4.66: Laminar flow about the NACA0012 airfoil, M∞ = 0.8, α = 10◦, Re∞ = 500, 5 adaptations.
(a) Mach number distribution, Mmin = 0.0, Mmax = 1.1, ∆M = 0.1. (b) Streamlines
Table 4.7: Comparison of aerodynamic coefficients and location of the separation point, xsep, for NACA0012
airfoil, M∞ = 0.8, α = 10◦, Re∞ = 500
Number of cells xsep CL CpD C
f
D C
tot
D
QUADFLOW 24658 0.358 0.4458 0.1458 0.1267 0.2726
Delanaye[64] 13114 0.358 0.4383 0.1452 0.1211 0.2663
Cambier[48] 265x65 0.359 0.4342 - - 0.2656
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4.5.3 Turbulent Boundary Layer
The laminar/turbulent flow over a flat plate extending along the x-axis between 0 ≤ x ≤ 2 is inves-
tigated. The flow conditions are M∞ = 0.2 and Re∞ = 3.5 · 106, based on unit length. The wall is
assumed as isothermal, with Twall = T∞ = 273.0K. The laminar/turbulent transition of the boundary
layer is fixed at x = 0.1. First of all, two structured, non-adaptive grids with a resolution of 300× 42
and 300 × 84 grid cells are utilized, with 200 cells located on the plate itself. The first grid spacing
normal to the wall is 10−5 and 5 · 10−6, respectively. The computational domain extends between
x ∈ [−0.1, 2] and y ∈ [0, 0.15]. Upstream of the leading edge, the lower boundary of the domain is
modeled as an inviscid impermeable wall.
Fig. 4.67 shows a good agreement between the computed skin friction coefficient and the analytical
solutions according to Blasius [109] in the laminar region and the Schultz-Grunow law [155] in the
turbulent region. The latter is given by
cf (x) = 0.37 (log Rex)−2.584 . (4.27)
For the considered grids, the primary influence of the grid resolution is observed within the region
of transition, which subsequently determines the level of the skin friction coefficient in the fully
turbulent part.
The velocity distribution within the boundary layer is commonly determined in dimensionless form
u+ = u+(y+), with
u+ = u
√
ρ
|τw| , y
+ = y
√
ρw |τw|
µ2w
. (4.28)
Fig. 4.68 presents the dimensionless velocity profile u+(y+) at Rex ≈ 3.5 · 106, determined for the
fine mesh with a resolution of 300 × 84 cells. The computed velocity profile agrees well with the
theoretical solutions for the laminar sublayer
u+ = y+ , 0 ≤ y+ ≤ 5 (4.29)
and the logarithmic law of the wall
u+ = 5.0 + 1/0.41 log y+ . (4.30)
In the following, we apply the fully adaptive scheme. The initial grid consists of 30× 10 cells, with
20 cells located on the plate itself, see Fig. 4.69. The first grid spacing normal to the wall is about
6 · 10−5. 14 cycles of adaptation are performed, with a maximum refinement level of Lmax = 8.
Fig. 4.71 shows the distribution of the local skin friction coefficient along the plate for the first initial
grid, the 2nd and the 8th stage of adaptation. After 7 adaptations, the grid consists of 11538 cells, see
Fig. 4.70. The prediction of the skin friction coefficient greatly improves with local grid refinement.
The solution does not further improve noticebly after 7 adaptations. The region of transition is very
sensitive to the resolution of the mesh. It is automatically detected by the adaptation criteria and
adequate resolution is provided.
130 Chapter 4. Numerical Results
cf
Schultz-Grunow law
Blasius law
x
0 0.2 0.4 0.6 0.8 1
0
0.001
0.002
0.003
0.004
0.005
Grid 1 (300 x 42 cells)
Grid 2 (300 x 84 cells)
Figure 4.67: Distribution of the skin friction coefficient for laminar/turbulent flow over an isothermal flat plate,
M∞ = 0.2, Re∞ = 3.5 · 106, fixed transition at x = 0.1. Structured, non-adaptive grids with 300 × 42 and
300× 84 cells, with 200 cells located on the plate
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Figure 4.68: u-velocity profile at Rex ≈ 3.5 · 106 for laminar/turbulent flow over an isothermal flat plate,
M∞ = 0.2, Re∞ = 3.5 · 106, fixed transition at x = 0.1. Structured, non-adaptive grid with 300 × 84 cells,
with 200 cells located on the plate
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Figure 4.69: Initial grid for laminar/turbulent flow over an isothermal flat plate. Plate extension: x ∈ [0, 2].
Grid resolution: 30× 10 cells with 20 cells located on the plate
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Figure 4.70: Grid for laminar/turbulent flow over an isothermal flat plate after 7 adaptations. Plate extension:
x ∈ [0, 2]. Grid resolution: 11538 cells
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Figure 4.71: Distribution of the skin friction coefficient for the laminar/turbulent flow over an isothermal flat
plate, M∞ = 0.2, Re∞ = 3.5 · 106, fixed transition at x = 0.1
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4.5.4 Turbulent Flow over RAE 2822 Airfoil
The supercritical RAE 2822 airfoil is a standard test case for the validation of flow solvers for com-
pressible, turbulent flows. It was investigated experimentally for a variety of flow conditions by Cook
et al. [55]. Here, case number 9 is considered. The flow conditions for the numerical simulation are
M∞ = 0.73, α = 2.79◦ and Re∞ = 6.5 · 106, based on the chord length.
A structured, non-adapted grid with 336 × 64 cells is employed, where 256 cells are located on the
airfoil surface itself, see Fig. 4.72. The first grid spacing off the wall is about 1 · 10−5 chord length.
The C-type grid extends 20 chords away from the airfoil. Far–field boundary conditions are specified
by the circulation correction technique. The flow is assumed to be fully turbulent, i.e. transition is
not specifically imposed. For the presented simulation, the Green-Gauss reconstruction technique
is employed. The convective fluxes are based on the HLLC scheme with wave speeds according to
Davis. Viscous fluxes are computed using the modified gradient approach.
Fig. 4.73 presents the distribution of the Mach number about the airfoil. The thickening of the boun-
dary layer in the rear part of the airfoil due to the adverse pressure gradient is clearly visible. Fig. 4.74
and Fig. 4.75 show the distribution of the pressure coefficient and of the friction coefficient3 on the
airfoil surface, respectively. Both results agree well with the experimental data [55]. The discrepan-
cies between the numerical solution and the experimental data are often observed in the literature
[63, 78]. Fig. 4.76 shows the u−velocity profiles4 above the upper surface for six different stations:
x/c = 0.179, 0.319, 0.498, 0.650, 0.750 and 0.900. The velocity distribution is normalized by the
velocity at the boundary layer edge, ue. It is measured at a location, which is defined by the expe-
rimental data via the vertical distance to the surface. Upstream of the shock, the computed velocity
profiles are in good agreement with the experimental data. Larger discrepancies occur for locations
downstream of the shock.
The aerodynamic lift coefficient and the drag coefficient are predicted very accurately, compared with
the experimental data, see Table 4.8. The lift is over-predicted by 1.25%, while the drag is slightly
underestimated by 1.19%.
Table 4.8: Aerodynamic coefficients for RAE 2822 airfoil (M∞ = 0.73, α = 2.79◦, Re∞ = 6.5 · 106)
CL CD
QUADFLOW 0.813 0.0166
Experiment [55] 0.803 0.0168
3The experimental data of the skin friction coefficient is rescaled for purpose of comparison, since the original data is
expressed in a dimensionless form based on boundary layer edge values of the flow and not on free-stream conditions.
4The computed velocity profiles are obtained by extracting the data from the flow field in a post-processing step,
which may introduce additional errors due to interpolation.
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Figure 4.72: Turbulent flow over RAE 2822 airfoil, M∞ = 0.73 α = 2.79◦, Re∞ = 6.5 · 106. Computational
grid (partial view)
Figure 4.73: Turbulent flow over RAE 2822 airfoil, M∞ = 0.73 α = 2.79◦, Re∞ = 6.5 · 106. Mach number
contours, Mmin = 0,Mmax = 1.25,∆M = 0.05
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Figure 4.74: Surface pressure distribution for RAE 2822 airfoil (M∞ = 0.73 α = 2.79◦, Re∞ = 6.5 · 106)
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Figure 4.75: Skin friction coefficient for RAE 2822 airfoil (M∞ = 0.73 α = 2.79◦, Re∞ = 6.5 · 106)
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Figure 4.76: Boundary layer velocity profiles for turbulent flow over RAE 2822 airfoil, M∞ = 0.73, α =
2.79◦, Re∞ = 6.5 · 106. – QUADFLOW,  Experiment [55]
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4.5.5 Three-Element Airfoil System
The flow prediction of multi-element airfoil configurations poses a difficult challenge. High-lift flow
fields are inherently complex. Amongst others, confluent wakes and boundary layers, separated flow
regions, boundary layer transition and compressibility effects can occur [128]. Fig. 4.77 illustra-
tes some of the typical flow phenomena associated with a three-element airfoil system in take-off
configuration. In order to account for all these effects, solving the Navier-Stokes equations for com-
pressible fluid flow is mandatory, including turbulence.
Cove Separation
Slat Wake
slat wake
Wake Interaction
slat wake
main wake
Separation, Confluence
Figure 4.77: Typical flow phenomena of a high-lift configuration
The examined test case is the three-element airfoil system referred to as case A-2, configuration
L1/T2 of the BAC 3-11/RES/30/21 airfoil reported in the AGARD Advisory Report No. 303 [129].
It consists of the main wing section, a 12.5%c leading-edge slat and a 33%c single slotted flap. The
chord length is based on the assembly according to the cruise configuration. The slat is positioned at
an angle of 25◦, while the flap has a moderate deflection angle of 20◦, which is typical for a take-off
configuration. The exact positioning of the high-lift devices is depicted in Fig. 4.78.
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Figure 4.78: Positioning of high-lift devices for three element airfoil system
The computational mesh has been generated as a non-adapted multiblock structured grid5, which was
kindly provided by Dr. R. Rudnik [149] (DLR Braunschweig). Fig. 4.79 shows several details of the
mesh. The grid consists of 8 blocks, arranged in a C-type topology. The far-field boundary is located
about 20 chord lengths away from the airfoil. The mesh comprises 176960 cells in total. Table 4.9
summarizes the grid resolution along the surface for each of the airfoil elements.
Table 4.9: Surface grid resolution of three-element airfoil system
Airfoil section Resolution
slat, upper side 176
slat, cove side 120
main airfoil, upper side 352
main airfoil, cove side 104
flap 248
The flow conditions are M∞ = 0.197 and Re∞ = 3.52 · 106, based on chord length. For the present
computations, fully turbulent flow is assumed, i.e. transition has not been enforced specifically. As
in the previous examples, the Spalart-Allmaras turbulence model has been employed. Fig. 4.82 and
Fig. 4.83 show a comparison between the predicted surface pressure coefficient with experimental
data at α = 4.01◦ and α = 20.18◦ angles of attack, respectively. In both cases, the circulation
correction has been applied at far-field boundaries. Overall, an excellent agreement is obtained, even
for the high angle of attack. At the trailing edge of the slat, the pressure distribution is slightly under-
predicted. On the flap upper surface near the leading edge, oscillations in the pressure are predicted.
To our experience, this is caused by surface waviness, as also noted in [75].
5The multiblock structured approach is solely used for purpose of grid generation. For the flow computation, the mesh
is treated as a single-zone, unstructured grid with quadrilateral elements.
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(a) Total view of configuration
(b) Detailed view: Slat (c) Detailed view: Flap
Figure 4.79: AGARD A-2 L1/T2 high-lift configuration: Computational grids. (a) every other grid point de-
picted. (b), (c) every fourth grid point shown; bold lines: block margins.
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Figure 4.80: Mach number contours of AGARD A-2 L1/T2 high-lift configuration, M∞ = 0.197, Re∞ =
3.52 · 106, α = 4.01◦. Isolines: Mmin = 0,Mmax = 0.445,∆M = 0.015
Figure 4.81: Mach number contours of AGARD A-2 L1/T2 high-lift configuration, M∞ = 0.197, Re∞ =
3.52 · 106, α = 20.18◦. Isolines: Mmin = 0,Mmax = 1.0135,∆M = 0.025
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Figure 4.82: Comparison of computed and experimental surface pressure distribution for AGARD A-2 L1/T2
configuration, M∞ = 0.197, Re∞ = 3.52 · 106, α = 4.01◦.  Experiment [129]; – Computation
X
-
cp
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
0
5
10
15
Figure 4.83: Comparison of computed and experimental surface pressure distribution for AGARD A-2 L1/T2
configuration, M∞ = 0.197, Re∞ = 3.52 · 106, α = 20.18◦.  Experiment [129]; – Computation
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Fig. 4.84 and Fig. 4.85 provide a comparison between computed and experimental lift and drag6
coefficients as a function of the angle of attack, respectively. Numerical results have been obtained
for each of the measured, non-corrected angles. The effect of the far-field circulation correction on
the drag is very essential for accurate high-lift computations, on the given grid. Its influence on the
lift coefficient is moderate. A good agreement between the computed results and experimental data is
obtained until stall occurs within the experiments. The maximum experimental lift is over-predicted
by the computation. The stall mechanism could not be predicted by the numerical solution.
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Figure 4.84: Comparison of computed and experi-
mental lift coefficient as function of angle of attack
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Figure 4.85: Comparison of computed and experi-
mental drag coefficient as function of angle of attack
Boundary layer profiles of the total pressure coefficient
cp,0 =
p0 − p∞
1/2 ρ∞ |v∞|2
(4.31)
normal to the upper surface have been taken at four different locations:
(a) x/c=0.35 on main element
(b) x/c=0.91 on flap, passing through main element trailing edge
(c) x/c=1.066 on flap (50% flap chord)
(d) flap trailing edge.
The coordinates of the start point and of the end point of the traverses are summarized in Table 4.10.
6For α > 22◦ the experimental drag coefficients are omitted for purpose of clearer presentation.
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Table 4.10: Coordinates of start point and end point for boundary layer traverses
start point end point
x y x y
(a) 0.3500 6.5525E-2 3.4657E-1 1.6546E-1
(b) 0.9100 -7.7139E-3 8.5598E-1 1.2888E-1
(c) 1.0660 -4.1183E-2 1.1405E+0 1.4444E-1
(d) 1.2143 -1.1761E-1 1.4190E+0 2.2601E-1
For α = 4.01◦, fairly good agreements between the present computations and experimental data are
obtained. The computational results predict a distinct slat wake at x/c=0.35 on the main element,
which is not present in the experiments. This deviation is observed by several authors in the literature
[75, 150]. Nelson et al. obtained a better agreement using the Menter SST turbulence model [137].
Investigations in the literature have shown that the location of laminar/turbulent boundary layer tran-
sition on the slat has a great impact on the wake profile [150]. The distinct slat wake influences the
boundary layer profiles at all downstream locations. The effect of the point vortex correction on the
boundary layer profiles is negligible.
For α = 20.18◦, larger discrepancies between experimental data and computational results are ob-
served at the outer region of the boundary layer profiles. Similar results have been reported in the
literature [75]. Investigations by Nelson et al. [137] have indicated that the deficits in the outer region
may be attributed to insufficient grid resolution in the cross-stream direction about the slat wake. For
the traverses according to station (c) and (d) above the flap, the position of the wakes are predicted
too close to the surface. Investigations by Rumsey et al. [150] have shown, that for the McDonnell
Douglas 30P-30N landing configuration, including the tunnel walls within the computation causes
the wakes to be shifted upward. These observations suggest, that the present discrepancies might be
attributed, at least in parts, to three dimensional effects, which are not considered within the compu-
tations. Further detailed studies are required to investigate these matters.
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Figure 4.86: Comparison of computed and experimental total pressure profiles for AGARD A-2 L1/T2 high-
lift configuration, M∞ = 0.197, Re∞ = 3.52 · 106, α = 4.01◦.
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Figure 4.87: Comparison of computed and experimental total pressure profiles for AGARD A-2 L1/T2 high-
lift configuration, M∞ = 0.197, Re∞ = 3.52 · 106, α = 20.18◦.
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Chapter 5
Conclusions
The current work presents a novel methodology for solving the Euler and Reynolds-averaged Navier-
Stokes equations for compressible fluid flow. The central objective is to realize adaptively generated
discretizations that are able to resolve the physically relevant phenomena at the expense of possi-
bly few degrees of freedom and correspondingly reduced storage demands. This requires a careful
coordination of the core ingredients namely the discretization of the underlying system of partial
differential equations, the generation and management of suitable meshes and the adaptation mecha-
nisms.
Preference is given to quadrilateral and hexahedral meshes that still facilitate best boundary fitted
anisotropic meshes for viscous flow computations. A key idea is to represent such meshes by a pa-
rametric mapping from the computational domain into the physical domain by means of B-spline
techniques. The mesh is locally adapted to the solution according to the concept of h-adaptation.
The adaptation strategy gives rise to locally refined meshes of quadtree respectively octree type. A
critical issue for the successful application of adaptive strategies is the reliable control of the adap-
tation. Here, adaptation criteria are based on multiresolution techniques. The adaptive concept calls
for a discretization scheme, that is able to cope with fairly general grid partitions and in particular
with hanging nodes. Due to the very local nature of the adaptation and the heterogeneous tessel-
lation of the domain, it appears to be most suitable for the discretization to consider the grid as a
fully unstructured mesh, composed of simply connected elements with otherwise arbitrary topology.
The spatial discretization is based on an a finite volume scheme for two- and three-dimensional flow
problems. It is of second order accuracy in space and time. In order to account for the directed trans-
port of information within the solution domain, the convective fluxes are discretized with upwind
methods. Several flux vector splitting methods (van Leer, Ha¨nel/Schwane) as well as various flux
difference splitting methods (HLLC, Roe, AUSMDV, AUSMDV(P)) have been incorporated. Two
different approaches for the central discretization of diffusive fluxes on unstructured meshes have
been presented. Turbulence is considered by the Spalart-Allmaras one-equation model. Time inte-
gration is based on a fully implicit Newton-Krylov type approach, which is suitable for stationary
and non-stationary flows. The linearizations of the diffusive fluxes and of the turbulence model are
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difficult. Several approximations have been introduced in order to obtain a stable linearization and to
maintain the memory requirement of the inviscid method, based on a first order accurate lineariza-
tion of the Euler equations. A local preconditioning technique is employed in conjunction with the
AUSMDV(P) upwind method to operate effectively within the quasi-incompressible low Mach num-
ber regime. The methodology serves to bridge the gap between density-based schemes for compres-
sible flows and pressure-based approaches for incompressible flows.
The proposed method has been validated for a wide range of applications of engineering interest.
Inviscid flows for two-dimensional and three-dimensional configurations as well as turbulent flows
about planar geometries have been studied. The considered Mach number regime ranges from quasi-
incompressible fluid flow at M∞ = 0.01 up to hypersonic flow at M∞ = 8.15. Major emphasis has
been devoted to applications of relevance to aircraft aerodynamics within the transonic Mach num-
ber regime. The basic scheme has been validated considering the inviscid Ringleb flow and Sod’s
one-dimensional shock tube problem, for which analytical solutions do exist. For the laminar and
turbulent flow over a flat plate, the employed adaptation criteria have been capable to automatical-
ly detect the boundary layer thickness and to provide adequate grid spacing off the wall. Detailed
studies of subsonic and transonic flow about the NACA0012 airfoil and the SFB 401 cruise configu-
ration have demonstrated the benefits of local grid adaptation to significantly improve the solution
accuracy and to reduce the number of grid points by several orders of magnitude in some cases,
compared with non-adaptive grids. The quasi-incompressible inviscid flow in a channel and about
the NACA0012 airfoil have shown the effectiveness of local preconditioning to maintain fast conver-
gence properties within the low Mach number regime. The three-dimensional inviscid flow past the
ONERA-M6 wing employing tetrahedral meshes and the transonic flow about a generic F15 aircraft
fighter using hybrid-Cartesian grids have highlighted the flexibility of the flow solver to cope with
different grid topologies for complex geometries. The turbulent flow about the RAE2822 airfoil and
about the L1/T2 high-lift configuration of the BAC 3-11/RES/30/21 airfoil have indicated the capa-
bility to predict the total drag with satisfactory accuracy, compared with experimental data. For the
BAC 3-11/RES/30/21 high-lift configuration, a good agreement between the computed results and
experimental data has been obtained until stall occurs within the experiments. The maximum experi-
mental lift has been over-predicted by the computation. The stall mechanism could not be predicted
by the numerical solution. The implicit Newton-Krylov approach has provided fast convergence to
steady state. For many cases, the rate of convergence has been accelerated at least by 1-2 orders of
magnitude, compared with explicit time integration. Numerical applications indicate that the choice
of the preconditioning technique is of great importance for the Krylov subspace solver. If the memory
requirements are not essential, the choice of a higher level of fill-in for the ILU(p) preconditioner
can substantially improve the convergence of the Krylov method. Using exact Jacobians of the con-
vective flux functions derived by tools of Automatic Differentiation, namely the ADIFOR software,
have enhanced the efficiency and the robustness of the implicit time integration method, compared
with numerically derived Jacobians.
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Recommendations for future research
Future research anticipates the extension of this work for three dimensional turbulent flows. For
complex applications comprising several millions of grid cells, e.g. required for 3D high-lift configu-
rations, the parallelization of the method is necessary to provide sufficient computational resources.
Supplementing the implicit time integration method by multigrid techniques may be a promising
approach to further improve convergence to steady state. The amount of computational memory re-
quired by the Newton-Krylov method is enormous for large scale applications. A fully matrix-free
concept, including matrix-free preconditioning, would be of great interest. Further, the modeling
of turbulent flows may be improved by more complex turbulence modeling to capture separation
in an improved manner. Finally, it is anticipated to extend the framework for solving coupled field
problems of fluid-structure interaction at airplane wings. In that context, dynamic fluid–structure in-
teractions with time varying complex geometries and the coupling of physical regimes with different
characteristic features pose arising challenges. The validation of complex problems of fluid–structure
interaction requires a careful coordination between computational simulation and fundamental aero-
elastic experiments.
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