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Abstract
In this thesis the electronic properties of p-type silicon/germanium heterostructures
were studied by resonant tunneling spectroscopy.
The dc-transport measurements were performed using diodes with diameters in the
micron- and submicron-range at temperatures down to 20 mK and magnetic fields
up to 20 T. Basically, the active region of the heterostructures was composed of
two 10 nm thick silicon/germanium quantum wells separated by a 10 nm thick sili-
con barrier. In the middle of the silicon barrier a few monolayers germanium were
embedded. Due to the Stranski-Krastanov growth of germanium on silicon it de-
pends on the thickness of the germanium layer whether the silicon barrier contains
a two-dimensional, pseudomorphic germanium wetting layer or three-dimensional,
coherently strained, self-assembled nanoscaled germanium islands.
In devices containing a germanium wetting layer the resonant tunnelling of holes
through light- and heavy-hole subbands of the wetting layer could be observed. The
current-voltage characteristics included a significant part of non-resonant or parasi-
tic current components. The parasitic current was a consequence of the high doping
concentration of the emitter and collector layers that were directly attached to the
active region. Hence, the non-resonant current paths were attributed to transport
processes through migrated acceptors levels in the active region. At low bias volta-
ge (around zero bias) a steplike increase of the current (of some picoamperes) was
attributed to resonant tunnelling through the shallow acceptor levels. These levels
were characterised by magnetotransport experiments: In a magnetic field orientati-
on parallel to the growth and current direction a linear splitting of the current steps
was related to the Zeeman splitting of the acceptor levels. The measured effective
g-factor agreed well with the effective g-factor of boron in germanium determined
by optical experiments. As a consequence of the thin germanium layer a diamagne-
tic shift of the levels could not be observed, even at 18 Tesla. This is due to the fact
that the effective Bohr radius of an impurity in a thin layer is reduced in comparison
to an impurity in a bulk material. In a magnetic field orientated perpendicular to
the growth and current direction the linear splitting was suppressed. This behaviour
was an evidence for transport through heavy hole acceptor levels as for an in-plane
magnetic field the linear Zeeman splitting is suppressed for heavy holes.
The transport in devices containing self-assembled germanium quantum dots was
completely different. In the current-voltage characteristics a current instability bet-
ween a high- and low-current regime could be observed. The transport in the low-
current regime depended on the device diameter. In diodes with diameters in the
micron range a (variable-range-) hopping transport behaviour was observed. The
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corresponding activation energy, which could be interpreted as a charging energy,
was related with the quantum dot dimensions. In diodes with diameters in the sub-
micron range the excitation spectrum of a single germanium quantum dot could be
analysed. The high-current regime was independent of the diameter of the devices:
here, the transport was due to a filamentary current flow.
Possibly, in devices containing a sheet of self-assembled quantum dots, the transport
of a collective state formed in an array of quantum dots was observed. A confirmati-
on for this assumption was, on one the hand, a small thermal activation energy and,
on the other hand, a high bias voltage, that was required to initiate the transition
from the low- to the high-current regime.
Keywords
Self-Assembled Nanostructures, Silicon/Germanium, Shallow Acceptors, Current
Instability
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Kurzfassung
In dieser Arbeit wurde unter Verwendung der resonanten Tunnelspektroskopie der
elektronische Transport in p-dotierten Silizium/Germanium-Heterostrukturen un-
tersucht. Hierbei konnte die Auswirkung von Schichtdicken und Verspannungsfel-
dern auf den Lochtransport in Submikrometer-Dioden studiert werden.
Der für die Transporteigenschaften charakteristische Bereich der Heterostrukturen
war nach der Dicke einer in einer Silizium-Matrix eingebetteten Germaniumschicht
klassifizierbar: Germanium zeigt auf Silizium ein Stranski-Krastanov-Wachstum.
Unterhalb der kritischen Schichtdicke war der eingebettete Germaniumfilm glatt
und biaxial verspannt. Wurde die kritische Dicke überschritten, riss die Germani-
umschicht auf und es bildeten sich auf Grund von Relaxationsprozessen selbstorga-
nisierte, nanometergroße Germanium-Inseln, so genannte Quantenpunkte.
Bei tiefen Temperaturen ergaben die Transportuntersuchungen an Heterostruktu-
ren mit einem biaxial verspannten Germaniumfilm, dass der resonante Tunnelstrom
über die zweidimensionalen Subbänder des Germaniumfilms von einem hohen,
parasitären Stromanteil überlagert war. Dieser wurde auf die Migration von Do-
tieratomen aus den hochdotierten Zuleitungen in den aktiven Bereich zurückge-
führt. Durch die Ermittlung der effektiven Massen in Magnetotransportexperimen-
ten ließ sich erkennen, ob ein Tunnelprozess durch ein Leicht-Loch- beziehungs-
weise Schwer-Loch-Subband des Germaniumfilms stattfand. Des Weiteren gelang
es, aus der Verschiebung der Stromresonanzen in hohen Magnetfeldern die Dicke
der Tunnelbarrieren zu bestimmen.
Niveaus von flachen Akzeptoren, die in den Germaniumfilm migriert waren, konn-
ten im Spannungsbereich weniger zehn Millivolt charakterisiert werden: In einer
Magnetfeldorientierung senkrecht zur Wachstumsebene und parallel zum Strom
zeigten die Niveaus eine deutliche Zeeman-Aufspaltung. Eine diamagnetische Ver-
schiebung der Niveaus konnte bei den zur Verfügung stehenden Magnetfeldern (bis
18 T) nicht beobachtet werden. Dieses Verhalten resultierte aus dem Umstand,
dass der effektive Bohrradius der Akzeptoren im dünnen Germaniumfilm im Ver-
gleich zur Migration im Volumenmaterial stark reduziert war. Der aus der Zeeman-
Aufspaltung ermittelte effektive g-Faktor korrespondierte gut mit dem aus optischen
Experimenten bekannten Wert des effektiven g-Faktors von Bor in Germanium.
Diese Übereinstimmung wurde weiterhin durch den Sachverhalt gestützt, dass die
unmittelbar an den aktiven Bereich anschließenden Silizium-Zuleitungen hoch Bor
dotiert waren. Es wurde somit erstmalig durch Tunneltransportexperimente der ef-
fektive g-Faktor von flachen Bor-Akzeptoren in einem dünnen Germaniumfilm be-
stimmt. Für eine Magnetfeldorientierung parallel zur Wachstumsebene wurde keine
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Aufspaltung der Niveaus beobachtet. Dies wurde als Indiz für die Beobachtung des
resonanten Tunnelns über Schwer-Loch-Zustände interpretiert, da schwere Löcher
keine lineare Zeeman-Aufspaltung für diese Magnetfeldorientierung zeigen.
Charakteristisch für den Transport in Heterostrukturen mit einer Schicht selbst-
organisierter Germanium-Inseln war das Auftreten eines instabilen Bereichs in
der Strom-Spannungs-Charakteristik bei Temperaturen unterhalb eines Kelvins:
Beim Erreichen einer Schwellspannung fand ein sprunghafter Übergang aus ei-
nem Niedrigstrom-Regime in ein Hochstrom-Regime statt. Hierbei war der Trans-
port im Niedrigstrom-Regime entschieden von der Querschnittsfläche der Diode
beeinflusst. Bei Dioden mit einigen Mikrometern Durchmesser wurde ein (Variable-
Range-) Hopping-Transportverhalten analysiert. Die korrespondierende Aktivie-
rungsenergie ließ sich der gemittelten Ladeenergie der am Hopping-Transport
beteiligten Quantenpunkte zuordnen. Aus der Ladeenergie war es möglich, die
Ausdehnung der Quantenpunkte abzuschätzen. In Dioden mit Submikrometer-
Durchmesser konnte im Niedrigstrom-Regime das Anregungsspektrum eines ein-
zelnen Germanium-Quantenpunktes beobachtet werden. Im Hochstrom-Regime
war das Transportverhalten in den Mikro- und Submikrometer-Dioden identisch:
Es zeichnete sich durch einen filamentartigen Ladungstransport aus.
Möglicherweise konnte in den Dioden mit einer Schicht aus Germanium-
Quantenpunkten das Transportverhalten eines kollektiven Zustandes, der sich über
eine Reihe von Quantenpunkten ausgebildet hatte, beobachtet werden. Ein Indiz für
diese Vermutung war die Tatsache, dass einerseits eine geringe thermische Energie,
andererseits jedoch eine hohe Vorspannung benötigt wurde, um einen Übergang
vom Niedrigstrom- in das Hochstrom-Regime zu initiieren.
Schlagworte
Silizium/Germanium, selbstorganisierte Nanostrukturen, flache Akzeptoren,
Strom-Instabilität
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1. Einleitung
1.1. Quantenphysik und Nanostrukturen
Als Max Planck am 14. Dezember 1900 vor die Physikalische Gesellschaft in
Berlin trat, ahnte niemand, dass er mit seinem Vortrag »Zur Theorie des Gesetzes
der Energieverteilung im Normalspektrum« das bislang gültige physikalische
Weltbild radikal verändern und das Tor für eine neue Physik öffnen würde. Dieser
Vortrag gilt als die Geburtsstunde der Quantenphysik.
Für die Erklärung von Abläufen in atomaren Systemen nimmt die Quantentheorie
die zentrale Stellung ein. Mit ihrer Hilfe gelang es, die Spektren der Atome zu
verstehen. Viele heuristisch gefundenen Gesetzmäßigkeiten ließen sich auf der
Basis der Quantentheorie erklären. Trotz ihrer großen Erfolge in der Welt der
Atome galt die Quantentheorie lange Zeit für technologische Anwendungen als
nicht relevant, da sich ihre Aussagen auf eine Welt bezogen, deren Ausmaße um
ein Vielfaches kleiner waren als jedes vom Menschen hergestellte Bauteil. Die Welt
der Mikroobjekte lag fernab der Alltagswelt. Ein Irrtum, wie sich herausstellte.
Heute ist die Quantentheorie das Fundament vieler moderner Technologien. Die
enormen technologischen Fortschritte des 20. Jahrhunderts sind eng verknüpft mit
der Entwicklung der Quantenphysik. Ohne sie gäbe es viele moderne Technologien
nicht, beispielsweise keine Halbleitertechnik und damit keinen Computer.
Die Quantenphysik eröffnet auch für die Zukunft faszinierende Perspektiven.
Aus der Symbiose mit der Informatik entstehen völlig neuartige Konzepte und
Algorithmen, deren Implementierung in der Informations- und Datenverarbeitung
noch ungeahnte Möglichkeiten eröffnen. Die Herstellung neuer Materialien mit
maßgeschneiderten Eigenschaften ist ein weiteres viel versprechendes Entwick-
lungsfeld. Die enormen Erwartungen an die Mikroelektronik, die in fast allen
Lebensbereichen Einzug gehalten hat, zwingt die Branche einerseits zur stetigen
Weiterentwicklung diskreter Bauelemente, andererseits zur Verkleinerung von
kompletten Schaltungen. Kleiner - Schneller - Billiger, das sind die Rahmenbe-
dingungen. Moderne Halbleiterbauelemente erreichen Abmessungen im Bereich
weniger hundert Nanometer. Ihre Miniaturisierung schreitet ungebremst voran.
Im Jahr 1965 skizzierte Gordon Moore [1] die beispiellose Entwicklung in der
Siliziumtechnologie. Sein „Gesetz“ hat heute noch Gültigkeit. Etwa alle 18 Monate
verdoppelt sich die Integrationsdichte der Schaltkreise. Gleichbedeutend halbiert
sich die Größe der integrierten Transistoren. Ein Beispiel zeigt Abbildung 1.1 (a).
Zu sehen ist eine rasterelektronenmikroskopische Aufnahme eines kommerziellen
Speicherbausteins. Die minimale Strukturbreite einer Zuleitung beträgt 90 nm. Das
Ende dieser Entwicklung ist unvermeidlich. Neue Strategien für die Herstellung
von Transistoren im Bereich unterhalb von 100 nm müssen entwickelt werden,
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Silizium-Steuerelektrode
Siliziumdioxid (Isolator)
Kohlenstoff-
Nanoröhre
Kollektor-
Elektrode
Emitter-
Elektrode
(a) (b)
Abbildung 1.1.: Gegenwärtige Speicherchips, aufgebaut aus Feldeffekt-Transistoren
(FETs) mit 90 nm Gate-Länge. Quelle: Infineon. (b) Prototyp eines Kohlenstoff-
Nanoröhren-Transistors; Universität Delft.
um die Grenzen der Photolithographie zu umgehen. Die Methode des „einfachen“
Herunterskalierens von Bauelementen birgt das Problem in sich, dass grundle-
gende Prinzipien der Elektronik und Schaltungstechnik nicht mehr funktionieren.
Quanteneffekte dominieren das Transportverhalten, wenn die Bauelemente in die
Größenordnung der de Broglie-Wellenlänge der Ladungsträger vorstoßen. Dies
ist für Schichtdicken unterhalb von 30 nm der Fall. Für die technische Anwen-
dung relevante Bauelemente müssen zuverlässig bei Raumtemperatur arbeiten.
Entsprechende Bauelemente werden daher kleiner als 10 nm sein. Konzepte zur
Realisierung solcher Nanostrukturen gibt es viele. So wurden bereits Moleküle
elektrisch kontaktiert und aus ihnen grundlegende elektronische Bauelemente
realisiert, zum Beispiel ein Transistor aus einem Kohlenstoff-Nanoröhrchen [2];
siehe Abbildung 1.1 (b).
Auch die Halbleitertechnologie bietet Lösungen an. Mit Hilfe moderner Epita-
xieverfahren - vor allem der Molekularstrahlepitaxie - gelingt es, Strukturen zu
wachsen, die in natürlichen Kristallen nicht vorkommen. Beliebt sind heterogene
Halbleiterschichtsysteme, so genannte Heterostrukturen. Sie sind meist durch
eine Schichtfolge ABA von zwei Halbleitern A und B mit unterschiedlicher
Energielücke aufgebaut. Sobald die Schichtdicke des Materials B kleiner als die
de Broglie-Wellenlänge der Ladungsträger wird, verwirklicht man auf diese Weise
entlang der Wachstumsrichtung einen rechteckförmigen Potenzialtopf. Mit dieser
Methode gelingt es, die elektronischen Eigenschaften der Halbleitermaterialien,
wie die Bandstruktur und die Ladungsträgerbeweglichkeit, gezielt zu modifizieren.
Man spricht im Englischen vom Band-engineering. Eine Schlüsseltechnologie
werden nicht-lithographische Herstellungsprozesse sein. Der Wunsch ist ein inte-
grierter Hochleistungsschaltkreis, der sich selbstorganisiert aus nanometergroßen
Bauelementen zusammensetzt. Die Selbstorganisation eröffnet neue Möglichkeiten
zur Strukturierung in kleineren Dimensionen, als es bisher möglich war. Schon
1937 hatten die Physiker Stranski und Krastanov festgestellt: »wenn man einen
Kristall auf einen anderen aufwächst, ist dies nur dann problemlos möglich,
2
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wenn beide die gleiche Gitterkonstante haben. [3]« Ihre Atome müssen also
exakt im gleichen Abstand angeordnet sein. Ist das nicht der Fall, entstehen
Verspannungen und die Schicht reißt auf. Die aufgerissene Schicht bildet winzige
dreidimensionale Halbleiter-Inseln, die nur noch wenige Nanometer breit und
hoch sind. Dieser Vorgang der selbstorganisierten Inselbildung wird als Stranski-
Krastanov-Wachstumsinstabilität bezeichnet. Die geringe Größe der Inseln im
Vergleich zu normalen Kristallen hat Konsequenzen. Die Ladungsträger können
sich in den Inseln, anders als in einem normalen Kristall, nicht frei bewegen; sie
sind „eingesperrt“ und können nur ganz bestimmte - diskrete - Energieniveaus
besetzen. Zwischen den Energieniveaus können die Ladungsträger hin und her
springen, ähnlich wie in einem einzelnen Atom. Der Unterschied jedoch ist, dass
die Energieniveaus über Größe, Form und Material der Inseln beeinflusst werden
können. Daher spricht man von ihnen als „self-made atoms“- künstlichen Atomen.
Auf Grund dieser Manipulierbarkeit sind die Halbleiter-„Nanostrukturen“ beliebte
Objekte der physikalischen Grundlagenforschung. Mitunter ermöglichen die
„künstlichen Atome“ die experimentellen Fragestellungen, deren Realisierung in
der Atomphysik unter Laborbedingungen nicht oder nur mit erheblichem Aufwand
möglich wäre.
1.2. Motivation
Der dominierende Werkstoff der Halbleitertechnologie ist Silizium. In Kombina-
tion mit dem chemisch verwandten Element Germanium lassen sich Heterostruk-
turen realisieren, die die Herstellung von Hochleistungstransistoren [4, 5] mit ge-
ringer Leistungsaufnahme und Frequenzen im Bereich einiger hundert Gigahertz
ermöglichen. Silizium und Germanium sind jedoch nicht allein das Materialsystem
neuartiger Mikroelektronik, sondern sie bergen auch das Potenzial zukünftiger Na-
noelektronik [6, 7, 8, 9, 10].
Die unterschiedlichen Gitterkonstanten von Silizium und Germanium führen zu
Verspannungen auf Grund der Gitteranpassung in der Heterostruktur. Die von Stran-
ski und Krastanov beschriebenen Wachstumsprozesse, die zur selbstorganisierten
Bildung von nanometergroßen Inseln führen, sind beim Wachstum von Germanium
auf Silizium zu beobachten. Die Spannungsfelder führen nicht allein zu plastischen
Relaxationsprozessen, sondern sie besitzen schon im Vorfeld der Relaxation einen
entscheidenden Einfluss auf die elektronischen Zustände und somit auf die elektro-
nischen Transporteigenschaften der Heterostruktur. Die Art und Stärke der Verspan-
nung ist über die Legierungskomposition und Schichtdicke beeinflussbar. Insbeson-
dere ist die Wirkung der Verspannung auf Valenzband-Zustände zu beobachten. Aus
diesem Grund wird in dieser Arbeit der Transport von Defektelektronen, den so ge-
nannten Löchern, in Silizium/Germanium-Nanostrukturen untersucht. Es werden
Gleichstrom-Transportmessungen an Dioden mit nur wenigen Mikrometern Durch-
messer beziehungsweise Submikrometer-Dioden durchgeführt. Hierbei erhält man
Informationen über die elektronischen Zustände der Ladungsträger, die Aussagen
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beispielsweise über deren effektive Masse ermöglichen.
Die Arbeit gliedert sich wie folgt:
Nach der Einleitung in Kapitel 1 führt Kapitel 2 in die grundlegenden Eigenschaf-
ten von elektronischen Zuständen in niederdimensionalen Strukturen ein. Insbeson-
dere wird der Einfluss von äußeren Magnetfeldern und Streueffekten auf die Zu-
stände diskutiert.
Das Kapitel 3 behandelt die Grundlagen des elektronischen Transports in Nano-
strukturen. Das Konzept des quantenmechanischen Tunnelns beim Transport in re-
sonanten Tunnelstrukturen wird am Beispiel der Doppelbarrieren- und Quanten-
punktstrukturen vorgestellt. Einen Schwerpunkt bildet dabei die Betrachtung der
Systeme unter der Wirkung eines statischen äußeren Magnetfeldes. Des Weiteren
werden Nicht-Gleichgewichtsprozesse, so z. B. der Hopping-Transport und ther-
moelektrische Effekte in Nanostrukturen betrachtet. Abschließend wird der raum-
ladungsbegrenzte Transport in Nanostrukturen diskutiert.
In Kapitel 4 werden die Material- und Wachstumseigenschaften von Silizium, Ger-
manium sowie ihrer Legierung zusammengefasst. Zudem werden die Grundlagen
des selbstorganisierten Inselwachstums von Germanium auf Silizium vorgestellt.
Das Kapitel 5 beschäftigt sich mit Herstellungsverfahren von Mikro- und
Submikrometer-Dioden. Die wichtigsten Verfahrensparameter und Konzepte der
Elektronenstrahllithographie, des Lacksystems sowie der elektrischen Kontaktie-
rung der Dioden werden in diesem Kapitel vorgestellt.
Im Kapitel 6 werden das Prinzip der Tunnelspektroskopie sowie Details des expe-
rimentellen Aufbaus vorgestellt.
Das Kapitel 7 diskutiert experimentelle Untersuchungen an Silizium/Germanium-
Quantentopfstrukturen. Es ist in mehrere Abschnitte gegeliedert, die jeweils einen
Schwerpunkt der Untersuchungen bilden: Der erste Abschnitt konzentriert sich
auf Untersuchungen des resonanten Tunnelstroms in der Silizium/Germanium-
Quantentopfstruktur. Der Einfluss der Temperatur und äußerer Magnetfelder wer-
den berücksichtigt. In einem weiteren Abschnitt werden Messungen an nulldimen-
sionalen Zuständen vorgestellt.
Im Kapitel 8 wird der Transport in Silizium/Germanium-Quantenpunktstrukturen
analysiert. Die Strom-Spannungs-Kennlinien zeigen eine deutliche Bistabilität zwi-
schen einem Niedrigstrom-Regime und einem Hochstrom-Regime. Das sich in
der Kennlinie wiederspiegelnde Transportverhalten wird auf die Anwesenheit der
Germanium-Quantenpunkte zurückgeführt. In Dioden mit Submikrometer Durch-
messer lassen sich zudem Fock-Darwin-ähnliche Spektren, die den Germanium-
Quantenpunkt-Zuständen zugesprochen werden, beobachten.
Eine Zusammenfassung der Arbeit sowie ein Ausblick auf weiterführende Untersu-
chungsmöglichkeiten werden in Kapitel 9 gegeben.
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Nanostrukturen sind Systeme, deren funktionsbestimmende Abmessungen im Be-
reich einiger Nanometer liegen. In der physikalischen Beschreibung spricht man
von ihnen auch als mesoskopische1 Systeme [11], und betont hiermit, dass die Sys-
temlängen auf mikroskopischen (atomaren) Skalen groß, jedoch klein auf makro-
skopischen Skalen sind. Die Beschreibung der physikalischen Eigenschaften von
Nanostrukturen, insbesondere den elektronischen, geschieht in einer quantentheo-
retischen Darstellung. Der elektronische Transport in einer Nanostruktur ist von
Quanteneffekten bestimmt. Die Ladungsträger, Elektronen oder Löcher, verlieren
ihren Teilchen-Charakter und zeigen Welleneigenschaften. Bekannte Phänomene
der Wellenmechanik wie Beugung und Interferenz sind beobachtbar [12, 13]. Be-
reits im Jahr 1923 veröffentlichte der Physiker de Broglie die Hypothese, dass die
Gleichungen
E = hν = ~ω und |p| = h
λ
(2.1)
in Analogie zum Licht so verstanden werden können, dass einem bewegten Teilchen
mit der Energie E und Impuls p eine Materiewelle mit der Frequenz ν und der Wel-
lenlänge λ zugeordnet werden kann. Dabei ist k der Wellenvektor der zugehörigen
Materiewelle. Die Teilchen- und Welleneigenschaften sind durch p = ~k mitei-
nander verknüpft. Die Wahrscheinlichkeit, den Ladungsträger an einer bestimmten
Stelle nachzuweisen, ist durch das Betragsquadrat seiner Wellenamplitude ψ ge-
geben. Der Widerspruch zwischen den klassischen Modellen Welle und Teilchen
wird hierdurch aufgelöst. Es gibt eine Wahrscheinlichkeitsamplitude (Welle), de-
ren Betragsquadrat die Wahrscheinlichkeitsdichte für den Nachweis des Teilchen
ist. Somit lässt sich jedem Ladungsträger mit wohldefiniertem Impuls eindeutig
eine Wellenlänge zuordnen. Aus der Eindeutigkeit der Wellenlänge resultiert ei-
ne räumlich-periodische Aufenthaltswahrscheinlichkeit sowie die Konsequenz, dass
der Ladungsträger über die gesamte Struktur erstreckt ist. Er ist mit gleicher Wahr-
scheinlichkeit an einer beliebigen Stelle der gesamten Struktur. Sein Ort ist somit
völlig unbestimmt. Die Schwankung zwischen den Mittelwerten der Orts- und Im-
pulsunschärfe des Ladungsträgers ist jedoch nicht beliebig, sondern durch die Hei-
senbergsche Unschärferelation
∆p ∆x & ~ (2.2)
gegeben. Begriffe wie Ort und Impuls sind im mikroskopischen Bereich nicht an-
wendbar. Die Wahrscheinlichkeitsamplitude beziehungsweise die Wellenfunktion
1meso... nach dem griechischen Bestimmungswort von Zusammensetzungen mit der Bedeutung
„mittel, in der Mitte zwischen.“
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ψ ist die gültige und vollständige Beschreibung des Systemzustands. Ihre Entwick-
lung liefert die Schrödinger-Gleichung. Sie ist die Feldgleichung der Wellenfunkti-
on des Ladungsträgers. Die Schrödinger-Gleichung2
H|ψ〉 = E|ψ〉 (2.3)
hat die Form einer Eigenwertgleichung von Operatoren. Der systembeschreibende
Operator ist der Hamilton-Operator H . Die Wellenfunktion ist also ein Eigenvek-
tor beziehungsweise eine Eigenfunktion des Hamiltonoperators zu dem Eigenwert
E. In der Quantentheorie werden die Zustände eines Systems durch die Eigenwerte
(Quantenzahl) von physikalischen Zustandsgrößen gekennzeichnet. Will man den
Zustand eines Teilchens beschreiben, dann hat man die Werte gleichzeitig mess-
barer Größen des Teilchens anzugeben. Die Zustandsgrößen können aber nur dann
gleichzeitig gemessen werden, wenn sie vertauschen. Man braucht also zur Festle-
gung des Teilchenzustandes einen vollständigen Satz vertauschbarer Zustandsgrö-
ßen. Das Eigenwertspektrum einer physikalischen Zustandsgröße und alle mögli-
chen Zustände des Systems bilden eine abzählbare Folge. Wird die Wellenfunktion
ψ der Forderung unterworfen, dass sie innerhalb der Struktur räumlich periodisch
sein soll, so werden Impuls- und Energiespektrum diskret. Bei großen Strukturen
spielt diese Diskretisierung keine Rolle; die Zustände sind quasi kontinuierlich ver-
teilt. Bei kleinen Systemen macht sich jedoch die Diskretisierung bemerkbar. Na-
nostrukturen dringen in Dimensionen vor, bei denen die Diskretisierung beobacht-
bar ist. Im Folgenden werden Ladungsträgersysteme in Nanostrukturen betrachtet,
bei denen das Energie-Eigenwertspektrum in einer oder mehreren Raumrichtungen
diskret ist. Solche Systeme werden entsprechend quantisierte beziehungsweise nie-
derdimensionale Ladungsträgersysteme genannt.
2hier in der darstellungsunabhängigen Formulierung
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In niederdimensionalen Ladungsträgersystemen ist die elektronische Wellenfunkti-
on der Ladungsträger in einem oder mehreren Freiheitsgraden quantisiert. Dies be-
deutet, dass die Bewegungsfreiheit des Ladungsträgers bezüglich der entsprechen-
den Raumrichtungen reduziert ist. Je nach Anzahl der verbliebenen freien Raum-
richtungen spricht man von einem zwei- (2D), ein- (1D), oder null-dimensionalen
(0D) Ladungsträgersystem. Im nulldimensionalen System werden die Ladungsträ-
ger in allen drei Raumrichtungen auf ein Punktvolumen eingeschränkt; daher heißt
es auch Quantenpunkt. Allen niederdimensionalen Systemen ist gemeinsam, dass
die räumliche Einschränkung des Systems in Quantisierungsrichtung in der Größe
der de Broglie Wellenlänge der am Transport beteiligten Ladungsträger sein muss.
Diese spezielle Wellenlänge wird Fermi-Wellenlänge genannt, da die transportrele-
vanten Ladungsträger energetisch nahe an der Fermi-Energie liegen,
λF ≡ h
pF
=
2pi
kF
. (2.4)
In diesen Systemen dominieren die Welleneigenschaften der Ladungsträger. Durch
die räumliche Einschränkung bilden sich in der eingeschränkten Raumrichtung
stehende Ladungsträgerwellen mit diskretem Energiespektrum. Eine quantentheo-
retische Beschreibung niederdimensionaler Systeme geschieht durch Lösen der
Schrödinger-Gleichung (2.3). Liegen die elektronischen Zustände in der Nähe
der Bandkante, so schreibt sich die Schrödinger-Gleichung in Effektiv-Massen-
Näherung (engl. effective mass approximation - EMA) [14, 15, 16](
−~
2
2
∂
∂z
1
m∗z (z)
∂
∂z
+
~2
2m∗‖
∇2r‖ + V (z)
)
ψ
(
r‖, z
)
= E ψ
(
r‖, z
) (2.5)
mitm∗z(z),m∗‖ den effektiven Massen senkrecht und parallel zur Grenzfläche. Posi-
tionen innerhalb der Grenzfläche werden durch den Vektor r‖ = (x, y) beschrieben.
Das effektive Potenzial in Gleichung (2.5) setzt sich aus den Verläufen der Banddis-
kontinuitäten ∆Ec/v(z) an den Grenzflächen der Halbleiter, den elektrostatischen
Potenzialen der ionisierten Donatoren beziehungsweise Akzeptoren VD/A(z) und
dem Wechselwirkungspotenzial Vex(z) der Ladungsträger zusammen
V (z) = ∆Ec/v(z) + VD/A(z) + Vex(z). (2.6)
Spannungsfelder beziehungsweise Deformationspotenziale sind in ∆Ec/v(z) be-
rücksichtigt. Auf Grund der Translationssymmetrie des Systems parallel zu den
Grenzflächen lässt sich die Schrödinger-Gleichung (2.5) in zwei linear unabhängige
Differenzialgleichungen, entsprechend der longitudinalen und transversalen Kom-
ponente, separieren. Die Lösungen von Gleichung (2.5) sind von der Form
ψ
(
r‖, z
)
=
1√
A
eik‖·r‖ϕn (z) . (2.7)
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Abbildung 2.1.: Beispiele für eindimensionale, elektrostatische Einschlusspotenziale: (a)
Kastenpotenzial, (b) Dreieckspotenzial und (c) parabolisches Potenzial. Gestrichelt sind
mögliche Eigenenergien in den Potenzialen eingetragen.
Der longitudinale Anteil entspricht einer freien Bewegung der Ladungsträger pa-
rallel zur Grenzfläche. k‖ ist der zugehörige Wellenvektor. Die transversale Kom-
ponente beschreibt die Ausbreitung in Richtung des Einschlusspotenzials, mit den
Eigenzuständen beziehungsweise Subbändern ϕn(z). Die einzelnen Subbänder sind
mit dem Index n nummeriert. A ist eine Normierungskonstante, entsprechend der
lateralen Fläche des Systems. Die Subbänder müssen die Schrödinger-Gleichung(
−~
2
2
d
dz
1
m∗z (z)
d
dz
+ V (z)
)
ϕn (z) = En ϕn (z) (2.8)
in Wachstumsrichtung erfüllen. Ihre Gesamtenergie relativ zur Bandkante ist
En (k) =
~2k2
2m∗‖
+ En. (2.9)
Für die Lösungen der Gleichung (2.8) gelten die Anschlussbedingungen, die besa-
gen, dass an den Grenzflächen sowohl ϕn (z) als auch 1/m∗z (z)ϕ′n (z) stetig sein
müssen.
2.1.1. Eindimensionale Einschlusspotenziale
Im Folgenden werden häufig in Nanostrukturen auftretende eindimensionale Poten-
zialverläufe diskutiert. Die z-Richtung sei als Quantisierungsrichtung gewählt. In
Abbildung 2.1 sind beispielhaft drei Potenzialverläufe skizziert.
Unendlicher Potenzialtopf
Für den Fall eines rechteckförmigen Potenzials, der Breite a und unendlich hohen
Potenzialwänden, Φ0 =∞ (in Abbildung 2.1 (a)), ergeben sich für einen Ladungs-
träger aus der Bedingung für stehende Wellen n (λ/2) = a und der de Broglie
Relation k = 2pi/λ, die erlaubten, diskreten Wellenzahlen
kn = n
pi
a
mit n = 0, 1, 2, . . . . (2.10)
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Hieraus resultiert ein diskretes Energiespektrum
En =
~2
2m∗z
k2n. (2.11)
Zu jedem Energieeigenwert gibt es genau eine Eigenfunktion
ϕn (z) =
√
2
a
sin
( n pi
a
z
)
, (2.12)
die die lokalisierten beziehungsweise gebundenen Zustände beschreibt.
In der Realität sind die Potenzialwände nur endlich hoch. Hieraus resultiert eine
endliche Anzahl von quasi-gebundenen Zuständen (z. B. die Zustände im Potenzial
Abbildung 2.1 (c)) und ein Kontinuum von Streulösungen. Ist die Energie des Teil-
chens jedoch sehr klein im Vergleich zur Potenzialhöhe (E  Φ0), so ist Gleichung
2.11 eine gute Näherung für die Energieeigenwerte der tief im Topf gebundenen Zu-
stände.
Dreiecksförmiger Potenzialtopf
Dreiecksförmige Potenziale entstehen meist an Verarmungszonen von Heteroüber-
gängen. Ihr Potenzialverlauf als Funktion des elektrischen Feldes ist häufig von der
Form
V (z) =
{
eFz, z > 0,
∞, z ≤ 0. (2.13)
Die entsprechenden Eigenfunktionen von Dreieckspotenzialen (s. Abbildung 2.1
(b)) sind Airy-Funktionen [17, 18]. Die zugehörigen Eigenwerte sind die Wurzeln
der Airy-Funktion,
En =
1
2
~2
m∗ a2
αn+1 ≈ 1
2
(
3pi
2
)2/3 ~2
m∗ a2
(
n+
3
4
)2/3
. (2.14)
αi ∼= −[3pi/2 (i+3/2)]2/3 drückt die i-te Wurzel der Airy-Funktion aus. Die ersten
drei Wurzeln haben die Werte α1 ≈ 2, 338, α2 ≈ 4, 088 und α3 ≈ 5, 527.
Parabolisches Potenzial
Die in der Physik am häufigsten verwendete Näherung für Potenzialverläufe ist das
parabolische Potenzial des harmonischen Oszillators. In Abbildung 2.1 (c) wur-
de als Näherung für das Einschlusspotenzial zwischen zwei Potenzialbarrieren ein
parabolisches Potenzial V (z) = 1/2 m∗ω20 z2 gestrichelt eingezeichnet. Die Ener-
gieeigenwerte des parabolischen Potenzials sind
En = ~ω0 (n+ 1/2) =
~2
m∗ a2
(
n+
1
2
)
. (2.15)
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Die Eigenwerte sind äquidistant und haben den Abstand ~ω0. Aus der klassischen
Betrachtung der Umkehrpunkte eines Oszillators E = 1/2 m∗ω20 a2 lässt sich der
Oszillatorradius im Grundzustand E0 = 1/2 ~ω0 abschätzen
a =
√
2E0
m∗ ω20
=
√
~
m∗ ω0
=
√
~2/m∗
~ω0
. (2.16)
Die Ausdehnung des Grundzustandes entspricht 2a. Ist das Potenzial nicht un-
endlich hoch, so ist die Ausdehnung des Grundzustandes geringfügig größer, da
ein Eindringen der Wellenfunktion in die Potenzialbarrieren berücksichtigt werden
muss. Diese Aspekte werden in Kapitel 3.2 in Gleichung (3.12) mit einbezogen3.
Die Eigenfunktionen des harmonischen Oszillators sind
ϕn (z) =
cn√
a
Hn
(z
a
)
exp
(
− z
2
2a2
)
. (2.17)
Hierbei sind cn eine reelle Normierungskonstante und Hn(y) die Hermitischen Po-
lynome4 [18, 19].
Für beliebige eindimensionale Potenzialverläufe ist eine analytische Formulierung
der Energieeigenwerte nicht möglich. Eine qualitative Abschätzung der Größenord-
nung der Diskretisierungsenergie ist durch [20]
En+1 − En ∼ ~
2
m∗ a2
(2.18)
gegeben. Nummerisch lassen sich die Energie-Eigenwerte beliebiger, eindimensio-
naler Potenziale beispielsweise mit Hilfe der Transfer-Matrix-Methode [21, 22] er-
mitteln. Bei der Transfer-Matrix-Methode wird das beliebige Potenzial auf einem
feinen Gitter aus Potenzialsprüngen und konstanten Potenzialen aufgebaut. Die Lö-
sungen für konstante Potenzialbereiche beziehungsweise Potenzialsprünge sind be-
kannt und analytisch lösbar. Das Eigenwertspektrum des beliebigen Potenzials setzt
sich dann aus den Lösungen der Teilpotenziale zusammen. Im Anhang A.1 wird
diese Methode an einigen Beispielen vorgestellt.
2.1.2. Quantisierte Lochsysteme
Bei der Beschreibung der elektronischen Struktur wird man mit zwei Problemen
konfrontiert: Erstens mit der Aufstellung der Schrödinger-Gleichung und zweitens
mit der Bestimmung der Eigenlösungen dieser Gleichung. Beim Aufstellen der
Schrödinger-Gleichung versucht man stets das Vielteilchenproblem auf ein Einteil-
chenproblem zu reduzieren. Die Schwierigkeit besteht nun darin, das effektive Po-
tenzial zu bestimmen. Zur Lösung versucht man die gesuchten Eigenzustände zu
einem bestimmten Wellenvektor k nach einem Satz endlich vieler Basisfunktionen
3Achtung! In Gleichung (3.12) ist mit a die Ausdehnung des Potenzials gemeint. In Gleichung
(2.16) gibt a den Radius des Oszillators an.
4Hn(y) = (−1)ney2 ∂n∂yn e−y
2
, mit H0(y) = 1,H1(y) = 2 y,H2(y) = 4 y − 2.[18]
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vom Blochschen Typ zu entwickeln. Dem Hamilton-Operator wird dadurch eine k-
abhängige komplexe hermitesche Matrix mit entsprechend vielen Spalten und Zei-
len zugeordnet, wie der Basissatz pro k-Vektor Funktionen besitzt. Die Berechnung
der elektronischen Struktur reduziert sich auf die Bestimmung der Eigenwerte und
Eigenfunktionen dieser Matrix. Die in Frage kommenden Basissätze unterscheiden
sich durch die Anzahl und Art der in ihnen enthaltenen Funktionen. Man möchte
mit möglichst wenig Funktionen auskommen, um die Matrix klein und somit den
nummerischen Aufwand möglichst gering zu halten. Der Preis dafür ist jedoch ein
Verlust an Genauigkeit, denn mit weniger Basisfunktionen lassen sich die gesuchten
Eigenfunktionen schlechter approximieren. Streng genommen benötigt man unend-
lich viele Basisfunktionen zur Darstellung der Eigenfunktionen. Bei vorgegebener
Anzahl von Basisfunktionen ist die erreichbare Genauigkeit umso höher, je besser
die Basisfunktion den gesuchten Energie-Eigenzuständen angepasst ist. Zur Dar-
stellung der Leitungsbandzustände nahe des Γ-Punktes, also bei k = 0, sind ebene
Wellen als Basisfunktionen geeignet, da man von der Vorstellung fast freier Elek-
tronen ausgeht und die stationären Zustände der Elektronen nur wenig von ebenen
Wellen abweichen. Für Valenzbandzustände nahe des Γ-Punktes ist diese Auswahl
häufig ungeeignet.
Der Luttinger-Kohn Hamilton-Operator
Nahe des Γ-Punkts ist die Valenzbandstruktur nicht-parabolisch. An Stelle ebener
Wellen zur Beschreibung der Valenzbandzustände5 sind Basisfunktionen des Dreh-
impulses J mit J = 3/2, 1/2 geeignet [23, 24]. Unter der Annahme einer unend-
lichen großen Spin-Bahn Kopplung lassen sich die zwei obersten Valenzbänder im
Γ-Punkt mit dem Luttinger-Operator [24, 25]
HL =
1
m0
[
p2
2
(
γ1 +
5
2
γ2
)
− γ3 (p · J )2 + (γ3 − γ2)
∑
i
p2i · J2i
]
(2.19)
=

Ehh S R 0
S† Elh 0 R
R† 0 Elh −S
0 R† −S† Ehh
 (2.20)
5Unter Berücksichtigung der Spin-Bahn Kopplung sind die Valenzbandzustände am Γ-Punkt vier-
fach entartete p3/2-Zustände. Die Spin-Bahn Kopplung führt zu einer Aufspaltung der p-Orbitale
in vierfach entartete p3/2 entsprechend J = 3/2 und Jz = ±3/2,±1/2 und zweifach entartete
p1/2-Zustände entsprechend J = 1/2 und Jz = ±1/2.
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beschreiben. Hierbei sind die Matrixelemente von der Form
Ehh = γ1 − 2γ2
2m0
p2z +
γ1 + γ2
2m0
p2‖, (2.21)
Elh = γ1 + 2γ2
2m0
p2z +
γ1 − γ2
2m0
p2‖, (2.22)
R = γ2 + γ3
2m0
(−
√
3/2)(px − ipy)2, (2.23)
S = γ3
2m0
(−2
√
3)(px − ipy)pz. (2.24)
γ1, γ2 und γ3 sind die materialabhängigen Luttinger-Parameter. Die ersten zwei
Terme in Gleichung (2.19) berücksichtigen den kugelsymmetrischen Anteil und
der letzte Term eine kubische Symmetrie des Kristalls. An der Gleichung (2.19)
ist sofort zu erkennen, dass die Verwerfungen des Valenzbandes proportional zur
Differenz der beiden Parameter γ2 und γ3 sind.
Im Volumenmaterial ist der sphärische Anteil des Hamilton-Operator (2.19) nicht
von der Richtung des p-Operators beziehungsweise des korrespondierenden Wel-
lenvektors k abhängig. Zur Bestimmung der Eigenwerte des Hamilton-Operators
sei k daher in z-Richtung gewählt. Durch die Diagonalisierung (Eigenzustände von
kz zu Basisfunktionen von J2z ) des Luttinger Hamilton-Operators erhält man vier
unabhängige Eigenvektoren mit zwei unterschiedlichen Eigenwerten. Diese beiden
doppelt entarteten Energiebänder im Valenzband werden Leicht-Loch-Band (engl.
light hole band - lh) mit J = 3/2, Jz = ±3/2 und Schwer-Loch-Band (engl.
heavy hole band - hh) mit J = 3/2, Jz = ±1/2 genannt. Das hier vernachläs-
sigte Spin-abgespaltene Band (engl. spin split off band - so) besitzt die Zustände
J = 1/2, Jz = ±1/2.
Die kinetische Energie der Löcher mit kz in [0 0 1]-Richtung ist
Ehh =
~2k2z
2m0
(γ1 − 2γ2) für Jz = ±3
2
und (2.25)
Elh =
~2k2z
2m0
(γ1 + 2γ2) für Jz = ±1
2
. (2.26)
Hieraus ergeben sich in [0 0 1] Richtung die effektiven Massen:
mhh =
m0
γ1 − 2γ2 , (2.27)
mlh =
m0
γ1 + 2γ2
. (2.28)
Die beiden Energien Ehh,lh entsprechen der kinetischen Energie der Löcher.
Für Loch-Energieniveaus in einem Quantentopf wird das Quantentopf-Potenzial als
Störung der Zustände im Γ-Punkt betrachtet und anschließend die Luttinger Wech-
selwirkung als neue Störung der Quantentopf-Niveaus hinzugefügt. In erster Ord-
nung hebt das Quantentopf-Potenzial die Entartung zwischen Jz = ±3/2 und±1/2
Bändern auf, entsprechend den unterschiedlichen Massen. Aus dem Luttinger-
Operator, Gleichung (2.19), erhält man durch Einsetzen von kx = k⊥, ky = kz = 0
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die Dispersion in [1 0 0] Richtung senkrecht zu z:
E =
~2k2⊥
2m0
(γ1 + γ2) für Jz = ±3
2
und (2.29)
=
~2k2⊥
2m0
(γ1 − γ2) für Jz = ±1
2
. (2.30)
Die transversale Dispersionsrelation entsprechend den Jz = ±3/2 (Schwer-Loch
Band in z-Richtung) hat nun die leichte Masse
mhh =
m0
γ1 + γ2
, (2.31)
hingegen besitzen die Jz = ±1/2 Zustände die schwere Masse
mlh =
m0
γ1 − γ2 . (2.32)
Diese Situation ist vergleichbar der Entwicklung bei uniaxialen beziehungsweise
biaxialen Verspannungen in [1 0 0]-Richtung. Ein Kreuzen der Bänder wird jedoch
durch Terme höherer Ordnung in k · p Störungstheorie verhindet [25], indem die
Bänder entsprechend energetisch angehoben beziehungsweise abgesenkt werden.
Dieses Verhalten ist in Abbildung 2.2 dargestellt.
Tatsächlich ist das eben beschriebene Verhalten nicht korrekt, es liefert aber eine
qualitative Beschreibung. Im entarteten Satz aus Valenzband-Zuständen bei k = 0
muss der gestörte Hamilton-Operator diagonalisiert werden:
H = HL + VQW. (2.33)
Es ist bekannt, dass in erster Ordnung die Lösungen Linearkombinationen derk = 0
Valenzband-Wellenfunktion sind. Bei VQW = 0 sind das die Jz = ±3/2 und
Jz = ±1/2 Funktionen, die durch die Dispersionsrelationen (2.25) und (2.29) ge-
geben sind. Schwierigkeiten können jedoch von den Randbedingungen verursacht
werden, da sie gleichzeitig von dem Quantentopf erfüllt werden müssen. Der Satz
von Funktionen, der HL diagonalisiert, ist nicht gleichzeitig eine Basis von VQW.
Die Randbedingungen werden nur durch ein starkes Vermischen der Jz = ±3/2
und Jz = ±1/2 Bänder erfüllt. Ein weiterer Punkt ist, dass die starke Nichtparabo-
lizität des Valenzbandes die Zustandsdichte des Valenzbandes deutlich beeinflusst.
Für den Fall eines unendlich tiefen Quantentopfs lässt sich der Sachverhalt analy-
tisch berechnen. Unter Vernachlässigung von Bandverkrümmungen (γ2 = γ3 = γ¯),
sind die Energie-Zustände bei k = 0 durch
Elh,hh = n
2 pi
2~2
2m0 a2
(γ1 ± 2γ¯) (2.34)
gegeben. Die Bestimmungsgleichung für k⊥ = ky 6= 0 ist [26]
4
[
k2lh,z k
2
hh,z + k
2
y
(
k2hh,z + k
2
lh,z
)
+ 4k4y
]
sin khh,za sin klh,za
+ 6 k2y klh,z khh,z (1− cos khh,za cos klh,za) = 0 (2.35)
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E
kz
k kx y= = 0
Jz = 3/2
Jz = 1/2
E
kz
Jz = 3/2
Jz = 1/2
E
kz
Jz = 3/2
Jz = 1/2
E
kz
Jz = 3/2
Jz = 1/2
(a)
(c) (d)
(b)
Abbildung 2.2.: Schema der Energiedispersion der Jz = 3/2 und Jz = 1/2 Valenzband-
zustände in (a) einen Quantentopf mit Einschränkung in z-Richtung, (b) unter Berücksich-
tigung der Auswirkungen einer uniaxialen Verspannung in z-Richtung auf die Bänder, (c)
unter Vernachlässigung der „off-diagonal“ Terme, also ohne ein Vermischen der Bänder. (d)
Ein Mischen der Bänder wird berücksichtigt.
mit
k(lh,hh),z =
√
2E
γ1 ± 2γ¯
m0
~2
− k2y. (2.36)
Hiermit ist es nun möglich, die effektive Masse für die Schicht zu ermitteln [26]:
1
m(lh,hh),z
= 2
(
∂2E(lh,hh),z
∂k2‖
)
kz=0
. (2.37)
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Quantenpunkt
0D
Volumenhalbleiter
3D
Quantenfilm
2D
Quantendraht
1D
D E2 ( )
E
D E3 ( )
E
D E0 ( )
E
D E1 ( )
E
D E E E0( ) ( - ) l,m,n D E2( ) const. D E3( )  ED E E E1( ) 1/ ( - )  m,n
Abbildung 2.3.: Zustandsdichten von niederdimensionalen Systemen.
2.1.3. Die Zustandsdichte
Aus dem Energiespektrum eines Ladungsträgersystems6 folgt eine weitere charak-
teristische Größe, die Zustandsdichte
D(E) ≡ 1/V dN/dE. (2.38)
Sie gibt die Anzahl der Einteilchen-Zustände N im Energieintervall [E,E + dE]
pro Einheits-Länge (1D System), -Fläche (2D System) bzw. -Volumen (3D Sys-
tem) an. Die Zustände sind durch den Impuls p und die Spinprojektion sz festge-
legt. Ein Ladungsträger im d-dimensionalen System spannt ein 2d-dimensionales
Phasenraumvolumen Vd auf, entsprechend seiner d Orts-Koordinaten und d Impuls-
Komponenten. Nach der Unschärferelation (2.2) hat der Phasenraum eine Zellen-
struktur mit der Zellengröße (2pi~)d. Das System besitzt demnach [20]
N = 2
Vd
(2pi~)d
(2.39)
Zustände, wobei die Zahl 2 den beiden möglichen Spinzuständen Rechnung trägt.
Bei tiefen Temperaturen verhalten sich die Ladungsträger im Volumenmaterial wie
ein ideales Fermi-Gas. Die Ladungsträger können sich frei im L3-Volumen des Ma-
terialkörpers bewegen und besetzen alle energetisch möglichen Impulse innerhalb
der Fermi-Kugel (4/3 pip3F). Ihr Energiespektrum ist isotrop
E =
p2
2m∗
. (2.40)
6nichtrelativistische Fermionen mit Spin 1/2 und Masse m∗
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Dies ermöglicht ein einfaches Abzählen der Zustände im Bereich dE = p/m∗ dp
mit p =
√
2m∗E. Ein dreidimensionales System (Volumenmaterial) hat somit die
Zustandsdichte:
1
V
dN
dE
=
1
L3
2
d
dE
(
L3 4
3
pip3
(2pi~)3
)
=
2
(2pi~)3
m∗
p
d
dp
(
4
3
pip3
)
D3 (E) =
(2m∗)3/2
2pi2~3
√
E ·Θ(E) . (2.41)
In Abbildung 2.3 ist der wurzelförmige Verlauf der Zustandsdichte exemplarisch
skizziert.
In zweidimensionalen Ladungsträgersystemen, so genannten Quantenfilmen, ist die
Zustandsdichte in jedem Subband konstant. Erreicht die Energie ein neues Subband,
macht die Zustandsdichte einen Sprung von m∗/pi~2; mathematisch beschreibt dies
die Sprungfunktion Θ(E − En). Die Gesamtzustandsdichte aller Subbänder ist so-
mit die Superposition von konstanten Beiträgen. Die Gesamtzustandsfunktion ist
somit eine Treppenfunktion
D2 (E) =
m∗
pi~2
∑
n
Θ(E − En) . (2.42)
Ein Beispiel ist in Abbildung 2.3 gezeigt.
Bei eindimensionalen Ladungsträgersystemen, so genannten Quantendrähten, zeigt
die Zustandsdichte pro Subband einen 1/
√
E Verlauf und die Gesamtzustandsdichte
ist:
D1 (E) =
√
m∗/2
pi~
∑
m,n
Θ(E − Em,n)√
E − Em,n
. (2.43)
In Abbildung 2.3 ist der Verlauf einer Zustandsdichte für einen Quantendraht ge-
zeigt.
Ein Quantenpunkt besitzt ein vollständig diskretisiertes Energiespektrum, wobei je-
der Energie-Eigenzustand entsprechend der zwei Spin-Zustände zweifach entartet
ist. Die Gesamtzustandsdichte ist die Superposition aller Eigenzustände; sie zeigt
einen δ-förmigen Verlauf (s. Abbildung 2.3):
D0 (E) = 2
∑
l,m,n
δ (E − El,m,n) . (2.44)
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Abbildung 2.4.: Freies Ladungsträgersystem
im Magnetfeld. Die erlaubten Zustände lie-
gen auf so genannten Landau-Röhren. Die-
se sind durch zwei Eigenschaften charakte-
risiert. Erstens erfolgt der Umlauf eines La-
dungsträgers senkrecht zu B auf einer Flä-
che konstanter Energie. Zweitens ist die zwi-
schen aufeinander folgenden Röhren einge-
schlossene Fläche konstant. Zur Orientierung
ist zusätzlich die Fermi-Kugel, die die Beset-
zung ohne Magnetfeld angibt, gestrichelt ein-
gezeichnet.
2.2. Magnetfelder in Nanostrukturen
Statische, äußere Magnetfelder B beeinflussen tiefgreifend die elektronischen Zu-
stände in Nanostrukturen. Im klassischen Bild bewirkt die Lorentz-Kraft,
F L = q v ×B (2.45)
dass sich die Ladungsträger (Elektronen q = −e und Löcher q = +e) auf kreisför-
migen Bahnen, so genannten Zyklotron-Bahnen, senkrecht zur Magnetfeldrichtung
bewegen. In Feldrichtung ist ihre Bewegung vom Magnetfeld unbeeinflusst. Die
Umlauffrequenz der Kreisbewegung, Zyklotronfrequenz, folgt unmittelbar aus der
Gleichheit der Zentrifugal- und der Lorentz-Kraft (m∗‖v ωc = e v B),
ωc =
e B
m∗‖
. (2.46)
Die effektive Masse m∗‖ ist die Komponente der effektiven Masse der Ladungsträ-
ger in der Ebene der Kreisbewegung. In einer quantentheoretischen Betrachtung
entsprechen die Energien der Zyklotron-Bewegung den Energie-Eigenwerten eines
harmonischen Oszillators mit der Eigenfrequenz ωc (vgl. Gleichung (2.15)):
EL = ~ωc
(
nL +
1
2
)
, nL = 0, 1, 2, . . . . (2.47)
Die Landau-Quantenzahl nL gibt das entsprechende Landau-Niveau beziehungs-
weise magnetische Subband an. Der Radius einer Zyklotron-Bahn rc lässt sich
ebenfalls in der semi-klassischen Betrachtungsweise ermitteln. Die Landau-Energie
Gleichung (2.47) entspricht einer Rotationsenergie. Aus der Gleichheit der beiden
Energien
1
2
m∗‖ω
2
c r
2
c = ~ωc
(
nL +
1
2
)
(2.48)
folgt unmittelbar der magnetfeldabhängige Zyklotron-Radius
rc =
√
(2nL + 1)
~
e B
. (2.49)
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Abbildung 2.5.: Dargestellt ist die Zustandsdichte für (a) ein drei- beziehungsweise (b)
zweidimensionales Ladungsträgersystem im äußeren Magnetfeld. Die gepunkteten Kurven
entsprechen den Zustandsdichten ohne Magnetfeld.
Der Lamor-Radius, also die kleinste Zyklotron-Bahn (nL = 0), wird magnetische
Länge
`B = rc(nL = 0) =
√
~
e B
(2.50)
genannt.
Freies Ladungsträgersystem im Magnetfeld
Unter dem Einfluss eines äußeren Magnetfelds wird ein freies Ladungsträgersystem
quantisiert. Landau-Niveaus entsprechend der magnetischen Subbänder entstehen.
Das Energiespektrum setzt sich aus der quantisierten Landau-Energie (2.47) und
einer Komponente entsprechend der freien Bewegung parallel zur Magnetfeldrich-
tung zusammen
E = EL + Ez
= ~ωc
(
nL +
1
2
)
+
~2k2z
2m∗z
. (2.51)
Das Magnetfeld verändert auch die Zustandsdichte des Systems. Für ein freies, drei-
dimensionales Ladungsträgersystem sitzen die Ladungsträger auf Röhren, den so
genannten Landau-Röhren (s. Abbildung 2.4). Die erlaubten Zustände im k-Raum
kondensieren gewissermaßen auf diesen Röhren, sobald ein Magnetfeld eingeschal-
tet ist. Die Zahl der Zustände bleibt jedoch konstant. Auf jeder Röhre müssen da-
her zu jedem erlaubten kz-Wert die Zustände sitzen, die sonst zwischen den Röh-
ren lagen. Durch das magnetische Einschlusspotenzial wird das freie System zu
einem eindimensionalen mit nur noch einer freien Bewegungsrichtung zusammen-
geschnürt. Entsprechend zeigt die Zustandsdichte einen 1/
√
E-Verlauf (vgl. Glei-
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chung (2.43)) [27, 28, 29]:
D3 (E,B) = 2
√
2m∗
4pi2~
e B
~
nmaxL∑
nL
(
E − ~ωc
(
nL +
1
2
))−1/2
(2.52)
mit nmaxL , dem energetisch höchsten Landau-Niveau.
Zweidimensionales Ladungsträgersystem im Magnetfeld
Ist die Bewegungsfreiheit der Ladungsträger im feldfreien Fall bereits durch ein
elektrostatisches Einschlusspotenzial reduziert, muss bei der Wechselwirkung eines
Magnetfeldes mit den Ladungsträgern zwischen zwei grundsätzlichen Magnetfeld-
Orientierungen unterschieden werden: Das Magnetfeld ist entweder parallel (longi-
tudinal) oder senkrecht (transversal) zur freien Ausbreitungsrichtung der Ladungs-
träger orientiert.
Longitudinale Magnetfeldorientierung
Ein zweidimensionales Ladungsträgersystem, das parallel zur Magnetfeldrichtung
in seiner Beweglichkeit eingeschränkt ist, besitzt ein vollständig quantisiertes Ener-
giespektrum aus Landau- und Raum-Quantisierung
E = EL + En
= ~ωc
(
nL +
1
2
)
+ En, (2.53)
nL, n = 0, 1, 2, . . . .
Die resultierende Zustandsdichte des zweidimensionalen Ladungsträgersystems hat
entsprechend der vollständigen Quantisierung die Form äquidistanter δ-Peaks [27,
28, 29]:
D2(E,B) =
e B
h
∑
nL,n
δ(E − EnL,n). (2.54)
Für ein spezielles Subband ist ohne Magnetfeld die Zustandsdichte wegen der Zwei-
dimensionalität eine Stufenfunktion. Diese kontinuierliche Funktion spaltet bei end-
lichem Magnetfeld in eine Reihe von δ-Funktionen auf, die auf der Energieskala
um ~ωc voneinander entfernt sind. Die Zustände kondensieren in scharfe Landau-
Niveaus. Weil keine Zustände verloren gehen, müssen so viele Zustände in einem δ-
funktionsartigen Landau-Niveau enthalten sein wie ursprünglich im feldfreien Fall
in der Fläche zwischen je zwei Landau-Niveaus vorhanden waren. Der Entartungs-
grad eines Landau-Niveaus beträgt somit D2~ωc = (e/h) B. Wenn der Landau-
Zustand energetisch unterhalb des Fermi-Niveaus liegt, ist er bei genügend tiefer
Temperatur gerade mit (e/h) B Ladungsträgern besetzt. Eine Variation des äußeren
Magnetfelds ändert nun die energetische Aufspaltung ~ωc der Landau-Niveaus. Mit
wachsender Magnetfeldstärke verschieben sich die Landau-Zustände zu höheren
Energien und durchlaufen schließlich das Fermi-Niveau. Dabei werden sie entleert,
wobei die überzähligen Ladungsträger jeweils auf dem darunter liegenden Landau-
Niveau Platz finden.
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Transversale Magnetfeldorientierung
Ist das Magnetfeld senkrecht zum elektrostatischen Einschlusspotenzial orientiert,
liegen das elektrostatische und das magnetische Einschlusspotenzial in einer Ebene.
Je nach Stärke des Magnetfeldes und Breite des elektrostatischen Einschlusspoten-
zials unterscheidet man zwei Grenzfälle:
1. Magnetische Quantisierung: Das elektrostatische Einschlusspotenzial ist
breit und das Magnetfeld so stark, dass sich klassisch betrachtet im elektrosta-
tischen Potenzial (mit Breite a) Landau-Zyklotron-Bahnen ausbilden können
(`B  a). Dann ist die Bewegung der Ladungsträger durch das elektrosta-
tische Potenzial nur wenig beeinflusst und die Quantisierung wird durch das
Magnetfeld vorgegeben.
2. Elektrostatische Quantisierung: Für schwache Magnetfelder und enge Ein-
schlusspotenziale liegt der Fall (`B  a) vor. Es kann zu keiner Ausbil-
dung von Landau-Bahnen kommen, da die Ladungsträger auf beiden Seiten
an den elektrostatischen Potenzialwänden anstoßen (skipping orbits). In die-
sem Fall werden die diskreten Energieniveaus durch die Breite des Poten-
zialtopfs bestimmt; man spricht von elektrostatischer Quantisierung. Diese
Feldorientierung ermöglicht es, Spin-Effekte zu studieren, ohne dass diese in
dominierenden Bahndrehimpulseffekten untergehen. Ein weiterer Effekt ist,
dass das parabolische, magnetische Einschlusspotenzial die Subbänder, die
sich auf Grund des elektrostatischen Einschlusspotenzials ergeben, energe-
tisch anheben. Dies wird auch als diamagnetische Verschiebung (s. Kapitel
3.3.2) bezeichnet. Zudem wird die Komponente der effektiven Masse der La-
dungsträger, die senkrecht zum Magnetfeld und zum elektrostatischen Ein-
schlusspotenzial liegt, beeinflusst.
Der Tunneltransport in transversalen Magnetfeldern wird detailliert in Kapitel 3.3.2
diskutiert.
Quantenpunkt im Magnetfeld
Das Problem eines geladenen Teilchens in einem zweidimensionalen Potenzial ist
erstmals von Fock [30] und Darwin [31] gelöst wurden. Die hier verwendete For-
mulierung basiert auf der Operator-Methode von Rössler [27, 32]. Eine ausführli-
che Diskussion des Problems ist zudem in [33] zu finden. Der Hamilton-Operator
eines Ladungsträgers mit Spin, der sich in einem symmetrischen Potenzial befindet,
schreibt sich bei Anwesenheit eines äußeren statischen Magnetfeldes
H =
1
2m∗
(p + eA)2 +
1
2
m∗ω20
(
x2 + y2
)
+
g∗ µB
~
B ·S, (2.55)
wobei A das Vektorpotenzial des Magnetfeldes B(r) = ∇ × A(r) ist. Der letz-
te Term repräsentiert die Zeeman-Aufspaltung mit S dem Spin-Operator, g∗ dem
20
2.2. Magnetfelder in Nanostrukturen
effektiven Landé g-Faktor und µB = e~/2m0 ≈ 0.058 meV/T, dem Bohrschen Ma-
gnetron. Das Magnetfeld ist entlang der z-Richtung orientiert, wobeiA = −1
2
r×B
genutzt wird. Der Hamilton-Operator (2.55) lässt sich somit in
H =
[
− ~
2
2m∗
∇2 + 1
2
m∗Ω2
(
x2 + y2
)]
+
1
2
ωcLz +
g∗µB
~
B Sz (2.56)
= HΩ +
1
2
ωcLz +
g∗µB
~
B Sz mit Lz = xpy − ypx
umschreiben. Hierbei ist
Ω =
√
ω20 +
ω2c
4
(2.57)
die hybritisierte Oszillatorfrequenz, die sich aus der Eigenfrequenz des elektrosta-
tischen harmonischen Oszillator-Potenzials und der Zyklotronfrequenz (2.46) zu-
sammensetzt. Der Operator-Term in den eckigen Klammern, HΩ, ist der Hamilton-
Operator eines zweidimensionalen harmonischen Oszillators mit der Eigenfrequenz
Ω.
Unter Verwendung der kartesischen Leiteroperatoren
ax =
√
m∗ωx
2 ~
(
x+ i
px
m∗ωx
)
, a†x =
√
m∗ωx
2 ~
(
x− i px
m∗ωx
)
(2.58)
ay =
√
m∗ωy
2 ~
(
y + i
py
m∗ωy
)
, a†y =
√
m∗ωy
2 ~
(
y − i py
m∗ωy
)
(2.59)
lassen sich zirkulare Leiteroperatoren
a =
1√
2
(ax − iay) und a	 = 1√
2
(ax + iay) (2.60)
einführen, die das Problem auf Grund seiner Radialsymmetrie elegant beschreiben.
Mit Hilfe der zirkularen Leiteroperatoren lassen sich sowohl der Hamilton-Operator
HΩ als auch der Drehimpuls-Operator in z-Richtung Lz ausdrücken;
HΩ = (a
†
a + a
†
	a	 + 1) ~Ω = (n + n	 + 1) ~Ω = (n+ 1)~Ω (2.61)
und
Lz = (a
†
a − a†	a	) ~ = (n − n	) ~ = m ~. (2.62)
In Gleichung (2.61) repräsentiert n die Hauptquantenzahl des Zustands. Die Eigen-
werte des Bahndrehimpulses sind m~. Für jedes n = n + n	 existieren n + 1
mögliche Werte für m = n − n	 :
n = n n	 = 0 m = n
n = n− 1 n	 = 1 m = n− 2
n = n− 2 n	 = 2 m = n− 4
.
.
.
.
.
.
.
.
.
n = 1 n	 = n− 1 −(n− 2)
n = 0 n	 = n −n.
(2.63)
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Für einen Energiezustand kann daher die Drehimpulsquantenzahl m einen der Wer-
te
m = −n,−(n− 2), . . . , n− 2, n (2.64)
annehmen.
Der Spin-Operator Sz wirkt auf die Spin-Komponente der Wellenfunktion und be-
sitzt die Eigenwerte ±~/2, entsprechend der Spin-auf |↑〉 und Spin-ab |↓〉 Eigen-
zustände. Dies führt zu einer zweifachen Spinaufspaltung der Energie-Niveaus in
hohen Magnetfeldern. Da der Bahndrehimpuls-Operator mit H kommutiert, sind
die Eigenzustände von H und HΩ gleich, so dass der Hamilton-Operator (2.56)
sich wie folgt schreiben lässt:
H = (n + n	 + 1) ~Ω +
1
2
ωcLz +
g∗µB
~
B Sz. (2.65)
Seine Energie-Eigenwerte sind
En,m = (n+ 1) ~Ω +
1
2
m ~ωc ± g
∗µBB
2
. (2.66)
Dies bedeutet, dass die (n + 1)-fach entarteten Bahndrehimpuls-Zustände durch
das Magnetfeld angehoben werden, so dass die Gesamtenergie ihrerseits nur noch
vom Bahndrehimpuls abhängt, siehe Abbildung 2.6. Die Spinaufspaltung sei hier
vernachlässigt. Für kleine Felder (ωc  Ω) ähneln die Lösungen denen eines har-
monischen Oszillators. Wächst ωc, so spalten die Niveaus in Abhängigkeit des Vor-
zeichens von m zu höheren beziehungsweise niedrigeren Energien auf. Jedes Sub-
band ist um den Betrag ~ωc verschoben, da m sich in dem Fall um 2 erhöht hat. Im
Grenzfall sehr großer magnetischer Felder (ωc  ω0) nähert sich Gleichung (2.66)
(ohne Zeeman-Term)
En,m ≈ (n+m+ 1) ~ωc
2
+ (n+ 1)
ω20
ω2c
. (2.67)
Für extrem große Felder geht Gleichung (2.67) in die Landau-Niveaus (n + m +
1)~ωc entsprechend eines zweidimensionalen Ladungsträgersystems (n + m =
2n) über. Dies bedeutet, in großen Feldern spüren die Ladungsträger nicht das pa-
rabolische Einschlusspotenzial, sondern es dominiert die Zyklotron-Bewegung. Für
die großen Felder, in Abbildung 2.6 zu sehen, laufen die Bahndrehimpulszustände
fürm = −n zusammen und bilden das unterste Landau-Niveau. Allem = −(n−2)
Zustände bilden das erste angeregte Niveau, usw. Für mittlere magnetische Feldstär-
ken führt das Aufspalten der Bahndrehimpulszustände zu einem gekreuzten Muster
aus vielen Zuständen.
In der Originalarbeit von Fock [30] wählte dieser eine Darstellung der Variablen
in Polarkoordinaten. Hieraus resultiert eine leicht geänderte Darstellung der Glei-
chung (2.66) in der Form
En′,m = (2n
′ + |m|+ 1) ~Ω + 1
2
m ~ωc (2.68)
n′ = 0, 1, 2, . . . ,
m = 0,±1,±2, . . . .
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Abbildung 2.6.: Fock-Darwin Zustände eines parabolischen zweidimensionalen Quanten-
punktes in Anwesenheit eines statischen, äußeren Magnetfeldes. Ohne Magnetfeld haben
die Eigenwerte wie beim eindimensionalen harmonischen Oszillator den Abstand ~Ω.
Die Spinaufspaltung ist ebenfalls vernachlässigt. Die zugehörigen Eigenzustände
sind [27, 28]
ϕn′m(r) =
1√
2pi
eimφ
1
`Ω
√
n′!
(n′ + |m|)!e
−r2/4`2Ω(r/
√
2`Ω)
|m|L|m|n′ (r2/2`2Ω) (2.69)
mit der charakteristischen Länge `Ω = (~/m∗Ω)1/2 undL|m|n′ , den verallgemeinerten
Laguerre Polynomen.
2.2.1. Der Spin und Landè g-Faktor
Für Ladungsträger ist neben der effektiven Masse m∗ und der Ladung q = ±e der
innere Drehimpuls, Spin, eine wichtige diskrete Quantenzahl. Im Gegensatz zum
Bahndrehimpuls kann der Spin nicht durch Ort und Impuls des Ladungsträgers aus-
gedrückt werden. Der Gesamtdrehimpuls eines Ladungsträgers setzt sich aus Bahn-
drehimpuls und Spin zusammen. Im Ruhesystem des Ladungsträgers verschwindet
der Beitrag des Bahndrehimpulses zum Gesamtdrehimpuls. Der Spin ist somit der
Drehimpuls im Ruhesystem des Teilchens und wird daher auch Eigendrehimpuls
genannt. Auf Grund des Spins besitzen die Ladungsträger ein magnetisches Mo-
ment [34]
µs = −g∗ µB~ S, (2.70)
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das in Richtung des Spins zeigt. Der Spin-Operator ist durch S = ~/2 σ darge-
stellt, wobei σi die Pauli-Spinmatrizen7sind. Der gyromagnetische Landé g-Faktor8,
kurz g-Faktor, ist von der Ladungsträgerart abhängig. Dies wird durch das hoch ge-
stellte Sternchen betont. Mit µB = e~/2m0 = 0.058 meV/T wird das Bohrsche-
Magnetron bezeichnet. In Folge des magnetischen Moments µ haben die Ladungs-
träger in einem äußeren Magnetfeld B die Wechselwirkungsenergie −µ · B . Das
äußere Magnetfeld B hebt also die Spinentartung auf, so dass sich die Spins
der Ladungsträger im Feld ausrichten können. Im Magnetfeld spalten die diskre-
ten Energieniveaus in zwei getrennte Niveaus (Dubletts) auf. Zustände mit Spin-
|↑〉 verschieben sich zu höheren Energien um den Betrag 1/2 g∗µBB, Spin- |↓〉-
Zustände verschieben sich um den selben Betrag zu niedrigeren Energien. Die Spin-
Eigenzustände besitzen also die Spin-Energie Es = ±1/2 g∗µBB. Die Aufspaltung
der spinentarteten Niveaus im Magnetfeld heißt Zeeman-Aufspaltung,
∆EZ = g
∗µB B. (2.71)
2.2.2. Zeeman-Effekt für Löcher
Die vorhergehende Betrachtung gilt nur für isotrope Ladungsträgersysteme mit
parabolischer Dispersion. Für diesen Fall ist die Zeeman-Aufspaltung proportio-
nal zum Betrag des Magnetfelds (vgl. Gleichung (2.71)) und unabhängig von der
Magnetfeldorientierung. Für Ladungsträgersysteme mit nicht parabolischer Disper-
sionsrelation, so zum Beispiel Schwer- und Leicht-Loch-Systeme, lässt sich der
Luttinger-Operator (2.19) um den Spin-Magnetfeld-Operator erweitern [35, 36, 37,
38]
H = HL + 2 κµB J ·B + 2 qµB
(
J3xBx + J
3
yBy + J
3
zBz
)
. (2.72)
Der effektive g-Faktor des ersten Terms κ repräsentiert den isotropen Anteil des
Ladungsträgersystems. Er ist meist um zwei Ordnungen größer als q, der die ani-
sotropen Eigenschaften wiedergibt. Vorerst sei der anisotrope Anteil vernachläs-
sigt. Für ein Magnetfeld, das in Wachstumsrichtung, also der z-Richtung orien-
tiert ist, koppeln die Schwer- und Leicht-Loch-Bänder an κ, so dass eine Zeeman-
Aufspaltung entsprechend Gleichung (2.71) sowohl für das Schwer-Loch- als auch
für das Leicht-Loch-Band beobachtet werden kann.
Ist das Magnetfeld parallel zur Wachstumsebene orientiert, so koppelt κ zwar an die
beiden Leicht-Loch-Zustände Jz = ±1/2, aber nicht an die Schwer-Loch-Zustände
Jz = ±3/2. Der Zeeman-Effekt ist für Schwer-Loch-Zustände unterdrückt.
Für sehr große Magnetfelder ist dennoch eine Aufspaltung der Schwer-Loch-
Zustände beobachtbar. Die Aufspaltung resultiert aus dem geringen anisotropen
Anteil sowie dem Einfluss aus höherer Ordnung Störungstheorie.
7
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
8Allgemein ist g ein Tensor. Für ein isotropes System vereinfacht sich der Tensor zu einem Faktor
g∗.
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2.3. Reale Systeme: Der Einfluss von
Temperatur und Streueffekten
Die Energiedispersionen (3.5) und (3.6) gelten nur für ideale Fermi-Gase. In realen
Systemen erfahren die Energieniveaus durch den Einfluss der endlichen Temperatur
und Streueffekte eine Verbreiterung. Das idealisierte Modell beschreibt jedoch be-
friedigend das Experiment unter folgenden Voraussetzungen: Zum einen sollte die
thermische Energie hinreichend klein im Vergleich zur Separation der Energieni-
veaus sein
kT  En+1 − En, (2.73)
zum anderen sollte die Stoßverbreiterung deutlich kleiner sein als der Abstand be-
nachbarter Energieniveaus. Aus der Energie-Zeit-Unschärferelation folgt unmittel-
bar:
~
τ
 En+1 − En. (2.74)
Die Streuprozesse charakterisierende Größe τ wird mittlere Relaxationszeit, Streu-
zeit oder Lebensdauer genannt. Sie gibt an, wie lange ein Ladungsträger in einem
diskreten Zustand verweilt. Streuprozesse unterscheiden sich in energieerhaltende,
elastische und dissipative, inelastische Wechselwirkungen. Elastische Wechselwir-
kungen, die von Gitterstörungen oder Materialverunreinigungen verursacht werden,
können durch eine höhere Materialreinheit verringert werden. Bei endlicher Tempe-
ratur überwiegen inelastische Wechselwirkungen, die die Phasenkohärenz der La-
dungsträgerwellenfunktion zerstören. Zumeist handelt es sich hierbei um Wech-
selwirkungen der Ladungsträger mit Phononen [29, 39, 40, 41]. Solche Prozesse
können die Beobachtung der quantisierten Zustände erschweren beziehungsweise
verhindern. Die Streueffekte lassen sich in der Schrödinger-Gleichung berücksich-
tigen, indem ein Streupotenzial mit imaginärem Anteil iΓs/2 integriert wird. Γs ist
die inelastische Streurate, die über die Energie-Zeit-Unschärferelation mit der in-
elastischen Streuzeit τφ verbunden ist,
Γs ≈ ~
τφ
. (2.75)
Durch die Verbreiterung der Energieniveaus ändern sich gleichzeitig die Zustands-
dichten. Bei einem dreidimensionalen System im Magnetfeld ändert sich die Zu-
standsdichte in [42]
D3(E,B) ∼ Re
∑
nL
1√
E − (nL + 12)~ωc + iΓs
. (2.76)
Bei zweidimensionalen Ladungsträgersystemen werden die Delta-Funktionen in
Gleichung (2.54) durch Gauß-Funktionen ersetzt [39, 43]:
δ(E − EnL,σ)→
1
Γs
√
2pi
exp
[
−(E − EnL,σ)
2
2 Γ2s
]
. (2.77)
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Abbildung 2.7.: Zustandsdichte eines dreidi-
mensionalen Ladungsträgersystems im Mag-
netfeld:
(a) ohne inelastische Streuung:
D3 ∼
∑
nL
[E − ~ωc(nL + 12)]
−1/2
(b) mit inelastischer Streuung:
D3 ∼
∑
nL
[E − ~ωc(nL + 12) + iΓs]
−1/2
(c) ohne Magnetfeld:
D3 ∼
√
E
Die Formel ist empirisch ermittelt worden. Die Deutung, insbesondere die Wirkung
des Magnetfeldes auf Γs, ist in Gleichung (2.77) nur schwer verständlich. Mit Hilfe
der Störungstheorie unter Verwendung der selbstkonsistenten Bornschen-Näherung
konnte Ando [44] zeigen, dass die Zustandsdichte bei Anwesenheit kurzreichweiti-
ger Störstellen von der Form einer Lorentzkurve ist,
D2(E) =
1
2pi `2B
∑
nL
[
1−
(
E − EnL
Γs
)2]1/2
. (2.78)
Ein weiterer Einfluss ist die Verbreiterung der Fermi-Kante auf Grund einer endli-
chen Temperatur. Im folgenden Abschnitt wird diese Auswirkung eingehend disku-
tiert.
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2.3.1. Die Fermi-Gleichgewichtsverteilungsfunktion
Die Fermi-Dirac Verteilungsfunktion
fFD (E, T ) =
1
1 + exp [(E − µ) /kT ] , 0 < fFD (E, T ) < 1 (2.79)
gibt die mittlere Besetzungswahrscheinlichkeit eines Systemzustands mit der Ener-
gie E unter Gleichgewichtsbedingungen an. Der Wert des chemischen Potenzials
bei T = 0 wird Fermi-Energie EF genannt. Im Grenzfall T → 0 sind alle Niveaus
unterhalb vonEF vollbesetzt und alle Niveaus oberhalb EF leer. Für T 6= 0 besitzen
Zustände mit E = µ eine 50%-ige Besetzungswahrscheinlichkeit (fFD(µ) = 1/2).
Alle Energiezustände oberhalb des chemischen Potenzials besitzen eine geringere
und unterhalb des chemischen Potenzials eine höhere Besetzungswahrscheinlich-
keit. Ein Zustand ist mit der Wahrscheinlichkeit 1− fFD nicht besetzt. Für endliche
Temperaturen mit der thermischen Energie kT  EF gilt µ ≈ EF. In diesem Tem-
peraturbereich verwendet man den Begriff der Fermi-Energie als Synonym für das
chemische Potenzial, obgleich dies streng genommen für T = 0 gilt.
Die Temperaturverbreiterung der Fermi-Kante für endliche Temperaturen ergibt
sich aus Differentiation von Gleichung (2.79) nach der Energie. Zur Verdeutlichung
sei hier die Herleitung an der einheitslosen Fermifunktion f(x) = (1 + e−x)−1 ge-
zeigt. Die Ableitung f ′(x) = e−x/(1 + e−x)2 = f(x)(1− f(x)) ist eine Resonanz-
Funktion mit dem Maximum bei x = 0. Das Maximum der Resonanz hat den Wert
f ′(0) = 1/4. Gesucht sind nun die Stellen x1,2, bei denen der Funktionswert der
Resonanz gerade den halben Wert des Maximums annimmt, f ′(x1,2) = 1/8. Die
Lösungen sind x1 = − ln(3 − 2
√
2) und x2 = − ln(3 + 2
√
2). Hieraus ergibt
sich die Halbwertsbreite der Resonanz xFWHM = |x1| + |x2| = − ln(3 − 2
√
2) +
ln(3 + 2
√
2) ≈ 3.525. Sie gibt die Verbreiterung der Fermi-Funktion an. Für die
einheitenbehaftete Fermi-Funktion ergibt sich somit, dass die Halbwertsbreite der
Fermi-Kante um den Energiebetrag
∆E ≈ 3.525 kT (2.80)
mit der Temperatur zunimmt.
Es gibt zwei Grenzfälle, für die die Gleichgewichtsverteilungsfunktion sich
durch mathematisch einfachere Funktionen nähern lässt. Für hohe Temperaturen
(exp(E − µ/kT )  1) geht der fermionische Charakter der Ladungsträger ver-
loren und die Fermi-Dirac Verteilungsfunktion geht in die Boltzmannsche Vertei-
lungsfunktion fkl über,
fFD (E, T ) ≈ fkl = 1
exp [(E − µ) /kT ] = e
µ−E
kT . (2.81)
Für sehr niedrige Temperaturen (exp(E−µ/kT ) 1) konvergiert die Fermi-Dirac
Verteilungsfunktion gegen die Stufenfunktion
fFD (E) ≈ Θ(EF − E) . (2.82)
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Abbildung 2.8.: Verlauf der mittleren Besetzungszahl eines Fermi-Gases für T = 0 und
T 6= 0. Für T = 0 befindet sich das System im quantenmechanischen Grundzustand. Die
Aufweichung der Fermi-Kante für endliche Temperaturen ist von der Größe 3.53 kT .
2.4. Zusammenfassung
In diesem Kapitel wurden niederdimensionale Ladungsträgersysteme vorgestellt
und ihre grundlegenden theoretischen Eigenschaften erarbeitet. Die für die Trans-
portspektroskopie notwendigen Zusammenhänge zwischen den Energieeigenwer-
ten und der Potenzialform sowie der effektiven Ladungsträgermasse wurden anhand
der drei häufigsten in Heterostrukturen auftretenden eindimensionalen Näherungen
für Potenzialverläufe dargestellt; dem unendlichen Potenzialtopf, dem dreiecksför-
migen Potenzialtopf und dem parabolischen Potenzial.
Für die Interpretation der Ergebnisse dieser Arbeit war die Berücksichtigung der
speziellen Natur quantisierter Lochsysteme notwendig. Die Nicht-Parabolizität der
Valenzbandstruktur und deren Auswirkungen auf die Energieeigenwerte bezie-
hungsweise die effektive Masse der Löcher wurde im Rahmen des Luttinger-Kohn
Hamilton-Operators dargestellt. Aus den Energiedispersionen niederdimensionaler
Systeme wurde die korrespondierende Zustandsdichte hergeleitet und ihre Verän-
derungen auf Grund äußerer Magnetfelder betrachtet. Das Problem eines paraboli-
schen Quantenpunktes in einem äußeren Magnetfeld wurde in einer algebraischen
Darstellung gelöst. Das resultierende Fock-Darwin-Spektrum wurde insbesondere
für die Grenzfälle schwacher beziehungsweise starker Magnetfelder diskutiert.
Die im Magnetfeld zu beobachtende Zeeman-Aufspaltung wurde sowohl für
Elektronen- als auch Lochsysteme vorgestellt und deren Unterschiede dargelegt.
Abschließend wurde der Einfluss von Temperatur und Streueffekten auf die elek-
tronischen Zustände diskutiert, deren Auswirkungen in der Transportspektroskopie
zu einem Anstieg der Halbwertsbreite der Leitfähigkeitsresonanzen beziehungswei-
se nicht-resonanter Stromanteile in der Kennlinie führen.
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LKonventionelles Bauteil Mesoskopisches Bauteil
L
Abbildung 3.1.: Längenskalen und Transportregime konventioneller und mesoskopischer
Bauteile.
3. Transport in Nanostrukturen
In diesem Kapitel wird der elektronische Transport in Nanostrukturen diskutiert.
Transportphänomene, die auf dem quantenmechanischen Tunneln basieren, werden
vorgestellt. Das Kapitel beginnt mit der Beschreibung charakteristischer Transport-
größen.
3.1. Transportsysteme
Der elektronische Transport in Nanostrukturen lässt sich in drei fundamenta-
le Transportprozesse einteilen: In klassischen [45] beziehungsweise diffusiven
[46, 47, 48], in kohärenten [13, 49] und in ballistischen [50, 51] Transport. Die
Einstufung geschieht auf folgenden Längenskalen.
3.1.1. Fundamentale Längenskalen in Nanostrukturen
Mittlere, freie Weglänge
Der elektronische Transport findet in der Nähe der Fermi-Kante statt. Die Ge-
schwindigkeit der Ladungsträger an der Fermi-Kante wird Fermi-Geschwindigkeit
vF genannt. Aus dem Produkt der Relaxationszeit mit der Fermi-Geschwindigkeit
erhält man eine das System charakterisierende Längeneinheit, die mittlere freie
Weglänge
` = τ · |vF|. (3.1)
Sie ist die Distanz, die ein Ladungsträger an der Fermi-Kante in der Relaxationszeit
zurücklegt.
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Phasen-Kohärenz-Länge
Eine weitere charakteristische Längeneinheit in niederdimensionalen Systemen ist
die Phasen-Kohärenz-Länge. Dies ist die Distanz, in der sich ein Ladungsträger
in einem Zustand mit fester Phasenbeziehung befindet. Zusammen mit der in-
elastischen Streuzeit τφ und der Diffusionskonstante D = (v2Fτ)/d für ein d-
dimensionales System berechnet sich die Phasen-Kohärenz-Länge zu
`φ =
√
Dτφ. (3.2)
Für hohe Temperaturen gilt τφ ∼ τ , wobei gleichsam `φ  ` ist. Es sei erwähnt,
dass mit sinkender Temperatur `φ wächst und die Systemlänge L erreichen kann.
Dies geschieht insbesondere dann, wenn die elastische mittlere freie Weglänge `
wesentlich kürzer als die Systemlänge ist.
Thermische-Diffusions-Länge
In diffusiven Systemen erfährt jeder Eigenzustand eine spürbare Überlappung
der Ordnung ~τ mit Eigenzuständen in der Umgebung von E(k). Hieraus ergibt
sich eine wohldefinierte räumliche Variation der Wellenfunktion, die Thermische-
Diffusions-Länge
`T =
√
D
~ (kT )
(3.3)
genannt wird und eine charakteristische Längenskala für diffusive Systeme ist.
Magnetische Länge
Als letzte relevante Längeneinheit soll die bereits in Abschnitt 2.2 eingeführte ma-
gnetische Länge `B = 26 nm
√
(T)/B Gleichung (2.50) genannt werden. Die ma-
gnetische Länge ist die einzige der hier genannten Längeneinheiten, die man durch
Variation des äußeren Magnetfeldes kontinuierlich ändern kann.
3.1.2. Klassisch, diffusiver Transport
In Systemen, bei denen die Systemlänge L wesentlich größer als die mittlere freie
Weglänge ` ist,
L `,
geschieht der Transport auf klassische Art. Die Ladungsträger durchdringen die
Nanostruktur diffusiv.
3.1.3. Kohärenter Transport
Für Systemgrößen, die kleiner als die Kohärenzlänge `φ sind,
L ≤ `φ,
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Abbildung 3.2.: (a) Eine schematische Darstellung einer Aharonov-Bohm Geometrie. Die
schattierten Flächen sind metallische Gates, die die Elektronen dort verdrängen. (b) SEM-
Bild der Anordnung. Im linken Arm befindet sich zusätzlich noch ein Quantenpunkt. (c)
Strom als Funktion des angelegten Magnetfeldes, welches die Phasendifferenz zwischen
den Wegen durch den linken oder rechten Arm des Interferometers regelt [52].
besitzt die Wellenfunktion der Ladungsträger im gesamten System eine wohlde-
finierte Phase. In dieser Situation zeigt der elektronische Transport quantenme-
chanische Interferenzphänomene, wie beispielsweise Aharonov-Bohm Oszillatio-
nen [12, 49] (siehe Abbildung 3.2) oder Leitfähigkeitsfluktuationen [50, 51].
3.1.4. Ballistischer Transport
Vom ballistischen Transport spricht man, wenn die geometrischen Systemlängen
kleiner oder gleich lang der elastischen mittleren freien Weglänge sind,
L ≤ `.
Zudem ist die Temperatur niedrig genug, so dass die inelastische mittlere freie Weg-
länge größer als die elastische mittlere freie Weglänge ist,
`φ > `.
Die Ladungsträger können somit ohne Streuprozesse das System durchdringen.
In diesem Fall ist der Transport ein Transmissionsproblem, das sich mit dem
Landau-Büttiker-Formalismus [53] elegant beschreiben lässt. Hierbei wird der
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Transport auf Transportprozesse durch eindimensionale Kanäle zurückgeführt, wo-
bei die jeweiligen physikalischen Umstände, unter denen Transport stattfindet, über
Transmissions- und Reflexionskoeffizienten T (E) und R(E) eingehen. Das Pro-
blem der quantitativen Beschreibung liegt dann in der Berechnung dieser Koeffizi-
enten.
3.2. Resonante Tunnelstrukturen
Eines der beeindruckendsten Phänomene der Quantenwelt ist der Tunneleffekt, bei
dem ein Teilchen eine Potenzialbarriere durchdringen kann, obwohl es unter klas-
sischer Betrachtung hierfür nicht ausreichend Energie besitzt. Die Erklärung dieses
Phänomens liefert die Quantentheorie. In der Quantenwelt lassen sich dem Teilchen
auch Welleneigenschaften zuordnen. Auf Grund dieser Wellennatur besitzt das Teil-
chen eine endliche Wahrscheinlichkeit, die Barriere zu durchdringen, so lange die
Barriere nicht unendlich hoch oder breit ist.
Der Tunneleffekt ist in vielen Systemen beobachtbar, so auch bei Ladungsträgern
in Halbleiterheterostrukturen. Die modernen Methoden im Kristallwachstum, wie
beispielsweise die Molekularstrahlepitaxie, ermöglichen es, gezielt Halbleiterhe-
terokristalle zu wachsen, deren Bandstruktur den Potenzialen von Lehrbuchbei-
spielen [17, 54, 55] für Tunnelstrukturen gleicht. Um 1970 erzeugten Forscher des
IBM Thomas J. Watson Research Centers auf diese Weise Dioden aus Doppel- und
Mehrfach-Heterostrukturen, deren Strom-Spannungs-Charakteristik bei Tempera-
turen von 77 Kelvin eine deutliche Nichtlinearität aufwies. Dieses Verhalten ließ
sich auf die Quantisierung der Ladungsträger und deren Fähigkeit zum quanten-
mechanischen Tunneln zurückführen. In den Strukturen wurde das resonante Tun-
neln von Ladungsträgern beobachtet [56, 57]. Im Folgenden werden die theoreti-
schen Grundlagen des Transportverhaltens von Ladungsträgern in resonanten Tun-
nelstrukturen diskutiert.
3.2.1. Doppelbarrierenstruktur
Eine der bekanntesten resonanten Tunnelstrukturen ist die Doppelbarrierenstruktur.
Eine direkte Realisierung der Doppelbarrierenstruktur als Halbleiterbauelement ist
die Doppelbarrieren-Resonante-Tunneldiode (DBRTD), bei der zwei Halbleiterma-
terialsysteme mit unterschiedlicher Energielücke zur Definition eines Quantentop-
fes verwendet werden. Das Material mit der größeren Energielücke definiert die
Potenzialbarrieren, wobei durch den Bandkantensprung ∆Vc/v die Barrierenhöhe
und durch die Schichtdicke die Barrierenbreite b bestimmt werden. Die Breite des
Potenzialtopfes a ist durch die Dicke der eingeschlossenen Halbleiterschicht ge-
geben. Der Potenzialtopf wird zudem in hochdotierte Bereiche eingebettet, die als
Ladungsträgerreservoire dienen. Die Abbildung 3.3 zeigt den typischen Potenzial-
verlauf einer Doppelbarrierenstruktur.
Der elektronische Transport durch eine Doppelbarrierenstruktur gleicht einem
Streuproblem. Die Ladungsträger werden an den Potenzialbarrieren gestreut. Hier-
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Abbildung 3.3.: Potenzialverlauf einer Doppelbarrierenstruktur. Neben dem Quanten-
topf ist der Verlauf der Transmission gezeigt. Die Resonanzen entsprechen den quasi-
gebundenen Zuständen des Quantentopfs. Unter dem Profil ist eine mögliche Heterostruktur
dargestellt.
bei lässt sich der Transportprozess auf zweierlei Weise interpretieren. In Analogie
zum optischen Fabry-Pérot Interferometer kann dem Ladungsträger eine „globale“
Wellenfunktion zugeordnet werden. Hierbei werden die Reflektions- beziehungs-
weise Transmissionskoeffizienten des Ladungsträgers in Bezug auf die gesamte
Tunnelstruktur ermittelt. Diese Formulierung eignet sich besonders zur Beschrei-
bung von kohärenten [58] resonanten Tunnelprozessen, bei denen die Phasenbezie-
hung während des gesamten Tunnelprozesses erhalten bleibt. In realen Systemen
werden die Ladungsträger jedoch auch inelastisch gestreut, zum Beispiel an Pho-
nonen. Bei diesem Streuprozess ändert sich der Impuls des Ladungsträgers; er geht
in den Zustand anderer Energie über, wobei die Phase seiner Wellenfunktion in
keinem Bezug zur Phase vor der Streuung steht. Für diesen Fall eignet sich eine al-
ternative Beschreibung des resonanten Tunnelns durch die Doppelbarrierenstruktur,
bei der die Gesamttransmission als Ergebnis zweier aufeinander folgender, nicht
korrellierter Tunnelprozesse betrachtet wird. Im Bild des sequenziellen Tunnelns
existiert somit von vornherein keine Phasenbeziehung; ausschließlich die Erhaltung
des transversalen Impulses des Ladungsträgers wird vorausgesetzt. Diese Betrach-
tungsweise geht auf den Physiker S. Luryi [59] zurück.
Welchem Modell der Vorzug zu geben ist, hängt von der Transportzeit und somit
33
3. Transport in Nanostrukturen
a
b
b
c
c
d

















b
a
T
d
c
ˆ
Transfermatrix
^
T T= 	
<<
i i
Abbildung 3.4.: Schematische Darstellung eines (quasi-gebundenen) Eigenzustandes einer
Doppelbarrierenstruktur. Die Transfermatrix Tˆ setzt die Amplituden a, b der ebenen Wellen
auf der linken Seite der Struktur mit denen der rechten Seite c, d in Beziehung. Bei einem
quasi-gebundenen Zustand verschwinden die einlaufenden Wellen a = d = 0.
den Barrierendicken ab. Für dünne, transparente Barrieren ist eine kohärente Be-
schreibung des resonanten Tunneltransports geeignet. Sind die Barrieren jedoch
dick und besitzen nur eine geringe Transmission, so beschreibt das sequenzielle
Modell den Transport treffender.
Die Abbildung 3.4 zeigt schematisch die Streuprozesse für beide Transportmodelle.
Es gilt nun, die Transmissionskoeffizienten T (E) für ein Teilchen mit der Energie
E für die einzelnen Barrieren beziehungsweise die gesamte Doppelbarrierenstruk-
tur zu ermitteln. Hierfür werden die jeweils ein- und auslaufenden Wahrscheinlich-
keitsstromdichten, die aus den Lösungen der Schrödinger-Gleichung resultieren,
ermittelt und zueinander in Verhältnis gesetzt. Da sich die Schrödinger-Gleichung
nur für wenige Potenzialformen analytisch lösen lässt, muss in den meisten Fäl-
len mit Näherungsverfahren gearbeitet werden. Für Teilchenenergien, die klein im
Vergleich zur Barrierenhöhe sind, bietet sich die semiklassische Näherung nach
Wenzel-Kramer-Brillouin (WKB) an.
Die WKB-Näherung setzt voraus, dass die Variation der potenziellen Energie auf
der Distanz der Fermi-Wellenlänge λF in Bezug auf die kinetische Energie klein ist.
Für den Transmissionskoeffizienten eines Teilchens mit der effektiven Masse m,∗
das durch eine Potenzialbarriere der Breite b tunnelt, ergibt sich näherungsweise der
Ausdruck
T (E) ≈ exp
−2
~
b∫
0
dz
√
2m∗ (V (z)− E)
 . (3.4)
Die Unterschiede zwischen der quantenmechanischen und der klassischen Grenze
sind unmittelbar aus der Gleichung (3.4) ablesbar. Ist die Breite der Barriere von
der Größenordnung der Fermi-Wellenlänge λF, besitzt das Teilchen Wellencharak-
ter und eine annehmbare Wahrscheinlichkeit, die Barriere zu durchdringen. Das
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Abbildung 3.5.: Beispiel eines Bandkantenverlaufs einer Doppelbarrierenstruktur. Rechts:
Der logarithmische Verlauf des Transmissionskoeffizienten als Funktion der Energie. Die
Resonanzen entsprechen den quasi-gebundenen Zuständen im Quantentopf. Es ist deutlich
zu erkennen, dass tief im Topf liegende Zustände eine schärfere Resonanz in der Transmis-
sion besitzen.
Problem ist dann auf quantenmechanische Weise zu behandeln. Im anderen Fall
wird die zu erwartende Gesamttransmission klein sein und sich dem klassischen
Fall nähern. Dies tritt bei sehr breiten bzw. hohen Barrieren oder bei Teilchen mit
schwerer Masse ein.
Eine weitere Methode, die Eigenwerte der Schrödinger-Gleichung zu ermitteln, ist
die Transfer-Matrix-Methode [22, 60, 61], bei der ein beliebiges Potenzial in ele-
mentare Strukturen - konstante Potenziale und Potenzial Sprünge - zerlegt wird. Die
analytischen Lösungen der beiden Teilpotenziale sind bekannt. Die Gesamtlösung
erhält man aus dem Produkt der Teillösungen. Hierbei ist auf eine hinreichend fei-
ne Zerlegung des Ausgangspotenzials zu achten. Auf Grund der feinen Zerlegung
der Potenzialstruktur ist diese Methode besonders für nummerische Berechnungen
geeignet. Im Anhang A.1 wird die Funktionsweise der Transfer-Matrix-Methode an
einigen Beispielen erläutert.
Eine typische Strom-Spannungs-Kennlinie einer Doppelbarrieren-Resonanten-
Tunneldiode zeigt Abbildung 3.5. Charakteristisch für die Kennlinienform ist ein
negativ differenzieller Widerstands-Bereich (engl. negative differential resistance -
NDR), der eine direkte Konsequenz ist aus der Quantisierung der Ladungsträger im
Quantentopf sowie der Energie- und Impulserhaltung des parallel zur Tunnelrich-
tung orientierten Impulses.
Auf Grund der Schichtdicke besitzen die Ladungsträgerreservoire Eigenschaften
des Volumen-Halbleiters. Die Ladungsträger können sich im Reservoir uneinge-
schränkt in alle drei Raumrichtungen bewegen. Temperatureinflüsse und Wechsel-
wirkungen der Ladungsträger untereinander werden nicht berücksichtigt. In die-
sem idealisierten Modell spricht man von einem freien, dreidimensionalen (3D)
Ladungsträgersystem. In adiabatischer Einelektronennäherung besitzen die Reser-
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voire eine parabolische, isotrope Energiedispersion:
E =
p2
2m∗
=
(~k)2
2m∗
=
~2
2m∗
(
k2x + k
2
y + k
2
z
)
. (3.5)
Hierbei ist p = ~k der Impuls und m∗ die effektive Masse1 der Ladungsträger. Die
erlaubten Werte für den Wellenvektor k bzw. der Wellenzahlen kx, ky und kz er-
geben sich aus der Bedingung, dass die Wellenfunktion ψ ∼ exp(ikx) am Rand
des Reservoirs verschwindet. Hieraus resultiert für zwei benachbarte Wellenzah-
len die Beziehung ∆k = 2pi/L, wobei die Ausmaße L des Reservoirs hinreichend
groß sind, so dass die Wellenzahlen quasi kontinuierliche Werte annehmen können.
Somit sind im Reservoir alle Wellenzahlen von Null bis zur Wellenzahl der Fermi-
Energie kF erlaubt.
Im Quantentopf können sich die Ladungsträger parallel zur Wachstumsebene frei
bewegen; zum Beispiel in der (x, y)-Ebene. Hingegen ist ihre Bewegung in der Tun-
nelrichtung (z-Richtung) durch die Potenzialbarrieren eingeschränkt. Das Energie-
Spektrum im Quantentopf setzt sich somit aus einem kontinuierlichen Anteil E‖ =
p2‖/2m
∗
, entsprechend der Bewegung p‖ = (px, py) in der „freien“ Ebene und einem
diskreten Spektrum En in Tunnelrichtung zusammen:
En
(
p‖
)
= E‖
(
p‖
)
+ En. (3.6)
Der diskrete Anteil gibt die Energieeigenwerte der quasi-gebundenen Zustände im
Quantentopf wieder. Diese Zustände werden auch als Subbänder bezeichnet und
mit der Quantenzahl n angegeben.
Ein Teilchen aus einem Reservoir (Emitter) kann resonant in den Quantentopf
tunneln, wenn ein quasi-gebundener Zustand des Quantentopfs sich im Energie-
bereich zwischen der Bandkante und der Fermi-Energie befindet. Während des
Tunnelprozesses ist die laterale Bewegung des Teilchens frei und bleibt erhalten
(kEmitter‖ = kQW‖ ). Da inelastische Prozesse nicht berücksichtigt werden, ist die Ge-
samtenergie eine Erhaltungsgröße. Für den Fall, dass die effektiven Massen des
Teilchens im Reservoir und im Quantentopf vergleichbar sind, folgt aus den Glei-
chungen (3.5) und (3.6) die Resonanzbedingung:
En =
~2
2m∗
k2z . (3.7)
Die Resonanzbedingung besagt, dass nur Teilchen aus dem Reservoir in den Quan-
tentopf tunneln können, die die parabolische Dispersion Gleichung (3.7) erfüllen.
Im Impulsraum ist die Fermifläche des dreidimensionalen Reservoirs die Oberfläche
einer Kugel mit dem Radius des Fermi-Wellenvektors kF. Alle Reservoirzustände
liegen innerhalb der Kugel. Die Teilchen, die resonant aus dem Reservoir tunneln
1Für parabolische Bänder in der Umgebung eines kritischen Punktes ist m∗ eine skalare Größe.
Allgemein ist die effektive Masse eines Teilchens der Tensor m∗i,j = ~2 ∂ki∂kj/∂2E(k) und
somit von k abhängig. Aus Gründen der besseren Lesbarkeit wird jedoch einheitlich das Formel-
zeichen m∗ verwendet. In Fällen, in denen die effektive Masse nicht isotrop ist, wird speziell im
Text darauf verwiesen.
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Abbildung 3.6.: Resonantes (3D-2D) Tunneln: Verlauf des Bandprofils, der Fermi-Kugel
und der Zustandsdichten im Emitter und dem Quantentopf beim resonanten Tunneln. Für
die jeweilige Situation ist die Strom-Spannungs-Kennlinie skizziert. (a) zeigt die Situation
ohne Vorspannung. Es befindet sich kein quasi-gebundener Zustand im „Energie-Fenster“
zwischen Band- und Fermi-Kante. Es fließt kein resonanter Tunnelstrom. Die Situation (b)
zeigt den Resonanz-Fall. Nach dem Unterschreiten der Fermi-Kante bei einer Spannung
VT = (E0 − EF)/αe setzt der resonante Tunnelstrom ein und erreicht sein Maximum bei
Vp = E0/αe, wenn der quasi-gebundene Zustand energetisch mit der Bandkante überein-
stimmt. Bei (c) liegt der quasi-gebundene Zustand unterhalb der Bandkante. Resonanter
Tunnelstransport ist unterbunden.
können, besitzen alle denselben kz-Wert und liegen somit auf einer Schnittfläche
der Kugel. Vergleichbar dem Zerfall eines resonanten Nuklearenzustandes hat die
Transmission der Fermi-Welle eines Ladungsträgers in Resonanz den Verlauf einer
Breit-Wigner-Funktion
T (E) ≈ Tmax ∆E
2
n
(E − En)2 +∆E2n
. (3.8)
Hierbei ist
Tmax = 4
T1 T2
(T1 + T2)
2 (3.9)
der Maximalwert der Transmission mit T1 und T2 den Transmissionskoeffizienten
der zwei Barrieren in Resonanz E = En. ∆En ist die Halbwertsbreite des n-ten
quasi-gebundenen Zustands. Der Zusammenhang zwischen der Halbwertszeit τ und
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der Halbwertsbreite2 ∆En der n-ten Resonanz folgt unmittelbar aus der Energie-
Zeit-Unschärferelation
τ =
~
2 ∆En
. (3.10)
Schmale Resonanzen entsprechen langen Halbwertszeiten und kurze Halbwertszei-
ten breiten Resonanzen. Die Gleichung (3.10) zeigt, dass Transmissionskoeffizien-
ten, Halbwertszeiten und Bindungsenergien eng miteinander verbundene Begriffe
sind.
Es soll nun die Halbwertszeit, also die Verweildauer eines Ladungsträgers im quasi-
gebundenen Zustand abgeschätzt werden. In einem einfachen Bild [60] oszilliert das
Teilchen innerhalb des quasi-gebundenen Zustands En mit der Frequenz
ν =
vn
2 aeff
, (3.11)
wobei vn =
√
2En/m∗ die klassische Geschwindigkeit des Teilchens ist und aeff
die effektive Ausdehnung des Zustands. Die effektive Ausdehnung ergibt sich aus
der Quantentopfbreite a und der Eindringtiefe der de Broglie Wellenfunktion in die
Barrieren
aeff = a+ α1/κ1 + α2/κ2. (3.12)
Hier sind κ1,2 die imaginären Wellenvektoren und α1,2 = m∗1,2/m∗w Dämpfungsfak-
toren, die sich aus dem Verhältnis der effektiven Massen in den Barrieren und im
Quantentopf ergeben. Die Dämpfungsfaktoren liegen meistens in der Größenord-
nung von 1. Für die Halbwertszeit folgt damit
τ =
1
ν (T1 + T2)
=
1
Γ1 + Γ2
. (3.13)
Mit
Γ1,2 = ν T1,2 (3.14)
lassen sich die Tunnelraten für die einzelnen Barrieren angeben. Zusammenfassend
ergibt sich für die Halbwertsbreite einer Resonanz der Ausdruck
2 ∆En =
~
2
√
2En/m∗ (T1 + T2)
(a+ α1/κ1 + α2/κ2)
. (3.15)
Aus der Gleichung (3.8) lässt sich zudem ablesen, dass eine symmetrische Doppel-
barrierenstruktur T1 = T2 in Resonanz vollständig transparent ist T (En) = 1. Für
asymmetrische Barrierenverhältnisse gilt das nicht. In Resonanz gibt es auch einen
Anteil an reflektierten Teilchen, die Transmission ist nicht vollständig T (En) < 1.
Die Transmission ist proportional zum Verhältnis aus minimaler und maximaler
Transmission der Einzelbarrieren Tmin/Tmax. In Abbildung 3.5 ist der Verlauf der
Transmission für eine symmetrische Doppelbarrierenstruktur gezeigt. Es ist gut
zu erkennen, dass die Transmission in Resonanz 1 ist und die Linienbreite der
quasi-gebundenen Zustände zum Topfrand zunehmen. Das bedeutet, die quasi-
gebundenen Zustände, die näher am Topfrand liegen, haben eine kürzere Halbwerts-
zeit.
2Wird auch Linienbreite oder Bindungsenergie genannt.
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Kohärente Beschreibung des Tunnelstroms - Farbry Pérot Modell
Der in Abbildung 3.6 gezeigte Verlauf der Kennlinie erklärt sich wie folgt: Ohne
äußere Spannung V liegen die Subbänder des Quantentopfes oberhalb der Fermi-
Kugel. Keine Reservoirzustände erfüllen die Resonanzbedingung (3.7); es fließt
kein Strom. Erst durch eine genügend große äußere Spannung VT wird der erste
quasi-gebundene Zustand durch Verkippen des Bandprofils in Resonanz mit dem
Fermi-Niveau gebracht und der Tunnelstrom setzt ein. Eine äußere Spannung V
trennt die Fermi-Energien des linken Reservoirs (Emitter) vom rechten Reservoir
(Kollektor) um den Betrag eV , wobei sich die Energien im Quantentopf um den
Betrag αeV verschieben. Der Faktor α wird Hebelfaktor oder Spannungs-Energie-
Konversionsfaktor genannt. Durch ein Erhöhen der äußeren Spannung wandert die
Schnittfläche vom Pol der Fermi-Kugel in Richtung des Äquators. Hierbei wächst
der Tunnelstrom proportional zur Schnittfläche. Der maximale Stromwert ist er-
reicht, wenn der quasi-gebundene Zustand die Bandkante erreicht hat. Ein weiteres
Erhöhen der äußeren Spannung verschiebt den Zustand unterhalb der Bandkante.
Keine Reservoirzustände erfüllen die Resonanzbedingung und der Stromfluss en-
det abrupt. Erst wenn das nächste Subband des Quantentopfes im Bereich zwischen
Fermi-Niveau und Bandkante gelangt, ist ein resonanter Tunnelstrom erneut beo-
bachtbar.
Es soll nun der gemessene Tunnelstrom analytisch beschrieben werden. Im Impuls-
raum ist die elektrische Stromdichte der Teilchen, die aus dem Emitter mit dem
Impuls k1 auf die Tunnelstruktur treffen, gleich
j1 = −e D3 (k1) f1 (k1) vz (k1) dk1, (3.16)
mit D3 (k) = 2/(2pi)3 der Zustandsdichte des dreidimensionalen Emitters und
vz (k1) =
1
~
∂E (k1)
∂kz,1
=
~ kz,1
m∗
(3.17)
der Gruppengeschwindigkeit der Teilchen in Tunnelrichtung. Die Wahrscheinlich-
keit, mit der die Teilchen den Impuls k1 besitzen, ist durch die Verteilungsfunktion
f1 im Emitter gegeben. Die Stromdichte, die im Kollektor einläuft, entspricht der
mit der Transmissionswahrscheinlichkeit gewichteten Stromdichte aus dem Emitter
j1 = − 2e ~
(2pi)3m∗
T (kz,1) f1
(
k‖, kz,1
)
kz,1 dkz,1dk‖. (3.18)
Für die Stromdichte aus dem Kollektor in den Emitter gilt entsprechend,
j2 = − 2e ~
(2pi)3m∗
T (kz,2) f2
(
k‖, kz,2
)
kz,2 dkz,2dk‖. (3.19)
Für einen Energiewert Ez sind die Transmissionskoeffizienten symmetrisch für bei-
de Tunnelrichtungen, so dass T (Ez,1) = T (Ez,2) gilt. Ferner gilt kz,1 dkz,1 =
kz,2 dkz,2 = m
∗/~2 dEz. Der Nettostrom ergibt sich aus der Differenz der Teil-
ströme. Ohne Potenzialgefälle zwischen den Reservoiren heben sich die Teilströ-
me auf und der Nettostrom ist Null. Erst durch eine äußere Spannung erhält man
39
3. Transport in Nanostrukturen
einen Nettostrom in Richtung des energetisch niedrigeren Reservoirs. Der gemes-
sene Tunnelstrom ergibt sich aus der Integration der Nettoströme über alle Impulse
k
j =
1
(2pi)3
( e
~
) ∞∫
0
dEz
∞∫
0
dk2‖ T (Ez)
[
f1
(
Ez, k‖
)− f2 (Ez, k‖)] . (3.20)
Die Gleichung (3.20) lässt sich nicht weiter vereinfachen, so lange die Verteilungs-
funktionen der Reservoire nicht bekannt sind. Eine erste Näherung der Verteilungs-
funktionen ist die Gleichgewichts Fermi-Dirac Verteilungsfunktion
f1,2
(
Ez, E‖
)
=
1
1 + exp
(
Ez + E‖ − µ1,2
)
/kT
. (3.21)
Die Differenz zwischen den chemischen Potenzialen der Reservoire entspricht der
angelegten äußeren Spannung, µ1 = µ2 + eV :
f2 (E) = f1 (E + eV ) . (3.22)
In Gleichung (3.20) lässt sich die Integration über den lateralen Wellenvektor durch
eine Integration über die Energie substituieren (dk‖ = 2pi m∗/~2dE‖). Die anschlie-
ßende Integration über die Fermi-Funktionen führt zu der Gleichung
j =
e m∗ kT
2pi2 ~3
∞∫
0
dEz T (Ez) ln
[
1 + exp
(
µ1−Ez
kT
)
1 + exp
(
µ1−Ez−eV
kT
)] . (3.23)
Der logarithmische Term wird Supply Funktion genannt. Er gibt die Anzahl der für
den Transport zur Verfügung stehenden Ladungsträger an. Für Temperaturen am
absoluten Nullpunkt T = 0 konvergiert die Supply Funktion gegen die Stufenfunk-
tion. Für diesen Fall lautet die Gleichung (3.23)
j =
e m∗
2pi2 ~3
 µ1∫
0
dEz T (Ez) (µ1 − Ez) −
µ1−eV∫
0
dEz T (Ez) (µ1 − eV − Ez)
 .
(3.24)
Für Energien nahe der Resonanz Ez = En lässt sich der Verlauf des Transmissions-
koeffizienten durch die Lorentz-Kurve (Gleichung (3.8)) annähern. Die Gleichung
(3.24) lässt sich nun integrieren und man erhält den Ausdruck:
j =
e m∗
2pi ~3
Tmax ∆En (µ1 − En) , 0 < En < µ1. (3.25)
Der maximale Strom fließt, wenn der quasi-gebundene Zustand die Bandkante er-
reicht: En = 0. Aus Gleichung (3.25) folgt dann für den Peakstrom
jp =
e m∗
2pi ~3
Tmax ∆En µ1. (3.26)
Wie man in Gleichung (3.26) sieht, hängt der Peakstrom einerseits vom chemischen
Potenzial und somit von der Dotierung ab, andererseits ist die Transmission ent-
scheidend. Da sowohl Resonanzbreite und Amplitude von der Dicke der Barrieren
abhängen, nimmt der Peakstrom mit abnehmender Barrierenbreite zu.
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Abbildung 3.7.: Doppelbarrierenstruktur, die durch
ein elektrisches Feld verkippt wurde. Das untere
Innenbild zeigt eine mögliche Ladungsträgerakku-
mulation vor der emitterseitigen Barriere. Es bildet
sich ein trichterförmiges Potenzial aus. Bei genü-
gend starker Verkippung können sich hier zweidi-
mensionale Zustände ausbilden. Im oberen Innen-
bild werden die Auswirkungen einer dynamischen
Ladungsträgerakkumulation im Quantentopf darge-
stellt. Die Akkumulation bewirkt eine Anhebung des
Topfbodens. Hierdurch resultiert ein unterschiedli-
cher Spannungsabfall über den Barrieren. Die ge-
punkteten Linien zeigen die Situation ohne Akku-
mulation.
Sequenzielle Beschreibung des Tunnelstroms
Im vorhergehenden Abschnitt wird zur Erklärung des resonanten Tunneleffekts und
dem Entstehen eines negativ differenziellen Widerstands eine „globale“ elektroni-
sche Wellenfunktion herangezogen. Ein alternatives Modell zur Erklärung des ne-
gativ differenziellen Widerstandes in Doppelbarrieren schlug Luryi [59] vor. Sein
Modell des sequenziellen Tunnelns beschreibt die Gesamttransmission als Ergebnis
zweier aufeinander folgender, nicht korrellierter Prozesse. Ein Ladungsträger tun-
nelt zunächst durch die Emitterbarriere in den Quantentopf. Im Quantentopf kann
seine Phaseninformation durch Streuprozesse verloren gehen. Aus dem Quanten-
topf tunnelt er dann durch die zweite Barriere in den Kollektor. In diesem Bild
existieren von Anfang an keine Phasenbeziehungen; ausschließlich die Erhaltung
des transversalen Impulses wird vorausgesetzt, um den negativ differenziellen Wi-
derstandsbereich zu erklären. Interessanterweise ist die Stromdichte im Maximum
der Resonanz für beide Modelle identisch, so dass zwischen kohärentem und se-
quenziellem Tunneln nicht unterschieden werden kann [62, 63, 64, 65].
Ladungsträgerakkumulation im Quantentopf
Es soll nun die Stromdichte im sequenziellen Bild (bei T = 0 K) berechnet wer-
den. Die Zustandsdichte des zweidimensionalen Subbandes im Quantentopf ist aus
Gleichung (2.54) bekannt und beträgt
D2(Ez) =
m∗
pi~2
Θ(Ez − E1). (3.27)
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Die Anzahl N(Ez) der am Tunnelprozess beteiligten Elektronen entspricht den Zu-
ständen, die im Energiebereich zwischen Quantentopf-Niveau und Fermi-Kante lie-
gen. Anschaulich ist N(Ez), die Querschnittsfläche der Fermi-Kugel,
N = pi
(
k2F − k21
)
=
m∗
pi~2
(EF − E1). (3.28)
Die beiden Teilströme Emitter-Topf j1 und Topf-Kollektor j2 erhält man aus der
einfachen Annahme, dass die Stromdichte das Produkt aus der Anzahl der freien
Zustände im Topf und der Tunnelrate ist [60]:
j1 = e (1− f1) N Γ1, (3.29)
j2 = e f1 N Γ2. (3.30)
Im Vergleich zu den Gleichungen (3.18) und (3.19) geschieht die Formulierung hier
mit Hilfe der Tunnelraten Γ1 und Γ2. Die Ladungsträger-Geschwindigkeit muss so-
mit nicht explizit aufgeführt werden. Die Verteilungsfunktion f1 der Quantentopf-
zustände resultiert aus der Erhaltung der Stromdichte j1 = j2 [61]:
f1 =
Γ1
Γ1 + Γ2
. (3.31)
Die Gesamtstromdichte ergibt sich somit zu [60]
j = e N
Γ1 Γ2
Γ1 + Γ2
= e
[
m∗
pi~2
(EF − E1)
]
Γ1 Γ2
Γ1 + Γ2
. (3.32)
Die im Quantentopf dynamisch akkumulierte Ladungsträgerdichte ist [66, 67, 68,
69]
nw = f1 N =
j
e Γ2
=
[
m∗
pi~2
(EF − E1)
]
Γ1
Γ1 + Γ2
. (3.33)
Magnetotransport in Doppelbarrierenstrukturen
In diesem Abschnitt wird der Einfluss eines in Wachstumsrichtung orientierten Ma-
gnetfeldes auf die Stromdichte untersucht. Wie in Abschnitt 2.2 gezeigt, diskre-
tisiert das Magnetfeld die Energieeigenwerte für die Bewegung, die parallel zur
Grenzschicht verläuft. Ein Ladungsträger spürt das effektive Potenzial [70]
Veff(nL, z) = V (z) + ~ωc
(
nL +
1
2
)
, (3.34)
wobei V (z) das Ladungsträgerpotenzial im feldfreien Fall ist. Die Energiedisper-
sion der Elektronen im Emitter und Kollektor ist durch Gleichung (2.51) gegeben.
Für die Stromdichte (3.20) ergeben sich hieraus zwei wesentliche Konsequenzen.
Erstens wird das Integral über k‖ zu einer Summe über Landau-Subbänder nL, wo-
bei der Wertebereich von nL von 0 bis zur größten ganzen Zahl läuft, für welche
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(a) (b)
Abbildung 3.8.: Simulation des resonanten Tunnelstromes in einer Doppelbarrierentun-
nelstruktur unter der Einwirkung eines äußeren Magnetfeldes. Die Magnetfeldorientierung
ist parallel zum Strom und senkrecht zur Barrierenstruktur. (a) Dreidimensionale Darstel-
lung der I(V,B)-Kennlinie; (b) Graustufendarstellung der Kennlinie. In dieser Darstellung
ist sehr gut die Oszillation der Fermi-Kante zu sehen sowie die Übergänge der einzelnen
Landau-Niveaus.
die Bedingung ~ωc(nL + 1/2) ≤ EF gilt. Die zweite Konsequenz ist, dass die Ver-
teilungsfunktion ebenfalls explizit vom Magnetfeld abhängig ist. Für die Gesamt-
stromdichte im Magnetfeld ergibt sich somit folgender Ausdruck [54, 71, 72, 73]:
j(V,B) = 2
e2 B
h2
∑
nL
EF−EL∫
0
dEz T (Ez)× (3.35)
[fFD {Ez + EL} − fFD {Ez + EL + eV }] ,
mit EL =
(
nL +
1
2
)
~ωc. Die Abbildung 3.8 zeigt die Simulation des resonanten
Tunnelstroms in einer Doppelbarrierenstruktur unter Verwendung von Gleichung
(3.35). Deutlich sind die Stromstufen in der I(V,B)-Kennlinie zu erkennen, wenn
ein Landau-Niveau mit der Fermi-Kante in Resonanz tritt. Ferner sieht man, dass
mit steigendem Magnetfeld die Entartung der Landau-Niveaus zunimmt. Gleich-
sam reduziert sich die Anzahl der Landau-Niveaus. Für höhere Magnetfelder sind
somit weniger Stromstufen zu beobachten, wobei die Stufenhöhe anwächst. In Ab-
bildung 3.8 (b) ist zudem die 1/B-Oszillation der Fermi-Kante deutlich in der Os-
zillation der Einsatzspannung und der Stromstufen zu erkennen. In der Graustu-
fendarstellung sieht man außerdem den so genannten Landau-Fächer. Unter dem
Landau-Fächer versteht man die Geradenschar, die sich aus den Stufenpositionen
im Magnetfeld ergibt.
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Abbildung 3.9.: Periodensystem der zweidimensionalen künstlichen Atome aus [74]. (a)
Strom als Funktion der Gate-Spannung in einem zirkularen lateralen Quantenpunkt. Der
erste Strom-Peak enspricht einem Einzel-Elektronen Tunnelprozess. Bei jedem weiteren
Peak wird der Quantenpunkt mit einem Elektron angereichert. Die Abstände der Peaks kor-
respondieren mit der Additionsenergie, siehe Innenbild. (b) Die elektronischen Eigenschaf-
ten aus der zweidimensionalen Schalenstruktur können in einem Periodensystem für zwei-
dimensionale Atome zusammengefasst werden. Die Namen der Elemente ergeben sich aus
Namen der Gruppenmitglieder der NTT-Grupp der Universität Delft. (c) Schalenstruktur
der zweidimensionalen Atome.
3.2.2. Quantenpunktstruktur
Ein Quantenpunkt ist ein nulldimensionales Ladungsträgersystem. Das bedeutet,
die Wellenfunktion der Ladungsträger ist im Quantenpunkt in allen drei Raumdi-
mensionen so weit eingeschränkt, dass das Energieeigenwertspektrum der Ladungs-
träger nicht mehr kontinuierliche, sondern nur noch diskrete Werte annehmen kann.
Vergleichbar mit einem Atom besitzt der Quantenpunkt ein diskretes Energiespek-
trum. Die Analogie ist noch weitreichender. Die Ladungsträgerkonfiguration im
Grundzustand des Quantenpunktes gleicht dem Schalenmodell der Elektronenhül-
le der Atome. Die Aufbauprinzipien, wie beispielsweise das Pauli-Prinzip und die
Hundschen Regeln werden befolgt. Doch es gibt auch deutliche Unterschiede. Zum
einen ist ein Quantenpunkt sehr viel größer als ein Atom. Die typischen Größen
sind im Bereich von einigen Nanometern bis wenigen Mikrometern. Zum anderen
ist die Manipulation der „künstlichen“ Atome deutlich einfacher. Durch eine ange-
legte äußere Spannung lassen sich die Quantenpunkte laden und somit unterschied-
liche „Elemente“ erzeugen. Diese künstlichen Atome sind noch aus einem weiteren
Aspekt interessant. Experimente, die an natürlichen Atomen im Labor nicht durch-
führbar wären, sind in Quantenpunktsystemen zugänglich. So hat ein äußeres Mag-
netfeld auf den Quantenpunkt eine wesentlich stärkere Wirkung als auf ein norma-
les Atom. Bei einem Magnetfeld von einem Tesla ist die magnetische Länge zirka
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25 nm groß, was in etwa dem Durchmesser eines Germanium-Quantenpunktes ent-
spricht. Für eine magnetische Länge in der Größenordnung der Atomdurchmesser
wäre ein Magnetfeld von mehr als 2625 Tesla nötig. Zusammenfassend lässt sich sa-
gen, dass Quantenpunkte gezielt hergestellte Ladungsträgersysteme sind, die viele
Eigenschaften von natürlichen Atomen zeigen. Ihre Manipulierbarkeit sowie der ex-
perimentelle Zugang sind deutlich einfacher als bei natürlichen Atomen. Im Prinzip
sind Quantenpunktsysteme kleine leitende Inseln in einer isolierenden Umgebung.
Diese Inseln können entweder aus einem Metall oder einem Halbleiter bestehen.
In den meisten Fällen sind Quantenpunkte, auch wenn das der Name suggeriert,
nicht kugelsymmetrisch. Häufig ist die Ausdehnung des Quantenpunktes in eine
Raumrichtung wesentlich kleiner als in den beiden verbleibenden. Ein Beispiel
hierfür sind Dioden mit einer Doppelbarrieren-Heterostruktur, die in kleine Mesas
prozessiert sind. Das Einschlusspotenzial in Wachstumsrichtung (von den Doppel-
barrieren erzeugter Quantentopf) ist meist kleiner als das Einschlusspotenzial auf
Grund des Mesa-Durchmessers. In solchen Fällen lässt sich der Hamilton-Operator
des Quantenpunktes in einen Anteil senkrecht und parallel zur Wachstumsebene se-
parieren. Eine Näherung für das eindimensionale Potenzial in Wachstumsrichtung
ist meistens ein Kasten- oder ein harmonisches Potenzial. Für das zweidimensiona-
le Potenzial in der Wachstumsebene wird in erster Näherung ebenfalls ein paraboli-
scher Verlauf angenommen. Der Einteilchen-Hamilton-Operator des Quantenpunk-
tes lautet dann
H = Hz +H‖ (3.36)
mit
H‖ =
1
2m∗
p2 +
1
2
m∗ω20 r
2. (3.37)
r = (x, y) liegt in der Wachstumsebene. Beispiele für den Hamilton-Operator in
Wachstumsrichtung und dessen Energieeigenwertspektren sind in Abschnitt 2.1.1
gegeben. Der Hamilton-Operator (3.37) besitzt die Eigenenergien
En,m = (2n+ |m|+ 1) ~ω0. (3.38)
Hierbei ist n die Hauptquantenzahl mit den Werten 0, 1, 2, . . . und m die Drehim-
pulsquantenzahl, die im Gegensatz zum Wasserstoffatom ohne einschränkende
Nebenbedingungen die Werte 0,±1,±2, . . . annehmen kann. Die Energieeigen-
werte sind äquidistant mit dem Abstand ~ω0.
Realisierung von Quantenpunktstrukturen
Ein Quantenpunktsystem setzt sich zusammen aus einem Quantenpunkt, der
schwach über Tunnelbarrieren an Ladungsträgerreservoire gekoppelt ist. Hierbei ist
die Kopplung der Reservoire untereinander deutlich schwächer als über den Quan-
tenpunkt. Typische Konfigurationen von Quantenpunktsystemen sind in Abbildung
3.10 gezeigt. Der Quantenpunkt befindet sich stets zwischen den Ladungsträger-
reservoiren. In Abhängigkeit von der angelegten Spannung werden Ladungsträger
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Abbildung 3.10.: Schema von Quantenpunktsystemen (a) Beispiel einer lateralen Bauform,
eine so genannte Split-Gate-Struktur. (b) Vertikale Tunneldiode mit selbstorganisiertem
Quantenpunkt innerhalb der Tunnelbarrieren.
aus einem Reservoir emittiert oder absorbiert. Die entsprechenden Reservoire wer-
den als Emitter (engl. source) oder Kollektor (engl. drain) bezeichnet. Zudem be-
steht die Möglichkeit, weitere Reservoire kapazitiv an den Quantenpunkt zu kop-
peln. Solche Reservoire heißen Steuerelektrode oder Basis (engl. gate). Mit ihnen
lässt sich das elektrostatische Potenzial des Quantenpunktes beeinflussen. Durch
gezielte Potenzialdifferenzen zwischen den einzelnen Reservoiren lassen sich die
Quantenpunkt-Eigenschaften spektroskopieren. Wie schon in Abbildung 3.10 zu er-
kennen ist, existieren zwei Konzepte zur Realisierung von Quantenpunktsystemen,
eine laterale und eine vertikale Konfiguration.
Laterale Systeme
In lateralen Quantenpunktsystemen findet der elektronische Transport in der Ebene
eines zweidimensionalen Ladungsträgersystems statt. Das zweidimensionale La-
dungsträgersystem wird meist in einer Heterostruktur erzeugt und liegt nur wenige
100 nm unter der Oberfläche. Die Definition der Quantenpunktstruktur geschieht
durch Strukturierung der Oberfläche der Heterostruktur. Hierfür stehen unterschied-
liche lithographische Verfahren zur Verfügung. Nachdem in einem Ätzverfahren die
Ladungsträgerreservoire aus dem Quantenfilm strukturiert und elektronisch kontak-
tiert wurden, stehen folgende Methoden für die Definition des Einschlusspotenzials
des Quantenpunktes beziehungsweise der Tunnelkontakte zur Verfügung.
1. Es lassen sich metallische Elektrodenstrukturen mit Hilfe optischer oder
Elektronenstrahllithographie im Lift-Off-Verfahren (siehe hierzu Kapitel 5.2)
auf die Oberfläche der Heterostruktur prozessieren. Durch Anlegen einer äu-
ßeren Spannung an die Elektroden werden die Ladungsträger im Quantenfilm
auf Grund des elektrischen Feldes verdrängt. Die Verarmung des Quantenfil-
mes unterhalb der Elektrodenstruktur ist von der angelegten Spannung abhän-
gig. Mit dieser Methode lassen sich die Höhen der Tunnelkontakte variabel
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einstellen. Erstmals ist von Meirav [75] eine solche Struktur vorgestellt wor-
den.
2. Bei einer weiteren Methode werden die Tunnelkontakte durch Abtragen
der Oberfläche mit der Diamantspitze eines Rasterkraftmikroskops erzeugt.
Durch das „Kratzen“ werden im Vergleich zur vorhergehenden Methode hö-
here, dafür aber breitere Barrieren geschaffen. Hierdurch ist die Kopplung
der Reservoire an den Quantenpunkt schwächer als bei der vorherigen Me-
thode. Andererseits sind die Barrieren nicht variabel einstellbar. Schumacher
[76] erzeugte auf diese Weise Quantenpunktsysteme. Eine weitere Strukturie-
rungsmethode mit Hilfe des Rasterkraftmikroskops ist die Lokal-Anodische-
Oxidation [77]. Bei diesem Verfahren werden die Tunnelstrukturen mit ei-
ner stromleitenden Rasterkraftspitze lokal anodisch oxidiert. Dies ändert den
Abstand der Oberfläche zum zweidimensionalen Ladungsträgersystem. Hier-
durch wird der Bandkantenverlauf lokal verändert und das dreiecksförmige
Potenzial des zweidimensionalen Ladungsträgersystems wird über die Fermi-
Kante angehoben. Damit ist lokal eine Barriere im zweidimensionalen Sys-
tem geschaffen.
3. Die Vorzüge der variabel einstellbaren Tunnelkontakte unter Verwendung me-
tallischer Elektrodenstrukturen und die Vorzüge stabiler, schmaler aber hoher
Barrieren lassen sich kombinieren. Strukturen, die in einem Kombinations-
verfahren aus Rasterkraft- und Elektronenstrahllithographie hergestellt wor-
den, sind von Rogge [78] vorgestellt worden.
Weitere laterale Bauformen sind Strukturen, die nicht auf Halbleitern basie-
ren. So lassen sich Quantenpunktsysteme beispielsweise mit wenigen Nanometer
großen, granularen Metall-Clustern [79] oder Makromolekülen, wie Kohlenstoff-
Nanoröhren [80], herstellen.
Vertikale Systeme
In vertikalen Quantenpunktsystemen findet der elektronische Transport senkrecht
zur Wachstumsebene statt. Diese Systeme werden meist durch Mesa-Ätzen (sie-
he Kapitel 5) von Heterostrukturen erzeugt. Im Wesentlichen existieren hier zwei
Bauformen. Hochdotierte Schichten über und unter dem Quantenpunkt bilden die
Ladungsträgerreservoire. Die elektronische Kontaktierung geschieht durch Einle-
gieren von metallischen Kontakten. Der Quantenpunkt kann nun durch zweierlei
Arten definiert sein.
1. Durch eine Doppelbarrierenstruktur ist das vertikale Einschlusspotenzial
gegeben. Hierbei handelt es sich meist um einen wenige Nanometer breiten
Potenzialkasten. Mit Hilfe der modernen Molekularstrahlepitaxie oder ver-
gleichbaren Gasphasenepitaxieverfahren lassen sich die Schichten der Tun-
nelbarrieren beziehungsweise des Quantentopfs atomlagengenau herstellen.
Die Höhe der Barriere ist durch den Bandkantensprung zwischen den Hete-
rostrukturen festgelegt. Das laterale Einschlusspotenzial ist mehr oder minder
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Abbildung 3.11.: Quantenpunktschaltbild
durch den Mesa-Durchmesser gegeben. Im Vergleich zu den lateralen Syste-
men sind die Tunnelbarrieren deutlich schmaler und höher. Austing [81] und
Tarucha [82] gelang es, durch eine ringförmige metallische Elektrode, die in
nur wenigen Nanometern Abstand um die Mesa platziert wurde, das laterale
Einschlusspotenzial zu variieren.
2. Bei der Epitaxie von Halbleitern mit unterschiedlicher Gitterkonstante ist ein
Stranski-Krastanov-Phasenübergang (siehe Kapitel 4.1) beobachtbar, bei dem
sich selbstorganisierte Halbleiterinseln bilden. Die Inseln sind nur wenige
Nanometer hoch und breit. Jede Insel ersetzt im Vergleich zur vorhergehen-
den Methode die Doppelbarrierenstruktur und stellt für sich einen Quanten-
punkt dar. Der Mesa-Durchmesser bestimmt also nicht den Quantenpunkt-
durchmesser. Ein entscheidender Unterschied dieser Methode ist, dass sich
in einer Mesa nicht ein Quantenpunkt, sondern je nach Mesa-Durchmesser
einige Tausend beziehungsweise Zehntausend Quantenpunkte befinden. Die
typische Inselflächendichte liegt in der Größenordnung von 10−11 cm−2. Bei
einem Mesa-Durchmesser von einem Mikrometer erwartet man zirka Tausend
Quantenpunkte in der Mesa. Hierbei entscheidet die Inselgröße und die Kopp-
lung der Insel an die Zuleitungen, ob der Transport über eine entsprechende
Insel stattfindet. Bei kleinen Spannungen sind durchaus einzelne Inseln spek-
troskopierbar.
Coulomb-Blockade und Einzel-Ladungs-Effekte
Wie bereits im vorhergehenden Abschnitt beschrieben wurde, werden für die elek-
tronische Transportspektroskopie Quantenpunkte elektrostatisch über Tunnelkon-
takte von den Zuleitungen getrennt. Ladungen können ausschließlich durch Tunnel-
prozesse auf den Quantenpunkt gelangen beziehungsweise ihn verlassen. Tunnelt
eine Ladung aus den Zuleitungen auf den Quantenpunkt, ändert dies das elektrosta-
tische Potenzial des Systems. Für die Ladungsumordnung wird eine entsprechende
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Energie benötigt, die Ladeenergie. Erst wenn die Ladeenergie zur Verfügung steht,
beispielsweise durch eine angelegte Spannung, kann die Ladung auf den Quanten-
punkt gelangen. Vorher ist der Transportprozess blockiert. Dieses Phänomen wird
Coulomb-Blockade [83, 84, 85, 86, 87, 88] genannt, da die zu überwindende Lade-
energie aus der Coulomb-Wechselwirkung der Ladungsträger resultiert.
Unter bestimmten Voraussetzungen ist die Coulomb-Blockade in der Strom-
Spannungs-Charakteristik von Quantenpunktsystemen beobachtbar. Abbildung
3.11 zeigt ein Schaltbild des Quantenpunktsystems. Es soll nun die Änderung der
elektrostatischen Energie dieses Systems betrachtet werden, wenn die angelegte
Spannung V verändert wird. Die elektrostatische Energie ergibt sich aus der Diffe-
renz der im System gespeicherten Energie und der Arbeit, die von der Spannungs-
quelle für den Ladungstransfer aufgebracht werden muss.
Bei einem System aus N gegeneinander isolierten Leitern ist die Ladung auf dem
iten Leiter durch die Relation
Qi =
N∑
j=1
CijVj (3.39)
gegeben. Hierbei entsprechen die Diagonalelemente der Kapazitätsmatrix Cii = C
der Kapazität des iten Leiters, wenn alle anderen Leiter geerdet sind. Die in dem
System gespeicherte elektrostatische Energie ist
E =
1
2
∑
i
∑
j
(C−1)ijQiQj. (3.40)
Bezogen auf das Quantenpunktsystem in Abbildung 3.11 ergibt sich die Gesamt-
ladung des Quantenpunktes aus den Differenzen der Influenzladungen an den Tun-
nelkontakten
Q = Q2 −Q1. (3.41)
Die Influenzladungen an den Tunnelkontakten berechnen sich aus Gleichung (3.39)
zu
Q1 = C1 V1
Q2 = C2 V2. (3.42)
Der Quantenpunkt ist elektrostatisch neutral, solange keine Tunnelprozesse stattfin-
den. Erst durch einen Tunnelprozess werden zusätzliche Ladungen auf den Quan-
tenpunkt befördert und die Differenz der Influenzladungen ist von Null verschieden,
Q = Q2 −Q1 = n e, (3.43)
wobei n = n1 − n2 die Anzahl der zusätzlichen Ladungen auf dem Quantenpunkt
ist. Auf Grund der Ladungsquantisierung muss n eine ganze Zahl sein und somit Q
ein ganzzahliges Vielfaches der Elementarladung e. Die angelegte Spannung V ist
die Summe der über den Tunnelkontakten abfallenden Spannungen
V1 =
1
C
(C2V + ne)
V2 =
1
C
(C1V − ne) (3.44)
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Abbildung 3.12.: Einzel-Elektronen-Tunneln. (a) Das System ist im Gleichgewicht. Es
fließt kein Strom. (b) Durch Anlegen einer äußeren Spannung kann ein Elektron in
den Quantenpunkt tunneln und ihn in den Kollektor verlassen. (c) Ein weiterer null-
dimensionaler Kanal öffnet sich erst, wenn die Spannung sich um den Betrag e2/C erhöht
hat.
mit C = C1 +C2 der Kapazität des Quantenpunktes. Die im Quantenpunkt gespei-
cherte elektrostatische Energie ist
Ech(n, V ) =
Q1
2C1
+
Q2
2C2
. (3.45)
Sie lässt sich mit Hilfe der Gleichungen (3.42) und (3.44) in die Form
Ech(n, V ) =
1
2 C
(
C1C2 V
2 +Q2
) (3.46)
umschreiben.
Die von der Spannungsquelle geleistete Arbeit ist
Wch = V ∆Q. (3.47)
∆Q ist die Summe aller Ladungen, die von der Spannungsquelle befördert werden
muss. Sie setzt sich zusammen aus der diskreten Anzahl von Ladungen, die auf
den Quantenpunkt tunneln und den kontinuierlichen Influenzladungen, die aus der
Änderung des elektrostatischen Potenzials des Quantenpunktes resultieren. Tunnelt
eine Ladung über die zweite Barriere aus dem Quantenpunkt, so ändert sich die An-
zahl der Ladungen auf dem Quantenpunkt in n′ = n−1. Nach Gleichung (3.44) än-
dert sich das elektrostatische Potenzial zwischen der ersten Barriere und dem Quan-
tenpunkt in V ′1 = V1− e/C. Hieraus resultiert die Influenzladung ∆Q = −e C1/C,
die von der Spannungsquelle kompensiert werden muss. Tunneln n2 Ladungen über
den zweiten Tunnelkontakt, so muss von der Spannungsquelle die Arbeit
Wch(n2) = −n2 eV C1
C
(3.48)
geleistet werden. Um n1 Ladungen über die erste Barriere zu befördern, bedarf es
der Arbeit
Wch(n1) = −n1 eV C2
C
. (3.49)
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Die elektrostatische Energie des Quantenpunktsystems ist somit
E(n1, n2) = Ech −Wch = 1
2C
(
C1C2V
2 +Q2
)
+
eV
C
(C1n2 + C2n1) . (3.50)
Die Energiedifferenz bei der Zufuhr (+) beziehungsweise Abfuhr (-) einer Ladung
über die erste Barriere ist
∆E±1 = E(N1, n2)− E(n1 ± 1, n2) =
e
C
[
−e
2
∓ (en− V C2)
]
, (3.51)
und entsprechend gilt für die zweite Barriere
E±2 = E(N1, n2)− E(n1, n2 ± 1) =
e
C
[
−e
2
± (en+ V C2)
]
. (3.52)
Ist der Quantenpunkt elektrostatisch neutral n = 0, so reduzieren sich die Gleichun-
gen (3.51) und (3.52) zu
∆E±1,2 = −
e2
2C
∓ eV C2,1
C
> 0. (3.53)
An Gleichung (3.53) ist zu erkennen, dass Tunnelprozesse erst möglich sind, wenn
die Spannung den Wert3 V > e/2C˜ überschritten hat. Dann kann die abstoßende
Coulombwechselwirkungsenergie, der erste Term in Gleichung (3.53), überwun-
den werden. Vorher fließt kein Strom. Das System befindet sich im Bereich der
Coulomb-Blockade. Ist erst einmal eine Ladung auf den Quantenpunkt getunnelt, so
ändert sich das chemische Potenzial des Quantenpunktes um den Betrag e2/C. Ei-
ne weitere Ladung kann erst wieder auf den Quantenpunkt befördert werden, wenn
die zusätzliche Coulomb-Energie überwunden ist; das geschieht bei V > 3e/2C˜.
Vorher fließt kein weiterer Strom. Aus der Coulomb-Blockade resultiert eine stufen-
förmige Strom-Spannungs-Charakteristik, die so genannte Coulomb-Treppe (engl.
Coulomb stairs). Um die Coulomb-Treppe gut auflösen zu können, muss die Tun-
nelstruktur asymmetrisch sein. Die Kapazitäten der Tunnelkontakte sind in der Re-
gel kaum unterschiedlich; daher sollten die Tunnelwiderstände unterschiedlich groß
sein, beispielsweiseR1  R2. In diesem Fall bestimmt die erste Tunnelbarriere den
Transportprozess. Der Quantenpunkt befindet sich in einem Ladungszustand ent-
sprechend einer positiven Spannung nach Gleichung (3.52). Jedesmal, wenn eine
Ladung den Quantenpunkt über die erste Tunnelbarriere verlässt, wird der Quan-
tenpunkt wieder von einer Ladung über den zweiten Tunnelkontakt aufgefüllt. Der
Strom durch den Quantenpunkt wird näherungsweise durch den Spannungsabfall
am ersten Tunnelkontakt bestimmt. Für gleiche Kapazitäten ist der Spannungsab-
fall nach Gleichung (3.44) V1 = V/2+n e/C. Die Spannung am ersten Tunnelkon-
takt springt somit jedesmal um den Wert e/C, wenn eine Ladung über den zweiten
Tunnelkontakt auf den Quantenpunkt gelangt. Im Strom ist dann gleichzeitig ein
sprunghafter Anstieg in der Größenordnung
∆I ≈ ∆V1
R1
=
e
C R1
=
e
2C˜ R1
(3.54)
3Zur Vereinfachung sei hier C1 = C2 = C˜ gewählt.
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Abbildung 3.13.: (a) Ladeenergie als Funktion der Spannung; (b) Strom-Spannungs-
Kennlinie eines Quantenpunktes mit Coulomb-Lade-Effekten; (c) erste Ableitung von (b).
zu beobachten. Der differenzielle Leitwert dI/dV zeigt an der Stelle der Strom-
stufen ein Resonanzmaxium. Die Breite der Resonanz hängt entscheidend von der
Temperatur ab. Für die Beobachtung der Coulomb-Treppe ist es notwendig, dass
die Coulomb-Blockade nicht durch thermische Energie überlagert ist und die La-
dungsträger die Ladungsenergie in Form von thermischer Energie besitzen. Das
Experiment sollte dafür in einem Temperaturbereich
kT  e
2
2C
(3.55)
durchgeführt werden. Typische Kapazitäten (C = 80r R; Eigenkapazität einer
flachen Scheibe mit dem Radius R [89] oder C = 4pi0rR2/(b1+b2); Kapazität ei-
nes vertikalen Quantenpunktes, b1, b2 sind die Dicken der Tunnelbarrieren[90] ) von
Quantenpunkten mit einem Durchmesser von 100 nm liegen in der Größenordnung
von 100 aF (10−16 F). Hieraus resultiert eine Coulombenergie von ca. 1 meV; das
entspricht der thermischen Energie bei einer Temperatur von zehn Kelvin. Bei grö-
ßeren Kapazitäten des Quantenpunktes muss die Temperatur entsprechend geringer
sein. Eine weitere Bedingung ist, dass die Kopplung des Quantenpunktes an die
Zuleitungen schwach ist. Hieraus resultieren scharfe Energieniveaus. Notwendig ist
somit die Bedingung
∆E  e
2
2C
∼ 1
2
~
RK C
=
1
2
~
τt
. (3.56)
Hierbei ist RK = h/e2 ≈ 25.8 kΩ die von Klitzing-Konstante und RK C = τt, die
Zeit, in der der Ladungsausgleich stattfindet.
Tunnel-Hamilton-Operator
Für die Berechnung der Coulomb-Treppe ist es notwendig, die Tunnelraten der
beiden Barrieren zu ermitteln. Die Herleitung der Raten soll hier im Rahmen von
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wechselwirkenden Ladungen und deren Transfer im Konzept des Tunnel-Hamilton-
Operators vollzogen werden. Die Änderungen des elektrostatischen Potenzials auf
Grund von Tunnelprozessen werden Tunnelraten entsprechend der beiden Tunnel-
kontakte zugeordnet. Im Modell des Tunnel-Hamilton-Operators sind die Ladungen
auf dem Quantenpunkt und den Zuleitungen durch eine unüberwindbare Barrie-
re getrennt. Der Tunnelprozess wird als eine Störung Ht in den Tunnel-Hamilton-
Operator eingeführt
H = H1 +HQD +H2 +Ht. (3.57)
Die explizite Form der einzelnen Hamilton-Operatoren sei hier nur aus Gründen
der Vollständigkeit genannt und soll nicht weiter vertieft werden. Für eine weitere
Studie sei auf die Arbeiten von [40] und [91] verwiesen. Mit den Wellenvektoren
k,q und dem Spin σ lautet H1,2
H1,2 =
∑
k1,2,σ
(
Ek1,2 + eV1,2
)
c†k1,2σck1,2σ (3.58)
mit c, c†, den fermionischen Erzeuger- und Vernichter-Operatoren, des unabhän-
gigen Vielteilchenzustandes in der linken und rechten Zuleitung. Der Hamilton-
Operator des Quantenpunktes ist
HQD =
∑
q,σ
Eqc
†
qσcqσ +
e2
2C
nˆ2 (3.59)
mit nˆ =
∑
q,σ c
†
qσcqσ − (Hintergrund). Der Tunnel-Hamilton-Operator setzt sich aus
dem Operator für den Übergang aus der linken Zuleitung auf den Quantenpunkt und
dem Operator vom Quantenpunkt in die rechte Zuleitung zusammen,
Ht = H1,QD +HQD,2 (3.60)
mit
H1,QD =
∑
k1,q
T 1,QDk1q c
†
k1σ
cqσ + h. c. (3.61)
Mit Fermis „Goldener Regel“ lässt sich die Tunnelrate von einem Anfangszustand
|i〉 auf der einen Seite der Barriere in einen Endzustand |f〉 auf der anderen Seite
berechnen,
Γi→f =
2 pi
~
|〈i|Ht|f〉|2 δ(Ef − Ei). (3.62)
Die Tunnelrate über die linke Barriere auf den Quantenpunkt ist unter Berücksich-
tigung der thermischen Besetzung der Ausgangszustände [92]
Γ1(n) =
2 pi
~
∑
k1,qσ
f 1FD(Ek1) [1− fQDFD (Eq)] |T 1k1,q |2 δ(Eq − Ek1 +∆E) (3.63)
mit f 1,FDFD der Fermi-Dirac Verteilungsfunktion der linken Zuleitung und des Quan-
tenpunktes und ∆E, der aus dem Ladungstransfer resultierenden Änderung des
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elektrostatischen Potenzials. Gleichung (3.63) lässt sich in Integralform bringen
[92]
Γ1(n) =
1
e2R1
∫
dE1
∫
dEQD × (3.64)
f 1FD(E1)[1− fQDFD (EQD)]δ(EQD − E1 +∆E)︸ ︷︷ ︸
wesentlich 6=0 nur für E1=EQD+∆E
≈ 1
e2R1
∫
dE fFD(E) [1− fFD(E +∆E)] (3.65)
mit
1/R1 = 2
2 pi e2
~
D1(0)DQD(0) |T 1|2, (3.66)
dem inversen Tunnelwiderstand der ersten Barriere. Hierbei sind D1,QD die Zu-
standsdichten in der linken Zuleitung beziehungsweise auf dem Quantenpunkt. Da
der Verlauf der Zustandsdichte sich im Bereich der Integration (nahe der Fermi-
Energie von Zuleitung und Quantenpunkt) nur unwesentlich ändert, kann die Zu-
standsdichte in diesem Bereich als konstant angesehen werden. Hierdurch reduziert
sich die zweifache Integration durch die Delta-Funktionen auf eine einfache. Die
Transmission von der Zuleitung auf den Quantenpunkt T 1k1,q ist von k1 und q unab-
hängig. Gleichung (3.65) lässt sich explizit integrieren:
Γ(n) =
1
e2R1
∆E
1− exp(−∆E/kT ) . (3.67)
Unter Verwendung von Gleichung (3.67) lassen sich die Tunnelraten für die Tun-
nelprozesse auf den Quantenpunkt oder davon weg (n → n ± 1) für die erste und
zweite Tunnelbarriere berechnen
Γ±1,2 =
1
e2 R1,2
∆E±1,2
1− exp(−∆E±1,2/kT )
. (3.68)
Mit p(n), der Wahrscheinlichkeitsverteilung für die Anzahl der Ladungen auf der
Insel, ergibt sich der stationäre (DC-) Tunnelstrom zu [40, 92]
I(V ) = I2(V ) = e
∞∑
n=−∞
p(n)
(
Γ−2 − Γ+2
)
= I1 = e
∞∑
n=−∞
p(n)
(
Γ−1 − Γ+1
)
.
(3.69)
Im Gleichgewichtszustand (p(n) = const.) muss gelten:
p(n)
(
Γ+1 (n) + Γ
+
2 (n)
)
= p(n+ 1)
(
Γ−1 (n+ 1) + Γ
−
2 (n+ 1)
)
. (3.70)
Dies ermöglicht bei gegebenen Parametern R1,2, C1,2 und T die Berechnung von
p(n) und I(V ).
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Random Telegraph Signale
Befinden sich in der Nähe (∼ kT ) des Transportkanals Störstellenzustände, so
können diese das elektrostatische Potenzial beeinflussen. In der Strom-Spannungs-
Kennlinie führt dies zu Stromfluktuationen, die mit zufälligen Lade- beziehungs-
weise Entladevorgängen der Störstellenzustände korrelieren. Die Stromfluktuatio-
nen werden Random-Telegraph-Signale genannt. Random-Telegraph-Signale besit-
zen eine gewisse Ähnlichkeit zur Coulomb-Blockade, da es sich hier auch um einen
Einzel-Ladungs-Effekt handelt.
3.3. Transport in Magnetfeldern
Die Wirkung eines Magnetfeldes auf niederdimensionale Ladungsträgersysteme,
insbesondere auf isolierte Quantenpunkte, wurde bereits in Kapitel 2.2 diskutiert.
Es soll nun die Wirkung eines Magnetfeldes auf ein Quantenpunktsystem bespro-
chen werden, wenn zusätzlich in Wachstumsrichtung ein elektrisches Feld anliegt.
Im Magnetfeld soll der Tunnelprozess zwischen den Zuleitungen und dem Quanten-
punkt analysiert werden. Hierbei muss zwischen zwei Orientierungen des Magnet-
feldes unterschieden werden. Das Magnetfeld kann entweder parallel oder senk-
recht zum elektrischen Feld und somit dem Strom verlaufen.
3.3.1. Magnetfeld parallel zum Strom
Der Hamilton-Operator eines geladenen Teilchens im Magnetfeld ist durch Glei-
chung (2.55) beschrieben. Mit einem Magnetfeld in z-Richtung, entsprechend ei-
nem VektorpotenzialA = Bx ey, schreibt sich der Hamilton-Operator (2.55) (ohne
Zeeman-Term) in der Form [93],
(p + eA)2
2m∗
+ V (r) + eFz =
1
2m∗
[
p2‖ − 2ie~ Bx ∂y + (eBx)2
]
+ V‖(r‖) +
p2z
2m∗
+ Vz(z) + eFz. (3.71)
Die Umformung setzt voraus, dass sich das Potenzial V (r) in die beiden Potenziale
V‖(r‖) beziehungsweise Vz(z) separieren lässt. V‖(r‖) und Vz(z) beschreiben den
Potenzialverlauf ohne externes Feld. F sei das in z-Richtung anliegende elektri-
sche Feld. An Gleichung (3.71) ist zu erkennen, dass ein parallel zur Tunnelrich-
tung orientiertes Magnetfeld keine Auswirkungen auf die Bewegungskomponente
in Richtung des elektrischen Feldes hat. Im Strom ist die Wirkung des Magnetfel-
des dennoch sichtbar, da das Magnetfeld in der Wachstumsebene, also senkrecht
zum Strom, ein magnetisches Einschlusspotenzial erzeugt und somit im Strom die
transversalen Bewegungsanteile berücksichtigt werden. Bei freien Ladungsträgern
in den Zuleitungen bilden sich im Magnetfeld in der Wachstumsebene Landau-
Niveaus aus, die der freien Bewegung in Tunnelrichtung überlagert sind.
Die Wirkung eines Magnetfeldes auf einen Quantenpunkt ist bereits in Kapitel
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2.2 besprochen worden. Die Energieeigenwerte des Quantenpunktes im Magnet-
feld sind durch Gleichung (2.66) gegeben. Die Gleichung (2.66) lässt sich für zwei
Grenzfälle entwickeln. Für den Fall kleiner Magnetfelder (ωc  Ω) dominiert der
Anteil des harmonischen Oszillatorpotenzials (n+ 1)~ω0. Mit wachsenden ωc ver-
schieben sich die Subbänder, die sich auf Grund des elektrostatischen Einschluss-
potenzials ergeben, zu höheren beziehungsweise niedrigeren Energien, je nach Vor-
zeichen von m. Der Abstand der Niveaus zueinander ist ~ωc. Die Grundzustands-
energie E0,0 wird mit wachsendem Magnetfeld um
∆ED =
1
8
e2 ~
(m∗)2 ω0
B2
a=
√
~
m∗ω0
=
e2 B2
8m∗
a2 (3.72)
angehoben. Das Anheben der Energie wird als diamagnetische Verschiebung be-
zeichnet.
Im Grenzfall großer Magnetfelder (ωc  ω0) gilt für Gleichung (2.66) näherungs-
weise die Entwicklung [44]
En,m ≈ (n+m+ 1)~ωc
2
+ (n+ 1)
ω20
ω2c
. (3.73)
Gleichung (3.73) geht für sehr große Felder in (n + m + 1)~ωc/2 über, was der
Entwicklung von Landau-Niveaus in zweidimensionalen Ladungsträgersystemen
entspricht. In großen Magnetfeldern spüren die Ladungsträger nicht das elektro-
statische Einschlusspotenzial, sondern es überwiegt die Zyklotronbewegung.
3.3.2. Magnetfeld senkrecht zum Strom
Im Folgenden wird eine Magnetfeldorientierung, beispielsweise B = Bex, senk-
recht zu einem in z-Richtung angelegten elektrischen Feld betrachtet. Auf die
Ladungsträger wirkt die Lorentz-Kraft nach Gleichung (2.45). Aus dem Magnet-
feld gewinnen die Ladungsträger keine zusätzliche Energie, da die Lorentz-Kraft
senkrecht zur Tunnelrichtung wirkt. Stattdessen findet ein Energieübertrag der z-
Komponente des Ladungsträgers auf seine y-Komponente statt. Im Tunnelprozess
durch eine Barriere der Dicke b gewinnt oder verliert ein Ladungsträger den Im-
pulsbetrag ∆ky = b/`2B in y-Richtung. Der Energieübertrag in y-Richtung
∆Ey =
~2 (∆ky)2
2m∗
=
e2 B2
2m∗
〈b〉2 (3.74)
wird der z-Komponente entzogen beziehungsweise hinzugefügt. Hierdurch können
Quantenpunkt-Niveaus aus Subbändern der Zuleitung erreicht werden, die um den
Energiebetrag (3.74) tiefer liegen. Daraus resultiert, dass die Resonanzposition pro-
portional zu B2 〈b〉2 zu höheren Spannungen verschoben ist.
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3.4. Hopping-Transport und
Nichtgleichgewichtsprozesse
3.4.1. Hopping-Transport in Nanostrukturen
Im Rahmen des Bändermodells findet der Transport über ausgedehnte Zustände
statt. Dies bedeutet, dass die Wellenfunktion der Ladungsträger über den gesamten
Festkörper ausgedehnt ist. Man spricht in diesem Zusammenhang auch von Bloch-
Wellen. Voraussetzung für die Ausbildung von Bloch-Wellen ist die Periodizität
des Kristallgitters, die zur Überlagerung der atomaren Eigenzustände von gleicher
Energie führt. Das Vorhandensein von Unordnung, beispielsweise Defektzentren,
bewirkt ab einem gewissen Grad eine Lokalisierung der Wellenfunktion, da kein
Überlappen der atomaren Wellenfunktionen mehr stattfindet. Die Einhüllende der
Wellenfunktion eines bei r0 lokalisierten Ladungsträgers fällt exponentiell ab [94,
95, 96]
| ψ(r) |2∝ exp
(
−|r − r0|
ξ
)
. (3.75)
Hierbei beschreibt die Lokalisierungslänge ξ die Ausdehnung der Wellenfunktion
im lokalisierten Zustand.
Alternativ zum Transport über ausgedehnte Zustände kann bei endlicher Tempe-
ratur ein Transportmechanismus durch lokalisierte Ladungsträger stattfinden. Die
Ladungsträger durchqueren den Festkörper durch thermisch aktivierte Sprünge in
Kombination mit quantenmechanischem Tunneln zwischen den einzelnen lokali-
sierten Zuständen. Dieser Transportmechanismus wird Hüpfleitung (engl. hopping
conductance) genannt. Im Modell des Hopping-Transports führte Mott [94] die
Leitfähigkeit a priori auf die wahrscheinlichsten Übergänge zurück. Die tempera-
turabhängige Übergangswahrscheinlichkeit zwischen den lokalisierten Zuständen i
und j, die den Abstand rij = |j − i| und eine Energiedifferenz ∆Eij = |Ei − Ej|
besitzen, ist [96]
pij ∝ exp
(
−rij
ξ
)
exp
(−∆Eij
kT
)
. (3.76)
Die Bedingung von Mott lautet somit:
σ ∝ max{pij}. (3.77)
Damit ein Ladungsträger von einem besetzten in einen unbesetzten Zustand tunneln
kann, muss die Energiedifferenz ∆Eij durch ein Phonon ausgeglichen werden. Der
zweite Term in Gleichung (3.76) ist ein Maß für die Existenz eines entsprechenden
Phonons. Ist die Temperatur hoch (kT > ∆Eij), so ist der zweite Term annähernd
gleich Eins und der erste Term charakterisiert die Leitfähigkeit. Nach der Bedin-
gung aus Gleichung (3.77) sollen nur die wahrscheinlichsten Übergänge stattfinden;
somit muss der erste Term maximiert werden. Dies geschieht, indem der Hopping-
Radius minimiert wird. Es finden also nur Übergänge zwischen nächstliegenden
Zuständen statt. Deren Energiedifferenz ist nebensächlich, weil entsprechende Pho-
nonen zur Verfügung stehen. Der Transport findet über nächste Nachbarn (engl.
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nearest neighbour) statt.
Nimmt die Temperatur ab, so kommt der zweite Term zum Tragen. Die Auswahl
an Phononenenergien ist reduziert. Es ist jetzt möglicherweise nicht mehr der Über-
gang in den nächstliegenden Zustand der Wahrscheinlichste, sondern ein weiter ent-
fernter Übergang, dessen Energie jedoch näher an der des Ausgangszustandes liegt.
Zudem muss die entsprechende Energiedifferenz an Phononenenergie zur Verfü-
gung stehen. Um den optimalen Hopping-Radius in Abhängigkeit von der Tempe-
ratur zu bestimmen, muss die Summe der beiden Exponenten von Gleichung (3.76)
optimiert werden. Zudem muss mindestens ein Zustand im entsprechenden Radi-
us mit der Energie ∆Eij existieren. Für ein dreidimensionales System lautet die
Bedingung
1 =
4
3
pi r3ij ∆Eij D3(EF). (3.78)
Zusammen mit der Nebenbedingung (3.78) muss somit die Gleichung
max
{
−2 r
ξ
− ∆Eij
kT
}
(3.79)
optimiert werden. Die Rechnung liefert den optimalen Hopping-Radius [96, 97]
rm =
(
9 ξ
8pi D3(EF) kT
)1/4
∝ ξ
(
Tm
T
)1/4
(3.80)
mit
kTm =
β4
D3(EF) ξ3
. (3.81)
Hierbei ist β eine nummerische Konstante. Durch Einsetzen von Gleichung (3.80)
in die Nebenbedingung (3.78) erhält man die optimale Energiedifferenz der beiden
Zustände
∆Em =
(
2
9pi D3(EF)
)1/4(
kT
ξ
)3/4
∝ kT
(
Tm
T
)1/4
. (3.82)
Für die Temperaturabhängigkeit der Leitfähigkeit ergibt sich aus der Mott-
Bedingung (3.77) und dem Einsetzen der Gleichungen (3.80) und (3.82) in Glei-
chung (3.76):
σ ∝ exp
[
−
(
Tm
T
)1/4]
. (3.83)
Charakteristisch für dieses Transportverhalten ist, dass mit abnehmender Tempe-
ratur die mittlere Sprungweite größer wird, da es für die Ladungsträger günstiger
wird, zu weiter entfernten Potenzialminima zu tunneln, für deren Erreichung weni-
ger Aktivierungsenergie erforderlich ist. Der Transport durch Hüpfen mit variabler
Sprunglänge wird Variable-Range-Hopping genannt. Das Verhalten der Leitfähig-
keit, Gleichung (3.83), lässt sich auf beliebige Dimensionen d verallgemeinern. Die
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optimalen Werte für den Hopping-Radius und der entsprechenden Energie sind hier-
für rm ∝ T−1/(d+1) und ∆Em ∝ T d(d+1). Mit diesen Annahmen lautet die verallge-
meinerte Leitfähigkeit im Mott-Variable-Range-Hopping Modell [96, 97]
σ(T ) = σ0(T ) exp
[
−
(
Tm
T
)x]
, (3.84)
mit x = 1/(d+ 1). Der Vorfaktor σ0(T ) ist von der Form
σ0(T ) =
e2
h
1
T s
. (3.85)
Für Materialien mit einer isotropen Einhüllenden der Wellenfunktion ist s = −1/4,
während für eine anisotrope Einhüllende, wie sie beispielsweise beim Germanium
oder Silizium vorkommt, s = −3/8 gilt. Die Perkolationstheorie liefert s = 1/2.
Für die Herleitung von Gleichung (3.84) wurden keine Ladungsträgerwechselwir-
kungen berücksichtigt. In der Modellvorstellung von Mott besitzt das System in der
Umgebung der Fermi-Kante eine ausreichend hohe Zustandsdichte D(EF), so dass
bei abfallender Temperatur stets ausreichend viele Zustände vorhanden sind, über
die der Hopping-Prozess mit der Temperatur entsprechenden Aktivierungsenergie
stattfinden kann. Wird die Coulomb-Wechselwirkung der Ladungsträger berück-
sichtigt, so führt dies zu einer Lücke in der Nähe der Fermi-Kante, die so genannte
Coulomb-Lücke (engl. Coulomb gap). Die Ursache für diese Lücke lässt sich fol-
gendermaßen veranschaulichen. Ein System aus lokalisierten Ladungsträgern befin-
det sich im Grundzustand. Alle Zustände mit Energien unterhalb der Fermi-Energie
sind besetzt. Für einen Übergang aus einem besetzten Zustand i mit Ei < EF in
einen unbesetzten j mit Ej > EF wird die Energie
E = ∆Eij − e
2
4pi rij
≥ 0 (3.86)
benötigt. Hierbei ist  = 0r die Dielektrizitätskonstante. Der letzte Term entspricht
der Coulomb-Wechselwirkung. Das Minuszeichen in Gleichung (3.86) verdeutlicht
die attraktive Wechselwirkung zwischen einem besetzten und einem unbesetzten
Zustand4. Für den Grundzustand muss E ≥ 0 gelten. Liegen die beiden Zustän-
de in einem Energieintervall [EF − ε/2, EF + ε/2] um die Fermi-Energie, so gilt
∆Eij < ε. Damit E ≥ 0 ist, muss rij ≥ e2/ε sein. Dies bedeutet, dass die Anzahl
der Zustände N(E) in diesem Intervall nicht größer als 3ε3/e6 sein kann. Für die
Zustandsdichte dN(E)/dε folgt damit D(E) ≤ 3ε2/e6. Unter Berücksichtigung
der Coulomb-Wechselwirkung existiert also eine parabolische Coulomb-Lücke um
die Fermi-Energie. Da der Übergang langsam abfällt und nicht abrupt ist, spricht
man auch von einem weichen Übergang (engl. soft gap).
Efros und Shklovskii zeigten, dass die Temperaturabhängigkeit der Leitfähigkeit
4Ein unbesetzter Elektronen-Zustand kann als besetzter Loch-Zustand verstanden werden. Die
Wechselwirkung zwischen besetztem und unbesetztem Elektronen-Zustand enspricht also der
Wechselwirkung zwischen einem Elektron und einem Loch und ist somit attraktiv.
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bei Anwesenheit einer Coulomb-Lücke zu einem dimensionsunabhängigen Expo-
nenten x = 1/2 in Gleichung (3.84) führt. Hopping-Leitfähigkeit unter Berück-
sichtigung der Coulomb-Wechselwirkung wird daher als Efros-Shklovskii Variable-
Range-Hopping (ES-VRH) [96] bezeichnet:
σ(T ) = σ0 exp
[
−
(
Tes
T
)1/2]
(3.87)
mit
kTes = C
e2
4piξ
. (3.88)
Heute nimmt man an, dass beide Modelle Grenzwerte des Variable-Range-Hopping
sind, je nach Verhältnis der Hopping Energie ∆Em und Coulomb-Lücke. Ist die
Hopping-Energie größer als die Coulomb-Lücke, so ist kein Einfluss der veränder-
ten Zustandsdichte zu erwarten.
Elektrische Felder
Bis jetzt wurde ausschließlich die Temperaturabhängigkeit der elektrischen Leitfä-
higkeit betrachtet. Es soll nun die Abhängigkeit der Leitfähigkeit von elektrischen
Feldern F = V/L untersucht werden. Dabei soll die Energiedifferenz eFr des elek-
trischen Feldes innerhalb des Hopping-Radius kleiner als die thermische Energie
sein [98, 99]:
eFξ/kT  1 kleine elektrische Felder. (3.89)
Im Leitfähigkeitsregime des Variable-Range-Hopping nimmt der Hopping-Radius
kontinuierlich mit sinkender Temperatur zu, so dass der Feldstärkenbereich, in dem
ein Ohmsches Verhalten der Leitfähigkeit beobachtet werden kann, schneller als die
Temperatur abnimmt. Wenn das elektrische Feld anwächst, beobachtet man einen
Anstieg der Leitfähigkeit, da in Feldrichtung die Energiezustände abgesenkt wer-
den, so dass das Hüpfen erleichtert wird. Dieser Effekt übersteigt bei Weitem den
Effekt der Reduktion der Übergangswahrscheinlichkeit von entgegen der Feldrich-
tung verlaufenden Hopping-Prozessen. Die Leitfähigkeit zeigt das Verhalten
σ(F, T ) = σ(0, T ) exp
(
C
eFr
kT
)
, (3.90)
mit C einer nummerischen Konstante, die durchaus temperaturabhängig sein kann.
Für den Fall sehr großer elektrischer Felder
eFξ/kT  1 sehr große elektrische Felder (3.91)
zeigt sich, dass elektrische Felder eine ähnliche Rolle spielen wie die Temperatur.
Um die Abhängigkeit der Leitfähigkeit von hohen elektrischen Feldern zu bekom-
men, ersetzt man die Temperatur T in Gleichung (3.84) beziehungsweise Gleichung
(3.87) [98, 99]
σ(F ) = σ0 exp
[
−
(
F0
F
)x′]
(3.92)
mit den Konstanten σ0, F0 und dem Exponenten x′ = x.
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Magnetische Felder
Ein äußeres Magnetfeld führt zum Schrumpfen der Wellenfunktion und somit zur
Reduktion der Übergangswahrscheinlichkeit. Es ist also zu erwarten, dass die Leit-
fähigkeit mit wachsendem Magnetfeld abnimmt. Durch den Einfluss eines Magnet-
feldes verringert sich der Lokalisierungsradius, entsprechend [96]
ξ(B) =
~√
2m∗E0(B)
. (3.93)
Hierbei ist E0 der Grundzustand der Ladungsträgerfalle, z. B. eine Störstelle oder
ein Quantenpunkt. Für schwache Magnetfelder (`B  ξ) zeigt die Leitfähigkeit ein
Verhalten, entsprechend [96]
σ(B, T ) = σ0 exp
(−b(T ) B2) (3.94)
mit
b = t
e2ξ4
~2
(
T0
T
)y
. (3.95)
Für Mott-Variabel-Range-Hopping gilt der Parametersatz, t = 5/2016, y = 3/4.
Für Efros-Shklovskii-Variabel-Range-Hopping gilt [96]: t = 0.0015, y = 3/2.
Für starke Felder (`B ≈ ξ) gilt:
σ(B, T ) = σ0 exp
[
−
(
T0(B)
T
)z]
. (3.96)
Die Werte für T0 und z für Mott- und Efros-Shklovskii-Variable-Range-Hopping
sind für den Fall konstanter Zustandsdichte an der Fermi-Kante D(EF) = const.:
z = 1/3, kT0(B) =
2.1 eB
D(EF) ~ ξ(B)
. (3.97)
Für Systeme mit einer Coulomb-Lücke in der Zustandsdichte gilt [96]:
z = 3/5, kT0(B) = 3.17
e2
4pi
(
1
`2B ξ(B)
)1/3
. (3.98)
3.4.2. Thermoelektrische Effekte - Grundbegriffe der
Leitfähigkeitstheorie
Bei der Untersuchung thermodynamischer Größen, wie beispielsweise der spezifi-
schen Wärme, wird implizit vorausgesetzt, dass das zu untersuchende System sich
im Quasi-Gleichgewicht befindet. Dies bedeutet, dass Änderungen des Systems auf
Grund äußerer Störungen, wie zum Beispiel der Temperatur oder ein äußeres Mag-
netfeld, sehr langsam und reversibel ablaufen. Die zeitliche Entwicklung eines Sys-
tems beziehungsweise das Verhalten eines Systems unter Nichtgleichgewichtsbe-
dingungen werden im Rahmen der mikroskopischen Transporttheorie5 beschrieben.
5Die mikroskopische Transporttheorie basiert auf der Boltzmann (Transport-)Gleichung
∂f
∂t
∣∣∣∣Feld + ∂f∂t
∣∣∣∣Drift + ∂f∂t
∣∣∣∣Stoß = 0. (3.99)
61
3. Transport in Nanostrukturen
Die folgenden Betrachtungen konzentrieren sich auf Systeme mit einer kleinen Ab-
weichung aus dem Gleichgewichtszustand. Wird die Störung, die das System aus
dem Gleichgewicht bringt, abgeschaltet, so kehrt das System innerhalb der Relaxa-
tionszeit in das Gleichgewicht zurück. Für kleine Störungen lassen sich Transport-
koeffizienten aufstellen, die die Reaktion des Systems auf die Störung beschreiben.
Die wichtigsten Transportkoeffizienten sind:
- elektrische Leitfähigkeit, σ: j = σ × F, ∇T = 0 (3.101)
- Wärmeleitfähigkeit, κ: Q = −κ×∇T, j = 0 (3.102)
- Peltier-Koeffizient, Π: Q = Π× I ∇T = 0 (3.103)
- Seebeck-Koeffizient, S: F = S ×∇T, j = 0 (3.104)
mit j,Q,∇T und F , dem elektrischen Strom, dem Wärmestrom, dem Tempera-
turgradient und dem elektrischen Feld. Ein weiterer, hier nicht aufgeführter Trans-
portkoeffizient, ist die Hall-Konstante RH = Fy/(Bjx) mit jy = ∇T = 0. Die
Transportkoeffizienten sind auf Grund der Zeitreversibilität mikroskopischer Pro-
zesse nicht völlig unabhängig. Die Onsager-Relation6 ermöglicht es, aus bekann-
ten Koeffizienten unbekannte zu ermitteln. Die bekannteste Relation verbindet den
elektrischen mit dem Wärmetransport (ohne Magnetfeld):
j = L11F − L12∇T
T
,
Q = L11F − L12∇T
T
. (3.106)
Bei der Bewegung der Elektronen beziehungsweise Löcher werden Ladung und
Energie gleichzeitig befördert, unabhängig davon, ob diese Bewegung durch ein
elektrisches Feld oder ein Temperaturgefälle hervorgerufen wird. Ein elektrischer
Strom kann somit nicht nur durch ein elektrisches Feld, sondern auch durch ein
Temperaturgefälle zu Stande kommen; entsprechendes gilt für den Wärmestrom. In
den meisten Fällen wird jedoch durch die experimentelle Anordnung der Transport
Sie ist eine Bestimmungsgleichung für die gestörte Verteilungsfunktion f = f(r,k, t). Ihre
Lösung erfordert meist eine dem speziellen Transportvorgang angepasste Näherung. Besondere
Schwierigkeiten bereiten dabei die Stoßterme, weil sie mikroskopische Wechselwirkungen be-
rücksichtigen. Detaillierte Betrachtungen zur Transporttheorie findet man in den Standard Fest-
körperbüchern von Ashcroft und Mermin [100], Ibach und Lüth [101] und Ziman [102]. Ein
alternativer Zugang zur Beschreibung von Transportphänomenen, insbesondere für Bauelemen-
te, in denen Quanteneffekte dominieren, geschieht durch die Betrachtung einer für das System
charakteristischen Dichtematrix ρˆ. Ihre zeitliche Entwicklung wird durch die von Neumann Glei-
chung
i~
∂
∂t
ρˆ = [H, ρˆ] (3.100)
gegeben. Die eckigen Klammern beschreiben den Kommutator des Hamilton-Operators und der
Dichtematrix.
6Die Onsager-Relation besagt ein symmetrisches Verhalten der verallgemeinerten Transportkoef-
fizienten,
L21 = L12. (3.105)
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im thermischen Gleichgewicht betrachtet; der Wärmestrom ist zu vernachlässigen.
Im Folgenden werden kurz die drei wichtigsten thermoelektrischen Effekte be-
schrieben, bei denen der Wärmestrom eine entscheidende Rolle spielt.
Der Seebeck-Effekt liefert die Feldstärke, die sich bei einem Temperaturgefälle ein-
stellt, sofern kein elektrischer Strom fließt. Diese Feldstärke macht sich in der Ther-
mospannung Va,b bemerkbar, die in einem offenen Stromkreis auftritt, wenn sich
zwei Materialien mit unterschiedlichem Seebeck-Koeffizienten auf verschiedenen
Temperaturen befinden,
Va,b =
b∫
a
dT (Sa − Sb) . (3.107)
Eine Abschätzung für die Größenordnung des Seebeck-Koeffizienten von Halblei-
tern ist durch
S ≈
(
k
e
)(
Eg
kT
)
(3.108)
gegeben.
Beim Hopping-Transport ist die spezifische Wärme temperaturunabhängig. Die La-
dungsträger liefern einen konstanten Beitrag zur Entropie in der Größenordnung
ln 2. Hieraus resultiert ein Seebeck-Koeffizient in der Größenordnung von
S ≈
(
k
e
)
ln 2 = 60 mV/K. (3.109)
Der Peltier-Effekt beschreibt den Wärmestrom, der sich ohne Temperaturgefälle in
Folge eines elektrischen Feldes einstellt. Er wirkt sich an den Verbindungsstel-
len zweier unterschiedlicher Materialien aus. In Folge der verschiedenen Peltier-
Koeffizienten ist der Wärmestrom an beiden Seiten einer Verbindungsstelle unter-
schiedlich, so dass dort ein „Wärmestau“
Qab = (Πa − Πb)× I (3.110)
auftritt. Auf der einen Seite findet eine Erwärmung statt, entsprechend wird die
andere Seite abgekühlt. Der Peltier-Koeffizient steht über die Kelvin-Relation
Π = S × T (3.111)
mit dem Seebeck-Koeffizienten in Beziehung.
Schließlich ist noch der Thomson-Effekt zu erwähnen. Er besagt, dass bei einem ho-
mogenen Leiter, in dem ein Temperaturgefälle herrscht, neben der Joulschen Wär-
me (I2/G) eine zusätzliche Erwärmung oder Abkühlung stattfindet, sobald in ihm
ein elektrischer Gleichstrom fließt. Der Thomson-Effekt lässt sich somit als ein kon-
tinuierlicher über den Leiter verteilter Peltier-Effekt beschreiben. Man unterschei-
det zwischen positiver Thomson - Wärme, bei der sich der Leiter beim Stromdurch-
gang erwärmt (keine Joulsche Wärme!) und negativer Thomson - Wärme, die ein
Abkühlen des Leiters beim Stromdurchgang zur Folge hat.
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3.5. Raumladungsbegrenzter Stromtransport
Bei der Injektion von Ladungsträgern sind zwei Grenzfälle zu betrachten. Zum
einen kann der Stromtransport durch die Injektion von Ladungsträgern aus den
Elektroden in den Halbleiter bestimmt sein. Hierbei sind die energetischen Verhält-
nisse an der Grenzfläche zwischen der metallischen Elektrode und dem Halbleiter
entscheidend. Auf Grund der unterschiedlichen Austrittsarbeit bildet sich an der
Grenzfläche eine Sperrschicht aus. Die unterschiedlichen Austrittsarbeiten führen
zu einem Ausgleich der beweglichen Ladungsträger. Bei einem n-Halbleiter fließen
Elektronen in das Metall. Dadurch entstehen im Halbleiter gebundene positive und
im Metall negative Raumladungszonen, die zur Ausbildung eines elektrischen Fel-
des führen, das einen weiteren Ladungsträgertransport verhindert. Damit ein Strom
fließen kann, müssen die Ladungsträger die mit der Sperrzone verbundene Potenzi-
albarriere Φ0 überwinden. Kennzeichnend für den Transport an Metall-Halbleiter-
Übergängen ist der von der Richtung der angelegten Spannung abhängige Strom. In
der so genannten Durchlassrichtung steigt die Stromdichte als Funktion der ange-
legten Spannung V [103]
j = js
[
exp
(
eV
kT
− 1
)]
mit js = A∗T 2 exp
(
−eΦ0
kT
)
. (3.112)
A∗ ist die effektive Richardson-Konstante [103]
A∗ =
m∗
m
[
4piem0k
2
h3
]
=
m∗
m
[
1.2× 106 A
m2K2
]
. (3.113)
Bei entgegengesetzter Spannungspolarität ist die Stromdichte von der Spannung
unabhängig. In Sperrrichtung fließt nur eine kleine Sperrstromdichte js. Charakte-
ristisch für diesen Transportmechanismus ist ein hohes Gleichrichtungsverhältnis
zwischen den Stromdichten in Durchlass- und Sperrrichtung.
Ein gänzlich unterschiedlicher Transportmechanismus tritt auf, wenn die Injektions-
fähigkeit der Elektrode auf Grund einer geringen Energiebarriere Φ0 sehr groß ist,
jedoch der Stromfluss durch den Transport der Ladungsträger innerhalb des Halblei-
tervolumens begrenzt ist. Dieser Fall wird als raumladungsbegrenzter Stromtrans-
port7 (engl space charge limited current - SCLC) bezeichnet. Durch eine zu gerin-
ge Leitfähigkeit der Halbleiter bauen die injizierten Ladungsträger im Bereich der
Elektrode eine Raumladungszone auf und begrenzen dadurch die Injektionsrate des
Kontakts. Auf Grund der geringen Leitfähigkeit des Halbleiters soll im Weiteren für
ihn der Begriff Isolator gleichwertig verwendet werden. Für einen idealen Isolator,
der keine8 frei beweglichen oder in Störstellen lokalisierten Ladungsträger enthält,
7Die Theorie der Ladungsträgerinjektion in Isolatoren und des damit verbundenen raumladungsbe-
grenzten Stromtransports wurde im Wesentlichen von Rose [104] und Lampert [105] entwickelt.
Die Ausführungen in der vorliegenden Arbeit zu dieser Thematik orientieren sich an der sehr
guten und übersichtlichen Darstellung im Buch von Lampert und Mark [106].
8Zumindest sollte die Anzahl der freien (intrinsischen) Ladungsträger im Vergleich zur induzier-
ten Ladungsträgerkonzentration sehr gering sein. Ist dies nicht der Fall, so wird ein Ohmsches
Transportverhalten beobachtet.
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gilt die Mott-Guerney oder Child-Beziehung zwischen angelegter Spannung und
Stromdichte,
j =
9
8
0rµ
V 2
L3
. (3.114)
Hierbei ist mit L die Ausdehnung des Isolators und mit r die spezifische Dielektri-
zitätskonstante bezeichnet. Im Modell des raumladungsbegrenzten Stroms ist der
Stromfluss ausschließlich volumenbestimmt. Die Forderungen an die Kontaktei-
genschaften begrenzen sich auf die Bedingung einer beliebig hohen Injektionsfä-
higkeit. Dies wird für Ladungsträger erfüllt, bei denen die Angleichung der Fermi-
Energien von Elektrode und Isolator eine Ladungsträgeranreicherung im Bereich
der Kontaktfläche des Isolatorvolumens erzeugt. Hieraus resultiert, dass der Span-
nungsabfall über der Grenzschicht im Vergleich zum Spannungsabfall über der Iso-
latorschicht zu vernachlässigen ist. Im Folgenden werden Kontakte, die diesen An-
forderungen genügen, als Ohmsche Kontakte bezeichnet, unabhängig davon, ob in
der entsprechenden Strom-Spannungs-Charakteristik ein Ohmsches Verhalten beo-
bachtbar ist.
Auf Grund von chemischen Verunreinigungen oder Kristalldefekten existieren in
realen Isolatoren Zustände, die Ladungsträger einfangen können. Diese Zustände
werden Ladungsträgerfallen, kurz Fallen (engl. traps) genannt. Je nach relativer La-
ge des Fallen-Energieniveaus Et zur Fermi-Energie unterscheiden sich die Fallen
in:
tiefe Fallen: Et − EF < kT, (3.115)
flache Fallen: Et − EF > kT. (3.116)
Fallenzustände bei diskreter Energie
Die (lokale) Konzentration der freien Ladungsträger in nicht-entarteten Halbleitern
beziehungsweise Isolatoren ergibt sich aus dem Produkt der effektiven Zustands-
dichte Dc/v und dem Boltzmann-Faktor [105, 106]
n = Dc/v exp
(
±EF − Ec/v
kT
)
, (3.117)
wobei das Pluszeichen für Elektronen im Leitungsband und das Minuszeichen für
Löcher im Valenzband gilt. In einem Isolator mit insgesamt ρt flachen Fallen sind
die meisten der Fallen gefüllt. Die Konzentration der gefüllten Fallen folgt der
Fermi-Dirac Statistik und lautet [106]
nt =
ρt
1 + ( 1
gs
) exp
(±Et−EF
kT
) . (3.118)
Mit gs ist der Entartungsgrad der Fallenzustände bezeichnet. Für den Fall, dass beide
Spinniveaus in einem Fallenzustand besetzt werden können, ist gs = 2. Das Verhält-
nis der freien Ladungsträgerdichte zur Dichte der besetzten Fallen ist unabhängig
von Ort und Stromdichte. Es gilt mit ∆Et = ±(Ec/v − Et)
θ =
n
nt
=
Dc/v
gs ρt
exp
(
±∆Et
kT
)
= const. (3.119)
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Für den Transport bedeutet das Vorhandensein noch unbesetzter flacher Fallen, dass
ein geringerer Anteil der induzierten Ladungsträger als freie Ladungsträger für den
Transport zur Verfügung steht. Ein Großteil der induzierten Ladungsträger wird in
den Fallen gebunden. Die Konsequenz ist ein späterer Aufbau der Raumladung.
Der Übergang vom Ohmschen zum raumladungsbegrenzten Transport erfolgt bei
höheren Spannungen. Im Vergleich zum Transport im idealen Isolator ist die Be-
weglichkeit auf Grund der flachen Fallen um den Faktor θ reduziert. Der raumla-
dungsbegrenzte Transport bei Anwesenheit flacher Fallen folgt der Relation [106]
j =
9
8
θµ 0r
V 2
L3
=
9
8
µ 0r
V 2
L3
[(
Dc/v
ρt
)
exp
(
∆Et
kT
)]
. (3.120)
Ab einer Spannung VTFL (engl. trap filled limit - TFL) sind alle Fallen mit La-
dungsträgern besetzt. Jetzt trägt jeder injizierte Ladungsträger zum Strom bei, wo-
durch der Strom bei geringer Spannungserhöhung stark zunimmt. Der Stromsprung
erfolgt bis zu dem Maximalstrom, der bei dieser Spannung durch das fallenfreie
Verhalten des Isolators nach Gleichung (3.114) gegeben ist und nicht überschritten
werden kann. Die vollständige Auffüllung der Fallen bei VTFL bedeutet ferner, dass
das Fermi-Niveau die Fallenenergie Et durchläuft und somit die Näherung der fla-
chen Fallen aus (3.115) nicht mehr gültig ist. Bei weiterer Spannungserhöhung ist
ein Verhalten entsprechend Gleichung (3.114) beobachtbar. Sind mehrere diskrete
Energieniveaus flacher Fallen vorhanden, so sind entsprechend viele Stromsprünge
zu beobachten.
Für den Fall des Vorhandenseins tiefer Fallen sind fast alle Fallen gefüllt. Die An-
zahl der nicht besetzten Fallenniveaus ist
pt = ρt − nt = ρt
1 + g exp
(
EF−Et
kT
) . (3.121)
Beim Transport durch einen Isolator mit tiefen Fallen werden bei kleinen Span-
nungen die freien Fallen gefüllt. Ein Ohmsches Verhalten ist in der Kennlinie beo-
bachtbar. Sind alle Fallen gefüllt - dies geschieht bei der Spannung VTFL - geht das
System sprungartig in den Zustand des idealen Isolators über und ein Transportver-
halten entsprechend Gleichung (3.114) ist beobachtbar. Im Vergleich zu den flachen
Fallen entfällt also der Bereich reduzierter Beweglichkeit. Da nach (3.118) für tiefe
Fallen nt ≈ ρt gilt, ändert sich das Verhältnis n/nt mit dem Injektionspegel, so dass
sich keine konstante effektive Beweglichkeit, wie im Fall flacher Fallen, einstellt.
Energetische Verteilung von Fallenzuständen
Im vorangegangenen Abschnitt besaßen alle Ladungsträgerfallen das diskrete Ener-
gieniveau Et. Es sollen nun die Auswirkungen auf den Transport erörtert werden,
wenn die Fallenzustände energetisch verteilt sind. Hierbei wird einerseits eine kon-
stante beziehungsweise gleichförmige Energieverteilung
Dt = const. (3.122)
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und eine exponentielle Energieverteilung
Dt =
ρt
kTt
exp
(
E − Ec
kTt
)
(3.123)
angenommen. Tt ist eine für die Fallenverteilung charakteristische Temperatur. Mit
dem Verteilungsparameter λ, der die Variation der Zustandsdichte innerhalb des
Energiebereichs kT bestimmt, gilt Tt = λ T . Für kleine Werte von λ variiert Dt
stark mit der Energie und für große λ nur schwach. Ferner lässt sich zeigen [106],
dass im Experiment zwischen einer exponentiellen und einer Gaußschen Energie-
verteilung
Dt =
ρt
σ
√
2pi
exp
(
−1
2
(
E − Emax
σ
)2)
(3.124)
nicht unterschieden werden kann.
Für den Fall einer exponentiellen Energieverteilung der Fallen ist eine analytische
Herleitung der Strom-Spannungs-Charakteristik nicht möglich. Lampert entwickel-
te daher ein Modell, bei dem die Probe in drei Bereiche unterteilt wird, in de-
nen dann bestimmte Näherungen für die Ladungsträgerdichten gelten. Mit Hilfe
dieser Näherungsmethode konnte Lampert ein Kennlinienmodell entwickeln. Die
Stromdichte-Spannungsabhängigkeit im Übergangsbereich zwischen Ohmschem
und raumladungsbegrenztem Transport zeigt dann die Beziehung
j = Dc/v µ e
1−λ
(
0r λ
ρt(λ+ 1)
)(
λ+ 1
λ+ 1
)λ+1
V λ+1
L2λ+1
. (3.125)
Es erfolgt also ein Anstieg der Stromdichte j ∝ V λ+1.
Die gleichförmige Energieverteilung der Fallenzustände kann als Grenzfall der ex-
ponentiellen Verteilung für λ → ∞ betrachtet werden. Der Kennlinienverlauf lässt
sich mit dem Lampertschen Näherungsverfahren bestimmen und ergibt
j = 2e n0 µ F exp
(
2 0r
Dt eL
F
kT
)
, (3.126)
mit F = V/L und n0 der intrinsischen, freien Ladungsträgerkonzentration.
3.6. Zusammenfassung
In diesem Kapitel wurden Transportmechanismen in niederdimensionalen Ladungs-
trägern diskutiert. Einen Schwerpunkt bildete die Beschreibung des resonanten Tun-
nelstroms über null- und zweidimensionale Zustände. Am Beispiel einer Doppel-
barrierenstruktur wurden die Modelle des kohärenten und sequenziellen Tunnel-
stroms vorgestellt; hierbei wurden Effekte wie die dynamische Ladungsträgerakku-
mulation im Quantentopf berücksichtigt. In einem separaten Abschnitt wurde in den
Magnetotransport bei Doppelbarrierenstrukturen eingeführt.
Nach einer kurzen Beschreibung zur Realisierung von lateralen und vertikalen
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Quantenpunktstrukturen wurde auf Besonderheiten des Transports von einzelnen
Ladungsträgern in Quantenpunktstrukturen eingegangen. So wurde beispielswei-
se die Ursache der stufenförmigen Strom-Spannungs-Charakteristik, die so ge-
nannte Coulomb-Treppe, auf die Coulomb-Blockade zurückgeführt. Im Rahmen
des Tunnel-Hamilton-Operators wurde eine theoretische Beschreibung der Strom-
Spannungs-Kennlinie von Quantenpunktstrukturen hergeleitet. In einem separaten
Abschnitt wurde der Einfluss äußerer Magnetfelder auf den Tunnelstrom durch
Quantenpunktstrukturen untersucht. Hierbei wurden die beiden Standardgeometri-
en der Magnetfeldorientierung, senkrecht und parallel zum Strom, einzeln disku-
tiert.
Ein weiterer Abschnitt führte in den Hopping-Transport in Nanostrukturen ein. Der
Transport durch Hüpfen mit variabler Sprunglänge, dem so genannten Variable-
Range-Hopping wurde sowohl im Mott-Modell (ohne Wechselwirkung der La-
dungsträger) als auch im Efros-Shklovskii-Modell (mit Coulomb-Wechselwirkung)
vorgestellt. Der Einfluss moderater elektrischer Felder und Magnetfelder auf den
Hopping-Transport wurde diskutiert. Der Abschnitt endete mit einer Einführung in
die Grundbegriffe thermodynamischer Größen beziehungsweise Effekte.
Der letzte Abschnitt behandelte den raumladungsbegrenzten Transport in Halblei-
terstrukturen. Die Mott-Guerney- oder Child-Relation wurde hergeleitet sowie die
Änderungen dieser Relation auf Grund von Fallenzuständen diskutiert.
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4. Selbstorganisierte
Nanostrukturen
4.1. Epitaktisches Wachstum dünner
Halbleiterschichten
Dünne Halbleiterschichten finden in vielen Bereichen von Forschung und Anwen-
dung ein reges Interesse. Zur Herstellung von dünnen Halbleiterschichten existiert
eine große Anzahl von Verfahren [103]. Im Bereich der Grundlagenforschung, bei
der große Wachstumsraten eine untergeordnete Rolle spielen, ist die Molekular-
strahlepitaxie (engl. Molecular Beam Epitaxy - MBE) am gebräuchlichsten. Bei
der Molekularstrahlepitaxie werden Atome oder Moleküle aus einer Effusionszelle
thermisch verdampft und scheiden sich epitaktisch auf einem einkristallinen Subs-
trat ab. Um Verunreinigungen mit Fremdatomen zu vermeiden, wird die Mole-
kularstrahlepitaxie im Ultrahochvakuum bei einem Umgebungsdruck im Bereich
von 10-10 mbar durchgeführt. Mit der Molekularstrahlepitaxie können einkristalli-
ne Schichten von nur wenigen Atomlagen und großer Grenzflächenschärfe erzeugt
werden. Ein Schema einer Molekularstrahlepitaxie-Anlage ist in Abbildung 4.1 dar-
gestellt.
Die Molekularstrahlepitaxie ist ein bewährtes Epitaxieverfahren zur Herstellung
von Heterostrukturen. Beim epitaktischen Wachstum zweier unterschiedlicher Ma-
terialien aufeinander (Heteroepitaxie) ist die Oberflächenenergie der beteiligten
Materialien ein entscheidender Parameter, nach dem sich der Wachstumsmodus
klassifizieren lässt. In der Heteroepitaxie wird zwischen drei Wachstumsmodi un-
terschieden: Ist die Oberflächenenergie des Substrats (B) größer als die des auf-
wachsenden Films (A), so benetzt der Film A das Substrat B und es tritt glattes,
lagenweises Wachstum (engl. layer-by-layer growth) auf. Dieser Wachstumsmo-
dus ist nach seinen Entdeckern benannt und heißt Frank-van der Merwe-Wachstum
[108], siehe Abbildung 4.2. Ist die Oberflächenenergie des Substrats geringer als
die des aufwachsenden Films, so wird das Substrat vom aufwachsenden Film nicht
vollständig benetzt. Material A ordnet sich auf Material B so an, dass es möglichst
wenig Oberfläche bedeckt. Es bilden sich dreidimensionale Material-Cluster auf
dem Substrat. Man spricht vom Vollmer-Weber-Wachstum [109], siehe Abbildung
4.2.
Neben der Oberflächenenergie ist die Spannungsenergie auf Grund einer Gitterfehl-
anpassung ein weiterer Wachstumsparameter. Ist die Gitterkonstante des aufwach-
senden Materials größer als die des Substrats, so kristallisieren die ersten Monola-
gen des aufwachsenden Films mit einer dem Substrat ähnlichen Gitterkonstanten.
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Abbildung 4.1.: Schema einer Silizium-Germanium Molekularstrahlepitaxie-Anlage [107].
Das Substrat ist auf einem rotierenden Halter angebracht und kann während der Wachstums-
phase auf einige hundert Grad aufgeheizt werden, um eine genügend hohe Beweglichkeit
der auftreffenden Atome zu erzielen. In Effusionszellen werden die Ausgangsstoffe durch
elektrisches Heizen (z. B. Ge, C, B) oder bei Materialien mit hohem Schmelzpunkt (z. B.
Si) durch Elektronenbombardement verdampft. Durch die Temperatur des Schmelztiegels
ist der Teilchenfluss, also die Wachstumsgeschwindigkeit, regelbar und durch so genannte
Shutter an- und abschaltbar. Mit Hilfe von Elektronenbeugung lässt sich in situ die kristal-
lographische Struktur des epitaktisch gewachsenen Films analysieren.
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Abbildung 4.2.: Wachstumsmodi in der Heteroepitaxie. Ist die Wechselwirkung zwischen
dem Substrat und den Atomen der aufgebrachten Lage stärker als zwischen den Adatomen,
beginnt eine neue Lage erst dann zu wachsen, wenn die vorhergehende bereits vollstän-
dig ist. Es handelt sich um das Frank-van der Merwe-Wachstum. Beim Vollmer-Weber-
Wachstum ist die entgegengesetzte Situation vorzufinden. Die Wechselwirkung der Atome
der aufgebrachten Lage untereinander ist größer als die zwischen aufgebrachter Lage und
Substrat. Es kommt zum Inselwachstum. Das Stranski-Krastanov-Wachstum setzt sich aus
den vorangegangenen Wachstumsarten zusammen. Die Atome ordnen sich bis zu einer kri-
tischen Schichtdicke lagenweise an. Beim Überschreiten der kritischen Dicke reißt der Film
auf und Inselwachstum beginnt.
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Abbildung 4.3.: Schematische Darstellung einer selbstorganisierten Nanostruktur. Wich-
tig beim Übergang vom glatten Wachstum zur Inselbildung ist die elastische Verspannung
und deren Relaxation. Im Gegensatz zu pseudomorphen Schichten, die nur einen metastabi-
len Zustand darstellen und beim Überschreiten einer kritischen Dicke plastisch relaxieren,
können die dreidimensionalen Inseln ihre Spannungsenergie durch elastische Relaxation
abbauen. Die Spannungsrelaxation geschieht durch Vergrößerung des Gitterabstandes an
den Inselkanten und in höheren Lagen. So kommt es zu einer schrittweisen Annäherung an
den Volumenabstand.
Da die Gitteranpassung parallel zur Grenzschicht des unverspannten Substrats er-
folgt, spricht man von einem pseudomorphen Film (engl. wetting layer). Auf Grund
des Poisson-Verhältnisses1 erfolgt auch senkrecht zur Grenzschicht eine Gitteran-
passung, die die auftretende laterale Verspannung kompensiert. Der aufgewachsene
Film ist somit biaxial verspannt. Diese Spannungsenergie nimmt mit der Schicht-
dicke zu. Ab einer kritischen Filmdicke tritt eine Wachstumsinstabilität auf, bei
der der geordnete, glatte Film energetisch ungünstig ist und aufreißt. Ein Über-
gang zum dreidimensionalen, zufällig verteilten Inselwachstum erfolgt. Hierbei
bestimmen der Unterschied der Gitterkonstanten sowie die Wachstumstemperatur
und Wachstumsraten die Form, Größe und Flächendichte der Inseln. Der Phasen-
übergang vom epitaktischen zum zufällig verteilten Inselwachstum wird Stranski-
Krastanov-Phasenübergang [3] genannt. Der Wachstumsmodus heißt entsprechend
Stranski-Krastanov-Wachstum, siehe Abbildung 4.2.
Die Inselbildung erlaubt den Gitterebenen des aufgewachsenen Materials, sich ih-
rem Volumenabstand anzunähern (elastische Relaxation, siehe Abbildung 4.3). Dies
verringert die im Film gespeicherte elastische Energie. Andererseits kostet die In-
selbildung durch die Vergrößerung der Oberfläche zusätzliche Oberflächenenergie.
Dieses Wechselspiel von Erniedrigung der elastischen Energie und Vergrößerung
der Oberflächenenergie ist die treibende Kraft beim Übergang vom glatten zum In-
selwachstum.
Die zum Teil nur wenige Nanometer großen Inseln besitzen eine perfekte Kris-
1Das Poisson-Verhältnis ν = −ε⊥/ε‖ ist der Quotient aus Querkontraktion ε⊥ und Längsdehnung
ε‖. Die Dehnung ist als positiv definiert und die Stauchung als negativ. Das Poisson-Verhältnis
enthält ein Minuszeichen, damit normale Materialien ein positives Verhältnis besitzen. Ähnlich
wie das Youngsche Modul ist das Poisson-Verhältnis eine Materialeigenschaft.
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Abbildung 4.4.: Bandstruktur von Silizium und Germanium in der Nähe der Bandlücke
[115].
tallstruktur ohne Kantendefekte oder Versetzungen. Für Ladungsträger sind die In-
seln ideale Quantenpunktsysteme, da die Beweglichkeit der Ladungsträger in al-
len drei Raumrichtungen auf das Inselvolumen reduziert ist. Das Besondere bei
dieser Art von Quantenpunktsystemen ist, dass sie ohne Zuhilfenahme von litho-
graphischen oder Ätzverfahren erzeugt werden können. Die Inseln des Stranski-
Krastanov-Phasenübergangs entstehen vollkommen selbstständig. Sie werden daher
selbstorganisierte Inseln bzw. Quantenpunkte (engl. self-assembled Quantum dot -
SAD) genannt.
4.2. Verspannte epitaktische Schichten:
Silizium-Germanium Heterostrukturen
Im Folgenden werden die für Transportprozesse relevanten Größen der Silizium-
Germanium Heteroepitaxie eingeführt. Zur Vertiefung sei auf die umfangreichen
Arbeiten zur Silizium-Germanium Heteroepitaxie von Friedrich Schäffler [110],
Oliver G. Schmidt [111], Bert Voigtländer [112], Karl Brunner [113] und Ul-
rich Denker [114] hingewiesen. Im Rahmen dieser Arbeit wird ausschließlich der
Löcher-Transport studiert, so dass Details des Leitungsbandes nur am Rande be-
trachtet werden. Die elektronischen Eigenschaften des Valenzbandes stehen im Vor-
dergrund.
4.2.1. Der Volumenkristall: Silizium und Germanium
Die am intensivsten untersuchten und am besten verstandenen Halbleiterbandstruk-
turen sind die der Elemente Silizium (Si) und Germanium (Ge). Sie gehören der IV.
Hauptgruppe des Periodensystems an. Beide Elemente kristallisieren in der Dia-
mantstruktur. Dies ermöglicht eine dreidimensionale kovalente Bindung, bei der
jedes Atom von vier nächsten Nachbarn in tetraedrischer Konfiguration (sp3) umge-
ben ist. Die Diamantstruktur ist darstellbar durch zwei ineinander gestellte, kubisch
flächenzentrierte Strukturen, die entlang der Raumdiagonalen verschoben sind. Die
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Bandstrukturen der beiden Elemente weisen viele Gemeinsamkeiten auf und wer-
den daher hier gemeinsam behandelt. Abbildung 4.4 zeigt die Energiedispersion
von Silizium und Germanium in der Nähe der Bandlücke Eg. Die Dispersionskurve
E(k) des Leitungsbandes durchläuft mehrere Minima, wohingegen das Valenzband
ein räumlich entartetes Maximum am Γ-Punkt, also bei k = 0 besitzt. Da die Mi-
nima des Leitungsbandes nicht im Γ-Punkt liegen, sind Silizium und Germanium
indirekte Halbleiter. Die indirekte Bandlücke EΓ→∆g von Silizium beträgt 1.11 eV,
für Germanium istEΓ→Lg = 0.66 eV. Die direkten Bandlücken betragen im Silizium
EΓ→Γg = 3.40 eV und im Germanium EΓ→Γg = 0.80 eV.
Die Valenzbandkante Ev ist im Γ-Punkt dreifach entartet. Der Verlauf der drei Bän-
der ist in Abbildung 4.4 mit Ehh für die schweren Löcher (engl. heavy hole), Elh
für den Verlauf der leichten Löcher (engl. light hole) und Eso für die auf Grund
der Spin-Bahn-Kopplung Spin-abgespaltenen Löcher (engl. spin split off hole) an-
gegeben. Nahe der Bandkante lässt sich die Energiedispersion E(k) in entarteter
Störungsrechnung [25] ermitteln. Unter Berücksichtigung der Spin-Bahn-Kopplung
ergibt sich für die Energiedispersion der beiden zusammenliegenden Schwer-Loch
und Leicht-Loch Bänder [25, 39, 110]
Ehh,lh(k) = Ev − ~
2
2m0
[
Ak2 ∓
√
B2k4 + C2(k2xk
2
y + k
2
yk
2
z + k
2
zk
2
x)
]
, (4.1)
wobei das Minuszeichen das Schwer-Loch Band und das Pluszeichen das Leicht-
Loch Band beschreibt. Das um den Betrag der Spin-Bahn Aufspaltung ∆so (engl.
spin-orbit splitting) gegenüber der Bandkante energetisch abgesenkte Band der
Spin-abgespaltenen Löcher wird durch die Dispersion [110]
Eso(k) = Ev −∆so − ~
2
2m0
Ak2 (4.2)
beschrieben. Die KonstantenA,B, und C lassen sich nicht mehr im strengeren Sinn
auf die effektive Masse zurückführen, da die Energiedispersion keine quadratische
Funktion von k ist. Die Valenzbänder sind demnach nicht parabolisch, sondern sie
ändern ihre Krümmung in Abhängigkeit von der Kristallrichtung. Man bezeichnet
sie deshalb als Bänder mit Verwerfungen. Die Isoenergieflächen E(k) = const.
haben in etwa die Gestalt von „ausgebeulten“ Würfeln; man spricht daher von ge-
wölbten Energieflächen (engl. warped surfaces). In Abbildung 4.5 sind beispielhaft
die isoenergetischen Flächen der Löcher im Silizium illustriert.
Mit den Konstanten A,B, und C lassen sich die effektiven Loch-Massen in Wachs-
tumsrichtung in Einheiten der Elektronenmasse m0 wie folgt ausdrücken [25, 110]:
mhhz =
1
−A+B (4.3)
mlhz =
1
−A−B (4.4)
msoz =
1
−A. (4.5)
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Si Ge
γ1 4.285 13.38
γ2 0.339 4.24
γ3 1.446 5.69
κ -0.42 3.41
q 0.01 0.06
Tabelle 4.1.: Luttinger-Parameter von Silizium und Germanium
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Abbildung 4.5.: Isoenergieflächen der Löcher im Silizium
Der Zusammenhang der Parameter A,B und C mit den in Kapitel 2.1.2 in Glei-
chung (2.19) genannten Luttinger-Parametern ergibt sich wie folgt [25]:
γ1 = −A, (4.6)
γ2 = −B/2, (4.7)
γ3 =
√
(B/2)2 +
1
3
(C/2)2. (4.8)
Die Werte für die effektiven Landé g-Faktoren der drei Loch-Bänder im Silizium-
und Germanium-Volumenkristall lassen sich aus dem 6×6 Hamilton-Operator der
k · p Theorie ableiten [116, 117, 118]. Die g-Faktoren sind richtungsabhängig. Die
zwei ausgezeichneten Richtungen sind parallel und senkrecht zur Wachstumsrich-
tung (z-Richtung). In Wachstumsrichtung ergibt sich aus der Diagonalisierung des
Operators (2.72) mit q = 0
ghhz = −6 κL(0), (4.9)
glhz = −2 κL(0), (4.10)
gsoz = −4 κL(−∆)− 2, (4.11)
dazu senkrecht
ghh‖ = 0, (4.12)
glh‖ = −4 κL(0) (4.13)
gso‖ = −4 κL(−∆)− 2. (4.14)
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Si Ge
ghhz 2.52 -20.46
glhz 0.84 -6.82
gsoz 0.32 -15.64
ghh‖ 0 0
glh‖ 1.68 -13.64
gso‖ 0.32 -15.64
Tabelle 4.2.: Effektive Landé g-Faktoren, senkrecht und parallel zur Wachstumsrichtung.
A B |C|
Si -4.26 -0.63 4.93
(-4.38) (-1.00) (4.80)
Ge -13.27 -8.63 12.4
(-12.35) (-8.26) (12.07)
m∗hh/m0 m
∗
lh/m0 m
∗
so/m0
0.53 0.15 0.23
0.28 0.04 0.09
Si Ge
Gitterkonstante (nm) 0.5431 0.5657
elastische Module C11, C12 (Mbar) 1.66,0.64 1.29,0.48
Poisson-Verhältnis in [001]-Richtung ν = C12/(C11 + C12) 0.278 0.273
dielektrische Konstante (r) 11.9 16.2
indirekte Bandlücke (eV) 1.11 (∆) 0.664 (L)
direkte Bandlücke (eV) 3.40 0.80
Spin-Bahn Aufspaltung (eV) 0.044 0.296
effektiver Landé g-Faktor s. Tab. 4.2 s. Tab. 4.2
Loch-Mobilität (cm2 V-1s-1) 450 1900
Tabelle 4.3.: Wichtige Materialparameter von Silizium und Germanium
Der effektive g-Faktor in beliebiger kristallographischer Richtung 〈k l m〉 lässt sich
aus den g-Faktoren senkrecht und parallel zur Wachstumsrichtung ermitteln,
g2 = g2z cos
2 φ+ g2⊥ sin
2 φ. (4.15)
Hierbei ist φ = ^(〈k l m〉, 〈0 0 1〉) der Winkel zwischen der Richtung 〈k l m〉 und
der Wachstumsrichtung z = 〈0 0 1〉. In Tabelle 4.2 sind die effektiven g-Faktoren
von Silizium und Germanium zusammengefasst. Die Tabelle 4.3 zeigt die wichtigs-
ten Materialparameter von Silizium und Germanium.
4.2.2. Der Silizium-Germanium Mischkristall
Silizium und Germanium lassen sich in jedem Mischungsverhältnis zu einer Le-
gierung der Form Si1−xGex mit einem Germaniumgehalt x im Bereich von 0 bis
1 (0% - 100%) herstellen. Die Legierung kristallisiert, wie die Volumenkristalle, in
der Diamantstruktur. Unterhalb einer Germaniumkonzentration von 85% gleicht die
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Bandstruktur des Silizium-Germanium-Mischkristalls der von Silizium, mit Lei-
tungsbandminima im ∆-Punkt. Ab einem Germaniumanteil von 85% liegen die
Minima des Leitungsbandes im L-Punkt und die Bandstruktur ähnelt der reinem
Germaniums.
Nach dem Vegard-Gesetz lässt sich die Gitterkonstante des Mischkristalls linear
aus den Gitterkonstanten des reinen Siliziums aSi = 0.543 nm und Germaniums
aGe = 0.566 nm interpolieren2 [110, 113]
aSiGe(x) = aSi + (aGe − aSi) x = 0.543 + 0.023 x nm. (4.16)
Hierbei gibt x die Germaniumkonzentration in der Legierung an. Auf Grund der
vom Siliziumsubstrat unterschiedlichen Gitterkonstanten der Legierung und der
daraus resultierenden Gitterfehlanpassung beim Wachstum kristallisieren die ersten
Monolagen Silizium-Germanium pseudomorph auf dem Siliziumsubstrat. Die auf-
gewachsene Silizium-Germaniumschicht ist somit biaxial verspannt. Parallel zur
Grenzschicht passt sich die Gitterkonstante des Silizium-Germaniums der Gitter-
konstante von Silizium an, averspanntSiGe,‖ = aSi. Der Betrag der zugehörigen lateralen
Verspannung ε‖ = εxx = εyy = (aSi − aSiGe)/aSiGe ≈ −0.04 x [113] nimmt nä-
herungsweise linear mit der Germaniumkonzentration zu. Das Minuszeichen zeigt,
dass die Gitterkonstante zur Anpassung gestaucht wurde. Bei ε‖ handelt es sich al-
so um eine Druckspannung (engl. compressive strain). Senkrecht zur Grenzschicht
wird die Gitterkonstante auf Grund des Poisson-Verhältnisses gedehnt. Die Git-
terkonstante in Wachstumsrichtung erfährt eine Zugspannung (engl. tensile strain)
ε⊥ = εzz = −2 C12/C11 ε‖ = −0.77ε‖ ≈ 0.03 x, [113] die ebenfalls eine li-
neare Abhängigkeit von der Germaniumkonzentration in der Legierung zeigt. Die
in der verspannten Schicht gespeicherte elastische Energie wächst linear mit der
Schichtdicke. Ab einer gewissen maximalen Schichtdicke setzen plastische Span-
nungsrelaxationsprozesse ein, bei der Versetzungen entstehen. Grundsätzlich sind
auch elastische Spannungsrelaxationen möglich, bei denen es zu einem Aufrauen
der Oberfläche beziehungsweise zur Inselbildung kommt. Bei sehr kleinen Wachs-
tumsraten ist auch ein Stranski-Krastanov Phasenübergang möglich. Das Verhal-
ten bei inelastischen Spannungsrelaxationen ist in Abbildung 4.6 illustriert. Die
so genannte kritische Schichtdicke der Silizium-Germaniumschicht hängt entschei-
dend von der Germaniumkonzentration der Legierung ab. Dies ist insofern ver-
ständlich, da hierdurch die Gitterkonstante beziehungsweise die Spannungsfelder
beeinflusst werden. Matthews und Blakeslee berechneten [120, 121] auf der Basis
mechanischer Gleichgewichtszustände den Verlauf der kritischen Schichtdicke von
Silizium-Germanium auf einem Siliziumsubstrat in Abhängigkeit von der Germani-
umkonzentration. In Abbildung 4.7 ist der von Matthews und Blakeslee berechnete
Verlauf der kritischen Schichtdicke in Schwarz eingezeichnet. Untersuchungen der
Versetzungsdichte an gewachsenen Silizium-Germaniumschichten zeigen jedoch,
dass die von Matthews und Blakeslee berechneten kritischen Schichtdicken für das
2Experimentelle Untersuchungen an unverspannten Silizium-Germanium-Kristallen zeigen ei-
ne Abhängigkeit der Gitterkonstanten von der Germaniumkonzentration in der Form [119]:
aSiGe(x) = 0.5431 + 0.2 x+ 0.027 x2 nm.
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Abbildung 4.6.: Silizium-Germanium-Heteroepitaxie. Für die Deformation des Gitters
wird eine bestimmte Energie benötigt, die mit wachsender Schichtdicke zunimmt. Ab einer
kritischen Schichtdicke übersteigt die zur elastischen Deformation benötigte Energie jenen
Wert, der ausreicht, um Versetzungen zu erzeugen. Es setzt die plastische Relaxation ein
und das aufwachsende Gitter wird durch die Bildung von Versetzungen an das Gitter der
Unterlage angepasst. Gitteranpassung, a) zwei kubische Gitter mit unterschiedlichen Git-
terkonstanten, b) Gitteranpassung durch elastische Deformation, c) Gitteranpassung durch
plastische Deformation und Einbau von Versetzungen
Abbildung 4.7.: Kritische Schichtdicke als Funktion der Germanium-Konzentration in der
Si1−xGex-Legierung. Die untere Kurve [120, 121] gibt das theoretische Limit im thermi-
schen Gleichgewicht an. Die experimentell bestimmte obere Kurve grenzt das Gebiet meta-
stabiler Schichten ein.
Entstehen von Versetzungen durchaus nicht zwingend sind. Es lassen sich glatte,
verspannte Schichten mit Dicken oberhalb der kritischen Schichtdicke wachsen,
die jedoch nicht temperaturstabil sind und bei thermischen Beanspruchungen in-
elastisch relaxieren können. Diese Schichten gelten als metastabil. People und Bean
[122] konnten dieses Verhalten durch rein energetische Betrachtung erklären: Der
von Matthews und Blakeslee berechnete Verlauf der kritischen Schichtdicke ist eine
untere Grenze für das Einsetzen von plastischen Relaxationen. In ihrem Modell sind
keine Prozesse, die die Bildung von Versetzungslinien behindern, berücksichtigt.
Erforderliche Schwellenergien und Wechselwirkungen von Gitterdefekten wurden
vernachlässigt. Das Modell von People und Bean berücksichtigt diese Prozesse und
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liefert gute Übereinstimmungen mit den experimentellen Befunden. Das Modell
liefert zudem eine obere Grenze, bei der die Schichten grundsätzlich relaxiert sind.
Bandverlauf
Die elektronischen Eigenschaften der Silizium-Germaniumlegierung, insbesondere
die Bandlücke, die kleiner ist als im reinen Silizium, lassen sich durch den Germani-
umgehalt variieren (Bandgap engineering). Die Abbildung 4.8 (a) zeigt den Verlauf
der Energielücke für verspannte und unverspannte Silizium-Germaniumlegierungen
in Abhängigkeit vom Germaniumgehalt der Legierung. Es ist deutlich zu erken-
nen, dass die Verspannung einen entscheidenden Einfluss auf die Bandlücke hat.
In theoretischen Betrachtungen zur Auswirkung der vom Germaniumgehalt abhän-
gigen Spannungsfelder auf die Silizium-Germanium-Bandstruktur, konnte People3
[122, 124, 125] zeigen, dass Spannungsfelder Energiezustände im Leitungs- und
Valenzband verschieben und die Entartung in den Bändern aufheben können. Im
Rahmen der selbstkonsistenten Dichte-Funktional-Theorie unter Einbeziehung von
Verspannungsfeldern berechneten van der Walle und Martin [126] die Bandkanten-
sprünge (engl. band offsets) in Silizium-Germanium-Heterostrukturen. Die Analy-
sen von van der Walle und Martin sowie empirische Pseudopotenzial-Rechnungen
von Rieger und Vogl [127] zeigen, dass der Verlauf des Mittelwerts des Valenzband-
kantensprungs ∆Eavv zwischen Valenzbandkante des unverspannten Substrats4 und
der des verspannten Films nur schwach von der Verspannung abhängt und linear
mit der Germaniumkonzentration x im Film variiert [127],
∆Eavv = (x− y) (0.47− 0.006 y) eV. (4.17)
Ausgehend vom mittleren Valenzbandkantensprung ∆Eavv können die Verläufe aller
Bandkanten der Leitungs- und Valenzbänder beschrieben werden, indem die Kor-
rekturen durch Spin-Bahn-Aufspaltung, Bandlücken und Deformationspotenziale
für das entsprechende Band zu ∆Eavv addiert werden. Eine biaxiale Verspannung
lässt sich formal durch eine hydrostatische Verspannung (2ε‖ + ε⊥) und eine uni-
axiale Verspannung (ε⊥ − ε‖) in [0 0 1] Richtung ausdrücken. Die beiden Span-
nungskomponenten bewirken einerseits eine energetische Verschiebung der Bänder
beziehungsweise eine Aufhebung der Entartung der Bänder und somit eine Auf-
spaltung. Die hydrostatische Verspannung verschiebt die Bandkanten [113, 128]
∆Eavv = aV(2ε‖ + ε⊥) (4.18)
3Die Arbeit von People basiert auf Überlegungen von Bir und Pikus [123]
4Hier wurde allgemein ein unverspanntes Si1−yGey-Substrat angeführt. Für y = 0 erhält man ein
unverspanntes Siliziumsubstrat.
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mit aV, dem hydrostatischen Deformationspotenzial des Valenzbandes.
Eine uniaxiale Verspannung führt zu einer Aufspaltung der Bänder [110, 129]
∆Ehh =
1
3
∆so − 1
2
δE (4.19)
∆Elh = −1
6
∆so +
1
4
δE +
1
2
√
∆2so +∆soδE +
9
4
δE2 (4.20)
∆Eso = −1
6
∆so +
1
4
δE − 1/2
√
∆2so +∆soδE +
9
4
δE2 (4.21)
mit δE = 2b(ε⊥ − ε‖) und b, dem uniaxialen Deformationspotenzial des Valenz-
bandes. In Abbildung 4.8 (b) sind die Auswirkungen einer hydrostatischen bezie-
hungsweise uniaxialen Deformation auf den Bandverlauf skizziert.
Unter Verwendung von Gleichung (4.17) ist die Abhängigkeit des mittleren Valenz-
bandsprungs von der Germaniumkonzentration eines pseudomorph auf unverspann-
tem Silizium (y = 0) aufgewachsenen Silizium-Germanium-Films durch die Bezie-
hung ∆Eavv = 0.47 x eV gegeben. Der Valenzbandsprung ∆Ev zwischen den ener-
getisch am höchsten liegenden Valenzbändern des Substrats und Films lässt sich un-
ter Berücksichtigung der Aufspaltung der Valenzbänder durch folgende Gleichung
annähern [129]
∆Ev = ∆E
av
v +max {∆Ehh,∆Elh,∆Eso} = 0.71 x eV. (4.22)
In der Regel ist das Schwer-Loch Band (hh) das energetisch am höchsten verlau-
fende. Somit ist der Verlauf von ∆Ehh durch Gleichung (4.22) gegeben.
Beim verspannten Silizium-Germanium auf unverspanntem Silizium ist die Größe
der indirekten Bandlücken (Γ → ∆) abhängig von der Germaniumkonzentration
[129, 130],
EΓ→∆g (x, 4.2 K) = 1.17− 0.896 x+ 0.4396 x2 eV (x < 0.4). (4.23)
Die Temperaturabhängigkeit der Bandlücke zeigt ein vergleichbares Verhalten wie
im reinen Silizium, [103]
Eg (x, T ) = Eg (x, 0 K)− 4.72× 10
−4 T 2
T + 636
. (4.24)
Eine in Silizium eingebettete pseudomorphe Silizium-Germaniumschicht besitzt
einen Type II Bandverlauf [131]. Die Ladungsträger können daher nicht in der
gleichen Schicht lokalisiert werden. Allerdings lässt sich der Leitungsbandkanten-
sprung ∆Ec für die meisten Zwecke vernachlässigen, wie aus Abbildung 4.9 zu
entnehmen ist.
Dielektrizitätskonstante
Die Dielektrizitätskonstante der Silizium-Germaniumlegierung (x) lässt sich mit
Hilfe der Clausius-Mossotti Gleichung [132]
(x)− 1
(x) + 2
= (1− x) Si − 1
Si + 2
+ x
Ge − 1
Ge + 2
(4.25)
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Abbildung 4.8.: (a) Bandlücke als Funktion des Germaniumgehalts in der Si1−xGex-
Legierung. Die obere Kurve zeigt den Verlauf für unverspannte Legierungen. Für x = 0.85
beobachtet man einen Übergang zwischen einer Silizium-ähnlichen (Leitungsbandmini-
mum im ∆-Punkt) und einer Germanium-ähnlichen Bandstruktur (Leitungsbandminimum
im L-Punkt). Die beiden anderen Kurven beziehen sich auf pseudomorphe Si1−xGex-
Schichten, die auf unverspanntes Silizium-Substrat gewachsen wurden. Dies führt zu einem
Aufspalten des Valenzbandes. (b) Auswirkung der hydrostatischen und uniaxialen Verspan-
nung auf das Valenz- und Leitungsband. Quelle: [110]
(a) (b)
Abbildung 4.9.: Kontur-Darstellung des Leitungsband- beziehungsweise Valenzband-
Offsets an der Si1−xGex/Si1−xsGexs-Grenzschicht. Quelle: [110]
aus den Dielektrizitätskonstanten von Silizium und Germanium berechnen. Glei-
chung (4.25) vereinfacht sich zu
(x) =
2 (A+B) + 1
1− (A+B) (4.26)
mit
A = (1− x) Si − 1
Si + 2
und B = x Ge − 1
Ge + 2
. (4.27)
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Abbildung 4.10.: (a) Verlauf der Silizium-Germanium Valenzband-Parameter A,B und
C als Funktion der Germanium-Konzentration [110]. (b) Verlauf der entsprechenden
Luttinger-Parameter [138].
Eine Obergrenze für die Werte der Dielektrizitätskonstante der Legierung ist durch
eine lineare Interpolation der Dielektrizitätskonstanten beider Elemente möglich
[133, 134]
(x) = 11.9 (1 + 0.36 x). (4.28)
Zustandsdichte
Die Zustandsdichte des Valenzbandes des Silizium-Germanium-Mischkristalls ist
beträchtlich kleiner als im Silizium. Manku und Nathan [135, 136] haben Dispersi-
onsrelationen E(k) für verspanntes Silizium-Germanium berechnet. Ihre Rechnung
ergab, dass die Zustandsdichte auf Grund der Reduktion der Loch-Masse signifi-
kant kleiner ist. Beispielsweise reduziert sich die Zustandsdichte im Mischkristall
im Vergleich zum reinen Silizium fast um den Faktor drei bei einem Germanium-
anteil von 30%. Die Rechnungen von Manku und Nathan werden durch experi-
mentelle Untersuchungen [137] unterstützt. So konnte beispielsweise in p-dotierten
Si1−xGex-Strukturen ein Ausfrieren von Löchern bei höheren Temperaturen als in
Strukturen aus reinem Silizium gleicher Dotierung beobachtet werden. Des Weite-
ren wurde in den Si1−xGex-Strukturen eine höhere Mobilität gemessen.
Effektive Massen
Die effektiven Loch-Massen in verspannten Silizium-Germanium-Heterostrukturen
berechnet man am besten im Rahmen einer Sech-Band k · p-Methode (drei Va-
lenzbänder + Spin) [127], die die Spin-Bahn Kopplung berücksichtigt. Der Effekt
von Verspannungen lässt sich über Deformationspotenziale als Störung einführen
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[139, 140]
mSiGehh /m0 (x) = −0.1432 x3 + 0.3618 x2 − 0.3669 x+ 0.2534 (4.29)
mSiGelh /m0 (x) = −2.8369 x3 + 4.6844 x2 − 2.8700 x+ 0.8956 (4.30)
In Abbildung 4.10 ist der Verlauf der Valenzbandparameter beziehungsweise
Luttinger-Parameter als Funktion des Germaniumgehalts der Legierung dargestellt.
4.3. Stranski-Krastanov Wachstum von
Germanium auf Silizium (0 0 1)
Germanium wächst auf Silizium im Stranski-Krastanov-Wachstumsmodus. Die
ersten Monolagen Germanium kristallisieren pseudomorph auf dem Siliziumsub-
strat und bilden eine Benetzungsschicht. Ab zirka 4.5 Monolagen reißt der glat-
te Film auf und es entstehen zufällig verteilte Germanium-Inseln. Abhängig von
der Substrattemperatur existieren drei unterschiedliche Inseltypen: Bei Substrat-
temperaturen oberhalb von 600◦C können sich entweder kugelabschnittsförmige
Domes [141, 142] oder {1 0 5} facettierte Pyramiden mit quadratischer Grundflä-
che [143] bilden. Beide Inselformen können reversibel ineinander übergehen [114].
Typischerweise liegt der Durchmesser der Inseln im Bereich von 50 nm bis 300 nm
[144].
Der dritte Inseltyp entsteht bei Substrattemperaturen im Bereich von 350◦C bis
550◦C. Diese Inseln sind im Vergleich zu den erstgenannten deutlich kleiner und
werden Hut-Cluster [141, 145] genannt.
Im Rahmen dieser Arbeit wurden ausschließlich Proben mit Hut-Cluster-Inseln ge-
wachsen. Im weiteren Verlauf wird daher nur auf Eigenschaften von Hut-Clustern
Bezug genommen.
4.3.1. Strukturelle Eigenschaften von Hut-Clustern
Bei der Nukleation von Hut-Clustern bilden sich anfangs Pyramiden mit quadrati-
scher Grundfläche und einer Kantenlänge von zirka 10 nm bis 15 nm. Die Ober-
fläche der Hut-Cluster ist {1 0 5} facettiert. Bei anhaltender Germaniumzufuhr
geht die quadratische Grundfläche der Hut-Cluster in eine rechteckige über. Ih-
re Form ähnelt hierdurch der Gestalt von Walmdächern. Typischerweise haben
die Hut-Cluster eine Breite B von 10 nm bis 15 nm und besitzen ein Längen-
zu-Breite-Verhältnis von L:B = 3:1 [112]. Die durchschnittliche Inselhöhe H be-
trägt 1.0 nm ±20%. Hut-Cluster besitzen ein selbstlimitierendes Wachstumsver-
halten [141]. Das bedeutet, dass große Inseln deutlich langsamer als kleine wach-
sen. Durch dieses Verhalten ist eine gewisse Inselgrößen-Homogenität sicherge-
stellt. Die Standardabweichung σ der mittleren Inselgröße 〈L〉 liegt im Bereich von
σ/〈L〉 ∼ 0.5 − 0.9 [112, 144, 147]. Die Fluktuation in der mittleren Inselgröße ist
normalverteilt,
w(L) =
1
σ
√
2pi
e−
1
2 (
L−〈L〉
σ )
2
. (4.31)
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Ge “Hut”-Cluster Islands
Grown at 500°C substrate temperature
Pyramid-shaped, elongated islands
with {105} facets, aligned || <100>
Abbildung 4.11.: Rastertunnelmikroskopische Aufnahmen von nicht überwachsenen Hut-
Clustern auf Silizium. Der linke Bildausschnitt ist 200 nm × 180 nm, der rechte
55 nm × 55 nm groß. [146]
L
B s
D
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Abbildung 4.12.: Hut-Cluster. (a) Rastertunnelmikroskopische Aufnahme eines Hut-
Clusters [112]. (b) Aufriss zweier Hut-Cluster.
Aus den Fluktuationen der Inselgröße ergeben sich Fluktuationen im Energieab-
stand:w(E) ∝ w(L)(dE/dL)−1. Unter der Voraussetzung, dass der Energieabstand
mit wachsender Inselgröße im Verhältnis 1/Lγ schrumpft, ergibt sich folgende Be-
ziehung:w(E) ∝ w(L)/E(1+γ)/γ mit γ als Fit-Parameter. Ein weiterer Effekt dieses
selbstlimitierenden Wachstums ist, dass die Insel-Flächendichte % entscheidend von
der deponierten Germaniummenge abhängt [147]. In Abbildung 4.13 ist die Ab-
hängigkeit der Insel-Flächendichte von der Germaniumdeposition dargestellt. Un-
terhalb einer Germaniumschichtdicke von etwa 6 Monolagen ist die Flächendichte
relativ niedrig im Bereich von 1× 1010cm−2. Ab 6 Monolagen steigt die Inseldich-
te stark an. Die Dichte nimmt annähernd linear mit der Germanium-Deposition zu
und erreicht bei etwa 7 Monolagen Germanium die Sättigung. Die maximale Insel-
Flächendichte ist bei 8×1010cm−2 erreicht. Oberhalb von 7 Monolagen bilden sich
großflächige Material-Cluster mit Versetzungen [141]. Der mittlere Abstand der
Inselzentren d ergibt sich aus der Inselflächendichte wie folgt:
d ∼ 1/√%. (4.32)
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Abbildung 4.13.: (a) Hut-Cluster Flächendichte als Funktion der Anzahl von Germanium
Monolagen [114]. (b) Laterale Ausdehnung der Hut-Cluster als Funktion der Germanium
Monolagen [112].
Hieraus lässt sich ein mittlerer Inselabstand
s = d− 〈L〉 (4.33)
abschätzen.
4.3.2. Elektronische Eigenschaften
Hut-Cluster in einer Silizium-Matrix besitzen einen Type-II Bandkantenverlauf
[149]. Der mittlere Bandkantensprung zwischen der Silizium und der Germanium-
Valenzbandkante beträgt 0.84±0.005 eV. Das Schwer-Loch Band liegt energetisch
am höchsten und bildet die Valenzbandkante. Die Bandkantensprünge zwischen der
Siliziumumgebung und den Germanium Hut-Clustern definiert ein dreidimensiona-
les Einschlusspotenzial, in dem Löcher lokalisiert werden können. Auf Grund des
selbstorganisierten Wachstums der Hut-Cluster spricht man daher auch von ihnen
als selbstorganisierte Quantenpunkte.
Zur Berechnung der Eigenzustände der Hut-Cluster ist es notwendig, den Einfluss
von Verspannungen auf den Bandverlauf zu kennen. Dazu benötigt man genaue
Kenntnisse über die Deformationspotenziale [150]. Zudem sollte der Potenzialver-
lauf nicht starr, sondern selbstkonsistent unter Einbeziehung der durch die Ladungs-
träger erzeugten elektrischen Felder, das bedeutet in Hartree Näherung [149, 151]
berechnet werden. Eine weitere Verbesserung erhält man, wenn zur Berechnung der
Eigenzustände die Wechselwirkungen der einzelnen Bänder mit berücksichtigt wer-
den. Hierfür benutzt man die k · p-Methode [32, 152].
Die Anzahl der Arbeiten, die explizite Eigenzustände von Löchern in
Germanium-Quantenpunkten untersuchen, ist überschaubar. Für pyramidenförmi-
ge Germanium-Quantenpunkte sind von Dvurechenskii und Yakimov [149, 151]
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(a) (b)
Abbildung 4.14.: (a) Kontur-Darstellung der Wellenfunktion von |32〉- und |12〉-Zuständen
für die ersten vier Niveaus im Quantenpunkt: Grundzustand hh-(a), lh-(b); erster angeregter
Zustand hh-(c), lh-(d); zweiter angeregter Zustand hh-(e), lh-(f) und die dritten angereg-
ten Zustände hh-(g), lh-(h). Die Darstellungen mit dem (...∗) entsprechen der Superposition
des ersten und zweiten angeregten Zustandes: (1/
√
2)[|ψ1〉±|ψ1〉 exp(iφ)]. Hierdurch wird
der p-ähnliche Charakter unterstrichen. (c*), (d*) entsprechen der Superposition unter Ver-
wendung des Pluszeichens, (e*) und (f*) der des Minuszeichens. (b) g-Faktor des Grund-
zustandes eines Germanium-Quantenpunktes als Funktion der lateralen Ausdehnung. Der
Quantenpunkt besitzt eine Höhe von 1.5 nm. Quelle: [148]
sowie von Nenashev und Dvurechenskii [148] Simulationen in Effektivmassennä-
herung durchgeführt worden. In den Rechnungen wurde für die schweren Löcher
eine effektive Masse m∗‖ = 0.39m0 für die Komponente in der Wachstumsebene
undm∗z = 0.2 für die Masse in Wachstumsrichtung angesetzt. Der Schwerpunkt der
Rechnungen galt der Untersuchung des g-Faktors. Insbesondere wurde die Größe
des g-Faktors als Funktion der lateralen Ausdehnung der Quantenpunkte untersucht.
Für sehr breite Quantentröge berechnet sich der Loch-g-Faktor wie im Volumen-
material: gz = 6κ, g‖ = 0 bei schweren Löchern und gz = 2κ, g‖ = 4κ bei leich-
ten Löchern. gz, g‖ sind die Komponenten des effektiven g-Faktor-Tensors für eine
Magnetfeldorientierung senkrecht beziehungsweise parallel zur Wachstumsebene
(x-y-Ebene), κ ist ein Luttinger-Parameter, siehe Tabelle 4.1. In schmalen Quanten-
töpfen führt die Unbestimmtheit in der kz-Komponente des Wellenvektors zu einer
Änderung des Leicht-Loch-g-Faktors, auf Grund des Mischens von Leicht-Loch-
und Split-Off-Zuständen [123]. Der g-Faktor der schweren Löcher bleibt hierbei
unverändert. Bei sehr dünnen Quantenfilmen ist der g-Faktor durch die Materialei-
genschaften des umgebenden Barrierenmaterials bestimmt. In einem Quantenpunkt
ist die Wellenfunktion sowohl in Wachstumsrichtung als auch in der Wachstums-
ebene quantisiert. Dies führt zu einer Modifikation des g-Faktors, da nun kx, ky
unbestimmt sind, was ein starkes Vermischen [123] der leichten und schweren Lö-
cher zur Folge hat. Das Vermischen resultiert letztlich aus den Spannungsfeldern
εxy, εxz, εyz im Quantenpunkt. Wenn die Zeeman-Energie im Vergleich zur Raum-
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quantisierung klein ist, hängt der g-Faktor nur von der Richtung des Magnetfeldes
ab und lässt sich in erster Ordnung Störungstheorie entwickeln:
|g| = 2
√
〈ψ|e · µQD|ψ〉2 + |〈ψ|e · µQD|ψ∗〉|2, (4.34)
mit ψ, ψ∗ den Kramer-Doubletts, e dem Einheitsvektor in Magnetfeldrichtung und
µQD, dem magnetischen Moment des Quantenpunktes. Zur Berechnung des Matrix-
elementes von µQD müssen die Wellenfunktionen ψ, ψ∗ bestimmt werden. Nena-
shev et al. [148] verwendeten zur Bestimmung der Loch-Zustände im Quantenpunkt
einen Tight-Binding Ansatz. Die Abbildung 4.14 (a) zeigt Kontur-Darstellungen der
Wellenfunktionen der ersten vier Quantenpunkt-Zustände.
Die Untersuchungen von Nenashev et al. ergaben eine deutliche Anisotropie des
g-Faktors für den Quantenpunkt-Grundzustand: gzz ist zirka eine Größenordnung
größer als gxx und gyy. Zudem nimmt die Anisotropie des g-Faktors bei Quanten-
punkten mit größerer lateraler Ausdehnung zu. Die Abhängigkeit der Komponen-
ten des g-Faktors von der lateralen Ausdehnung des Germanium-Quantenpunktes
sind in Abbildung 4.14 (b) dargestellt. Nach Nenashev et al. ist die Ursache für
die starke Anisotropie des g-Faktors die Ähnlichkeit des Grundzustandes mit dem
Schwer-Loch-Zustand |3
2
,±3
2
〉, dessen transversale Komponenten einen g-Faktor
nahe Null besitzen. Mit anwachsender lateraler Ausdehnung nimmt der Grundzu-
stand zunehmend die Eigenschaften des Schwer-Loch-Zustandes an; dies verstärkt
die Anisotropie.
4.4. Zusammenfassung
In diesem Kapitel wurde das epitaktische Wachstum dünner Halbleiterschichten er-
läutert. Die drei wichtigsten Wachstumsmodi des epitaktischen Wachstums dünner
Halbleiterschichten (Frank-van der Merwe-Wachstum, Vollmer-Weber-Wachstum
und Stranski-Krastanov-Wachstum) wurden vorgestellt.
Die grundlegenden Modelle zur Beschreibung der Selbstorganisation von Halblei-
ternanostrukturen im Silizium-Germanium Materialsystem wurden besprochen.
Ein weiterer Abschnitt erläuterte beziehungsweise fasste wichtige Materialparame-
ter der Silizium und Germanium Volumenmaterialien sowie des Mischkristalls zu-
sammen, wobei ein Schwerpunkt auf den Parametern der Valenzbandstruktur lag.
Insbesondere wurden die Auswirkungen von Verspannungen auf die Eigenzustände
und effektiven Massen in Abhängigkeit des Germanium-Anteils in der Legierung
betrachtet.
Eine Zusammenfassung der strukturellen und elektronischen Eigenschaften von
Germanium-Quantenpunkten in der Hut-Cluster-Phase beendete das Kapitel, wobei
ein Schwerpunkt auf der Diskussion des g-Faktors der Germanium-Quantenpunkte
lag.
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Tunneldioden
5.1. Aufbau der Supergitter
5 nm Si
5 nm Si
100 nm
Si:B 8x10 cm
18 -3
100 nm
Si:B 8x10 cm
18 -3
p+ Si(001)
Substrat
10 nm Si Ge0,7 0,3
10 nm Si Ge0,7 0,3
Abbildung 5.1.: Schichtfolge der
im Rahmen dieser Arbeit untersuch-
ten Proben. Der rot skizzierte Bereich
der aktiven Schicht variiert von 4.5 ML
(wetting layer) bis 6.5 ML (Hut-Cluster
Inseln) reinen Germaniums.
Die untersuchten Silizium-Germanium-
Heterostrukturen sind in der Molekular-
strahlepitaxie am Max-Planck-Institut für
Festkörperforschung in Stuttgart gewachsen
worden [107]. Sie besitzen folgende Schicht-
folge:
Bei einer Substrattemperatur von 460◦C wird
auf p+-dotiertem1 Silizium-(0 0 1)-Substrat
eine 100 nm dicke Bor-dotierte Silizium-
Schicht gewachsen. Um genügend Ladungs-
träger und somit eine gute Leitfähigkeit
bei Temperaturen von wenigen Millikelvin
gewährleisten zu können, beträgt die Dotier-
konzentration 8 × 1018 cm−3. Anschließend
wird ein 10 nm dicker Silizium-Germanium-
Film mit einem Germaniumanteil von 30%
in der Legierung gewachsen. In dieser
Schicht thermalisieren die Löcher aus den
hochdotierten Silizium-Kontaktbereichen.
Die Thermalisierungsschicht wird von einer
5 nm dicken Siliziumschicht bedeckt, die
die Ladungsträger von der folgenden aktiven
Schicht trennt. Die aktive Schicht besteht, je
nach Probe (siehe Tabelle 5.1), aus einigen
Monolagen (ML) undotierten Germaniums. Durch eine 5 nm dicke Siliziumdeck-
schicht ist die aktive Schicht komplett in Silizium eingebettet. Zum Abschluss
folgt erneut ein 10 nm dicker Silizium-Germanium-Film, der wiederum von einer
100 nm dicken, p+-hochdotierten Silizium-Kontaktschicht überwachsen ist.
Germanium zeigt auf Silizium ein Stranski-Krastanov Wachstum (s. Kapitel 4).
Bei den untersuchten Heterostrukturen variiert die Dicke der aktiven Schicht, so
dass sowohl Proben mit einer Schichtdicke unterhalb des Phasenübergangs als
14 Zoll Silizium p++ Wafer mit einem spezifischen Widerstand von weniger als 0,002 Ωcm bei
Raumtemperatur
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Wachstumstemperatur: 460◦C
Dotierung in den Kontakten: 8× 1018cm−3
Thermalisierungsschicht: 10 nm Si0.7Ge0.3
Barrieren: 5 nm Silizium
Wafer aktive Schicht
(ML Germanium)
S1323 5.5
S1324 4.5
S1456 5.0
S1457 6.5
Tabelle 5.1.: Übersicht der Wachstumsparameter der im Rahmen dieser Arbeit gewachse-
nen Proben. Wafer S1324 unterschreitet die kritische Schichtdicke. Es findet kein Phasen-
übergang im Wachstum statt; es wächst ein glatter biaxial verspannter Germanium-Film
(wetting layer). Bei den übrigen Wafern ist ein Phasenübergang beobachtbar. Es bilden sich
zufällig verteilte Germanium-Inseln, so genannte Hut-Cluster. Mit der Anzahl der Monola-
gen korrelliert die Zunahme der Insel-Flächendichte, s. Abbildung 4.13 in Abschnitt 4.3.1.
auch darüber gewachsen worden. Der Phasenübergang vom pseudomorphen zum
Inselwachstum lässt sich in situ mit Elektronenbeugung (RHEED - reflection
high energy electron diffraction) beobachten. Durch die Substrattemperatur lässt
sich die Inselgröße der entstehenden Germaniuminseln beeinflussen. Unterhalb
von 550◦C bilden sich Inseln des metastabilen Hut-Cluster Typs. Die Hut-Cluster
sind die kleinsten Germanium-Inseln, die beim Wachstum auf Silizium entstehen
können. Sie haben die Form von Walmdächern mit einer Basislänge von 15 nm bis
20 nm. Die Inseln besitzen ein selbstorganisiertes und selbstlimitiertes Wachstum.
Die Inselflächendichte nimmt oberhalb der kritischen Dichte von 4.5 Monolagen
stark zu und erreicht nach zirka zwei Monolagen die Sättigung. Ab 7.5 Monolagen
wachsen die Inseln zu großen Material-Clustern zusammen. Dieses Verhalten ist
durch rasterkraftmikroskopische Aufnahmen an nicht bedeckten Strukturen belegt.
Diese Aufnahmen liefern gleichzeitig die Inselflächendichte (siehe Abbildung 4.13
in Abschnitt 4.3.1), die typischerweise im Bereich von 1× 1010 cm−2, unmittelbar
nach dem Phasenübergang bis hin zu 8× 1010 cm−2 für 7 Monolagen Germanium,
liegt. In Tabelle 5.1 sind alle Wachstumsparameter der Proben zusammengefasst.
Die Abbildung 5.1 skizziert das Supergitter.
5.2. Elektronenstrahllithographie: Schreiben der
Ätzmasken
Für die Diodenprozessierung werden aus den 4 Zoll Wafern 4 mm × 4 mm große
Teilstücke unter Verwendung eines Diamantritzers gebrochen. Anschließend wer-
den die Waferstückchen 5 Minuten im Aceton-Ultraschallbad gereinigt. Nach der
Entnahme aus dem Ultraschallbad werden die Proben intensiv mit Aceton und Iso-
propanol abgespritzt, wobei die Probenstückchen stets mit Flüssigkeit benetzt sind,
um eine Schlierenbildung zu verhindern. Im letzten Reinigungsschritt werden die
Proben durch Abblasen mit Stickstoff getrocknet. Der Reinheitsgrad der Oberfläche
wird mit einem Lichtmikroskop kontrolliert. Gegebenenfalls wird diese Prozedur
wiederholt, bis ein befriedigender Reinheitsgrad erreicht ist.
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Abbildung 5.2.: Schema eines Rasterelektronenmikroskops, das für den Lithographieein-
satz modifiziert wurde. Die Lithographie-Steuerung erfolgt durch einen Rechner, auf dem
gleichzeitig die zu schreibenden Strukturen in einer Entwicklungssoftware designed werden
können.
5.2.1. Das Lacksystem
Bevor das Lacksystem (engl. resist) auf die Probe aufgetragen wird, wird sie auf
der Lackschleuder (engl. chuck) erneut mit Aceton und Isopropanol gereinigt, um
mögliche Kontaminationen zu beseitigen.
Für die Elektronenstrahllithographie wird ein zweikomponentiges Positiv-
Lacksystem verwendet. Die erste Lackschicht besteht aus 10% Copolymer der
Firma MicroChem Corporation. Um die chemischen Eigenschaften des Copoly-
mers konstant zu halten, wird der Lack bei Temperaturen von 3◦C gelagert. Für die
Prozessierung muss jedoch sowohl der Lack als auch die Probe Raumtemperatur
besitzen. Daher wird eine kleine Menge Lack mit einer Einwegpipette zirka eine
Stunde vor der Belackung dem gekühlten Lack entnommen. Die Ruhezeit hat
einen weiteren Vorteil. Kleine Luftblasen, die sich durch die Entnahme in der
Pipette gebildet haben, lösen sich in der Dispension auf, so dass der Lack sehr
homogen ist. Bei 500 U/min werden ein bis zwei Tropfen aus der Einwegpipette
auf die Probe gegeben. Diese relativ geringen Umdrehungen sichern eine gleich-
mäßige Bedeckung der Probe. Nach 5 Sekunden beschleunigt die Lackschleuder
automatisch auf 4000 U/min. Über die Endgeschwindigkeit und Schleuderzeit
wird die Lackdicke eingestellt. Längere Zeiten sichern die Lackgleichmäßigkeit.
Die Umdrehungsgeschwindigkeit bestimmt die Lackdicke, da der Lack dank der
Fliehkraft breit fließt und somit überflüssiger Lack abgeschleudert wird. Parameter
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wie die Größe des Probenstückchens, die Oberflächenbeschaffenheit und das
Umgebungsklima sind weitere, das Lacksystem beeinflussende Faktoren. Die
Belackung einer Probe auf einer Lackschleuder wird Spin-coating genannt.
Nach dem Auftragen der ersten Lackschicht wird die Probe 15 Minuten bei 180◦C
auf eine Heizplatte (engl. hotplate) zum Aushärten des Lacks gelegt. Nach diesem
so genannten Prebake oder Softbake wird die Probe wenige Minuten zum Abkühlen
auf eine Aluminiumplatte (engl. chill plate) gelegt.
Nach dem Abkühlen der Probe wird die zweite Lackschicht aufgetragen. Diese soll
den Intraproximity-Effekt [153], der letztlich eine Aufweitung des Strahls im Lack
erzeugt, reduzieren, so dass das Belichtungsprofil möglichst scharf ist. Eine dünne
Lackschicht aus 950K PMMA2 2% in Anisol erfüllt die Anforderungen. Die zweite
Lackschicht wird mit dem beschriebenen Spin-Coating Verfahren aufgetragen.
Zum Aushärten der neuen Lackschicht wird die Probe erneut 15 Minuten auf die
Heizplatte gelegt. Das zweite Lacksystem hat zirka eine Dicke von 50 nm bis
60 nm. Nach dem Abkühlen ist das Lacksystem für die Elektronenstrahllithogra-
phie fertig.
Das zweikomponentige Lacksystem hat eine Gesamtdicke von ungefähr 2 Mikro-
metern. Die Dicke ist ausreichend für einen sicheren Lift-off Prozess. Grundsätzlich
gilt für Lacksysteme, dass für die Abhebetechnik der metallisierten Deckschicht,
dem Lift-off, ein gutes Aspektverhältnis aus Lackdicke und Metall-Evaporation
und somit idealerweise ein möglichst dickes Lacksystem wünschenswert ist.
Andererseits benötigt man für Strukturen im Mikro- und Submikrobereich dünne
Lacksysteme, um den Proximity-Effekt gering zu halten. Dies sind die Extrema,
unter denen das Lacksystem optimiert werden muss. Alternativ zur Reduktion
der Schichtdicke lassen sich auch Elektronen mit wesentlich höherer Energie von
beispielsweise 100 kV zur Belichtung verwenden.
Die typischen Belichtungsdosen des verwendeten Lacksystems betragen
180 µC/cm2. Unter Reinraumbedingungen lassen sich belackte Proben einige
Tage ohne Qualitätsverlust aufbewahren.
5.2.2. Rechnergestützte Elektronenstrahllithographie mit
ElphyPlus
Für die Herstellung von Mikro- bis Submikrometer großen Dioden werden sämt-
liche Belichtungsschritte mit der hochauflösenden Elektronenstrahllithographie
(engl. electron beam lithography - EBL) durchgeführt. Hierfür steht ein modifizier-
tes Rasterelektronenmikroskop der Firma Leo Modell 1530 zur Verfügung. Durch
das computergestützte Lithographiesystem ElphyPlus der Firma Raith ist eine schnel-
le und komfortable Realisierung der Strukturen im Mikro- und Nanometer Bereich
möglich. Im Einzelnen setzt sich ElphyPlus aus der vollautomatischen Steuerelek-
tronik für den Schreibstrahl und Probentisch sowie einer Steuer- und Entwick-
lungssoftware mit integriertem GDSII-Editor zusammen. Die grafische Benutze-
roberfläche ist Microsoft Windows orientiert und läuft unter Microsoft Windows
2Polymethylmethacrylat - bekanntester Handelsname: Plexiglas
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Abbildung 5.3.: Bildschirmausgabe der Steuerungs- und Entwicklungssoftware ElphyPlus.
Das Programm enthält sowohl einen GDSII-Editor sowie die gesamte Strahl- und Belich-
tungssteuerung. Das Rasterelektronenmikroskop ist mit ElphyPlus steuerbar.
NT. Die Abbildung 5.3 zeigt beispielhaft eine Bildschirmausgabe der ElphyPlus-
Benutzeroberfläche.
Im GDSII-Editor lassen sich die Quadrate, die später die Ätzmasken beziehungs-
weise die Diodenköpfe darstellen, zeichnen. Die Quadrate haben Kantenlängen von
500 nm bis 2 µm. Das Schreibfeld hat eine Größe von 1,2 mm und wird mit ei-
ner 30 µm Blende geschrieben. Die Beschleunigungsspannung beträgt 30 kV. Nach
der Positionierung und dem Scharfstellen des Schreibstrahls auf der Probe wer-
den die Belichtungsparameter unter Angabe der Lackempfindlichkeit3 automatisch
von ElphyPlus berechnet. Die Belichtung dauert zirka 2 Minuten. Zusätzlich zu den
Ätzmasken werden noch Markierungsmarken für den zweiten Lithographieschritt
geschrieben.
5.3. Entwicklung und Metall-Evaporation
Nach der Belichtung mit dem Elektronenstrahl werden die Strukturen 90 Sekun-
den im Entwickler-Bad entwickelt. Als Entwickler dient ein Methylisobutylketon
(MIBK) und Isopropanol Gemisch im Verhältnis 1 : 3. Die Entwicklung wird unter
3Die Lackempfindlichkeit wird in Belichtungsreihen ermittelt.
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Abbildung 5.4.: Links: Mit dem Elektronenstrahl werden die gewünschten Strukturen in
das Lacksystem geschrieben. Rechts: Nach dem Entwickeln ist der Lack an den Stellen der
geschriebenen Strukturen gelöst.
ständigem Rühren mit Hilfe eines Magnetrührers durchgeführt. Zum Stoppen der
Entwicklung wird die Probe aus dem Bad genommen und mit Isopropanol gespült
sowie durch Abblasen mit Stickstoff getrocknet.
Nach der Entwicklung ist die Probe zügig in die Aufdampfanlage zur Metall-
Evaporation einzubauen. Durch das zügige Einbauen soll das Risiko der Partikel-
Kontaminationen sowie ein Zulaufen der freigelegten Strukturen minimiert werden.
Zur Metall-Evaporation der Ätzmasken dient eine Aufdampfanlage der Firma Lei-
bold mit Elektronenstrahlverdampfer der Firma Telemark. Nach dem Abpumpen
des Rezipienten auf einen Druck von zirka 5× 10−6 mbar werden 20 nm Titan, das
als Haftvermittler dient und 150 nm bis 180 nm Gold aufgedampft.
Der anschließende Lift-Off Prozess geschieht im Aceton-Bad. Zur Unterstützung
und Beschleunigung des Lift-off Prozesses kann das Acetonbad auf 40◦C bis
50◦C erwärmt werden. Hartnäckige Lackreste lassen sich durch kräftiges Abspülen
mit Aceton entfernen. Zurück bleiben die metallischen Ätzmasken. Um Aceton-
Schlieren zu vermeiden, wird die Probe mit Isopropanol gespült und in Stickstoff-
umgebung getrocknet.
5.4. Einlegieren der Ätzmasken
Um später Ohmsche Kontakte zwischen der Halbleiterschicht und den metallischen
Kontakten beziehungsweise Ätzmasken zu erhalten, werden die Ätzmasken unter
Formiergas-Atmosphäre bei 310◦C in einem Annealing-Ofen des Typs AZ 500 der
Firma MBE Komponenten GmbH einlegiert. Hierbei darf die Prozesstemperatur
nicht beliebig hoch gewählt werden, da sonst die Germanium Hut-Cluster, die nur
metastabil sind, sich in größere Inseltypen umwandeln. Folgende dreistufige Einle-
gierung hat sich als geeignet herausgestellt:
1. Stufe: 60 Sekunden bei 50◦C
2. Stufe: 320 Sekunden bei einer Temperatur von 310◦C
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Metall-Evaporation
(Ti / Au Maskierung)
Abbildung 5.5.: Links: In einer Aufdampfanlage werden die metallischen Ätzmasken auf
die Heterostruktur aufgedampft. Diese werden einlegiert und anschließend wird die Probe
nasschemisch geätzt. Rechts: Elektronenstrahlmikroskopische Aufnahme einer 1 µm brei-
ten und zirka 300 nm hohen Mesa.
3. Stufe: 60 Sekunden bei 50◦C
5.5. Mesa-Ätzen
Im nun folgenden Schritt werden die Proben nasschemisch mit einer Mischung
aus Flusssäure (HF) und Salpetersäure (HNO3) geätzt. Die durch das Ätzen entste-
henden Strukturen haben die Form eines kleinen Pilzes (siehe Abbildung 5.5) und
werden Mesa (dt. Tafelberg) oder Pillar (dt. Säule) genannt. Die Reaktion läuft in
zwei Schritten ab. Zunächst oxidiert die Salpetersäure das Silizium und im zweiten
Schritt reduziert die Flusssäure das Siliziumoxid zu gasförmigem Siliziumtetrafluo-
rid. Die Lösung ätzt Silizium und Germanium isotrop und unabhängig von der Do-
tierung. Die in alle Kristallrichtungen gleiche Ätzrate ermöglicht Mesadurchmesser,
die wesentlich kleiner sind als die als Ätzmaske dienenden metallischen Kontakte.
Dieser Vorgang wird Unterätzen (engl. under cut) genannt. Das Ätzen ist der kri-
tischste Prozessschritt. Um einigermaßen kontrolliert durch die 120 nm tief liegen-
de, aktive Schicht ätzen zu können, wurde der Flusssäureanteil stark reduziert. Die
Ätzrate ist durch die Geschwindigkeit, in der das Siliziumtetrafluorid gelöst wird,
limitiert [154, 155]. Daher ist auf eine sehr gute Durchmischung der Lösung wäh-
rend des Ätzvorgangs zu achten. Hierfür wird ein Magnetrührer benutzt. Die Proben
werden während des Prozesses mit einer Teflon-Pinzette gehalten. Der Ätzprozess
sieht folgendermaßen aus:
1. Zuerst werden die Proben 60 Sekunden in eine HF: H2O-Lösung im Verhält-
nis 1:50 getaucht, um vorhandenes SiO2 zu entfernen.
2. Danach wird die Probe zirka 30 Sekunden in HF: HNO3 im Verhältnis 1:100
geätzt. Während des Ätzvorgangs wird die Lösung mit einem Magnetrührer
durchmischt. Die Ätzrate beträgt in dieser Konfiguration etwa 10 nm/s.
3. Anschließend wird die Probe ausgiebig mit destilliertem Wasser abgespült.
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4. Zum Schluss wird die Probe mit Stickstoff abgeblasen und getrocknet.
Trotz sorgfältiger Einhaltung der Prozessparameter ist die Reproduzierbarkeit der
Mesa ein großes Problem beim nasschemischen Ätzen. Möglicherweise sind lokale
Strömungsverhältnisse der Ätze an der Probe hierfür verantwortlich.
5.6. Passivierung mit Polyimid
Um die geätzten Mesas mechanisch zu stabilisieren und eine Isolationsschicht her-
zustellen, werden die Proben flächendeckend mit Polyimid4 beschichtet. Hierfür
sind folgende Prozessschritte notwendig:
1. Vorsichtige Reinigung der Probe durch Abspülen mit Aceton und Isopropa-
nol.
2. Auf der Lackschleuder werden zwei Tropfen der Polyimid-Vorstufe bei zirka
500 U/min auf die Probe gegeben. Nach 5 Sekunden erhöht die Lackschleuder
auf 1000 U/min und nach weiteren 5 Sekunden auf 10000 U/min. Mit dieser
Methode erhält man einen gleichmäßigen, zirka 1 µm dicken Polyimidfilm.
3. Zum Aushärten des Polyimids werden die Proben anschließend 15 Stunden
auf einer 200◦C heißen Heizplatte getempert. Dadurch dampfen die Lösungs-
mittel ab und die vorher zähflüssige Masse imidisiert.
Nach dem Auftragen und Aushärten des Polyimids ist die Mesa vollständig im Po-
lyimid eingebettet, siehe Abbildung 3.8. Die metallischen Kontakte liegen einige
100 nm unter der Polyimidoberfläche. Für die elektrische Kontaktierung müssen
sie wieder freigelegt werden. Die Mesastrukturen und das Substrat bleiben jedoch
weiterhin im Polyimid passiviert.
5.7. Freilegen der Kontakte im Sauerstoffplasma
Zum Freilegen der Diodenköpfe werden die oberen Schichten des Imids in einem
Sauerstoffplasma verascht. Das benutzte Gerät ist ein 100E Plasma-System der Fir-
ma TePla Technics Plasma GmbH. Folgende Prozessschritte und Parameter wurden
angewandt:
1. Vor dem Einbau der Proben werden Reste aus früheren Plasmaprozessen
durch ein 30-minütiges Reinigungsplasma entfernt.
2. Das Veraschen5 des Polyimids erfolgt in mehreren Schritten von jeweils 5
Minuten bei 0,35 Torr und einer Leistung von 200 W.
4Probimid HTR 3-50, der Firma Olim Microelectronic Materials
5Der Verascher bietet die Möglichkeit, durch ein Glasgestänge die Proben unterschiedlich nahe an
das brennende Plasma heranzuführen. Die in dieser Arbeit genannten Zeiten und Leistungsstufen
beziehen sich auf das Veraschen von Proben, die auf der obersten Glasstange direkt unterhalb
des Plasmas eingebaut sind.
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in Polyimid
eingebettete Mesa
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die mit einer größeren
Kontakfläche überzogen ist
Abbildung 5.6.: Passivierung der Mesa und Freilegen der Ätzmasken. Die elektronenmi-
kroskopischen Aufnahmen [107] zeigen eine im Polyimid eingebette Mesa, eine im Sau-
erstoffplasma freigelegte Ätzmaske und eine Mesa, die von einem großen Goldkontakt be-
deckt ist.
Die Kontrolle der Polyimidschichtdicke erfolgt durch ein hochpräzises Oberflä-
chenanalysegerät mit computergesteuerter graphischer Benutzerschnittstelle, dem
Dektak3 der Firma Veeco Sloan Technology. Hierzu wird am Rand der Probe mit
einem Skalpell das Polyimid entfernt und mit dem Dektak der Höhenunterschied
vermessen. Mit der entsprechenden Erfahrung lässt sich auch die richtige Höhe mit
dem bloßen Auge einschätzen. Diese ist erreicht, wenn der Film leicht bläulich
schimmert. Im Lichtmikroskop ist dann auch deutlich die gelb schimmernde Ober-
fläche der Ätzmasken zu erkennen.
5.8. Zweiter Lithographieschritt: Schreiben der
Vorderseitenkontakte
Für die elektrische Kontaktierung sind die Ätzmasken zu klein. Daher müssen in ei-
nem zweiten Lithographieschritt größere Kontaktflächen auf die Diodenköpfe pro-
zessiert werden. Die Belichtung der 100 µm × 100 µm großen Kontaktflächen er-
folgt ebenfalls mit der Elektronenstrahllithographie. In einem ersten Schritt wird
daher das bereits oben beschriebene Positiv-Lacksystem auf die Probe aufgetragen.
Mit Hilfe der im ersten Lithographieprozess geschriebenen Markerfelder lässt sich
die Probe so positionieren, dass jeweils unter einer großen Kontaktfläche ein Di-
odenkopf sitzt. Um die Belichtungszeit möglichst kurz zu halten, wird eine große
Blende von 120 µm verwendet. Nach zirka 10 Minuten sind alle Kontaktflächen
geschrieben. Nach dem Entwickeln werden in der Aufdampfanlage zirka 20 nm Ti-
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Abbildung 5.7.: Die Skizze illustriert das Keil-Bonden. (a) Grobpositionierung, Absen-
kung auf Suchhöhe, Feinpositionierung (b) ersten Bond setzen US+Druck, Loop fahren (c)
Absenken, Feinpositionierung, zweiten Bond setzen (d) Draht abreißen, Hochfahren
tan und 150 nm bis 180 nm Gold aufgedampft. Für den Lift-off Prozess werden
die Proben für zirka 30 Minuten in ein Aceton-Bad gelegt, wobei gegebenenfalls
durch zusätzliches, kräftiges Abspritzen mit Aceton dem Abheben der überschüssi-
gen Metall-Lackschicht nachgeholfen werden muss.
5.9. Elektrische Kontaktierung
Im letzten Schritt geschieht die elektrische Kontaktierung der Mesas. Die Proben-
stückchen werden mit Leitsilber in einen Chipträger geklebt; hierdurch ist gleich-
zeitig die Rückseitenkontaktierung vollzogen. Der Chipträger verfügt über 20 Gold-
kontakte. Ein Kontakt (in der Regel Kontaktnummer 14) ist für den Rückseitenkon-
takt reserviert; daher können insgesamt maximal 19 Dioden pro Chipträger kon-
taktiert werden. Für die elektrische Kontaktierung zwischen Diodenkopf und Chip-
träger stehen zwei Techniken zur Verfügung. Die vollständige Kontaktierung mit
einem Keilbonder und ein Klebeverfahren, das in Kombination mit dem Keilbonder
angewandt wird. Bei beiden Verfahren wird jeweils eine Drahtverbindung zwischen
Diodenkopf und Chipträger hergestellt.
Bei der Kontaktierung der Dioden mit einem Keilbonder wird ein Golddraht mit ei-
nem Durchmesser von 25 µm bei einer Temperatur von 150 ◦C unter hohem Druck
und Ultraschallvibrationen mit einem Keil (engl. wedge) auf den Gold-Kontakt der
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Diode gepresst. Der Draht lässt sich auf Grund des Ultraschalls durch die Druck-
kraft leichter verformen. Dadurch nähern sich die Oberflächen auf atomaren Ab-
stand an und verschweißen. Anschließend wird ein freier Gold-Kontakt des Chip-
trägers auf die gleiche Weise kontaktiert. Der Golddraht wird dann durchtrennt. Den
Ablauf der einzelnen Bondphasen zeigt Abbildung 5.7. Bei dem verwendeten Keil-
bonder6 erfolgt die Positionierung und die Auslösung des Bondvorganges manuell.
Die Parameter für den 1. und 2. Bond werden vorher eingestellt (siehe Tabelle A.2
im Anhang). Ebenfalls manuell lässt sich der Bondkopf in z und x-y-Richtung ver-
schieben. Der Bondabstand und damit der Drahtvorschub ergibt sich aus dem manu-
ell gesteuerten Verfahren des x-y-Tisches. Der eigentliche Bondvorgang läuft dann
nach der Einstellung der prozessbestimmenden Parameter, wie Bondkraft, Amplitu-
de der Ultraschallschwingung, Bondzeit und Absenkgeschwindigkeit automatisch
ab. Die Verfahrensparameter sind in Tabelle (A.2) im Anhang zusammengefasst.
Auf Grund der Keilgeometrie besteht keine Richtungsfreiheit nach dem 1. Bond.
Dadurch muss der Substrattisch während des Bondens gedreht werden, so dass der
2. Bond genau in Flucht zum ersten liegt. 90◦-Bonden ist nicht möglich!
Das vollständige Bonden mit einem Keilbonder hat den Vorteil, dass für die gesam-
te Kontaktierung eine Maschine zur Verfügung steht, mit deren Hilfe man präzise
kleinflächige Kontakte ansteuern und reproduzierbar den Golddraht genau setzen
kann. Leider eignet sich das Keilverfahren nur schlecht, wenn die Kontakte auf
weichem Untergrund liegen. Für die Kontaktierung der Vorderseitenkontakte der in
Polyimid-eingebetteten Mesastrukturen ist der Bonder ungeeignet. Hier lässt sich
nur der Golddraht auf dem Goldkontakt des Chipträgers mit dem Keilbonder bon-
den. Das andere Ende des Drahtes muss mit Leitsilber auf den Vorderseitenkontakt
geklebt werden. Hierfür wird eine feine Drahtlitze in Leitsilber getaucht. Unter ei-
nem Mikroskop wird mit einer Pinzette der feine Golddraht auf die Kontaktfläche
gedrückt. Mit einer zweiten Pinzette wird die Drahtlitze mit Leitsilber zur Kontakt-
fläche geführt und gibt dort auf den Golddraht und die Kontaktfläche einen kleinen
Tropfen Leitsilber ab. Beim Antrocknen des Leitsilbers werden somit Golddraht
und Kontaktfläche miteinander verklebt.
Die im Anhang befindliche Tabelle A.1 zeigt alle in dieser Arbeit untersuchten Pro-
ben. Der nominelle Diodendurchschnitt variiert von 500 nm bis 120 µm.
5.10. Zusammenfassung
In diesem Kapitel wurden die einzelnen Prozessschritte zur Herstellung von
Submikrometer-Dioden erläutert: Das Kapitel begann mit der Beschreibung der ver-
wendeten Heterostrukturen, wobei die in dieser Arbeit untersuchten Heterostruk-
turen sich nominell nur in der aktiven Zone unterschieden. Im Wesentlichen be-
stand der aktive Bereich der Dioden aus zwei 10 nm breiten Silizium-Germanium-
Quantentöpfen, die durch eine 10 nm dicke Silizium-Barriere getrennt waren. In die
Mitte der Silizium-Barriere waren wenige Monolagen reines Germanium eingebet-
tet. Die Variation der einzelnen Dioden bestand aus der Anzahl der Monolagen an
6Kulicke & Soffa, Manual Wire Bonder, Type 4526
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Germanium in der Silizium-Barriere. Bis zu einer Dicke von 4.5 Monolagen war
der eingebettete Germaniumfilm pseudomorph verspannt. Man erhielt somit einen
dünnen Quantentopf. Für eine größere Anzahl Monolagen riss der vorher glatte
Film auf und es bildeten sich auf Grund plastischer Relaxationsprozesse kleine Ma-
terialinseln. Diese Heterostrukturen wurden in der Arbeit Quantenpunktstrukturen
genannt, da man einen nulldimensionalen Charakter für die Quantenpunkte erwar-
tete.
Anschließend wurde die rechnergestützte Elektronenstrahllithographie in der
ElphyPlus-Entwicklungsumgebung vorgestellt, wobei auf Details des verwende-
ten Lacksystems eingegangen wurde. Die folgenden Prozessschritte der Metall-
Evaporation, des Einlegierens und Mesa-Ätzens wurden beschrieben und die in Fol-
ge der Arbeit ermittelten optimalen Prozessierungsparameter genannt.
Eine besondere Herausforderung bestand in der elektrischen Kontaktierung der in
Polyimid eingebetteten Dioden. Die Verwendung eines Bonding-Automaten war
nicht möglich, da die Polyimid-Oberfläche zu weich war und der Bondkeil den
Golddraht auf dem Vorderseitenkontakt nicht setzen konnte. Daher wurde im letz-
ten Abschnitt eine alternative Kontaktierungsmethode, das Kleben mit Leitsilber,
vorgestellt.
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6. Mess-Prinzip
Die Zustände in einem Quantentopf beziehungsweise einem Quantenpunkt sind
durch die Energie-Eigenwerte und die zugehörigen Wellenfunktionen gegeben. Ei-
ne effiziente Methode, die Energie-Eigenwerte zu bestimmen, ist die Tunnelspek-
troskopie1 [93, 156, 157], bei der Gleichstrom-(DC-)-Strom-Spannungs-Kennlinien
der zu untersuchenden Struktur aufgenommen werden. Die Resonanzen der ers-
ten Ableitung korrelieren dann mit Zuständen in der Struktur. Mit der Kennt-
nis des Spannungsabfalls über die Struktur lässt sich ein Spannungs-Energie-
Konversionsfaktor ermitteln, der eine Interpretation der Spannungsskalen als Ener-
gieskalen ermöglicht. Dies gestattet das Einschlusspotenzial aus den Abständen der
Resonanzen zueinander abzuschätzen, desweiteren erhält man auf diese Weise In-
formationen über Verspannungen innerhalb der Struktur. Ebenso lassen sich aus
den Energie-Eigenwerten wichtige Materialparameter wie beispielsweise die effek-
tive Ladungsträgermasse extrahieren. Aus den Änderungen der Halbwertsbreite der
Resonanzen sind zudem Aussagen über die Ladungsträgertemperatur möglich.
Im folgenden Kapitel werden Dioden mit tunnelspektroskopischen Verfahren ana-
lysiert. Detaillierte Informationen zu den einzelnen Dioden sind in Kapitel 4 zu-
sammengefasst.
6.1. Experimenteller Aufbau
Für die Erforschung von Quanteneffekten in Nanostrukturen ist es notwendig, dass
thermische Anregungen und Wechselwirkungen der Ladungsträger untereinander
deutlich geringer sind als die Energieseparation der am Transport beteiligten Zu-
stände; siehe hierzu Abschnitt 2.3. Daher werden sämtliche Transportuntersuchun-
gen an den Nanostrukturen in Kryostatsystemen durchgeführt, die es erlauben,
die Proben in Umgebungstemperaturen unterhalb eines Kelvins zu studieren. Die
Kryostatsysteme ermöglichen zudem die gezielte Regelung und Steuerung auf ge-
wünschte Umgebungstemperaturen innerhalb eines für die Bauart des Kryostatsys-
tems spezifischen Temperaturbereichs. Hierdurch ist die maximale, thermische An-
regung eines Ladungsträgersystems in gewisser Weise2 beeinflussbar. Ein weiterer
wichtiger Bestandteil der Untersuchungen ist die Analyse statischer, äußerer Ma-
gnetfelder in Nanostrukturen. Zu diesem Zweck stehen supraleitende Magneten mit
sehr homogenen Feldstärken bis zu 20 Tesla beziehungsweise ein resitiver Magnet
bis 28 Tesla zur Verfügung. Die verwendeten Kryostatsysteme sind in Tabelle 28
1Strom-Spannungs-Kennlinien bilden die Basis für Aussagen bezüglich der zu untersuchenden
Struktur und deren elektronische Eigenschaften.
2je nachdem, wie stark die Ladungsträger an das Kristallgitter ankoppeln
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Abbildung 6.1.: Schema der Zwei-Punkt-Messung: Ein Funktionsgenerator dient als Span-
nungsquelle. Die an der Probe angelegte Spannung wird mit einem Multimeter gemessen.
Ein zweites Multimeter misst die Ausgangsspannung eines Stromverstärkers, die proportio-
nal ist zum Strom durch die Probe. Das Kryostatsystem und der Funktionsgenerator sowie
die Multimeter werden über den GPIB-Bus mit Hilfe der Software LabView angesteuert
und ausgelesen.
aufgeführt.
Die untersuchten Heterostrukturen sind zu Dioden prozessiert; siehe hierzu Ka-
pitel 5. Die Transportmessungen erfolgen in Zwei-Punkt-Geometrie: Zwischen
dem Vorderseiten- und Rückseitenkontakt der Diode wird eine Potenzialdiffe-
renz (Gleichspannung) angelegt, so dass ein sehr geringer Strom durch die Di-
ode getrieben wird. Auf diese Weise werden Strom-Spannungs-Kennlinien der Di-
oden aufgezeichnet. Die Anforderungen an den Messaufbau sind der Art, dass so-
wohl Gleichstrom-Signale im Bereich weniger Pico-Ampere sowie einiger hundert
Mikro-Ampere gemessen werden können. Für die Untersuchungen standen zwei
Messaufbauten zur Verfügung, die gleichsam die Anforderungen erfüllen.
Die beiden verwendeten Messaufbauten sind in Abbildung 6.1 beziehungsweise
Abbildung 6.2 schematisch dargestellt. Der Messaufbau in Abbildung 6.1 setzt sich
aus folgenden Komponenten zusammen: Als Spannungsquelle dient ein Funktions-
generator der Firma Hewlett-Packard (Modell HP3325-B). Das Gerät besitzt ein
sehr geringes Eigenrauschen und eine sehr hohe Signalstabilität. Die Spannungs-
rampen lassen sich mit einer minimalen Frequenz von 1 µHz und einer maximalen
Frequenz von 20 MHz betreiben. Die an die Probe angelegte Spannung wird mit
einem Multimeter der Firma Keithley (Modell 2000) gemessen. Der Rückseiten-
kontakt der Diode ist auf den Eingang eines sehr rauscharmen Stromverstärkers des
Herstellers Ithaco, Modell 1211, gelegt, dessen Ausgangsspannung direkt propor-
tional zum Strom durch die Probe ist. Die Ausgangsspannung des Stromverstärkers
wird ebenfalls mit einem digitalen Multimeter (Modell 2000, Keithley) ausgelesen.
Die Zuleitungen zu den Dioden sind durch Tiefpass-Filter mit einer Grenzfrequenz
von 1 Hz von den beiden Keithley 2000 Multimetern abgeschirmt. Zudem sind
sämtliche Leitungen zwischen den einzelnen Messgeräten und dem Kryostatsys-
tem mit abgeschirmten Koaxialleitungen vom Typ RG58 verbunden. Die im Kryos-
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Kryostattyp Temperaturbereich Magnet / max. Feld
(K) (T)
3He-Badkryostat, (Helinox, Oxford) 0.3 - 300 S / (14)16
3He/4He-Mischkryostat, (Kelvinox 300, Oxford) 0.02 - 0.7 S / (13)15
3He/4He-Mischkryostat, (Kelvinox TLM, Oxford) 0.01 - 1 S / (18)20
3He/4He-Mischkryostat, (Kelvinox TLM, Oxford) 0.02 - 1 R / 28
Tabelle 6.1.: Verwendete Kryostat- und Magnetsysteme. Eine detaillierte Beschreibung der
Funktionsweise der einzelnen Kryostatsysteme ist in [158, 159] zu finden. Bei der Anga-
be der Magnettypen bedeutet der Bezeichner »S«, dass es sich um supraleitende Spulen
handelt. »R« steht für resistive Magnetspulen in Bitter-Geometrie. Die maximalen magne-
tischen Feldstärken der supraleitenden Spulen sind kühlungsabhängig. Die eingeklammer-
ten Werte beziehen sich auf eine Umgebungstemperatur von 4.2 K; flüssig 4Helium. Der
zweite Wert gilt für Betriebstemperaturen von 2.2 K, dem Lambda-Punkt von superfluidem
4Helium.
tat zur Probe führenden Leitungen sind Drähte aus Konstantan mit einem Durch-
messer von 0.1 mm. Der Widerstand der Drähte pro Leitung beträgt zirka 200 Ω.
Spezielle Durchgangsfilter, so genannte pi-Filter, schneiden im Übergang zwischen
den Koaxialleitungen und den Leitungen im Kryostaten den Hochfrequenzanteil auf
den Probenleitungen ab. Hierdurch soll ein unkontrolliertes Aufheizen der Probe
durch elektromagnetisches Einstreuen von Radio- und Mikrowellenstrahlung redu-
ziert werden. Die verwendeten pi-Filter besitzen eine Kapazität von 1500 pF und
haben eine Einfügungsdämpfung im Bereich von 10 MHz bis 10 GHz.
Die Messgeräte und der Kryostat sind mit einer separaten Messerde, die im Labor
zur Verfügung steht, verbunden. Sämtliche im Messaufbau verwendeten Geräte sind
über Trenntransformatoren mit der Spannungsversorgung verbunden. Die Trenn-
transformatoren wiederum sind über eine unterbrechungsfreie Stromversorgung
(USV) an das Einspeisenetz angeschlossen. Die USV liefert eine unterbrechungs-
und störungsfreie Sinus-Wechselspannung innerhalb eng spezifizierter Spannungs-
und Frequenztoleranzen. Auf diese Weise wird ein Einkoppeln mittlerer Frequenz-
moden in den Messaufbau verhindert. Die Messwerterfassung sowie die Steuerung
des Messsystems geschieht computerunterstützt. Hierzu lassen sich die Messgeräte
über IEEE-488 Schnittstellen beziehungsweise den GPIB-Bus ansprechen. Die Ma-
gnete beziehungsweise die Magnet-Netzteile sind über den der Firma Oxford spe-
zifischen ISO-Bus mit dem Messrechner verbunden. Zur Vermeidung von Brumm-
schleifen sind sämtliche Verbindungen zwischen Messgeräten und dem Messrech-
ner durch einen Optokoppler galvanisch getrennt. Mit dem beschriebenen Messauf-
bau ist das Stromrauschen im Messbereich bis 10 pA auf zirka 300 fA reduzierbar.
Der zweite Messaufbau ist in Abbildung 6.2 dargestellt. Er besteht aus einem
Messgerät, einer programmierbaren Source-Measuerement Unit - SMU - der Fir-
ma Keithley, Modell 6430. In einer solchen SMU sind mehrere Komponenten ent-
halten, die es unter anderem ermöglichen, dass diese SMU gleichzeitig als Quel-
le (engl. source) und als Messgerät (engl. measurement) agiert. Somit lassen sich
Strom-Spannungs-Kennlinien mit einem einzigen Messgerät aufzeichnen. Außer
Hochfrequenzfiltern auf dem Kryostatenkopf wurden keine zusätzlichen Tiefpass-
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Abbildung 6.2.: Schema der Zwei-Punkt-Messung mit Hilfe einer Source-Measure Unit
(SMU). Das Kryostatsystem und die SMU werden über den GPIB-BUS eines Messrechners
angesteuert und ausgelesen. Galvanisch ist der Messrechner vom Messsystem über einen
Optokoppler getrennt.
filter verwendet. Ein großer Vorteil des Messaufbaus mit der SMU liegt darin, dass
der SMU-eigene Vorverstärker sich direkt auf den Kryostatenkopf montieren lässt
und somit die kürzeste Verbindung zwischen Probe und Messgerät realisiert ist. Die
SMU besitzt eine minimale Spannungsauflösung von 1 µV und kann Ströme im
Subfemtoampere-Bereich detektieren. Mit der SMU lässt sich das Stromrauschen
auf zirka 100 fA bis 200 fA reduzieren.
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Abbildung 7.1.: Simulation der Valenzbandkante in Wachstumsrichtung. Die Rechnung
[160] berücksichtigt Verspannungen und das Hartree-Potenzial der Ladungen. Deutlich ist
die große Leicht-Loch-Schwer-Loch-Aufspaltung in der Heterostruktur zu erkennen.
7. Silizium/Germanium-
Quantentopfstrukturen
In diesem Abschnitt werden Dioden des Wafers S1324 untersucht, deren eingebette-
te Germaniumschicht nominell unterhalb der kritischen Schichtdicke für plastische
Relaxationsprozesse liegt. Der in einer Silizium-Matrix eingebettete Germanium-
film besitzt eine Dicke von 4.0 bis 4.5 Monolagen Germanium.
Die Abbildung 7.1 zeigt einen selbstkonsistent berechneten Verlauf der Valenz-
bandkante in Wachstumsrichtung. Zusätzlich sind die Positionen der Grundzustände
und ersten angeregten Zustände der schweren (hh) und leichten Löcher (lh) in den
Quantentöpfen eingetragen. Die Rechnung basiert auf der Diagonalisierung des 4-
Band-Luttinger-Hamilton-Operators unter Berücksichtigung der Verspannung und
des Hartree-Potenzials der Ladungen im System. Die Rechnungen wurden von R.
Winkler [160] durchgeführt. Die Eingabeparameter entsprechen den nominellen
Wachstumsparametern des Wafers S1324; siehe hierzu Kapitel 5. Im thermodyna-
mischen Gleichgewicht sind die Grundzustände der schweren Löcher in den Quan-
tentöpfen besetzt. Die höchste Ladungsträgerdichte befindet sich in der dünnen Ger-
maniumschicht. Deutlich weniger Ladungsträger sind in den Siliziumgermanium-
Quantentöpfen lokalisiert.
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In Abbildung 7.2 ist der Verlauf der Ladungsverteilung skizziert. Entsprechend der
Ladungsverteilung ist die Bandkante in Richtung der Germaniumschicht stark an-
gehoben. Hierdurch erhalten die Siliziumgermanium-Quantentöpfe einen dreiecks-
förmigen Verlauf. An der Grenzschicht zu den hochdotierten Silizium-Zuleitungen
bilden sich auf Grund der Verarmungsschicht dreiecksförmige Barrieren, durch
die die Löcher aus den Zuleitungen in die Siliziumgermanium-Quantentöpfe tun-
neln. Die Kopplung an die Zuleitungen ist trotz der dreiecksförmigen Barriere
stark, so dass nur der zweidimensionale Schwer-Loch Grundzustand eine hinrei-
chend hohe Lebenszeit besitzt und somit von den dreidimensionalen Schwer-Loch-
Zuständen in den Zuleitungen unterscheidbar ist. Die angeregten Zustände in den
Siliziumgermanium-Quantentöpfen koppeln so stark an die Zustände in den Zu-
leitungen, dass sie quasi-kontinuierlich verteilt sind. Im Germaniumfilm existieren
vier quasi-gebundene Zustände, die jeweils dem Grundzustand (hh0, lh0) und ersten
angeregten Zustand (hh1, lh1) der schweren und leichten Löcher entsprechen. Die
Mitte zwischen der Bandkante der schweren und leichten Löcher im Quantentopf
definiert den Nullpunkt in Abbildung 7.1. Bezogen auf diesen Nullpunkt liegt die
Fermi-Energie bei EF = −57 meV. Der Abstand der Valenzbandkante zur Fermi-
Energie beträgt zirka 27 meV1. Der quasi-gebundene Schwer-Loch Zustand in den
Siliziumgermanium-Quantentöpfen liegt bei zirka−39 meV. Der Grundzustand der
schweren Löcher in der Germaniumschicht besitzt die Energie Ehh0 = +13 meV.
Der erste angeregte Zustand hat die Energie Ehh1 = −383 meV. Die entsprechen-
den Leicht-Loch Zustände liegen bei Elh0 = −138 meV und Elh1 = −523 meV.
Die im Rahmen der Tunnelspektroskopie zugänglichen Energien entsprechen den
Energiedifferenzen der einzelnen Zustände zueinander. Die Abstände der Energie-
Eigenwerte des Germanium-Quantentopfs sind:
∆Ehh0hh1 = Ehh0 − Ehh1 = 393 meV, (7.2)
∆Elh0lh1 = Elh0 − Elh1 = 385 meV, (7.3)
∆Ehh0lh0 = Ehh0 − Elh0 = 151 meV, (7.4)
∆Elh0hh1 = Elh0 − Ehh1 = 245 meV, (7.5)
∆Ehh1lh1 = Ehh1 − Elh1 = 140 meV. (7.6)
Für den Ladungstransport in der in Abbildung 7.1 gezeigten Struktur erwartet man
im Bild des resonanten Tunnelstroms Bereiche in der Kennlinie mit Strommaxi-
ma und negativ differenzieller Leitfähigkeit (NDC - engl. negative differential con-
ductivity). Entsprechend der Erklärungen in Abschnitt 3.2 ergibt sich ein Strom-
maximum, wenn ein Subband des Germanium-Quantentopfes in Resonanz mit der
1Für die selbstkonsistente Rechnung ist der Abstand der Fermi-Energie zur Bandkante ein Einga-
beparameter. Eine Abschätzung für den Startwert ist
EF =
~2
2m∗
(
3pi2p
) 2
3 + V (z) (7.1)
mit V (z) = 0. An der Gleichung (7.1) ist abzulesen, dass die Fermi-Energie, die Ladungskon-
zentration und das Bandprofil selbstkonsistent zu bestimmende Größen sind.
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Abbildung 7.2.: Ladungsverteilung. Die meisten Ladungsträger befinden sich in der dün-
nen Germaniumschicht zwischen den Siliziumbarrieren. Hieraus resultiert die starke Band-
verbiegung.
Fermi-Energie des hochdotierten Silizium-Emitters tritt und gleichzeitig freie Zu-
stände im Kollektor vorhanden sind. Weitere Maxima sind zu erwarten, wenn Sub-
bänder der benachbarten Quantentöpfe untereinander in Resonanz geraten. Sind die
Quantentöpfe gegenseitig nur schwach gekoppelt, so überlappen ihre Wellenfunk-
tionen nicht. Die jeweilige Wellenfunktion eines Subbandes ist demnach nicht sen-
sibel für Eigenarten des benachbarten Quantentopfes und der benachbarte Quanten-
topf wirkt wie eine Barriere.
Nicht-kohärente Transportprozesse, wie inelastische Streuung [64, 65], führen zu
einer Änderung der Phasenbeziehung und somit einem Aufweichen von Impuls-
und Energieerhaltung. Hierdurch stehen für den Transport mehrere Tunnelkanäle
zur Verfügung, die zudem im Quantentopf miteinander interferieren können. Dies
führt einerseits zu einer Verbreiterung der Resonanz, andererseits ist die Transmis-
sion stets kleiner als 100%. In realen Bauelementen ist grundsätzlich mit einem
gewissen Anteil nicht-kohärenter Transportprozesse zu rechnen. Eine sequenziel-
le Formulierung des Tunnelstroms ist daher zweckmäßig und wird im Folgenden
genutzt.
7.1. Resonanter Tunnelstrom
In Abbildung 7.3 ist eine typische nicht-lineare Strom-Spannungs-Charakteristik
einer Tunneldiode mit nominell 1.4 µm Durchmesser des Wafers S1324 gezeigt.
Im Spannungsbereich von -1.1 V bis 1.0 V sind in der Kennlinie deutlich zwei
Stromplateaus zu erkennen. Im negativen Spannungsast liegt das Plateau bei V−v =
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Abbildung 7.3.: Strom-Spannungs-Charakteristik einer Tunneldiode (Wafer S1324) mit
1.4 µm Durchmesser. Die Kennlinie wurde bei einer Umgebungstemperatur von zirka
350 mK aufgezeichnet. In Rot ist die differenzielle Leitfähigkeit eingetragen. An den Posi-
tionen V±1 sind Sattelpunkte, bei V±2 Maxima und bei Vv liegen Minima in der differenzi-
ellen Leitfähigkeit.
978 mV und trägt den Strom I−v = 115 µA. Das Plateau im positiven Spannungsast
liegt bereits bei Vv = 777 mV und trägt den Strom von Iv = 56 µA. In der roten
Kurve, der zugehörigen nummerisch differenziellen Leitfähigkeit G(V ) = dI/dV,
sind weitere Strukturen zu erkennen. Den bereits erwähnten Stromplateaus ent-
sprechen Minima in der differenziellen Leitfähigkeit. Zusätzlich sind in der Ab-
leitung für jede Polarität zwei deutliche Leitfähigkeitsmaxima bei V−2 = −820 mV
und V2 = 636 mV zu beobachten. Zudem sind zwei schwach ausgeprägte Pla-
teaus bei V−1 = −310 mV und V1 = 306 mV. Die Bestimmung der Span-
nungsposition von V±1 ist auf Grund der stark verbreiterten Struktur schwierig.
Der Fehler in der Positionsbestimmung liegt bei zirka 20%. Auf Grund des be-
rechneten Potenzialprofils (Abbildung 7.1) ist es nahe liegend, den beiden Reso-
nanzen bei V±1 und V±2 Tunnelprozesse aus den kontinuierlich besetzten Schwer-
Loch Emitter-Zuständen in Subbänder des schmalen Germanium-Quantentopfs zu-
zuschreiben. Das schwach ausgeprägte Plateau in der ersten Ableitung resultiert aus
dem resonanten Tunneln von schweren Löchern aus den dreidimensionalen Emitter-
Zuleitungen in den zweidimensionalen Leicht-Loch Grundzustand des Germanium-
Quantentopfes. Die zweite Resonanz entspricht einem Tunneln aus dreidimensio-
nalen Schwer-Loch Zuständen im Emitter in den ersten angeregten Schwer-Loch-
Zustand des Germanium-Quantentopfes. Der energetische Abstand des Leicht-Loch
Grundzustands zum ersten angeregten Schwer-Loch-Zustand beträgt für die simu-
lierte Struktur 245 meV; siehe Gleichung (7.5). In der Kennlinie beträgt die Span-
nungsdifferenz zwischen dem schwach ausgeprägten Plateau und dem Maximum in
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der Leitfähigkeit
∆V −12 = V−1 − V−2 = (510± 11%) mV (7.7)
in der negativen Spannungspolarität und
∆V +21 = V2 − V1 = (330± 10%) mV (7.8)
für die positive Polarität. Für eine quantitative Analyse ist es notwendig, den
Spannungen beziehungsweise Spannungsdifferenzen Energiedifferenzen zuzuord-
nen. Für komplexe Mehrbarrierenstrukturen wie der untersuchten Heterostruktur
ist es sehr schwierig [161], den Spannungsabfall über den einzelnen Tunnelbarrie-
ren zu bestimmen. Somit ist eine Interpretation der Spannungsskalen als Energie-
skalen problematisch. Die experimentelle Bestimmung eines Spannungs-Energie-
Konversionsfaktors α bei Doppelbarrierenstrukturen geschieht üblicherweise durch
temperaturabhängige Messungen der Strom-Spannungs-Kennlinien [162]. Meist ist
eine temperaturabhängige Verbreiterung der Resonanzen in der Kennlinie zu be-
obachten. Unter der Annahme, dass eine Temperaturerhöhung im Wesentlichen eine
Verbreiterung der Fermi-Kante des Emitters bewirkt, entspricht der Verbreiterung
der Stromresonanz der energetischen Verbreiterung der Fermi-Funktion. Über die
Beziehung (2.80) aus Kapitel 2.3.1 lässt sich dann ein Konversionsfaktor α bestim-
men. Eine weitere Möglichkeit, den Konversionsfaktor experimentell zu bestim-
men, basiert auf der Untersuchung der Positionsänderung der Stromresonanzen als
Funktion eines äußeren statischen Magnetfeldes. Die Verschiebung auf der Span-
nungsskala ist proportional zu ~ωc. Somit ist eine Korrelation zwischen Spannungs-
und Energieskala realisiert.
Auf Grund des hohen Anteils an parasitären Strömen in den untersuchten Dioden
ist die Positionsbestimmung der Leitfähigkeitsresonanzen mit einer relativ großen
Unsicherheit von bis zu 20% versehen; dies erschwert eine genaue Bestimmung des
Konversionsfaktors. Dennoch lassen sich Größe und Spannungsverhalten des Kon-
versionsfaktors aus den Kennlinien abschätzen.
Bis zu den schwach ausgeprägten Plateaus bei V±1 verläuft die differenzielle Leit-
fähigkeit symmetrisch für beide Polaritäten. Der Konversionsfaktor sollte daher in
diesem Spannungsbereich für beide Polaritäten gleich sein. Für Spannungen ober-
halb von V±1 entwickelt sich die Kennlinie asymmetrisch; hier ist eine Aussage über
den Konversionsfaktor schwierig. Es ist jedoch damit zu rechnen, dass er sich ent-
sprechend unterschiedlich in den beiden Polaritäten entwickelt. Unter der Annah-
me, dass die Spannungsdifferenz zwischen V±2 und V±1 mit der Energieseparation
des Grundzustands der leichten Löcher und dem ersten angeregten Schwer-Loch-
Zustand in dem Germanium-Quantentopf korreliert, ergeben sich für die entspre-
chenden Spannungsbereiche folgende mittlere Konversionsfaktoren. Für den nega-
tiven Spannungsast gilt
〈α−〉 = ∆Elh0hh1/∆V −12 = 245/510 ≈ 1/2 (7.9)
und für die positive Spannungspolarität
〈α+〉 = ∆Elh0hh1/∆V +21 = 245/330 ≈ 3/4. (7.10)
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Abbildung 7.4.: (a) Schematischer Verlauf der Valenzbandkante der schweren Löcher im
Gleichgewichtszustand. Zusätzlich sind im Germaniumfilm der Grundzustand und der ers-
te angeregte Zustand für schwere und leichte Löcher eingezeichnet. Die Darstellung ist so
gewählt, dass Loch-Energien zum oberen Seitenrand zunehmen. (b) Auf Grund einer äu-
ßeren Spannung ist die Valenzbandkante verkippt, so dass schwere Löcher aus der linken
Zuleitung (Emitter) resonant durch einen Leicht-Loch-Zustand im Germaniumfilm tunneln
können. Bei dem Übergang in die rechte Zuleitung (Kollektor) relaxieren die Ladungsträger
durch Emission von longitudinal-optischen (LO) Phononen. Dies führt zu einer Erwärmung
des Kollektors.
In der negativen Spannungspolarität fällt somit zwischen dem Emitter und den Sub-
bändern im Germanium-Quantentopf im Mittel die Hälfte der angelegten Spannung
ab. In der positiven Po arität ist der Spannungsabfall zirka um das 3/2-fache größer.
Diese Asymmetrie lässt sich vermutlich auf eine unterschiedliche effektive Barrie-
renbreite zurückführen. Unabhängig von der detaillierten Potenzialstruktur korre-
liert mit dem Spannungsabfall zwischen Emitter und Subband der Widerstand R1.
Entsprechend korreliert ein Widerstand R2 mit einem Spannungsabfall zwischen
Subband und Kollektor. In dieser Interpretation lautet der Konversionsfaktor
α =
R1
RΣ
∼ R1
R1 +R2
(7.11)
mit RΣ ∼ R1 + R2 dem Gesamtwiderstand der aktiven Zone. Der Widerstand er-
gibt sich wiederum aus dem Überlapp der Wellenfunktion der Emitter-Zustände
mit den Subband-Zuständen. Neben der effektiven Masse und der Potenzialhöhe
ist der entscheidende Parameter für den Überlapp zweier Zustände die Breite der
Potenzialbarriere. Die Verhältnisse der effektiven Masse sind unabhängig von der
Spannungspolarität. Die Differenz in der Potenzialhöhe bezüglich der Polarität ist
sehr gering und deshalb zu vernachlässigen. Entscheidend ist somit die Variation
der Barrierenbreite in Abhängigkeit der Polarität. Es ergibt sich hiermit eine geo-
metrische Interpretation des Konversionsfaktors. Die effektive Barrierenbreite zwi-
schen Emitter und Kollektor ist LΣ. Sie teilt sich in einen Anteil entsprechend der
emitterseitigen Barriere L1 und der kollektorseitigen Barriere L2 auf. Die Bestim-
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mungsgleichung (7.11) für den Konversionsfaktor lautet dann entsprechend
α =
L1
LΣ
∼ L1
L1 + L2
. (7.12)
Mit Hilfe von Abbildung 7.4 ist das Spannungsverhalten des Konversionsfaktors
leicht nachzuvollziehen. Für geringere Spannungen |V |  V±1 müssen die La-
dungsträger bereits aus der Verarmungszone über eine Distanz LΣ in den Kollektor
tunneln. Unterschiede in der Dicke der Silizium-Barrieren (b1, b2) sind auf Grund
der starken Bandverbiegung zu vernachlässigen. Sie bewirken nur eine minimale
Variation von L1 beziehungsweise L2. In diesem Spannungsbereich gilt L1 ≈ L2
und somit
α ≈ 1/2 (|V |  V±1 und/oder L1 ≈ L2). (7.13)
Mit zunehmender äußerer Spannung verstärkt sich die Kopplung der Zuleitungen
an die Siliziumgermanium-Quantentöpfe; die Barrieren sind deutlich transparenter
geworden. Im Bereich Lx liegen quasi-kontinuierliche dreidimensionale Zustände.
Entsprechend gering ist der Spannungsabfall in dieser Zone. So lange kein Zustand
des Germanium-Quantentopfs mit dem Fermi-Niveau der Emitter-Zuleitung in Re-
sonanz ist, tunneln die Ladungsträger über die DistanzLΣ aus der Emitter-Zuleitung
in die Kollektor-Zuleitung. Im Vergleich zur „fast“ Gleichgewichtssituation ist LΣ
deutlich reduziert, so dass Variationen von b1 und b2 durchaus eine Wirkung zeigen
können. Gilt für die „fast“ Gleichgewichtssituation L1 ≈ L2 ≈ LΣ/2, ist das Ver-
hältnis für hohe Spannungen stark von dem Dickenverhältnis der Barrieren abhän-
gig. Im Fall einer breiteren emitterseitigen Barriere ist L1 > L2 und der Kollektor
koppelt besser an Niveaus im Quantentopf als der Emitter. Die Transmission durch
die Emitter-Barriere nimmt mit steigender Spannung ab und die Ladungsträger tun-
neln durch eine effektiv höhere Barriere. Hieraus resultiert ein Konversionsfaktor
α > 1/2 (|V | > V±1 und L1 > L2). (7.14)
Im Fall einer dickeren kollektorseitigen Barriere nimmt die Transmission mit stei-
gender Spannung zu, da die Struktur durch die Spannung stark verkippt wird und
die Ladungsträger mit einer effektiv dünneren Barriere wechselwirken:
α . 1/2 (|V | > V±1 und L1 < L2). (7.15)
Im Mittel ist für eine dickere kollektorseitige Barriere (L1 < L2) die Verweil-
dauer der Ladungsträger in den quasi-gebundenen Zuständen des Germanium-
Quantentopfs größer als für den umgekehrten Fall einer dickeren emitterseitigen
Barriere (L1 > L2). Auf Grund der erhöhten Verweildauer spricht man von einer
dynamischen Akkumulation der Ladungsträger in den quasi-gebundenen Zuständen.
Entsprechend wird die Barrieren-Konstellation (L1 < L2) Aufladungsregime bezie-
hungsweise (L1 > L2) Nicht-Aufladungsregime genannt. Die Aufladung der Zu-
stände macht sich in einem Hystereseverhalten bei auf- und absteigender Spannung
bemerkbar.
Die Asymmetrie in der Strom-Spannungs-Kennlinie resultiert somit aus einer
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Abbildung 7.5.: Doppellogarithmische Darstellung der Strom-Spannungs-Kennlinie. In
der Kennlinie sind zwei Transportregime zu erkennen: Ein Niedrigstrom-Regime bis zir-
ka 150 mV, dann folgt ein Übergangsbereich in ein Hochstrom-Regime.
Asymmetrie in der nominell symmetrisch gewachsenen Heterostruktur. In der nega-
tiven Spannungspolarität tunneln die Ladungsträger zuerst durch eine dünne emit-
terseitige Barriere und anschließend durch eine dickere kollektorseitige Barriere.
Durch ein Wechseln der Polarität wird die Emitter-Barriere zur dickeren der bei-
den Barrieren. Aus der Polarität erhält man zudem die Information, dass die dickere
Barriere die substratseitige Barrierenstruktur ist.
Weitere Details der Kennlinie sind in einer doppellogarithmischen Auftragung
zu erkennen. Die Abbildung 7.5 zeigt die doppellogarithmische Darstellung der
Strom-Spannungs-Kennlinie aus Abbildung 7.3. Deutlich lassen sich drei Trans-
portregime identifizieren: Ein Niedrigstrom-Regime, ein Übergangsbereich und ein
Hochstrom-Regime. Der Transport im Niedrigstrom-Regime liegt im Spannungs-
bereich fernab der Resonanz des Leicht-Loch-Grundzustands. Der Strom in diesem
Bereich ist dominiert von nicht-resonanten, parasitären Transportprozessen, wie
beispielsweise direkten Tunnelprozessen zwischen den Zuleitungen oder Hopping-
Transportmechanismen über Störstellen. Dem Transport im Niedrigstrom-Regime
ist ein Extraabschnitt 7.2 gewidmet. Im Übergangsbereich dominieren zunehmend
resonante Stromanteile die Kennlinie. Der Beginn des Hochstrom-Regimes resul-
tiert aus dem Erreichen der ersten Resonanz. Dann finden Tunnelprozesse zwi-
schen schweren Löchern des Emitters und Leicht-Loch-Subband-Zuständen statt.
Auf Grund der hohen Transmission der Barrierenstruktur in Resonanz fließt ein
großer Strom, wobei gleichzeitig inelastische Transportmechanismen durch Zufüh-
ren Joulscher Wärmeleistung (∼ RI2) gefördert werden. Daher kehrt das System
zwischen der ersten und zweiten Resonanz nicht erneut in ein Niedrigstrom-Regime
zurück. Mit zunehmender Spannung bestimmen parasitäre Transportprozesse den
Strom im Hochstrom-Regime. Die Strom-Spannungs-Charakteristik ist somit die
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Summe aus resonanten und nicht-resonanten Stromanteilen,
I = IRT + INRT. (7.16)
Der nicht-resonante Tunnelstrom, INRT, des Hochstrom-Regimes setzt sich wieder-
um aus vielseitigen Prozessen zusammen. Mögliche Prozesse sind: Tunnelprozesse
über Störstellen [64, 163, 164, 165], elastische Streuprozesse über Verunreinigun-
gen, Grenzflächenrauigkeiten, zufällige Legierungsschwankungen [166, 167, 168]
oder inelastische Streuprozesse von Ladungsträgern untereinander beziehungswei-
se mit Phononen [166, 168, 169, 170]. Diese Streumechanismen führen zu einer
Verbreiterung der Stromresonanz und somit zu einem höheren Strom im Minimum
nach der Resonanz, dem so genannten Valley2-Strom. Die Heteroübergänge, die
die Barrieren definieren, sollten daher auf atomarer Skala glatt sein, so dass beim
Tunneln der transversale Impuls erhalten bleibt und Streuprozesse an Grenzflä-
chenrauigkeiten reduziert werden. Die Barrieren und der Quantentopf sollten keine
Ladungsträger enthalten, um Ladungsträger-Wechselwirkungen zu reduzieren. Die
Dotierung in den Zuleitungen sollte einerseits hoch genug sein, um einen Span-
nungsabfall in den Zuleitungen gering zu halten, andererseits auch nicht zu groß
sein, so dass in der Verarmungszone des Kollektors keine zu große Kapazität ent-
steht.
7.1.1. Temperaturabhängigkeit des Tunnelstroms
Wenn die Temperatur zunimmt, verbreitert sich die Fermi-Kante im Emitter ent-
sprechend der Fermi-Verteilungsfunktion (2.79). Die thermisch aktivierten La-
dungsträger im Emitter können in Quantentopf-Zustände tunneln, wenn die Ener-
giedifferenz zwischen Fermi-Kante des Emitters und Quantentopf-Subband in der
Größenordnung von kT liegt. Hierdurch werden Strukturen in der Kennlinie ge-
glättet beziehungsweise, wenn 5kT in der Größe der charakteristischen Energi-
en der resonanten Tunnelstruktur liegt, ausgewaschen. Es ist notwendig, zwischen
der Umgebungstemperatur T , die durch das Kryostatsystem zur Verfügung gestellt
wird und der Temperatur des Ladungsträgersystems Teff zu unterscheiden. Insbe-
sondere bei tiefen Temperaturen gilt auf Grund von thermoelektrischen Prozessen
[171, 172, 173, 174, 175, 176], wie beispielsweise das Joulsche Heizen des Bauele-
ments oder der Injektion von heißen Ladungsträgern, dass Teff ≥ T ist; siehe hierzu
auch Kapitel 3.4.2. Die Umgebungstemperatur lässt sich unmittelbar im Experiment
messen beziehungsweise einstellen; hingegen ist die effektive Ladungsträgertempe-
ratur indirekt in der Kennlinie enthalten.
In diesem Abschnitt wird das Transportverhalten in Abhängigkeit der Umgebungs-
temperatur untersucht. Hierzu werden Strom-Spannungs-Kennlinien im Bereich
von -1.1 V bis +1.0 V im Temperaturbereich von 350 mK bis 300 K aufgenom-
men. Eine detaillierte Untersuchung des Temperaturverhaltens des Niedrigstrom-
Regimes im Bereich von 50 mK bis 1 K wird gesondert in Abschnitt 7.2 disku-
tiert. Die Abbildung 7.6 (a) zeigt in einer doppellogarithmischen Darstellung fünf
2engl. Tal
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Abbildung 7.6.: Temperaturverhalten der Strom-Spannungs-Charakteristik einer Tunneldi-
ode (S1324) mit 1.4 µm Durchmesser. (a) Doppellogarithmische Darstellung der Kennlini-
en unterschiedlicher Umgebungstemperaturen. (b) Verlauf der entsprechenden differenziel-
len Leitfähigkeit. Ergänzend sind in den Abbildungen 7.8 und 7.9 die differenzielle Leit-
fähigkeit bei V0, V2 der Peakposition und Vv der Position des Minimums als Funktion der
Temperatur gezeigt. Die Untersuchungen umfassen den Temperaturbereich von 350 mK bis
zur Raumtemperatur (300 K).
Strom-Spannungs-Kennlinien für die Temperaturen von 350 mK bis 300 K. Im
Niedrigstrom-Regime des nicht-resonanten Transportbereichs ist deutlich zu erken-
nen, dass mit einer Erhöhung der Temperatur der Strom zunimmt. Der Übergang
zum Hochstrom-Regime, bei dem der resonante Tunnelstrom einsetzt, flacht mit der
Zunahme der Temperatur ab. Die grundsätzliche Veränderung in der Kennlinie auf
Grund der Temperaturerhöhung führt zu einer Zunahme des Stroms und gleichsam
einem „Auswaschen“ der Strukturen. Dies resultiert aus der Zunahme der inkohä-
renten Stromanteile mit zunehmender Temperatur. Die Veränderungen in der Kenn-
linie sind besonders deutlich in der zugehörigen differenziellen Leitfähigkeitskurve
zu erkennen. Daher konzentriert sich die Analyse auf die entsprechenden Kurven.
Abbildung 7.6 (b) zeigt die Veränderungen der differenziellen Leitfähigkeit bei Va-
riation der Umgebungstemperatur. Die äußere, grüne Kurve zeigt den Verlauf der
differenziellen Leitfähigkeit für Umgebungstemperaturen im Bereich von 350 mK
bis zirka 50 K. Innerhalb der gewählten Spannungsdarstellung sind für diesen Tem-
peraturbereich keine Veränderungen beobachtbar. Die differenzielle Leitfähigkeit
ist unabhängig gegen Temperaturänderungen bis zu 50 K. Für Temperaturen ober-
halb von 50 K setzt das bereits erwähnte Auswaschen der Strukturen in der dif-
ferenziellen Leitfähigkeit ein. Hierbei werden insbesondere die Minima durch die
Temperaturerhöhung angehoben. Bei 300 K sind keine ausgeprägten Minima und
Maxima zu erkennen. Um das Temperaturverhalten im Detail zu verstehen, wird für
drei signifikante Spannungen des positiven Spannungsastes die differenzielle Leit-
fähigkeit als Funktion der Temperatur untersucht. Hierbei wird eine Spannung des
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Abbildung 7.7.: Differenzielle Leitfähigkeit bei V0 = 12 mV als Funktion der Tempera-
tur. (a) Arrhenius-Darstellung. Der Bildausschnitt belegt ein aktiviertes Transportverhalten
oberhalb von 160 Kelvin. (b) Spannungsabhängiger Verlauf der Aktivierungsenergie. Für
beide Spannungspolaritäten ist ein relativ symmetrisches Verhalten der spannungsabhängi-
gen Aktivierungsenergie zu beobachten. Bis zu einer Vorspannung von ±100 mV ist das
Spannungsverhalten der Aktivierungsenergie nahezu linear, wie im Innenbild zu sehen ist.
Aus dem Spannungsverhalten lässt sich der Spannungs-Energie-Konversionsfaktor α ab-
schätzen.
Niedrigstrom-Regimes nahe dem Nullpunkt bei V0 = 12 mV sowie die Position des
Leitfähigkeitsmaximums bei V2 = 634 mV und des Minimums bei Vv = 777 mV
gewählt. Das Temperaturverhalten bei kleiner Vorspannung V0 ist in Abbildung 7.7
gezeigt. Der Graph 7.7 (a) zeigt die differenzielle Leitfähigkeit bei V0 als Funktion
der Temperatur in einer Arrhenius-Darstellung. Eine entscheidende Veränderung in
der differenziellen Leitfähigkeit ist erst oberhalb von 50 K zu beobachten. Unter-
halb von 50 K zeigt die differenzielle Leitfähigkeit keine Temperaturabhängigkeit.
Im kleinen Innenbild, das einen Ausschnitt der Kurve für Temperaturen oberhalb
von 100 K zeigt, ist ein aktiviertes Verhalten der differenziellen Leitfähigkeit über
zirka zwei Größenordnungen in der Leitfähigkeit zu beobachten. Nach Gleichung
(3.99) aus Kapitel 2.3.1 ist die klassische Verteilungsfunktion als Näherung für die
Besetzung der Zustände im Emitter gerechtfertigt. Hieraus resultiert ein Tempera-
turverhalten des Tunnelstroms
I ∝ T × exp
(
−|Elh0 − EF| − eV
kT
)
. (7.17)
Für die differenzielle Leitfähigkeit ist somit das Temperaturverhalten
dI
dV ∝ exp
(
−∆(V )
kT
)
(7.18)
zu erwarten. Hierbei ist ∆(V ) = |Elh0 − EF| − eV die spannungsabhängige Akti-
vierungsenergie. Für die gewählte Darstellung in Abbildung 7.7 (a) erhält man aus
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der Steigung der Kurve den Wert der Aktivierungsenergie bei 12 mV
∆(12 mV) ' k × (0.5× ln(10)× 1000) ≈ 100 meV. (7.19)
Hierbei sind ln(10) × 1000 zwei darstellungsbedingte Umrechnungsfaktoren. Die
Abbildung 7.7 (b) zeigt das Spannungsverhalten der Aktivierungsenergie. Für den
gewählten Spannungsbereich ist ein symmetrisches Spannungsverhalten zu be-
obachten. Unterhalb von ±100 mV lässt sich der Verlauf linear nähern. Aus dem
Spannungsverlauf der Aktivierungsenergie ist gleichsam eine Einschätzung des
Spannungs-Energie-Konversionsfaktors αmöglich. Er resultiert aus der spannungs-
abhängigen Änderung der Aktivierungsenergie,
α =
1
e
d
dV ∆(V ). (7.20)
Im Innenbild von Abbildung 7.7 (b) besitzen die rot eingezeichneten Fit-Geraden
die Steigung ±1/2. Entsprechend sollte der Konversionsfaktor in diesem Span-
nungsbereich in der Größe von 1/2 sein. Dies bestätigt die Überlegungen aus dem
vorherigen Abschnitt, dass für kleine Vorspannungen der Spannungsabfall zwischen
Emitter und dem quasi-gebundenen Zustand für beide Polaritäten gleich ist. Hieraus
resultiert ein annähernd symmetrischer Verlauf der Potenzialstruktur. Aus Abbil-
dung 7.7 (b) ist ferner zu entnehmen, dass für Spannungen oberhalb von ±100 mV
die Aktivierungsenergie deutlich nicht-linear abnimmt. Somit sollte auch der Kon-
versionsfaktor entsprechend dem Verlauf der Aktivierungsenergie mit zunehmender
Spannung kleiner werden. Wie zu erwarten war, wird die Potenzialstruktur mit zu-
nehmender Vorspannung asymmetrisch. Für den Mittelwert des Konversionsfaktors
im Spannungsbereich bis zu den schwach ausgeprägten Plateaus in der Leitfähig-
keit V±1 ergibt sich 〈α〉 = ∆0/V±1 ≈ 0.3, wobei ∆0 die Aktivierungsenergie ohne
Vorspannung ist. Sie wird nur unwesentlich größer sein als der experimentell be-
stimmte Wert von ∆(12 mV) ≈ 100 meV. Zum Vergleich: Aus der selbstkonsisten-
ten Rechnung ergibt sich für die Aktivierungsenergie ohne Vorspannung der Wert
∆0 = Elh0 − EF = 138 meV− 57 meV = 81 meV. (7.21)
Die theoretische Vorhersage passt somit zu den experimentellen Werten.
Die Abbildung 7.8 zeigt die Temperaturabhängigkeit des Maximums und Mini-
mums in der differenziellen Leitfähigkeit. In Abbildung 7.8 (a) ist zu beobachten,
dass mit steigender Temperatur die Leitfähigkeit erst leicht reduziert wird, um an-
schließend bei Temperaturen oberhalb von 180 Kelvin linear mit der Temperatur
anzusteigen. Dieses Verhalten resultiert aus der temperaturbedingten Minderung
der Ladungsträger-Supply-Funktion; siehe Gleichung (3.23). Der lineare Anstieg
erklärt sich aus dem Zusammenbruch des resonanten Tunnelregimes. Für Tempe-
raturen unterhalb 150 Kelvin dominieren resonante Tunnelstromanteile die Kennli-
nienform. Es existieren Bereiche negativ differenzieller Leitfähigkeit, wie z. B. bei
Vv. Hier gilt
dI
dV
∣∣∣∣
V=V2
>
dI
dV
∣∣∣∣
V=Vv
(T < 150 K). (7.22)
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Abbildung 7.8.: (a) Differenzielle Leitfähigkeit bei V2 als Funktion der Temperatur. Von
350 mK bis 15 K sind keine Änderungen der Leitfähigkeit beobachtbar. Für höhere Tempe-
raturen nimmt die Leitfähigkeit geringfügig ab und erreicht bei zirka 120 Kelvin ein Mini-
mum. Oberhalb von 200 Kelvin nimmt die Leitfähigkeit linear mit der Temperatur zu. (b)
Differenzielle Leitfähigkeit bei Vv als Funktion der Temperatur. Oberhalb von 120 Kelvin
findet ein Übergang zu einem linearen Temperaturverhalten der differenziellen Leitfähigkeit
statt. Im linearen Bereich der beiden Kurven beträgt die Steigung (1.7± 0.1)× 10−6 S/K.
Mit steigender Temperatur prägen nicht-resonante, parasitäre Stromanteile den
Kennlinienverlauf. Der Bereich negativ differenzieller Leitfähigkeit wird reduziert
beziehungsweise verschwindet. Dieses Verhalten ist deutlich in Abbildung 7.6 (b)
zu beobachten. Für Temperaturen oberhalb 150 Kelvin ist kein Minimum in der
differenziellen Leitfähigkeit mehr zu erkennen,
dI
dV
∣∣∣∣
V=V2
<
dI
dV
∣∣∣∣
V=Vv
(T > 150 K). (7.23)
Eine Abschätzung für den maximalen Temperaturbereich, in dem resonantes Tun-
neln den Transportprozess dominiert, ist mit Hilfe der Tunnelzeit τT möglich. Die
Tunnelzeit [41, 168, 177],
τT =
b
v(Ez)
+ ~
dφ
dE
∣∣∣∣
E=Ez
(7.24)
ist die Zeit, die ein Teilchen zum Durchdringen einer Barriere benötigt. Hierbei
ist der erste Term in Gleichung (7.24) die semiklassische Transferzeit, also die
Zeit, die ein Teilchen mit der Geschwindigkeit v = ~−1dEz/dkz = ~kz/m∗ =√
2(Φ0 − Ez)/m∗ benötigt, um die Strecke b zurückzulegen. Φ0 ist die Höhe und
b die Breite einer Barriere. Der zweite Term entspricht der quantenmechanischen
Phasenzeit. Der Bereich negativ differenzieller Leitfähigkeit ist eine Konsequenz
der Erhaltung des transversalen Impulses während des resonanten Tunnelprozesses.
Inelastische Streuprozesse, die den transversalen Impuls während des Übergangs
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ändern, müssen beim resonanten Tunneln auf großen Zeitskalen im Vergleich zur
Tunnelzeit stattfinden, τs  τT. Impulsändernde Wechselwirkungszeiten sind in
der Größenordnung τs ∼ ~/2kT . Hieraus ergibt sich die Temperaturbedingung für
die Beobachtung negativ differenzieller Leitfähigkeitsbereiche:
τT  τs ∼ 1
2
~
kT
(7.25)
y kTlimit  ~
τT
≈ ~
2 b
√
2(Φ0 − Ez)
m∗
. (7.26)
Die untersuchte Struktur hat eine nominelle Barrierenbreite von 5 nm. Die effektive
Masse des tunnelnden Teilchens ist mSihh ≈ 0.5 ×m0. Der erste angeregte Zustand
befindet sich zirka 250 meV von der Oberkante der Tunnelbarriere entfernt. Daher
sollte kTlimit  30 meV entsprechend einer Temperatur von 300 Kelvin sein. Auf
Grund dieser Abschätzung ist nachzuvollziehen, dass oberhalb von 150 Kelvin kei-
ne typischen Merkmale des resonanten Tunnelns in der Kennlinie zu beobachten
sind, obgleich die Bedingung kT  En+1 − En in diesem Temperaturbereich er-
füllt ist.
Die Abbildung 7.9 zeigt V2 und Vv als Funktion der Temperatur. Bis zu 50 K sind
keine Positionsänderungen festzustellen. Oberhalb von 50 K schiebt sowohl V2 als
auch Vv mit zirka -0.4 mV/K zu niedrigeren Spannungen. Dieses Verhalten ist das
Resultat vieler Prozesse. Im Bild des resonanten Tunnelns ist der maximale Strom
erreicht, wenn das Subband des Quantentopfes die Bandkante erreicht hat. Eine
Temperaturerhöhung führt zu keiner Verschiebung der Spannungsposition des Ma-
ximums, sondern zu einer Reduzierung des Peak-Stromes und gleichzeitig einer
„Abrundung“ des Strom-Maximums. Als Konsequenz dieser Verbreiterung, dessen
Ursache die Temperaturverbreiterung des Subbandes ist, liegt jedoch das Maximum
der ersten Ableitung bei niedrigerer Spannung. Die Temperaturverbreiterung des
Subbandes ist von der Größe 3.53kT . Die Verschiebung des Maximums sollte daher
in der Größe 3.53 kT
2 α
liegen. Dies gestattet aus der beobachteten Verschiebung des
Leitfähigkeitsmaximums V2 die Bestimmung eines Konversionsfaktors α ' 0.37.
Der auf diese Weise bestimmte Wert des Konversionsfaktors ist geringfügig größer
als der Wert, der sich aus der spannungsabhängigen Änderung der Aktivierungs-
energie in der Nähe der ersten Resonanz ergibt (〈α〉 = ∆0/V±1 ≈ 0.3). Die Diskre-
panz ist darauf zurückzuführen, dass der Spannungsabfall über die Barrierenstruktur
bei höherer Spannung V2 geringfügig kleiner ist als im Spannungsbereich der ersten
Resonanz bei V1. Der Konversionsfaktor ist entsprechend gewachsen.
7.1.2. Resonantes Tunneln in äußeren Magnetfeldern
In diesem Abschnitt wird der Einfluss statischer Magnetfelder auf die Strom-
Spannungs-Charakteristik diskutiert. Für die Transportmessungen stehen die beiden
Standard-Geometrien der Magnetfeldanordnung zur Verfügung. Das Magnetfeld ist
entweder parallel oder senkrecht zum Tunnelstrom orientiert. Entsprechend resul-
tieren magnetische Quantisierungen in der Wachstumsebene beziehungsweise der
Wachstumsrichtung.
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Abbildung 7.9.: Temperaturabhängigkeit der Spannungsposition des Leitfähigkeitsmaxi-
mums (a) und -minimums (b).
Magnetfeld parallel zum Strom Ist das Magnetfeld senkrecht zur Wachstums-
ebene und parallel zum Strom orientiert, quantisiert das Magnetfeld die Bewegung
der Ladungsträger in der Wachstumsebene. In den Zuleitungen und in den Quan-
tentöpfen entstehen Landau-Niveaus,
EE/C = EE/C,i + ~
e B
m∗E/C,‖
(
nE/C +
1
2
)
, (7.27)
Ew = Ew,i + ~
e B
m∗w,‖
(
nw +
1
2
)
. (7.28)
nE/C und nw sind die Landau-Quantenzahlen in den Zuleitungen beziehungswei-
se im Quantentopf. EE/C,i sind mögliche quasi-gebundene Zustände in den Zu-
leitungen, die beispielsweise durch Ladungsträgerakkumulation vor einer Barriere
entstehen. Mit Ew,i sind die quasi-gebundenen Zustände im Quantentopf bezeich-
net. An den Gleichungen (7.27) und (7.28) ist zu erkennen, dass für identische
effektive Massen die magnetfeldabhängige Energieaufspaltung im Emitter und im
Topf gleich ist. Aus der Erhaltung des transversalen Impulses resultiert die Erhal-
tung der Landau-Quantenzahlen beim resonanten Tunneln im parallelen Magnet-
feld. Für elastische Übergänge aus Emitter-Zuständen in den Quantentopf gilt somit
∆n = nE − nw = 0. Unter dieser Voraussetzung setzt der resonante Tunnelstrom
im Magnetfeld ein, wenn das erste Subband in Resonanz mit der Fermi-Kante des
Emitters gerät. Die entsprechende Resonanzbedingung lautet
EF = Ew,0 − α eV + ~ωc,w
(
nw +
1
2
)
. (7.29)
Da ein parallel zur Wachstumsrichtung orientiertes Magnetfeld keinen Einfluss auf
die Transmission einer Barriere besitzt, resultiert im Wesentlichen die Änderung
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Abbildung 7.10.: (a) Verlauf der Zustandsdichten bei parallelem Magnetfeld. Ist die ef-
fektive Masse im Emitter größer als im Topf, stehen sich die Landau-Niveaus mit gleicher
Quantenzahl nicht mehr gegenüber; die Quantentopf-Niveaus sind weiter aufgespalten. Dies
führt dazu, dass zunächst der Strom durch das nw = 0 Niveau verboten wird, dann durch
das nw = 1 usw. (b) Die Resonanz schiebt linear mit dem Magnetfeld und dem reziproken
Massenunterschied zwischen Emitter und Topf.
im Tunnelstrom aus den Änderungen in den Zustandsdichten, siehe Abbildung 2.5
in Kapitel 2.2. Jedes Mal, wenn sich ein Landau-Niveau des Quantentopfes unter
die Fermi-Kante des Emitters schiebt, ist eine Stufe in der Kennlinie zu beobach-
ten, siehe Abbildung 3.8 in Kapitel 10. Die maximale Anzahl an Stromstufen für
ein Magnetfeld entspricht der Anzahl an besetzten Landau-Niveaus im Emitter. Mit
steigendem Magnetfeld nimmt die Entartung der Landau-Niveaus zu. Gleichzeitig
nimmt die Anzahl der besetzten Landau-Niveaus ab. Als Konsequenz reduziert sich
die Anzahl der Stufen in der Kennlinie mit steigendem Magnetfeld. Gleichzeitig
kommt es zu einer Erhöhung der Stromstufen, da bei fester Vorspannung und stei-
gendem Magnetfeld mehr Ladungsträger zum Tunneln zur Verfügung stehen. Die
Stufenpositionen folgen Geraden im Magnetfeld. Diese Geradenschar bildet den
so genannten Landau-Fächer. Ein weiteres Verhalten der Kennlinie im Magnetfeld
ist eine 1/B-periodische Oszillation der Einsatzspannung sowie der Position des
Strommaximums. Diese Oszillationen sind auf die Oszillation der Fermi-Kante zu-
rückzuführen, die der Depopulation der Landau-Niveaus folgt. Aus der Periodizität
der Fermi-Kante ist einerseits über die Bestimmungsgleichung
p =
EF∫
Ev
dE D3(E,B) (7.30)
die Ladungsträgerkonzentration bestimmbar, andererseits lassen sich Aussagen tref-
fen über den Verlauf der Zustandsdichte und somit indirekt über Streuprozesse.
Für gleiche effektive Massen im Emitter und Quantentopf wird der Strom auf Grund
der Landau-Quantenzahl Erhaltung unterdrückt, sobald ein Subband unter die Va-
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Abbildung 7.11.: (a) Strom-Spannungs-Charakteristik einer Tunneldiode (S1324) mit no-
minell 1.4 µm Querschnitt, bei Anwesenheit eines äußeren Magnetfeldes mit einer Feld-
stärke von 13 Tesla (rote Kurve). Die Magnetfeldorientierung ist parallel zum Strom und
zur Einschränkungsrichtung. Als Referenz ist in Schwarz die Kennlinie für den feldfreien
Fall eingezeichnet. (b) Verlauf der entsprechenden differenziellen Leitfähigkeit. Eine leich-
te magnetfeldabhängige Verschiebung von V2 und Vv ist zu beobachten.
lenzbandkante des Emitters schiebt. Bei unterschiedlichen effektiven Massen3 ste-
hen sich die Landau-Niveaus mit gleicher Quantenzahl nicht mehr gegenüber; die
Quantentopf-Niveaus sind weiter aufgespalten. Dies führt dazu, dass zunächst der
Strom durch das nw = 0 Niveau verboten wird, dann durch das nw = 1 usw. Sofern
im Emitter nmaxE Niveaus besetzt sind, bricht die Resonanz erst bei einer um [178]
δVi =
~B
α
(
1
m∗w,i
− 1
m∗E
)(
nmaxE +
1
2
)
(7.31)
höheren Spannung zusammen. Die Resonanz verschiebt also linear mit dem Mag-
netfeld und dem reziproken Massenunterschied zwischen Emitter und Topf. Dieses
Verhalten ist in Abbildung 7.10 dargestellt. Die Abbildung 7.11 (a) zeigt die Wir-
kung eines Magnetfeldes auf die Strom-Spannungs-Charakteristik. Die schwarze
Kurve entspricht der Kennlinie ohne Magnetfeld, die rote bei einem Magnetfeld von
13 Tesla. Im Wesentlichen ist eine Erhöhung des Stromplateaus bei Vv = 780 mV zu
erkennen. Eine Treppenstruktur in der Kennlinie, wie oben beschrieben, ist nicht zu
beobachten. In der ersten Ableitung ist lediglich eine sehr geringe Verschiebung der
Leitfähigkeitsschulter bei V1 sowie eine Verbreiterung der folgenden Leitfähigkeits-
resonanz festzustellen. Die Verschiebungen von V1 und Vv sind in Abbildung 7.12
(a) aufgetragen. Das Maximum in der Leitfähigkeit bei V2 wird hierbei mit zuneh-
mender Feldstärke reduziert; hingegen wächst die Leitfähigkeit im Minimum bei
Vv. Dieses Verhalten wird in Abbildung 7.13 gezeigt. Das Fehlen stufenförmiger
Strukturen ist so zu deuten, dass auf Grund einer hohen Dotierung von 8×1018cm−3
3Beispielsweise, wenn die effektive Masse im Emitter größer als im Topf ist (m∗E > m∗w).
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Abbildung 7.12.: (a) Verlauf von Vv und V1 als Funktion des äußeren Magnetfeldes. (b) Iv
als Funktion des Magnetfeldes.
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Abbildung 7.13.: (a) Reduzierung des Leitfähigkeitsmaximums bei V2 als Funktion des
Magnetfeldes. (b) Magnetfeldabhängige Zunahme der Leitfähigkeit im Minimum bei Vv.
und einer effektiven Masse von mSihh/m0 ≈ 0.5 die Oszillation der Fermi-Kante für
die im Experiment zur Verfügung stehenden Feldstärken zu vernachlässigen sind.
Zudem sind selbst bei Feldstärken von 18 Tesla noch mindestens sechs Landau-
Niveaus im Emitter besetzt. Dies konnte durch eine Simulation der Fermi-Kanten
Oszillation gezeigt werden. Die Ergebnisse der Rechnung sind in Abbildung 7.14
dargestellt. Inelastische Wechselwirkungen führen zusätzlich zu einer Verbreiterung
der Singularitäten in der Zustandsdichte, siehe hierzu Kapitel 2.3. Dies führt insge-
samt zu einem Auswaschen der Strukturen, so dass einzelne Stromstufen nicht mehr
als solche zu erkennen und detektierbar sind.
Die bereits erwähnten Verschiebungen der Resonanzen, die eine Konsequenz der
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Abbildung 7.14.: (a) Simulation der Oszillation der Fermi-Kante bis zu Magnetfeldstär-
ken von 18 Tesla. Die Ladungsträgerkonzentration beträgt 8 × 1018 cm−3. (b) Anzahl der
bevölkerten Landau-Niveaus als Funktion der Magnetfeldstärke. Für die gewählte Ladungs-
trägerkonzentration an schweren Emitter-Löchern ist das Quantenlimit (nmaxE = 0) erst bei
einer Feldstärke von 96 Tesla erreicht. Bei 13 Tesla sind noch 9 Landau-Niveaus im Emitter
besetzt.
Massendifferenz der Ladungsträger im Emitter und Topf sind, lassen sich jedoch gut
beobachten. Die Gleichung (7.31) setzt implizit elastische Übergänge aus Emitter-
Zuständen in Zustände des Quantentopfs voraus. Dies ist, wie die bisherigen Unter-
suchungen ergeben haben, für die Struktur eine unzutreffende Annahme. Inelasti-
sche Streuprozesse während des Tunnelprozesses führen zu Übergängen, bei denen
die Landau-Quantenzahl nicht erhalten ist, nE−nw = 0,±1. Für diesen Fall erwar-
tet man eine Verschiebung [178]
δVi =
~B
α
(
nw +
1
2
m∗w,i
− nE +
1
2
m∗E
)
. (7.32)
Mit Hilfe von Gleichung (7.32) lässt sich ein Zusammenhang zwischen den besetz-
ten Landau-Niveaus im Emitter und im Quantentopf sowie deren effektiven Massen
darstellen. Sind die effektiven Massen beispielsweise durch vergleichbare Experi-
mente bekannt, ist die Bestimmung des für die Resonanz relevanten Spannungs-
Energie-Konversionsfaktors α möglich. Die entsprechenden Zusammenhänge sind
in Abbildung 7.15 zusammengestellt. Für den Positionsverlauf von Vv stimmen
die experimentellen Daten gut mit bekannten Werten überein. Für die nominellen
Parameter der Struktur resultiert ein Konversionsfaktor α ≈ 0.35, der durchaus
plausibel erscheint und mit den Werten der temperaturabhängigen Untersuchungen
konsistent ist. Die Bestimmung der Resonanzposition von V1 ist auf Grund der star-
ken Verbreiterung der Resonanz schwierig und mit einem Fehler von zirka 20%
verbunden.
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Abbildung 7.15.: Verhalten der Topfmasse als Funktion des Konversionsfaktors und der
besetzten Landau-Niveaus im Emitter beziehungsweise dem Quantentopf. (a) Darstellung
für die Resonanz bei V1. (b) Darstellung für die Resonanz bei Vv.
Magnetfeld senkrecht zum Strom In parallel zum Strom orientierten Ma-
gnetfeldern ist der Hamilton-Operator in die beiden orthogonalen Bewegungen
- senkrecht und parallel zur Tunnelrichtung - separierbar. Beim resonanten Tun-
neln aus Emitter-Zuständen in Subbänder des Quantentopfes bleibt die Landau-
Quantenzahl erhalten. Aus dieser Bedingung resultieren stufenförmige Strukturen
in der Strom-Spannungs-Charakteristik.
Für eine Magnetfeldorientierung senkrecht zum Strom ist die Interpretation des
resonanten Tunnelstroms komplizierter, da der transversale Impuls beim resonan-
ten Tunneln keine Erhaltungsgröße mehr ist. Das magnetische und elektrostatische
Einschlusspotenzial überlagern zu einem effektiven Potenzial. Dies führt zu einer
Kopplung der parallelen und senkrechten Bewegungskomponente. Der wesentli-
che Effekt eines senkrecht zum Strom orientierten Magnetfeldes auf die Kennli-
nie resultiert in der magnetfeldabhängigen Änderung des transversalen Impulses.
Der Hamilton-Operator für die Bewegung eines Teilchens unter dem Einfluss eines
senkrecht zur Tunnelrichtung wirkenden Magnetfeldes ist
H =
p2
2m∗
+
e2B2z2
2m∗
− pyeBz
m∗
+ V (z)− eFz, (7.33)
mit F dem elektrischen Feld in Tunnelrichtung. Das Magnetfeld ist in Landau-
Eichung gewählt: B = ∇ × A mit A = −zB ey. In Gleichung (7.33) ist zu
erkennen, dass ein Ladungsträger keine Energie durch das Magnetfeld gewinnt.
Das Magnetfeld verursacht nur einen Energieübertrag der z-Komponente auf die
y-Komponente. Beim Tunneln durch die mittlere Barrierenbreite 〈b〉 wird dem
Ladungsträger ein Impulsbetrag ∆ky = eB〈b〉/~ in y-Richtung zu- beziehungs-
weise abgeführt. Ladungsträger aus Emitter-Zuständen können somit elastisch in
Quantentopf-Zustände tunneln, die einen Energiebetrag
∆Ey =
~2(∆ky)2
2m∗
=
e2〈b〉2B2
2m∗
(7.34)
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Abbildung 7.16.: (a) Darstellung im Energie-Impuls-Raum der besetzten Emitter-Zustände
(links, grau-schattierte Fläche) und Subbänder des Topfes (rechts, gestrichelte Parabeln) für
vier unterschiedliche Werte ∆E und ∆ky = 0. Die Zustände des Emitters, die elastisch
in Quantentopf Subbänder tunneln können, entsprechen den dick gedruckten Parabeln. (b)
Die gleiche Situation wie in (a), jedoch mit zusätzlichem senkrechten Magnetfeld, so dass
∆ky 6= 0 ist.
tiefer liegen. In Abbildung 7.16 sind die Veränderungen auf Grund eines senkrecht
zur Tunnelrichtung wirkenden Magnetfeldes skizziert. Aus der Energiedifferenz in
Gleichung (7.34) resultiert eine Verschiebung der Resonanzposition proportional
B2〈b〉2 zu höheren Spannungen,
δVv =
e〈b〉2B2
α 2m∗
. (7.35)
In einer semiklassischen Betrachtung lässt sich diese Verschiebung verstehen als
eine Konsequenz der Lorentz-Kraft, die während der Tunnelprozesse wirkt. Die
Ladungsträger tunneln durch eine effektiv breitere Barriere auf Grund der Ablen-
kung, die sie durch die Lorentz-Kraft erfahren.
Die Kennlinie in Abbildung 7.17 zeigt im senkrechten Magnetfeld nur eine geringe
Veränderung. Auf Grund der hohen Dotierung der Zuleitungen sowie der Ladungs-
trägermasse der schweren Silizium-Löcher (mSihh/m0 ≈ 0.5) sind für die im Expe-
riment zur Verfügung stehenden Magnetfeldstärken mehr als acht Landau-Niveaus
besetzt. Die Landau-Niveaus sind zudem durch Streueffekte stark verbreitert. Die
Wirkung des Magnetfeldes auf die Fermi-Kante kann daher vernachlässigt und die
Fermi-Energie des Emitters als unabhängig vom Magnetfeld angesehen werden. Die
Quantisierung im Germanium-Quantentopf resultiert überwiegend aus dem elektro-
statischen Einschlusspotenzial der Heterostruktur. Das Magnetfeld wirkt daher nur
als kleine Störung, die entsprechend Gleichung (3.72) zu einem diamagnetischen
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Abbildung 7.17.: (a) Strom-Spannungs-Charakteristik einer Tunneldiode des Wafers
S1324 mit nominell 1.4 µm Querschnitt. Die schwarze Kurve zeigt die Kennlinie ohne
Magnetfeld, die rote bei Anwesenheit eines äußeren Magnetfeldes mit einer Feldstärke von
13 Tesla. Die Magnetfeldorientierung ist senkrecht zum Strom und parallel zur Wachs-
tumsebene. (b) Differenzielle Ableitung der Kurven aus (a). Als Konsequenz auf die beim
Tunnelprozess wirkende Lorentz-Kraft ist eine magnetfeldabhängige Verschiebung von Vv
zu beobachten.
Shift führt. Für die betrachteten Felder sind diese Energiekorrekturen jedoch auf
Grund des dünnen Germanium-Topfes und der schweren Masse der Ladungsträger
zu vernachlässigen. Dementsprechend ist die Zustandsdichte im Quantentopf in ers-
ter Ordnung nicht vom senkrechten Magnetfeld beeinflusst. Infolgedessen sind in
der Kennlinie keine magnetfeldabhängigen Strukturen auf einer Skala ~ωc zu er-
warten.
Wie bereits in der parallelen Magnetfeldorientierung beobachtet wurde, führt auch
ein senkrechtes Magnetfeld zu einer leichten Dämpfung des Leitfähigkeitsmaxi-
mums bei gleichzeitiger Erhöhung der Leitfähigkeit im Minimum. Dieses Verhalten
ist in Abbildung 7.18 gezeigt. Es ist davon auszugehen, dass die selben Transport-
mechanismen, wie sie im vorhergehenden Abschnitt beschrieben wurden, für dieses
Verhalten verantwortlich sind. Sie sollen daher hier nicht erneut diskutiert werden.
Entsprechend den vorangegangenen Erörterungen ist daher der wesentliche Effekt
des Magnetfeldes die Verschiebung der Resonanzposition. Auf Grund der starken
Verbreiterung der Strukturen in der Kennlinie wird zur Auswertung der experimen-
tellen Daten das Minimum in der ersten Ableitung als Position des Maximums in
der Stromresonanz betrachtet. Die magnetfeldabhängige Verschiebung des Mini-
mums bei Vv wird daher als Konsequenz eines Impulsübertrags beziehungsweise
Energieübertrags entsprechend Gleichung (7.34) interpretiert. Die Abbildung 7.19
(a) zeigt die Verschiebung von Vv als Funktion des Magnetfeldes. Entsprechend der
Gleichung (7.35) lässt sich aus der Verschiebung ein Zusammenhang aus der ef-
fektiven Masse der Ladungsträger, der Tunneldistanz und des Spannungs-Energie-
Konversionsfaktors darstellen, siehe Abbildung 7.19 (b). Es ist anzunehmen, dass
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Abbildung 7.18.: (a) Magnetfeldabhängige Dämpfung des Leitfähigkeitsmaximums. (b)
Zunahme der Leitfähigkeit im Minimum als Funktion des Magnetfeldes
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Abbildung 7.19.: (a) Verschiebung von Vv als Funktion des senkrechten Magnetfeldes. (b)
Zusammenhang zwischen der Verschiebung, der Tunneldistanz, der effektiven Masse des
tunnelnden Teilchens und des Spannungs-Energie-Konversionsfaktors α. Die Konturlinien
entsprechen Tunneldistanzen von 4.5 nm bis 6.5 nm.
die effektive Masse der tunnelnden Ladungsträger in der Größe der effektiven Mas-
se der schweren Silizium-Löcher des Emitters liegen wird. Eine geeignete Annah-
me für die Tunneldistanz liegt im Bereich der nominellen Barrierendicke von zirka
5 nm. Unter Berücksichtigung dieser Annahmen und Verschiebung von Vv resultiert
ein Konversionsfaktor im Bereich 0.27 < α < 0.35. Der auf diese Weise bestimmte
Konversionsfaktor ist konsistent mit den Werten von α aus den temperaturabhängi-
gen Messungen des vorangegangenen Abschnitts.
125
7. Silizium/Germanium-Quantentopfstrukturen
7.1.3. Zusammenfassung
Zusammenfassend lässt sich festhalten: In der Strom-Spannungs-Charakteristik ei-
ner Diode des Wafers S1324 mit 1.4 µm Durchmesser waren zwei schwache Strom-
resonanzen zu beobachten. Diese Resonanzen ließen sich Übergängen von schwe-
ren Löchern des dreidimensionalen Silizium-Emitters in zweidimensionale Subbän-
der des in der Silizium-Matrix eingebetteten Germanium-Quantentopfes zuordnen.
Hierbei fanden sowohl Übergänge schwerer Löcher in Leicht-Loch-Zustände (1.
Resonanz) als auch in Schwer-Loch-Zustände (2. Resonanz) des Quantentopfes
statt.
Die Kennlinie besaß jedoch einen hohen nicht-resonanten Tunnelstromanteil, der
die typischen resonanten Tunnelstrukturen (Bereiche mit negativ differenzieller
Leitfähigkeit und großem peak-to-valley ratio) in der Kennlinie entscheidend über-
lagerte. Die Ursache hierfür war möglicherweise eine hohe Diffusion von Dotiera-
tomen aus den Zuleitungen in die aktive Zone.
Temperaturabhängige Messungen ermöglichten es dennoch, Aussagen über den
Spannungsabfall in der aktiven Zone treffen zu können. Dies gestattete die Be-
stimmung eines Spannungs-Energie-Konversionsfaktors α, mit dem sich die Span-
nungsskalen als Energieskalen interpretieren ließen. Mit der Kenntnis des Konver-
sionsfaktors ließen sich aus der Positionsänderung der Leitfähigkeitsresonanzen im
Magnetfeld die effektiven Massen der Löcher in den Quantentopf-Zuständen be-
stimmen. Die auf diese Weise ermittelten Werte der effektiven Massen stimmten
gut mit Werten aus vergleichbaren Experimenten überein.
7.2. Diskrete Zustände im Germanium
Quantentopf
Im vorangegangenen Kapitel ist das resonante Tunneln von freien Ladungsträ-
gern aus dreidimensionalen Emitter-Zuständen in zweidimensionale Quantentopf-
Subbänder untersucht worden. Stromresonanzen in der Kennlinie waren ein Be-
leg für die resonanten Übergänge. Dieses Kapitel untersucht den Quantentrans-
port im Niedrigstrom-Regime, bei kleinen Vorspannungen deutlich vor dem Ein-
setzen der ersten Stromresonanz. Die Abbildung 7.20 zeigt die Strom-Spannungs-
Charakteristik und die erste Ableitung der bereits im vorherigen Kapitel diskutier-
ten Diode S1324 mit 1.4 µm Querschnittsfläche im Spannungsbereich von -10 mV
bis 10 mV. Die Kennlinien wurden in einem 3He/4He-Entmischungskryostaten bei
einer Umgebungstemperatur von 50 mK aufgenommen. In der Strom-Spannungs-
Kennlinie (Abbildung 7.20 (a)) sind mehrere, unterschiedlich hohe und breite
Stromstufen zu erkennen. Den Stromstufen entsprechen scharfe Maxima in der dif-
ferenziellen Leitfähigkeit. Diese scharfen Maxima (Peaks) sind in Abbildung 7.20
(b) zu beobachten. Die Stufen beziehungsweise Peaks sind exakt reproduzierbar,
auch nach mehrfachem Ein- und Ausbauen der Probe. Die Stufenposition ist für die
jeweilige Probe charakteristisch. Auf Grund der Stufenform und Größe ist davon
auszugehen, dass die Stromstufen aus resonanten Tunnelprozessen von Löchern in
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diskrete Zustände, die in der Germaniumschicht liegen, resultieren. Nominell be-
finden sich solche Zustände nicht in der Germaniumschicht. Die folgenden Ur-
sachen könnten jedoch zur Bildung von nulldimensionalen Zuständen innerhalb
der Germaniumschicht geführt haben: Es ist bekannt, dass Silizium und Germa-
nium pseudomorph aufeinander wachsen [3, 110, 125, 179]. Zudem sind lokale
Schichtdickenfluktuationen insbesondere bei dünnen Filmen von nur wenigen Mo-
nolagen nicht auszuschließen. Dies kann zu lokalen Potenzialminima führen, die
dem Quantentopfpotenzial überlagert sind und so zu weiteren Ladungsträgerein-
schränkungen führen. Auf diese Art können nulldimensionale Zustände innerhalb
des Quantentopf-Bereichs entstanden sein. Der elektronische Transport kann dann
in bestimmten Spannungsbereichen über diese lokalen Potenzialminima stattfinden
[180, 181, 182]. Eine weitere Möglichkeit für die Existenz nulldimensionaler Zu-
stände in der Region des Quantentopfes ist die Diffusion von Dotieratomen aus den
hochdotierten Zuleitungen. Dellow et al. [183] konnten den resonanten Tunneltrans-
port über einzelne Donator-Zustände, die im Quantentopf liegen, beobachten. Eine
eindeutige Zuordnung des nulldimensionalen Transportkanals zu diskreten Zustän-
den einer Störstelle oder eines lokalen, wachstumsbedingten Potenzialminimums ist
sehr schwierig. Die Vorstellung, dass Bor-Akzeptor-Atome aus den hochdotierten
Zuleitungen in den undotierten Quantentopf diffundiert sind und dort nulldimensio-
nale Transport-Kanäle erzeugen, ist jedoch nahe liegend, lässt sich aber nicht ein-
deutig beweisen. Ebenso lassen sich lokale Potenzialfluktuationen nicht ausschlie-
ßen. Im weiteren Verlauf wird daher allgemein von einem Quantenpunkt gespro-
chen, unabhängig davon, ob es sich um eine Störstelle oder ein andersartig beding-
tes punktförmiges Potenzial handelt.
Im Folgenden soll der Transport über die diskreten Zustände diskutiert werden: So-
bald die Fermi-Kante des Emitters in Resonanz mit einem Quantenpunkt-Niveau
gerät, setzt der Tunnelprozess ein. Beim elastischen Tunneln von freien Ladungs-
trägern des Emitters in nulldimensionale Zustände ist der transversale Impuls keine
Erhaltungsgröße mehr; ausschließlich die Gesamtenergie bleibt erhalten. Die Reso-
nanzbedingung lautet entsprechend
Es,i =
~2k2s,i
2m2s
=
~2k2
2m∗E
, (7.36)
mit Es,i dem Niveau des i-ten Quantenpunktes und k beziehungsweise ks,i dem
Wellenvektor des Ladungsträgers im Emitter und im Quantenpunkt. m∗E,m∗s sind
die effektiven Massen des Ladungsträgers im Emitter und im Quantenpunkt. In der
Kennlinie sind somit an den Positionen Vs,i = (Es,i − EF)/αe Stromstufen ∆Ii
zu beobachten. Im idealisierten Bild des elastischen 3D-0D Tunnelns nimmt der
Strom nach dem Sprung mit zunehmender Spannung linear ab, bis das Quanten-
punktniveau die Bandkante erreicht hat. Inelastische Übergänge in realen Struktu-
ren führen jedoch dazu, dass der Strom nach dem Sprung mit zunehmender Span-
nung nicht sinkt, sondern annähernd konstant bleibt oder sogar zunimmt. In Abbil-
dung 7.21 (a) und (b) ist dieses Verhalten zu beobachten. Der Strom bleibt nach
dem Sprung plateauartig konstant, bis die nächste Stromstufe folgt. Ausschließ-
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Abbildung 7.20.: (a) Strom-Spannungs-Kennlinie der Probe aus Abbildung 7.3 im Be-
reich des Niedrigstrom-Regimes von -10 mV bis +10 mV. In der Charakteristik sind deut-
lich Stromstufen ∆I unterschiedlicher Höhe und Breite zu beobachten. (b) Korrespondie-
rende differenzielle Leitfähigkeit. Den Stromstufen in der Kennlinie entsprechen Peaks in
der differenziellen Leitfähigkeit. Ein besonders ausgeprägter Leitfähigkeitspeak liegt bei
Vs,10 ≈ 6.6 mV. Der Peak hat eine Halbwertsbreite von ∆Vs,10 ≈ 0.3 mV. Bei der Untersu-
chung der Temperaturabhängigkeit der Probe wird die Verbreiterung dieser Stromstufe be-
ziehungsweise Halbwertsbreite der korrespondierenden Leitfähigkeitsresonanz diskutiert,
siehe hierzu Abbildung 7.23 (d).
lich bei der Stufe um -1 mV ist nach dem Sprung ein Stromabfall zu beobach-
ten. Die Höhen der Stromstufen in Abbildung 7.21 (a) beziehungsweise (b) werden
entscheidend vom Verhältnis der Tunnelraten in beziehungsweise aus dem diskre-
ten Quantenpunkt-Zustand beeinflusst. Die Tunnelraten legen die Besetzungswahr-
scheinlichkeit4 p = ps,i des iten Zustandes fest. Der Strom aus dem Emitter in einen
nicht-entarteten diskreten Zustand Es,i ist das Produkt aus der Verteilungsfunktion
des Emitters bei der Energie Es,i, der Tunnelrate Γ1 in den diskreten Zustand und
der Wahrscheinlichkeit (1 − p), dass der diskrete Zustand unbesetzt ist. Aus dem
diskreten Zustand kann die Ladung entweder zurück in den Emitter tunneln mit der
Rate p[1−f(E)]Γ1 oder in den Kollektor mit der Rate pΓ2. Aus der Gleichgewichts-
bedingung
f(E)[1− p]Γ1 = p[1− f(E)]Γ1 + pΓ2 (7.37)
folgt unmittelbar der funktionale Zusammenhang der Besetzungswahrscheinlich-
keit als Funktion der Tunnelraten
p = f(E)
Γ1
Γ1 + Γ2
. (7.38)
4Zur besseren Übersicht, werden die Indices an den Tunnelraten, Besetzungswahrscheinlichkeiten
und Verteilungsfunktionen weggelassen.
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Der Tunnelstrom vom Emitter über einen diskreten Zustand in den Kollektor ist
somit
∆I = e p Γ2 = e f(E)
Γ1 Γ2
Γ1 + Γ2
. (7.39)
An Gleichung (7.39) ist zu erkennen, dass der Tunnelstrom proportional zur Ver-
teilungsfunktion f(E) des Emitters ist. Gleichung (7.39) beschreibt den Tunnel-
strom über einen nicht-entarteten Zustand. Stehen zwei unabhängige Transport-
kanäle auf Grund der beiden Spin-Zustände zur Verfügung, beträgt die Besetzungs-
wahrscheinlichkeit für die beiden Kanäle 2p und der Tunnelstrom ist doppelt so
groß wie der Strom über ein nicht-entartetes Niveau. Die Coulomb-Blockade und
die Elektron-Elektron-Wechselwirkung verhindert, dass zwei Ladungen gleichzei-
tig die beiden Transportkanäle besetzen. Die Kanäle sind letztendlich nicht unab-
hängig voneinander und somit reduziert sich der Strom, der nur durch einen der
beiden entarteten Zustände getragen wird. Für T = 0 K ist der Tunnelstrom über
ein Zwei-Zustandsystem, bei dem niemals beide Kanäle gleichzeitig den Strom tra-
gen [184, 185, 186]
∆I = 2e
Γ1Γ2
2Γ1 + Γ2
. (7.40)
Anhand von Gleichung (7.40) lässt sich der Einfluss der Tunnelraten auf die Stu-
fenhöhe studieren. Bei stark unterschiedlichen Tunnelraten bestimmt die kleinere
Tunnelrate beziehungsweise die Lage der dickeren Tunnelbarriere die Stufenhöhe.
Dominiert das Tunneln in den Quantenpunkt, Γ1  Γ2, ist die Stufenhöhe durch
den Tunnelprozess in den Kollektor bestimmt, ∆I ≈ eΓ2. Im umgekehrten Fall, ei-
ner deutlich kleineren Tunnelrate in den Quantenpunkt als aus ihm heraus, Γ1  Γ2,
ist die Stufenhöhe ∆I ≈ 2eΓ1 vom Tunnelprozess in den Quantenpunkt bestimmt.
Der Kennlinienverlauf in Abbildung 7.21 (a) beziehungsweise (b) belegt, dass im
Spannungsbereich bis 4 mV die Tunnelraten annähernd5 gleich groß sind Γ1 ≈
Γ2 ≈ Γ. Dies ist konform mit der Vorstellung, dass die Barrierenstruktur sym-
metrisch ist. Die spektroskopierten Quantenpunkte sollten daher möglichst in der
Mitte des Germanium-Quantentopfes liegen. Möglicherweise könnte dies ein Indiz
dafür sein, dass es sich bei den beobachteten Quantenpunkten um Störstellen han-
delt. Auf Grund des aufgeladenen Quantentopfes ist das Band stark gebogen; siehe
Abbildung 7.30 (a). Einzelne Störstellen in der Mitte des Topfes könnten somit her-
ausgehoben sein. Durch diese wenigen, ausgewählten Störstellen findet dann der
beobachtete Tunneltransport statt.
Aus der Stufe ∆I2 = 8 pA bei Vs,2 = 0.5 mV lässt sich die Tunnelrate Γ ≈
7.5 × 107 s−1 unter Verwendung von Gleichung (7.40) abschätzen. Mit der ermit-
telten Tunnelrate lässt sich die Linienbreite des Quantenpunktniveaus ∆Es = ~/2τ
mit der Verweildauer τ = 1/(Γ1 + Γ2) = 1/2Γ des Ladungsträgers im Quanten-
punkt berechnen:
∆Es,i/αe = ~(Γ1 + Γ2)/2αe. (7.41)
Auf Grund des symmetrischen Potenzialprofils wird ein Konversionsfaktor α = 1/2
angenommen. Für die ermittelte Tunnelrate ergibt sich aus Gleichung (7.41) eine
5In der negativen Polarität sind die Stufenhöhen geringfügig größer als in der positiven.
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Abbildung 7.21.: Ausschnitte der Strom-Spannungs-Kennlinien aus Abbildung 7.20. (a)
Für eine Vorspannung von ±4 mV beziehungsweise (b) ±2 mV. Die Stromstufe bei -1 mV
entspricht dem typischen Kennlinienverlauf für 3D-0D-3D Tunnelprozesse, mit abfallen-
dem Plateau. Für betragsmäßig höhere Spannungen ist dieses Verhalten in dieser Deutlich-
keit nicht mehr zu beobachten. Die Stufen in der negativen Spannungspolarität sind gering-
fügig größer als in der positiven. Dieses Verhalten ist ein Indiz für eine kleine Asymmetrie
der Tunnelraten. Die Spannungspositionen der Stufen sind in beiden Polaritäten gleich. Je-
de Stromstufe Vs,i besitzt eine endliche Breite, deren Wert durch die Halbwertsbreite ∆Vs,i
der korrespondierenden Leitfähigkeitsresonanz wiedergegeben wird. Die Abbildungen (c)
und (d) zeigen die zugehörigen ersten Ableitungen der Ausschnitte der Kennlinie aus (a)
und (b).
Halbwertsbreite ∆Vs,2 ≈ 0.025 µV. Die im Experiment gemessene Halbwertsbreite
der Leitfähigkeitsresonanz beträgt jedoch 87 µV und ist damit fast 3500mal breiter.
Dies ist verständlich, da die Halbwertsbreite der Leitfähigkeitsresonanz nicht der
Linienbreite des Quantenpunktniveaus entspricht. Der Tunnelstrom ist im Wesent-
lichen von der Verteilungsfunktion des Emitters bestimmt [187] (siehe Abbildung
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7.22),
I(V ) =
∆Is,i
1 + exp
−αe(V−Vs,i)
kTeff
. (7.42)
Somit gibt die Halbwertsbreite die Temperaturverbreiterung der Fermi-Kante wie-
der. In Gleichung (7.42) ist ein wichtiger Umstand berücksichtigt. Es ist notwendig,
zwischen der Umgebungstemperatur der Mischungskammer im Kryostaten T und
der Temperatur des Ladungsträgersystems Teff zu unterscheiden. Die Umgebungs-
temperatur ist stets nur eine untere Grenze der Ladungsträgertemperatur. Insbeson-
dere bei sehr tiefen Temperaturen ist die Ankopplung der Ladungsträger an das
Kristallgitter gering. Entsprechend schlecht ist die Kühlleistung. Ladungsträger-
wechselwirkungen, thermoelektrische Effekte (siehe Kapitel 3.4.2) und Joulsches
Heizen führen zu Heizeffekten und einer deutlichen Differenz von T zu Teff. Wäh-
rend T direkt messbar ist, muss Teff aus der Kennlinie extrahiert werden. Unter der
Annahme6, dass die Stufenbreite im Wesentlichen aus der thermischen Verbreite-
rung der Verteilungsfunktion hervorgeht, lässt sich aus der Stufenbreite beziehungs-
weise der mit ihr korrelierten Energie α e∆Vs ≈ 44 µeV die effektive thermische
Energie der Ladungsträger und somit ihre Temperatur ermitteln,
kTeff ≈ αe∆Vs,i/3.53. (7.43)
Die Kennlinie aus Abbildung 7.21 ist bei einer Umgebungstemperatur T = 50 mK
aufgezeichnet worden. Aus der Verbreiterung der ersten Stromstufe ergibt sich eine
effektive Ladungstemperatur von Teff ≈ 145 mK. Die Temperatur des Ladungsträ-
gersystems ist also um den Faktor 3 höher als die Umgebungstemperatur.
Die Gleichung (7.43) setzt voraus, dass der Konversionsfaktor α bekannt ist. Auf
Grund der gleichen Tunnelraten, entsprechend einem symmetrischen Bandprofil,
wurde implizit ein symmetrischer Spannungsabfall über die Struktur angenommen.
Dies fordert unmittelbar einen Konversionsfaktor α = 1/2. Im Rückschluss lässt
sich jedoch aus der Annahme, dass eine Temperaturvariation im Temperaturbereich
kT  EF im Wesentlichen eine Veränderung der Verteilungsfunktion und somit
eine damit korrelierte Änderung in der Halbwertsbreite der Leitfähigkeitsresonanz
bewirkt, der Konversionsfaktor ermitteln. Auf dieses Verfahren wird im Folgenden
Abschnitt näher eingegangen.
7.2.1. Einfluss der Temperatur
Gerät die Fermi-Kante des Emitters in Resonanz mit einem Quantenpunktniveau
im Quantentopf, tunneln Löcher elastisch in den diskreten Zustand. Der Tunnel-
strom ist in erster Ordnung proportional zur Anzahl der besetzten Zustände an
der Fermi-Kante. Die mittlere Besetzungswahrscheinlichkeit ist durch die Fermi-
Funktion (Gleichung (2.79), Kapitel 2.3.1) gegeben. Mit zunehmender Temperatur
6Die Coulomb-Wechselwirkung der Ladungsträger im Quantenpunkt mit den Ladungsträgern im
Emitter kann zu einer deutlichen Verbreiterung führen. In diesem Fall ist die Stufenbreite durch
die Ladeenergie Ech bestimmt. Weitere Verbreiterungsmechanismen sind Streuprozesse der La-
dungsträger im Emitter und thermoelektrische Effekte; siehe hierzu Kapitel 2.3.
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Abbildung 7.22.: (a) Bei T = 0 K ist die Fermi-Kante nicht durch die Temperatur ver-
breitert und die Breite der Stromstufe entspricht der Linienbreite des resonanten Zustandes.
(b) Bei T > 0 K ist die Fermi-Kante verbreitert. Entsprechend besitzt die Stromstufe im
resonanten Tunnelstrom eine endliche Steigung.
werden Ladungsträger oberhalb der bei T = 0 scharfen Fermi-Kante besetzt. Dies
führt zu der in Abbildung 3.21 gezeigten Verbreiterung der Fermi-Kante und somit
zu einer Temperaturverbreiterung der Leitfähigkeitspeaks (siehe Abbildung 7.22).
Aus der Halbwertsbreite der Resonanz lässt sich dann mit der Beziehung (7.44) der
Konversionsfaktor α bestimmen.
(α e∆Vs,i)
2 = (∆Es,i)
2 + (3.53× kTeff)2 (7.44)
Der erste Term auf der rechten Seite von Gleichung (7.44) gibt die intrinsische
Linienbreite des Quantenpunktniveaus an. Im Vergleich zum zweiten Term, der
Temperaturverbreiterung der Verteilungsfunktion des Emitters, ist der erste Term
meist zu vernachlässigen. Gleichung (7.44) setzt die Kenntnis der effektiven La-
dungsträgertemperatur voraus. Da zur Bestimmung des Konversionsfaktors nicht
die Absolutwerte der Temperatur, sondern die Änderungen entscheidend sind, soll-
ten entsprechende Messungen in einem Temperaturbereich durchgeführt werden, in
dem die Ladungsträger an den Kristall und somit der Umgebungstemperatur gut
angekoppelt sind. Für diesen Fall sollte ∆T ≈ ∆Teff gelten. Dies erlaubt dann die
Verwendung von T an Stelle von Teff in Gleichung (7.44). Hierdurch vereinfacht
sich die Bestimmung von α, da der Konversionsfaktor in Gleichung (7.44) die ein-
zige Unbekannte ist.
Abbildung 7.23 zeigt den Kennlinienverlauf im Niedrigstrom-Regime für Tem-
peraturen von 50 mK bis 1 K. An den Stufenpositionen V ±5s = ±2.3 mV und
V ±10s = ±6.6 mV wird unter Verwendung von Gleichung (7.44) aus der tempe-
raturabhängigen Verbreiterung der Halbwertsbreite, der mit den Stromstufen kor-
respondierenden Leitfähigkeitsresonanzen (Abbildung 7.24), der Konversionsfak-
tor α bestimmt. Die Verbreiterung der Resonanz bei V ±5s = ±2.3 mV ergibt wie
erwartet einen Konversionsfaktor α = 0.5. Aus der Verbreiterung der Resonanz
bei V ±10s = ±6.6 mV erhält man jedoch deutlich größere Konversionsfaktoren
α−10s ≈ 1 und α+10s ≈ 0.8. Diese Abweichung resultiert daher, dass das Joul-
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Abbildung 7.23.: Kennlinien-Verlauf im Niedrigstrom-Regime. (a) Negative Spannungs-
polarität. Es ist zur besseren Darstellung der Absolutbetrag des Stroms aufgetragen. Bild
(b) zeigt die positive Polarität. In Abbildung (c) und (d) sind die Ableitungen der Stromstu-
fen bei V +5s und V +10s dargestellt. Aus der temperaturabhängigen Verbreiterung der Halb-
wertsbreite der Resonanzen ∆V +5s (T ) bzw. ∆V +10s (T ) lässt sich der Spannungs-Energie-
Konversionsfaktor bestimmen; siehe Abbildung 7.24.
sche Heizen bei V ±10s = ±6.6 und I±10s > 200 pA bereits einen deutlichen Ein-
fluss besitzt. Dies führt zu einem deutlichen Unterschied zwischen Teff und T .
Wie in Abbildung 7.24 zu beobachten ist, wurde die Halbwertsbreite der Reso-
nanz gegen die Umgebungstemperatur aufgetragen. Dies ist jedoch für die Stufen
bei V ±10s = ±6.6 mV nicht mehr zulässig. Wieso jedoch trotzdem eine lineare
Temperaturverbreiterung beobachtet werden kann, ist unklar. Der Kennlinienver-
lauf beginnt beim Maximalwert der Vorspannung in der negativen Polarität und
wird kontinuierlich reduziert bis zum Nulldurchgang, um anschließend kontinuier-
lich bis zur maximalen Vorspannung anzusteigen. Aus dieser Verlaufsrichtung ist
auch verständlich, dass die Stufe bei V −10s = −6.6 mV breiter als in der positiven
Polarität bei V +10s = +6.6 mV verläuft und eine geringere Temperaturabhängigkeit
zeigt. Hier findet ein Übergang von hoher dissipativer Energie zur niedrigeren statt;
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Abbildung 7.24.: Halbwertsbreite der Leitfähigkeitsresonanz als Funktion der Tempera-
tur. (a) Verlauf der Halbwertsbreite der 5. Leitfähigkeitsresonanz in positiver und negativer
Spannungspolarität. (b) Verlauf der Halbwertsbreite der 10. Leitfähigkeitsresonanz für die
positive und negative Polarität. Bei der 10. Resonanz (Is,10 > 150 pA) ist bereits ein Heiz-
effekt und somit eine Abweichung zwischen T und Teff zu beobachten.
hingegen verläuft in positiver Polarität der Übergang umgekehrt. Zusammenfassend
lässt sich feststellen, dass bereits bei 6.6 mV ein deutlicher Heizeffekt beobachtbar
ist.
7.2.2. Quantenpunkte im Magnetfeld: Gequetschte
Akzeptor-Zustände?
In diesem Abschnitt wird der Einfluss äußerer Magnetfelder auf den Tunneltrans-
port im Niedrigstrom-Regime untersucht. Die beiden vorangegangenen Abschnitte
haben gezeigt, dass die Stufen in der Strom-Spannungs-Kennlinie dem resonan-
ten Tunneln freier Emitter-Löcher in diskrete Zustände in der Germaniumschicht
entsprechen. Die Abbildung 7.25 zeigt einen Ausschnitt der ersten Ableitung der
Strom-Spannungs-Charakteristik im Niedrigstrom-Regime unter Einwirkung eines
äußeren Magnetfeldes. Die maximale Feldstärke beträgt 18 Tesla. Die Magnetfeld-
auflösung ist 0.1 Tesla. Dunkle Bereiche entsprechen einer niedrigen, helle einer
hohen differenziellen Leitfähigkeit. Die Leitfähigkeitsmaxima bilden in den Grau-
stufendarstellungen in Abbildung 7.25 die „weißen“ Linien. Abbildung 7.25 (a)
zeigt die differenzielle Leitfähigkeit als Funktion eines in der Wachstumsebene lie-
genden Magnetfeldes. Auswirkungen des Magnetfeldes auf die Leitfähigkeitsmaxi-
ma sind erst ab Magnetfeldstärken oberhalb von 10 Tesla festzustellen. Eine kubisch
mit der Feldstärke zunehmende Aufspaltung ist bei ±10 mV zu beobachten; siehe
hierzu Abbildung 7.29. In Abbildung 7.25 (b) ist die Abhängigkeit der differenziel-
len Leitfähigkeit von einem senkrecht zur Wachstumsebene und parallel zum Strom
orientierten Magnetfeld zu sehen. Im Vergleich zur Situation von Abbildung 7.25
(a) ist ein deutlicher Unterschied festzustellen. Die Leitfähigkeitsmaxima spalten
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Abbildung 7.25.: Graustufen-Graphen der differenziellen Leitfähigkeit als Funktion der
angelegten Spannung und des äußeren Magnetfelds. (a) Das Magnetfeld ist parallel zur
Wachstumsebene orientiert. Einige Linien zeigen eine geringe Aufspaltung von 1.8 ±
0.2 mV bei 18 T. Für Magnetfelder unterhalb von 10 Tesla ist keine Steigung der Linien
zu beobachten. Die Intensität der einzelnen Linien variiert. (b) Das Magnetfeld ist paral-
lel zur Wachstumsrichtung orientiert. Viele der Linien aus (a) lassen sich Geraden zuord-
nen. Ebenfalls variiert die Intensität der Geraden. Die Steigungen der Geraden betragen
±0.33 ± 0.01 mV/T. Vergrößerungen der Bilder (a) und (b) sind in Abbildung 7.27 zu
sehen. Weitere Ausschnitte, auch von anderen Dioden, befinden sich im Anhang.
im Magnetfeld auf und folgen aufsteigenden beziehungsweise absteigenden Gera-
den. Eine detaillierte Betrachtung der Graustufendarstellung 7.25 (b) zeigt, dass es
mehrere Aufspaltungen unterschiedlicher Größe gibt. Auf den ersten Blick ist eine
grobe Aufspaltung der Leitfähigkeitsresonanzen zu beobachten. Sehr gut zu erken-
nen ist die Aufspaltung des Leitfähigkeitsmaximums bei 6.6 mV in Abbildung 7.25
(b). Die Aufspaltung des Niveaus beträgt bei 18 Tesla zirka 13 mV. Eine Unter-
suchung der Aufspaltung der ersten fünf Leitfähigkeitsresonanzen belegt, dass so-
gar eine noch größere Aufspaltung existiert. In Abbildung 7.26 ist die magnetfeld-
abhängige Verschiebung beziehungweise Aufspaltung der ersten fünf Resonanzen
für beide Spannungspolaritäten dargestellt. Die Resonanzen (±1), (±4) und (±5)
zeigen die selbe Aufspaltung im Magnetfeld wie die Resonanz bei ±6.6 mV. Die
aufgespaltenen Niveaus verschieben im Magnetfeld ihre Position mit der Steigung
±0.35 mV/T. Die Resonanz (±3) besitzt eine größere Aufspaltung im Magnetfeld,
ihre Niveaus haben eine Steigung ±0.43 mV/T. Die Ursache der unterschiedlichen
Steigungen ist noch ungeklärt. Möglicherweise resultiert sie aus einer unterschied-
lichen Ankopplung der Zustände an die Zuleitungen. Die Kopplung an die Zuleitun-
gen muss jedoch in beiden Spannungspolaritäten gleich sein, da im Graustufenbild
die Steigung in beiden Polaritäten identisch ist. Es ist auch denkbar, dass die Auf-
spaltung eines angeregten Zustandes beobachtet wird.
Die Resonanz (±2) zeigt keine Aufspaltung im Magnetfeld, erfährt jedoch die glei-
che Verschiebung wie die Resonanzen (±1), (±4) und (±5). Warum keine Aufspal-
tung beobachtet werden kann, ist noch unklar. Möglicherweise verhindern elektro-
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Abbildung 7.26.: Die linke Darstellung zeigt den Verlauf der ersten Ableitung ohne Mag-
netfeld, siehe Abbildung 7.21 (d). In der Graustufendarstellung ist die Aufspaltung der Re-
sonanzen im Magnetfeld zu beobachten. Die Resonanz (±2) zeigt keine Aufspaltung im
Magnetfeld. Die Resonanz erfährt jedoch die gleiche Verschiebung im Magnetfeld, wie die
in zwei Resonanzen aufspaltenden Resonanzen (±1), (±4) und (±5). Die Resonanz (±3)
spaltet ebenfalls in zwei Niveaus auf; die Aufspaltung ist jedoch größer als bei den übrigen
Niveaus. Die Steigung der roten beziehungsweise blauen Geraden beträgt±0.36 mV/T. Die
grünen Geraden haben die Steigung ±0.43 mV/T.
statische Wechselwirkungen die Besetzung des zweiten Transportkanals. Neben der
bereits diskutierten „Grobstruktur“-Aufspaltung der Resonanzen, ist bei einigen Li-
nien eine „Feinstruktur“-Aufspaltung zu sehen. In Abbildung 7.27 (a) beziehungs-
weise (b) ist eine solche „Feinstruktur“-Aufspaltung beim Leitfähigkeitsmaximum
(±5) zu beobachten. Die im Nullfeld bei zirka ±1.5 mV liegende Resonanz spaltet
im Feld in vier Linien auf, die jedoch oberhalb von 9 Tesla wieder zu einer Linie zu-
sammenlaufen. Die Aufspaltungen sind in Abbildung 7.28 aufgetragen. Möglicher-
weise ist die Resonanz (±5) eine Überlagerung von vier entarteten Zuständen; dies
würde auch die hohe Intensität der Linie erklären. Für Spannungen im Bereich von
±1 mV koppeln die aufgespaltenen Zustände unterschiedlich an die Zuleitungen,
so dass sie differenziert wahrgenommen werden können. Bei höheren Spannungen
überlagern sich die Zustände wieder und werden als eine Linie wahrgenommen.
Das in Abbildung 7.25 zu beobachtende Verhalten ist charakteristisch für La-
dungsträger mit nicht-parabolischer Dispersionsrelation. In einem parallel zum
Strom und senkrecht zur Wachstumsebene orientierten Magnetfeld ist, ähnlich wie
bei Ladungsträgersystemen mit parabolischer Dispersionsrelation, eine Zeeman-
Aufspaltung proportional zur Feldstärke zu beobachten. Der Spin-Magnetfeld-
Operator setzt sich aus einem isotropen und einem anisotropen Anteil zusammen
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Abbildung 7.27.: Ausschnitt aus Abbildung 7.25 (b). Es ist eine Feinstruktur von geringe-
rer Linienbreite zu erkennen. Beispielhaft ist der Verlauf einer Linie, die bei -1.5 mV im
Nullfeld startet (roter Pfeil). Bis zu 3 T ist eine intensive Linie mit der Steigung 0.32 mV/T
zu beobachten. Von 3 T bis zirka 5 T spaltet die Linie in zwei Äste auf, die wiederum
oberhalb von 5 T in weitere zwei Linien aufspalten. Bis zu 9.5 T verlaufen die vier Linien
annähernd parallel. Für höhere Magnetfelder laufen die Linien wieder zu einer zusammen.
(siehe Gleichung (2.72),
HZ = 2κ µB J ·B + 2q µB J ·B, (7.45)
mit J = (J3x , J3yJ3z ). Der isotrope Anteil dominiert, da κ deutlich größer als q
ist. Für eine Magnetfeldorientierung innerhalb der Wachstumsebene ist das Ma-
gnetfeldverhalten der Ladungsträger von ihrer Drehimpulsquantenzahl m abhän-
gig. Für leichte Löcher (m ± 1/2) sollte weiterhin eine Aufspaltung entsprechend
Gleichung (7.45) beobachtbar sein. Schwere Löcher mit (m ± 3/2) koppeln je-
doch nicht an κ [35]. Der dominierende isotrope Anteil in der Zeeman-Aufspaltung
entfällt. Vernachlässigt man den kleinen anisotropen Anteil, lässt sich festhalten,
dass für schwere Löcher die Zeeman-Aufspaltung (linear in B) für Magnetfelder in
der Wachstumsebene unterdrückt ist [188, 189, 190, 191]. Störungstheoretische Be-
trachtungen7 zeigen jedoch, dass für große Magnetfelder die Zeeman-Aufspaltung
einen Beitrag proportional zu B3 erhält. Aus dem unterschiedlichen Verhalten be-
züglich der Magnetfeldorientierungen ist davon auszugehen, dass die Leitfähig-
keitsmaxima durch den Transport von schweren Löchern zu Stande gekommen sind.
Für ein Magnetfeld senkrecht zur Wachstumsebene schieben die einzelnen Spin-
kanäle entsprechend ihres Spins zu höheren beziehungsweise niedrigeren Energi-
en. Das bedeutet, im Magnetfeld ist ein Leitfähigkeitsmaximum eines Spinkanals,
der in Resonanz mit der Fermi-Kante des Emitters gerät, bereits bei einer kleine-
ren Vorspannung V1 zu beobachten, da er energetisch abgesenkt ist. Der zweite
7Taylor-Entwicklung von ∆EZ(B) mit höherer Ordnung in B
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Abbildung 7.28.: Spinaufspaltung in einem parallel zum Strom und senkrecht zur Wachs-
tumsebene orientierten Magnetfeld. In Abbildung 7.25 (b) beziehungsweise Abbildung 7.27
lassen sich mindestens zwei Aufspaltungen unterschiedlicher Größe beobachten. Hierbei
sind die Aufspaltungen in der negativen und positiven Spannungspolarität gleich. (a) Ver-
lauf der „großen“ Aufspaltung, wie sie beispielsweise bei der Stromstufe für B = 0 bei
±6.6 mV zu beobachten ist. (b) „Kleine“ Aufspaltungen, wie sie z. B. in Abbildung 7.27
zu erkennen sind.
Spinkanal für Ladungsträger mit entgegengesetztem Spin ist im Magnetfeld ener-
getisch angehoben. Es bedarf einer größeren Vorspannung V2, um den Kanal mit
der Fermi-Kante in Resonanz zu bringen. Aus dem Abstand der Leitfähigkeitsma-
xima ∆VZ = |V2−V1| lässt sich der effektive g-Faktor g∗|3/2| (∆EZ = g∗|m|µBB) des
Quantenpunktes ermitteln. Die Aufspaltung der Leitfähigkeitsmaxima für die Grob-
und Feinstruktur ist in Abbildung 7.28 dargestellt. Es ist eindeutig eine lineare Auf-
spaltung im Magnetfeld zu beobachten. Vernachlässigt man den anisotropen Anteil
in der Zeeman-Aufspaltung, so erhält man aus dem Gradienten der Aufspaltung
unmittelbar den Betrag des effektiven g-Faktors g∗|3/2|
g∗|3/2| =
α e
µB
d∆VZ
dB . (7.46)
Mit einem Konversionsfaktor α = 1/2 erhält man für die Grobstruktur-Aufspaltung
mit einem Gradienten d∆VZ,gs/dB = 0.73 mV/T den effektiven g-Faktor g∗gs = 6.3.
Für die Feinstrukturaufspaltung mit einem Gradienten d∆VZ,fs1/dB = 0.02 mV/T
erhält man einen g-Faktor g∗fs1 = 0.35 beziehungsweise für den Gradienten
d∆VZ,fs2/dB = 0.03 mV/T einen effektiven g-Faktor g∗fs2 = 0.52. Es ist noch darauf
hinzuweisen, dass die Aufspaltung für beide Spannungspolaritäten exakt gleich ist.
Dies ist erneut ein Beleg für die Symmetrie des Bandprofils innerhalb des gewähl-
ten Spannungsbereichs.
Die Vermutung, dass es sich bei den diskreten Zuständen um Störstellenzustände
von in den Quantentopf diffundierten Bor-Akzeptoren handelt, ist nahe liegend,
da die Heterostruktur keine Stoppschichten (spacer layer) enthält. Die Zeeman-
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Aufspaltung von einzelnen Bor-Akzeptoren im Germanium-Volumenmaterial ist
bis jetzt ausschließlich in optischen Experimenten [192, 193, 194, 195, 196] un-
tersucht worden. Für flache Bor-Akzeptoren im Germanium ist für die D-Linie8 bei
einer FeldrichtungB ‖ [0 0 1] ein effektiver g-Faktor von g∗Ge(B) = 6.92 [192, 197]
beziehungsweise g∗Ge(B) = 8.38 [196] ermittelt worden. Die direkte Übertragbarkeit
der Ergebnisse der optischen Experimente auf die resonante Tunnelspektroskopie
ist unklar und fraglich, insbesondere, da die Untersuchungen an Volumenmateriali-
en durchgeführt worden. Dennoch sollen hier die Ergebnisse vergleichend genannt
werden. Möglicherweise bieten sie ein Indiz dafür, dass es sich bei den im Tun-
neltransport beobachteten diskreten Zuständen um Bor-Akzeptoren im Germanium
handelt.
Zur Klärung der Ursache für die Feinstruktur sind weitere Messungen nötig. Solan-
ge die Ursache für die Aufspaltung ungeklärt ist, ist auch unklar, ob es sich bei den
aus der Aufspaltung ermittelten Werten tatsächlich um effektive g-Faktoren handelt.
Die Werte sind jedoch hier der Vollständigkeit halber genannt.
Es soll nun auf die Zeeman-Aufspaltung schwerer Löcher für eine Magnetfeldorien-
tierung in der Wachstumsebene eingegangen werden. Für eine solche Magnetfeld-
orientierung ist, wie bereits erwähnt, keine lineare Zeeman-Aufspaltung für schwe-
re Löcher zu erwarten. Es ist jedoch eine kleine Aufspaltung zu beobachten, die
kubisch im Magnetfeld anwächst9
∆EhhZ (B‖) = g
hh
‖ (µBB‖)
3. (7.48)
Aus dem Gradienten der Aufspaltung von 3×10−4 mV/T3 erhält man unter Verwen-
dung von Gleichung (7.48) den effektiven ghh‖ -Faktor für eine Magnetfeldrichtung
in der Wachstumsebene ghh‖ ≈ 3.9× 105.
Neben der Spinaufspaltung erfahren diskrete Energieniveaus im Magnetfeld eine
weitere, so genannte diamagnetische Verschiebung. Dominiert die elektrostatische
Quantisierung ωc  ω0, so wird die Grundzustandsenergie mit wachsendem Mag-
netfeld um den Betrag ∆ED = ~ωc/8ω0 (Gleichung (3.72)) verschoben. Aus der
Energieverschiebung lassen sich Aussagen über das elektrostatische Einschlusspo-
tenzial treffen. Die elektronische Ausdehnung des nulldimensionalen Grundzustan-
des ist näherungsweise 2a = 2
√
2~/m∗ω0.
Die Abweichungen von der linearen Verschiebung der Stromstufen in Abbildung
7.25 liegen im Bereich der Halbwertsbreite der Leitfähigkeitsresonanz von zirka
0.3 mV. Das bedeutet, eine mögliche diamagnetische Verschiebung bei 18 Tesla ist
kleiner als αe × 0.3 mV = 0.15 meV. Hieraus lässt sich eine obere Grenze für die
8Dipol-Übergang vom ersten angeregten Zustand in den Grundzustand
9
∆EZ ∝ 2
(
L2m0
pi2~2
)2 (µBB)3
|Ehh − Elh| , (7.47)
Die Zeeman-Aufspaltung ist invers proportional zur Leicht-Loch-Schwer-Loch-Aufspaltung und
somit Abhängig von der Quantentopfbreite L [35].
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Abbildung 7.29.: Spinaufspaltung für eine Magnetfeldorientierung parallel zur Wachs-
tumsebene und senkrecht zum Strom. Auf Grund der starken verbreiterten Zustände (Ab-
bildung 7.25 (a)) ist eine Aufspaltung kaum zu beobachten. Für Feldstärken oberhalb von
10 Tesla lässt sich für jede Polarität mindestens eine Aufspaltung verfolgen. Die Aufspal-
tung ist jeweils eine kubische Funktion des Magnetfelds. (a) Aufspaltung in der positiven
Polarität. (b) Aufspaltung in der negativen Polarität.
Ausdehnung des Grundzustandes abschätzen,
~ωc(B = 18 T)
8ω0
=
e2B2a2
8m∗
< 0.15 meV.
y amax < 2.5 nm.
(7.49)
Eine wasserstoffähnliche Störstelle, die im Germanium-Volumenmaterial eingebet-
tet ist, besitzt den effektiven Bohrradius10
a∗B =
~2r
e2m∗
=
m0
m∗
r aB, (7.50)
mit aB = ~2/m0e2 ≈ 0.053 nm. Ein schweres Loch (mhh = 0.28m0) im Grundzu-
stand einer Störstelle im Germanium (Ge = 16.2) besitzt demnach den effektiven
Radius a∗B ≈ 3 nm und ist für die Bedingung (7.49) zu groß. Berücksichtigt man,
dass die Masse der schweren Löcher im Silizium-Emitter doppelt so groß ist wie im
Germaniumquantenfilm, ist nicht auszuschließen, dass die Masse des Ladungsträ-
gers in der Störstelle größer ist, als die angenommene Masse der schweren Löcher
im Germanium-Volumenmaterial. Dies würde den effektiven Bohrradius reduzie-
ren. Die Gleichung (7.50) berücksichtigt zudem nicht die Ausdehnung des Germa-
niumfilms. Gleichung (7.50) macht Aussagen über Störstellen im Volumenmaterial.
10Im Vergleich zum Wasserstoffproblem ist das Feld der Ladung um die statische Dielektrizitätskon-
stante r des Halbleiters vermindert. Dies lässt sich durch die Substitution e2 → e2/r berück-
sichtigen. Zudem ist die freie Ladungsträgermasse durch die effektive Masse des Ladungsträgers
im Halbleiter zu ersetzen, m0 → m∗.
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Keldysh [198] und Bastard [199] konnten zeigen, dass die Veränderungen des ef-
fektiven Bohrradius beziehungsweise der effektiven Bindungsenergie11 einer Stör-
stelle, die in einer dünnen Halbleiterschicht eingebettet ist, nicht zu vernachlässigen
sind. Keldysh untersuchte die Bindungsenergie von Störstellen in dünnen Halblei-
terfilmen und Halbleiterübergittern, deren statische Dielektrizitätskonstante größer
ist als die des Substrates beziehungsweise der Deckschicht. Unter der Vorausset-
zung, dass der effektive Bohrradius a∗B der Störstelle im Volumenhalbleiter deutlich
größer als die Quantentopfbreite L ist, konnte Keldysh folgende Abschätzung für
den Bohrradius im Film machen:
a∗f =
1
2
√
f~2
m∗e2
L =
1
2
√
a∗B L für a
∗
B  L (1 + 2/2f)2a∗B. (7.53)
Hierbei ist f die statische Dielektrizitätskonstante des Films und 1, 2 sind die sta-
tischen Dielektrizitätzkonstanten des Substrats beziehungsweise der Deckschicht.
Für die Näherung (7.53) ergibt sich ein effektiver Radius a∗f =
√
a∗B/2 = 1.2 nm.
Ein Bor-Atom innerhalb eines dünnen Germaniumfilms mit dem Radius a∗f wür-
de also die Bedingung (7.49) erfüllen. Andererseits ist es fraglich, ob die Vor-
aussetzung stark unterschiedlicher Dielektrizitätskonstanten erfüllt ist. Es gilt zwar
Si < Ge (Si = 11.9, Ge = 16.2), aber nicht Si  Ge.
Bastards Rechnungen umgingen die Beschränkungen stark unterschiedlicher Di-
elektrizitätskonstanten. Er berechnete mit Hilfe der Variationsrechnung (siehe An-
hang A.2) die Bindungsenergie direkt aus dem Hamilton-Operator von wasserstoff-
ähnlichen Störstellen, die in einem unendlich tiefen Quantentopf eingebettet waren.
Er betrachtete die Bindungsenergie als Funktion der Topfbreite und der Position
der Störstelle im Topf. Das wesentliche Resultat seiner Rechnungen ist die Zunah-
me der Bindungsenergie, wenn der Quantentopf schmaler wird. Bastard zeigte, dass
im Grenzfall eines unendlich dünnen Quantentopfes die Bindungsenergie das Vier-
fache der effektiven Bindungsenergie der Störstelle im Volumenmaterial erreichen
konnte,
lim
L→0
EB(w) = 4 R
∗
y. (7.54)
Für den Spezialfall, dass die Störstelle in der Mitte des Quantentopfs sitzt und der
Quantentopf die Ausdehnung des effektiven Bohrradius im Volumenmaterial hat,
ergibt sich für die Bindungsenergie der einfache Ausdruck
EB = 2.25 R
∗
y für L/a∗B = 1. (7.55)
Für beliebige Topfbreiten und Störstellenpositionen lässt sich nur eine nummeri-
sche Lösung finden. Aus Gleichung (7.55) folgt eine Reduzierung des effektiven
11
EB = R∗y =
m∗
m0
1
r
Ry (7.51)
=
(e2/r)
2a∗B
, (7.52)
mit Ry = m0e4/2~2 = 13.6 eV der Bindungsenergie des Wasserstoff-Grundzustandes.
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Bohrradius im Volumenmaterial um 4/9. Für eine Schwer-Loch-Störstelle im Ger-
maniumfilm ergibt sich somit ein effektiver Radius von zirka a∗f = 1.3 nm. Es
ist bemerkenswert, dass trotz unterschiedlicher Ansätze sowohl die Näherung von
Keldysh als auch die Rechnung von Bastard fast die gleichen Werte für den Radius
eines Störstellenpotenzials in einem schmalen Quantentopf liefern.
Bastard betonte zudem, dass das Einschlusspotenzial im Gegensatz zum Volumen-
material zu einem Aufspalten der Störstellenzustände führt. Hierbei bestimmt die
Position der Störstelle im Einschlusspotenzial die Stärke der Aufspaltung. Als eine
charakteristische Größe führte er die Störstellen-Zustandsdichte
%(EiB) =
2
L
∣∣∣∣ dzidEiB
∣∣∣∣ (7.56)
in Abhängigkeit von der Bindungsenergie ein. zi gibt die Position der Störstelle
an. Einer Störstelle in der Mitte des Quantentopfes entspricht zi = 0. In der Mitte
des Topfes verschwindet dEiB/dzi beziehungsweise nimmt sehr kleine Werte um
das Zentrum herum an. Dies bedeutet, dass Störstellen um das Zentrum herum die
gleiche Bindungsenergie besitzen. Für eine vorgegebene Energie stehen somit viele
Niveaus zum Transport zur Verfügung. An den Rändern des Quantentopfes wird
dEiB/dzi sehr groß; daher sind bei einer bestimmten Energie deutlich weniger Stör-
stellen vorzufinden.
Bastards Rechnungen für einen unendlich tiefen Topf ergaben, dass die Bindungs-
energie bei Reduzierung der Topfbreite kontinuierlich gegen den Wert 4 R∗y strebt.
Rechnungen [200, 201, 202, 203, 204, 205, 206] mit endlich tiefen Potenzialtöpfen
zeigten jedoch, dass die Bindungsenergie ein Maximum bei von Null verschiedener
Quantentopfbreite besitzt. Im Wesentlichen bestätigen sich jedoch die Aussagen,
die Bastard an einem unendlich tiefen Quantentopf machen konnte.
Das Verhalten deutet erneut auf Störstellen-Zustände hin. Es ist nahe liegend, den
diskreten Zuständen Bor-Dotieratome zuzuschreiben, die aus der Zuleitungsschicht
in den Germaniumfilm diffundiert sind.
7.2.3. Zusammenfassung
Im Spannungsbereich unterhalb von 10 mV waren in der Kennlinie einer Diode des
Wafers S1324 mehrere Stromstufen zu beobachten. Die Stromstufen ließen sich
dem Transport über nulldimensionale Zustände im Germaniumfilm zuordnen. Im
Magnetfeld konnte keine diamagnetische Verschiebung beobachtet werden, so dass
sich hieraus eine Obergrenze für die Ausdehnung der Zustände auf wenige Nano-
meter abschätzen ließ.
Aus dem Transportverhalten im Magnetfeld konnte ferner geschlossen werden, dass
es sich bei den tunnelnden Ladungsträgern um schwere Löcher handeln musste: In
einem parallel zum Strom und senkrecht zur Tunnelstruktur orientierten Magnetfeld
ließ sich eine deutliche Zeeman-Aufspaltung mit einem effektiven g-Faktor des iso-
tropen Anteils in der Größe von g∗gs = g∗|3/2| = 6.3 beobachten. Hingegen konnte
für ein Magnetfeld, das parallel zur Wachstumsebene orientiert war, nur eine sehr
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Abbildung 7.30.: (a) Leicht-Loch Akzeptor-Zustände im Germaniumfilm. (b) Effektiver
Bohrradius einer Störstelle in einem breiten Quantentopf. (c) Ein durch einen dünnen Quan-
tentopf gestauchter effektiver Bohrradius.
kleine, kubische Aufspaltung beobachtet werden. Dieses Verhalten ist charakteris-
tisch für den Transport schwerer Löcher in niederdimensionalen Systemen.
Die experimentellen Untersuchungen ergaben eine Übereinstimmung von Bor-
Akzeptoren in den Punkten:
1. Der gemessene g-Faktor liegt in der Größenordnung des aus optischen Mes-
sungen bestimmten Wertes des g-Faktors für Bor-Akzeptoren im Germanium.
2. Die Ausdehnung der gemessenen nulldimensionalen Zustände liegt in der
Größenordnung von Bor-Zuständen in Quantentöpfen mit einer Breite, die
der Schichtdicke des Germaniumfilmes in der untersuchten Heterostruktur
entspricht.
3. Das Fehlen von Pufferschichten begünstigt eine Diffusion von Bor-
Akzeptoren aus den hochdotierten Zuleitungen in die aktive Zone.
Diese Indizien unterstützen die Vermutung, dass es sich bei den beobachteten Zu-
ständen um in die Germaniumschicht migrierte Bor-Akzeptoren handelt.
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8. Silizium/Germanium-
Quantenpunktstrukturen
In diesem Kapitel werden Dioden des Wafers S1457 diskutiert. Der Unterschied
zum Wafer S1324 besteht in einem nominell 2 Monolagen dickeren Germanium-
film. Mit einer Germaniumschichtdicke von 6.0 bis 6.5 Monolagen Germanium ist
die kritische Schichtdicke, ab der plastische Relaxationsprozesse einsetzen, über-
schritten. Auf Grund einer Wachstumstemperatur von zirka 460◦C haben sich in der
Germaniumschicht Hut-Cluster-Quantenpunkte gebildet. Die Bildung der Quanten-
punkte, also der Übergang vom glatten zweidimensionalen Wachstum zum drei-
dimensionalen Inselwachstum, konnte während des Wachstums durch RHEED-
Spektroskopie beobachtet werden. Zudem wurden unbedeckte Strukturen gewach-
sen, die eine Oberflächenanalyse der relaxierten Germaniumschicht ermöglichen. In
Abbildung 4.11 ist eine rastertunnelmikroskopische Aufnahme einer unbedeckten
Struktur zu sehen. Charakteristische Parameter und Größen der Germanium-Hut-
Cluster sind im Kapitel 4 zusammengefasst.
In Kapitel 7 ist in Abbildung 7.1 ein simuliertes Bandprofil in Wachstumsrich-
tung für den Wafer S1324 gezeigt worden. Entscheidend für die Berechnung ist
der Verlauf des Einschlusspotenzials in Wachstumsrichtung. Für eine Berechnung
des Bandprofils des Wafers S1457 müsste zusätzlich ein laterales Einschlusspoten-
zial für die Germaniumschicht berücksichtigt werden. Dies kann zu einer Änderung
der Aufladung in der Germaniumschicht führen. Wie bereits in Kapitel 7 diskutiert
wurde, führt die starke Aufladung der Germaniumschicht zu einer entscheidenden
Bandverbiegung, die die Transporteigenschaften der Heterostruktur charakteristisch
beeinflusst.
8.1. Instabilität im Transport
Die Abbildung 8.1 (a) zeigt die Strom-Spannungs-Charakteristik einer Diode des
Wafers S1457 mit einem Kopfdurchmesser von 72 µm in einer doppellogarith-
mischen Darstellung. Die zugehörige nummerische erste Ableitung ist in Abbil-
dung 8.1 (b) dargestellt. Die Kennlinie ist bei einer Umgebungstemperatur von
100 mK aufgenommen worden. Sie lässt sich in drei Transportregime einteilen:
ein Niedrigstrom-Regime, ein Übergangsbereich und ein Hochstrom-Regime. Im
Niedrigstrom-Regime ist bis zu einer Vorspannung von einigen zehn Millivolt ein
lineares Strom-Spannungs-Verhalten zu beobachten. Der Strom in diesem Bereich
liegt in der Größenordnung von 10 pA. Mit zunehmender Spannung wechselt das
lineare Spannungsverhalten in einen exponentiellen Anstieg des Stroms als Funk-
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Abbildung 8.1.: (a) Doppellogarithmische Darstellung der Strom-Spannungs-
Charakteristik einer Tunneldiode (Wafer S1457) mit einem nominellen Durchmesser
von 72 µm. Bis zu zirka 50 mV nimmt der Strom linear mit der Spannung zu. Oberhalb
von 50 mV bis zirka 400 mV nimmt der Strom exponentiell mit der Spannung zu. Bei
Von ist ein charakteristischer Sprung in der Kennlinie zu beobachten. Das Innenbild zeigt
das Hysterese-Verhalten der Kennlinie. (b) Verlauf der differenziellen Leitfähigkeit der
Kennlinie aus (a). Deutlich ist der Sprung bei Von sowie eine weitere Resonanz mit einem
Maximum bei Vp zu erkennen.
tion der äußeren Spannung. Das Übergangs-Regime beginnt bei Strömen von eini-
gen hundert Picoampere, wobei die Vorspannung im Bereich oberhalb von 400 mV
liegt. Das Strom-Spannungs-Verhalten wechselt im Übergangsbereich von einem
exponentiellen in ein über-exponentielles Verhalten. Bei einem Strom von zirka
200 nA ist eine sprunghafte Stromzunahme auf einige Mikroampere zu beobach-
ten. Nach dem Erreichen des Hochstrom-Regimes ist ein Potenz-Verhalten, I ∝ V ζ
mit ζ ≈ 1, der Strom-Spannungs-Kennlinie zu beobachten. Charakteristisch für
das Hochstrom-Regime ist die Existenz eines Leitfähigkeitsmaximums; siehe Ab-
bildung 8.2.
In den folgenden Abschnitten werden die einzelnen Transportregime und zugehöri-
gen Transportmechanismen diskutiert.
8.1.1. Niedrigstrom-Regime: Hopping Transport
Die Abbildung 8.3 (a) zeigt in einer doppellogarithmischen Darstellung neun
Strom-Spannungs-Kennlinien einer Diode bei unterschiedlicher Umgebungstempe-
ratur. Die Umgebungstemperatur wurde im Bereich von 50 mK bis 1 K variiert.
Es ist eine deutliche Zunahme des Stroms bei steigender Temperatur zu beobach-
ten. Das Temperaturverhalten des Stroms beziehungsweise der differenziellen Leit-
fähigkeit G = dI/dV wird im linearen Bereich (bei 10 mV) des Niedrigstrom-
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Abbildung 8.2.: Transportregime nach dem Sprung. Doppellogarithmische Darstellung der
auf den Sprung normierten Kennlinie. Das kleine Bild zeigt die Resonanz in der differenzi-
ellen Leitfähigkeit bei Vp. Im Wesentlichen nimmt der Strom im Hochstrom-Regime linear
mit der Spannung zu.
Regime anhand der Variation der lokalen Aktivierungsenergie [96, 207]
w(T ) = − dd(kT )−1 lnG (8.1)
untersucht. Für ein Temperaturverhalten
G(T ) = G0 exp
[
−
(
kT0
kT
)x]
(8.2)
der differenziellen Leitfähigkeit zeigt die lokale Aktivierungsenergie das Verhal-
ten w(T ) = x(kT0)x(kT )1−x. In der Temperaturanalyse der experimentellen Daten
lässt sich aus Gründen der Einfachheit die Boltzmann-Konstante k = 1 wählen, da
hierdurch der gesuchte Exponent x und die charakteristische Temperatur T0 nicht
beeinflusst werden. In einer Darstellung log10w(T ) gegen log10 T lassen sich aus
dem Gradienten der Geraden und dem y-Achsenabschnitt A die gesuchten Parame-
ter ablesen,
log10w(T ) = A+ (1− x) log10 T mit A = x log10 T0 + log10 x. (8.3)
Aus Gleichung (8.3) folgt für die charakteristische Temperatur T0 = (10A/x)1/x.
Am Verlauf der lokalen Aktivierungsenergie, Abbildung 8.4 (a), sind unmittel-
bar zwei Transportmechanismen zu erkennen. Oberhalb von 160 mK ist ein ak-
tiviertes Transportverhalten zu beobachten. Die lokale Aktivierungsenergie hat
ein Plateau erreicht. In einer Arrhenius-Darstellung, Abbildung 8.4 (b), zeigt der
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Abbildung 8.3.: (a) Strom-Spannungs-Charakteristik und (b) differenzielle Leitfähigkeit
einer Tunneldiode (S1457) im Temperaturbereich von 50 mK bis 1 K. Zur besseren Über-
sicht wurde die differenzielle Leitfähigkeit nur für ausgewählte Temperaturen dargestellt.
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Abbildung 8.4.: (a) Doppellogarithmische Darstellung des Verlaufs der lokalen Aktivie-
rungsenergie als Funktion der Temperatur. Die rote Gerade besitzt die Steigung (x−1) = 0.
Hieraus resultiert ein aktiviertes Transportverhalten I ∝ exp(−∆/kT ) mit ∆ = 0.13 meV.
Für Temperaturen unterhalb von 160 mK ist ein Transportverhalten G ∝ exp(−(T0/T )1/2)
mit T0 ≈ 8.1 K zu beobachten; siehe Abbildung 8.5 (a). (b) Arrhenius-Darstellung. Es ist
ein aktiviertes Transportverhalten über fünf Größenordnungen im Strom zu erkennen.
Strom über fünf Größenordnungen ein einfach aktiviertes Transportverhalten, I ∝
exp(−∆/kT ). Aus der Arrhenius-Darstellung folgt unmittelbar eine Aktivierungs-
energie ∆ = 0.13 meV, auf deren physikalische Bedeutung später eingegangen
wird. In Abbildung 8.6 (a) sind die Aktivierungsenergien von neunzehn geteste-
ten Dioden als Funktion der Querschnittsfläche des Diodenkopfes aufgetragen. Die
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Dioden wurden aus zwei unterschiedlichen Wafern und Positionen auf den Wafern
präpariert. Aus den Untersuchungen folgt, dass im Wesentlichen nur eine leich-
te Schwankung der Aktivierungsenergie zu beobachten ist. Innerhalb der geteste-
ten Größenordnung scheint die Querschnittsfläche keinen Einfluss auf die Aktivie-
rungsenergie zu besitzen. Es ist jedoch eine leichte Tendenz zu beobachten, nach
der die Aktivierungsenergie geringfügig mit der Anzahl der Monolagen und so-
mit implizit mit steigender Flächendichte der Hut-Cluster zunimmt. Eine eindeutige
Aussage fällt jedoch schwer, da die ermittelten Aktivierungsenergien sich nur ge-
ringfügig unterscheiden und eine zufällige Variation der Aktivierungsenergie nicht
auszuschließen ist. Für eine endgültige Klärung sollten daher deutlich mehr Dioden
getestet werden.
Im Temperaturbereich unterhalb 160 mK (s. Abbildung 8.5 (a)) ist ein Transportver-
halten zu erkennen, das typisch ist für das Hüpfen der Ladungsträger mit variabler
Sprunglänge, dem so genannten Variable-Range-Hopping1 [95, 96]. Entsprechend
beobachtet man ein Temperaturverhalten
G(T ) = G0 exp
[
−
(
T0
T
)1/2]
mit T0 = C
e2
4pi0rξ
(8.4)
des Stroms. Die charakteristische Temperatur hat den Wert T0 = 8.1 K. Aus der
charakteristischen Temperatur ist die Lokalisierungslänge ξ mit der Kenntnis der
spezifischen Dielektrizitätskonstanten und des nummerischen Koeffizienten C zu
berechnen. Der genaue Wert von C ergibt sich aus der probenspezifischen Lösung
des Perkulationsproblems. Typischerweise liegt C in der Größenordnung von Eins;
häufig ist C = 2.7 [96, 97]. Für die ermittelte charakteristische Temperatur und
r = 16.2 folgt eine Lokalisierungslänge ξ = C × 100 nm. Nimmt man an, dass der
Hopping-Prozess zwischen den Zuständen von Germanium-Quantenpunkten in der
Querschnittsfläche stattfindet, beschreibt die Lokalisierungslänge, die Ausdehnung
eines Quantenpunktzustandes.
Moderate elektrische Felder Im Anschluss an das lineare Strom-Spannungs-
Verhalten (bis zirka 80 mV) folgt eine exponentielle Zunahme des Stroms mit der
angelegten Spannung; siehe Abbildung 8.5 (b). Bis zirka 450 mV zeigt die diffe-
renzielle Leitfähigkeit das Verhalten [98, 208, 209, 210]
G(T, F ) = G(T ) exp
(
γ
eFλ
kT
)
für eFλ > kT, (8.5)
mit λ dem charakteristischen Hopping-Radius, γ = 0.17 [98] und F = V/LΣ
dem elektrischen Feld zwischen den hochdotierten Silizium-Zuleitungen. No-
minell beträgt die Länge LΣ ≈ 35 nm, die sich aus der Germaniumschicht-
dicke (6.5 ML), der undotierten Silizium-Matrix (2×5 nm) und den Silizium-
Germanium-Thermalisierungsschichten (2×10 nm) ergeben. Verarmungsschichten
in den Silizium-Zuleitungen erhöhen jedoch die tatsächliche Länge von LΣ. Aus
1Im Kapitel 3.4 sind die wesentlichen Merkmale des Hopping-Transports zusammengefasst.
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Abbildung 8.5.: (a) Für Temperaturen unterhalb von 160 mK ist ein Transportverhalten
G ∝ exp(−(T0/T )1/2) mit T0 ≈ 8.1 K zu beobachten. (b) Semilogarithmische Darstel-
lung der Strom-Spannungs-Charakteristik bei 80 mK. Im Spannungsbereich von 80 mV bis
450 mV zeigt die Kennlinie ein exponentielles Strom-Spannungs-Verhalten.
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Abbildung 8.6.: (a) Aktivierungsenergie als Funktion der nominellen Querschnittsfläche
der Dioden. Schwarze Kreise gehören zu Tunneldioden des Wafers S1457-R (〈∆1〉 ≈
0.14 meV), blaue zum Wafer S1457-F (〈∆2〉 ≈ 0.11 meV), grüne zum Wafer S1456-F
(〈∆3〉 ≈ 0.09 meV) und rote zum Wafer S1456-R (〈∆4〉 ≈ 0.08 meV). (b) Verlauf der
Aktivierungsenergie im Magnetfeld.
den selbstkonsistenten Rechnungen für die Struktur S1324 lässt sich für kleine
Spannungen die Länge der Verarmungsschicht auf zirka 5 nm bis 7 nm abschät-
zen, so dass für kleine Spannungen LΣ ≈ 50 nm ist. Die maximalen Feldstärken
des Niedrigstrom-Regimes liegen somit im Bereich von 80 kV/cm, wobei der linea-
re Transport von 2 kV/cm bis 16 kV/cm stattfindet.
Für ein System mit Coulomb-Lücke ist eine Temperaturabhängigkeit des Hopping-
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Abbildung 8.7.: (a) Verhalten der differenziellen Leitfähigkeit im parallel zum Strom ori-
entierten Magnetfeld. Zusätzlich sind die Veränderungen in der Temperatur zu sehen. (b)
Anisotropie des Magnetfeldtransports für schwache Magnetfelder (`B  ξ).
Radius entsprechend [211]
λ(T ) =
ξ
2
(
T0
T
) 1
2
(8.6)
zu erwarten. Aus der Steigung der Kennlinie lässt sich unter Verwendung von Glei-
chung (8.5) und Gleichung (8.6) der Hopping-Radius beziehungsweise die Loka-
lisierungslänge ξ bestimmen. Für einen Wert γ = 0.17 [98] resultiert jedoch ei-
ne deutlich zu geringe Lokalisierungslänge im Bereich weniger Angstrøm (1 Å).
Möglicherweise ist die Annahme γ = 0.17 für den beobachteten Transport nicht
zutreffend und sollte entsprechend kleiner gewählt werden. Für die Ermittlung des
expliziten Wertes von γ müsste das spezifische Perkulationsproblem gelöst werden.
Dies ist Gegenstand momentaner Arbeiten. Sollte sich ein Wert γ ≈ 0.001 ergeben,
erhielte man eine Lokalisierungslänge in der Größenordnung der lateralen Ausdeh-
nung der Hut-Cluster Quantenpunkte.
Magnetotransport In Abbildung 8.6 (b) ist die Abhängigkeit der Aktivierungs-
energie von einem äußeren Magnetfeld dargestellt. Die Magnetfeldorientierung ist
parallel zum Strom. Die Aktivierungsenergie nimmt quadratisch mit dem Magnet-
feld zu. Aus Abbildung 8.7 (a) geht hervor, dass die differenzielle Leitfähigkeit
durch ein äußeres Magnetfeld unterdrückt wird und das Verhalten [96, 97] zeigt:
G(B, T ) = G0 exp(−b(T ) B2) mit b(T ) = 0.0015 e
2ξ4
~2
(
T0
T
) 3
2
. (8.7)
Aus den Steigungen von Abbildung 8.7 (a) ergibt sich eine Lokalisierunglänge im
Bereich ξ = 40 nm. Diese Ausdehnung passt erstaunlich gut mit der mittleren
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Ausdehnung von Hut-Cluster Quantenpunkten überein. Die Vermutung, dass der
Transport zwischen den Zuleitungen über Hopping-Prozesse von Quantenpunkt-
Zuständen innerhalb der Querschnittsfläche der Diode stattfindet wird hierdurch
gestützt. Die Wirkung des Magnetfeldes besteht nun aus einer Reduzierung des
Überlapps der Wellenfunktionen zwischen den einzelnen Zuständen.
In den zwei Standard-Magnetfeldorientierungen parallel und senkrecht zum Strom
zeigt die Leitfähigkeit (siehe Abbildung 8.7 (b)) das Verhalten
G⊥(B)−G‖(B)
G‖(B)
= s
(
ξ
`B
)4(
T0
T
)1/2
mit s = 5
448
. (8.8)
Aus der quadratischen Zunahme von 0.02/T2 lässt sich erneut eine Aussage über die
Lokalisierungslänge treffen. Für die Lokalisierungslänge ergibt sich ein Wert von
ξ = 32 nm. Dieser Wert liegt ebenfalls in der Größenordnung der Ausdehnung von
Germanium-Quantenpunkten.
Zusammenfassend lässt sich sagen, dass der Transport im Niedrigstrom-Regime
der Diode mit Germanium-Quantenpunkten in der aktiven Zone ein Hopping-
Transport-Verhalten zeigt. Aus den charakteristischen Transportparametern erge-
ben sich Werte, die mit Quantenpunktgrößen übereinstimmen. Die Vermutung ist
daher nahe liegend, dass ein Hopping-Transport über Germanium-Quantenpunkt-
Zustände beobachtet wird. In Anlehnung an ein Modell von Neugebauer und Webb
[212] ist das Temperaturverhalten der Probe wie folgt zu verstehen: Bei tiefen Tem-
peraturen und kleinen Vorspannungen wird zuerst der Hopping-Transport über re-
lativ „große“ Quantenpunkte beobachtet. „Groß“ bedeutet, dass die laterale Aus-
dehnung im Vergleich zur mittleren lateralen Ausdehnung deutlich erhöht ist. Diese
Quantenpunkte sind zudem geringfügig höher als schmalere Quantenpunkte. Aus
diesem Grund koppeln sie besser an die Zuleitungen und sind somit im Transport
energetisch begünstigt. Die Anzahl dieser Quantenpunkte ist jedoch deutlich gerin-
ger als Quantenpunkte mit kleinerer lateraler Ausdehnung. Zudem sind sie weiter
von gleich großen Quantenpunkten entfernt. Im Hopping-Transport sind daher die
individuellen geometrischen Quantenpunkt-Dimensionen entscheidend [213, 214]
und ein Transportverhalten I ∝ exp(−(T0/T )0.5) wird beobachtet. Für höhere Tem-
peraturen beziehungsweise größere elektrische Felder koppeln zunehmend Quan-
tenpunkte mit einer kleineren lateralen Ausdehnung an die Zuleitungen. Ihre Aus-
dehnung weicht nur geringfügig von der mittleren lateralen Ausdehnung ab. Die
Anzahl dieser Quantenpunkte ist deutlich höher als die der großen Quantenpunkte.
Die Quantenpunkte liegen dichter zusammen und besitzen ähnliche geometrische
Dimensionen. Der Hopping-Transport über diese vielen, gleichen Quantenpunkte
zeigt ein einfach aktiviertes Temperaturverhalten [212], I ∝ exp(−∆/kT ). In der
Interpretation von Neugebauer und Webb [212] entspricht der Aktivierungsenergie
eine Ladeenergie ∆ ≡ Ech = e2/2C mit C der Gesamtkapazität eines Ladungs-
trägers im Quantenpunkt. Hiermit lässt sich die maximale laterale Ausdehnung der
Quantenpunkte abschätzen. In erster Näherung besitzt ein Quantenpunkt mit dem
Radius a die Kapazität C(a) = pi0ra2/(b1 + b2) zu den Zuleitungen. b1, b2 sind
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die Dicken der Barrieren. Für den Radius gilt somit die Beziehung
e2
2C(a)
= 0.13 meV (8.9)
y a ≈ 70 nm. (8.10)
Diese einfache Betrachtung führt zu einer lateralen Ausdehnung der Quantenpunk-
te von 140 nm. Berücksichtigt man die Wechselwirkung der einzelnen geladenen
Quantenpunkte untereinander, wird die Kapazität deutlich größer. Entsprechend er-
hält man in Gleichung (8.10) einen kleineren Radius für den Quantenpunkt. Unter
Einbeziehung der Wechselwirkung mit vier nächsten Nachbarn halbiert sich in etwa
der Radius des Quantenpunktes. Insgesamt ist festzuhalten, dass die mit dieser Me-
thode bestimmte Quantenpunktgröße übereinstimmt mit den Größenangaben aus
vorherigen Messungen. Dennoch sind die durch Transportmessungen bestimmten
Werte für die laterale Ausdehnung um den Faktor 2 bis 3 größer als die Ausdeh-
nungen, die an unbedeckten Quantenpunktstrukturen mit Hilfe von tunnelmikro-
skopischen Aufnahmen ermittelt wurden. Dies mag einerseits damit zusammen-
hängen, dass auf Grund der Bedeckung Interdiffusionsprozesse die Quantenpunkte
verbreitern; andererseits führen auch thermische Belastungen der Probe zu Diffusi-
onsprozessen, die eine Verbreiterung der Hut-Cluster-Quantenpunkte verursacht. U.
Denker [114] konnte zeigen, dass durch Temperaturbelastungen der Probe oberhalb
von 400◦C die Hut-Cluster sich in größere pyramiden- beziehungsweise ellipsen-
förmige Quantenpunkte umwandeln. Die laterale Ausdehnung der Quantenpunkte
liegt im Bereich von 70 nm bis 200 nm. Möglicherweise führen Temperaturbelas-
tungen während der Prozessierung zu erheblichen Interdiffusionsprozessen oder zu
einem Übergang der kleinen Hut-Cluster-Quantenpunkte zu größeren, die dann im
Transport beobachtet werden.
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Abbildung 8.8.: Strom-Spannungs-Kennlinien mit negativ differenzieller Leitfähigkeit
(NDC). (a) N-förmige NDC; (b) S-förmige NDC. Innenbild. Schema eines Stromkreises,
der zur Beobachtung von N- beziehungsweise S-förmigen Instabilitäten führt.
8.1.2. Übergangsbereich: Bistabilität
Dieser Abschnitt beschreibt den Übergangsbereich vom Niedrigstrom- in das
Hochstrom-Regime. Charakteristisch für den Übergangsbereich (siehe Abbildung
8.1) ist eine sehr starke2 Stromzunahme bei geringer Spannungserhöhung. Im Expe-
riment ist bei Temperaturen unterhalb von 200 mK eine sprunghafte Stromerhöhung
um zirka anderthalb Größenordnungen (von hundert Nanoampere auf einige Mil-
liampere) festzustellen. Nach dem Stromsprung ab der Schwellwertspannung Von
findet der Transport im Hochstrom-Regime statt. Wird die äußere Spannung redu-
ziert, so findet der Übergang vom Hochstrom-Regime in das Niedrigstrom-Regime
bei einer kleineren Spannung Voff < Von statt. Die Strom-Spannungs-Charakteristik
zeigt somit eine Bistabilität (im Bereich Voff < Vbi < Von) in Form einer Hyste-
resekurve. Der instabile Bereich äußert sich in der Kennlinie durch eine negative
differenzielle Leitfähigkeit - NDC (engl. negative differential conductance).
Instabilitäten sind häufig in Kennlinien von Bauelementen mit negativ differenzi-
eller Leitfähigkeit zu beobachten [215, 216, 217, 218, 219]. Je nachdem, ob es
sich um eine spannungs- oder einer stromgesteuerte Instabilität handelt, ist der
Kennlinienverlauf im entsprechenden Bereich N- oder S-förmig. Die N-förmige
Kennlinie (siehe Abbildung 8.8 (a)) tritt beispielsweise beim resonanten Tunneln
[66, 68, 69, 71] in Doppelbarrierenstrukturen auf. Sie resultiert aus der dynami-
schen Ladungsträgerakkumulation im Quantentopf. Die Hysterese nimmt mit der
Asymmetrie der Tunnelstruktur zu und ist nur in Aufladungsrichtung3 zu beobach-
ten.
S-förmige Kennlinien (siehe Abbildung 8.8 (b)) sind typisch für Bauelemente
2größer als exponentiell
3Die Spannungspolarität ist so gewählt, dass die dickere Tunnelbarriere den Quantentopf vom Kol-
lektor trennt.
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Abbildung 8.9.: (a) Verlauf der Sprungposition Von als Funktion der Temperatur. Die
Sprungposition verschiebt sich mit steigender Temperatur zu niedrigeren Spannungen,
Von = Von(0) exp(−(T∆ + T )/T∆) mit Von(0) = 596 mV und T∆ ≈ 6 K. (b) Verlauf
der Halbwertsbreite der mit dem Sprung korrespondierenden differenziellen Leitfähigkeits-
resonanz. Unterhalb von 75 mK ist eine Änderung der Halbwertsbreite nicht messbar. Ab
75 mK nimmt die Halbwertsbreite linear mit der Temperatur zu; ∆Von ∝ 8 mVK .
mit einem Schaltverhalten vom hochohmigen zu einem niederohmigen Zustand
bei Erreichen einer Schwellspannung. Bauelemente, in denen der Transport durch
Raumladungen begrenzt ist (siehe Kapitel 3.5) zeigen ein entsprechendes Verhal-
ten [104, 105, 220, 221, 222, 223]. Eine weitere Reihe von Bauelementen, die
eine bistabile Kennlinie aufweisen und zwischen einem „on“- und einem „off “-
Zustand schalten können, werden in der Familie der Thyristoren [103] zusammen-
gefasst. Charakteristisch für Thyristoren ist eine lawinenartige Ladungsträgerver-
vielfachung ab einer bestimmten Schwellspannung (Avalanche-Durchbruch [103]).
Die Vervielfachung der Ladungsträger führt zu einem starken Aufheizen des La-
dungsträgersystems [171, 172]. Eine spezielle Art der Thyristoren sind die Diac-
(engl. diode ac switch)-Thyristoren. Ein Diac ist ein Bauelement, dessen symme-
trischer Aufbau sich im einfachsten Fall aus drei Schichten unterschiedlicher Do-
tierung zusammensetzt, z. B. p − n − p. Durch den symmetrischen Aufbau kann
der Diac sowohl in positiver als auch in negativer Spannungsrichtung als Schalter
eingesetzt werden.
Die Eigenschaft, zwei stabile Zustände mit entweder niedrigem oder hohem Strom
einnehmen zu können, macht die untersuchte Heterostruktur ebenfalls zu einem
„Schalter“. Das Schaltverhalten der Heterostruktur ähnelt dem eines Diacs, wenn-
gleich im Detail unterschiedliche Transportmechanismen stattfinden. Es ist hervor-
zuheben, dass das Schaltverhalten unabhängig von der Spannungspolung ist. Mög-
licherweise resultiert dieses Verhalten aus dem symmetrischen Aufbau der Hete-
rostruktur.
Es soll nun allgemein der Schaltvorgang beschrieben werden. Ein mögliches Trans-
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portmodell wird im folgenden Abschnitt 8.1.3 gegeben. Die hier gewählte Formu-
lierung ist durch Überlegungen von Burgess [224, 225] zu wärmeabhängigen Wi-
derständen, so genannten Thermistoren4, motiviert. Im vorherigen Abschnitt ist ge-
zeigt worden, dass die Heterostruktur ein einfach aktiviertes Leitfähigkeitsverhalten
G = G0 exp(−∆/kTeff) besitzt. Unter Berücksichtigung von Gleichung (8.5) ge-
nügt der Strom der Relation I = I˜(V, Teff). Die Ladungsträgertemperatur Teff ergibt
sich aus der (dissipativen) Leistung IV = P (Teff) = Q, mit Q der erzeugten Wär-
memenge. Aus dem totalen Potenzial von I = I˜(V, Teff) und P = V I˜(V, Teff) erhält
man nach Division von dV und dTeff den Ausdruck [219, 224]
dV
dI = R
1− y
x+ y
, (8.11)
für den differenziellen Widerstand. Die VariablenR, x und y sind wie folgt definiert:
R = V/I, x ≡ R (∂I˜/∂V )Teff , y ≡ (V/U) (∂I˜/∂Teff)V (8.12)
und
U =
dP
dTeff
. (8.13)
Mit Gleichung (8.11) ist eine Formulierung mit Hilfe des differenziellen Wider-
standes gewählt worden, anstatt der sonst üblichen Verwendung der differenziellen
Leitfähigkeit. Dies geschieht, um eine mathematisch aufwändigere Betrachtung von
Singularitäten in der Leitfähigkeit zu umgehen. An Gleichung (8.11) ist unmittelbar
zu erkennen, dass der Übergang bei
y = 1 (8.14)
y 1 =
(
∂I˜
∂Teff
)
V
dTeff
dP (8.15)
stattfindet. Für größere Werte von y ist das System im negativ differenziellen
Leitfähigkeits- beziehungsweise Widerstandsbereich. Um die Bedingung y = 1 zu
erfüllen, muss die Heterostruktur beziehungsweise der Strom eine geeignete Tem-
peraturabhängigkeit
I = V G0 exp(−∆/kT ) mit ∆ = kT∆ (8.16)
besitzen. Für den expliziten Kennlinienverlauf ist es notwendig, die Beziehung zwi-
schen P und Teff zu kennen, so dass Heizeffekte im Strom berücksichtigt werden
können. Häufig besteht zwischen der dissipativen Leistung und der Ladungsträger-
temperatur ein linearer Zusammenhang
P = U(Teff − T ) für Teff − T = βP. (8.17)
Hierbei ist U = β−1 eine Konstante, die die Kopplung der Umgebungstemperatur
an den Halbleiter beschreibt. Aus den Gleichungen (8.14) bis (8.17) ergibt sich die
4engl. thermal resistor = wärmeabhängiger Widerstand
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Temperatur der Heterostruktur beim Schalten (y = 1),
Ton =
T∆
2
−
√
T 2∆
4
− T∆T . (8.18)
Hieraus erhält man die Bedingung T∆ > 4T . Die Leistung beim Übergang ist
Pon =
1
β
(Ton − T ) . (8.19)
Mit zunehmender Temperatur wächst die Leistung im Übergangsbereich an. Die-
ses Verhalten ist charakteristisch. Die Einsatzspannung Von ist durch Pon = VonIon
bestimmt. Von ist somit eine Funktion von T . Für den Fall T∆  T lässt sich Glei-
chung (8.19) durch
Pon ∼= 1
β
T 2
T∆
(8.20)
annähern und die Leitfähigkeit am Schaltpunkt ist
Ion
Von
= Gon ∼= G0 exp
(
1 +
T
T∆
)
. (8.21)
Das bedeutet, dass die Leitfähigkeit am Schaltpunkt um den Faktor exp(1) ≈ 2.72
erhöht ist (bezogen auf G0(T )).
In Abbildung 8.9 (a) ist der Verlauf des Schaltpunktes Von als Funktion der Tem-
peratur in einer semilogarithmischen Darstellung aufgetragen. Mit Erhöhung der
Temperatur wandert der Schaltpunkt zu kleineren Spannungen. Dieses Verhalten ist
unmittelbar aus Gleichung (8.21) verständlich. Nach Gleichung (8.21) zeigt Von das
Verhalten
Von =
Ion
G0
exp
(
−T∆ + T
T∆
)
. (8.22)
Aus der Temperaturverschiebung von Von (Abbildung 8.9 (a)) ergibt sich eine cha-
rakteristische Temperatur T∆ ≈ 6 K. Dieser Wert ist viermal so groß wie der Wert,
der sich aus der Arrhenius-Darstellung (∆ = 0.13 meV y T∆ = 1.5 K) ergibt. Be-
denkt man jedoch, dass die explizite Beziehung zwischen P und Teff nicht bekannt
ist, ist die Übereinstimmung der beiden Werte erstaunlich gut.
In Abbildung 8.9 (b) ist die Halbwertsbreite der mit dem Sprung korrespondieren-
den Resonanz in der ersten Ableitung als Funktion der Temperatur dargestellt. Ab
zirka 75 mK ist eine Zunahme der Halbwertsbreite von 8 mV/K zu beobachten. Die
Bestimmung eines Spannungs-Energie-Konversionsfaktors α aus der Halbwerts-
breite unter Verwendung von Gleichung (7.44) aus Kapitel 7.2.1 ist nicht möglich,
da die Verbreiterung kein Abbild der Temperaturverbreiterung der Fermi-Funktion
ist. Der explizite, funktionale Zusammenhang zwischen der Verbreiterung der Stu-
fenkante und der Erhöhung der Temperatur ist noch ungeklärt und Gegenstand der
momentanen Studien.
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Abbildung 8.10.: Kennlinie als Funktion des Magnetfeldes. Der Sprung findet in der Um-
gebung von Ion ≈ 200 nA statt.
Einfluss magnetischer Felder Unter der Wirkung eines äußeren Magnetfel-
des verschiebt sich der Schaltpunkt Von zu höheren Spannungen. Für ein parallel
zum Strom orientiertes Magnetfeld ist dieses Verhalten in Abbildung 8.10 zu be-
obachten. In der semilogarithmischen Darstellung, Abbildung 8.10, erkennt man
weiterhin, dass der Strom am Schaltpunkt nahezu konstant ist (Ion ≈ const.) und
in der Größenordnung von 200 nA liegt. Auf Grund der höheren Vorspannung am
Schaltpunkt ist der Strom nach dem Sprung ins Hochstrom-Regime entsprechend
größer. Dies ist in der linearen Darstellung Abbildung 8.11 zu beobachten.
Im vorherigen Abschnitt ist gezeigt worden (Gleichung (8.5) und (8.7)), dass der
Strom im Niedrigstrom-Regime das Verhalten
I(V,B) ∝ exp(a · V − b ·B2) (8.23)
besitzt. Hieraus folgt unmittelbar die Abhängigkeit des Sprungpunktes Von von ei-
nem äußeren Magnetfeld
Ion ∝ exp(a · Von − b ·B2) ‖ ln(. . .)
ln Ion ∝ a · Von − b ·B2
y Von ∝ 1
a
ln Ion︸ ︷︷ ︸
const.
+
b
a
B2
Von = const. + α˜ B2.
(8.24)
In Abbildung 8.11 (b) ist die quadratische Verschiebung des Sprungpunktes Von in
einem äußeren Magnetfeld bis 18 Tesla zu sehen. Hierbei ist festzustellen, dass
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Abbildung 8.11.: (a) Strom-Spannungs-Charakteristik als Funktion des Magnetfeldes.
(b Verlauf des Sprungpunktes als Funktion des Magnetfeldes. Die rote Kurve entspricht
dem Verlauf bei parallel zum Strom orientiertem Magnetfeld. Die blaue Kurve zeigt den
Verlauf für ein Magnetfeld senkrecht zum Strom. Für die parallele Orientierung gilt:
V
‖
on ∝ 14 mVT2 B2. Im senkrechten Fall ist V ⊥on ∝ 10 mVT2 B2. Im Innenbild: Doppello-
garithmische Darstellung der Differenz der beiden Sprungpunkte (senkrechte und parallele
Magnetfeldorientierung) als Funktion des Magnetfeldes. V ‖on − V ⊥on ∝ 4 mVT2 B2
eine quadratische Verschiebung sowohl in einem parallel als auch einem senk-
recht zum Strom orientierten Magnetfeld zu beobachten ist. Bei einer parallelen
Magnetfeldorientierung ist jedoch die Verschiebung stärker. Der Vorfaktor α˜ setzt
sich aus vielen Parametern, so beispielsweise der Lokalisierungslänge und dem
Hopping-Radius zusammen. Die Verschiebung des Sprungpunktes ist eine Konse-
quenz der magnetfeldabhängigen Stromunterdrückung auf Grund des verminderten
Überlapps der Wellenfunktionen zwischen den Quantenpunkt-Zuständen, über die
der Hopping-Transport stattfindet. Die Abbildung 8.11 (b) zeigt eine weitere Trans-
porteigenschaft: Da Hopping-Prozesse perkulativ sind, mitteln sich die Einflüsse
einer Magnetfeldorientierung auf den Transport heraus. Daher wird ein annähernd
gleiches Verhalten für eine Magnetfeldorientierung senkrecht beziehungsweise pa-
rallel zur Wachstumsebene beobachtet.
Zusammenfassend ist festzustellen, dass auf Grund eines einfach aktivierten Trans-
portverhaltens, I ∝ exp(−∆/kT ), eine Bistabilität in der Kennlinie zu beobachten
ist. Es findet ein „Schalten“ zwischen einem Niedrigstrom- und einem Hochstrom-
Regime statt. Die Schaltbedingung ist durch die Gleichung (8.14) gegeben. Durch
die Erhöhung der Umgebungstemperatur ist die Gleichung (8.14) bereits bei gerin-
geren elektrischen Feldern erfüllt. Gleichzeitig verliert der Übergang zwischen dem
Niedrigstrom- und Hochstrom-Regime sein sprunghaftes Verhalten. Der Übergang
verläuft mit Erhöhung der Temperatur „weicher“.
Ein äußeres Magnetfeld unterdrückt den Strom im Niedrigstrom-Regime. Hierdurch
wird die Bedingung (8.14) erst für höhere elektrische Felder erfüllt. Eine quadra-
159
8. Silizium/Germanium-Quantenpunktstrukturen
0 . 6 0 0 . 6 6 0 . 7 2
5
1 0
1 5
2 0
2 5
 
 
dI /
 dV
   (e
2 /h)
V   ( V )
5 0  m k
2 0 0  m K
3 0 0  m K
Abbildung 8.12.: Temperaturverhalten der Resonanz der differenziellen Leitfähigkeit bei
Vp. Gezeigt ist der Verlauf für die Temperaturen 50 mK, 200 mK und 300 mK. Der Unter-
grund wurde abgezogen.
tische Verschiebung des Sprungpunktes als Funktion eines äußeren Magnetfeldes
wird beobachtet.
8.1.3. Hochstrom-Regime: Filamentartiger Transport
In diesem Abschnitt wird der Transport nach dem Sprung in das Hochstrom-Regime
diskutiert. Die wesentlichen Transporteigenschaften des Hochstrom-Regimes zeigt
Abbildung 8.2. Nach dem „Schalten“ folgt der Strom der Relation
i ∝ uζ , (8.25)
mit i = I/Ion − 1 dem normierten Strom und u = V/Von − 1 der normierten
Spannung. Der Exponent ζ ist von der Größe ≈ 1. In der ersten Ableitung der nor-
mierten differenziellen Leitfähigkeit g = di/du ist für Temperaturen T < 400 mK
an der Stelle Vp ein Leitfähigkeitsmaximum zu beobachten; siehe Innenbild von
Abbildung 8.2. Die Resonanz zeigt eine starke Temperaturabhängigkeit. In Abbil-
dung 8.12 ist der Verlauf der Resonanz für drei Umgebungstemperaturen 50 mK,
200 mK und 300 mK gezeigt. Durch Erhöhen der Temperatur nimmt die Halbwerts-
breite der Resonanz zu und die gesamte Resonanz wird flacher. Die Halbwertsbreite
als Funktion der Temperatur ist in Abbildung 8.13 (a) gezeigt. Die Halbwertsbreite
∆Vp nimmt im Temperaturbereich unterhalb 300 mK linear zu und lässt sich durch
die Gleichung beschreiben: ∆Vp = ∆Vp(0) + 80mVK T , mit ∆Vp(0) = 38 mV. Die
Position des Resonanzmaximums wandert mit zunehmender Temperatur zu nied-
rigeren Spannungen, siehe Abbildung 8.13 (b). Unter der Voraussetzung, dass die
beobachtete Resonanz ebenso wie die Resonanz bei Von aus einen Schaltprozess re-
sultiert, lässt sich die Verschiebung mit Gleichung (8.22) fitten: Vp ∝ exp(−T/T p∆)
mit T p∆ = 4.2 K. Der, aus der Temperaturverschiebung von Vp ermittelte Wert der
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Abbildung 8.13.: (a) Verlauf der Halbwertsbreite ∆Vp als Funktion der Temperatur. Die
Halbwertsbreite nimmt linear mit der Temperatur zu: ∆Vp = ∆Vp(0) + 0.08 mVmK T mit
∆Vp(0) = 38 mV. (b) Peak-Position Vp als Funktion der Temperatur. Die Peak-Position
schiebt mit steigender Temperatur zu niedrigeren Spannung. Die Verschiebung lässt sich
mit Gleichung (8.22) fitten: Vp ∝ exp(−T/T p∆) mit T p∆ = 4.2 K. Die Resonanz ist nur
unterhalb von 400 mK zu beobachten.
charakteristischen Temperatur T p∆ stimmt in der Größenordnung mit T∆ ≈ 6 K
überein. Dies lässt die Ver utung zu, dass der in der Kennlinie gemessene Strom
sich zusammensetzt aus Beiträgen einzelner Bereiche innerhalb der Querschnitts-
fläche der Dioade. Bei Von findet somit der Schaltprozess in einem dieser Berei-
che statt und bei Vp in einem Weiteren. In einem äußeren Magnetfeld wird der
Strom im Niedrigstrom-Regime unterdrückt. Dies führt mit zunehmender Magnet-
feldstärke zu einem vertikalen Übergang zwischen den Transport-Regimen. Dieses
Verhalten ist in Abbildung 8.14 (a) zu sehen. In Abbildung 8.14 (b) ist außerdem
zu beobachten, dass durch die Zunahme der Feldstärke sowohl der Schaltpunkt Von
als auch das Resonanzmaximum Vp zu höheren Spannung schiebt. Ferner reduziert
das Magnetfeld die Resonanzbreite. Im vorherigen Abschnitt ist der funktionale Zu-
sammenhang der Verschiebung des Schaltpunkts diskutiert worden.
Der Transport im Hochstrom-Regime lässt sich in einem Modell (Middleton und
Wingreen [226]) des kollektiven Transports über eine Reihe von Quantenpunkten
verstehen. In der Ebene der Quantenpunkte bildet sich in einer Reihe von Quan-
tenpunkten ein kollektiver Zustand. Dieser leistet erst beim Erreichen der Schwell-
spannung einen Beitrag zum Strom (dynamisches Regime). Unterhalb der Schwell-
span ung ist der kollektive Transport blockiert (statisches Regime). Die Ladungs-
träger sind in den Quantenpunkten lokalisiert und bilden auf Grund der Coulomb-
Wechselwirkung ein repulsives Potenzial (Coulomb-Blockade). Bei endlichen Tem-
peraturen können jedoch Hopping-Transportprozesse, wie sie im Niedrigstrom-
Regime beobachtet werden, stattfinden. Steht die Energie für die Aktivierung des
kollektiven Transportprozesses zur Verfügung, findet der Übergang ins Hochstrom-
Regime statt. Die benötigte Energie können die Ladungsträger durch eine Erhö-
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Abbildung 8.14.: (a) Ohne Magnetfeld ist in der Kennlinie kein Sprung zu beobachten,
nur ein Übergang aus dem Niedrig- in das Hochstrom-Regime. Bei Anwesenheit eines äu-
ßeren Magnetfeldes wird der Übergang zwischen dem Niedrig- und Hochstrom-Regime
zunehmend steiler. Bei 4.5 T ist ein deutlicher Sprung zu beobachten, der mit zuneh-
mendem Magnetfeld größer wird. Ein weiterer Effekt ist, dass das Magnetfeld den Strom
im Niedrigstrom-Regime unterdrückt. (b) Differenzielle Leitfähigkeit der Kurven aus (a).
Deutlich ist die Entwicklung des Sprungs und der Resonanz bei Vp im Hochstrom-Regime
zu beobachten. Hierbei verschiebt sich Von im Magnetfeld stärker zu höheren Spannungen
als Vp. Oberhalb von 5 T ist keine Resonanz bei Vp zu beobachten.
hung der Umgebungstemperatur oder durch dissipative Transportprozesse (höhere
Spannung - größerer Strom - größerer dissipativer Beitrag, RI2) erhalten. In einer
semiklassischen Betrachtung entspricht der Schaltprozess dem Abbau der Sperr-
schicht. Die einst „blockierten“ Transportkanäle sind nun geöffnet. Über diese fließt
dann gleichzeitig der Strom. Möglicherweise ist der Transport filamentartig über
die Querschnittsfläche verteilt, so dass der beschriebene Prozess in jedem Filament
stattfindet, wobei der individuelle Schaltprozess von der Dimension des Filaments
(geometrische Anornung, Form und Anzahl der Quantenpunkte), abhängt. Die be-
obachtete Resonanz könnte dann ein Schaltprozess in einem weiteren stromtragen-
den Filament sein.
8.1.4. Zusammenfassung
In diesem Kapitel wurde der Transport in einer Diode des Wafers S1457 untersucht.
Die Diode besitzt einen Durchmesser von 72 µm.
Bei tiefen Temperaturen unterhalb von 1 K und Spannungen V < 100 mV war in
der Diode ein Hopping-Transportverhalten zu beobachten. Im Temperaturbereich
von 50 mK bis 150 mK zeigte die Leitfähigkeit ein Variable-Range-Hopping Tem-
peraturverhalten, das für Temperaturen oberhalb von 150 mK in ein einfach, ak-
tiviertes Transportverhalten überging. Dieses Verhalten resultierte aus der Tatsa-
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Abbildung 8.15.: (a) Verlauf der Peak-Position Vp als Funktion des Magnetfeldes, Vp ∝
19 mV
T2
B2. Das Innenbild zeigt eine Graustufendarstellung der differenziellen Leitfähigkeit
als Funktion der Spannung und des äußeren Magnetfeldes. Deutlich ist das Ineinanderlaufen
von Von und Vp mit zunehmendem Magnetfeld zu sehen. Oberhalb von 2 Tesla gilt die
lineare Näherung Von ∝ 0.11 VT B und Vp ∝ 0.09 VT B. (b) Die Halbwertsbreite der
Resonanz nimmt linear mit dem Magnetfeld ab: ∆Vp = 38 mV − 7 mVT B.
che, dass bei Temperaturen unterhalb von 150 mK und bei geringen elektrischen
Feldern der elektrische Transport durch Hüpf-Prozesse über große, räumlich weit
voneinander getrennte Quantenpunkte stattfand. Durch Erhöhen der Temperatur
(oberhalb von 150 mK) dominierten den Transport Hüpf-Prozesse über kleinere,
räumlich näher zusammen liegende Quantenpunkte, so dass ein einfach aktiviertes
Transportverhalten beobachtet werden konnte. Die aus der Arrhenius-Darstellung
der Leitfähigkeit ermittelte Aktivierungsenergie entsprach der gemittelten Lade-
energie der Quantenpunkte. Aus ihr ließ sich die Größe der am Transport beteilig-
ten Quantenpunkte abschätzen. Unter Vernachlässigung einer möglichen Coulomb-
Wechselwirkung der Quantenpunkte untereinander entsprach die Ladeenergie ei-
nem Quantenpunkt mit dem Radius von 70 nm. Auf Grund der Wachstumsbedin-
gungen erwartete man Germanium Hut-Cluster-Quantenpunkte in der Probe. Es
war bekannt, dass die Größenverteilung der Hut-Cluster normalverteilt ist, wobei
der mittlere Radius in der Größe von 16 nm bis 20 nm lag. Die im Experiment
beobachtbaren Quantenpunkte stammten somit aus dem Ausläufer der Normalver-
teilung. Andererseits war zu bedenken, dass die Größenverteilung an unbedeck-
ten Strukturen ermittelt wurde. Die Bedeckung durch eine Silizium-Barriere konnte
durch Diffusionsprozesse von Germanium in das Silizium zu einer Verbreiterung
der Quantenpunkte führen. Alle diese Aspekte belegten, dass die ermittelte Lade-
energie durchaus plausibel war.
Ein weiteres Charakteristikum für den Transport in Dioden des Wafers S1457
war eine Bistabilität in der Kennlinie. Die Bistabilität war eine Konsequenz
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Abbildung 8.16.: Doppellogarithmische Darstellung der Strom-Spannungs-Charakteristik
einer Tunneldiode mit nominell 1 µm Durchmesser. Es sind beide Spannungspolaritäten
gezeigt. Für die negative Spannungspolarität ist auf Grund der logarithmischen Darstellung
der Betrag des Stroms gewählt. Die Umgebungstemperatur beträgt 240 mK.
des einfach, aktivierten Transportverhaltens. Es fand ein Schalten zwischen ei-
nem Niedrigstrom- und Hochstrom-Regime statt. Im Niedrigstrom-Regime war
der Transport durch die beschriebenen Hüpf-Prozesse dominiert. Im Hochstrom-
Regime fand der Transport in einzelnen Filamenten, die innerhalb der Querschnitts-
fläche der Diode lagen, statt. Ein Filament bestand aus dem kollektiven Zusam-
menschluss nulldimensionaler Transportkanäle. In dieser Modellvorstellung ent-
sprach dem Transport in einem Filament ein kollektiver Transport über eine Reihe
von Quantenpunkten.
8.2. Fock-Darwin ähnliche Zustände
In diesem Abschnitt wird der Transport in Submikrometer-Dioden des Wafers
S1457 diskutiert. Die Dioden besitzen eine quadratische Querschnittsfläche mit no-
minell 1 µm Kantenlänge. Beim nasschemischen Ätzen reduziert sich jedoch der
Diodendurchmesser auf Grund von Unterätz-Prozessen um einige hundert Nano-
meter, so dass der tatsächliche Diodendurchmesser, insbesondere im Bereich der
aktiven Zone, kleiner als ein Mikrometer ist. Dies belegt beispielsweise eine elek-
tronenmikroskopische Aufnahme einer freistehenden Submikrometer-Diode; siehe
Abbildung 5.5.
Im Vergleich der Kennlinien der 72 µm Durchmesser Diode (Abbildung 8.1) und
der Submikrometer-Diode (Abbildung 8.16) ist festzustellen, dass der sprunghaf-
te Übergang vom Niedrigstrom- in das Hochstrom-Regime in der Submikrometer-
Diode bei geringerer Spannung (V 1µmon = 210 mV < V 72µmon = 590 mV) stattfindet.
Der Übergangsstrom I1µmon ≈ 100 nA ist zirka halb so groß wie der Übergangsstrom
in der 72 µm-Diode, I72µmon ≈ 200 nA. Dies lässt vermuten, dass die effektive La-
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Abbildung 8.17.: (a) Semilogarithmische Darstellung der Kennlinie einer Tunneldiode
mit 1 µm Durchmesser. In beiden Spannungspolaritäten sind Stromstufen zu erkennen. (b)
Differenzielle Leitfähigkeit der positiven Spannungspolarität. Deutlich sind mehrere Reso-
nanzen, entsprechend der Stromstufen, zu erkennen.
dungsträgertemperatur in der kleineren Diode höher ist als in der 72 µm-Diode. Die
Ursache dafür könnte die höhere Leistungsdichte in der kleineren Diode sein. Durch
die höhere effektive Temperatur ist dann die Schaltbedingung, Gleichung (8.14), bei
kleinerer Vorspannung erfüllt.
Die Hochstrom-Regime der Submikrometer-Diode und der 72 µm-Diode zeigen ein
prinzipiell gleiches Transportverhalten, i ∝ uζ mit ζ ≈ 1. Es ist davon auszugehen,
dass im Hochstrom-Regime beider Dioden derselbe Transportmechanismus stattfin-
det. Dieser ist im vorherigen Kapitel besprochen worden und soll hier nicht erneut
diskutiert werden. Daher konzentrieren sich die folgenden Untersuchungen auf die
Unterschiede im Niedrigstrom-Regime. Im Niedrigstrom-Regime der „größeren“
Diode zeigt der Strom bis zirka 80 mV ein lineares Strom-Spannungs-Verhalten,
das in ein exponentielles übergeht. In der Submikrometer-Diode ist von Beginn an
ein nicht-lineares Strom-Spannungs-Verhalten zu beobachten. Bis zum sprunghaf-
ten Übergang in das Hochstrom-Regime sind eine Vielzahl von Stromstufen un-
terschiedlicher Höhe und Breite in der Kennlinie zu sehen. In Abbildung 8.17 (a)
ist der Betrag des Stroms als Funktion der Spannung in einer semilogarithmischen
Auftragung für beide Spannungspolaritäten dargestellt. Wie zu erkennen ist, wächst
der Strom im Bereich von 10 mV über drei Größenordnungen an. Aus diesem Grund
sind die Strukturen in der Kennlinie besser in der Ableitung zu erkennen. Die Abbil-
dung 8.17 (b) zeigt die nummerische erste Ableitung für den positiven Spannungs-
ast. An den Positionen der Stromstufen sind deutliche Leitfähigkeitsresonanzen zu
beobachten. Im Folgenden soll gezeigt werden, dass die Leitfähigkeitsresonanzen
zurückzuführen sind auf Tunnelprozesse von Löchern aus der Emitterzuleitung in
nulldimensionale Germanium-Quantenpunktzustände.
Bereits aus den Untersuchungen der 72 µm-Diode ist bekannt, dass ein äußeres
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Abbildung 8.18.: Semilogarithmische Darstellung der Kennlinie einer Tunneldiode mit
1 µm Durchmesser bei einer Umgebungstemperatur von 240 mK. In 1 T Schritten wur-
de ein äußeres Magnetfeld bis zu 8 T erhöht. Der Sprung aus dem Niedrigstrom- in das
Hochstrom-Regime geschieht bei zirka 100 nA. Deutlich ist zu erkennen, dass für die po-
sitive Spannungspolarität der Übergang steiler verläuft beziehungsweise der Sprung größer
ist.
Magnetfeld den Strom im Niedrigstrom-Regime unterdrückt, so dass der Übergang
in das Hochstrom-Regime sich mit einer quadratischen Abhängigkeit (Gleichung
(8.24)) zu höheren Spannung verschiebt. Dieses Verhalten lässt sich in Abbildung
8.18 (siehe vergleichend Abbildung 8.10) beobachten. Die magnetfeldabhängige
Verschiebung der Stromstufen des Niedrigstrom-Regimes sind in einer Graustufen-
darstellung der differenziellen Leitfähigkeit in Abbildung 8.19 zu verfolgen. Wie
bereits in Abbildung 8.17 (b) zu erkennen ist, erschwert der rasante Stromzuwachs
des Untergrundstroms die Darstellung. Der Untergrundstrom erreicht bereits bei ei-
ner geringen Spannungserhöhung von 2 mV bis 3 mV die Größe der vorherigen
Stromstufe. Eine differenzierte Darstellung der Resonanzverläufe im Bereich bis
10 mV ist daher sehr schwierig. In Abbildung 8.20 (b) sind die Positionen der Leit-
fähigkeitsmaxima für den positiven Spannungsast (Abbildung 8.19 (a) beziehungs-
weise Abbildung 8.20 (a)) skizziert. Um den Verlauf der Maxima im Bereich nied-
riger Vorspannungen bis 4 mV deutlicher beobachten zu können, ist dieser Span-
nungsbereich gesondert in Abbildung 8.20 (c) dargestellt.
In Abbildung 8.20 (d) ist ein Fock-Darwin-Spektrum [30]
En′,m = (2n
′ + |m|+ 1) ~Ω + 1
2
m ~ωc (8.26)
n′ = 0, 1, 2, . . . ,
m = 0,±1,±2, . . .
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Abbildung 8.19.: Graustufen-Graph der differenziellen Leitfähigkeit (T = 240 mK) als
Funktion der Spannung und des Magnetfeldes. (a) positive Spannungspolarität. (b) negative
Spannungspolarität.
de Verlauf der Leitfähigkeitsmaxima aus Abbildung 8.20 (b) unterlegt worden.
Es zeigt sich, dass eine gute Übereinstimmung der Leitfähigkeitsmaxima mit ei-
nem Fock-Darwin-Spektrum für die Resonanzen im Spannungsbreich bis 6 mV
erzielt wird. Auf Grund der energetisch dichtliegenden Fock-Darwin-Zustände ist
der Abgleich für höhere Spannungen unübersichtlich. Die beste Übereinstimmung
der experimentellen Daten erhält man für ein Fock-Darwin-Spektrum eines Teil-
chens mit der effektiven Masse m∗ = 0.35 m0, das sich in einem isotropen, pa-
rabolischen Potenzial mit dem Radius a ≈ 50 nm befindet. Für die Simulation
ist ein Konversionsfaktor α = 0.5 angenommen worden. Diese Annahme ist für
einen Spannungsbereich bis 10 mV gerechtfertigt, da für kleine Spannungen das
Potenzialprofil annähernd symmetrisch verläuft und der Spannungsabfall über den
Barrieren linear ist. Eine weitere entscheidende Beobachtung ist, dass für die op-
timale Übereinstimmung der Grundzustand (1s) und der erste angeregte Zustand
(2p) im thermodynamischen Gleichgewicht besetzt sind. Entsprechend ist das Fock-
Darwin-Spektrum auf der Energieskala verschoben worden. Ebenso ist erstaunlich,
dass eine gute Übereinstimmung der Messdaten mit dem Einteilchenspektrum eines
isotropen Einschlusspotenzials erreicht wird. Anisotropie-Effekte des Einschluss-
potenziales [227] oder Einflüsse von Störstellenpotenzialen [228, 229] scheinen
untergeordnete Einflüsse zu besitzen. Dies ist möglicherweise eine Konsequenz der
großen Leicht-Loch-Schwer-Loch-Aufspaltung.
Es ist wahrscheinlich, dass das beobachtete Anregungsspektrum zu einem
Germanium-Quantenpunkt gehört. Rasterkraftmikroskopische und tunnelmikro-
skopische Aufnahmen [112, 144, 147, 230] von unbedeckten Germanium Hut-
Cluster Quantenpunktstrukturen ergaben, dass die mittlere laterale Ausdehnung der
Quantenpunkte zirka 40 nm beträgt. Die Fluktuation w(L) in der lateralen Ausdeh-
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Abbildung 8.20.: (a) Graustufendarstellung der differenziellen Leitfähigkeit als Funktion
der positiven Vorspannung und des äußeren Magnetfeldes. (b) Positionen der Leitfähig-
keitsmaxima aus (a). Der linke Anhang zeigt den Verlauf der ersten Ableitung für B = 0.
Kleine Pfeile markieren Leitfähigkeitsresonanzen. (c) Spannungsausschnitt aus (a) mit ge-
änderter Auflösung, so dass die Leitfähigkeitsmaxima in diesem Ausschnitt deutlicher zu
sehen sind. (d) Fock-Darwin-Spektrum eines Teilchens (m∗ = 0.35 m0) im harmonischen
Potenzial (a = 50 nm). In Blau sind die Positionen der Leitfähigkeitsmaxima unterlegt.
nung (L = 2a) der Quantenpunkte ist normalverteilt [112, 230]
w(L) =
1
σ
√
2pi
e−
1
2 (
L−〈L〉
σ )
2
, (8.27)
wobei die Standardabweichung σ stark vom Herstellungsverfahren abhängig ist.
Pchelyakov et al. [230] geben Werte im Bereich von σ/〈L〉 ∼ 50% − 90% an.
Der in den Transportmessungen spektroskopierte Quantenpunkt besitzt einen Ra-
dius von 45 nm bis 50 nm entsprechend einer lateralen Ausdehnung von 90 nm
bis 100 nm. Es handelt sich also um einen Quantenpunkt aus dem Ausläufer der
Normalverteilung. Hut-Cluster Quantenpunkte sind metastabil und wandeln sich
bei Temperaturen oberhalb von 400◦C in größere pyramiden- beziehungsweise el-
lipsenförmige Quantenpunkte („Domes“, [114]) um. Bei der Diodenprozessierung
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Abbildung 8.21.: Quantenpunkt-Verteilung. Anzahl der Quantenpunkte als Funktion der
lateralen Ausdehnung der Quantenpunkte. (a) Submikrometer-Diode; (b) Diode mit 72 µm
Durchmesser.
ist darauf geachtet wurden, die Temperatur möglichst niedrig zu halten. Dennoch
musste die Heterostruktur für den Einlegierprozess der elektrischen Kontakte auf
eine Temperatur von 380◦C erwärmt werden. Dies könnte lokal zur Bildung von
„große“ Quantenpunkten geführt haben. Die Wahrscheinlichkeit, dass im Transport
bevorzugt diese großen Quantenpunkte spektroskopiert werden ist hoch, da die grö-
ßeren Quantenpunkte auch höher sind und somit die bedeckende Barrierenschicht
dünner ist. Daher koppeln die größeren Quantenpunkte besser an die Zuleitungen
an. Entsprechende Transportkanäle sind also bevorzugt.
Es soll nun die Frage geklärt werden, warum ein entsprechendes Quantenpunkt-
spektrum nicht in einer 72 µm-Diode gesehen werden kann. Der Grund hierfür ist,
dass in der Querschnittsfläche einer 72 µm-Diode sehr viele Quantenpunkte mit
entsprechender lateraler Ausdehnung liegen. Der Transport kann also gleichzeitig
über viele Quantenpunkte stattfinden. In der Kennlinie ist dann der individuelle
Charakter eines Quantenpunktes nicht mehr zu beobachten. Durch die Reduzie-
rung der Querschnittsfläche sinkt auch die Anzahl der entsprechenden Quanten-
punkte, so dass nur wenige Transportkanäle zur Verfügung stehen. In der Kennli-
nie sind dann idealerweise die Zustände eines Quantenpunktes beobachtbar. Es soll
nun die Anzahl der in Frage kommenden Quantenpunkte in der Querschnittsfläche
der Submikrometer-Diode abgeschätzt werden. Unter Verwendung von Gleichung
(8.27) und der Kenntnis der Diodenquerschnittsfläche A berechnet sich die Anzahl
der Quantenpunkte mit entsprechender Ausdehnung zu
N = w(L) nQD A, (8.28)
mit nQD der Flächendichte der Germanium Hut-Cluster Quantenpunkte. Aus raster-
kraftmikroskopischen Aufnahmen ist für die untersuchte Struktur eine Flächendich-
te nQD = 8×1010 cm−2 bestimmt worden. In einer Diode mit einer Querschnittsflä-
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che von 1 µm2 befindet sich nach Gleichung (8.28) im Mittel ein Quantenpunkt mit
der Ausdehnung von 100 nm in der Querschnittsfläche. Hierbei ist eine Standardab-
weichung σ/〈L〉 ∼ 70% angenommen worden. Im Vergleich hierzu befinden sich
zirka 1500 Quantenpunkte mit der selben Ausdehnung in einer Diode mit 72 µm
Durchmesser. Dies spricht für die oben aufgestellte Vermutung. In Abbildung 8.21
ist die Größenverteilung der Quantenpunkte für eine Diode mit 1 µm2 (Abbildung
8.21 (a)) und 1300 µm2 (Abbildung 8.21 (b)) Querschnittsfläche grafisch darge-
stellt.
8.2.1. Zusammenfassung
In Dioden mit Submikrometer-Durchmesser in der aktiven Zone wurde erstmalig
das Anregungsspektrum eines Germanium-Quantenpunktes mit Hilfe der Tunnel-
spektroskopie beobachtet. Die spektroskopierten Zustände ließen sich (erstaunli-
cherweise) gut durch Zustände eines isotropen, parabolischen Potenzials annähern.
Entsprechend wurde in einem äußeren Magnetfeld eine hohe Übereinstimmung mit
einem Fock-Darwin-Spektrum festgestellt. Aus den Vergleichen der experimentel-
len Daten mit der Simulation eines Fock-Darwin-Spektrums ergab sich für den Os-
zillatorradius eine Länge a ≈ 50 nm. Die effektive Ladungsträgermasse des Teil-
chens besaß den Wert m∗ = 0.35m0.
Des Weiteren ergaben die Untersuchungen, dass erst Zustände oberhalb des 2s-
Zustandes beobachtbar waren, da der Grundzustand und der erste angeregte Zustand
unterhalb der Fermi-Kante lagen.
Aus der Normalverteilung der lateralen Quantenpunktausdehnung ließ sich die
Anzahl der Quantenpunkte mit entsprechender Ausdehnung als Funktion der
Querschnittsfläche der Diode ermitteln. Das Ergebnis belegte, dass sich in
Submikrometer-Dioden im Mittel ein Quantenpunkt mit einer Ausdehnung von
100 nm in der Querschnittsfläche befand. Vergleichend lagen in der Querschnitts-
fläche einer 72 µm Diode 1500 Quantenpunkte. Diese Betrachtung verdeutlichte,
dass in Submikrometer-Dioden der Transport über einzelne Quantenpunktzustände
betrachtet werden konnte, hingegen in Dioden größerer Querschnittsfläche nicht.
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In dieser Arbeit wurde der elektronische Transport in p-dotierten
Silizium/Germanium-Quantentopf- und Quantenpunktstrukturen untersucht.
Hierbei konnte das resonante Tunneln von Löchern über zwei- und nulldimensio-
nale Zustände studiert werden.
Der aktive Bereich der untersuchten Heterostrukturen bestand im Wesentlichen
aus zwei 10 nm breiten Silizium-Germanium-Quantentöpfen, die durch eine
10 nm dicke Silizium-Barriere getrennt waren. In der Mitte der Silizium-Barriere
waren wenige Monolagen reines Germanium eingebettet. In Abhängigkeit von
der eingebetten Germaniumschicht ließen sich die gewachsenen Heterostrukturen
in Quantentopf- beziehungsweise Quantenpunktstrukturen einteilen. In Quan-
tentopfstrukturen lag die Dicke der Germaniumschicht unterhalb der kritischen
Schichtdicke des Stranski-Krastanov-Phasenübergangs. Der in der Silizium-
Barriere eingebettete Germaniumfilm war daher zwar glatt, jedoch auf Grund des
gitterangepassten Wachstums biaxial verspannt.
Bei den Quantenpunktstrukturen wurde die kritische Schichtdicke überschritten,
so dass sich auf Grund von plastischen Relaxationsprozessen dreidimensionale
Germanium-Inseln selbstorganisiert gebildet haben. Die Inseln waren zirka 1 nm
hoch und besaßen eine mittlere laterale Ausdehnung von 35 nm bis 40 nm.
Für die elektronischen Untersuchungen wurden die Heterostrukturen in Dioden
mit Mikrometer und Submikrometer Durchmesser prozessiert. Die anschließen-
den Zwei-Punkt-Strom-Spannungs-Messungen wurden in Kryostatsystemen bei
Temperaturen unterhalb 1 K durchgeführt. Für die Untersuchung in Magnetfeldern
standen Kryostatsysteme zur Verfügung, die mit supraleitenden Magneten ausge-
stattet waren und Feldstärken bis zu 20 T erzeugen konnten.
Die Untersuchungen an den Quantentopfstrukturen ergaben, dass der resonante
Tunnelstrom von schweren Löchern in Subbänder des Germaniumfilms von einem
hohen, nicht-resonanten Stromanteil überlagert war. Hieraus resultierte ein geringes
Peak-to-Valley-Ratio, so dass die typischen Tunnelstromresonanzen nur schwer zu
beobachten waren. Für die Analyse war daher nicht die Betrachtung des Stromes,
sondern der differenziellen Leitfähigkeit geeigneter. In der differenziellen Leitfä-
higkeit ließen sich zwei Resonanzen festzustellen. Die erste, schwach ausgeprägte
Resonanz resultierte aus dem Tunnelprozess schwerer Löcher des Emitters in den
Leicht-Loch Grundzustand des Germanium-Quantentopfes. Die zweite, deutlich
ausgeprägtere Resonanz entsprach einem Tunnelprozess schwerer Löcher aus
der Zuleitung in den ersten angeregten Schwer-Loch Zustand des Quantentopfes.
Ferner zeigten die Untersuchungen, dass der Schwer-Loch Grundzustand des
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Quantentopfes unterhalb der Fermi-Kante lag und für den resonanten Tunneltrans-
port nicht zur Verfügung stand. Mit Hilfe von temperaturabhängigen Messungen
ließen sich Aussagen über den Spannungsabfall in der Barrierenstruktur treffen.
Dies ermöglichte die Bestimmung eines Spannungs-Energie-Konversionsfaktors
α, mit dem sich die Spannungsskalen als Energieskalen interpretieren ließen. Mit
der Kenntnis des Konversionsfaktors ließen sich anschließend aus den Positionsän-
derungen der Leitfähigkeitsresonanzen im Magnetfeld die effektiven Massen der
Löcher in den Quantentopf-Zuständen bestimmen. Die auf diese Weise ermittelten
Werte der effektiven Massen waren konsistent mit Werten vergleichbarer Experi-
mente.
Neben 3D-2D Tunnelprozessen wurden im Spannungsbereich vor dem Einsetzen
von Tunnelprozessen über das erste Subband mehrere Stromstufen im Picoampere-
Bereich beobachtet, die in der differenziellen Leitfähigkeit zu scharfen Resonanzen
mit einer Halbwertsbreite von 0.15 - 0.3 mV führten. Die Stromstufen ließen sich
Tunnelprozessen schwerer Löcher in nulldimensionale Zustände, die im Bereich
der Germaniumschicht lagen, zuordnen. Entsprechend wurde in einem Magnetfeld,
das senkrecht zur Wachstumsebene orientiert war, eine lineare Zeeman-Aufspaltung
der Leitfähigkeitsresonanzen beobachtet. Für eine Magnetfeldorientierung parallel
zur Wachstumsebene ließ sich, wie für schwere Löcher charakteristisch, keine
lineare Aufspaltung beobachten; lediglich einige Resonanzen zeigten eine kleine
kubische Aufspaltung. Es wurden einige Indizien für die Vermutung, dass es sich
bei den beobachteten nulldimensionalen Zuständen um in die Germaniumschicht
diffundierte Bor-Akzeptoren handelt, angeführt. Insbesondere der aus der linearen
Zeeman-Aufspaltung ermittelte Wert des effektiven g-Faktors stützt diese Vermu-
tung, da er mit dem durch optische Experimente bestimmten Wert des effektiven
g-Faktors von Bor-Akzeptoren in Germanium gut übereinstimmte. Ein weiterer
Indiz beruhte auf der Beobachtung, dass keine diamagnetische Verschiebung der
Zustände bis zu Feldstärken von 18 T messbar war. Hieraus ließ sich eine Ober-
grenze für die Ausdehnung der nulldimensionalen Zustände abschätzen. Wurde
die Dicke des Germaniumfilms bei der Berechnung des effektiven Bohrradius
von in den Film migrierten Bor-Dotieratomen berücksichtigt, so erhielt man eine
Ausdehnung der Zustände, die unterhalb dieser Obergrenze lag. Insgesamt ließen
sich keine Argumente finden, die gegen Bor-Akzeptoren-Zustände als mögliche
Kandidaten für die beobachteten nulldimensionalen Zustände sprachen. Sollte es
sich tatsächlich bei den beobachteten Zuständen um Bor-Atome handeln, wären
dies die ersten Messungen des effektiven g-Faktors von Bor-Akzeptoren in einem
dünnen Germaniumfilm.
Charakteristisch für die Strom-Spannungs-Kennlinien der Quantenpunktstrukturen
war das Auftreten eines instabilen Bereichs mit negativ differenzieller Leitfähigkeit
im Temperaturbereich unterhalb eines Kelvins. Beim Erreichen einer Schwell-
spannung fand ein sprunghafter Übergang aus einem Niedrigstrom-Regime in
ein Hochstrom-Regime statt. Hierbei hing die Kennlinienform im Niedrigstrom-
Regime entschieden von der Querschnittsfläche der Diode ab. Bei Dioden mit eini-
gen Mikrometern Durchmesser wurde ein Hopping-Transportverhalten beobachtet.
Oberhalb von 160 mK zeigte die differenzielle Leitfähigkeit ein einfach aktiviertes
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Transportverhalten, das aus Hüpf-Prozessen zwischen Quantenpunkt-Zuständen
innerhalb der Querschnittsfläche der Diode resultierte. Die korrespondierende Akti-
vierungsenergie entsprach hierbei der gemittelten Ladeenergie der Quantenpunkte.
Die in der Kennlinie beobachtete Bistabilität konnte als eine unmittelbare Konse-
quenz des aktivierten Transportverhaltens angesehen werden. Stand den Löchern
die Aktivierungsenergie, z. B. auf Grund thermischer Energie, zur Verfügung,
wechselte das Transportverhalten vom Niedrigstrom- ins Hochstrom-Regime.
In Dioden mit Submikrometer Durchmesser wurde im Niedrigstrom-Regime ein
anderes Transportverhalten als in den Dioden mit größerer Querschnittsfläche
beobachtet. In den Submikrometer-Dioden konnte erstmalig das Anregungs-
spektrum eines einzelnen Germanium-Quantenpunktes unter Verwendung der
Transportspektroskopie gemessen werden. Hierbei wurde bei den Untersuchungen
im Magnetfeld eine gute Übereinstimmung der ersten vier Zustände mit einem
Fock-Darwin-Spektrum festgestellt. Aus dem Vergleich der experimentellen Daten
mit der Simulation ergab sich eine laterale Ausdehnung des Quantenpunktes von
zirka 100 nm. Ferner ergaben die Untersuchungen, dass sowohl der Grundzustand
als auch der erste angeregte Zustand des Quantenpunktes unterhalb der Fermi-
Kante lagen und somit im resonanten Tunneltransport nicht beobachtet werden
konnten.
Das Transportverhalten im Hochstrom-Regime war in den Mikro- und
Submikrometer-Dioden vergleichbar und wurde auf den gleichen Transport-
mechanismus zurückgeführt: Im Hochstrom-Regime fand der Transport in
einzelnen Filamenten innerhalb der Querschnittsfläche der Diode statt. Ein Fila-
ment bestand aus einer Reihe von Quantenpunkten, über die sich ein kollektiver
Transportzustand ausgebildet hatte. Im Hochstrom-Regime war somit ein kollekti-
ver Ladungstransport über eine Reihe von Quantenpunkten zu beobachten.
Die im Rahmen dieser Arbeit gewonnenen Ergebnisse eröffnen im Wesentlichen
zwei Perspektiven für weitere Untersuchungen.
In Dioden der Quantentopfstruktur könnten Transportmessungen in gedrehten
Magnetfeldern zur Klärung der Feinstrukturaufspaltung der diskreten Zustände
beitragen. Zudem wäre durch die Prozessierung einer ringförmigen Steuerelektrode
um die Mesa ein zusätzlicher Einfluss auf die diskreten Zustände möglich und
hilfreich.
Bei Dioden der Quantenpunktstruktur wäre eine solche ringförmige Elektrode
ebenfalls sehr hilfreich, da man so die Möglichkeit erhielte, die Querschnitts-
fläche elektrostatisch kontinuierlich zu reduzieren. Auf diese Weise ließe sich
das Transportverhalten im Niedrigstrom-Regime als Funktion der kontinuierlich
reduzierbaren Querschnittsfläche über mehrere Größenordnungen analysieren. Dies
könnte zur Klärung der Frage beitragen, welche Mechanismen dafür verantwortlich
sind, dass entweder ein Hopping-Transport oder ein resonanter Tunneltransport
über einzelne Quantenpunktzustände beobachtet werden konnte.
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A.1. Transfer-Matrix-Methode
Mit der Transfer-Matrix-Methode lassen sich die Reflexions- bzw. Transmissions-
koeffizienten der Ladungsträger in einer Tunnelstruktur ermitteln. Der Transmissi-
onskoeffizient T eines Teilchens mit der Energie E ist das Verhältnis von einlau-
fender zu auslaufender Wahrscheinlichkeitsstromdichte
T (E) =
jein (E)
jaus (E)
. (A.1)
Die Wahrscheinlichkeitsstromdichte in Tunnelrichtung (z-Richtung) jz(E) =
~/m∗ Re(ψ∗kzψ) resultiert aus den Lösungen der Schrödinger-Gleichung (A.2)
der Heterostruktur. Wegen der Translationssymmetrie des Systems parallel zu den
Grenzflächen lässt sich die Schrödinger-Gleichung in zwei linear unabhängige Dif-
ferenzialgleichungen, entsprechend der lateralen und der Komponente in Wachs-
tumsrichtung, also der Tunnelrichtung, separieren. Da die betrachteten Energien
im Bereich der Bandkante liegen, lässt sich die Schrödinger-Gleichung in Wachs-
tumsrichtung in Effektiv-Massen-Näherung unter Verwendung des eindimensiona-
len BenDaniel-Duke-Hamilton-Operators aufstellen:(
−~
2
2
d
dz
1
m∗ (z)
d
dz
+ V (z)
)
ψ (z) = Eψ (z) . (A.2)
Für das Tunnelproblem sind die Lösungen von (A.2) entscheidend. Da die Glei-
chung (A.2) eine gewöhnliche Differenzialgleichung ist, gelten für die Anschluss-
bedingungen ihrer Lösungen, dass sowohl die erste ψ (z) als auch die zweite Ablei-
tung 1
m∗(z)ψ
′ (z) stetig sein müssen. Für konstante Potenzialbereiche lassen sich als
Lösungsansatz ebene Wellen ψ (z) = A exp (ikz) wählen, wobei die Wellenzahlen
folgende Bedingungen erfüllen:
k = ± 1~
√
2m∗ (E − V ), (E ≥ V )
= ±iκ, κ = 1~
√
2m∗ (V − E), (E < V ). (A.3)
Der letzte Ausdruck beschreibt den Fall, dass ein Ladungsträger sich in der verbo-
tenen Zone aufhält.
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V
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Abbildung A.1.: Prinzip des Transfer-Matrix-Formalismus: Die Doppelbarrieren-Struktur
wird durch viele kleine Sprungpotenziale zusammengesetzt [61].
A.1.1. Berechnung der Transmissionskoeffizienten
mit der Transfer-Matrix-Methode
Um die Eigenwertgleichung (A.2) zu lösen, kann der Potenzialverlauf V (z) durch
stückweise konstante Potenzialabschnitte Vm(z) angenähert werden (siehe Abbil-
dung A.1). Die Wellenfunktion im m-ten Abschnitt lässt sich dann als ebene Welle
der Form
ψm(z) = Am exp(ikmz) +Bm exp(−ikmz) (A.4)
schreiben, wobei die komplexe Wellenzahl km die Bedingungen (A.3) erfüllen
muss. Aus der Erhaltung der Wahrscheinlichkeitsstromdichte und der daraus re-
sultierenden Stetigkeitsbedingungen können die Koeffizienten Am und Bm durch
Lösen des Gleichungssystems
ψm(zm+1) = ψm+1(zm+1)
(1/m∗m)(∂zψm)|z=zm+1 = (1/m∗m+1)(∂zψm+1)|z=zm+1 (A.5)
ermittelt werden. Das Gleichungssystem (A.5) lässt sich auch in Matrixschreibwei-
se formulieren:(
Am
Bm
)
= am =
(
t11 t12
t21 t22
)
·
(
Am+1
Bm+1
)
= Tm · am+1. (A.6)
Die Matrix T heißt Transfer-Matrix oder kurz T -Matrix. Die Gleichung (A.6) zeigt,
dass Am und Am+1 die Koeffizienten von einlaufenden ebenen Wellen sind, d. h.
sie gehören zu Teilchen, die sich aus dem negativen beziehungsweise positiven Un-
endlichen auf den Wirkungsbereich des Potenzials zu bewegen. Dagegen sind Bm
und Bm+1 die zu auslaufenden Wellen gehörenden Koeffizienten; sie beschreiben
also die Teilchen, die sich vom Potenzial entfernen, d. h. reflektierte oder transmit-
tierte Teilchen. Mit Hilfe der T -Matrix lassen sich die Amplituden der Wellen auf
der linken Potenzialseite in Abhängigkeit der Amplituden der Wellen auf der rech-
ten Potenzialseite bestimmen. Wenn ein Potenzial ähnlich dem in Abbildung A.1
in eine Reihe von Teilpotenzialen zerlegt wird, kann man sich eine Eigenschaft der
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Abbildung A.2.: Schematischer Verlauf einer Potenzialbarriere
T -Matrix zugute machen. Die T -Matrix des gesamten Potenzials ist das Produkt
der T -Matrizen der Teilpotenziale:
T =
∏
m
Tm. (A.7)
Wenn die Zerlegung eines Potenzials fein genug gewählt wird, lässt es sich durch
elementare Strukturen - konstante Potenziale und Sprungpotenziale - annähern.
Man erhält dann die T -Matrix des gesamten Potenzials als Produkt von T -Matrizen
konstanter Potenziale und T -Matrizen von Potenzialsprüngen. Die T -Matrix eines
konstanten Potenzials hat die einfache Form
T const =
(
exp(−ikd) 0
0 exp(+ikd)
)
. (A.8)
Für reelle k Wellenzahlen erhält man eine Phasenverschiebung und bei imaginären
Wellenzahlen eine Abschwächung der Welle. Die T -Matrix des Potenzialsprungs
erhält man direkt aus den Anschlussbedingungen (A.5) bei z = 0
T step =
1
2
(
1 + m1k2
m2k1
1− m1k2
m2k1
1− m1k2
m2k1
1 + m1k2
m2k1
)
. (A.9)
Einfachbarriere
Am Beispiel der Einzelbarriere soll nun die Transfer-Matrix-Methode demonstiert
werden. Abbildung A.2 zeigt den schematischen Verlauf einer Potenzialbarriere.
Das Potenzial lässt sich in einen Potenzialsprung von V1 nach V2, den Barrieren-
bereich der Dicke d2 und einen erneuten Potenzialsprung von V2 nach V3 einteilen.
Für den ersten Übergang erhält man nach (A.9)
T step1 =
1
2
(
1 + m1k2
m2k1
1− m1k2
m2k1
1− m1k2
m2k1
1 + m1k2
m2k1
)
. (A.10)
Die T -Matrix des Barrierenbereichs ist nach (A.8)
T const2 =
(
exp(−ik2d2) 0
0 exp(+ik2d2)
)
(A.11)
177
A. Anhang
und für den zweiten Sprung erhält man nach (A.9)
T step3 =
1
2
(
1 + m2k3
m3k2
1− m2k3
m3k2
1− m2k3
m3k2
1 + m2k3
m3k2
)
. (A.12)
In der Praxis ist die Lage der Energieniveaus einer resonanten Tunnelbarriere so
(siehe Abbildung A.2), dass die Wellenzahlen k1 und k3 reell sind und k2 = iκ2
imaginär ist. Dann ist die T -Matrix T const2 des konstanten Bereichs reell und für die
beiden T -Matrizen der Sprungpotenziale T step1 und T
step
3 gilt: T12 = T ∗11, wobei (∗)
komplex konjugiert bedeutet. Ist die Energie E des einfallenden Teilchens größer
als V2, dann ist k2 ebenfalls reell. In diesem Fall sind die T -Matrizen T step1 und T
step
3
der Sprungpotenziale reell und die T -Matrix T const2 des konstanten Bereichs verur-
sacht eine Phasenverschiebung. Für den Fall komplexer k2 = iκ2 definiert man:
z12 = 1 + i
m∗1κ2
m∗2κ1
z23 = 1− im
∗
2κ2
m∗3κ1
ξ = exp(κ2d2). (A.13)
Die T -Matrix der gesamten Barriere schreibt sich dann:
T bs = T step1 · T const2 · T step3
=
1
4
(
z12 z
∗
12
z∗12 z12
)(
ξ 0
0 1/ξ
)(
z23 z
∗
23
z∗23 z23
)
=
(
ξz12z23 +
1
ξ
z∗12z
∗
23 ξz12z
∗
23 +
1
ξ
z∗12z23
ξz∗12z23 +
1
ξ
z12z
∗
23 ξz
∗
12z
∗
23 +
1
ξ
z12z23
)
. (A.14)
Wie man sieht gilt (T bs)22 = (T bs)∗11, (T bs)21 = (T bs)∗12. Im Fall, dass k2 reell ist,
lässt sich zur besseren Übersicht definieren
ξ2 = exp(k2d2), yij =
mikj
mjki
. (A.15)
Die T -Matrix der gesamten Barriere schreibt sich nun:
T bs = T step1 · T const2 · T step3
=
1
4
(
1 + y12 1− y12
1− y12 1 + y12
)(
ξ2 0
0 1/ξ2
)(
1 + y12 1− y12
1− y12 1 + y12
)
=
(
T11 T12
T21 T22
)
. (A.16)
Für eine von links auf die Barriere zulaufende Welle ergeben sich folgende
Transmissions- und Reflexionskoeffizienten:
Transmissionskoeffizient der Wellenfunktion tbs =
(
B2
A1
)
A2=0
=
1
T11
, (A.17)
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Reflexionskoeffizient der Wellenfunktion rbs =
(
B1
A1
)
A2=0
=
T21
T11
. (A.18)
Eine von rechts einlaufende Welle hat die Transmissions- und Reflexionskoeffizi-
enten:
Transmissionskoeffizient der Wellenfunktion t′bs =
(
B1
A2
)
A1=0
= T22 − T12T21
T11
, (A.19)
Reflexionskoeffizient der Wellenfunktion r′bs =
(
B2
A2
)
A1=0
= −T12
T11
. (A.20)
Es ist interessant, die Wahrscheinlichkeitsstromdichten der rechten und linken Seite
zu vergleichen. Wenn das Teilchen von links auf das Potenzial trifft, dann ist A2 =
0. Links der Barriere ist eine Wahrscheinlichkeitsstromdichte nach rechts
jl→ =
e~
m1
k1|A1|2 = e~
m1
k1|T11B2|2 (A.21)
und eine nach links
jl← =
e~
m1
k1|B1|2 = e~
m1
k1|T21B2|2. (A.22)
Auf der rechten Seite der Barriere gilt
jr→ =
e~
m3
k3|B2|2. (A.23)
Der Transmissionskoeffizient T der Barriere ist dann nach A.1
T bs =
jr→
jl→
=
m1k3
m3k1
· |t|2 = m1k3
m3k1
· 1|T11|2 , (A.24)
für den Reflexionskoeffizient R der Barriere erhält man
Rbs =
jl←
jl→
= |r|2 = |T21|
2
|T11|2 . (A.25)
Für k2 = iκ ist T bs klein undRbs fast 1, je größer κ2d2 ist. In diesem Fall dominieren
die ξ-Terme in A.14 und es lässt sich eine Näherung für die Transmissions- und
Reflexionskoeffizienten der Wellenfunktion angeben:
tbs ∼= 4
ξz12z23
, rbs ∼= z
∗
12
z12
(A.26)
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Abbildung A.3.: Schematischer Verlauf einer Doppelbarrieren-Struktur
und
t′bs ∼= 4(z
2
12 − z∗212) (z223 − z∗223)
ξz23
, r′bs ∼= −z
∗
23
z23
, (A.27)
sodass T bs  1 und Rbs ∼= 1 ist. Ist E größer als V2 wird Rbs klein und T bs strebt
gegen 1.
Doppelbarriere
Abbildung A.3 zeigt einen schematischen Potenzialverlauf einer Doppelbarrieren-
struktur. Es soll nun mit der Transfer-Matrix-Methode der Transmissions- und Re-
flexionskoeffizient einer Doppelbarrierenstruktur berechnet werden. Zwischen den
einzelnen Amplituden der Wellen besteht folgende Beziehung:(
A1
B1
)
= T bs1 ·
(
B2
A2
)
;
(
B2
A2
)
= T const2 ·
(
A3
B3
)
;
(
A3
B3
)
= T bs3 ·
(
B4
A4
)
;
wobei T bs1 die Form von (A.14) besitzt, T bs3 hat ebenfalls die Form der T -Matrix
einer Einfachbarriere wie (A.14), aber mit den Indizes 34 und 45 anstatt von 12
bzw. 23. T const2 ist die T -Matrix eines konstanten Potenzials (vgl. (A.8)), jedoch mit
dem Index 3 statt 2. Indem die drei T -Matrizen multiplizieren werden, erhält man
die Gesamt-T -Matrix der Doppelbarriere
T dbs = T bs1 · T const2 · T bs3
=
(
T11 T12
T21 T22
)
, (A.28)
mit
T11 = exp(−iϕ)(T 1bs)11(T 3bs)11 + exp(+iϕ)(T 1bs)12(T 3bs)21,
T12 = exp(−iϕ)(T 1bs)11(T 3bs)12 + exp(+iϕ)(T 1bs)12(T 3bs)22,
T21 = exp(−iϕ)(T 1bs)21(T 3bs)11 + exp(+iϕ)(T 1bs)22(T 3bs)21,
T22 = exp(−iϕ)(T 1bs)21(T 3bs)12 + exp(+iϕ)(T 1bs)22(T 3bs)22
und
ϕ = k3d3.
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In Analogie zur Einfachbarriere erhält man den Transmissionskoeffizient der Welle
als Inverses des ersten Matrixelementes der Gesamt-T -Matrix
tdbs =
1
T11
=
(
exp(−iϕ)(T bs1 )11(T 3bs)11
(
1 + exp(2iϕ)
(T bs1 )12(T
bs
3 )21
(T bs1 )11(T
bs
3 )11
))−1
= exp(iϕ)
tbs1 t
bs
3
1− exp(2iϕ)r′bs1 rbs3
. (A.29)
Die Gleichung (A.29) ist besser verständlich, wenn sie in einer Reihenentwicklung
aufgeschrieben wird:
tdbs =
1
T11
= exp(−iϕ)(T bs1 )11(T bs3 )11
(
1 + y + y2 + y3 + . . .
)
, (A.30)
mit y = exp(2iϕ) r′
T 1bs
rT 3bs . Der y-Term beschreibt eine einmal hin- und herlaufende
Welle, y2 entsprechend eine zweimal hin- und herlaufende Welle, y3 eine dreimal
hin- und herlaufende Welle und entsprechend weiter. Die mehrfache Reflexion kann
sich nun destruktiv oder konstruktiv überlagern; dies führt zu einer Resonanz in der
Transmission. Für den Reflexionskoeffizient der Welle erhält man
rdbs =
T21
T11
=
exp(−iϕ)(T bs1 )21(T bs3 )11 + exp(+iϕ)(T bs1 )22(T bs3 )21
exp(−iϕ)(T bs1 )11(T bs3 )11 + exp(+iϕ)(T bs1 )12(T bs3 )21
=
rbs1 + exp(2iϕ)(t
′bs
1 t
bs
1 − rbs1 r′bs1 )rbs3
1− exp(2iϕ)r′bs1 rbs3
. (A.31)
Für die Transmissions- und Reflexionskoeffizienten der Wahrscheinlichkeitsstrom-
dichte findet man mit (A.29) bzw. (A.31) unter Verwendung von Gleichung (A.24)
und (A.25):
T dbs =
m∗1k5
m∗5k1
· |tdbs|2 = T
bs
1 T
bs
3
1 +Rbs1R
bs
3 − 2
√
Rbs1R
bs
3 cosφ
(A.32)
Rdbs = |rdbs|2 = R
bs
1 +R
bs
3 − 2
√
Rbs1R
bs
3 cosφ
1 +Rbs1R
bs
3 − 2
√
Rbs1R
bs
3 cosφ
(A.33)
mit
φ = 2ϕ+ arg(r′bs1 ) + arg(r
bs
3 )
= 2k3d3 − pi + arg((T bs1 )12/(T bs1 )11) + arg((T bs1 )21/(T bs3 )11). (A.34)
Hierbei wurden die Beziehungen (A.18) und (A.20) benutzt. arg(. . . ) liefert das
Argument einer Funktion. Selbstverständlich ist die Bedingung Rdbs + T dbs = 1
erfüllt. Man sieht, dass T dbs ein scharfes Maximum (Peak) besitzt, wenn cosφ = 1,
oder φ = 0, 2pi, . . . ist. Mit den Definitionen (A.13) und den Näherungen (A.26)
und (A.27) findet man bei Substitution in (A.34), dass
φ ∼= 2ϕ− pi + 2arctan((m∗2k3)/(m∗3κ2)) + 2 arctan((m∗3κ4)/(m∗4k3)).
181
A. Anhang
Wenn κ2 und κ4 groß1 sind, also bei 2ϕ, liegt die Resonanz in der Transmission
bei ϕ ∼= npi bzw. k3d3 = npi. Das sind die Eigenwerte eines Potenzialtopfes mit
unendlich hohen Wänden und der Breite d3. Anders ausgedrückt: Die Transmission
ist maximal, wenn die Teilchen eine Einschussenergie nahe der diskreten Energieni-
veaus des Topfes besitzen. Wenn T bs1 und T bs3 klein sind, lässt sich die Transmission
in der Resonanz nähern durch den Ausdruck
T dbs =
T bs1 T
bs
3
(1−√Rbs1Rbs3 )2 ∼= 4T
bs
1 T
bs
3
(T bs1 + T
bs
3 )
2
. (A.35)
Sind T bs1 und T bs3 exakt gleich, ist T dbs = 1 und die Doppelbarrierenstruktur ist kom-
plett durchlässig. Sind T bs1 und T bs3 nicht gleich, ist die Transmission stets kleiner
als 1. Aus diesem Grund hat die Doppelbarrierenstruktur einen negativ differenzi-
ellen Widerstand. Erst für sehr hohe Temperaturen verschwindet diese Eigenschaft,
da es stets Ladungsträger gibt, die eine Energie nahe der Resonanz haben und so-
mit stets ein großer Strom bei allen angelegten Spannungen fließt. Wird die äußere
Spannung an der Barrieren-Struktur erhöht, verkippt sich das Potenzialprofil. Das
bewirkt, dass T bs3 größer als T bs1 wird. Aus der Näherung (A.35) kann man dann ab-
leiten, dass in diesem Fall die Transmission in der Resonanz kleiner als 1 ist, d. h.
die Verkippung der Barrieren verursacht eine Abnahme des Stromes.
A.2. Akzeptor im schmalen Quantentopf
In diesem Abschnitt soll kurz eine Methode zur Berechnung der Eigenwerte eines
flachen Akzeptors, der sich in einem schmalen Quantentopf befindet, skizziert wer-
den. Die betrachteten Zustände liegen im Valenzband, so dass der kinetische Anteil
des Hamilton-Operators von der Form des Luttinger-Operators [37] ist:
HL =
1
2m0
(γ1 +
5
2
γ2)p
2 − γ2
m0
(p2xJ
2
x + p
2
yJ
2
y + p
2
zJ
2
z )
− 2γ3
m0
({pxpy}{JxJy}+ {pypz}{JyJz}
+ {pzpx}{JzJx}),
(A.36)
mit {a, b} = (ab + ba)/2. Dem Hamilton-Operator (A.36) wird nun das Quanten-
topfpotenzial hinzugefügt
HQW =
{
0 für |z| < w/2
Φ für |z| ≥ w/2 (A.37)
mit Φ dem Bandkantensprung zwischen dem Barrieren- und dem Topfmaterial.
Änderungen des Energiespektrums auf Grund einer Punktstörung, die durch ein
Coulomb-Potenzial, also einem glatten langreichweitigen Störpotenzial, beschrie-
ben werden, sind durch den Term
HA = − e
2
4pi  |r| , (A.38)
1Die Höhe der Barriere ist groß im Bezug auf die Einschussenergie des Teilchens.
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berücksichtigt. Die räumliche Abhängigkeit der Dielektrizitätskonstanten ist nach
Hermanson [231, 232] modelliert
−1(r) = (r0)−1 + (1− (r0)−1) exp(−r/ξ). (A.39)
Den Einfluss von Verspannungsfeldern berücksichtigt der Operator
Hs = av(εxx + εyy + εzz) +
2
3
b[ (J2x −
1
3
J2εxx + z. P.)]
+
4
3
b′( {JxJy}εxy + z. P)
(A.40)
mit av, b und b′ den Deformationspotenzialen des Volumenmaterials. »z. P.« steht
für zylindrische Permutation von x, y, z. Der komplette Hamilton-Operator ist somit
von der Form
H = HL +HQW +HA +Hs +HZ +HF. (A.41)
HZ ist der Zeeman-Term (siehe Gleichung (2.71)) und durch HF = eFz wird das
elektrische Feld berücksichtigt.
Die Lösung ergibt sich mit Hilfe der Variationsrechnung:
E = min
Ψ
(〈Ψ|H|Ψ〉
〈Ψ|Ψ〉
)
(A.42)
Geeignete Testfunktionen (eng. trial function) sind von der Form wasserstoffähnli-
cher Zustände (Besselfunktionen).
A.3. Hall Messung
Zur Überprüfung der Ladungsträgerkonzentration in den hochdotierten Zuleitungen
wurden bei einer Umgebungstemperatur von 30 mK Hall-Messungen [233] durch-
geführt. Hierzu wurde ein „Hall-Bar“ (siehe Abbildung A.4) prozessiert. Durch 4-
Punkt-Messungen [234] wurde die Hall-Konstante RH ≡ Rxy aus der gemessenen
Hall-Spannung Vxy = RHIB/d bestimmt. Hierbei ist d die Dicke der Zuleitungs-
schicht. Aus der Hall-Konstante ergibt sich unmittelbar die Ladungsträgerkonzen-
tration
RH =
1
ep
. (A.43)
Die Dicke der Zuleitungsschicht beträgt zirka 100 nm. Hieraus ergibt sich eine La-
dungsträgerkonzentration bei kleinen Magnetfeldern pB<3 T = 7 × 1018 cm−3. Bei
Magnetfeldern oberhalb von 15 Tesla reduziert sich die Ladungsträgerkonzentrati-
on auf zirka p = 5× 1018 cm−3.
Die nominelle Dotierung von pnom. = 8× 1018 cm−3 unterscheidet sich somit nur
geringfügig von den bei 30 mK gemessenen Werten. Auf Grund der Höhe der La-
dungsträgerkonzentration ist davon auszugehen, dass selbst bei 30 mK genügend
Ladungsträger in den Zuleitungen für den Transport zur Verfügung stehen.
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Abbildung A.4.: (a) Schema des Messaufbaus. (b) Rasterelektronenmikroskopische Auf-
nahme des Hall-Bars. Zur Verdeutlichung wurde der Hall-Bar durch gestrichelte Linien
nachgezeichnet.
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Abbildung A.5.: (a) Verlauf des Längswiderstandes als Funktion des Magnetfeldes. (b)
Verlauf des Hall-Widerstandes als Funktion des Magnetfeldes
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A.4. Daten der untersuchten Proben
Bei den Experimenten zu dieser Arbeit wurden fünf verschiedene Heterostrukturen
verwendet. Alle Parameter sind in der Tabelle A.1 aufgelistet.
Während des Wachstums wird auf die Möglichkeit, den Substratteller im Rezipi-
Probe Wafer Dioden-
(] ML) Querschnitt (µm)
QW-M-V3 S1224 (4.5) 42, 120
QW-M-X3 S1224 (4.5) 35, 51, 72
QW-M-W5 S1224 (4.5) 1.4, 2.2, 5
QW-M-W6 S1224 (4.5) 1.4, 2.2, 5
QD-M-W4 S1323 (5.5) 35, 51, 72
QD-R-B1 S1456 (6.0) 35, 51, 72
QD-M-B2 S1456 (6.0) 35, 51, 72
QD-F-B3 S1456 (6.0) 35, 51, 72
QD-R-A1 S1457 (6.5) 35, 51, 72
QD-M-A2 S1457 (6.5) 35, 51, 72
QD-F-A3 S1457 (6.5) 35, 51, 72
QD-R-C1 S1457 (6.5) 0.5, 1, 2
QD-M-C2 S1457 (6.5) 0.5, 1, 2
QD-F-C3 S1457 (6.5) 0.5, 1, 2
Tabelle A.1.: Übersicht der im Rahmen dieser Arbeit untersuchten Proben
enten rotieren zu lassen, verzichtet. Hierdurch wird ein Schichtdickengradient über
den gesamten Wafer erzeugt. Der Schichtdickengradient resultiert aus der geome-
trischen Anordnung des Wafers zu den Effusionszellen. Mit dieser Methode lassen
sich unterschiedlich dicke aktive Schichten auf einem Wafer herstellen. Die nomi-
nellen Schichtdicken beziehen sich stets auf die Mitte (M) des Wafers. Von der Mitte
zu den beiden entgegengesetzten Rändern ist der Unterschied in der Schichtdicke
zirka zwei Monolagen. Zur Prozessierung werden Teilstückchen aus allen Berei-
chen, der Mitte und den beiden Extremgebieten - minimale Bedeckung (R) und
maximale Bedeckung (F) - entnommen.
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A.5. Bond-Parameter
REVERSE WIRE CLAMP GAP (µm)
2-3 100
WIRE CLAMP FORCE(gm) TEAR
80-100 5
TAIL STATIC BOND FORCE (gm)
5 15
1st/2nd POWER 1st/2nd TIME
1-2 4
1st/2nd FORCE 1st/2nd FORCE (gm)
1-2 25-30
LOOP Y SPEED
4 2
WORKHOLDER TEMPERATURE (◦C)
150
KINK HEIGHT STEP BACK
2 1.5 - 2.5
Tabelle A.2.: Bond-Parameter
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Abbildung A.6.: Normierung der Kennlinien: (a) Stromdichte vs. normierte Feldstärke.
(b) Verlauf der ersten Ableitung
A.6. Normierung der Kennlinien
Die Abbildung A.6 zeigt vier Kennlinien von unterschiedlichen Dioden des
Wafers S1324. Der Wafer S1324 enthält einen maximal 4.5 Monolagen dicken
Germaniumfilm und liegt damit unterhalb des kritischen Punktes, ab dem plastische
Relaxationsprozesse einsetzen. Die Germaniumschicht ist somit pseudomorph
verspannt. Für die Darstellung A.6 wurde der gemessene Strom durch die Quer-
schnittsfläche der Diode dividiert. Die Stromdichten wurden dann als Funktion
einer normierten Feldstärke aufgetragen. Als Referenz gilt die schwarze Kennlinie
einer Diode mit einem Durchmesser von 35 µm. Ihre Spannungswerte wurden
durch die Einheitslänge dividiert. Bei den verbleibenden Kennlinien wurden die
Spannungswerte durch Beträge dividiert, so dass sich eine möglichst gute Über-
einstimmung der Kennlinien miteinander ergab. Hieraus ergaben sich folgende
Zusammenhänge:
Kennlinie Durchmesser der Querschnittsfläche (µm) Spannungsquotient
schwarz 35 1
rot 45 0.972
blau 1.2 0.632
grün 1.4 0.578
Die grüne Kennlinie entspricht der Diode, die in Kapitel 7 diskutiert wurde. Der
Strom fließt über Transportkanäle, die gut an die Zuleitungen ankoppeln, also Kanä-
le mit einem geringen Widerstand. In der Querschnittsfläche einer Diode gibt es
Domänen auf Grund von Schichtdickenmodulationen, lokale Störstellenkonzentra-
tionen, etc., die besser an die Zuleitungen ankoppeln. Je größer eine Querschnitts-
fläche ist, desto größer ist die Anzahl und Auswahl dieser transportbegünstigenden
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Abbildung A.7.: Vergleich der Kennlinien einer Quantentopf- und Quantenpunkt-Probe.
Bereiche. In großen Dioden reicht daher eine geringere Feldstärke aus, um die glei-
che Stromdichte zu tragen wie in einer Diode mit kleinerer Querschnittsfläche.
In Abbildung A.7 sind vergleichend die Kennlinie einer Quantenpunkt-Probe
(schwarz) und einer Quantentopf-Probe (rot) gezeigt. Der Durchmesser der
Quantenpunkt-Probe liegt bei 72 µm und 35 µm bei der Quantentopf-Probe. Es
zeigt sich, dass die Stromdichte in einer Quantenpunkt-Probe zirka 14% der Strom-
dichte einer Quantentopf-Probe bei der doppelten Spannung beziehungsweise der
halben Feldstärke besitzt.
jQD ≈ 0.14 jQW bei VQW = V/0.5 (A.44)
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A.7.1. Fundamentalkonstanten
Größe Symbol Zahlenwert SI-Einheit
Vakuumlichtgeschwindigkeit c 2.99792458 108 m/s
magnetische Feldkonstante µ0 4pi 10−7 Vs/Am
elektrische Feldkonstante 0 8.854188 10−12 F/m
Plancksches Wirkungsquantum h 6.6260755 10−34 J s
4.1356692 10−15 eV s
~ = h/2pi 1.05457266 10−34 J s
6.5821220 10−16 eV s
Elementarladung e 1.60217733 10−19 As
Ruhemasse des Elektrons m0 od. me 9.1093897 10−31 kg
Bohr-Magneton µB = e~/2m0 9.2740154 10−24 J/T
5.7883826 10−5 eV/T
Boltzmann-Konstante k 1.380658 10−23 J K−1
8.617385(73) 10−5 eV K−1
A.7.2. Materialparameter von Silizium und Germanium
A B |C|
Si -4.26 -0.63 4.93
(-4.38) (-1.00) (4.80)
Ge -13.27 -8.63 12.4
(-12.35) (-8.26) (12.07)
m∗hh/m0 m
∗
lh/m0 m
∗
so/m0
0.53 0.15 0.23
0.28 0.04 0.09
γ1 γ2 γ3 κ q
Si 4.285 0.339 1.446 -0.42 0.01
Ge 13.38 4.24 5.69 3.41 0.06
ghhz g
lh
z g
so
z g
hh
‖ g
lh
‖ g
so
‖
Si 2.525 0.84 0.32 0 1.68 0.32
Ge -20.46 -6.82 -15.64 0 -13.64 -15.64
Si Ge
Gitterkonstante (nm) 0.5431 0.5657
elastische Module C11, C12 (Mbar) 1.66,0.64 1.29,0.48
Poisson-Verhältnis in [001]-Richtung ν = C12/(C11 + C12) 0.278 0.273
dielektrische Konstante (r) 11.9 16.2
indirekte Bandlücke (eV) 1.11 (∆) 0.664 (L)
direkte Bandlücke (eV) 3.40 0.80
Spin-Bahn Aufspaltung (eV) 0.044 0.296
effektiver Landé g-Faktor s. Tab. 4.2 s. Tab. 4.2
Loch-Mobilität (cm2 V-1s-1) 450 1900
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Abbildung A.8.: Die „Nanos“: Es fehlen Martin Monka, Matthias Paesler, Vlad Antohe
und Bernd Hunecke
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