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Much of present works mainly focus on real-valued random variables; however, in Samorodnitsky and Taqqu \[[@CR1]\], Cohen \[[@CR2], [@CR3]\], Benassi et al. \[[@CR4]\], they encounter an important class of real-valued stable processes, which are defined in terms of integral with respect to complex $\documentclass[12pt]{minimal}
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Inspired by the above works, in this paper, we will prove similar results about an isotropic complex $\documentclass[12pt]{minimal}
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We will prove under certain conditions, when $\documentclass[12pt]{minimal}
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The rest of the paper is organized as follows. First we give preliminaries and the main result, then we present some lemmas, including proving the tightness and identification of the limit law, to prove the main result.

Preliminaries and the main result {#Sec2}
=================================

Now we give some preliminary definitions and the main result.

Definition 2.1 {#FPar1}
--------------

\[[@CR7]\]
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Theorem 2.1 {#FPar2}
-----------
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The main idea of the proof of the theorem is that, when $\documentclass[12pt]{minimal}
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We split the proof of Theorem [2.1](#FPar2){ref-type="sec"} into two parts. We first prove the tightness of the process $\documentclass[12pt]{minimal}
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In this paper, *K* denotes a positive constant independent of *n*, it may change value from one expression to another.

Proof of tightness {#FPar3}
------------------
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                \begin{document}$$ I_{1,n}^{\theta}(t)= \biggl[\mathbf{1}_{\{A>0\}}\sqrt{ \frac{n}{A}} \biggl[ \int_{0}^{2t}\cos \bigl(\theta N_{\alpha}(nr) \bigr)\,dr \biggr] \biggr]=\operatorname {Re} \bigl[Y_{n}^{\theta}(t) \bigr], $$\end{document}$$ and $$\documentclass[12pt]{minimal}
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                \begin{document}$$ I_{2,n}^{\theta}(t)= \biggl[\mathbf{1}_{\{A>0\}}\sqrt{ \frac{n}{A}} \biggl[ \int_{0}^{2t}\sin \bigl(\theta N_{\alpha}(nr) \bigr)\,dr \biggr] \biggr]=\operatorname {Im} \bigl[Y_{n}^{\theta}(t) \bigr]. $$\end{document}$$

Lemma 2.1 {#FPar4}
---------

*There exists a constant* *K* *such that*, *when* $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbb{E} \bigl[I_{1,n}^{\theta}(t)-I_{1,n}^{\theta}(s) \bigr]^{4}+\mathbb {E} \bigl[I_{2,n}^{\theta}(t)-I_{2,n}^{\theta}(s) \bigr]^{4}\leq K(t-s)^{2}. $$\end{document}$$

Proof {#FPar5}
-----

Without loss of generality, we assume $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} & \mathbb{E} \bigl[I_{1,n}^{\theta}(t)-I_{1,n}^{\theta}(s) \bigr]^{4}+\mathbb {E} \bigl[I_{2,n}^{\theta}(t)-I_{2,n}^{\theta}(s) \bigr]^{4} \\ &\quad =\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}}\frac{n^{2}}{A^{2}} \int _{[2s,2t]^{4}}\bigotimes_{j=1}^{4} \cos \bigl(\theta N_{\alpha}(nr_{j}) \bigr)\,dr_{1} \,dr_{2}\,dr_{3}\,dr_{4} \\ &\qquad{}+\mathbf{1}_{\{A>0\}}\frac{n^{2}}{A^{2}} \int _{[2s,2t]^{4}}\bigotimes_{j=1}^{4} \sin \bigl(\theta N_{\alpha}(nr_{j}) \bigr)\,dr_{1} \,dr_{2}\,dr_{3}\,dr_{4} \Biggr] \\ &\quad =:B_{1}+B_{2}, \end{aligned}$$ \end{document}$$ where $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{gathered} B_{1}=\frac{1}{2}\mathbb{E} \Biggl[ \mathbf{1}_{\{A>0\}}\frac{n^{2}}{A^{2}} \int _{[2s,2t]^{4}}\bigotimes_{j=1}^{2} \cos \bigl(\theta \bigl(N_{\alpha}(nr_{2j})-N_{\alpha}(nr_{2j-1}) \bigr) \bigr)\bigotimes_{l=1}^{4} dr_{l} \Biggr], \\ B_{2}=\frac{1}{2}\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}} \frac{n^{2}}{A^{2}} \int _{[2s,2t]^{4}}\bigotimes_{j=1}^{2} \cos \bigl(\theta \bigl(N_{\alpha}(nr_{2j})+N_{\alpha}(nr_{2j-1}) \bigr) \bigr)\bigotimes_{l=1}^{4} dr_{l} \Biggr]. \end{gathered} $$\end{document}$$ Using the independence increments of the Poisson process, we obtain $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} B_{1} &= \frac{1}{2}\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}} \frac{n^{2}}{A^{2}} \int _{[2s,2t]^{4}}\bigotimes_{j=1}^{2} \mathbb{E} \bigl[ \cos \bigl(\theta \bigl(N_{\alpha}(nr_{2j})-N_{\alpha}(nr_{2j-1}) \bigr) \bigr)\vert A \bigr]\bigotimes_{l=1}^{4} \,dr_{l} \Biggr] \\ & \leq12\mathbb{E} \biggl[\mathbf{1}_{\{A>0\}}\frac{n^{2}}{A^{2}} \int _{2s}^{2t} \int_{2s}^{r_{2}}\mathbb{E} \bigl[\cos \bigl(\theta \bigl(N_{\alpha}(nr_{2})-N_{\alpha}(nr_{1}) \bigr) \bigr)\vert A \bigr]\,dr_{1}\,dr_{2} \\ &\quad{} \times \int_{2s}^{2t} \int_{2s}^{r_{4}}\mathbb{E} \bigl[\cos \bigl(\theta \bigl(N_{\alpha}(nr_{4})-N_{\alpha}(nr_{3}) \bigr) \bigr)\vert A \bigr]\,dr_{3}\,dr_{4} \biggr] \\ & \leq12\mathbb{E} \biggl[\mathbf{1}_{\{A>0\}}\frac{n^{2}}{A^{2}} \int _{2s}^{2t} \int_{2s}^{r_{2}} \bigl\Vert \mathbb{E} \bigl[\cos \bigl(\theta \bigl(N_{\alpha}(nr_{2})-N_{\alpha}(nr_{1}) \bigr) \bigr)\vert A \bigr] \bigr\Vert \,dr_{1}\,dr_{2} \\ &\quad{} \times \int_{2s}^{2t} \int_{2s}^{r_{4}} \bigl\Vert \mathbb {E} \bigl[\cos \bigl(\theta \bigl(N_{\alpha}(nr_{4})-N_{\alpha}(nr_{3}) \bigr) \bigr)\vert A \bigr] \bigr\Vert \,dr_{3}\,dr_{4} \biggr], \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$\Vert \cdot \Vert $\end{document}$ denotes the modulus of the complex number. It is easy to obtain $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \bigl\Vert \mathbb{E} \bigl[\cos \bigl(\theta \bigl(N_{\alpha}(nr_{2})-N_{\alpha}(nr_{1}) \bigr) \bigr)\vert A \bigr] \bigr\Vert \leq e^{-\frac{n}{A}(r_{2}-r_{1})(1-\cos\theta)} $$\end{document}$$ and $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} B_{1} &\leq12\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}} \frac{n^{2}}{A^{2}} \int _{2s}^{2t} \int_{2s}^{r_{2}} \int_{2s}^{2t} \int_{2s}^{r_{4}} e^{-\frac{n}{A}(r_{2}-r_{1})(1-\cos\theta)} e^{-\frac{n}{A}(r_{4}-r_{3})(1-\cos\theta)}\bigotimes_{l}^{4} dr_{l} \Biggr] \\ &\leq12\mathbb{E} \biggl[\mathbf{1}_{\{A>0\}}\frac{n^{2}}{A^{2}} \frac {4A^{2}(t-s)^{2}}{(1-\cos\theta)^{2}n^{2}} \biggr] \\ &=\frac{48}{(1-\cos\theta)^{2}}(t-s)^{2}. \end{aligned}$$ \end{document}$$ Next we calculate $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} & \bigl[\cos(x_{4}+x_{3})\cos(x_{2}+x_{1}) \bigr] \\ &\quad = \bigl[\cos \bigl((x_{4}-x_{3})+(x_{2}-x_{1})+(2x_{3}+x_{1}-x_{2}) \bigr)\cos(x_{2}+x_{1}) \bigr] \\ &\quad = \bigl[\cos \bigl((x_{4}-x_{3})+(x_{2}-x_{1}) \bigr) \bigr] \bigl[\cos(2x_{3}+x_{1}-x_{2}) \cos(x_{2}+x_{1}) \bigr] \\ &\qquad{}- \bigl[\sin \bigl((x_{4}-x_{3})+(x_{2}-x_{1}) \bigr) \bigr] \bigl[\sin(2x_{3}+x_{1}-x_{2}) \cos(x_{2}+x_{1}) \bigr] \\ &\quad \leq \bigl\vert \bigl[\cos \bigl((x_{4}-x_{3})+(x_{2}-x_{1}) \bigr) \bigr] \bigr\vert + \bigl\vert \bigl[\sin \bigl((x_{4}-x_{3})+(x_{2}-x_{1}) \bigr) \bigr] \bigr\vert \\ &\quad \leq \bigl[ \bigl\vert \bigl[\cos(x_{4}-x_{3}) \bigr] \bigr\vert + \bigl\vert \bigl[\sin (x_{4}-x_{3}) \bigr] \bigr\vert \bigr] \times \bigl[ \bigl\vert \bigl[\cos(x_{2}-x_{1}) \bigr] \bigr\vert + \bigl\vert \bigl[\sin(x_{2}-x_{1}) \bigr] \bigr\vert \bigr]. \end{aligned}$$ \end{document}$$ By the independence increments of the Poisson process, we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} B_{2}&=\frac{1}{2}\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}} \frac{n^{2}}{A^{2}} \int _{[2s,2t]^{4}}\bigotimes_{j=1}^{2} \cos \bigl(\theta \bigl(N_{\alpha}(nr_{2j})+N_{\alpha}(nr_{2j-1}) \bigr) \bigr)\bigotimes_{l=1}^{4} dr_{l} \Biggr] \\ &\leq\frac{1}{2}\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}} \frac{n^{2}}{A^{2}} \int_{[2s,2t]^{4}} \bigl[ \bigl\vert \mathbb{E} \bigl[\cos \bigl( \theta \bigl(N_{\alpha}(nr_{4})-N_{\alpha}(nr_{3}) \bigr) \bigr) \vert A \bigr]\bigr\vert \\ & \quad{}+ \bigl\vert \mathbb{E} \bigl[\sin \bigl(\theta \bigl(N_{\alpha}(nr_{4})-N_{\alpha}(nr_{3}) \bigr) \bigr) \vert A \bigr] \bigr\vert \bigr] \bigl[ \bigl\vert \mathbb{E} \bigl[ \cos \bigl(\theta \bigl(N_{\alpha}(nr_{2})-N_{\alpha}(nr_{1}) \bigr) \bigr) \vert A \bigr] \bigr\vert \\ & \quad{}+ \bigl\vert \mathbb{E} \bigl[\sin \bigl(\theta \bigl(N_{\alpha}(nr_{1})-N_{\alpha}(nr_{1}) \bigr) \bigr) \vert A \bigr]\bigr\vert \bigr]\bigotimes _{j=1}^{4} dr_{j} \Biggr] \\ & \begin{aligned} &\leq\frac{1}{2}\mathbb{E} \Biggl[\mathbf{1}_{\{A>0\}} \frac{n^{2}}{A^{2}} \int_{[2s,2t]^{4}} \bigl\Vert \mathbb{E}e^{i\theta(N_{\alpha}(nr_{4})-N_{\alpha}(nr_{3}))}\vert A \bigr\Vert \bigl\Vert Ee^{i\theta(N_{\alpha}(nr_{2})-N_{\alpha}(nr_{1}))}\vert A \bigr\Vert \bigotimes _{j=1}^{4} dr_{j} \Biggr] \\ &\leq\frac{48}{(1-\cos\theta)^{2}}(t-s)^{2}. \end{aligned} \end{aligned}$$ \end{document}$$ Then we obtain that $$\documentclass[12pt]{minimal}
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-----
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Identification of the limit law {#FPar8}
-------------------------------
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Next, we first prove the martingale property and then prove the quadratic variations and covariation; these proofs are similar to the proof in \[[@CR8]\]. Here, we give a sketch of the proof with some lemmas.
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We give the following auxiliary lemma.

Lemma 2.3 {#FPar9}
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Proof {#FPar10}
-----
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Proof {#FPar16}
-----

Combining Lemma [2.5](#FPar13){ref-type="sec"}, the proof is similar to the proof of Theorem 1 of \[[@CR7]\]. □

Proof of Theorem [2.1](#FPar2){ref-type="sec"} {#FPar17}
----------------------------------------------

Combining Lemma [2.2](#FPar6){ref-type="sec"}, Lemma [2.6](#FPar15){ref-type="sec"} and Corollary 2.6.4 of \[[@CR1]\], we can obtain the conclusion. □

Conclusions {#Sec3}
===========

We prove that an isotropic complex symmetric *α*-stable random measure ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$0 < \alpha< 2$\end{document}$) can be approximated by a complex process constructed by integrals based on the Poisson process with random intensity, which gives a new method to construct complex-valued random measure.
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