INTRODUCTION
The past decade of solar observations from space, which has seen the extension of high spatial resolution and temporal cadence into the XUV spectral regime, has demonstrated convincingly that the corona is pervaded at all times by loop-shaped features that appear to be closely aligned with 
THE ORIGINAL BENCHMARK PROBLEM
The physical configuration which the FDMG participants agreed to consider was chosen to be simple enough that all of the applicable computer codes could be used with only minor modifications, yet sufficiently complex that the basic nonlinear processes believed to govern the physics of real loops (radiation, thermal conduction, compressible hydrodynamics, gravity, nonthermal heating) could be incorporated with some degree of realism. However, it should be kept in mind that the so-called "Benchmark Model" which resulted is nothing more than an attempt to establish a baseline calculation against which the performance of a given 
where N e is the electron density, P = 2NekT is the gas pres- Alongwiththevarious solar constants (gravity, radius, etc.),the above details prescribe thequiescent thermodynamical state of theloopplasma thatpersists upto,say, t = 0. Toinitiatea transient response anadditional input ofenergy wasinvoked atlater times; thenet heating function wastakento beof theform H(s,t)= Ho(s) + HF(S,t),
The gaussian width of deposition, o, was chosen to have the value 5000 km, and the constant E was to be determined 
INITIAL SOLUTION COMPARISONS
Originally eight groups or individuals expressed confidence in their ability to perform the above calculation in advance of the second SMM Workshop (9-14 June 1983).
These are listed alphabetically by name of the principal worker in Table 7 .3.1. By the time of this second gathering an initial comparison of the solution curves had been assembled at Rutherford Laboratory, from which it became immediately apparent that large discrepancies existed among the various calculations.
In fact, while there was more-or-less unanimous agreement as to certain global properties of the system behavior (peak temperature reached, thermal-wave time scales, etc.), no two groups could claim satisfactory accord when a more detailed comparison of _olutioi-_s was attempted.
As a result of discussions held during the second Workshop, it was concluded that some of the differences between solutions could be accounted for by the realization that, even though purportedly agreed to in advance, no two groups had actually solved exactly the same problem. For example, MSFC had used a thermal conduction flux limiter; PLRMO had inadvertently spread the transient heat input over too much of the loop; and LANL, GSFC, and NRL had secretly "modified" the radiative loss function at low temperatures (albeit in different ways) from that given above, to stabilize the initial atmosphere against an apparent tendency to heat up almost explosively (a behavior explained subsequently by for by these differences. It was generally felt by the FDMG pa_icipants that none of the numerical solutions which had been carried to completion were to be wholly trusted, because each had failed to resolve adequately the structure of the thermal wave front once it enters the chromosphere; as was pointed out by Fisher (UCSD), for the adopted flare heat input one would expect this front to have a thickness of only about 10 cm! Even were it possible to resolve the front region, say by means of an automatic dynamic rezoner (only the UCSD code had this capability), the small time steps which would be required to achieve reasonable solution ac- to pose less of a constraint on obtaining a solution. It was moreover agreed to leave the transient heating on for the duration of the problem, which was extended to 100 s from the original 10 s (thus, the total "flare" input was smaller than that of the original problem by only a factor of 5).
Although the thermal wave front in the problem as redefined is still quite thin, it was nevertheless felt that the codes with dynamic rezoners might at least have a chance of running to completion with the finite computer resources available.
Interestingly, whereas the intercomparison of this second round of calculations showed a modest improvement in agreement, the improvement was not as marked as expected. Still there were found to be large differences in the velocity of the evaporated chromospheric plasma, and even the temperature at the top of the loop--perhaps the least sensitive parameter used in the comparison--varied considerably from one solution to the next. Herein was realized a second major problem--this one associated with the basic definition of the quiescent heating function for the pre-flare atmosphere.
Recall that this was chosen arbitrarily to be a time- when the plasma starts to expand as the result of a heating imbalance, the amount of (quiescent) heating of each mass element will remain constant and radiative losses will be better able to restrict a further temperature rise.
The extreme sensitivity of the plasma behavior to the adopted definition of the quiescent heating function was illus- Why didn't the other groups experience the same difficulties with "explosive" evaporation as did PLRMO? Confronted with the above results, it turned out that nearly all had. For example, UCSD, being probably the first to identify the problem but unable to convince others of its importance, had decided early on to abandon the volumetric heating function in favor of one defined per unit mass. And, as mentioned earlier, several groups had independently chosen to "modify" their radiative loss function so that it vanished at chromospheric temperatures; since the magnitude of the chromospheric heating function is determined by the condition that it balance radiative losses at each point, this procedure clearly eliminates the problem, although in an artificial manner.
FINAL BENCHMARK PROBLEM AND

SOLUTION COMPARISON
With these facts in hand, it was decided at the final Workshop that those participants who hadn't already done so, and who were willing and able, would perform a final calculation using a quiescent heating function properly defined per unit mass. Even so, one realized by now that certain intrin- shop. We note first that the number of participants has diminished markedly, from the original eight to now only four. The quantities displayed are arranged roughly in order of increasing discrepancies between solutions. For example, all calculations are now in close accord as to the time history of temperature at the loop top; this quantity is primarily a function of the total loop heat input. On the other hand, appreciable differences are seen to persist in the maximum electron density reached in the chromospheric shock wave, a result which is not too surprising in view of the fact that this quantity is quite sensitive to the particular grid spacing used to resolve the shock wave (which varied considerably from one calculation to another). in fact a "Benchmark Model" against which other flare-loop codes can be tested for the loop heating problem described here. The specific parameters used for this problem are collected in Table 7 .4.1.
Nevertheless,
it is important to note that significant discrepancies remain between the code results, as shown in it is important that these results be presented in the form shown here rather than for example, as an "averaged" solution, because the adopted format conveys some notion of the inherent uncertainties that still exist in the Benchmark Model.
Future numerical solutions of the Benchmark Problem, either by the original participants or by others, should be aimed at resolving these remaining discrepancies. In particular, we call attention once more to the importance in any calculation of confronting directly the difficult numerical problems associated with the rapid motion of a very steep thermal wave front through the chromosphere, as well as that of the extremely thin, dense compression wave that runs ahead of it.
In addition, we have learned how difficult it is to intercompare the results obtained with diverse and highly complex computer codes. This is partly due to the intrinsic differences in mathematical formulation used by various codes (Eulerian 
