Localization phenomena in disordered systems have attracted great theoretical interest since the second half of the 20th century. In this article we give an introduction to the theory of Andersonlocalization. We perform numerical calculations of eigenstates of disordered tight-binding Hamiltonians in 1D and 3D and review recent experimental evidence of localization of bosonic wavefunctions in a 1D-magneto-optical trap. Additionally, we provide a brief overview of the effect of Hubbard electron-electron interactions and their implications on the Eigenstate Thermalization Hypothesis.
I. INTRODUCTION
In 1958, Philip Anderson published his seminal paper on how certain materials can undergo a phase transition from conductor to insulator when the amount of disorder in the system passes a certain threshold [1] . This sudden reduction in conduction is associated with the localization of the electronic wavefunction; when the state no longer is extended, and instead is spatially localized. In 1977, Anderson was awarded the Nobel Prize, in part for his work on localization phenomena.
Anderson localization, as it is now known, can be understood as an interference phenomenon. In the original tight-binding model formulated by Anderson, electrons are able to tunnel between neighbouring lattice sites. However, at high enough disorder in the lattice, the quantum amplitudes associated with tunnelling paths cancel each other, resulting in a localized wavefunction. An equivalent wave model has been proposed, in which the incoming wave is scattered off of potentials generated by the disorder. At a high enough disorder, the scattered wavelets interfere destructively in the forward direction, causing the wave to decay exponentially [2] .
Since his original paper, advances in computing technologies have allowed for precise numerical studies of Anderson localization. Experimental efforts have largely confirmed Anderson localization in disordered materials, but direct observation of localized wavefunctions has only been done in 1D [3] .
II. LOCALIZATION IN ONE DIMENSION
We consider the Anderson Hamiltonian [1] , a tightbinding model with nearest-neighbor hopping and random on-site energy: 
The on-site energy n ∈ [−1/2, 1/2] is usually drawn from a uniform random distribution and W is the disorder parameter. In the future we set t = 1, thus effectively measuring all energies in units of t.
To draw some analytical conclusions, let us first consider a one dimensional chain of arbitrary length L with lattice spacing a. In the limit W = 0, the solutions are Bloch-states with energy dispersion E(k) = 2t cos(ka). If we have finite W , the eigenstates |Ψ = n ψ(n)ĉ † n |0 are determined from the recursion relation
This may be rewritten using transfer-matrices T i :
By proving Fuerstenberg's theorem for products of random matrices, it can be rigorously shown that solutions ψ(n) of Eq. (2) decay exponentially for n → ∞ [4, 5] , so that the overall shape of the wavefunction is ψ(n) ∼ exp(−n/ξ). Here, ξ is the localization length in units of lattice constant a. As a consequence, eigenstates are not extended over real-space but are exponentially confined to certain areas of the lattice. We will refer to these states as localized. Remarkably, we note that any state in a one dimensional system will be localized. This implies that any 1D material will lose its diffusion or conduction capabilities if the system size is L > ξ. We can also solve Eq. (2) numerically. For this, we apply 10 6 transfer matrices to an initial vector (ψ(1), ψ(0)) = (1, exp(ik)), where k is the momentum of a tightly bound electron with a given energy E. The resulting coefficients ψ(n) are averaged from 100 calculations with different realizations of randomness. We then extract the localization length ξ by exponentially fitting the coefficients. The results are displayed in Fig. 1 . The disorder dependence of the localization is well described by the power law ξ ∝ W −2.0 . Moreover, states at the edges of the energy band localize fastest.
III. SCALING THEORY
To assess localization properties in higher dimensions, we will examine the effects of scaling on the conductance of a system. These scaling arguments were first presented by Abrahams, Anderson, Licciardello, and Ramakrishnan, after the concept of Renormalization Group was introduced [6] .
Let us define the dimensionless conductance for
where T (L) is the transmission in one direction. Intuitively, T scales as
Considering that the cross-section perpendicular to the direction of transmission increases with
, we obtain an expression for the new conductance
In the last equality, we have inverted Eq. (3) to replace T . We can now calculate the β-function that characterizes the response of g to changes in system size L.
For g 1, β is dominated by the logarithmic term and simplifies to ln(g). For large g, it asymptotically approaches the value d − 2. A plot of β is shown in Fig. 2 .
In one or two dimensions, the β-function is always negative and, under scaling of the system, the conductance will always decrease, i.e. flow to the stable fixed point at g = 0. Hence, the system will be a perfect insulator in the thermodynamic limit. We conclude that for d = 1, 2 all states in disordered systems are localized. In three dimensions, however, there is an unstable fixed point at a critical conductance defined by β(g c ) = 0. Consequently, g c marks a metal-insulator phase transition (MIT). From Renormalization Group theory [7] , we obtain the critical exponent of this transition with
so that the localization length behaves as
in the vicinity of the critical disorder with W < W c [6, 8, 9] . so that the system will be an insulator in the thermodynamic limit. Only for d = 3 is there is an unstable fixed point when β(gc) = 0. Here, gc marks a metal insulator phase transition.
IV. NUMERICAL ANALYSIS OF THE ANDERSON MODEL IN 3D
In Anderson's tight-binding Hamiltonian (1), the strength of disorder is measured by the width W of the on-site energy probability distribution. Following Eq. (7), we expect that, once W surpasses a critical value W c , electronic eigenfuntions localize in 3D which leads to a MIT. Analytical estimation of the critical disorder, however, is problematic. For a uniform box distribution over [−W/2, W/2], numerical analysis of the 3D Anderson Hamiltonian shows that W c ≈ 16.5 [10] . Since W c is not small compared to the relevant energy scale given by the bandwidth of delocalized electrons in a perfectly ordered 3D crystal (−6 ≤ E ≤ 6), perturbative approaches to determine W c fail. Nonetheless, it is straightforward to demonstrate the disorder-induced Anderson transition in 3D numerically.
A. Eigenstates
In order to simulate the Anderson transition in three dimensions, we diagonalize the Anderson Hamiltonian (1) for a single particle whose eigenstates |ψ = r ψ(r)c † r |0 are defined on a cubic lattice given by the set of vectors r = n x e x + n y e y + n z e z , with integers 1 ≤ n x , n y , n z ≤ N . In this case, the resulting Schroedinger equation to be solved reads W r ψ(r) + α=x,y,z ψ(r + e α ) + ψ(r − e α ) = Eψ(r), (8) with disorder strength W and uniformly distributed random on-site energies,
Applying periodic boundary conditions along all spatial directions, ψ(r + N e α ) = ψ(r), Fig. 3 shows electronic eigenstates near the band center E ≈ 0 for three disorder realizations of different strength. For weak disorder W = 2, the solution resembles an evenly spread probability distribution. This result is not surprising because in the limit W = 0 we expect the eigenstates to be Bloch states, such that |ψ(r)| 2 = 1/N 3 equally for all lattice sites. As we go to stronger disorder W = 10, first signatures of localization become evident. Yet, we observe that the eigenstate still spreads over the whole cube and therefore we still ought to be in the metallic regime. Once we reach sufficiently strong disorder W = 17 which is above the critical value, W c = 16.5, the system undergoes a MIT. In this regime, we can clearly make out distinct lattice sites where the probability density |ψ(r)| 2 differs by at least one order of magnitude.
B. Phase diagram
To give a more general picture of the 3D Anderson transition shown in Fig. 3 , one can characterize eigenstates of Eq. (8) by use of the inverse participation ratio (IPR),
For delocalized states spread uniformly over all lattice sites, the IPR is on the order of I ∼ 1/N 3 . Conversely, localized states are expected to occupy only a few sites and to have an exponentially small probability amplitude elsewhere. The IPR projects out those lattice sites with large probability amplitude and, consequently, yields I 1/N 3 for localized states. In Fig. (4) , we choose a cubic lattice with N 3 = 20 3 = 8000 sites and compute I as a function of disorder W and band energy E. Since the form of eigenstates fed into Eq. (9) depends on the particular disorder realization, we average the IPR over 100 random realizations for a fixed strength W . Eigenstate energies are grouped into intervals of width ∆E = 0.1. Figure 4 confirms that, for weakly disordered systems, eigenstates across the whole band are delocalized with I ∼ 1/8000 ∼ 10 −4 . As we approach the critical disorder parameter W c = 16.5 [10] , I increases by three orders of magnitude which demonstrates the expected transition from the metallic to the insulating regime. Furthermore, the numerical data shows that localization emerges in the energy band edges already below the critical disorder strength, W < W c . In the context of Anderson local-ization, the threshold |E| < E c that denotes a MIT for a fixed strength of disorder is commonly referred to as mobility edge. A 3D system of noninteracting electrons whose Fermi energy is smaller than the mobility edge, E F < E c , behaves as an insulator.
V. EXPERIMENTAL EVIDENCE
Early efforts to confirm the existence of localized states focused on conductivity measurements around the MIT of disordered materials. More recent work around 1990s has experimentally demonstrated Anderson localization in a variety of classical and quantum materials, affecting light, acoustic, and matter waves [3] . Here, we will focus on experimental evidence of Anderson localization in matter waves of 1D Bose-Einstein condensates (BEC).
A. Experimental Setup
The direct observation of Anderson localization is in matter waves of 1D rubidium-87 BEC [11] . The BEC is first created in a magneto-optical trap, which employs Doppler cooling on atoms inside a magnetic trap. Evaporative cooling, in which higher energy atoms are "kickedout" of the magnetic trap using a RF signal, is used to lower the temperature to ∼ 1µK [12] . The BEC is then confined to the transverse z-direction the an optical trap. A weak magnetic trap is used to confine the BEC in the longitudinal direction (Fig. 5) . [2] . (a) A transverse optical trap is used to confine the BEC to the x and y-direction. A shallow longitudinal magnetic trap is used to hold the BEC before release. (b) After release, the BEC is allowed to evolve in the speckle potential, and the atomic density is measured.
FIG. 5. Experimental setup of
In order to observe Anderson localization, a disorder potential is generated using 1D speckle created by a laser beam sent through a diffusing plate. The longitudinal magnetic trap is then released, and the BEC is allowed to evolve in the potential. The atomic density is observed through absorption and fluorescence imaging [11] .
B. 1D Localization Length in Speckle Potential
The localization length of the 1D system in a speckle potential can be theoretically predicted. First, consider a trapped 1D Bose-Einstein condensate (BEC) in a harmonic potential V ho = mω 2 z 2 /2. At some large time after release t 1/ω, atom-atom interactions are negligible, and the wavefunction becomes [13] ψ(z, t) = ψ(z/b(t), 0)
where b(t) is a scaling parameter, with b(0) = 1, and b(t) ≈ √ 2ωt for large times. Now let the speckle potential be turned on after release. The wavefunction is a superposition of plane-waves
According to Anderson [1] , the exponential components of Eq. (11) will become localized functions φ k (z) due to the speckle potential. The atomic density of the system would then be
where D(k) = |ψ(k)| 2 is the momentum distribution of the system, which is constant for long times t 1/ω, as seen in the Fourier transform of Eq. (10). These localized functions can be obtained using diagrammatic perturbation theory, assuming a weak speckle potential (V R σ R 2 k m √ kσ R ), and distances far from the localized state (|z| ξ), we have [14] 
where V R and σ R are the potential amplitude and correlation length of the speckle, respectively, Θ is the Heaviside function, and ξ(k) is a length scale defined as the localization length. See that ξ ∝ V −2 R , as expected in the transfer-matrix calculation (cf. Fig. 1 ). Since ξ is an increasing function of k, the asymptotic behaviour of the localized function at large |z| is dominated by the largest k values. Thus we expect localized states to fall exponentially at the tails n 0 (z) ∝ exp(−|z|/ξ(k max )).
(15)
C. 1D Anderson Localization of BEC
Prior attempts of this experiment have demonstrated reduced transport in the BEC, however this was attributed to scattering and inter-atomic interactions [15, FIG. 6 . The atomic density profile of the BEC at t = 1s [11] . The pink profile shows the condensate trapped at t = 0s. The blue lines are the exponential fits to the tails. The inset shows the rms width of the profile as a function of time for VR = 0 and VR = 0, demonstrating the localization of the state. The red diamond corresponds to the point at which the profile is taken.
FIG. 7.
Localization length as a function of disorder potential from the experimental fit compared with theoretical expression [11] . The blue points are the fit results; the error bars represent 95% confidence interval for fit values. The dashdot line represents the theoretical result in Eq. (14), with the shaded area being uncertainty evaluations of kmax.
16]. To avoid this, the speckle amplitude is small to ensure localization is not due to scattering off of the potential, and the initial atomic density was reduced to minimize atom-atom interactions [11] . At these limits, the above Eqs. (13) and (14) are valid.
The atomic densities are measured at different times as the matter wave evolves through the potential, shown in Fig. 6 . The tails were found to be best modelled with an exponential fit of the form of Eq. (15) .
If the localized state is a result of Anderson localization, the localization lengths from the fits should agree with the values of ξ(k max ) of Eq. (14), where k max is obtained by allowing the BEC to expand in the wave guide with V R = 0. Indeed the results are in agreement, demonstrating that 1D Anderson localization is possible, and measurable (Fig. 7) .
D. Experimental Evidence in Higher Dimensions
Experiments looking at higher dimensions of Anderson localization have been done, and compared with theoretical results of scaling theory. For example, in 2D, Anderson localization of light waves has been observed, with specially engineered optical fibres acting as "photonic lattices". Materials with adjustable indices of refraction are used to vary the level of disorder in the system.
For localization in 3D, experiments have mainly focused on electronic transport, the original field from which Anderson derived his theory. While MITs are observed in conductive materials, the critical exponent of the phase transition was found to be close to unity, incompatible with the predicted value of ν = 1.68 in Eq. (6) [17] . Electron-electron interactions were hypothesized to be the cause of the disparity.
There have additionally been experiments involving other types of waves, i.e. electromagnetic or ultrasonic, that demonstrated transmission levels consistent with those predicted by scaling theory.
VI. CONCLUSION
In the present work, we have explored the effects of disorder in a tight binding model. In one dimension, an arbitrarily small random on-site energy localizes all eigenstates, so that the wavefunctions are confined to a specific region of the lattice and the system is characterized by an absence of diffusion in the thermodynamic limit. Using scaling arguments, we have extended this result to two dimensions. Only for d ≥ 3, there is a second-order metal insulator phase transition. We have numerically calculated a phase diagram for this transition by exact diagonalization of the 3D-Hamiltonian of a cubic lattice with 20 3 sites. Finally, we have reviewed recent experimental evidence of localization of a one dimensional Bose-Einstein condensate in an optical trap. Here, direct imaging of the wavefunction reveals localization in good agreement to numerical and analytical predictions.
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Simply put, this means: A small isolated quantum system may act as its own bath and thermalize. This result may seem astonishing to the reader, and we will not give further justification of this hypothesis and refer to references [18, 21] for detailed discussion. We note however, that this hypothesis -if true -is of great benefit. The numerical calculation of density matrices for isolated quantum systems is only possible for fairly small system sizes while the statistical treatment does not require much effort for arbitrary dimension of the Hilbert-space.
To test the ETH, we simulate a bosonic chain of six sites at half filling with the Hamiltonian (A1). For now, all n = 0. We time involve the initial state |Ψ(t = 0) = |111111 . This, of course, is not an eigenstate and has an energy far from the ground level. All results are obtained by exact diagonalization of the 462-dimensional Hilbert space. The ETH requires off-diagonal terms in Eq. (A2) to decohere. This process will likely cause entanglement between the subsystems, since ρ = ρ 2 only holds for a diagonal matrix with ρ n,n = δ n,k . Thus, we expect time evolution of entanglement to give valuable insight into the thermalization process. We define the Renyi entropy S = −tr ρ 2 as a measure of entanglement. The left graph of Fig. A3 shows the Renyi entropy S as a function of time for three different subsystems consisting of 1 (blue), 2 (red), and 3 (green) sites. After an initial growth, the entanglement entropy fluctuates around a saturated value. Fluctuations are higher for larger subsystems. As a consequence of the ETH, the Renyi entropy should be equal to a statistical entropy. Then, since entropy is an extensive quantity, S should obey a volume law. To prove this requirement, we have plotted the saturated value of the entropy as a function of system size in the inset of Fig. A3 . As expected, the entropy S follows a volume law (red dashed line) for small system sizes and then bends back due to symmetry. Another way to observe the effects of thermalization, is to compare the on-site statistics predicted by exact diagonalization and the canonical density matrix. Blue bars in the middle panel of Fig. A3 show probabilities P (N ) of occupation number N for a one-site subsystem at t = 10. Clearly, these values closely resemble the canonical predictions marked by red points. Last, we directly measure the differences of density matrices ρ A and ρ th A by computing the trace difference ∆ = tr ρ A − ρ th A . The red curve in the right panel of Fig. A3 shows ∆ as a function of time. The initially high trace difference decreases to low values around ∼ 0.1. This is clear evidence of the validity of the ETH in the Bose-Hubbard model. At this point, we would like to note, that recent advances in experimental techniques allow for accurate experimental measurements of all quantities in Fig. A3 . The reader may be referred to references [23, 24] .
Many-Body Localization (MBL)
Let us now introduce some disorder. We diagonalize the Hubbard-Hamiltonian for a disorder parameter W = 20 and plot the trace difference ∆ as the blue curve in the right panelof Fig. A3 . The high values of ∼ 0.4 compared to the case W = 0 suggest that disorder has in fact prevented the system from thermalization. This is a strong indicator of MBL. Note that this analysis is only meant to be of qualitative nature. For a more rigorous argument, the trace difference ∆ needs to be averaged over many different realizations of random on-site energy.
