electronic densities in the two 2D layers differ by~20%, and even a slight density imbalance of less than 2.5% between the wires might have strong effect on the temperature dependence of the drag signal (10) . Defining a measure of density imbalance T 1 ¼ k F dðvÞ, where dðvÞ is the difference between the Fermi velocities in both wires, the drag resistance is expected to be suppressed as R D º T T1 e −T1=T , provided T 1 ≥ T ≥ 450 mK. In our samples, the 1D density imbalance can be as large as 12%, giving T 1 ∼ 5:4 K. Therefore, rather than a simple powerlaw dependence, the drag signal should behave as a convolution between this exponential decay and a power law, offering a pathway of explanation for the discrepancy between the exponent g in the two samples. Extracting the experimental value of T 1 from a linear fit of the Arrhenius plots in the high-temperature regime, we obtain T 1 ¼ 4:8 T 0:4K ðT 1 ¼ 10:7 T 0:4KÞ for sample 2-C (3-R). These extracted T 1 values are comparable to the calculated T 1 ¼ 5:4K value from the estimated density imbalance in our wires. Despite this apparent agreement with a TLL model for Coulomb drag, including forward-scattering corrections, we stress that we cannot entirely discriminate between scenarios involving backscattering alone because it also predicts an exponential decrease of R D with decreasing temperature for T > T Ã (16) . Finitelength effects could also modify the temperature dependence of the drag resistance. These effects are expected to be notable at low temperature and large drive bias voltage, i.e, for u=q ¼ Vdrive VL = T TL ¼ eV drive =T ≫ 1, where V L and T L are determined from the plasmon frequency of the system (26) . For our wires, we estimate u=q ∼ 1:2=T , and thus finite-length effects are expected to become negligible for T > 0:6 K, and so unlikely to modify the drag signal in the hightemperature regime, as well as the observed upturn.
At temperatures below T Ã , the drag signal is expected theoretically to diverge with decreasing T in the T → 0 limit, with the exact form of the signal depending on the mismatch conditions between the wires (16) . This increase in drag resistance is a consequence of forward scattering dying out at the lowest temperatures and of algebraic decaying correlations of a TLL. Although we unambiguously observe a drag signal increasing with decreasing temperature down to T ≃ 75 mK (Fig. 2E , sample 2-L), the present data do not allow us to extract the exact functional dependence upon temperature of the drag signal below T Ã . We also note that mesoscopic fluctuations and finite-size effects (26-28) could contribute to a nonmonotonic temperature dependence of the drag resistance in the low-temperature regime. Future work is required to further explore the physics of 1D-1D drag in the T → 0 limit.
As is well known, the conductance of a quantum wire in the ballistic regime only possesses a very weak temperature dependence. On the contrary, the 1D-1D drag signal depends heavily on temperature, as well as on subband occupancy. Our observation of an upturn in the 1D-1D Coulomb drag signal confirms, at least qualitatively, an important prediction of Luttinger liquid models of quantum wires and potentially support theories accounting for the nonlinearity in the electron dispersion. The understanding of physics of interacting 1D systems is still in its infancy, and as such, little is known regarding interacting Luttinger liquids. In the future, it may be possible to study in similarly fabricated devices interacting Luttinger liquids formed of interacting electron and holes, with different effective masses. Such devices might also be used to determine the existence of a nuclear spin helix, a recently predicted novel quantum state of matter (29) . is not yet established. We studied rigid, two-dimensional colloidal crystals growing on spherical droplets to understand how the elastic stress induced by Gaussian curvature affects the growth pathway. In contrast to crystals grown on flat surfaces or compliant crystals on droplets, these crystals formed branched, ribbon-like domains with large voids and no topological defects. We show that this morphology minimizes the curvature-induced elastic energy. Our results illustrate the effects of curvature on the ubiquitous process of crystallization, with practical implications for nanoscale disorder-order transitions on curved manifolds, including the assembly of viral capsids, phase separation on vesicles, and crystallization of tetrahedra in three dimensions.
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S
ince Nicolaus Steno's pioneering work on crystal growth in the 17th century (1), it has been established that the shape of a crystal is a vestige of its growth pathway. Near equilibrium, crystals grown from the melt form compact, faceted structures that minimize interfacial area and energy (2, 3); further from equilibrium, kinetic instabilities (4) permit the formation of crystals with much larger interfacial areas, such as dendrites and snowflakes (5).
Less well understood is the role of elastic stress, which can arise from the curvature-or lack thereof-of the space in which the crystal grows. For example, two-dimensional (2D) crystals of spheres on a spherical substrate are strained because of the incompatibility of the preferred triangular lattice packing with the Gaussian curvature of the sphere, which bends the lattice lines. Similarly, in Euclidean 3D space, the absence of curvature frustrates the crystallization of tetrahedra (6, 7) . Large, compliant crystals can alleviate this curvature-induced elastic stress by incorporating topological defects such as grain boundary scars (8, 9) or pleats (10) in the ground state. But for rigid crystals on curved manifolds, for which topological defects such as dislocations have large core energies, the increase of elastic stress with crystal size can also affect the growth process, such that the ground states may be inaccessible. The effects of curvature on the growth pathways are potentially important for analogous processes involving the ordering of identical subunits in curved spaces, such as the assembly of viral capsids (11), filament bundle packing (12), self-assembly of molecular monolayers (13) , functionalization of nanoparticles (14) , and the growth of solid domains on vesicles (15) (16) (17) .
We use confocal microscopy to examine the structures of rigid 2D colloidal crystals growing on the inside walls of highly curved spherical water droplets (Fig. 1A) . The particles start in the interior of the droplet, but within a short time nearly all of them attach to the droplet surface through depletion attraction (18) . Once at the interface, the particles attract one another through the same interaction. The short range of the attraction creates a wide coexistence region ( fig. S1 ) between a low-density 2D fluid and a rigid, brittle crystal phase that, unlike the 2D crystals made from repulsive particles (8) (9) (10) , cannot easily deform to cover the entire droplet. Because the high interfacial tension of the oil-water interface precludes distortion of the enclosing spherical droplets, and because the depletion attraction confines particles to the droplet interface, the crystals are forced to adopt the curvature of the droplet as they grow.
This constraint has a marked effect on the crystal structures observed at long durations: Whereas 2D crystals grown on flat surfaces are compact, crystals grown on spherical surfaces are composed of slender, single-crystal segments that wrap around the droplets (Fig. 1B) . In droplets with higher surface coverage, the thin segments, which we call "ribbons," join together to form branched patterns with voids and gaps between them.
If these crystals were on flat surfaces, the voids could be filled by additional particles. But the parallel transport caused by the Gaussian curvature forces the crystalline directions to be mismatched at the void borders ( Fig. 2A) , making it impossible to continue the crystal without introducing topological defects. Such defects are, however, absent in our system, in contrast to curved crystals made from repulsive particles (8-10). As we show by digitally unwrapping the crystal structures ( Fig.  2A) , each crystal is a single grain, and the only defects are vacancies.
Morphologically, these structures resemble dendritic crystals. We quantify the morphology using two metrics: the circularity, a measure of the perimeter/area ratio, and the fractal dimension, a measure of anisotropy. In contrast to the compact crystals formed on flat surfaces, crystals grown on curved surfaces have much lower circularity (Fig. 2B and fig. S2) and fractal dimension (fig. S3) .
In flat space, crystals with such large interfacial energies can only result from kinetic instabilities. Here, however, such instabilities are unlikely to be the cause of the anisotropy, as we do not observe dendritic crystals forming on flat surfaces under growth conditions that are otherwise identical to those of the curved surfaces (Figs. 1B and 2B ). Kinetic instabilities occur when the diffusion of particles along the crystal-fluid interface is slow relative to the growth rate. This happens when the domain size is comparable to the Mullins-Sekerka wavelength l s (19, 20) 
less) of our curved crystals. We therefore exclude kinetic instabilities as the cause of the morphology. We can also exclude kinetic effects arising from fluid-fluid coexistence, as our system is far from the metastable fluid-fluid critical point (18) .
The remaining possibility is an elastic instability. A continuum model shows that such an instability occurs because the crystal must compress as it grows larger, owing to the Gaussian curvature of the growth surface. Consider forcing a flat, disc-shaped crystal of diameter a onto a sphere with radius R. For domain sizes comparable to the sphere radius or smaller, the change in circumference-or, equivalently, the elastic strain-scales as (a/R) 2 , so that the net free energy change, including the elastic energy cost, to form a circular solid domain on a curved surface is (18) . The small particles induce depletion attractions (30, 31) between the PS spheres with a strength of about 4k B T, where k B T is the thermal energy. The depletion force also binds the particles to the interface with a strength of about 10k B T (18). The range of attraction in both cases is about 80 nm, or about 8% of the PS sphere diameter. A surfactant barrier prevents the large spheres from breaching the interface (18) . (B) Representative confocal fluorescence micrographs of crystals grown for a few hours on droplets of various curvatures. Radii of curvature R are noted below micrographs; dotted circles show the droplet surfaces, determined by fitting a spherical model to the particle positions. We use a very large droplet (R > 2 mm) to approximate a flat surface.
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difference between the coexisting solid and fluid phases. On flat substrates (R → ∞), the elastic energy vanishes, and crystallites larger than a critical nucleus size a c = 2g/Df can grow isotropically without limit (dashed line in Fig. 3A) . But on curved substrates, the elastic energy increases with domain size a, as measured along a geodesic. Isotropic growth becomes unfavorable beyond a critical size a*~(Df /Y ) 1/4 R (solid line in Fig. 3A) . This restriction on isotropic growth is the origin of the elastic instability (22) . The predictions of this simple model are consistent with our measurements of the maximum isotropic domain size, which scales linearly with R ( fig. S4A) .
Although the crystal could grow larger by incorporating topological defects (23, 24) , the short range of the attraction in our system makes such defects energetically costly. Geometry dictates that some interparticle distances near a five-fold or seven-fold defect are larger than the interaction range, effectively breaking the corresponding bonds. Incorporating a five-fold defect, for example, breaks five bonds. This explains the observations in Fig. 2: The stiffness of the potential favors tearing rather than stretching to accommodate stress.
Thus, if the crystal is to continue to grow, it must do so by increasing its perimeter/area ratio. It must grow anisotropically. More specifically, the crystal should transition from a disk to a ribbon, or multiple ribbons, when its size exceeds a*. This behavior arises because the elastic energy of a ribbon scales with the fifth power of its width w but only linearly with its length l (21, 25). The net free energy change of forming a ribbon-like crystalline domain is
This energy function is shown as a landscape in Fig. 3B . By maintaining a constant width (set by the curvature in the later stages of growth), the crystallite can grow to arbitrarily large lengths, limited only by the number of particles and the area available for growth. The anisotropic growth allows the crystal to avoid the size restriction imposed by elastic energy at the modest cost of a larger interfacial energy. To test this model, we measured the dynamics of growth in single domains (Fig. 4A and movie S1). We find that a crystal first grows isotropically until it reaches a critical size, then grows anisotropically, increasing its length while maintaining a much smaller but constant width. Examination of the final crystal shapes for several hundred droplets (Fig. 4B and fig. S4B ) shows that the length of the domains can grow to several times the droplet radius, while the width is restricted to a fraction of the radius of curvature. The nearconstant value of w/R seen in Fig. 4 qualitatively agrees with our model, which predicts that the elastic stress limits the width to w º R, whereas l can increase without penalty. By fitting the model to the observed domain widths, we extract an effective spring constant for the interparticle interaction that is consistent with theoretical and independent experimental estimates (18), again lending support to the model.
The observation of the final, branched crystal shapes is also consistent with our physical picture. A domain can extend its length along any of the three crystallographic axes. If it changes its growth axis, it will bend by T60°, and if it grows in two directions at once, a branch forms. All of these growth patterns are roughly equivalent energetically, as long as the width of the growing section remains less than the critical width dictated by elasticity and curvature. Hence, we expect to see, and do see, changes in direction and branches in the domains. The branches can also arise from the merger of crystallites that have nucleated independently. The branched structures resulting from such mergers maintain their curvaturedependent width w in each section (see movies S2 to S4). The voids in these structures persist because the crystal directions are mismatched in adjacent sections of the crystal. In contrast, crystallites on flat substrates have no width restriction or curvature-induced mismatch and can therefore easily merge into isotropic shapes.
We conclude that anisotropic crystal growth, usually a result of a kinetic instability, can also occur by slow growth under the geometric constraint of Gaussian curvature. Our results illustrate a generic route for the growth of rigid, defect-free structures in curved spaces. This route may be , measured using morphological image operations (18) , are in general much lower for crystals grown on curved surfaces (dark blue, 335 domains) than for crystals grown on nearly flat surfaces (light blue, 187 domains). particularly relevant to nanoscale substrates, where the curvature is appreciable on molecular length scales. For example, solid domains consisting of narrow stripes radiating outward from a circular core have been observed in diverse systems, such as phases on lipid vesicles (17) and metal coatings on nanoparticles (14) . Our analysis suggests that the width of the stripes and the core size should be determined by the interplay among curvature, elasticity, and bulk energy. A similar interplay may affect the assembly pathways of viral capsids. Recent in vitro experiments (26) show that capsids can assemble following a two-step mechanism analogous to our crystallization process: The capsid proteins first attach to a substrate (an RNA molecule) and then bind together into an ordered shell. The intermediate states of this process-long a subject of speculation (11)-might contain voids that, like those in our curved crystals, help the capsids avoid excess elastic stress (27, 28) .
Similar rules may govern other crystallization and packing problems where global geometry is incompatible with local lattice packing. For example, crystallization of tetrahedra is frustrated in flat (Euclidean) 3D space (6) . However, logs and helices of tetrahedra are prevalent in first-order phase transitions of tetrahedra from disordered to dense quasicrystalline phases (7) . The existence of these structures, which were first described by Bernal (29) , may reflect a similar physical principle, in which growth along one dimension allows a crystal to escape the restrictions of geometrical frustration. Evaluating conflicting theories about the influence of mountains on carbon dioxide cycling and climate requires understanding weathering fluxes from tectonically uplifting landscapes. The lack of soil production and weathering rate measurements in Earth's most rapidly uplifting mountains has made it difficult to determine whether weathering rates increase or decline in response to rapid erosion. Beryllium-10 concentrations in soils from the western Southern Alps, New Zealand, demonstrate that soil is produced from bedrock more rapidly than previously recognized, at rates up to 2.5 millimeters per year. Weathering intensity data further indicate that soil chemical denudation rates increase proportionally with erosion rates. These high weathering rates support the view that mountains play a key role in global-scale chemical weathering and thus have potentially important implications for the global carbon cycle.
P late tectonics has long been thought to influence climate through links among rock uplift, relief generation, erosion, silicate weathering, and CO 2 cycling (1, 2) . Determining the form of the functional relationship between hillslope erosion and weathering rates is critical for understanding how or if mountains influence global weathering budgets and climate 
