The notion of holomorphically decomposable Fredholm operators is extended in case of complex semi-simple Banach algebra A. Indeed, let x ∈ A, we studies σ hF (x) the holomorphically decomposable Fredholm spectrum of x. We prove that σ hF (x) is countable if and only if the usual spectrum σ(x) is. Also we discuss the spectral mapping theorem for σ hF (x). On the other hand we prove that the class HΦ(A) for the holomorphically decomposable Fredholm elements in A is an upper semiregularity in Müller's sense.
Introduction
The notion of holomorphically decomposable Fredholm operators acting in complex Banach space already introduced in [4] (the first author presented an complete contribution for this class of operators in his thesis [3] ). In the present paper we are going to generalize and study this notion to the case of unital complex semi-simple Banach algebra A. Let A be a complex semi-simple Banach algebra with unit e. Denote by A the group of invertible elements in A. Min(A) denotes the set of all minimal idempotents of A [1] , [5] . Then the socle of A is defined by:
Ae k : n ∈ N, e k ∈ Min(A)} = { m k=1 e k A : m ∈ N, e k ∈ Min(A)} Note that Soc(A) = {0} is an ideal of A (see [6,(30.10) ]). For x ∈ A, recall that the left and right annihilator of x is respectively L(x) = {a ∈ A : ax = 0} and R(x) = {a ∈ A : xa = 0}. If L x and R x denotes respectively left and right multiplication operator associated with x, then clearly Ker(L x ) = R(x) and Ker(R x ) = L(x) where Ker(T ) is the kernel of the operator T . Recall that for a x ∈ A is called relatively regular if there is y ∈ A for which xyx = x. In this case y is called a pseudo-inverse(or a generalized inverse) of x. The set of all relatively regular elements and idempotent elements of A is denoted respectively byÂ and A
• .
By [13, Prop 2.1] we have the characterization:
A = {x ∈ A : there is y ∈ A such that xyx = x and yxy = y} = {x ∈ A : there is p ∈ A idempotent such that xA = pA} = {x ∈ A : there is q ∈ A idempotent such that Ax = Aq} Note that if x ∈ A is relatively regular with y is a same pseud-inverse then xy, e−xy, yx and e−yx are idempotent, we can show that xyA = xA, Ayx = Ax, R(x) = (e − yx)A and L(x) = A(e − xy). An element x ∈ A is called decomposably regular [10] [7] if there is y ∈ A −1 such that xyx = x. It is called holomorphically regular or Saphar [21] [15] if there is a neighborhood U ⊆ C of 0 and analytic function F : U −→ A satisfying
In [21, theorem 1.4] (see also [15] ) Schmoeger showed the following characterization
Ax n Write J R(A) for the set of all decomposably regular. Harte in [9] showed that
Denote the set of Saphar elements ( holomorphically regular elements ) in A by S(A), we have
J R(A) ⊆ S(A) ⊆Â
By definition [19] [21], The Saphar spectrum
Müller [15] has showed (independently, Schmoeger [19] in case of bounded linear operator on a complex Banach space) that the Saphar spectrum σ rr (.) satisfies the spectral mapping theorem.
Next, we recall that an ideal J of A is inessential [2] if for every x ∈ J the spectrum σ(x) is either finite or a sequence converging to 0. k(h(J)) denote the intersection of all primitive ideals of A which contain J. Then k(h(J)) is a closed ideal and J ⊆J ⊆ k(h(J)) whereJ is the closure of J. It is known [1] (Soc(A) )) called the ideal of inessential elements of A. Now, let x ∈ A, we recall that x is a Fredholm element of A [5] if there exists a y ∈ A such that xy − e, yx − e ∈ soc(A), i.e, x is invertible in A modulo soc(A). We denote the set of Fredholm elements in A by Φ(A). In general let J be an ideal of A and x ∈ A, x is defined to be an J-Fredholm element in A if x is invertible in A modulo J. [13] , for x ∈ A, the nullity and defect of x are respectively the number
From [13, Prop 3.5 ], we have the characterization of Fredholm elements
Recall that if x, y ∈ Φ(A) then xy ∈ Φ(A) and ind(xy) = ind(x) + ind(y) We have the following perturbation
The crucial property of the set Φ(A) is that it obeys the punctured neighborhood theorem: Let x ∈ Φ(A), then there exists ε > 0, and n, m ∈ N such that
According to Kordulla and Müller [11] a regularity in a complex unital Banach algebra A is defined as a non-empty subset R ⊆ A satisfies the following two axioms:
The concept of regularity is at the heart of the Kordula-Müller axiomatic spectral theory where the spectrum of a ∈ A relative to the regularity R is defined by σ R (a) = {λ ∈ C : λe − a ∈ R}. If R = A −1 we obtain the ordinary spectrum σ(.) of a. The important property of the spectrum relative to a regularity is that i't obeys a spectral mapping theorem : σ R (f (a)) = f (σ R (a)) for every function analytic in a neighbourhood of σ(a) non constant on each component of its domain.
Müller [16] observed that the axioms (i) and (ii) of regularity can be divided in two halves, each of them implying a one-way spectral theorem. He introduced and study the concept of semiregularity (Lower and upper semiregularity).
Let R be a non-empty subset of a unital Banach algebra A, then R is called a upper semiregularity if (i) if a ∈ R and n ∈ N, then a n ∈ R, (ii) if a, b, c, d are mutually commuting elements of A satisfying ac + bd = e and a, b ∈ R then ab ∈ R, (iii) R contains a neighbourhood of the unit element e.
Also the spectrum of a ∈ A relative to upper semiregularity is defined by σ R (a) = {λ ∈ C : λe − a ∈ R}.
Müller showed [16, theorem 20] that if R ⊆ A be an upper semiregularity and satisfies the condition b
The Class HΦ(A)
We extends the notion of decomposably Fredohlm operators definded by Rakočevič [17] [8] for elements in Banach algebra.
Definition 2.1. An element x ∈ A is called decomposably Fredholm if there exists a Fredholm element y
We remark that if x is decomposably Fredholm then it is relatively regular. denote by ΦR(A) the class of decomposably Fredholm elements we have
entrains the existence an element y 0 ∈ Φ(A) and s 1 , s 2 ∈ Soc(A) which yy 0 = e − s 1 and y 0 y = e − s 2 , hence xyy 0 = x − xs 1 , this gives that xy(y 0 + xs 1 ) = xyy 0 + xyxs 1 = x − xs 1 + xs 1 = x, Since xy ∈ A
• and y 0 + xs 1 ∈ Φ(A) we conclude that ΦR(A) ⊆ A
• Φ(A).
We consider the canonical map π : 
On the other hand, we have Φ(A) = Φ(socA, A) = Φ(k(h(socA)), A) = Φ(I(A), A) and since A is semi-simple we can apply Dordevic's theorem in [9.theorem 10] and obtain the following characterization of decomposably Fredholm elements 
n A and there is y pseudo-inverse of x such that y ∈ Φ(A) (iii) 0 ∈ ρ rr (x) and x ∈ ΦR(A)
Proof:
(i) =⇒ (ii) Suppose that 0 ∈ ρ hF (x), by definition(2.2) there is a neighborhood U of 0 and a holomorphic function F : Next, we prove that the holomorphically decomposable Fredholm spectrum σ hF (.) is always non empty. Indeed, we show that σ hF (.) contains the boundary of spectrum.
is countable if and only if σ(x) is countable if and only if
Suppose that 0 ∈ ∂σ(x) but 0 ∈ σ rr (x), it follows that 0 ∈ ρ rr (x) and by definition of Saphar (holomorphically regular) element that there is a disc
Since 0 ∈ ∂σ(x) then there is a sequence (λ n ) n≥1 ⊂ ρ(x) such that lim ∞ λ n = 0, consequently there exist N ≥ 1 such that for all n ≥ N, | λ n |< ε. Therefore (x − λ n e)F (λ n )(x − λ n e) = (x − λ n e) for all n ≥ N, but x − λ n e is invertible then (x − λ n e)F (λ n ) = F (λ n )(x − λ n e) = e, this for all n ≥ N, taking the limit we have xF (0) = F (0)x = e. we obtain that x is invertible and this is a contradiction with 0 ∈ ∂σ(x).
ii) It's immediate by i). iii) Müller proved in [15, theorem 14.16] that if A is commutative then the class of Saphar elements coincide with the invertible elements, i.e A −1 = S(A), hence A −1 = S(A) = HΦ(A).
Our aim is to show the spectral mapping theorem for the spectrum σ hF (.). This will be an immediate consequence of the following lemmas. 
Proof:
Put p = e − y 1 x 1 , q = e − y 2 x 2 we have p 2 = p, q 2 = q and R(x 1 ) = pA = (e − y 1 x 1 )A ⊆ x 2 A = x 2 y 2 A. From this it follows that x 2 y 2 (e − y 1 x 1 ) = e − y 1 x 1 , then x 2 y 2 − x 2 y 2 y 1 x 1 = e − y 1 x 1 , consequently 
We proceed by induction on m. This result was proved by Schmoeger [20, lemma 5] in the algebra B(X) of bounded linear operators on a Banach space X.
By induction on m -For m = 1 it's evident -Suppose that m ≥ 2, and R(
We prove that is right for m+1. 
In order to show the opposite inclusion consider an arbitrary element
..,m+1 such that: 
Lemma 2.4. Let x ∈ A and λ
n A for then:
n A, consequently xz = λ 1 z and for every n ≥ 0 there is t ∈ A such that (x−λ 1 e) n t = z, therefore
n (x−λ 2 e) n A. For (ii). By induction on k and application (i), so the proof is completed. 
2) By induction we prove that if
For x ∈ A, denote by H(σ(x)) the complex algebra of every analytic function on a neighbourhood of σ(x). Now we are in a position to prove the following theorem.
Proof:
Let λ 0 ∈ f (σ hF (x)), we prove that λ 0 ∈ ρ hF (f (x)). Define g(λ) = f (λ) − λ 0 , then g ∈ H(σ(x)) and 0 ∈ g(σ hF (x)). Two cases are presents: -First g(λ) = 0 for every λ ∈ σ(x). In this case g(x) is investible and 0 ∈ σ(g(x)), since σ hF (x)) ⊆ σ(x)) then 0 ∈ σ hF (g(x)) and therefore λ 0 ∈ f (σ hF (x)), we obtain λ 0 ∈ ρ hF (f (x)).
-Second case g vanishes at some points of σ(x). Since σ(x) is compact then g may admit only a finite number of zeros in σ(x) say (λ i ) i=1,...,k such that λ i = λ j for every i = j, let n i denote the multiplicity of λ i , write
If we suppose that we prove
Again by proposition (2.1) we obtain 0 ∈ ρ hF (g(x)) and λ 0 ∈ ρ hF (f (x)).
Now shows that
where λ i ∈ σ hF (x) for all i = 1, ..., k. From λ i ∈ σ hF (x) we have λ i ∈ ρ hF (x), apply proposition (2.1) then R(x − λ i e) ⊆ n≥1 (x − λ i e) n A and there exist y i ∈ Φ(A) such that: (x − λ i e)y i (x − λ i e) = (x − λ i e) for all i = 1, ..., k. By lemma (2.4) we obtain R(
n A. On the other hand by lemma (2.2) and Remark (1) we obtain (
Since y i ∈ Φ(A) for all i = 1, ..., k then ( k−1 i=0 y k−i ) ∈ Φ(A). Proposition (2.1) implies that λ ∈ ρ hF (P (x)), ie λ ∈ σ hF (P (x)). We conclude that σ hF (p(x)) ⊆ p(σ hF (x)), this complete the proof.
We show already in [4, example 1] (see also [3] ) that there is an element in algebra B(X) of bounded linear operators on a complex Banach space X such that the inclusion in theorem (2.2) is strict. Hence σ hF (.) in general not satisfiny the spectral mapping theorem.
The following theorem prove that the class of all decomposably Fredholm elements in A is an upper semiregularity.
Suppose that x n = (f (x)) n [ϕ(x)f (x) − e] n , then:
We conclude that x n = (f (x)) n [ϕ(x)f (x) − e] n for all n ≥ 1. Now let z ∈ R(f (x)), then f (x)z = 0 and
Therefore z ∈ R(x), but R(x) ⊆ n≥1 x n A, consequently z ∈ n≥1 x n A. Since x n = (f (x)) n [ϕ(x)f (x) − e] n then z ∈ n≥1 (f (x)) n A, we conclude that R(f (x)) ⊆ n≥1 (f (x)) n A.
