Introduction and results
Let q = p r be a power of a prime p and denote by F q the finite field of q elements. For a positive integer k, Waring's problem for F q is the question how many summands are maximally needed to express any given element a of F q in the form
(1.1) with x i ∈ F q , i.e., as a sum of kth powers of elements of F q . We can then define the Waring function g(k, q) as the maximal number of summands needed to express all elements of F q as sums of kth powers.
We note that, by an easy argument, we have g(k, q) = g(k ′ , q), where k ′ = gcd(k, q − 1). Hence, we will assume from now on that k divides q − 1.
Several authors have established bounds on the value of g(k, q) for various choices of the parameters k and q -a survey is given in [8] . For the cases where the exponent k is small compared to q, there are strong results. For example, whenever 2 ≤ k < q 1/4 + 1, it follows that g(k, q) = 2 by a direct application of the Weil bound for the number of points on varieties over finite fields [6, 7, 8] .
In this paper, we will look at the cases where the exponent k is large compared to q, and we will obtain not only a bound, but the exact value of g(k, q) for two infinite families of pairs (k, q). Our main results are the following. can be regarded as complements of Theorem 1.3 in the case that r = 1 or r = 2, respectively.
The proofs of our results rest on the resolution (Theorems 2.5 and 2.6) of two instances of a combinatorial problem, which will be given in detail in the next section. The problem may be loosely formulated as the determination of the covering radius of cyclic codes in the so-called Lee metric (instead of in the usual Hamming metric). There is also a connection to the determination of the diameter of Waring graphs in graph theory [4] . Section 3 is devoted to the proof of Theorem 2.5, from which Theorem 1.2 follows.
The proof of Theorem 2.6, which implies Theorem 1.3, is much more involved. We prove that the values given in this theorem are upper bounds for the Waring function in Section 4, while in Section 5 we show that the bounds are attained. Everything is put together in Section 6. The proof is constructive, in the sense that it gives an algorithm to construct elements in F q that need a maximal number of terms to express them as sums of kth powers.
An implementation of this algorithm using the KASH computer algebra system (version 2.x) is available from the second author's homepage [3] .
A combinatorial reformulation
Let m and r be positive integers, and consider the free Z/mZ-module V = (Z/mZ) r .
Let g 1 , . . . , g r be a basis of V , and define V ′ as the quotient of V by the relation g 1 + . . . + g r = 0. Then every element v of V ′ has multiple representations
and one is interested in the size of the most economical representation. Here, "economical" of course must be defined, and we will do this in two distinct ways.
The first definition that we use assigns to each element x of Z/mZ its least residue modulo m, denoted byx ∈ {0, 1, . . . , m − 1}, and looks at
The second uses the absolute least residue modulo m, |x| = min{x, m −x}, and looks at the Lee norm
It is clear that if the coefficients (v 1 , . . . , v r ) and (v ′ 1 , . . . , v ′ r ) both represent the same element v in the form (2.1), then we have
. . , v r ) + xe for some x ∈ Z/mZ, where e denotes the vector (1, 1, . . . , 1).
We now give the precise definition of "economic". We call a vector in V admissible if
where i is either 1 or 2, depending on the context. The problem to be solved is the following, where "norm" is one of · 1 or · 2 . We will provide a complete answer to this question. Define the norm bound functions g(m, r) and h(m, r) for positive integers m and r by
if m and r are even; ⌊ Note that g(m, r) is always an integer.
Theorem 2.5 Let m and r be positive integers, and let v be an admissible vector in V = (Z/mZ) r of maximal norm v 1 . Then
Theorem 2.6 Let m and r be positive integers, and let v be an admissible vector in V = (Z/mZ) r of maximal Lee norm v 2 . Then
See the next sections for the proofs of these results. We note that Problem 2.2 given above can be reinterpreted in terms of covering radii of linear codes, with respect to the Lee metric. This link was also observed by Helleseth in [5] .
The covering radius is a fundamental parameter of a code and has extensively been studied. For example the subject is treated in the survey [1] and in the monograph [2] . Let C ⊆ (Z/mZ) r be a code over Z/mZ of length r. We say that a vector is ρ-covered by a code if it has Lee-distance at most ρ from at least one codeword. (The Lee distance of (a 1 , . . . , a r ), (
where |x| = min(x, m − x) for x ∈ Z/mZ, so it coincides with (a 1 − b 1 , . . . , a r − b r ) 2 , where · 2 is as defined above.) The covering radius is the smallest ρ such that every vector of (Z/mZ) r is ρ-covered. Now let e be the all one vector of (Z/mZ) r . Obviously, for the covering radius ρ of the code C = (Z/mZ)e in the Lee metric we have
The Lee distance, and hence the covering radius based on it, is in general different from the Hamming distance; they coincide when m = 2.
We can also interprete g(m, r) and h(m, r) as diameters of the graphs with vertex set V ′ where two vertices α and β are connected if and only if α − β ∈ S or ∈ S ∪ −S, respectively (cf. [4] for prime m). Here S is the set of generators {g 1 , . . . , g r } of V ′ .
3 Proof of Theorem 2.5
We must solve the linear program that asks to maximise v 1 under
the conditions of the linear program may be sharpened to
where rx, as above, denotes the remainder of rx upon division by m. Since each coordinate of v + xe runs through all elements of Z/mZ as x runs through Z/mZ, summing (3.1) over x ∈ Z/mZ yields
Obviously, this upper bound is attained by a vector v with
coordinates equal to m − k for k ∈ Z/mZ \ {0} and all other coordinates equal to zero. Namely, we have for x ∈ Z/mZ \ {0},
by induction and thus equality in (3.1).
Upper bounds
In this section and the next we prove Theorem 2. if m is even
if m is odd.
The proof is left to the reader. Proof. For even m, we have |c + x| ≡ |c| + x (mod 2) for all c, x ∈ Z/mZ.
The following Proposition gives upper bounds that are the right ones whenever r ≥ m, and also whenever r is even. For the cases where r is odd and less than m, the bounds given in Proposition 4.11 are better (see also Section 6). This can be sharpened if m is even and r is odd. Namely, by Lemma 4.2, we find the sharper inequality
by summing over x, we get
Now division by m yields the result in all cases.
We now embark on the subcase where the dimension r is odd and at most equal to m, as we will need to strengthen the bounds in Proposition 4.3 for this case. Here, much more preparation is needed; the argument is concluded in Proposition 4.11. Proof. For m even, the result follows easily from Lemma 4.2.
Suppose m is odd. As r is odd, we cannot have N x+1 = N x unless we have |v i + x + 1| = |v i + x| for at least one i with 1 ≤ i ≤ r. But this implies
The next two Lemmas deal with the horizontal symmetry or near-symmetry of the norm sequence; they are applied in Lemma 4.8. The detailed first assertions of both are again used in Section 5.1. For x ∈ Z/mZ, we will writex for the representative of x in the set {0, 1, . . . , m − 1} ⊆ Z, as before.
Lemma 4.6 Let m be even. For all x ∈ Z/mZ, we have
For all v ∈ V , we have Lemma 4.7 Let m be odd. For all x ∈ Z/mZ, we have As to the last assertion, let v = (v 1 , . . . , v r ) ∈ V and let 1 ≤ i ≤ r. By the first part, we have
unless the two summands are equal. Now these two summands being both equal to m−1 2 implies v i = 0, and they cannot be both equal to 2 )e. After dividing by 2, we obtain the result.
Definition 4.9 Let (a x ) x∈Z/mZ be a sequence of real numbers. We define the slope of (a x ) at x to be a x+1 − a x . We say that the sequence has a maximum at x if there exists c ∈ {1, 2, . . . , m − 1} such that
A minimum is defined symmetrically; and we define an extremal value to be either a minimum or a maximum. Note that this result is independent of the parities of m and r. For the multiplication by 2 used in the proof of the second part, see also Section 5.3.
Proof. Recall that all sequences in this proof are periodic with period m. The sequence (N x ) is the sum of the sequences (|v i + x|), where i runs over 1, . . . , r.
First, let us consider the case where m is even. Here each period of the composing sequences is made up of two segments; in the first, starting at x = −v i , the sequence increases with slope 1, while in the second it decreases with slope −1. We see that the composing sequences only change slope at the two extremal values they possess, which all have c = 1 in the notation of Definition 4.9. Now suppose (N x ) has an extremal value at x; then in particular its slope at x − 1 and its slope at x are different, so one of the composing sequences must change its slope as well. It follows that also one of the composing sequences has an extremal value at x, and consequently x must be equal to one of the at most 2s values where such an extremal value occurs.
Second, assume m is odd; we will reduce this case to the previous one, as follows. Let (S x ) be any sequence of real numbers indexed by the integers modulo m, and suppose (T y ) is any real sequence, indexed by the integers modulo 2m, such that T y = S y/2 whenever y represents an even class modulo 2m. We claim that the sequence (T y ) has no fewer extremal values than the sequence (S x ). Indeed, suppose (S x ) has a maximum at x, and consider the subsequence T 2x−2 = S x−1 , T 2x−1 , T 2x = S x , . . . , T 2x+2c−1 , T 2x+2c of (T y ). Let y be the first index with T y as large as possible in this subsequence. Then as T y−1 < T y and T 2x+2c < T y , the sequence (T y ) has a maximum at y, possibly with a smaller value of c. This proves the claim.
We apply the claim to the norm sequence (N x ) of v and the sequence (M y ) y∈Z/2mZ with M y = 1 2 2v + ye for y ∈ Z/2mZ; here 2v means the image of v under the Z-linear map (Z/mZ) r → (Z/2mZ) r that in every coordinate maps z to 2z, for all z ∈ Z/mZ. Note that the norms (M y ) are evaluated modulo 2m, whereas the (N x ) are evaluated modulo m. Clearly, we have N x = M 2x for all x ∈ Z/mZ, so the claim applies. By the first part, the sequence (M y ) has at most 2s extremal values; consequently, the same holds for the norm sequence (N x ) of v, and the Lemma is proved.
We are now in a position to prove the upper bounds from Theorem 2.6 in the case where r ≤ m and r is odd. Now it is easy to see that if a sequence of integers is squeezed between bounds B from above and A from below and cannot repeat itself, it must have an extremal value at least every B − A elements. Therefore, the number of extremal values times the "band width" B − A provides an upper bound on the length of such a sequence. (With a finite sequence, there are some caveats at the end points, but our sequences are periodic, and hence do not have end points.)
We find therefore (2r)
It turns out that the inequalities for the two cases are equivalent. The result follows easily.
Note that the argument could be adapted to yield an upper bound also in the cases where r > m. However, the resulting bound v ≤
Constructions
After having shown that the values taken by the norm bound function h(m, r) are upper bounds for the norms of admissible vectors, we will now proceed to construct admissible vectors for all m and r, the norm of which actually attains these values. As in the last section, we write · for the function · 2 , as defined in Section 2.
Even dimension
The case where the dimension r is even, is relatively easy. In this case, a useful building block for admissible vectors of high norm is the optimal pair. To achieve flexibility in constructions, we do not require that an optimal pair be itself admissible.
Definition 5.1 An optimal pair is a vector v of length 2 such that for some x ∈ Z/mZ, the vector v + xe is admissible of maximal norm. Proof. For all x ∈ Z/mZ, we have (y, y + 
2 ) be an optimal pair for m, and let (N x (v)) x∈Z/mZ be its norm sequence. From Lemma 4.7, it is easy to see that we have
We will call these two subsets of Z/mZ the high and low regions of N x (v), respectively. We will determine r/2 optimal pairs such that their concatenation is admissible of maximal norm. For this, it is necessary to select the pairs in such a way that the high regions of their norm sequences are spread as evenly as possible over the total range x = 0, . . . , m − 1. By Proposition 4.3, we must have equality here, and the construction is finished.
Odd dimension, even modulus
We now proceed to the case of odd dimension, which is more complicated. We first assume that m is even, and that r < 2m. The construction of an admissible vector for such parameters is derived from the proof of Proposition 4.11; we try to choose the components of a vector v = (v 1 , . . . , v r ) such that its norm sequence (N x (v)) has always slope ±1 and has its extremal values spread as evenly as possible over the range x = 0, . . . , m − 1. As earlier, we write V = (Z/mZ) r , and for x ∈ Z/mZ, we writex for the representative of x in the set {0, . . . , m − 1} ⊆ Z. But by the alternating arrangement of the v i around m 2 , it is clear that after a component changes from increasing to decreasing at a certain x, we cannot have another component doing the same; we must first see a component changing from decreasing to increasing, possibly at the same x if the corresponding inequality in (5.6) is an equality. Thus, the balance between increasing and decreasing components is always either 1 or −1, and the assertion is clear.
We have shown earlier (Lemma 4.10) that the norm sequence of any vector v in V has at most 2s extremal values, where s is the number of distinct components of v. Now assume v is balanced. Then in fact, an extremal value will occur whenever the balance between the numbers of increasing and decreasing components of v changes. For this, we look at the extremal values of the composing sequences. If i is odd, then 0 ≤v i < The next Lemma shows that there are several equivalent options for the formulation of the norm bound function in (2.4), when m is even and r odd, and r is not too far away from m. In fact, comparable formulae can be given in case m is odd also, but we omit these as they are not needed in the sequel. The proof is left to the reader. An easy but useful corollary of Lemma 5.9, proved using telescoping sums, is that
(5.15)
Let us write C for the difference If R = 0, the solution is easy, as we simply put
By Lemma 5.12, we have C = Q in this case, so that (5.14) is satisfied. If R = 0, we put m i+1 − m i = (−1) i (Q + 1) for i = 0 and i = r − R + 1, . . . , r − 1;
If R is then odd, this implies that m i = m 0 + 1 for all even i with 2 ≤ i ≤ r − R, and m i = m 0 for the other even i; furthermore, by Lemma 5.12 we have C = Q + 1, and in fact m r = m 0 + C, as the number of i with |m i+1 − m i | = Q, which is r − R, is even. If R is even and positive, we have m i = m 0 + 1 for all even i ≥ 2. In this case, by Lemma 5.12 we have C = Q + 2, and in fact we get m r = m 0 + Q + 2, as the number of steps of size Q is then odd. It follows that the integer programming problem defining the v i always has a solution, so that the existence of the required vector is proved.
Odd dimension, odd modulus
We continue to assume that r is odd. We will now reduce the case of odd modulus m to the even case, using division by 2; this seems to be the easiest way of extending the argument used in the proof of Proposition 5.13. For r ≤ m, we achieve this reduction in Corollary 5.20 below. The case r > m will be dealt with in Section 5.4.
The group homomorphism Z/mZ → Z/2mZ sending 1 to 2 induces a linear map µ 2 : (Z/mZ) r → (Z/2mZ) r that multiplies all components by 2. The image of µ 2 consists of those vectors in (Z/2mZ) r that have all their components even; we will call these even vectors. The map µ 2 has an inverse on the set of even vectors that we shall call division by 2 and denote by v → v/2.
Note that µ 2 (v) , as evaluated in (Z/2mZ) r , is equal to 2 v , when evaluated in (Z/mZ) r , so that the Lee norm is multiplied by 2 under the map µ 2 ; likewise, division by 2 halves the norm.
Lemma 5.16 If v ∈ (Z/2mZ)
r is even and admissible, then v/2 ∈ (Z/mZ) r is also admissible.
Proof. We have v ≤ v + x · e for all x ∈ Z/2mZ; in particular, this holds for all even x ∈ Z/2mZ, and so v/2 ≤ v/2 + x · e for all x ∈ Z/mZ.
Recall that h(m, r), as defined in (2.4), gives the maximal norm of an admissible vector of length r and modulus m. if R is nonzero and even;
The first term is even, so the parity of h(m, r) equals the parity of the second term.
Proposition 5.18 Let m be congruent to 2 modulo 4, and assume r ≤ m/2 and r odd. Then there exists in V an even admissible vector of norm 2h(m/2, r).
Proof. We will use the method developed in the proof of Proposition 5.13 to construct a balanced admissible even vector v satisfying the requirements. As above, we consider the components v i of v as the variables of an integer programming problem, which is here given by the constraints (5.6), together with the following adaption of (5.14): for i = 0, . . . , r, and the additional constraint that all the v i must be even. Of course, as we fix v 1 = 0 and as m/2 is odd, this is equivalent to all the differences
2 ) being odd, and this again to the differences m i+1 − m i being odd for all i -cf. Lemma 5.9.
Write C ′ for the difference m r − m 0 = mr 2 − 4h(m/2, r), and let C be as in Lemma 5.12. By Lemma 5.17, we see that (5.14) is equivalent to (5.19), and we have C ′ = C, whenever h(m, r) is even; if h(m, r) is odd, this means that an even vector of norm h(m, r) does not exist, and we have to weaken (5.14), taking C ′ = C + 2. As before, let Q and R be integers satisfying m 2 = Qr + R, with 0 ≤ R < r.
We now have the same three cases, depending on whether R is zero, odd, or nonzero and even. Again, we recall that we may not put m 1 − m 0 = 0.
First, suppose R = 0. As C = C ′ in this case, we have the same constraints as in the proof of Proposition 5.13. There, we gave |m i+1 − m i | the value Q for all i. But Q is odd, which means that we automatically obtain an even vector, and we are done. Now suppose R is odd. We must distinguish two subcases. Thus, first suppose that R and r are congruent modulo 4. It then follows by Lemma 5.17 that C ′ = C = Q + 1. We cannot give |m i+1 − m i | the value Q now, as we did previously, since Q is even. Instead, we take and m i = m 0 + 2 for larger even i. If R is odd, but not congruent to r modulo 4, we find by Lemma 5.17 that h(m, r) is odd, and we have to take C ′ = C + 2 = Q + 3. The assignment of values will be
Finally, suppose R is nonzero and even. Again we find two subcases. Assume R ≡ 2 (mod 4); then by Lemma 5.17 we find C ′ = C = Q + 2. As we cannot assign the even value of Q + 1, we take the assignment of values to be
The last case is where R is nonzero and R ≡ 0 (mod 4). By Lemma 5.17, we see that h(m, r) is odd and we must allow C ′ = C + 2 = Q + 4 in (5.19) in order for an even vector to exist. Here, one can assign values of
In all the preceding cases, one checks easily that (5.19) is satisfied; the checks are the easier as we have chosen values for the m i such that m i = m 0 for all even i, except when R ≡ r (mod 4). Proof. Let v be an admissible even vector in (Z/2mZ) r of norm 2h(m, r), as provided by the Proposition; then v/2 is the desired vector in V .
Large, odd dimension
We just proved the norm bounds of Theorem 2.6 sharp for r odd and at most equal to 2m (for m even) or at most equal to m (for m odd). The last step of the proof of the Theorem is to reduce the case of arbitrarily large odd dimension to one of these cases, or to a case of even r. For this, we use the fact that admissible vectors of maximal norm are particularly easy to construct when the dimension r is divisible by the modulus m. Proof. Let v = (0, 1, . . . , m − 1); adding e = (1, 1, . . . , 1) to the vector only permutes the coordinates, so it is clearly admissible. Its norm is given by Lemma 4.1. settle the cases m and r both even, m even and r odd, and m odd, respectively.
Proposition 5.23 Let m be given. If the norm bounds given in Theorem 2.6 are sharp for r with 1 ≤ r ≤ 2m − 1, then they are sharp for all r.
If the norm bounds are sharp for m odd and r even with r ≤ m, then they are also sharp for r odd with m < r ≤ 2m − 1.
Proof. Suppose we have m and r with r ≥ 2m; write r = Qm + R with integers Q, R satisfying m ≤ R < 2m. An admissible vector of maximal norm of length r is constructed by concatenating such a vector of length R with Q copies of (0, 1, . . . , m − 1), by Lemma 5.22.
As to the second statement, let m and r be odd with m < r ≤ 2m − 1, and let v be an admissible vector of length r − m and maximal norm. Then by the last statement of Lemma 5.22, the concatenation of v with (0, 1, . . . , m − 1) is admissible of length r and maximal norm.
6 Proof of Theorems 2.6, 1.2, and 1.3
Proof of Theorem 2.6. Write V = (Z/mZ) r , as before, and let · denote the norm · 2 , as defined in Section 2. We must prove that for all m and r, admissible vectors of norm h(m, r) exist in V , and that admissible vectors cannot have higher norms.
The fact that h(m, r) forms an upper bound for the norm of an admissible vector is proved in Propositions 4.3, for the cases where r ≥ m or r is even, and 4.11 for the cases where r is odd and r ≤ m. In fact, if r ≤ m and m and r both odd, it is clear that The question whether the norm bound h(m, r) is sharp was settled in Section 5, in several cases, as follows.
For r even, concrete vectors attaining the norm bound are given by Proposition 5.4.
Assume r is odd. By Proposition 5.23, we may reduce to a case with r < 2m, where the new r can have either parity. Now if r is even, we use Proposition 5.4 to conclude the argument. If r is odd and m is even, we use Proposition 5.13. If both m and r are odd and m < r < 2m, we use the second statement of Proposition 5.23 to conclude: the norm bound is sharp for modulus m and even dimension r − m by Proposition 5.4, and hence it is sharp for modulus m and odd dimension r. If, finally, both m and r are odd and r ≤ m, we conclude using Corollary 5.20.
We can now prove Theorems 1.2 and 1.3.
Proof of Theorem 1.2. Note that the nonzero (p r−1 −1)/rth powers in F p r−1 are exactly the rth roots of unity. Now let ξ be a primitive rth root of unity in F p r−1 . Since p is a primitive root modulo r, the field F p r−1 is generated by ξ, i. e. {1, ξ, . . . , ξ r−2 } is a basis of F p r−1 over F p . Since
is the sole relation between the ξ i , we can consider F p r−1 as the F p -module V , as above, with the generators 1, ξ, . . . , ξ r−1 , and an expression (1.1) of an element a as sum of powers with as few terms as possible corresponds to an admissible coordinate vector for a as an element of V . Thus, as gcd(p, r) = 1, the result follows by Theorem 2.5.
Proof of Theorem 1.3. The nonzero (p r−1 − 1)/(2r)th powers in F p r−1 are exactly the (2r)th roots of unity in F p r−1 , and again F p r−1 is generated by a primitive rth root of unity. We consider the same module V as in the proof of 
