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The empirical investigation of design cognition is one of the most important agendas 
in design research. It builds the foundation of elucidating the nature of designerly 
thinking and constructing general design theories, and bears implications for 
education and practice in design, as well as applying design thinking in other domains 
and disciplines. This thesis studies the cognitive processes behind the product 
conceptual design activities of final-year undergraduate students between two design 
disciplines of industrial design (ID) and mechanical engineering design (ME) at the 
National University of Singapore (NUS). It uses a 3×2 mixed-model factorial design 
to examine the potential effects of design discipline and task on the design cognition 
manifested by small design teams. The between-subjects factor, a design team’s 
disciplinary background, has 3 levels, i.e., ID teams, ME teams and the Mixed teams 
consisting of both ID and ME students. Each design team was asked to undertake two 
product conceptual design tasks with different classes of design requirements, i.e., a 
design for the existing market and a visionary task for the future market. 
The observations of the design experiment were examined by a set of triangulated 
research methods (mixed with qualitative, quantitative and primarily quantified 
qualitative means). The data analysis comprised of a descriptive study using ad hoc 
coding schemes and an ontologically-based protocol study using a principled coding 
scheme.  
The identified inter-disciplinary differences and inter-task differences suggest that 
design cognition should be influenced by the differences between design disciplines 
as well as between the types of design task. The former factor seems to have a great 
impact. ID students demonstrated a problem-focused approach, concerned more with 
the purpose of designs being produced. ME students tended to be more solution-
focused. 
The preference of problem/solution-focused approach seems to be a learned behavior. 
The correlation between design cognition, a design team’s disciplinary background 
and the nature of design tasks identified in this thesis should contribute to the 
understanding of designerly thinking during conceptual design activity, as well as 
vi 
 
shedding light on design education. The mixed methods have also demonstrated as a 
viable approach for design protocol studies. However, due to the exploratory nature, 
this study used a relatively small sample size to increase the research scope. Future 
studies with a larger sample size are required to provide more robust insights in the 
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 Introduction Chapter 1.
The cognitive process behind design activities is one of the most important agendas in 
design research (Cross, 2011a; Cross, Dorst, & Roozenburg, 1992; Gero, 2010b; 
Oxman, 1995). Faced with the growing complexity of contemporary design, the 
mysterious “black box” theory, which describes designing as sudden inspirations 
(Jones, 1970), is not sufficient to educate young designers, to guide design practices 
or to assist the development of new design tools and methods. Elucidating the 
thinking processes that are manifested by designers when they are tackling design 
problems out of the “black box” (ibid) thus becomes essential in understanding the 
nature of designing. Many research attempts on this subject have been made during 
the past four decades (e.g., Cross, 2008a; Lawson, 2004b, 2006; P. G. Rowe, 1987), 
yet little is known about the cognition of how designers think and work during the 
actual designing processes.  
Research into designerly thinking or design cognition covers a broad spectrum of 
research issues (Cross, 1996, 2011a; McDonnell & Lloyd, 2009b). This thesis is 
particularly interested in the cognitive processes behind the conceptual design 
activity, which is considered as one of the most crucial parts of designing.  
This chapter commences with an introduction of the main research area, namely 
product conceptual design. It then establishes the research scope by four orthogonal 
variables, and follows by a description of the research aim and objectives. Finally it 
provides an overview of research approach and the structure of this thesis.  
1.1. Conceptual Design 
Conceptual design is essentially a creation process, which can be colloquially defined 
as the generation or formulation of new design ideas. It typically occurs in the initial 
“conceptualization” stage of a designing process, when designers try to understand 
design situations and set goals to be implemented in subsequent phases (Cross, 2008b; 
Pahl, Beitz, Feldhusen, & Grote, 2007). The outcome of this activity is design 
concepts which define the fundamental characteristics of the intended design solution 
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rather than provide detailed descriptions for implementation and production. In other 
words, the key features of the designed outcome distinguished from other competitive 
products are mostly determined in this crucial stage, such as a product’s primary 
functions and the interactions with target users and contexts (Benami, 2002; French, 
1999; Keinonen & Takala, 2006; Kroll, Condoor, & Jansson, 2001; Ulrich & 
Eppinger, 2011).  
Conceptual design is usually considered as a result of initial processes of new product 
development (NPD). The early NPD activities were traditionally termed as “meta-
design”, “planning”, “meta-planning”, “projection” or “pre-design research” (Hillier, 
Musgrove, & O'Sullivan, 1984; Owen, 1998b; Peng, 1993), which attempt to 
formulate or clarify design problems and establish project resources. In the uncertain 
and fast-changing contemporary business environment, the up-front NPD activities 
become experimental and unstructured/“fuzzy” (Koen et al., 2001), and are often 
interwoven with aspects of idea generation and concept development (Reid & De 
Brentani, 2004). Conceptual design thus plays an important role within the “fuzzy 
front end” of the NPD process (Ramesh & Sai, 2011), or even the products being 
launched can be considered as concepts in a long-term NPD (Tuulenmäki, 2006). For 
the latter case, conceptual design could be employed as a strategic tool to explore the 
possibilities of a new technology or a radically different market (Karjalainen, 2006; 
Keinonen, 2006), or as a medium to advertise a company’s creative capability and 
communicate its brand and future strategy (Sääskilahti & Takala, 2006).  
 Conceptual Design and Design Expertise 1.1.1.
Conceptual design encompasses many aspects of higher levels of human cognitive 
abilities or intelligence (Cross, 2001a; Cross, Christiaans, & Dorst, 1996). These 
abilities and expertise are manifested in the course of the cognitive processes during 
designing (Cross, 2004, 2011b). Designing (including conceptual design) is 
commonly described as a goal-oriented problem solving process, but not a typical one 
(e.g., Dorst, 1997; Jonassen, 2000; Liikkanen & Perttula, 2009; Simon, 1996). The 
traditional problem-solving model presupposes that there is an existing problem 
waiting to be solved. The problem-solving view of designing starts with a design brief 
that clearly defines the problems, need statements and accompanying backgrounds 
(Design Council, 2010a, 2010b).  
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From another perspective, designing has long been recognized as an activity dealing 
with ill-defined or “wicked” problems (Buchanan, 1992; Rittel & Webber, 1984; 
Simon, 1973). The problem statements described in a design brief are often 
incomplete and undetermined (Dorst, 2003a; Lawson & Dorst, 2009). The 
incompleteness of design problems and the fast-changing contemporary world thus 
demands designers to be able to take action or at least be involved before a clearly 
stated design brief/specification is identified (Wormald, 2010). Several studies 
addressed the designers’ role in briefing, stating that they should be as active 
contributors rather than as passive receivers (Al Hassan, 2005; Ryd, 2004).  
The traditional problem-solving process itself does not create a new goal, nor 
accommodate the shifts of design objectives or interests (which are common in the 
designing process). As a result, the conceptual design process focusing on problem 
solving may be inadequate due to inappropriate problem statements. Conceptual 
design activities thus require, perhaps with greater priority, the abilities like “problem 
finding” (Runco, 1994b), “problem structuring” (Restrepo & Christiaans, 2004a, 
2004b), “framing/re-framing” (Dorst, 2010; Paton & Dorst, 2010; Schön, 1991), or 
“problematization” (Harfield, 2007) to proactively formulate or construct an 
appropriate/workable design problem before and in tandem with the conceptual 
design development.  
 Conceptual Design in the Context of Education 1.1.2.
Conceptual design is considered to mainly deal with high-level design processes, 
demanding a large spectrum of design expertise and requiring information processing 
from diverse sources in order to define the design requirements, constraints and 
evaluation criteria pertinent to accomplishing design goals (Christiaans & Restrepo, 
2001; Newstetter, Eastman, & McCracken, 2001). The abstract nature of conceptual 
design makes it less bounded to specific domain knowledge than other stages of 
designing (such as embodiment design or design detailing) and requires designers to 
be more concentrated on the essential problems of design situations. Conceptual 
design thus could serve as an appropriate vehicle for design education.  
Design education usually emphasizes the hands-on and experimenting approach, such 
as studio-based teaching (Green & Bonollo, 2003; Oxman, 1999, 2001). Conceptual 
design exercises usually play an important role in the design studio class or other 
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forms of practice-focused teaching modules (Clune, 2009). A generic designing 
process (structured or semi-structured) and related knowledge and skills are taught 
and practiced through a series of guided conceptual design exercises, usually shifting 
from simple to complex situations. Students are expected to develop a repertoire of 
design methods/approaches, and gradually gain their independence through these 
guided exercises/projects. Consequently, their abilities for designing should be 
progressively developed from initially following the taught approaches and then 
moving to a situation-based and/or strategy-based modes of thinking (Lawson & 
Dorst, 2009). In latter one, students should demonstrate how to appreciate the 
uniqueness of a specific problem and adjust their design process accordingly (Schön, 
1991).  
1.2. Motivation & Scope of the Research 
Given the utmost importance of conceptual design, an in-depth investigation of the 
cognitive processes behind conceptual design activities can help to develop 
understanding of how designers think and work as well as revealing the nature of 
designing. The literature of design cognition or designerly thinking has shed some 
light on unitary patterns of cognitive processes that claimed to underlie many design 
domains (cf. reviews in Section 2.3.1). Yet relatively little is known about the 
variations of designerly thinking. Therefore, this thesis aims to explore the potential 
factors that may influence the cognitive processes behind conceptual design.  
Designing is a complex human activity that encompasses a series of complex 
interactions between many factors or variables. Controlling some of those variables 
thus becomes necessary to provide a meaningful dataset to work with. This thesis 
focuses on the cognitive processes of final-year undergraduate design students behind 
product conceptual design activities, through systematically examining the effects of 
two possible factors, namely designers’ disciplinary background and the type of 
design tasks (cf. Section 2.3.2). In particular, there are four orthogonal variables to 
define the scope of this research:  
1. The design domain for investigation, i.e. product design. Two related design 
disciplines are selected, i.e. Industrial Design (ID) and Engineering Design in 
particular Mechanical Engineering Design (ME), which are considered to 
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respectively represent the synthetic- and analytic-oriented aspects of product 
design (Owen, 1998a, 2006).  
2. Participants. Final-year undergraduate students are chosen as the experiment 
participants. They have no less than three-year experience on design projects/ 
exercises. According to Dorst’s (2008) design expertise model, these senior 
design students can be placed somewhere between the levels of the advanced 
beginner and competent designer.  
There are several advantages in observing professional or exceptional 
designers to elucidate the nature of design cognition or designerly thinking. 
However, the varied degrees of expertise, experience and educational 
backgrounds may hinder the direct comparisons between different cases and 
make it difficult to determine which factor contributes to the variations of the 
design cognition. Senior students from the same batch of a design curriculum 
provide a certain degree of uniformity that facilitates the experimental 
approach of investigation.  
3. The stage in the designing process. This thesis is concerned with the initial 
“conceptualization” phase, whereas the detailing and implementation stages 
are not included. As mentioned earlier, this stage intensively reflects the 
essential characteristics of designing. It is therefore worthwhile to examine it 
systematically.  
4. The type of design tasks given to the participants. Designers may employ 
different strategies in response to different classes of design requirements. 
This thesis compares a task targeting the existing market with a visionary 
design task for the future market. 
1.3. Aims and Objectives 
This thesis presents an explorative study with an aim to compare senior ID and ME 
students’ cognitive processes while performing different product conceptual designs. 
It examines the influence of designers’ disciplinary background and the class of 
design requirements on the thinking processes manifested by participants during 
conceptual design tasks. The specific objectives are: 
 To elucidate the overall patterns or styles of the cognitive process behind 
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product conceptual design activities, and to compare them with existing 
generic design models in literature; 
 To investigate the likely roles of designers’ disciplinary background playing, 
e.g., whether ID students design in a different way from ME students, and 
whether multidisciplinary teams design differently from the teams consisting 
of members from the same discipline;  
 To examine the possible effects of the type of design task, whether the class of 
task requirement influences on the cognitive processes behind conceptual 
design; and 
 To explore the relationship between disciplinary and task-based factors if these 
two factors are both identified to have influence on design cognition, e.g., 
comparison of their effect strengths and whether there is an interaction effect 
between them. 
Results of this research can extend the understanding of designerly thinking behind 
conceptual design activity, in particular variations of design cognition. The identified 
influential factors may have implications on developing new theories, tools and 
methods to improve conceptual design. This research should also contribute to design 
education. The final-year undergraduate students have almost received the full 
package of university-level training. The comparisons between educational objectives 
and what students actually learnt and how they demonstrated their design abilities can 
shed some light and refine the current design curricula. 
There is an additional objective related to methodological concerns. The research 
methods demonstrated in this research should be transferable to other empirical 
studies, and extend the repertoire of research methods in experiment-based design 
studies.  
1.4. Approach 
This research falls into the category of research into design, which takes design 
activity as a “subject” of inquiry and aims to understand the nature of designing 
(Archer, 1995; Downton, 2003; Findeli, 1998, 1999; Frayling, 1993; Wolfgang Jonas, 
2007; Newbury, 1996a, 1996b). In particular, the research subject in this study is 
design cognition behind product conceptual design activities.  
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An experiment-based protocol analysis was adopted as the main investigation 
approach. The cognitive stand, namely information processing viewpoint, was 
referred; but this research is not intended to yield a computational or partially 
computational model of product conceptual designing. Rather, this study was 
undertaken as a qualitative exploration of design cognition. The categorical coding 
that is mostly adopted in behavioral studies was employed to seek qualitative patterns 
in design thinking processes. 
The empirical observations are directly influenced by variables of the study setting or 
environment. The main data collection means, a design experiment, employed a 3×2 
factorial design. In light of exploratory nature of this study, a minimized sample size 
in each experimental category was made to increase the number of variables 
investigated. This should not be viewed as a limitation, but rather an opportunity to 
explore the relationships between a few of variables that could have possibly 
interacted with each other. The results of this research, though tentative, could lay a 
basis for further more robust studies.  
To some extents, design is one of the most complex human activities and it is hardly 
decomposable into absolute independent variables. To increase the validity of this 
study, the case study method (Yin, 2003, 2009) was applied as a supplementary 
method to acknowledge the uniqueness of the individual design sessions and 
accommodate interesting findings which were not shared by all cases in an 
experimental group. Therefore, the overall methodology for data analysis was in fact a 
combination of qualitative and quantitative means, though primarily qualitative in 
nature. The description of detailed research methods will be presented in Chapter 3.  
1.5. Thesis Outline 
The overall structure of this study is illustrated in Figure 1-1. It consists of 5 major 
operational stages, including background study, data collection, two-stage analyses of 
collected data, and result triangulation and discussions. The organization of this thesis 
generally follows the sequence of these major stages. The subsequent chapters are 
described as follows: 
Chapter 2 presents the background study. It provides both a theoretical and a 
methodological review of literature related to design thinking and cognition. Design 
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protocol analysis was identified as a robust research methodology addressed the topic 
of design cognition.  
Chapter 3 contains a synopsis of the methodological approach, experimental design 




Chapter 4 demonstrates the results of descriptive analyses. It includes participants’ 
perception on designerly thinking (derived from self-reported questionnaire and 
interviews), graphic representations of design outcomes, and qualitative examinations 
(aided by a data-driven coding scheme) of the observed design activities, as well as 
the intermediary sketches (as indicators of information raised in the short-term 
working memory or STM) produced during designing process.  
Chapters 5 and 6 describe a series of finer-grained theory-driven protocol analyses 
from a microscopic viewpoint. The Function-Behavior-Structure (FBS) ontology is 
adopted as a theoretical framework. By applying a FBS-based coding scheme, the 
observations of design activities can be decomposed into micro segments that contain 
9 
 
only one cognitive issue per segment. In view of the FBS ontology, the transitions 
between design issues are defined as syntactic design processes. Chapter 5 presents 
the aggregated results on the basis of frequency distributions of design issues and 
syntactic design processes. The dynamic nature of design cognition is further explored 
in Chapter 6.  
Chapter 7 switches back to macroscopic analyses and discussions, investigating the 
overall designing styles of and the potential causes to the identified inter-disciplinary 
and inter-task differences.  
Chapter 8 concludes the study with a summary of key findings, contributions and 








 Literature Review Chapter 2.
This chapter reviews the literature in the fields influencing this thesis. The review is 
organized into three parts. The first part (Sections 2.2 & 2.3) describes the theoretical 
context in which the present research is located. The second part (Section 2.4) 
presents a methodological review of the protocol analysis approach, which is adopted 
by the majority of the relevant studies. The third part (section 2.5) focuses on the 
Function-Behavior-Structure (FBS) ontology, which serves as the theoretical 
framework guiding the ontologically-based protocol analysis applied in this study.   
2.1. Overview of Literature Review 
The review of the literature was continuously undertaken throughout this study to 
maintain up-to-date and comprehensive knowledge in the relevant fields. The purpose 
or focus of the review may shift during the different stages of research (Hart, 1998). 
As described earlier, this study comprises of 5 main stages (cf. Figure 1-1). Literature 
review was undertaken in all these stages except the Stage 2 of data collection. Table 
2-1 summarizes the foci of the review in the different research stages. Two types of 
review were distinguished in this study, i.e., one on theoretical issues pertinent to 
research background and problems, and the other on methodological issues to support 
the approach or methods applied in this study.  
This chapter presents the contents highlighted by light hatching in Table 2-1. It 
includes the reviews in the background studies, aiming to frame the research topic and 
design an overall research plan. Stage 1 is review-based, exploring both theoretical 
and methodological issues of the study. The theoretical review first clarified different 
types of concepts addressing “design thinking”. This study is about the empirical 
investigation of the cognitive processes behind designing. A systematic review was 
undertaken to understand the new studies relevant to the focused areas. The research 
methodologies employed by these studies were critically reviewed. This formed the 




Stage of Research* Theoretical Review Methodological Review 
Stage 1. Background Study 
(framing the research topic & 
designing the experiment) 
 Design thinking 
 Designerly thinking as an 
unitary pattern underlying all 
mental processes of designing 
 Variations of designerly 
thinking 
 Methodologies in design 
research, in particular 
empirical studies 
 Protocol analysis as a design 
research approach 
Stages 3~4. Two Stages of 
Data Analyses (analyzing the 
experiment 
 The FBS ontology as the 
framework guiding theory-
driven data analysis  
 The FBS-based coding scheme 
 The specific measurements, 
analysis methods and/or 
techniques 
Stage 5. Result Comparison 
& Triangulation (interpreting 
the results of experiment) 
 Key results of relevant studies 
 Literature pertinent to the 
results identified by the 
present research 
Not Applicable  
* The stage number refers to Figure 1‐1, the overall research structure. 
 
Two-stage data analyses of this study respectively employed two main approaches of 
data analysis identified from relevant publications, i.e., a data-driven approach (i.e., 
search emerging patterns among the collected data) and a theory-driven approach (i.e., 
impose a theoretical framework on data before analysis). The operationalization of the 
latter approach adopted a well-structured ontologically-based protocol analysis 
methodology. This includes a theoretical framework, a principled coding scheme and 
a set of specific methods (Gero, Kan, & Pourmohamadi, 2011; Pourmohamadi & 
Gero, 2011). The foundation of this theoretical framework and its applications were 
also systematically reviewed (see Section 2.5).  
The other reviews in data-analysis stages were mainly concerned with specific 
methods/techniques to measure and/or analyze experiment records. Results were 
collated with the description of research methods (see Sections 3.3 & 3.4).  
When interpreting the analyzed results of this study, additional theoretical frameworks 
may be referenced to account for key findings of this study. The major achievements 
of previous studies were reviewed with the purpose of connecting this study to the 
broader research context.  
2.2. Clarification of Design Thinking 
The cognitive process of designing is typically described by the buzzword “design 
thinking”. Though this term has been widely recognized as one of the  important 
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issues in design research and practice, as well as many other fields beyond design 
domains, it in fact encompasses a diversity of meanings with under-elaborated 
boundaries (Adams, Daly, Mann, & Dall'Alba, 2010; Kimbell, 2009).  
The pluralism of “design thinking” has been discussed in a recent Design Thinking 
Research Symposium (DRTS) (Dorst, Stewart, Staudinger, Paton, & Dong, 2010). On 
one hand, this could be an indicator of the progress or success of relevant studies. On 
the other hand, it may also be interpreted as a warning sign of diluting its core 
meaning and becoming a “common-place” concept (Badke-Schaub, Roozenburg, & 
Cardoso, 2010; Cross, 2010). A clarification or re-interpretation of this concept is thus 
required.  
In general, the term “design thinking” may refer to one of the followings:  
1. The phenomenon: the specific cognitive or mental processes of designers 
during designing;  
2. The understanding: a style of thinking and knowing, or a form of human 
intelligence that distinguishes design from non-design activities; and 
3. The application: a structured innovation methodology or toolkit for 
innovation.  
 Design Thinking as Subject of Empirical Studies 2.2.1.
Within the design research community, “design thinking” often refers to the mental or 
cognitive processes that are manifested by designers when they are undertaking 
design activities (Akin, 1992; Lawson, 2006). This concept was promoted by a series 
of DRTS Symposia (Cross, 1996; Cross, et al., 1992; Goldschmidt, 2000; McDonnell 
& Lloyd, 2009b).  
As a phenomenon, it serves as the research subject of empirical design studies. When 
the design community understood the failure of the first-generation of design methods 
in the late 1960s, some researchers shifted their focus from predominantly 
prescriptive or normative studies into empirical observations of what and how 
designers actually do with their “normal, conventional design procedures” (Cross, 
1984).  
Amongst the pioneer works of empirical studies, several research attempts were made 
to model design activity as an information-processing process and drew research 
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methods from psychology and cognitive sciences. A formal method of “think-aloud 
protocol” was one of the methods introduced to descriptive investigations on the 
nature of the designing processes (Akin, 1978, 1984; Eastman, 1969, 1970; Newell, 
1966; Newell & Simon, 1972; Simon, 1973). Those authors decomposed the 
“intuitive design” processes (as an opposite to prescribed systematic procedures) into 
mental operations, and examined relationships between them.  
The abovementioned studies had a strong methodological influence on later 
observational design studies. Protocol analysis has been recognized as one of the 
dominant paradigms in design research (Oxman, 1996) or “the most likely method 
(perhaps the only method) to bring out into the open the somewhat mysterious 
cognitive abilities of designers” (Cross, et al., 1996).  
 Design Thinking as a Theory Characterizing Cognitive 2.2.2.
Processes 
Protocol analysis has long been considered as a method for developing micro-theories 
on which a more generalized theory can be grounded (Newell, 1966). Many cognitive 
models have been proposed on the basis of design protocol studies. To name a few, 
there are a “framing (seeing)-moving-reframing” model that accounts for reflective 
conversations in designing (Paton & Dorst, 2010; Schön, 1992), a general descriptive 
model that represent the strategies of exceptional designers (Cross, 2003), an 
expertise model describing generic industrial design processes (Kruger, 1999; Kruger 
& Cross, 2006), a two-process theory of collaborative design that encompasses 
“natural” and systematic processes of designing (Badke-Schaub, Lauche, Neumann, 
& Ahmed, 2009; Badke-Schaub & Stempfle, 2003; Stempfle & Badke-Schaub, 2002), 
and many others. In addition to cognitive models, the empirical studies have identified 
abundant facts on the cognitive processes of designing, such as the characteristics of 
particular design sessions, the specific differences between novice and expert 
designers (e.g., Atman, Cardella, Turns, & Adams, 2005; Kavakli & Gero, 2003).  
To forward design knowledge building, many theoretical endeavors have been made 
to generalize empirical findings which are grounded in specific situations to general 
theories reflecting the nature of designing (e.g., Cross, 1992, 2001a, 2011a). Hence, 
the second meaning of “design thinking” refers to the knowledge describing the 
mental processes of designers. In particular, it is a compositional concept, 
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representing the totality of cognitive activities of a designer. This meaning of “design 
thinking” is further discussed in Section 2.3.  
 Design Thinking as an Innovation Approach 2.2.3.
Designing is commonly viewed as one of the most creative human behaviors. Many 
research efforts attempt to translate the designer’s way of thinking as an approach or 
methodology that drives human-centric innovation. Oxman (1999, 2001, 2004), an 
advocator of educating designerly thinking, argued that design education should be 
framed within or derived from cognitive theories of learning and proposed a three-
pronged pedagogical framework (i.e. issue, concept and form). Some other empirical 
studies and theoretical frameworks summarized “design thinking” as ways of design 
activities, expertise, skills and abilities (Cross, 2011b; Dorst, et al., 2010; Lawson & 
Dorst, 2009).  
The implications of “design thinking” go beyond design practice and design 
education. The ideas of applying “design thinking” as a creative methodology have 
been widely discussed in non-design fields, such as management, administration, IT, 
general education and medicine (IDEO, 2011; Lockwood, 2010; Wong, 2009). IDEO, 
a leading design and innovation consultancy, has been active in promoting the idea of 
“design thinking” to the business audience (Brown, 2008; Brown & Katz, 2009; T. 
Kelley & Littman, 2004, 2005). They championed “design thinking” as a human-
centered innovation methodology that utilized a holistic and intuitive approach “to 
meet people’s needs in a technologically feasible and commercially viable way” 
(Brown, 2008). David Kelly claimed that ordinary people can “innovate routinely by 
having a (design thinking) methodology … (and it ) can applied to anything” (D. 
Kelley & Jana, 2009). The central argument of these advocators is “to think like a 
designer” (ibid.).  
A structured approach, including a combination of methods and/or procedures are 
often prescribed or recommended when implementing design thinking. Figure 2-1 
illustrates two typical examples of the structured innovation methodologies. These 
methods are mostly skill-based, selected from a repertoire of professional designers, 
such as brainstorming, quick prototyping, visual thinking, etc. They claim to aid in 
solving “wicked” problems or contribute to radical innovations. These arguments are 
often criticized due to  ambiguous definitions (Badke-Schaub, et al., 2010), lacks of 
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 Specifying the Term for this Research 2.2.4.
Owen (1998a, 2006) argued that knowledge, in both realms of theory and practice, is 
generated and accumulated through action, as shown in Figure 2-2. In the paradigm of 
theoretical inquiry (the left half of the figure), the knowledge is used to generate 
hypotheses or proposals to be examined or tested. In the paradigm of application (the 
right half of the figure), the knowledge is applied as principles to guide practice and 
the evaluation of works may in turn contribute to the knowledge base.  
Owen’s model (ibid) was used to illustrate relationships between the multiple 
meanings of “design thinking”. As shown in Figure 2-3, the paradigm of inquiry (the 
left panel) mainly refers to research into design thinking. The application paradigm 
includes two types of application, i.e., applications in traditional design domains, 
which guide design practice or educate novice designers (the lower right panel), and 
transfers of design methods into a general innovation approach that facilitates 



















































Figure 2-3 also demonstrates several forms of knowledge, including (1) the 
hypotheses that conjecture designers’ mental processes during designing, (2) the 
fragmented facts that are observed or measured on the basis of empirical studies, (3) 
the structured knowledge that generalizes individual facts, (4) design methods that 
supports design practice, (5) pedagogical approaches for design education, and (6) 
general innovation/management principles.  
This thesis is mainly concerned with the left cycle of Figure 2-3. It treats the cognitive 
processes behind conceptual designing as the research subject and aims to contribute 
to an objective understanding of design-specific cognitive paradigms. Some 
implications may be drawn with regard to design education.  
To avoid unnecessary confusion caused by the various meanings of design thinking, 
this thesis will use the term “designerly thinking” for the remaining part of 
manuscripts. The operational definition of “designerly thinking” is described as the 
specific mental processes that are manifested in design activities (research subject), as 
well as the knowledge about these cognitive activities (e.g., underlying principles or 
structures generalized from specific mental operations). It may be used 
interchangeably with phrases such like “design thinking process”, “cognitive/mental 
process of designing” and “design cognition” in this thesis.  
2.3. Research into Designerly Thinking 
Research into designerly thinking plays an essential role of articulating the nature of 
the designing process. These research attempts seek to elucidate fundamental aspects 
of designing and build the identity of design as a discipline (Cross, 2010). They 
usually lead to an argument of “designerly thinking as an unitary cognition” or the 
many aspects of designerly thinking across all design disciplines (Cross, 2011a). 
Alternative theories, though fewer in quantity, focus on variations within designerly 
thinking (e.g., Gero, Tham, & Lee, 1992; Kruger & Cross, 2006; Pahl, et al., 2007). 
There are also a few of endeavors that accommodate both similarities and differences 
among different design domains/disciplines (e.g., Visser, 2009).  
 Designerly Thinking as a Unitary Form 2.3.1.
The endeavors seeking the nature of designerly thinking usually address the subject 
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by the following two approaches: 
1. Highlighting the differences between design and non-design activities, and   
2. Generalizing commonalities among several design domain or disciplines.  
Early research works were mainly focused on the first approach, contrasting design 
from non-design activities. During the late 1970s and early 1980s, there was a “design 
education movement” undertaken by the Royal College of Art (RCA) UK, where the 
design community attempted to establish the “fundamentalness” of designing (Archer, 
Baynes, & Roberts, 1992, 2005). The ability to design was not only viewed as a 
privilege for professional designers, but also a “fundamental attribute of human 
beings” (Baynes & Roberts, 2005). Everyone can design, although their level of 
expertise varies. Archer (1979a, 1979b, 1980) thus championed a three-pronged 
framework of liberal arts or general education, composed of humanities, sciences and 
design. In this new educational framework, “design awareness” or “design 
intelligence” was defined as a form of literacy or mindset in the context of material 
culture, complementary to scientific and humanity thinking.  
Lawson (1979) presented an empirical comparison between designers’ and scientists’ 
problem-solving strategies. In light of a controlled experiment, he concluded that 
designerly thinking (demonstrated by a design profession, i.e. architecture) was 
mainly solution-focused whereas scientists were thinking by “analysis” (Lawson, 





Recent studies did not simply describe design and non-design activities as discrete 
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groups, but placed them together at a matrix defined by bipolar or multi-dimensional 
measures. Owen (1998a, 2006) mapped major disciplines onto a diagram defined by 
two dimensions of context (symbolic/real) and process (analytic/synthetic), as shown 
in Figure 2-4. Through this conceptual mapping, designerly thinking was identified to 
be highly synthetic-oriented and concerned with real world (physical or material). 
Owen’s study resonated with Lawson’s argument that designerly thinking and 
scientific thinking as two poles in terms of their ways of reasoning.  
The second approach of investigating designerly thinking is grounded in the studies 
into designing. Eastman (1969, 1970), for example, started to elucidate rationale or 
the reasoning processes underlying intuitive design. His studies showed that expert 
designers may rely on direct retrieval from past experience or memory when 
identifying design problems (ibid). In the monograph “Design Thinking”, Peter Rowe 
(1987) attempted to generalize an underlying structure of logic and decision-making 
processes common to all design activities on the basis of his previous architectural 
case studies (e.g., P. G. Rowe, 1982).  
Instead of generalizing case studies in one design discipline, Thomas and Carroll 
(1979) demonstrated another approach by drawing commonalities from different 
design domains. They identified that diverse forms of designing “appear[ed] to have 
much in common” (ibid). Reymen et al. (2006) undertook an interview study of three 
design disciplines (i.e., architectural, engineering and software design) and used 
cross-case analysis to extend Thomas and Carroll’s (1979) postulation into a domain-
independent descriptive design model.  
Some studies may integrate the comparison and generalization approaches, extending 
the comparison with non-design activities by introducing more than one design 
professions. Goel and his colleague (Goel, 1992, 1995; Goel & Pirolli, 1992) 
examined various types of problem solving activities, both for ill-structured problems 
(including architecture and mechanical engineering design) and well-structured 
problems. Their protocol analyses identified twelve invariant characteristics among 
design activities and those invariants were not observed in non-design tasks. Based on 
a similar rationale, Durling et al. (1996) surveyed 16 types of occupational groups 
using the Myers-Briggs Type Indicator (MBTI) scales. The results demonstrated that 
architects and product designers had a strong preference for intuition whereas non-
design groups were more relied on an evidence/fact-based way of working.  
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Some empirical studies addressed this topic by comparing specific variables that 
defined designing processes. For instance, a similar way of thinking and doing was 
observed between different working conditions, such as designing with or without 
sketching (Athavankar, 1997; Athavankar & Mukherjee, 2003; Bilda, 2006; Bilda & 
Gero, 2004, 2006), or using digital versus traditional design tools (H.-H. Tang, Lee, & 
Gero, 2011).  
More comprehensive studies were demonstrated by Cross, who provided a review of 
the forty years of studies in the fields of design research, including theoretical and 
empirical works (Cross, 1992, 2001a, 2001b, 2008a, 2010, 2011a). He summarized 
designerly thinking as a unique form of human intelligence associated with the 
abilities of resolving ill-defined problems, adopting intuition-led solution-focused 
strategies and abductive, productive or synthetic reasoning, co-evolving between 
problem and solution spaces, etc. He concluded that these design abilities had been 
demonstrated by most of design professionals in their designing process. 
In spite of the methodological difference, all the above studies led to a conclusion that 
a particular way of thinking may exist, namely the “designerly way of thinking” 
(Archer, 1979b, p. 18), which is manifested by various types of designers and can be 
characterized as thinking by intuition-led synthesis. However, the boundary between 
design and non-design activities has not been clearly delineated.  
 Variations of Designerly Thinking 2.3.2.
Despite studies on “generic design” (Goel, 1995) that claim there are fundamental 
similarities shared by all design disciplines, the designing process in fact encompasses 
a number of very different cognitive activities (Baynes & Roberts, 2005). Lawson 
(2006) claimed that designing refers to an extraordinarily broad spectrum of activities, 
with one extreme end relating to engineering and the other end relating to fine arts. 
How an artist works is apparently very different from an engineer’s way of working.  
To explore the overall cognitive patterns of designing, some authors attempted to 
compare different design disciplines or professions. Löwgren (1995) postulated that 
design strategies employed in engineering design and creative design may exhibit 
some contradicting patterns. Zimring and Craig (2001) argued that “design in 
different disciplines represents different types of problem solving”. Distinguishable 
process models of designing are identified to be respectively associated with 
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individual disciplines, which suggests different design activities may have different 
domain-specific approaches (Lloyd & Scott, 1994, 1995; McNeill, Gero, & Warren, 
1998; Roozenburg & Cross, 1991). However, these works were limited merely on the 
basis of author’s own perception or experience. These inter-disciplinary differences 
are subject to the validation or refutation by empirical evidences.   
Akin (2001, 2009) demonstrated two stronger cases exploring variants and invariants 
of design cognition. The earlier study was mainly concerned with problem 
decomposition strategies. By comparing two protocol studies between architecture 
(Akin, 1986) and electronics design (Ball, Maskill, & Ormerod, 1998), Akin (2001) 
postulated that architects applied ad hoc strategies to frame design problems and 
sought satisfactory solutions, while engineering designers employed a systematic 
strategy and pursued optimized solutions. Akin (2009) replicated this interdisciplinary 
comparison by applying a well-defined coding scheme to an architectural and an 
engineering meeting protocols. Though both studies attempted to build a theory of 
design variations on empirical studies, they were limited by the scale of the study (the 
sample sizes were small). In fact, the validity of Akin (2001) can be challenged by the 
counter-evidences reported in other empirical studies (e.g., Dorst & Cross, 2001; van 
der Lugt, 2001, 2002). The latter studies demonstrated that the idiosyncratic problem 
decomposition strategies, which Akin (2001, 2009) acclaimed exclusive to 
architectural design, are also commonly employed in the activities of other design 
professions. 
The role of design disciplines were examined by other aspects of designerly thinking. 
Purcell and Gero (1996), for instance, observed that engineering design students 
showed a fixation of reproducing characteristics of design precedents while the same 
fixation effect was rarely observed from industrial design students. Kokotovich and 
Purcell (2000) demonstrated that students of graphic design and product design were 
more sensitive to the stimuli that are typically used in their domains. 
Beside the disciplinary factor, empirical studies have discussed some other variables 
that define particular designing processes. Some examined the roles of design tasks or 
constraints in design requirements (e.g., Chusilp, 2005; Jin & Chusilp, 2006) or types 
of inspiration source (e.g., Cai & Do, 2007; Cai, Do, & Zimring, 2010; Goldschmidt 
& Smolkov, 2006), and more studies concerned with the levels of expertise (e.g., 
Adams, Turns, & Atman, 2003; Atman, et al., 2005; Chiu, 2003; Williams, Gero, Lee, 
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& Paretti, 2011).  
Although these studies have demonstrated an abundance of facts of specific 
differences, many of them were not undertaken with the purpose of systematically 
seeking variations of design cognition. The findings are also scattered in various 
publications in the form of fragmentary propositions rather than coherent statements. 
The fragmentary facts need to be compiled and be verified in further systematic 
empirical inquiries, in order to explain the virtues of designerly thinking.  
 The Formulation of Research Questions in Designerly 2.3.3.
Thinking 
Visser’s (2009) argument of “Design: one, but in different forms” may appropriately 
resolve the tensions between the abovementioned competing views, i.e., the 
uniformity and variations of designer thinking. It claims that there are both 
commonalities and differences between the design thinking processes in different 
situations (ibid). Gero also argued that design research investigates the specifics of 
design activities within a “regularity” transcending any individual or situation (Gero 
& Kannengiesser, 2004; Pourmohamadi & Gero, 2011). These two arguments loosely 
resonate with the progress in cognitive science. Simon (2001) argued the basic mental 
processes that underlined creative activities (including design) are basically identical 
with normal processes of daily thinking about all mundane matters. The differences 
are manifested by how people manipulate these mental processes.  
Designing has long been viewed as “a (particular) way of looking at a problem” 
(Thomas & Carroll, 1979, p. 5) and a designer as a self-organizing system that has 
controls on “finding shortcuts across the unknown territory” (Jones, 1970). However, 
literature shows insufficient understanding about the implementation of this “way of 
looking at a problem” in specific design situations, such as how the situation 
characteristics may influence the design thinking processes. Though some association 
between one of particular variables (i.e., discipline, design task or working condition) 
and variations of design cognition have been identified (see Section 2.3.2), many 
questions remain unsolved, such as whether the variables have the same degree of 




This thesis attempts to systematically explore the variations of designerly thinking; in 
particular, it will examine more than one variable of design situations, compare their 
strengths and explore whether a combination of variables will produce interaction 
effects (see Sections 1.2 & 1.3).  
The background of a designer’s discipline is one of the variables for investigation. 
Most existing studies concerned with this variable compared two disciplines with 
sensible differences, such as  architecture and engineering design (Akin, 2001, 2009), 
graphic and product designs (Kokotovich & Purcell, 2000). The comparisons between 
two highly similar or overlapping disciplines or professions were rarely undertaken, 
such as comparing architecture and interior design, or graphic and package designs. 
This thesis will narrow down its research scope to a very specific area of designing, 
i.e., product design. Industrial design and mechanical engineering design are 
considered to the relevant disciplines to design product and the boundary between 
them is still debated (e.g., PHD-DESIGN Digest, 2011).  
2.4. Protocol Analysis as a Methodology Studying 
Designerly Thinking 
Several versions of categorizing design research methodologies have been reported in 
literature (e.g., Craig, 2001; Cross, 1992, 2001a; Lawson, 2004b, 2006). Though the 
constituents differ, they all agree that protocol analysis is a well-accepted research 
approach for descriptive investigations of design. This section thus provides a review 
of methodological issues concerned with design protocol studies.  
 Protocol Analysis in General  2.4.1.
Protocol analysis is a formal observational research methods, developed by de Groot 
(1978)1, and Newell and Simon (Newell, 1966; Newell & Simon, 1972). The pioneer 
works were undertaken in fields of cognitive science and artificial intelligence (AI), 
attempting to elicit the mental processes of human problem solving activities and 
implement them in computational or semi-computational ways, such as the general 
problem-solver (GPS) (Newell & Simon, 1972).  




In protocol analysis, a protocol refers to “a record of the time path of behaviors2” 
(Newell, 1966, p. 146). The verbalizations, actions and other signifiers of 
intermediary thoughts are recorded when the problem-solving process unfolds. The 
chronological order of records or timing is viewed as an important aspect of this 
method, protocol analysis is thus often considered as a form of exploratory sequential 
data analysis (ESDA) (Sanderson & Fisher, 1994a, 1994b).  
Protocol data could be in the forms of verbalization, physical actions and some others 
(Hayes, 1989). Most existing protocol analyses however only deal with verbal 
protocols, i.e. a particular form of verbalization called “think-aloud” protocol. 
Ericsson (2002, 2003, 2006, 2007) proposed an information processing account of 
thinking and argued that although thinking process cannot be directly reported, the 
information in working memory (i.e. the contents of thought) can be verbalized as 
“direct expression of thoughts” (Ericsson & Simon, 1993). 
Through decades of development, protocol analysis has grown into a family of 
techniques eliciting knowledge/expertise or exploring human cognitive activities 
(Ericsson & Simon, 1993; Shadbolt, 2005). The applications of protocol analysis have 
been published in a variety of domains beyond the traditional protocol solving tasks, 
such as fine arts and creative writing (e.g., Fayena Tawil, 2007; Getzels, 1975; 
Getzels & Csikszentmihalyi, 1966, 1976; Kay, 1989, 1994).  
Figure 2-5 illustrates that a general procedure of protocol analysis may consist of 
three stages: protocol collection, segmentation and coding, and data analysis 
(Bainbridge & Sanderson, 2005; van Someren, Barnard, & Sandberg, 1994). It should 
be aware that there is no single standard procedure for a specific protocol study. Many 
variations have been devised for each stage of the diagram. Researchers may also 
combine some conventional observation techniques to overcome the incompleteness 
of verbal protocols (Ericsson & Simon, 1993).  
. 
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 Design Protocol Studies 2.4.2.
Protocol studies are the main source for research into designerly thinking, as 
described in the earlier sections. Most existing design protocol studies usually adapt 
their research methods from Ericsson and Simon (1993) or van Someren et al.’s 
(1994) framework which is pertinent to verbal protocol analysis. The justification of 
verbal protocols in design research has been widely discussed and well-accepted (e.g., 
Lloyd, Lawson, & Scott, 1995; McNeill, 1998; Purcell, Gero, Edwards, & McNeill, 
1996).  
However, design activities involve many visual and spatial elements which cannot be 
reported verbally appropriately. The virtues of designing should be described by a 
dual-mode “language of designing” consisting of the tightly connected verbal-
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conceptual and visual-graphic elements (Akin & Lin, 1995; Schön, 1991, 1992; Schön 
& Wiggins, 1992). Hence, appropriate design protocols should include recoding all 
forms of designer’s overt behaviors, such as verbalization, sketches and audio-visual 
recordings captured by cameras.  
Despite of a large number of applications to design research, the literature review 
identified very few review articles on design protocol studies. The papers identified 
usually only reviewed a small scale of publications and their purpose was mainly to 
summarize key findings of design activities rather than methodological concerns (e.g., 
Coley, Houseman, & Roy, 2007; Cross, 2001a; Eastman, 1997; Finger & Dixon, 
1989). It lacks a comprehensive review of design protocol studies undertaken from 
the methodological perspective. This section thus intends to fill this gap by presenting 
a systematic literature review. Limited by the length of the thesis, only a summary of 
results is provided here. For the more detailed analyses, please refer to the working 
paper presented in the conference of IASDR09 (Jiang & Yen, 2009).  
 An Overview of the Literature Search 2.4.2.1.
The purpose of this review is to depict an overview of how mainstream researchers 
conduct a design protocol analysis. The literature search attempted to uncover 
important publications on design protocol studies. The initial search mainly covered 
two sources, i.e. journal papers and PhD theses. Important conference papers, book 
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The searching process is outlined in Figure 2-6. It mainly consisted of two phrases: 
(1) keywords search in digital databases for journal papers3 and PhD dissertations4 
using protocol analysis as primary research means, and (2) manual search for relevant 
papers cited by the abovementioned papers.  
Dated to June 2011, the literature search process has identified and reviewed 213 
research papers or theses (full paper) that reported over 80 experiments or studies. 
The majority of reviewed works (around 60%) were published in sixteen design 
journals and half of journal papers were presented in Design Studies.  
The pioneer works can trace back to the late 1960s (Eastman, 1969, 1970), but 
protocol analysis did not gain much attention until the late 1980s. Since then, in 
particular after 1994 Delft Protocols Workshop (Cross, 1996), the number of protocol 
studies in the design domain have increased rapidly. The design research community’s 
interest on this method continues to grow till now, as indicated by the increasing 
number of publications every year.  
As a research approach, protocol analysis has been accepted by most design 
disciplines or professions, in particular industrial, architectural and engineering 
designs. Besides the studies of a single discipline, this method was also employed to 
analyze multidisciplinary design collaborations (e.g, Dong, Kleinsmann, & 
Valkenburg, 2009; Valkenburg, 1998). The major interests of those studies were to 
examine conceptual design processes. Other issues such as re-design, user 
interactions, were relatively less addressed. 
 Taxonomy of Design Protocol Studies 2.4.2.2.
The original protocol analysis uses a single-subject thinking-aloud technique to 
generate verbal protocols. Most contemporary designs are, however, undertaken by a 
team rather than an individual designer. Protocol analysis has therefore been revised 












to investigate group design activities conducted in a small team (e.g., Radcliffe & Lee, 
1989; J. C. Tang & Leifer, 1988). Design protocol studies can be classified based on 
the number of research participants, i.e., individual designers or design teams 
(Waldron & Waldron., 1996). Together with a distinction of concurrent and 
retrospective verbalizations (Bainbridge & Sanderson, 2005; Ericsson & Simon, 
1993), a taxonomy scheme of design protocol studies can be outlined as shown in 
Table 2-2.  
Table 2‐2 Taxonomy of Design Protocol Studies 
Participants 
Verbalization type Individual Team 
Report while task Concurrent  S1 (Think-aloud) T1 (Conversational) 
Report after task 
Retrospective S2 T2 
Introspective S3 T3 
 
The category of “report after the completion of task” can be further divided into two 
subcategories: “retrospective” and “introspective”. The former is defined as a 
description of the activities (ordered in time) retrieved from Long-Term Memory 
(LTM) (Ericsson & Simon, 1993). The latter is also retrieved from LTM, but it 
includes explanations and post-rationalization. Strictly speaking, introspective reports 
cannot be accounted as valid protocol data (ibid). But if the authors explicitly claim 
that their works were protocol analysis or design protocols, this methodological 
review would include and record them as a separate category.  
Some studies may adopt more than one type of protocols (e.g., Gero & Tang, 1999, 
2001), or incorporate post-session interview (i.e. introspective report) to enhance the 
completeness of think-aloud protocols (e.g., Bouchard, Aoussat, & Duchamp, 2006; 
Taura, Yoshimi, & Ikai, 2002).  
In general, most reviewed articles (N = 183, 86% of total) are related to the 
concurrent reports that are collected during the designing processes. Recent 
publications demonstrate a strong trend on focusing on the design teams’ activities. 
The conversational protocol studies treat design teams rather than individual designers 
as the cognitive system and view conversations (including verbal and gestural 
interactions) as expressions of team cognitive processes. As more than one participant 
is involved, the serial stream of thought assumed by the information processing model 
is thus replaced by a parallel model of thought. Several mental streams may evolve in 
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parallel during the team design activity.  
 The Duration of Protocols 2.4.2.3.
Protocol analysis is an extremely time-consuming research method, and the ratio of 
analysis time to sequence time of protocols is usually 10:1 ~ 500:1, or even more 
extreme (Bainbridge & Sanderson, 2005; Sanderson & Fisher, 1994a). The duration 
of observation was usually not very long, ranging from a few minutes to one or two 
hours. Many researchers employ protocol analysis to study one or a limited number of 
design cases. In order to keep the analysis at a manageable level, a compromise is 
often made between the duration of analyzed task and the sample size. The scale of 
the total protocols (number of cases × duration of each case) usually does not exceed 
1000 minutes. Two larger-than-usual examples, Tang et al. (2011) and Williams et al. 
(2011), each examined twenty one-hour design sessions (approximately 1200 minutes 
in total).  
Protocol analysis usually observes controlled design activities in laboratory settings. 
Recent research, however, concentrates more on designing in authentic settings. Some 
researchers thus adapted this method to examine specific episodes of a design project 
rather than the whole process, for example, design meetings (McDonnell & Lloyd, 
2009b). Another form of adaption, though rarely used, is to reduce the resolution of 
protocol data to cover the whole spectrum of a project running a few of months (P. G. 
Rowe, 1982, 1987; Waldron & Waldron, 1988). The minute-by-minute details were 
omitted, but the fundamental character of protocol kept untouched, i.e., to reconstruct 
the sequence of design activities. This lengthy protocol method is not recommended 
in research into designerly thinking, as it fails to capture the transient cognitive events 
and interactions/transitions between intermediary thoughts.  
 Paradigms of Protocol Analysis 2.4.2.4.
Protocol analysis generally captures the design activities in audiovisual forms, and the 
richness of protocol data embraces multiple levels of unstructured information. Some 
structured techniques (guided by research paradigms) need to be applied before 
analyzing the protocols, e.g., transcribing the recordings, decomposing the transcripts 
into smaller chunks and reconstructing them with a coding scheme.  
In the simplest way, protocols can be divided into several episodes or large chunks, 
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and these macro-structure of designing are then interpreted qualitatively (e.g., Cross, 
2003; Cross & Clayburn Cross, 1998; McDonnell, 2009; Schön, 1991). This form of 
analyses resembles a “case study” approach and usually analyzes individual design 
sessions on their own merit, rather than treats them as samples from a larger 
population.  
A majority of design protocol studies segments the records into micro chunks (usually 
in scale of seconds) to mirror the transient nature of cognitive events. Protocol 
segmentation may be undertaken with a fixed time interval (e.g., Akin & Lin, 1995; 
Dorst & Dijkhuis, 1995; Radcliffe & Lee, 1989), the arbitrary lines of the transcripts 
(e.g., Ball & Christensen, 2009) or clauses and syntactical cues (e.g., Ericsson & 
Simon, 1993; Middleton, 1998). A more common protocol decomposition approach is 
based on the semantic meanings of protocol data. Goldschmidt (1992a, 1995) 
proposed design “moves” as the basic units of protocol; a move refers to “a step, an 
act, an operation” that transforms design situation to a new status (ibid). Another 
frequently applied method is based on a designer’s intention; the change of the current 
attention flags the start of a new segment (e.g., Botta, 2009; Gero & Tang, 2001; 
Suwa, Purcell, & Gero, 1998; Yukhina, 2007).  
The order or structure of the segmented protocols is brought about by a formal syntax 
or categorical coding scheme. The original protocol analysis was interested in 
eliciting detailed steps of cognitive processes, and replicating them in a (semi-) 
computational way. A formal syntax was thus often applied (e.g., Akin, 1992, 1993; 
Benami, 2002; Yao, 2007). Eckersley (1988), on the other hand, provided an 
alternative paradigm, focusing on the qualitative properties of design cognition. He 
encoded protocols by a categorical model that consisted of eight predefined cognitive 
actions, and statistically examined the frequencies of those coding categories. The 
reliability of coding was also enhanced by a multi-coder approach and inter-coder 
reliability coefficients (ibid). Eckersley’s study seems to have established a standard, 
and the categorical coding had become the dominant paradigm of design protocol 
studies.  
A great diversity of categorical coding schemes has been identified in design 
literature. Resonating with the transition from an intellectual to a practical view of 
cognition (Gedenryd, 1998), the employed coding schemes have manifested a trend 
moving from general low-level cognitive operations (that directly manipulate 
32 
 
cognitive events or issues) to high-level strategic moves pertinent to design activities. 
Earlier works replicated the measurements that were equally applicable to other 
problem-solving activities (e.g., Akin, 1984; Eastman, 1970; Eckersley, 1988). More 
recent studies, however, tend to transform the basic mental operations into design-
specific tasks (e.g., Middleton, 1998; Stempfle & Badke-Schaub, 2002). These 
adapted versions of coding schemes did not simply view designing in terms of 
symbolic processes, but also provided rooms for practical skills, physical actions and 
other domain-specific attributes.  
The cognitive operations and design-specific tasks/actions mainly describe the 
properties or the structure of cognitive processes, rather than the contents of 
designers’ thoughts, i.e., “what designers look for, see, do, and possibly think” (Dorst 
& Dijkhuis, 1995). Content-oriented coding scheme is thus proposed as another major 
type of categorical models (e.g., Suwa, et al., 1998; H.-H. Tang & Gero, 2000). 
Multiple coding schemes or a combination of process-oriented and content-oriented 
analysis were also frequently used (e.g., Gero & McNeill, 1998; Kim, Jin, & Lee, 
2006; Purcell, et al., 1996). In addition, Goldschmidt (1992a, 1995) postulated a 
unique form of process-oriented analysis for non-categorical segments, i.e., 
Linkography, which examines the inter-connections between protocol segments. The 
extensions of this method incorporate content-oriented or process-oriented categories 
(Goldschmidt & Weil, 1998; Kan & Gero, 2009c; van der Lugt, 2005).  
Orthogonal to the coding scheme, the methodology of design protocol studies can be 
classified by a dichotomy of data-driven and theory-driven approaches (McDonnell & 
Lloyd, 2009a). Studies with the former approach may employ an ad hoc coding 
method and attempt to uncover theories behind the data under investigation. A data-
driven coding scheme is usually subjected to the data per se (e.g., Le Dantec & Do, 
2009). A theory-driven approach, on the contrary, usually applies a structured priori 
coding scheme (i.e., the operationalization of guiding theory). The whole 
investigation process is directed by a particular theory.  
 Summary of Methodological Review 2.4.3.
Protocol analysis is not new in design research. It has a four-decade history, and is 
still one of the most influential research methodologies to explore the nature of 
designerly thinking. A great variety of coding schemes has been proposed, and many 
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qualitative and/or quantitative analysis techniques have been applied to understand the 
different aspects of designing. The plurality of coding schemes and data analysis 
methods may hinder the comparisons or reuse of the results derived from other 
researchers’ works. Research attempts are thus made to integrate the process-oriented 
and content-oriented analyses and proposed a generic coding scheme (i.e., an 
ontologically-based coding scheme) that is applicable to all types of designing (Kan & 
Gero, 2009b, 2009c; Pourmohamadi & Gero, 2011).  
To conclude, this section systematically reviewed the major publications on design 
protocol studies. As a result of the methodological review, an instrument for 
experiment design of this study has been generated (see Chapter 3). Among the 
diversity of methods, this study adopted a data-driven approach (i.e., search emerging 
patterns among the protocol data) for exploration and a theory-driven approach (i.e., 
impose a theoretical framework on data before analysis) as in-depth analysis means 
and to test the preliminary results found in the exploratory analyses. The selected 
theory-driven coding scheme is constructed on the basis of a design ontology. The 
review of this ontology is presented in the next section.  
2.5. The Function-Behavior-Structure (FBS) 
Ontology 
The in-depth analysis (i.e., Stage 4) of this study is an ontologically-based protocol 
study. A design ontology is defined as a systematic framework or the structured 
conceptualizations of knowledge in the design domain, in terms of all concepts in this 
domain and their relationships (Gero & Kannengiesser, 2007a, 2011).  
 Ontological Studies 2.5.1.
There are two meanings of “ontology” identified from literature (Guarino, 1998; 
Guarino, Oberle, & Staab, 2009; Øhrstrøm, Andersen, & Schärfe, 2005; Øhrstrøm, 
Uckelman, & Schärfe, 2007; Smith, 1998). “Ontology” with uppercase initial (an 
uncountable term) is concerned with philosophical ontology (Guarino, 1998; Guarino, 
et al., 2009), which refers to the theory of “what exists” (Galle, 2009), and deals with 
the nature of the conceptual structure of “reality”. A narrower definition of “ontology” 
is well accepted in the fields of computer science, information science, knowledge 
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engineering and artificial intelligence, etc. This applied/ formal ontology, or an 
“ontology” with lowercase initial (a countable term), transfers ideas of philosophical 
ontology to knowledge representation and reasoning. In particular, ontologies provide 
a domain with a structure for the knowledge in that domain.  
The distinction of Ontology and ontologies is also reflected in existing design 
research, e.g. philosophical-oriented studies (e.g., Franz, 1994) or application of a 
simple domain ontology to represent design knowledge (e.g., Chandrasekaran & 
Josephson, 1997; Chandrasekaran & Josephson, 2000). The FBS ontology adopted in 
this thesis falls into the latter category of ontologies.  
 Function, Behavior and Structure 2.5.2.
The Function-Behavior-Structure (FBS) ontology is developed from the previous FBS 
frameworks (Gero, 1990; Gero & Kannengiesser, 2004). According to Gero [personal 
communication], an “ontology” is a framework for the knowledge in a field (or a 
domain) that meets the following two requirements: (1) the ontological concepts 
cover all the concepts in the field, and (2) these concepts do not overlap. After two 
decades of development, elaborating and extending key concepts and their 
relationships, the FBS conception reached the status of an “ontology” (Gero & 
Kannengiesser, 2000, 2002, 2007a, 2007b, 2008; Gero & Rosenman, 1990; Gero, et 
al., 1992; Hybs & Gero, 1992; Qian, 2001; Qian & Gero, 1996).  
The FBS ontology defines designing as a purposeful activity in which designers 
transform human needs or desires into the specification of physical or virtual artifacts. 
This ontology describes the designing process and design (the outcome of designing 
process) by three essential variables, i.e., Function, Behavior and Structure.  
It is common to conceptualize design, particularly by engineering design, from the 
perspective of structural, behavioral and functional aspects of designed object or 
system. There are, for instance, Structure–Behavior–Function (SBF) theory (Hmelo-
Silver & Pfeffer, 2004), Function-Behavior-State/Structure (fbs) model (Takeda, 
Yoshioka, Tomiyama, & Shimomura, 1996; Umeda, Takeda, Tomiyama, & 
Yoshikawa, 1990), Purpose-Function-Behavior-Structure (PFBS) framework 5 , 
(Rosenman & Gero, 1994, 1996, 1998), creative conceptual design framework on the 





basis of function, form and behavior (Ffb) design entities (Benami, 2002), functional 
model with properties of function, behavior and structure (Chandrasekaran & 
Josephson, 1997, 2000), a structure and function-based theory for design reasoning 
(Akin, 1992) and a device-centered ontology or qualitative reasoning about physical 
systems (Bobrow, 1984; de Kleer & Brown, 1984; Kuipers, 1984). Among these 
frameworks, theories or models, the working definitions of related concepts vary 
between different authors.  
To be specific, this thesis adheres to Gero’s explanations of the FBS ontology (Gero, 
1990; Gero & Kannengiesser, 2004; Gero, et al., 1992; Hybs & Gero, 1992). The 
three ontological variables refer to, respectively, reasoning about the teleology of 




Function The teleology or purpose of a product (“what a product is for”) 
Behavior The attributes that can be derived from the Structure of a product (“what a product does”) 
Structure The elements of a product and their compositional relationships  (“what a product is” or “what a product consists of”) 
 
 Function as Purpose of Design 2.5.2.1.
There are two major views regarding what is a product/system’s function, i.e., a 
product-centric view and an environment-centric view (Chandrasekaran & Josephson, 
1997, 2000; Rosenman & Gero, 1994). The former view provides a narrow definition 
of function, referring to a product’s operations, mechanisms or behavioral properties. 
Whereas, the alternative view defines function in an intention-intensive way, referring 
to human’s purpose or intended effects that a product exhibits on the broader 
contexts/environments.  
The FBS ontology uses the latter definition of Function and views a product’s 
operations or mechanisms as a product’s Behaviors. To avoid confusions, this thesis 
describes the ontological variables with an uppercase initial.  
In particular, the FBS ontology defines Function as the teleology or purpose of design 
(“what the artifact is for”). (Gero, 1990; Gero & Kannengiesser, 2011; Gero, et al., 
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1992). The Function of a product is sensitive to the users and context of use (Gero & 
McNeill, 1998). It is ascribed to the product by establishing a connection between the 
design goals and the product’s measurable effects (i.e., Behavior). In other words, it is 
a learned or constructed attribute, which is not entirely contained within the product 
or human in isolation, but emerges from the interactions between human and the 
product in a social-cultural context. For example, designers can ascribe novel or 
surprising purposes to design a product; users may receive a different meaning of 
“what a product is for” and use it in an unintended way.  
 Structure as Components and Relationships 2.5.2.2.
The Structure of a product can be colloquially defined as “what a product is”, 
referring to the product’s (physical and/or virtual) components and compositional 
relationships in what is being designed (Gero & Kannengiesser, 2004). Among the 
three ontological variables, Structure is the only one which designers can make the 
direct decision on. It represents the outcome of design activities, describing the form 
and configurations of a product’s constituents. Descriptions or documents for the 
implementation of the design are mainly composed of a set of external representations 
of Structure in terms of natural, formal and/or graphic languages.   
 Behavior as a Link between Function and Structure 2.5.2.3.
The FBS ontology assumes that “no direct transformation between Function and 
Structure exists”6 (Gero, 1990, p. 27). The Behavior variable therefore serves as an 
essential link between the variables of Function and Structure, either through a theory/ 
theory-based causality or through the designer’s experience (Gero, et al., 1992). 
The Behavior of a product is defined as the measurable attributes or effects that can be 
derived from its Structure (colloquially as “what a product does”). There are two 
types of Behavior, i.e., Expected Behavior (a.k.a. Desired Behavior) and the Behavior 
from Structure (a.k.a. Actual Behavior, Behavior derived from Structure) (Gero, 1990; 
Gero, et al., 1992). The former Behavior emerges when a designer uses theory or 
experience to speculate what effect could fulfill a purpose before a specific structure 






is proposed or developed. It refers to the expected consequences of a “future” 
solution.  
Behavior from Structure usually occurs when a designer analyzes or evaluates a 
proposed solution or sub-solution. It represents the actual consequences of the 
Structure. Not every behavior of structure is interested with respect to the purpose of 
design. Behavior from Structure thus constitutes a superset of Expected Behavior 
(Gero, 1990). The mismatch or conflicts between Expected Behavior and Behavior 
from Structure need to be resolved by altering Structure or the original expectations.  
  Ontological Design Processes 2.5.3.
The FBS ontology considers that the designing process happens in a set of expected 
design alternatives produced on the basis of the designer’s current situation (i.e., the 
design world) (Gero & Kannengiesser, 2011). Concerned with the three-pronged 
nature of design knowledge, design worlds consist of three interconnected functional, 
behavioral and structural subspaces. As shown in Figure 2-7, a design description 





The meta-goal of a designing activity is to transform Function, which embodies the 
designers’ intentions and expectations, into design descriptions that externalize 
designers’ perception of Structure (Gero, 1990). A more elaborated conceptualization 
of the designing process is illustrated in Figure 2-8. It is composed of a consequence 
of interacting transformation processes between FBS variables, including an iterative 
sequence of five processes, i.e., problem formulation, synthesis of possible solutions, 
analysis, evaluation and documentation of design proposals (Gero, 1990; Hybs & 
Gero, 1992), plus three loop-back processes, i.e., reformulation of Structure (type I), 
reformulation of Expected Behavior (type II) (Gero, 1990) and reformulation of 
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A glossary of these eight ontological processes is presented as follows: 
1. Formulation or specification. This process transforms the designers’ 
intentions and external requirements into a set of expectation of Structure. It 
specifies an initial design state space within which the following processes 
will perform (Gero & Kannengiesser, 2000, 2004).  
2. Synthesis. This process transforms expectations into a product’s constituents 
and/or arrangement of those constituents.  
3. Analysis. This process derives the consequences of a solution by (consciously 
or implicitly) taking its usage context into consideration (Gero & 
Kannengiesser, 2004; Hybs & Gero, 1992) 
4. Evaluation. This process compares the derived consequences with designers’ 
initial expectations.  
5. Documentation. If the derived consequences meet the initial expectations, 
external descriptions will be produced to guide the implementation and 
manufacturing of Structure.  
6. Reformulation (type I). If the derived consequences do not meet the original 
expectations, this process may be activated to revise the synthesized solution.  
7. Reformulation (type II). This process shows that designers may change their 
expectations during the designing process.  










discoveries may lead designers to re-assess their original intentions and invent 
new purposes of design (Suwa, Gero, & Purcell, 2000).  
 Applying FBS Ontology on Design Protocol Studies 2.5.4.
Regarded as a theory that aims to facilitate and guide design research, the FBS 
ontology has been applied to elaborate design cognition (Gero, 2010a; Gero, et al., 
2011), and to provide a theoretical account for some design phenomena (Gero & 
Kannengiesser, 2007a, 2007b; Hybs & Gero, 1992; Kruchten, 2005), as well as draw 
comparisons between other competitive theories (Gero & Kannengiesser, 2008). This 
thesis focuses on design cognition, thus only the first category of applications was 
systematically reviewed. Key publications are listed in Table 2-4.  
Table 2‐4: Application of the FBS ontology on empirical studies 
Author Year Title of Publication  Source 
Purcell, Gero, 
Edwards  & 
McNeill 
1996 
The Data in Design Protocols: the issue of 
data coding, data analysis in the 
development of models of the design process
Analysing Design Activity (Book 
edited by Cross, Christiaans & 
Dorst),  225-252 
Gero  & 
McNeill 1998 
An Approach to the Analysis of Design 
Protocols Design Studies, 19(1), 21-61 
McNeill, Gero,  
& Warren 1998 
Understanding conceptual electronic design 
using protocol analysis 
Research in Engineering Design, 
10(3), 129-140 
Gero & Tang 1999 Concurrent and Retrospective Protocols and Computer aided Architectural Design CAADRIA’99 
Ho 2001 
Some phenomena of problem decomposition 
strategy for design thinking: differences 
between novices and experts 





Re-designerly ways of knowing. Towards a 
deeper understanding of architectural re-
design 
5th European Academy of 
Design (EAD) Conference 
Kan & Gero 2008 Do Computer Mediated Tools Affect Team Design Creativity? CAADRIA’08 
Kan & Gero 2009 
Using the FBS Ontology to Capture 
Semantic Design Information in Design 
Protocol Studies 
About: Designing: analysing 
design meetings (Book edited by 
McDonnell & Lloyd), 213-229 
Kan & Gero 2009 
Exploring Quantitative Methods to Study 
Design Behavior in Collaborative Virtual 
Workspaces 
2009 IEEE International 
Conference on Systems, Man, 
and Cybernetics 
Kan & Gero 2009 A Generic Tool to Study Human Design Activities ICED’09 
Tang, Lee & 
Gero 2011 
Comparing Design Processes in Digital and 
Traditional Environments: A protocol study 
using the Function-Behavior-Structure 
coding scheme 
Design Studies, 32(1), pp. 1-29 
Lammi 2011 
Characterizing High School Students' 
Systems Thinking in Engineering Design 
through the Function-Behavior-Structure 
(Fbs) Framework 
PhD thesis 
Lammi & Gero 2011 
Comparing design cognition of 
undergraduate engineering students and high 
school pre-engineering students 





Lee & Paretti 2011 
Exploring the effect of design education on 




Paretti & Lee  2011 
Effects of design education on design 
cognition: A preliminary comparison of 
engineering students 
ASEE/IEEE Frontiers in 
Education 2011 
Kan & Gero 2011 Comparing designing across different domains: An exploratory case study ICED’11 
 
The applications in design protocol studies operationalize the FBS ontology into a 
coding scheme for cognitive events or issues. An earlier form of the FBS coding 
scheme was composed of three categories, reasoning about Function, Behavior and 
Structure. It did not distinguish the two distinct types of Behavior, nor address the 
eight ontological processes (Gero & McNeill, 1998; Gero & Tang, 1999; McNeill, et 
al., 1998; Purcell, et al., 1996). Instead, a separate set of coding categories (e.g., 
analysis, synthesis and evaluation) was employed to encode the structural aspects of 
the designing process. This three-pronged coding scheme has been applied in Ho 
(2001), Lindekens et al. (2003) and Tang et al.’s (2011) studies. 
With the development of the FBS ontology, more coding categories were introduced 
to the FBS-based coding scheme to increase its capability of capturing the nuances of 
design cognition. Kan and Gero7 (2008) utilized the FBS ontology as a single source, 
to facilitate design protocol analysis. They expanded the three FBS codes in the 
earlier coding schemes into six FBS design issues, by discriminating Expected 
Behavior and Behavior from Structure and introducing External Requirement and 
Description as supplement codes. Transformations between ontological variables were 
defined as semantic or syntactic design processes. A more detailed elaboration of this 
coding scheme was described by Gero and his colleagues with the purpose of 
standardizing the ontologically-based protocol study (Gero, 2010a; Gero, et al., 2011; 
Pourmohamadi & Gero, 2011). This six-category coding scheme has been applied in 
multiple design domains or professions and the results supported that the FBS-based 
protocol analysis was a robust design research approach (Kan & Gero, 2009a, 2009b, 
2009c, 2011; Lammi, 2011; Lammi & Gero, 2011; Williams, Gero, et al., 2011; 
Williams, Lee, Paretti, & Gero, 2011).  






2.6. Summary of Literature Review 
This thesis aims to explore the cognitive processes behind conceptual design 
activities. The relevant background literature has been reviewed systematically to 
understand the research context. It clarified the three meanings of “design thinking”, 
i.e., the phenomenon (as the subject of empirical studies), the theories interpreting 
how designers think and work and the application of designer’s mindset as a 
structured approach for innovation. It then systematically reviewed the empirical 
studies into cognitive processes of designing and theories interpreting design 
cognition. The majority of existing works studied the “regularity” in designing that 
transcends specific situations or design domains, by means of contrasting design and 
non-design activities, seeking commonalities across different design domains or both 
approaches. Those studies either attempted to establish a domain-independent theory 
of design, or design as “a unique type of problem solving with unique features” 
(Zimring & Craig, 2001). The common framework derived so far has been 
inconclusive, not robust enough to distinguish design from other types of problem 
solving or unify different design domains (ibid).  
This thesis therefore attempts to investigate design cognition from an alternative 
viewpoint that, in different design domains, cognitive processes have significant 
similarities and differences that both bridge and distinguish those domains (Akin, 
2001, 2009; Visser, 2009). Two potential affective factors, namely design discipline 
and task, were identified from the existing empirical studies.  
The literature review also focused on the methodological perspective. Protocol 
analysis was identified as one of the most robust research methodologies to elucidate 
cognitive processes behind designing. A systematic methodological review 
demonstrated the multiplicity of approaches/methods implemented in design protocol 
studies. This study adopted both data-driven and theory-driven approaches. For the 
latter approach, this study used a design ontology, which has proven its interpretation 
capability by different authors in different domain, as a theoretical framework. The 






 Methodology Chapter 3.
This chapter contains a synopsis of the methodological approach and experiment 
instruments used in this research. It begins with an overview of the research plan, 
describing the overall approach and structure of this research. A design experiment 
using a 3×2 mixed-model factorial design is introduced as the main data collection 
technique. Participants’ disciplinary backgrounds and the nature of the design task are 
identified as two main variables that may affect design thinking. The observations of 
design activities are examined by two stages of data analysis. The first stage, i.e., 
descriptive analysis, employs an ad hoc data-driven approach and attempts to gain 
qualitative insights of the collected data. It is then followed by a series of in-depth 
structured analyses guided by the Function-Behavior-Structure (FBS) ontology.  
3.1. Research Plan 
This thesis details a design protocol study using a variety of inter-related methods to 
analyze a common dataset. The multiplicity of research methods applied in this 
research allows the thesis to be read in a number of ways. Two diagrams are provided 
in Section 3.1.2 to help readers navigate between the different building blocks.  
 A Common-data Strategy Observing Real-time Design 3.1.1.
Activities 
The aim of this thesis is to explore the cognitive processes behind conceptual design 
activities. The basic units of a cognitive process, i.e., cognitive issues and events, are 
transient, usually ranging from about 100 milliseconds (msec) to 10 seconds (sec) 
(Ericsson & Simon, 1993; Sanderson & Fisher, 1994a). The collected data therefore 
needs to capture this high frequency band of cognitive events. Video recording of 
real-time design activities was selected as it fulfills this requirement. The video-based 
form of data and the textual transcripts have been validated to effectively reveal the 
reasoning processes behind design activity (Cross, 1996; Lloyd, et al., 1995). The 
video recording of real-time designing processes contains a large amount of 
information encoded in multiple layers (including verbal conversation, gestural 
44 
 
interactions, etc.). The objective nature of video data also allows a number of different 
research agendas and methods (McDonnell & Lloyd, 2009a; Purcell, et al., 1996).  
The investigations of this study are mainly undertaken by a protocol analysis 
approach supplemented by some other qualitative methods. Literature shows that 
capturing real-time designing activities and transcribing them into text is an elaborate 
and resource-consuming process (Bainbridge & Sanderson, 2005). In order to deploy 
the majority of research effort and resources on data analyses and interpretations, this 
study adopts a common-data strategy to fully exploit a unitary set of data with a 
variety of research methods, as shown in Figure 3-1. The results produced by various 
research methods are further compared and triangulated between evidences of 





The main question raised by the common-data strategy is to decide what data to 
capture. There are two ways to study real-time design activities: (1) to gain a 
contextual understanding of designerly thinking by observing designers’ real projects 
within authentic settings and (2) to run a controlled experiment and observe designers’ 
designing processes in an artificial but realistic setting (Craig, 2001; McNeill, 1998). 
Despite the obvious advantages (such as minimal disturbance of the process by an 
unfamiliar situation, etc.), the former approach may suffer from some practical issues. 
The real world designing processes may take place across various time spans and 
physical locations (McDonnell & Lloyd, 2009a). Several projects may run in parallel. 
As such, it is difficult to capture all important episodes of a designing process and 
isolate one project from others. Moreover, designing is a complex human behavior 
and encompasses a series of complex interactions between many factors or variables. 
The diverse variables of real world projects make it difficult to undertake inter-session 
comparisons (Gabriel, 2000).  

















mainly focused on two variables, namely designers’ disciplinary backgrounds and the 
nature of design tasks, which have been identified in the literature review to 
contribute to variations of design cognition. The other aspects of designing were 
manipulated to maximize the uniformity of design teams in each experimental group.  
 Organization of This Research 3.1.2.
This study is composed of five main operational stages, including a literature review, 
an experiment, two stages of data analysis, and result comparisons and triangulations. 
The overall structure of research is presented in Figure 3-2, which is an elaborated 
version of Figure 1-1. The results of the literature review have been presented in 
Chapter 2, which was undertaken in parallel with other stages and covers the whole 
spectrum of this study. As a result of the theoretical review on designerly thinking, 
research questions were proposed to examine the potential affecting factors pertinent 
to the cognitive processes behind conceptual design activities. This chapter presents 
the research methodology derived from the findings of the methodological review, 
i.e., the instrument of the experiment design and detailed research methods applied in 
this study.  
Literature review has identified that a protocol study usually proceeds in a series of 
protocol collection, segmentation and coding, and data analysis (Bainbridge & 
Sanderson, 2005; van Someren, et al., 1994). Figure 3-3 presents the organization of 
this thesis with regards to a protocol analysis procedure (cf. Figure 2-5). The 
descriptive analyses consist of verbal and graphic protocol analyses. Supplementary 
analyses, such as self-reported designerly thinking and concept presentation, are also 
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3.2. Data Collection: A Design Experiment 
This research employs an experimental approach using a 3×2 mixed-model factorial 
design (Trochim, 2006). Table 3-1 shows the two major independent variables. The 
design discipline is a between-subjects factor with 3 levels, i.e., industrial design (ID), 
mechanical engineering design (ME) and the Mixed design teams. The type of design 
tasks is a within-subject factor. Each design team undertook two tasks in this study. 
Table 3‐1 Comparative dimensions of design experiment 
Between-subjects factor  
Within-subjects factor ID teams Mixed teams ME teams 
Task CM: realistic problem solving for the present 
(with hard & unalterable constraints) 4 teams 4 teams 4 teams 
Task PES: visionary concept design for the future 
(beyond the normal NPD perspective) 4 teams 4 teams 4 teams 
 
Due to the exploratory nature, this study made a compromise in sample size (4 teams 
per sub-category and 24 sessions in total) to increase the research scope. Cash et al. 
(2011) have demonstrated that, with careful planning and execution, a small scale 
design experiment is capable to yield robust outcomes, particularly uncovering 
possible trends.  
 Participants 3.2.1.
This study focused on product conceptual design. Two design disciplines considered 
to be relevant are Industrial Design (ID) and Engineering Design, in particular, 
Mechanical Engineering Design (ME). These two disciplines respectively represent 
the synthetic- and analytic-oriented aspects of product design (Owen, 1998a, 2006). 
24 final-year undergraduate design students (12 from each discipline) from the 
National University of Singapore (NUS) participated voluntarily in this study.  
The average age of the participants was 23 years old. Most of them were male, except 
three female ID students. All participants had completed their respective courses and 
were involved in their final-year project at the time of experiment. All of them had at 
least three years of experience in design exercises/projects and some had internship 
experience in design companies. According to a pre-test questionnaire and follow-up 
interviews, they all claimed to possess an above-average design expertise among their 
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classmates. Five ID students were award winners of international/regional design 
competitions. 
The unit of participation was a two-person design team. Literature has identified that, 
to deal with the increasing complexity of the contemporary design context, product 
design had shifted from predominantly individual activity towards predominantly 
team-oriented activity (McDonnell & Lloyd, 2009b; van der Lugt, 2001). Two 
participants, either from the same discipline or different ones, were paired up to work 
collaboratively in two conceptual design exercises. Hence 24 participants were 
assigned to one of three groups, i.e., ID, ME or the Mixed teams.  
 Experiment Tasks 3.2.2.
One objective of this study was to investigate whether the cognitive processes behind 
designing were influenced by the types of design problems. Two conceptual design 
exercises in this experimental study were thus proposed with regard to Keinonen and 
Takala’s (2006) taxonomy of emerging concepts and visionary concepts. The task 
descriptions of the two experiment assignments are briefly described in Boxes 3-1 and 
3-2.  
Box 3-1. Task CM: to design a Coffee Maker for the existing market 
Your design team has been approached by a local domestic appliance company NYCF, which is 
specialized in western and Southeast-Asian style coffee making machines. To deal with the fierce 
competition, NYCF intends to release some new models that target a particular customer group (e.g. 
college students or young SOHO people, etc.) as a strategic tool to explore the needs or desires which 
may not yet be fulfilled by existing products. 
The anticipated end-outcome is one set of design document, including some drawings to visualize 
the formal/aesthetic aspects of product and a description (textual, visual expression or both) of the 
working mechanism. 
N.B.  This product is planned to release in the near future (within 2 years). There is no need to 
elaborate on technical details, as we have an in-house Engineering team to implement your concepts. 
But please do not go too “blue sky”.  
 
The first task, Task CM, was to design a coffee maker for the existing market. It 
simulated a typical initial stage of a normal new product development (NPD) process. 
A hidden requirement for this task was to provide a profitable solution. Designers 
were also expected to consider other practical factors related to a NPD project, e.g., 
market and user analysis, supporting technology and resources, etc.   
The second task was to design a next-generation personal entertainment 
system/device for the year 2025 (Task PES). It was a visionary task with open-ended 
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requirements. In terms of the three-pronged nature of design problems that consist of 
determined, undetermined and “underdetermined” elements (Cross, 2004; Dorst, 
2003a; Lawson & Dorst, 2009), Task PES faced a very limited amount of determined 
or unalterable factors. The customer base and supporting technology may not even in 
place yet. This task was beyond the normal NPD time frame. Making profit should 
not be a major concern in this task. Instead, designers were expected to use design 
concepts as a tangible means to explore the future scenarios. 
Box 3-2. Task PES: The Next-Gen Personal Entertainment System in the year 2025 
SYET is one of the most comprehensive entertainment companies in the world. In order to keep its 
leading position in the industry of entertainment, SYET cooperates with many agents to explore the 
possibilities of new types of entertainment. Now, your design team is cordially invited to help in 
designing the next generation of personal entertainment system. 
Along with cooperation with our in-house design department, your team will help us to redefine the 
term “entertainment” applicable to the year 2025, to speculate what devices are needed if people want 
to entertain themselves at that date. Please use your imagination and design skill to outline the possible 
future for us. 
One or a few of blue sky concepts are expected to be proposed. There is no inherent stress of 
whether a product is feasible in terms of technical aspects. Instead, we would like you to focus on the 
scenarios of how this system/device works and interacts with people.  
 
The design briefs for both tasks only provided the client’s objectives/vision and the 
accompanying context, rather than a clearly stated problem for participants to solve. 
The design exercises thus required proactive efforts to formulate a workable brief or 
problem before engaging the concept generation and development.  
The major difference between the experimental tasks is that the visionary task (Task 
PES) can accommodate major changes in technologies, markets and overall social-
cultural environment, whereas the coffee maker task (Task CM) targets the existing 
market and contains more technical and feasibility issues that designers have to stay 
with. The large number of available precedents in the CM task may make students 
more concerned with design solutions or intentionally/unintentionally follow a 
variant/adaptive designing process (Pahl, et al., 2007). Meanwhile, the fewer “hard” 
constraints and a lack of precedents in the PES task may free students to spend more 
time on investigating broader context and the goals of the design; a non-routine 
process was thus more likely to be observed.  
This study did not assume the types of design problem could determine the type of 
designing process, like creative or routine designing (e.g., Chusilp, 2005; Kruger, 
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1999). The association between these two variables, or causation, was the one of the 
objectives for this study to identify.  
 Experimental Setting 3.2.3.
The experiment was conducted in a design-studio-like setting shown in Figure 3-4. To 
replicate the flexible working environment of a real design studio, participants were 
free to choose traditional design tools (e.g. pencils, pens, sketching markers, paper, 
etc.) and/or digital design tools (i.e. a laptop computer which was accessible to 
internet and pre-installed with 2D and 3D CAID software packages) to work with. A 
white board nearby the workstation allowed designers to write, draw, and use post-it 




Participants were also allowed to rearrange their working environment accordingly to 
their preferences. There was no strict time limit for this experiment. Participants could 
take a rest during the experimental session and determine when the task was 
completed.  
An experiment facilitator was present during the experiment. After briefing, he spent 
most of the time sitting quietly in the corner of the room and monitoring the working 
condition of the recording devices. He may provide some assistance at the 
participant’s request, such as clarifying the design brief. But the facilitator was not 
allowed to comment participants’ works or attempt to influence the designing process 
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in any way.  
Two video cameras and one high fidelity audio recorder (as shown in Figure 3-4) 
were set up to observe and document the interactions of the design process. CAM 1 
captured the overviews of designers’ gestures and behaviors, while CAM 2 recorded 
the locus of design activities, like sketching on paper or post-it tips on the whiteboard. 
Both video cameras were remote controllable and could trace participants’ movement 
when they moved around during the experiment. The outputs of video cameras and 
audio recorder were later synchronized into a combined multimedia document, as 





The experiment procedure was developed iteratively between pilot testing and 
improvement. Two dummy runs of pilot studies were carried out before the final 
instrument was established. The purpose of pilot studies was to calibrate experimental 
arrangement and to test the quality of the recorded data. The data collected in the pilot 
studies were only used to evaluate and improve the analytic methods. Their results 
were not included in the data analyses and discussion. 
The final version of experiment procedure was outlined in Figure 3-6. It consisted of 
four stages, namely (1) call for participation, (2) introduction, (3) experiment and (4) 
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 Call for Participation 3.2.4.1.
An invitation letter that briefly introduced this experiment was disseminated to all 
final-year undergraduate students in the Division of Industrial Design (NUS DID) and 
the Department of Mechanical Engineering (NUS ME) with the assistance of 
department secretaries. Students who showed their interests were asked to fill a copy 
of the questionnaire attached with the invitation letter (see Section A.2 in Appendix 
A). The questionnaire collected demographic information of participants, their 
understanding of design and perception of the designing process.  
The call for participation received a total of 31 replies with the filled questionnaire, 
including 14 ID students and 17 ME students. 12 students from each discipline were 
invited to participate in the conceptual design exercises. The selection criteria were 
their self-reported design capability, availability of time and recommendations from 
their tutors.  
 Introduction and Warm-up 3.2.4.2.
On arrival at the experiment location, two participants were welcomed and reassured 
of their anonymity for this experiment. They were then briefed on the experiment 
procedures and the design tools they can choose to work with. In the end of 
introduction session, they were asked to sign a consent form for participation (see 
Section A.3 in Appendix A). If any participant disagreed with the experimental 
arrangements, the experiment would be suspended and rescheduled for another day 
Continued in the afternoon 
(If the first task is Task CM, then 
continue with Task PES; vice versa) 
YES Agree to 
participate?  
1. Call for 
participation 
Questionnaire 







Q & A 
3. Experiment 










Execution of Task CM / PES  





when backup participants were contacted.  
If both participants agreed to continue, a ten-minute warm-up session was conducted 
to get them acquainted with their partner. They may communicate their understanding 
of designing and preferred design strategies, and play with the design tools provided. 
They were expected to feel comfortable working in front of the recording devices 
after warming-up.   
 Design Experiment 3.2.4.3.
Each team was asked to undertake both Task CM and Task PES. A lunch break was 
provided between these two tasks. In order to balance the possible sequence effect, 
half of the teams in each category performed Task CM first and the other teams 
performed Task PES first.  
Each design session started with a verbal introduction of a situation scenario and they 
were also presented with a written design brief. Participants were encouraged to 
discuss as much as possible, but verbalization was not compulsory. This study 
attempted to simulate their natural working environment to minimize possible 
experiment effects caused by artificial settings, and to enable participants to behave 
comfortably in this experiment. The only requirement was that they were not allowed 
to throw away any sketch or written notes, as every design document (even unfinished 
or discarded) produced during the designing process was important for elucidating the 
cognitive trajectory in which the design concept evolved.  
 Follow-up Interview 3.2.4.4.
After the completion of each task, the participants were thanked again for their co-
operation and participation in this study. They were then asked to spend a little time to 
organize their drawing or sketches and give a short verbal presentation (with visual 
aids) to explain their design concepts. Some clarifications about the design outcomes 
as well as their answers to the pre-test questionnaire may be made at the facilitator’s 
request.  
During the interview, participants were also asked to provide feedbacks on the 
experimental arrangements, such as whether they felt uncomfortable in the artificial 
design environment. Most teams reported that the experiment setup had little 
influence on their designing performance; the experiment records in this study could 
55 
 
thus represent their performance in daily design activities.  
3.3. Descriptive Analyses 
After the completion of experiment sessions, there were four sets of experiment 
records, including (1) students’ self-reported questionnaires, (2) audio-visual 
recordings of conceptual design exercises, (3) the external design representations, 
e.g., sketch, drawing and post-it tips, and (4) audio-visual recordings of students’ 
presentation of their design ideas and the follow-up interviews. These collected data 
were structured/ transformed into different forms before being analyzed. Figure 3-7 




As stated earlier, the first stage, i.e., descriptive analyses, aims at familiarizing and 
exploring the collected data. No specific assumption or prerequisite was held in this 
stage. A data-driven approach was used to thoroughly examine all forms of 
experiment data and to explore possible patterns from different perspectives. The in-
depth analyses, on the other hand, focused on the protocol data that traced the idea 
evolving process, and used a theory-driven approach to test the overall understanding 
gained from the descriptive analyses.  
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 Self-reported Designerly Thinking 3.3.1.
The main source of students’ self-reports on designerly thinking was the questionnaire 
fulfilled in the beginning of experiment. The unclear statements were clarified in the 
follow-up interviews. The examination was undertaken to identify:  
(1) The definition of design (that encompass all design-related disciplines/ 
domains) and the iconic images which students thought can best represent 
design visually; 
(2) The definition of participants’ own discipline (ID/ME) and product design, as 
well as the relationship between ID/ME and product design; and 
(3)  The overall structure of the designing process, and design strategies that 
students would use during designing.  
The self-reported definitions were analyzed by an inductive coding approach (Lewins 
& Silver, 2007; Richards, 2005). Keywords were derived from respondents’ 
statements, such as “creating something new”, “problem solving”, etc. The 
relationship between keywords was investigated. Similar keywords were grouped 
together and merged into higher-level categories. The frequency of common 
keywords was calculated to assist an inter-disciplinary comparison. 
Students’ answers to the iconic image of design (in terms of texts and/or freehand 
sketches) were transformed into photos/pictures and placed in a plane with three 
partitions, shown as Figure 3-8. The attributes of images in each partition were then 
summarized and compared.  
Brought up only by ID 
students 
Shared by ID & ME 
students 




The self-reported designing processes were based on the flow chart drawn by 
participants. The examination focused on the process components and iterations 
between these sub-processes.  
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The design strategies were pre-structured by the questionnaire (see Appendix A), 
including top-down, bottom-up and opportunistic strategies (Cross, 2008b; Davies, 
1991; Guindon, 1990; Liikkanen & Perttula, 2009). Respondents were asked to 
further clarify their choice during the follow-up interviews.  
 Concept Presentation 3.3.2.
This study distinguished the graphic representations of design (that often are 
structured drawings intended to convey solutions to other people) from the 
intermediary sketches that externalize the cognitive issues raised by short-term 
memories (STM) during designing. The intermediary sketch focuses on the current 
states of thoughts, which were analyzed to form the graphic protocols (see Section 
3.3.3). The analysis of design concepts was undertaken on the basis of graphic 
representations and participants’ verbal interpretation on those graphic 
representations.  
The design concepts from all sessions were structured in a uniform format, including 
the target users, usage context, form/style of the product, structural drawing (if 
applicable), and the highlights of the product (see Appendix B). As illustrated in Table 
3-2, the design concepts were analyzed from two perspectives, namely, the descriptive 
dimensions of design and the types of knowledge.  
Table 3‐2 The analytic form for examining concept presentation 
Concept 
Descriptive Dimensions Knowledge Type 
Comments Syntactic Pragmatic 
Semantic 
Symbolic Episodic Context Form analogy 
Emotional 
response 
ID1 CM         
ID2 CM         
ID3 CM    
…    
 
This study assumed participants would emphasize the key values of their design 
during the concept presentation sessions. Boucharenc’s (2008) descriptive dimensions 
of design was chosen as the analytic framework to explore the highlighted aspects of 
product. Descriptive dimensions of design include (1) the syntactic dimension in 
terms of the physical characteristics of each structural component and the 
compositional relationships between different components, (2) the pragmatic 
dimension concerned with how a product works or to be used, and (3) the semantic 
dimension considering the overall context, form analogies and the emotional response 
58 
 
or spirit evoked by the product (ibid). Emphasis on different dimensions may, to some 
extent, reveal designers’ value in design. For example, the intensive description of 
design context indicated designers may be well concerned with the purpose of designs 
being produced. A strong focus on syntactic dimension while neglecting the others 
suggested their top concern was about how to build the product.   
The second perspective of concept analysis was based on the type of knowledge that 
designers used to convey their ideas. There are two types of communicable 
knowledge, namely symbolic/semantic and episodic/narrative knowledge (Lawson, 
2004a; Robillard, 1999; Visser, 1995). The former type is lodged in an abstract form 
including symbols, general rules and relationships between symbols. Whereas 
episodic knowledge is case specific, consisting of one’s experience of events and 
occasions. Literature claimed that the nature of design knowledge tends to be episodic 
rather than symbolic (Lawson & Dorst, 2009). Samsuddin’s (2008) interview study 
also showed that the greatest difference between design and engineering curricula was 
about the knowledge used. Design students heavily relied on episodic knowledge 
whereas engineering students depended more on semantic knowledge (ibid). The 
second part of concept analysis attempted to replicate this inter-disciplinary 
comparison by looking the ways in which participants presented their design concepts 
to others. It avoided the bias of self-reports, as people may not aware of their 
preferences of knowledge types and report plausible cause theories instead of the 
reality (Nisbett & Wilson, 1977).  
 Qualitative Examination of Design Protocols 3.3.3.
Design protocols in this study refer to the descriptions that captures the time path of 
designing or the evolving trajectory of design concepts. A piece of design protocol 
should include recoding all forms of the designer’s overt behaviors, such as 
verbalization, sketches and gestures/physical behaviors, etc. Video recording of 
design exercises and the design documents (e.g., sketches) provided the main source 
for design protocols.  
 Transcription and initial segmentation of protocols 3.3.3.1.
Design protocols are a particular form of qualitative data. They have to be transcribed, 
segmented and/or categorized in some ways and it is the transformed protocols on 
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which the analyses are actually performed (Purcell, et al., 1996). Figure 3-9 illustrates 
the transcription and initial segmentation process. The “utterances” and “sketches” 
columns reflect the dual modes of “designing language” composed of verbal-
conceptual and visual-graphic elements (Akin & Lin, 1995; Schön, 1991, 1992; Schön 
& Wiggins, 1992).  
Time Subject Utterances
57:05 - 57:07 M:  Form, so... (take up a pencil)
57:07 - 57:11 F: I think we need something round corner, 
softer. 
57:11 - 57:15 M: What kind? This kind? or cooper kind? 
(sketch 50- D6, square form)
57:15 - 57:26 M: Or the .... Penguin thing
57:15 - 57:40 M: (sketch 51- D6, penguin from)
57:26 - 57:30 F: Not a penguin. 
57:30 - 57:36 F: But we may still look class... not looks so 
gross. 
57:36 - 57:39 M: Kind of like, I don't know ....
57:42 - 57:44 M: This kind of? (point to 42- Tip11, 
personalized form)
57:44 - 57:49 M: This kind of loobish (sketch 52- D6, loose 
sketch), something like that, but then it is 
kind of 
57:49 - 57:51 F: But this one will take up spaces. 
57:51 - 57:52 M: Yah, I think also. 
57:51 - 58:02 M: (sketch 53- D6, bowl shape)
57:52 - 57:59 F: If we make it like laver lane. The fruit of it. 
Vex things. 
57:52 - 58:42 F: (sketch 54- D4, round shape)






All verbal conversation and utterances along the designing processes were transcribed 
in textual form and non-verbal behaviors/gestures were recorded as the annotations in 
the transcriptions. A line of transcripts contained a statement that transformed the 
current design situation into a new status (Goldschmidt, 1992a). The pause and 
change of tunes were seen as clues that indicated participants were shifting their 
intentions. A silence lasting more than 5 seconds (while there were no other 
accompanying behaviors, such as gesture or drawing) was considered as a process 
breakdown. The starting and ending time points were recorded, as timing is an 
important aspect of describing design activities. Since there were two participants 
involved in the experiment session, some transcripts may be partially overlapped in 
the timeline.  
The “sketches” column in Figure 3-9 contains intermediary sketches. The term 
“intermediary sketch” was rephrased from Arikoğlu et al.’s (2009) “intermediary 
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object”. A piece of intermediary sketch was viewed as an indicator of the current state 
of mental imagery (Bilda, 2006). As designers often revisited previous sketches, wrote 
some comments or made some other modifications, a piece of individual drawing may 
in fact embody the thoughts from different episodes of designing. This study 
“individualized” or segmented the complex sketches into small parts in response to a 
single line of transcripts. The thumbnails (see examples in “sketches” column in 
Figure 3-9) were usually drawn within a few seconds. These rough sketches were not 
further decomposed. Figure 3-10 demonstrates how a design drawing was 
decomposed into several segments.  
 
       Time Line 
Figure 3‐10 Segmentation of a design drawing into intermediary sketches 
 
 Verbal Protocol Analysis 3.3.3.2.
The analyses of verbal protocols mainly focused on the transcripts of conversations 
and utterances (i.e., the “utterances” column of Figure 3-8). The video recording and 
design sketches/drawings were simultaneously reviewed along the analysis process to 
gain a contextual understanding of textual transcripts.   
The purpose of this analysis was to understand the data and explore potential patterns 
that emerged among the data rather than testing specific hypotheses. A data-driven 
approach was employed to prevent existing theories from over-defining the 
exploration and obscuring the possibility of identifying and developing new concepts 
and theories (McDonnell & Lloyd, 2009a).  
The verbal protocol analysis started with a stage of “immersing” in the protocol data. 
Transcripts were examined and interrogated a few times. Each segment in transcripts 
(see Figure 3-9) was assigned an ad hoc coding category or code with respect to the 
semantic meanings of verbal protocols.  
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A large number of codes were generated from the data level. These ad hoc codes were 
then compared and sorted in terms of similarity and difference. Similar codes may be 
merged into a single code. Comparing different codes may provide clues for a new 
category that was not yet considered in the previous coding process. Semantic 
relationships between the generated codes were explored as well for the overarching 
structure for organizing these codes.   
The revised coding scheme was then applied to re-code the verbal protocol data. 
During the recoding process, the focus was shifted to examine larger chunks; a code 
may be assigned to summarize a few of adjunct segments. Occasionally the coding 
may look into a finer-grained structure of designing and decompose a single segment 
into several minor themes.  
The coded protocols were represented as color strips in a timeline. Inspired by the 
affinity diagram (Beyer & Holtzblatt, 1998), the codes with different granularities 
were grouped and rearranged in a hierarchical structure. Meanwhile, each segment’s 
duration and position in the timeline were maintained. The structural pattern of the 
design cognitive process thus can be read from the reconstructed sequence or the 
“flow” of design activities.  
 Graphic Protocol Analysis 3.3.3.3.
Sketches play an integral role in conceptual design activities (Goel, 1995; 
Goldschmidt, 1991, 1992b; Purcell & Gero, 1998; Suwa & Tversky, 1997). They are 
not only used to record and express ideas, but also as vehicles to stimulate creativity 
(van der Lugt, 2002). For example, sketching is considered to facilitate reflection-in-
action leading to re-interpretation of design situation and/or solutions (Schön, 1991, 
1992).  
This study used the decomposed intermediary sketches (see “Sketches” column in 
Figure 3-9) to track the concept development process. The graphic protocol analysis 
was undertaken from three perspectives, i.e., the role of sketching, the representation 
type and the degree of complexity.  
As presented in Table 3-3, there were four types of roles that sketches may play 
during designing, i.e., thinking, talking, prescribing and storing (Ferguson, 1992; van 
der Lugt, 2001, 2005). Thinking sketches used to be defined as the visual aids that 
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support designer’s individual thinking process (Ferguson, 1992). As focused on 
collaborative design, this study did not limit the thinking sketches to a single 
designer’s activities. The distinction between thinking and talking sketches was 
whether the sketch was produced to convey/clarify a person’s ideas to his partner or 
the sketch was the result of design interactions. “Mind map” (Buzan & Buzan, 1996, 
2010) was a typical form of collective thinking sketches observed in this study.  
 
Table 3‐3 Roles of sketches in designing  
Sketches Role in Designing Example 
Thinking Making use of sketches to support (non-verbal) thinking processes 
  
Talking 
To assist the group discussion in 
order to clarify complex and 
possibly confusing part of the 
drawing 
 
Prescribing To convey/communicate design ideas to outsiders 
Storing To record/archive design ideas  
 
The types of intermediary sketches were clarified by the representation forms. 
Yukhina (2007) proposed a dual mode of external representations composed of 
sentential representations (e.g., written ideas and annotations) and graphic 
representations (e.g., freehand sketches and diagrams). This study subdivided 
Yukhina’s (2007) taxonomy into 7 categories. Table 3-4 provides the definitions and 




Table 3‐4 Coding scheme for the types of graphic protocols (texts vs image) 
Type of 
representation Interpretation Example 
Simple texts Text only, e.g., words, phrases, sentences.  
 
Annotation 
Use texts or rough sketches to 




A combination of simple texts 
and/or rough sketches, usually used 
to depict the structure of 
information, e.g., hierarchical / 
linear 
 or  
Thumbnail 
Rough sketches, usually drawn in a 
few seconds and only contains a 
limited number of strokes 
 or  
Sketch 
The demonstration of a 
product/component’s overall 
appearance or features, usually 
contains some uncertainty 
 or or  
Drawing 
Apply additional guidelines to 
correctly delineate the structure of a 
product/ component 
 or  
Rendering 
Using colors or shading or varied 
thickness of lines to visualize a 
product 
 or or  
 
Another dimension of the graphic protocol analysis was the amount of information 
carried in the intermediary sketches. This study used a simple scale to measure the 
complexity level of a sketch (McGown, Green, & Rodgers, 1998; Rodgers, Green, & 
McGown, 2000). Simple phrases or words were coded as “0” and the most complex 
representation found in the collected drawings were coded as “4”, which included a 
variety of techniques (e.g., different thickness of lines, additional annotations, 
exploration views, coloring/ shading, etc.). The intermediary rates were arbitrarily 
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created by interpolating between the two extremes. A thumbnail was usually rated as 
“1”. Sketches and drawings may be seen as the “2” to “3”. A detailed explanation of 
the “complexity” scale was provided in Table 3-5  
 
Table 3‐5 The coding scheme for the level of complexity (graphic protocols) 
Level of 
Complexity  Interpretation Example 
0 Text only, no visual elements  
1 
Iconic images, structured texts or 
vague images outlined by very 
rough lines  
 or  
2 
Monochrome lines to present forms 
of product, but lack of details, no 
shading is rendered 
 or  
3 Use different thickness of line to demonstrate some details.  
 or  
4 
A combination of sketching 
techniques was used to delineate 
details of a product, e.g., different 
thickness of line, rendering, 
exploration view, etc. Textual 
annotations were often provided as 




Applying these three measurements, each intermediary sketch was assigned with three 
codes, i.e., role, representation type and the level of complexity. Figure 3-11 presents 
a series of intermediary sketches decomposed from a single drawing. All the graphic 
segments were prescribing sketches, intended to communicate design concepts to 
people outside of their design team. Figure 3-11a ~ c refers to the “drawing” type of 
























Figure 3‐11 Serial sketches for a product component 
 
Different from the coding of sketch role and representation type which measured the 
“fragmented” information directed conveyed by the decomposed graphic protocol, the 
level of complexity captured the accumulated effect up to the current segment. For 
example, simple texts were often coded with a complexity level of “0”. But in the 
case of Figure 3-11d, it brought additional information to Figure 3-11c. The 
complexity level of the final representation was increased. 
 
3.4. Ontologically-based Protocol Segmentation & 
Coding 
Literature showed that verbalization (on its own or in combination with other 
conceptual tools) rather than freehand sketching is the prime impeller for generating 
design ideas during the conceptual design stage (Jonson, 2005). The in-depth analyses 
thus focused on designers’ verbal utterances. It did not further distinguish the types of 
graphic protocols as descriptive graphic protocol analysis did.  
Verbal protocol analysis in the descriptive analysis used an ad hoc coding method 
rather than applying a priori coding scheme. The flexibility of a data-driven approach 
made it an appropriate vehicle for exploration. The ad hoc nature of verbal protocol 
coding may limit to the specific situations the coding categories have been developed 
for. The iterative revisions of the coding scheme also made it difficult to measure the 
coding consistency and compare results with other empirical studies.  
The in-depth analyses aimed to test the preliminary findings gained in the descriptive 
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analyses. It required a form of “regularity” that transcends specific situations and 
bridges the findings to the existing design knowledge. As described in Section 2.5, 
ontologies provide a domain with a structure for the knowledge in that domain. The 
in-depth analyses thus used an ontologically-based protocol analysis approach (Gero, 
2010a; Gero, et al., 2011; Pourmohamadi & Gero, 2011).  
 The FBS-based Coding Scheme 3.4.1.
The FBS-based coding scheme is the operationalization of the FBS ontology. It is 
independent of specific design domains, only concerned with the essential aspects of 
design knowledge captured by ontological variables.  
Different from the ad hoc coding scheme applied to the descriptive verbal protocol 
analysis, the FBS coding scheme is a principled coding scheme. It is composed of six 
predefined coding categories derived from the FBS ontological variables, namely, 
Function (F), Expected Behavior (Be), Behavior from Structure (Bs), Structure (S), 
plus two additional codes, Requirement (R) and Design Description (D). A set of 
operational working definitions of these design issues is presented as Table 3-6.  
Table 3‐6 Working definitions of FBS codes 
Design issues* Working Definitions 
Requirement (R) 
Requirements set forth by clients, usually in the form of design 
brief, or other external information which is outside the direct 
control of the designer 
Function (F) The teleology or purpose of design 
Expected Behavior (Be) An expected or “future” consequence of a design proposal, which enables the purpose of design 
Behavior  from Structure 
(Bs) An actual consequence derived from a design proposal 
Structure (S) A proposal that determines a product’s components and/or relationships 




The FBS-based coding scheme captures cognitive issues rather than mental operations 
or design processes. Figure 3-12 illustrates a conceptual model of cognitive processes 
and their relation to verbal protocols. A cognitive issue refers to a state of thoughts 
(i.e., content of design cognition, represented by S(1), S(2), S(3) in Figure 3-12). An 
issue is the consequence of previous issues, and may bring some other issues into 
consciousness via mental operations. The transformation processes between design 
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issues were operationally defined as transitions between FBS code pairs in this FBS-





In general, the Function issue represents the purpose of design. The Structure issue 
refers to design proposals, i.e., elements and relationships between what is being 
designed. The Behavior issue, which is a link between Function and Structure issues, 
representing the consequence of Structure (Gero, et al., 1992). It includes the expected 
or “future” consequence (Expected Behavior, Be), i.e., the expectations before a 
specific structure is proposed, and the derived consequences (Behavior from 
Structure, Bs) from an existing structure. Therefore, design conceptualization mainly 
involves reasoning about Function and Expected behavior, while reasoning about 
Structure and Behavior derived from Structure are related to artifacts as a solution to 
the design problem (Gero, 1990; Gero & McNeill, 1998).  
 Delphi-method-enhanced Segmentation & Coding 3.4.1.1.
The FBS ontologically-based protocol analysis employed an integrated segmentation 
and coding technique. Design protocols were segmented and encoded concurrently on 
the basis of “one-segment-with-one-code” principle (Pourmohamadi & Gero, 2011). 
Each segment in a FBS-coded protocol was strictly assigned with only one of the six 
FBS design issues in Table 3-6. There was no overlapped or multi-coded segment 
allowed. If an utterance was identified to contain more than one design issue, it was 
further segmented. Those utterances that did not fit in any of six the FBS categories 
were marked as the others (O) segment. The non-design issues were discarded in the 
FBS-based protocol analysis.  
The FBS-based segmentation and coding process was undertaken by critical 
judgments; there was no rule-based inference that can be automatically applied. In 
order to minimize the risk of subjective decisions, this study adopted two techniques 
to improve the reliability of judgments. One was using a list of coding examples as a 
operation operation
S(1) S(2) S(3) 




frame of reference (see Section C.1 in Appendix C) to calibrate the understanding of 
the FBS coding scheme from time to time. The other way was to apply the Delphi 
method through multiple runs of coding and arbitration.  
The Delphi method is a structured communication technique to elicit and aggregate 
group judgments (Dalkey, Brown, & Cochran, 1969; Linstone & Turoff, 1975). Since 
its development by RAND Corporation in the 1950s, this method has been widely 
used in a variety of domains and disciplines, such as social and technological 
forecasting, decision making, etc. (G. Rowe & Wright, 1999, 2001). Similar with 
protocol analysis methods, many modifications and reformulations have developed 
the Delphi method into a group of related techniques rather than a clearly-defined 
procedure.  
Generally the Delphi method collects individual judgments or opinions from a group 
of experts by a structured information format. The essence of this method is the 
resolution of individual disagreements by iterations. With a series of structured 
communication, individual experts are encouraged to assess and, if necessary, refine 
their earlier judgments in light of controlled opinion feedbacks which are distilled 
from the last group inputs. When any significant disagreements are identified, the 
main efforts are made to explore the underlying reasons for differences (Linstone & 
Turoff, 1975).  
The iterations (usually 2 ~3 rounds) are believed to lead to a “process gain” (G. 
Rowe, Wright, & Bolger, 1991) and finally achieve the most reliable consensus on the 
collective basis. Experimental studies and reviews indicated that the Delphi method, 
as a tool of formulating a group judgment, outperforms the conventional face-to-face 
conference, standard interacting groups and statistical aggregation of individual 
judgments (Dalkey, et al., 1969; G. Rowe & Wright, 1999, 2001). 
This FBS-based protocol study adopted a particular version of the Delphi method 
which has been applied to the field of design research (Bilda, 2006; Gero & McNeill, 
1998; McNeill, et al., 1998; Purcell, et al., 1996). It was a single-coder approach, 
which consisted of two rounds of protocol segmentation and coding and a process of 
arbitration and evaluation. As shown in Figure 3-13, each design protocol was 
separately segmented and coded twice. Between the two coding processes, there was 
at least a two-week break, which aims to minimize the cognitive fixation of first 
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Rather than simply calculating the inter-coding agreements, a process of arbitration 
was used to improve the reliability of final coding results. The outcomes of two 
individual coding processes were tabulated in a single spreadsheet, as shown in Table 
3-7. The disagreements between the separate coding results were flagged by value “0” 
in the column “code 1 vs 2”.  
Table 3‐7 Example of a working spreadsheet for arbitration process 









a few sugar,  S Be Be 0 0 1
8:48.0 ‐ 8:50.0 then you need something S S S 1 1 1
 to mix the whole thing. Bs Bs 0 0 1
8:50.0 ‐ 8:53.0  B: I think sugar we can add later. Be Be Be 1 1 1
8:53.0 ‐ 8:57.0  (overlapping words) A:Yah, can add later O O O 1 1 1
8:57.0 ‐ 9:00.0  A: (note 04‐ D1, "coffee") D D D 1 1 1
9:00.0 ‐ 9:01.0  A: OK O O O 1 1 1





 B: Em.. (review 01‐ D1) O O O 1 1 1   
When a disagreement was identified, the relevant transcripts and video-tape (about 5 
minutes of design activities occurred before and after the disagreed code) were 
carefully examined. The final code was usually one of the existed codes. It was also 




Two types of disagreement were demonstrated in Table 3-7, i.e., coding disagreement 
and segmentation disagreement (Gero & McNeill, 1998). The former disagreement 
was shown in the first row of Table 3-7 (highlighted by green color). The 
segmentations of a design issue agreed, but different FBS codes were chosen. 
Segmentation disagreement occurred when one or more design issues were failed to 
be identified. An example of segmentation disagreement was provided in the third 
row of Table 3-7 (highlighted by yellow color). The other codes in this table were 
achieved fully agreement of both segmentation and coding.  
Another two-week break was made between second coding process and arbitration 
process. The rationale is the same as the previous one, to minimize the cognitive 
fixation. Since the disagreements were resolved in a local context (a short episode that 
contains the disagreement), there was an additional review process to appraise the 
arbitrated results within the context of the whole designing process. The arbitrated 
coding outcome (including both the agreed and arbitrated codes) was thoroughly 
examined. The inappropriate segments and codes were revised, if necessary. Based on 
the same reason, there was also one-week break between arbitration and final 
evaluation processes.  
 The Derivation of Syntactic Design Processes 3.4.2.
As described in Section 2.5.3, the transformations between ontological variables are 
considered as ontological design processes. Taxonomy of ontological processes and 
their relationship between design issues are visually presented in Figure 3-14. As a 
result, the FBS design processes could be operationally defined as transitional 
processes between pairs of design issues. In other words, FBS design processes are 
the consequence of the FBS-based coding scheme, rather than a separate 
conceptualization of protocol data.  
The connection between design issues could be either manually constructed by 
subjectively judging the semantic information encoded in design issues or derived 
from the syntactic attributes of the FBS coded design protocols (Gero, 2010a; Gero, et 
al., 2011; Pourmohamadi & Gero, 2011). Though the semantic model of ontological 
processes is claimed to be more robust and promising, this method was in its 
experimental stage. The huge amount of time and labor required limited its 
application scope. So far no successful application had been demonstrated in a design 
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protocol study with a sample size similar to this study. Moreover, the judgmental 
approaches applied in both coding processes of design issues and semantic processes 






To reduce time and cost spent, this study employed the syntactic model as an 
alternative. The cognitive base of the syntactic model is Asimow’s (1962) 
“morphology of design” that claimed subsequence of a design action has potential 
connection to the previous ones. The syntactic model thus assumed that one design 
issue was cognitively related to its immediately preceding issue and defined the 
syntactic design processes as the transitions or links between two adjacent design 
issues (Gero, 2010a; Gero, et al., 2011; Pourmohamadi & Gero, 2011). A symbol “>” 
was used to denote the transformation between the nth design issue and the (n+1)th 
one. For example, “F > Be” represented that a Function issue was transformed to an 
expectation of the product, which can be directly mapped to problem formulation 
(process 1 in Figure 3-14). “S > Bs” referred to the process of deriving actual 
consequences from a proposed solution, which was mapped to the “3 analysis” 
process. The complete list of mapping between ontological processes and specific 
transitions between design issues are presented in Table 3-8. The links in brackets 
were interpreted or derived from the FBS ontology, though they are not literally 











Ontological process* Transitions between Design Issues 
1 Formulation  R>F, F>Be, (R>Be, R>S)  
2 Synthesis  Be>S 
3 Analysis  S>Bs 
4 Evaluation  Be>Bs, Bs>Be 
5 Documentation  S>D, (R>D, F>D, Be>D, Bs>D) 
6 Reformulation I  S>S, (Bs>S) 
7 Reformulation II  S>Be 
8 Reformulation III  S>F, (Bs>F, Be>F) 





Some transitions, e..g, “F > S” (the process of “catalog lookup”, see footnote in p.36), 
cannot directly map to any of the eight categories of ontological processes. They were 
thus coded as “Others” category.  
The recurring design issues, e.g., “R > R”, “F > F”, “Be > Be”, “Bs > Bs”, were 
considered as elaboration of the same issues and they were less interesting in terms of 
phrasal features of designing. They were thus not discussed as syntactic FBS 
processes. However, “S > S” was included since it is prescribed by the FBS ontology 
as “6 reformulation I”.  
The syntactic model assumes the neighboring design issues were cognitively related. 
During real designing processes, some design issues may coincide at the same point 
of time and not have a substantial relationship between them. For instance, transitions 
from a Description issue to another one may not make sense in the FBS ontology. 
Those transitions were thus excluded from the exaction of FBS processes from coded 
protocols.  
 Analysis, Synthesis and Evaluation 3.4.2.1.
Literature review identified that three-pronged “Creative Sandwich” model of 
designing (Archer, 1984) was another well-accepted theoretical framework describing 
the structure of the designing process. This classic model, shown in numerous 
variations, had been widely reported in design literatures (e.g., Cross, 2008b; French, 
1999; Gedenryd, 1998; Johnsey, 1995; Jones, 1992; Kruger & Cross, 2006; Lawson, 
2006; Lawson & Dorst, 2009; Pahl, et al., 2007; P. G. Rowe, 1987). As shown in 
Figure 3-15, it placed a central creative or generative phase, “Solution Synthesis”, in 
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Gero and his colleagues used to employ this model as a separate coding scheme in 
parallel with FBS design issues in their early works (Gero & McNeill, 1998; McNeill, 
1998; McNeill, et al., 1998; Purcell, et al., 1996). They treated analysis, synthesis and 
evaluation as aspects of design activities in a microscopic level, rather than phrases of 
designing processes. With the developments of the FBS-based theories, the core 
features of “analysis-synthesis-evaluation” model have been incorporated in the 
ontological processes of the latest version of the FBS ontology. A mapping between 
Gero’s ontological design processes and the three aspects of “Creative Sandwich” 
model was presented in Table 3-9. 
Table 3‐9 Mapping of design processes between the FBS model and “Sandwich” model 
“Creative Sandwich” model 
of designing  Ontological Process 
Analysis/ formulation of design 
problems 
1. formulation 
7. reformulation II (type2) 
8. reformulation III (type 3) 
Synthesis of design solution 2. synthesis6. reformulation I (type 1)





Both the FBS processes and “Creative Sandwich” model used the similar terminology, 
e.g., analysis, synthesis and evaluation. In order to avoid confusions, the serial 
numbers (as prescribed in Figure 3-14 & Table 3-8) were always included when 










3.5. Ontologically-based Protocol Analysis 
According to the FBS ontology, syntactic design processes were the consequences of 
the FBS-coded design issues. But it did not imply that the results based on design 
issues and those based on syntactic processes were correlated. Figure 3-16 displays 
two sequences of design issues which shared the same issue distributions. Due to the 
different organizations of design issues, the distributions of syntactic design processes 
varied greatly (as shown in Table 3-10). In particular, the upper sequence exhibited a 
linear transformation from problem space (F & Be issues) to solution space (S & Bs 
issues). The lower sequence demonstrated a more dynamic designing process. 
Syntactic processes went back and forth between different design state spaces, and 
several reformulation processes (i.e., “7 reformulation II” and “8 reformulation III”) 





Syntactic process Upper sequence Lower sequence Frequency Percentage Frequency Percentage 
1 Formulation 1 14.3% 2 12.5%
2 Synthesis 1 14.3% 2 12.5%
3 Analysis 1 14.3% 2 12.5% 
4 Evaluation 0 0.0% 1 6.3% 
5 Documentation 1 14.3% 3 18.8% 
6 Reformulation I 3 42.9% 1 6.3% 
7 Reformulation II 0 0.0% 1 6.3%
8 Reformulation III 0 0.0% 3 18.8%
Others 0 0.0% 1 6.3% 
Total 7 100.0% 16 100.0% 
 
In the FBS-based ontologically protocol analysis, design issues and syntactic design 
processes represented two orthogonal measurements of design cognition, respectively 
responding to the content-oriented and process-oriented analyses. The domain-
independence of the FBS-base coding scheme provides a possibility of developing a 
repertoire of standardized analysis methods for the ontologically-based protocol 
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analysis (Gero, 2010a; Gero, et al., 2011; Pourmohamadi & Gero, 2011). This study 
followed such a framework that previous research efforts had built, and contributed 
some extension by proposing some new measurements (e.g., problem/solution 
indexes) and methods (e.g., cumulative issue diagram and Markov-based diagrams). 
Table 3‐11 Overview of the FBS‐based protocol analysis methods  
Approaches General Statistics Probability Analyses Dynamic Models 
Analysis 
Methods 
 Counts of design 
issues & processes 
 Frequency 
distributions of 
design issues & 
processes 
 Problem/ solution 
(P/S) index 
 1st order Markov 
model 








Table 3-11 provides an overview of the FBS-based protocol analysis methods applied 
in this study. There are two analytic views underlying these methods. A static view of 
analysis aggregates results by collapsing the temporal spectrum of the designing 
process. It captures the overall characteristics of a design session by summarizing the 
observations into a constant (e.g., a problem/solution index) or a group of constants 
(e.g., design issue/process distributions). The static measurements were then analyzed 
by both descriptive statistics (e.g., box plots) and statistical hypothesis testing (e.g., 
Pearson’s Chi-square tests).  
The other view focuses on the dynamics of design cognition by incorporating the 
timing or sequential order as an essential attribute of design activities. The analyses 
included the explorations of how design issue distributions were unfolded over time 
(e.g., dynamic models) and the examinations of the transitional probabilities from one 
issue/process to others (e.g., Markov models). Due to the explorative nature of this 
study and the complexity of multivariate statistical methods, the dynamic analyses of 
design protocols employed a quantified qualitative approach. Quantified 
measurements were applied to regularize design protocols and convert them into 
graphic forms. The interpretation of findings mainly relied on qualitative assessment 
of the graphics that encoded the temporal attributes.  
 Frequency Distributions of Design Issues/Processes 3.5.1.
Due to the varied counts of design issues/processes, the frequency distributions of 
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design issues and syntactic design processes were normalized by dividing them with 
the total number of design issues/processes. The analyses of design issue/process 
distributions (normalized) were then undertaken by methods of box plots and 
Pearson’s Chi-Square tests for independence.  
A box plot (a.k.a. a box-and-whisker diagram) provides a coarse-grained assessment 
about the relative portions that every category of design issues/processes occupied in 
a FBS-coded dataset. It is a non-parametric method, without making any assumption 
about the underlying statistical distributions. The differences between populations are 
graphically depicted through a five-number data summary (i.e., median, upper and 
lower quartiles, and minimum and maximum data values). Figure 3-17 demonstrates 
that a clustered box plot with separate panels allows exploring differences between 





Pearson’s Chi-square test for independence, on the other hand, examined the effects of 
one potential factor at a time. It was used to quantitatively measure the association 
between design issue/process distributions and design disciplines (or classes of design 
requirements). When a significant association was identified (p< .05), Cramer’s V 
coefficient was calculated as the effect size to describe the relative strength of this 
association. The value of Cramer’s V varies from 0 (no association at all, i.e., the 







(complete association). This study used the value of 0.10 as the threshold for 
suggesting whether there was a substantive relationship between the overall design 
cognition and design disciplines/tasks (Crewson, 2011; Dancey & Reidy, 2007).  
There were two forms of post hoc tests used to further investigate which specific 
design issues or syntactic processes were affected by the control variable. The first 
one was through close inspection of the cross tabulations (hereinafter be referred as 
cross tabs). Adjusted residuals in a cross tab provide an estimation of the differences 
between observed and expected values (by assuming there were no association). The 
design issues/processes with a high absolute value of adjusted residuals (equal or 
above 2) indicate they are the potential contributors to the overall differences of 
design issue/process distributions. Participants were more engaged in those aspects of 
design cognition in the situation corresponding to the positive cells, than other 
situation(s). 
The assessments based on cross tabs were then statistically verified by non-parametric 
hypothesis tests of comparing the average of specific design issues/processes between 
different groups. The inter-disciplinary comparisons adopted Kruskal-Wallis one-way 
ANOVA and pairwise Mann-Whitney U tests (one-tailed), as design discipline is a 
between-subjects factor. The paired-sample Wilcoxon signed-rank test (one-tailed) 
was chosen to compare the two levels between the within-subjects fact, i.e., design 
task.  
 Examining the Dynamics of Design Cognition 3.5.2.
The creativity of design or the “creative leap” is considered to be achieved by a co-
evolutionary process of constant interactions between problem and solution spaces 
over time (Dorst & Cross, 2001; Maher, 2000; Maher & Poon, 1996; Maher & Tang, 
2003; Reymen, Dorst, & Smulders, 2009). This study investigated this dynamic 
nature of designerly thinking by elucidating how design issue distributions were 
unfolded along the temporal dimension.  
There are multiple ways to capture the dynamics of design cognition. This thesis 
mainly describes the fractioning and cumulating methods. Two additional methods 
(clustering and windowing), applied in the pilot analyses, are presented in Appendix 
D. The additional methods brought some complementary insights to the qualitative 
characteristics of designing dynamics (cf. Section 6.1).  
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 Modeling Designing Progress with Number of 3.5.2.1.
Segments  
The application of the FBS-based coding scheme transformed design protocols into a 
sequence of mutually excluded design issues with the same level of granularity. 
Figure 3-18 indicates that a quarter of the designing time approximately generated 
25% of total design issues, though the density of design issue in the first quarter was 
slightly larger than that of the last quarter. This study thus modeled the progress of 
designing using cumulative sum of design issues. The number of design issues 
generated in an interval correlated to its duration. Due to the varied length of the 
designing processes, the total number of design issues in a design protocol was 
normalized by converting it to the relative number, using 0% or 0.00 to represent the 





The fractioning technique was applied orthogonally to other methods described in the 
ontologically-based protocol analysis (Gero, 2010a; Gero, et al., 2011; Pourmohamadi 
& Gero, 2011). It divided the whole protocol data into non-overlapping sections and 
treated each section individually. It was thus possible to make comparisons between 
the fractions of a single session or similar fractions from different sessions.  
Literature shows that, though there are iterations and loop-backs, designing activity 
generally commences with a stage of understanding and formulating design problems, 
followed by developmental stages of synthesizing and evaluating design solutions. 




















protocol data (Jiang & Yen, 2010) echoed that the initial episodes each design session 
spent to understand design problem were approximately 1/3 of total time. Design 
sessions then gradually shifted to a stage of solution development (cf. Section 4.4.1).  
     
 First One-third  Second Half  
 
Problem analyses  Solution development 
 
  The omitted part that mingled with  




To overcome the varying durations of problem analysis stage across different 
sessions, this study divided the whole design protocols into two halves or three thirds, 
and excluded one-sixth of protocols (from one third to a half) that may contain the 
fuzzy boundary between analysis and synthesis stages, as shown in Figure 3-19. 
This thesis therefore used the first one-third of design protocols to represent the 
exploration and formulation of a design problem, and the second half for solution 
development. A quantitative justification of this practical fractioning number is 
available in Section 6.1.4.  
 Cumulative Issues over Time & Center of Gravity 3.5.2.3.
The centers of gravity (CoG) and cumulative occurrences of a design issue over time 
are two related measurements derived by the cumulating technique (Gero & McNeill, 
1998; Lloyd & Scott, 1994; McNeill, 1998). The cumulative occurrence of a design 
issue refers to the total number of design issues coded by one category of FBS codes 
from the beginning of a protocol to the current segment. As an example, Figure 3-20 
plots the cumulative occurrences of Function issues of a design session against the 
elapsed number of total segments. Due to the varied size of design protocols, this 
study normalized the cumulative number of design issues by Equation (1).  
 








The CoG is derived from the cumulative occurrences of design issues. Each category 
of design issues has a CoG. As exemplified in Figure 3-20, the CoG refers to the x 
value when its corresponding y value is a half of the y’ (i.e., total number of design 
issues in that category). The operational definition of CoG is a point of time at which 
designers had raised as many cognitive issues in a category (e.g., Function) so far as 
that they would generate in the rest of the design session (McNeill, et al., 1998).  
 Lines of Best Fit 
The example session (Figure 3-20) shows that the cumulative occurrences of a design 
issue may correlate with the elapsed number of protocol segments. The coefficient of 
determination R2 confirmed that this correlation existed in all design protocols. Table 
3-12 indicates that most cumulative issues were almost perfectly correlated with the 




R-square F Be Bs S D 
ID CM Mean 0.83 0.96 0.93 0.95 0.97 SD 0.07 0.03 0.03 0.02 0.02 
ID PES Mean 0.95 0.97 0.95 0.94 0.96 SD 0.04 0.02 0.03 0.03 0.02 
Mix CM Mean 0.84 0.98 0.98 0.98 0.95 SD 0.02 0.01 0.02 0.01 0.03
Mix PES Mean 0.91 0.97 0.97 0.98 0.95 SD 0.02 0.01 0.02 0.01 0.02 
ME CM Mean 0.77 0.98 0.99 0.98 0.94 SD 0.07 0.00 0.01 0.01 0.04 


















































Linear regression was thus performed on individual sessions and the slope of best-fit 
lines of a category of design issues was used as a quantitative measurement of the 
overall efforts expended on the aspect of design cognition related to that FBS 
variable.  
 Curve Fitting 
Figure 3-21 illustrates the cumulative Structure issues (normalized) over time for all 
24 sessions. It shows that, despite of a relatively large overall dispersion, the variation 
was small within each subgroup (i.e., ID CM, ID PES, ME CM, ME PES, Mix CM & 
Mix PES). Correlational analyses confirmed that these subgroups had a strong 
relationship in terms of R2 (as shown in Table 3-13) and small residuals (the standard 
error of estimation was around 3.1%). It was possible to use curve fitting technique 
exploring the dynamics in terms of subgroups.  
 
Legends 
 ID CM 
 ID PES 
 ME CM 
 ME PES
 Mix CM 







R-square F Be Bs S D 
ID CM 0.75 0.85 0.82 0.93 0.75 
ID PES 0.91 0.87 0.91 0.88 0.75 
ME CM 0.31 0.80 0.91 0.76 0.57 
ME PES 0.79 0.64 0.84 0.88 0.57 
Mix CM 0.42 0.96 0.78 0.91 0.85 
Mix PES 0.82 0.87 0.77 0.85 0.77 
Mean 0.67 0.83 0.84 0.87 0.71 
Std. Dev 0.22 0.10 0.06 0.05 0.11 
 
(c) ME sessions (d) Mixed sessions 
(a) All sessions (b) ID sessions 
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The cumulative occurrences of a design issue were modeled by linear and cubic 
regressions. Similar to the best-fit lines for individual sessions, the slope of the 
estimation line for a group indicates the general trend of that group’s focus in one 
aspect of design cognition.  
The cubic estimation curve presents the on-going changes in a finer-grained level. It 
can be read as a “signature” of the dynamic designing process (Gero & McNeill, 
1998; Purcell, et al., 1996; Yen & Jiang, 2011). The tangent slope of a curve (i.e., the 
derivative of the cumulative number of one design issue at a given elapsed number of 
segments) represented the degree of attention to a certain issue at that point of time. A 
steeper curve segment referred to more cognitive effects were spent on that particular 
issue.  
Taxonomy of curve shapes was proposed to classify 5 possible types of design 
dynamics. If the degree of focus was almost constant during the whole process, it may 
result as type-A curve (illustrated in Figure 3-22). If an issue was mostly discussed in 
the early episodes of designing, its diagram may resemble a type-B curve in Figure 3-
22. There was a steep increase in the first segment and the curve started to level off 
since the middle of design session. If an issue was mostly concerned in the latter 
stages of a designing process, it could be depicted like a type-C curve in Figure 3-22. 
It remained steady in the beginning and started to sharply rise since somewhere in the 




Type-D in Figure 3-23 illustrated the cases that an issue was mostly discussed in the 
middle of session, rather than in the beginning or end parts. Type-E was an opposite 
pattern that an issue is concerned in the beginning or end, but not in the middle of 
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The CoGs of these 5 curves were depicted as a~e in Figures 3-22 and 3-23. CoG 
could be viewed as a coarser-grained indicator of the shape of estimation curves. For 
example, a small CoG value represented a Type-B curve whereas a large CoG value 
referred to a Type-C shape. The pairwise comparisons of CoGs thus could determine 
the general occurring sequence of design issues during conceptual design. However, 
the CoGs were not able to distinguish the types A, D and E of issue distributions 
(Figures 3-22 & 3-23).  
 Markov Chain Analyses 3.5.3.
The Markov model describes the transitional probability of moving from one state to 
another in a stochastic chain. (Ching & Ng, 2006; Meyn & Tweedie, 2009). The 
probability analyses based on the 1st-order Markov chain model – in which the 
conditional probability of the next state only depended on the current state rather than 
the past ones (ibid) – was not new in design protocol studies. Numerous attempts had 
been made to model the decomposed protocol segments as Markov states and employ 
statistical methods to delineate the transitional patterns between these states (e.g., 
Cuomo, 1988; Kruger, 1999; McNeill, et al., 1998; Stempfle & Badke-Schaub, 2002; 
Zheng, Padman, Johnson, & Diamond, 2009). The integration between Markov 
analysis and the FBS-based protocol studies was demonstrated by Kan and Gero 
(2009a, 2009b, 2010, 2011). The six categories of design issues were considered as 
Markov states. A 6×6 transition matrix was constructed as a quantitative tool to 
compare design activities between different FBS-based case studies. 
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The numeric presentations (i.e., the matrix), however, had difficulty providing an 
estimation of overall transitional patterns among more than two comparing groups. 
This study thus attempted to implement some graphical tools enabling the visual 
comparison across six experimental groups.  
The Markov chain analyses in this study were based on the syntactic model of 
designing process, examining the transitional probabilities of one design issue 
occurring after another issue. The analyses included both the 1st order and 2nd order 
Markov models.  
 The First-order Markov Chains 3.5.3.1.
The 1st-order Markov chain is a discrete random or stochastic process with the 
Markov property, namely, the conditional probability distribution of the next state of  
a process, given the present and past states, depends only on the current state and not 
additionally on the previous states (Ching & Ng, 2006; Meyn & Tweedie, 2009).  
In mathematical terms, a Markov chain is defined as a chronologically ordered 
sequence of states X1, X2, … Xi. The possible values or categories of Xi constitute a 
countable set (S), i.e., the state space of the Markov chain. In the FBS-based 1st-order 
Markov analysis, the state space was formed by the six FBS design issues, as shown 
in Equation (2).  
௜ܺ	 ∈ ܵ ൌ ሼܴ, ܨ, ܤ݁, ܤݏ, ܵ, ܦሽ       (2) 
ܲݎሺܺ௡ାଵ ൌ ݔ| ଵܺ ൌ ݔଵ, ܺଶ ൌ ݔଶ, … , ܺ௡ ൌ ݔ௡ሻ ൌ Pr	ሺܺ௡ାଵ ൌ ݔ|ܺ௡ ൌ ݔ௡ሻ (3) 





















     (5) 
Equation (3) presents a formal definition of the Markov property and Equation (4) 
refers to the probability of transition from one Markov event (i) to the next one (j). A 
transitional probability, for instance, of “F > Be” is described as PFBe. The 
comprehensive list of all possible transitions in a FBS-coded sequence can be 






Figure 3-24 is a directed diagram visualizing the matrix (5). The circles with FBS 
codes represent the FBS states and arrowed lines indicate the transitions from one 
state to another. The transitional probabilities are labeled on each transition line. Due 
to the relatively large number of transitions, it is difficult to read potential patterns 
from Figure 3-24. A certain adaption was required to make the pattern prominent.  
 Augmented Transition Diagram & Flow Chart 3.5.3.2.
This section introduced the first two graphical techniques and demonstrated their 
application in an exemplar design session ID1 CM. Matrix (6) provides the original 
















0.01 0.21 0.24 0.08 0.20 0.25
0.00 0.08 0.10 0.28 0.32 0.23
ܵ
ܦ
0.00 0.03 0.06 0.30 0.30 0.31









The design issue distribution (cf. Section 5.1) indicated that only a very small quantity 
of Requirement issues were brought up during conceptual design, usually less than 
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2% of total design issues. The taxonomy of syntactic design process (cf. Section 
3.4.2) showed that most R-issue-contained transitions were mapped to “others” 
category, which were unlikely to occur as indicated by the extremely low values of 
their transitional probabilities (see highlights in Equation (6)). The exclusion of R-
issue-contained transitions thus had little effect on the overall characteristics of this 
sequence of FBS design issues.  
The syntactic model (cf. Section 3.4.2) also indicated that, the transitions from 
Description issue to other states may just be by-products of the syntactic model. These 
“D >” transitions were not associated with any ontological processes. Therefore, the 








































Figure 3-25 visualizes the matrix (7). Some treatments were made to augment the 
overall patterns. The size of circles corresponded to the percentage occurrences of 
design issues. When the percentage of a specific category dropped below 5%, the 




The thickness and colors of transition lines were varied to differentiate the transitions 
with different levels of probability. In particular, the transition lines were drawn in 
black color when their probability values exceed the threshold of 0.10. The 
transitional probability values were labeled on the transition lines and presented in the 
thickness of transition lines.  
Transitions with a probability lower than 0.10 were considered as less important. They 
would only be depicted in gray lines if these transitions map onto ontological 
processes. No probability value was indicated on grey lines. Figure 3-25 provides 
three examples in this case, i.e., “Be > Bs”, “S > Be” and “S > F”. The other less 
common transitions were not illustrated. 
The augmented transition diagram could be read as a “signature” of design cognition. 
Two classes of design issue transitions were distinguished as shown in Figure 3-26. 
The left part of the graph illustrates transitions between cognitive issues (F, Be, Bs & 
S), referring to the mental process of designing. The right part of Figure 3-26 
demonstrates the externalization of design cognition, represented by transitions from 





The interpretation of this diagram was guided by the FBS ontology and the syntactic 
model. For instance, two iterations were identified in left part of Figure 3-26, between 
F and Be issues and between S and Bs issues. Two cycles are connected by a 
transition from Be to S. The interpretation of augmented transition diagram may be 
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transformed to a flow chart of syntactic processes, Figure 3-27. The mental processes 
were illustrated as solid lines and the “5 documentation” processes are represented by 
dashed lines. The emphasis of syntactic processes was estimated by considering their 
transition probabilities and the proportions of related design issues. The font size and 
thickness of connection lines roughly indicated the amount of cognitive efforts that 
may be associated to the syntactic processes. The uncommon processes, like “4 




 The Second-order Markov Chains 3.5.3.3.
In the 1st-order Markov chain, given the present event, the future and past states are 
independent. The transitions between syntactic processes, as shown in Figure 3-27, 
were conjectured by results of two individual pairs of design issue transitions. The 
flow chart of the syntactic design processes was not robust to derive structure from 
the designing processes. The 2nd order Markov model was thus introduced to connect 
separate design issue transitions.  
Figure 3-28 shows that a 2nd-order Markov chain has a short memory of past states. 
The occurring probability of the next state (i+1) does not only depend on the present 
state (i); it is also influenced by the immediate past one (i-1), which was considered 





Taken ID1 CM as an example, Matrix (8) presents the original 2nd order Markov 
transition matrix. It is very complicated and impractical to apply on comparisons 






According to the FBS ontology, the transition between design issues (i-1, i) can be 
defined as a syntactic process (as demonstrated in Figure 3-29b), thus a 2nd-order 
Markov transition is equivalent with a design issue occurs after a particular syntactic 
R	 F Be Bs S D
RR	 0.00	 1.00 0.00 0.00 0.00 0.00
RF	 0.40	 0.40 0.20 0.00 0.00 0.00
RD	 0.00	 1.00 0.00 0.00 0.00 0.00
FR	 0.25	 0.75 0.00 0.00 0.00 0.00
FF	 0.01	 0.52 0.14 0.01 0.02 0.29
FBe	 0.00	 0.42 0.15 0.12 0.19 0.12
FBs	 0.00	 0.00 0.00 0.00 0.50 0.50
FS	 0.00	 0.13 0.13 0.00 0.25 0.50
FD	 0.00	 0.65 0.16 0.00 0.09 0.09
BeR	 0.00	 0.00 0.00 0.00 0.00 1.00
BeF	 0.05	 0.43 0.14 0.00 0.10 0.29
BeBe	 0.04	 0.21 0.29 0.04 0.17 0.25
BeBs	 0.00	 0.13 0.25 0.38 0.25 0.00
BeS	 0.00	 0.05 0.20 0.35 0.15 0.25
BeD	 0.00	 0.20 0.32 0.08 0.28 0.12
BsF	 0.00	 0.30 0.40 0.10 0.00 0.20
BsBe	 0.00	 0.00 0.31 0.00 0.38 0.31
BsBs	 0.00	 0.16 0.08 0.35 0.22 0.19
BsS	 0.00	 0.00 0.02 0.33 0.26 0.40
BsD	 0.00	 0.07 0.07 0.33 0.37 0.17
SF	 0.00	 0.50 0.00 0.00 0.17 0.33
SBe	 0.00	 0.18 0.27 0.27 0.18 0.09
SBs	 0.00	 0.02 0.09 0.23 0.38 0.28
SS	 0.00	 0.02 0.02 0.33 0.31 0.33
SD	 0.00	 0.02 0.09 0.30 0.32 0.26
DF	 0.00	 0.63 0.12 0.00 0.07 0.17
DBe	 0.00	 0.12 0.24 0.04 0.16 0.44
DBs	 0.00	 0.06 0.09 0.27 0.36 0.21
DS	 0.00	 0.06 0.08 0.28 0.38 0.21






process (Pourmohamadi & Gero, 2011). Hence the complicated matrix (8) could be 
transformed to a process-to-issue matrix (9).  
 
Follow the same logic, the transition between design issues (i, i+1) can also be viewed 
as another syntactic process, thus a 2nd-order Markov chain of design issues may 
further translated to transitions between syntactic processes. In other words, it is 
equivalent with a 1st-order Markov chain which sees syntactic processes as valid 
Markov states, as demonstrated in Figure 3-29c. As the “D >” transitions are not 
considered as valid syntactic processes, the transition from “5 documentation” to 
another process are excluded in the transformed matrix (10).  
 
Figure 3-30 is the visualization of matrix (10), illustrating the transitions between 
syntactic processes. To simplify the complexity caused by the increased number of 
transition states, the graphic only depicts the transition with the largest and second 
largest average transition probabilities, respectively in bold and thin lines (Kruger, 
1999). The third largest probability may be depicted if its value was statistically not 
different from the second largest one. The percentage occurrences of syntactic 
processes (see Section 5.1) were acknowledged as well by varied lengths of transition 
states.  
Similar to the flow chart based on the 1st-order Markov chain (see Figure 3-27), 
R F Be Bs S D
Formulation	 0.06 0.42 0.16 0.10 0.16 0.10
Synthesis	 0.00 0.05 0.20 0.35 0.15 0.25
Analysis	 0.00 0.02 0.09 0.23 0.38 0.28
Evaluation	 0.00 0.05 0.29 0.14 0.33 0.19
Documentation	 0.00 0.24 0.14 0.18 0.26 0.17
Reformulation	I	 0.00 0.01 0.02 0.33 0.28 0.36
Reformulation	II 0.00 0.18 0.27 0.27 0.18 0.09
















Figure 3-30 employs the solid and dashed lines to distinguish the mental processes 




 Problem/ Solution (P/S) Indexes 3.5.4.
Literature review has shown that the cognitive styles during designing are often 
discussed in terms of bipolar measures in relation to two notional design “spaces” i.e., 
problem space and solution space (e.g., Archer, 1973/2005, 1979a; Cross, 1982, 
2008a; Lawson, 1979, 2004b, 2006; Lawson & Dorst, 2009; Owen, 1998a, 2006). The 
relative focus on problem/solution space can classify designing styles into problem-
focused and solution-focused types. Here a designing style is defined as a meta-level 
structure over the observation of design activities (Jiang, Gero, & Yen, 2012). A 
designing style can be measured in two levels of granularity. It may refer to an overall 
characteristic of the entire design session, or a “signature” of a dynamic process cross 
the temporal spectrum. This study addressed both levels of designing styles. 
The problem/solution (P/S) index presented in this thesis follows Kruger and Cross’ 
numeric approach of the classification of problem-driven or solution-driven styles 
(Kruger, 1999; Kruger & Cross, 2006), by integrating with the FBS ontologically-
based measurements. Table 3-14 presents the conceptual mapping of design issues 
and syntactic design processes onto the dichotomy of problem and solution spaces. 
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The FBS coding scheme did not specify Description issues with the problem-solution 
division. Description issues and “5 documentation” were thus excluded in the analysis 
of P/S indexes.   
Table 3‐14  Mapping design issues and syntactic processes onto problem/solution spaces 
Problem/solution-focused Design issue Syntactic process 
Reasoning about Problem 
Requirement (R) 
Function (F) 
Expected Behavior (Be) 
1 formulation 
7 reformulation II 
8 reformulation III 








The measurements characterizing the overall pattern of a design session are calculated 
by computing the ratio of the total occurrences of the design issues/processes 
concerned with the problem space to the sum of those related to the solution space, as 
shown in Equations (11) and (12). Compared with the original measures of design 
issues and syntactic processes using a set of measurements, the P/S indexes with a 
single value can facilitate comparisons across multiple sessions more efficiently. They 
were thus used to summarize the aggregated results generated from set measurements.  
P/S	index	ሺissuesሻ	ൌ ∑ሺ୔୰୭ୠ୪ୣ୫⁻୰ୣ୪ୟ୲ୣୢ	୧ୱୱ୳ୣୱሻ∑ሺୗ୭୪୳୲୧୭୬⁻୰ୣ୪ୟ୲ୣୢ	୧ୱୱ୳ୣୱሻ ൌ
∑ሺோ,ி,஻௘ሻ
∑ሺ஻௦,ௌሻ       (11) 
P/S	index	ሺprocessሻ ൌ ∑ሺ୔୰୭ୠ୪ୣ୫⁻୰ୣ୪ୟ୲ୣୢ	୮୰୭ୡୣୱୱሻ∑ሺୗ୭୪୳୲୧୭୬⁻୰ୣ୪ୟ୲ୣୢ	୮୰୭ୡୣୱୱሻ ൌ
∑ሺ௣௥௢௖௘௦௦ଵ,଻,଼ሻ
∑ሺ௣௥௢௖௘௦௦ଶ,ଷ,ସ,଺ሻ     (12) 
 
The dynamics of P/S indexes along the temporal dimension were investigated with a 
windowing technique (also cf. Section D.2, Appendix D). The x-axis presents time 
modeled by the elapsed segments (cf. 3.5.2.1). A window referred to an interval 
spanning a 1/6th of total segments in a session, in which P/S indexes of design issues 
and processes were calculated with Equations (11) and (12). The movement of the 
window started with its left edge at the first segment, and moved to the right with a 
distance of one segment long each time, until the right edge of the window reached 
the end of design session. A sequence of P/S indexes across x-axis was thus derived 
from the movement of the window. These dynamic P/S indexes over time were then 
modeled by linear, logarithmic and cubic regression. The estimation curves of these 
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dynamic models were generated to describe how the relative focus on 
problem/solution spaces evolved during the designing process.  
3.6. Summary of Research Methodology 
As a synopsis of research methodology, this chapter presents the experiment 
instruments and all the important methods applied to the analyses of the experimental 
records. A design experiment using a 3×2 mixed-model factorial design was applied 
as the main data collection technique, with the purpose of exploring the potential 
effects of a design team’s disciplinary background and the class of design 
requirements on the cognitive processes behind product conceptual design activities.  
Four forms of data were collected in the experiment, i.e. (1) video recording of real-
time design activities (primary data), (2) intermediary documents produced during 
designing (e.g., sketches and written notes), (3) self-reported questionnaires and 
follow-up interviews, and (4) design concepts (represented by drawings and verbal 
interpretation), as well as metadata about the participants, e.g., demographic 
information and their design capacities.   
The analysis of the collected data consisted of two stages. The first stage was a series 
of descriptive analyses at a macroscopic level. All forms of the collected data were 
thoroughly examined by a data-driven approach, aiming to explore qualitative insights 
on conceptual design activities. The reliability of data coding and analyses was 
achieved by iterative assessment and revision of previous coded results.  
The second stage of data analysis focused more on verbal protocol and used design 
documents and gestures as the supplementary data. The in-depth protocol analyses 
were guided by the FBS ontology. By applying the FBS-based coding scheme, the 
design observations were segmented and transformed into sequences of 
chronologically ordered design issues. A higher-order structure of designing was 
derived by looking into the organizations of design issues, such as syntactic design 
processes, Markov transitions, etc. The methods applied in the in-depth analyses were 
mostly quantitative and quantified qualitative. The results were presented in both an 
aggregated form characterizing an overall pattern of the whole session, and dynamic 







 Descriptive Analyses Chapter 4.
This chapter presents the preliminary results identified in the first stage of data 
analysis, i.e., the descriptive analyses. It first compares the two design programs from 
which experiment participants were recruited. It is followed by introspective reports 
of designerly thinking and presentations of design concepts. The trajectory of design 
concept developments is then explored by verbal and graphic protocol analysis using 
an ad hoc data-driven approach.  
4.1. Design Curricula 
Design is a cornerstone of two programs in the Division of Industrial Design and the 
Department of Mechanical Engineering at the National University of Singapore 
(hereinafter be respectively referred as NUS DID and NUS ME). The introduction of 
these two programs is presented in Appendix A. This section focuses on the 
similarities and nuances between the design-centric curricula provided in the two 
programs.  
Both programs attempt to implement “design thinking” in their curricula, which NUS 
DID considers as “out-of-box innovation strategies and investigation methods” (NUS 
DID, 2010b) and NUS ME views as “a methodology for innovation” (NUS DCC, 
2010; NUS ME, 2009a).  
Multi-disciplinary aptitude and action-oriented learning approach are two other 
common interests pursued by these two programs. Both programs provides conceptual 
and/or real-life projects on the group basis (NUS DID, 2010b; NUS ME, 2009b). 
There was a joint industry-sponsored project program involving both ID and ME 
students (Fuh, Lu, Quan, & Lim, 2007). Students are also strongly encouraged to take 
modules offered by other faculties, such as humanity, business and management, to 
broaden their outlook and repertoire of skills (NUS DID, 2010b; NUS ME, 2009b).  
Both programs seem to consider the “T-shaped thinker” as an ideal expectation for 
their graduates, who have deep expertise in one domain and enjoy the breadth of 
knowledge, skills and experiences in many others (Brown & Katz, 2009; T. Kelley & 
Littman, 2005). But the vertical element or the specialization in this “T shape” is 
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varied between the two programs. NUS DID holds a humanized view of design and 
declaims that the vision of ID program is “to make life better through design” (NUS 
DID, 2010a). ID students are expected to have strong artistic sensibility and able to 
embody “pleasing and appropriate aesthetics and emotion” in their designs (NUS 
DID, 2010b). NUS ME possesses a more rational view of designing. It emphasizes the 
fundamentals of engineering sciences and views design as the application of 
engineering sciences to produce innovative products (NUS ME, 2009a).  
Reflecting on the curricular settings, the first year NUS ME courses are mostly 
lecture-based, emphasizing on foundations of engineering sciences as well as 
engineering design principles. In terms of symbolic versus episodic knowledge 
distinction (Lawson, 2004a; Robillard, 1999; Visser, 1995), what ME freshmen learn 
mainly fits in the former category that is about abstract rules or principles detached 
from concrete situations. It then slowly progresses to hands-on “design and build” 
modules that allow students to apply engineering design fundamentals in practice. The 
ID foundation courses starts straightly with hands-on modules composed with a series 
of 2D and 3D exercises (Boucharenc, 2008). Episodic knowledge dominates 
throughout the ID curriculum. Students are immersed in a variety of conceptual and 
real-life projects. Craft-like ability is emphasized in ID program.  
There is a significant difference identified on the design representation and 
communication means. NUS ID embraces more tangible media, such as freehand 
sketching and foam modeling, which facilitate deep engagement and allows students 
to experience design by multiple dimensions of sensations, such as haptic feeling. 
Vagueness and ambiguity that those tangible media afford is considered important to 
stimulate creativity (Goel, 1995; Goldschmidt, 1991; Purcell & Gero, 1998). Whereas 
NUS ME emphasizes digital media that provide precision in design visualization and 
modeling (NUS ME, 2009a). Students are taught computer-aided design and analysis 
(CAD/CAM) with the aid of state-of-the-art computer software and hardware (ibid). 
These computer-based design tools mainly demand the visual engagement and 
abstract reasoning, while lacking sensory involvements (e.g., haptic).  
In addition, learning environments also differ between these two programs. In the ID 
program, the design studio becomes a hive of activities, including most lecturing and 
self-learning, as well as extra-curricular activities. Tutors spend considerable time in 
the studio that allows many opportunities for unscheduled interaction with students 
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and in-time feedbacks. Through the interview, ME students reported themselves as 
“nomads” who do not have a fixed location to study. Their meetings with tutors are 
more scheduled compared with ID students. Some facilities (e.g., computer cluster, 
prototyping and tooling room) usually play the role of regular “meeting place” for ME 
students and tutors (Fuh, et al., 2007).   
 
4.2. Self-reported Designerly Thinking 
The self-reported designerly thinking was extracted in light of the pre-test 
questionnaires and introspective reports in the follow-up interviews. These statements 
were mainly about students’ articulation about their understanding of design, their 
habitual ways of designing, rather than their memories about specific cognitive 
processes or textbook contents. Results show that ID and ME respondents seemed to 
have significant differences with regard to the understandings of design, but the 
reported designing processes were almost identical.  
 
 Definition of Design 
ID students usually did not distinguish the meanings of design and ID (n=9 out of 12), 
which were both considered as a holistic or human-centric approach composed of 
aesthetics/art, engineering/technology and business/marketing. ME students tend to 
see design as an individual stage/phase of a broader engineering design process (n=10 
out of 12). Figure 4-1 summarizes the keywords extracted from the self-reported 
definitions of design. Most ID students (n=11) echoed the vision of NUS DID, i.e., to 
improve experience or everyday lives. Whereas ME students tended to view design as 
a rational process, such as “creation” (n=7), generating “plan for production” (n=4) 
and “problem solving” activity (n=4). They may describe design in a neutral or 
objective way highlighting the materialization aspect of design, such as producing 
“something new” (n=4). ID students were more likely to rephrases it as “better 
products” (n=4), emphasizing the value or goals of being achieved. “Innovation”, 
“aesthetics” and “creativity” were mutually agreed, though they were not emphasized 






 Product Design versus ID/ME 
When being asked about the subject of this study “Product Design”, all respondents 
agreed that ID and ME were closely involved in this activity, except an ME 
respondent considered they were “not very linked”. As shown in Figure 4-2, most 
students tended to deem “Product Design” as a subset of their professional fields (ID, 




ID students claimed that ID “not only designs physical products ...   [it also] creates a 
new whole experience”, or ID involves system, emotion and/or interactions that 
product design does not explicitly address.  
The reasons that ME students thought “Product Design” as a subset of ME were 
mostly based on the claims that design is a subtopic of ME. The relationship between 



















 Impression of Design 
Different iconic images were bought up when students attempted to describe design 
visually. As shown in Figure 4-3, ID students mostly reported domestic appliances 
(n=10) and furniture (n=9) that are used in daily lives, whereas ME respondents were 
more likely to mention some “hi-tech” products and those had stronger social impacts, 
such as architecture/buildings (n=7) and transportation (n=5). The commercial 
electronic devices, in particular iPhone and iPods, were the common interests shared 
by both groups (ID, n=8; ME n=4).  





Where describing the activities that could represent designing, ID and ME students 
seemed to have a good consensus. They all mentioned activities like brainstorming, 
ideation, sketching, modeling and/or prototyping.  
 Differences between ID and ME during Designing 
Most respondents agreed that ID and ME thinking seemed to be complementary, 
though they were both involved in designing products. ID students considered ME 
was more concerned with technical problems or utility-related aspects of a product 
(n=9), whereas they were more focused on human values and business aspects of 
design, such as experience, emotion and aesthetics (n=10).  
Most ME participants thought they were more concerned with functions or 
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feasibilities of a product (n=9), while ID may deal with styling or aesthetic aspects of 
a product (n=6). Three ME respondents also reported manufacture cost was an 
important consideration for engineering design. One ME student seemed to 
misinterpret the nature of ID and thought it was dealt with the improvement of 
industrial processes.  
 Strategies & Designing Processes 
The introspective reports on designing processes and strategies are about students’ 
metacognitive statements, i.e., their perception about their habitual ways of designing 
(Hoover & Feldhusen, 1994; Jaušovec, 1994; Yukhina, 2007). These perceptions or 
beliefs may influence how participants consciously choose design strategies and 
monitor/ manage their designing processes.  
Literature has categorized strategies that manage designing processes into three 
categories, namely top-down, bottom-up and opportunistic (Cross, 2008b; Davies, 
1991; Guindon, 1990). All ID respondents were the supporters of opportunistic 
strategies. Five of them further argued that they would explicitly adjust their strategies 
or combine top-down and bottom-up strategies according to the given tasks.  
ME students seemed to favor more systematic strategies. Only two ME respondents 
championed opportunistic strategies. The rest of respondents either supported top-
down decomposition or bottom-up strategies (n=5 versus 5).  
Although they claimed to adopt different strategies to manage/coordinate designing, 
the reported designing processes were similar between all respondents, i.e., a 
sequence of activities transforming design requirements or human needs to a product. 
Post-test interviews demonstrated that the participants, both ID and ME students, 
were taught and trained to follow some sort of systematic procedures/ methods.  
Examination of the diagrams of designing process indicated that ID students were 
more aware of the iterations of designing. All ID participants explicitly drew 
iterations between different stages of designing, whereas only 5 ME students showed 
the loopback processes in their diagrams. All ME students agreed designing process 
was not linear and iterations were in fact an important character of designing. This 
issue was explicitly clarified during their follow-up interviews.  
101 
 
4.3. Presentation of Design Concepts 
Design concepts, i.e., the outcomes of conceptual design, are exacted from the 
external design representations (e.g., drawings and written notes) as well as students’ 
verbal presentation after the design sessions. A list of each design concept’s 
description is presented in Appendix B. This study did not perform a rating 
assessment about the quality of design concepts, as these concepts may not be fully 
developed due to the short experiment duration. Instead, this study focused on what 
aspects of design were emphasized by designers which reveal designers’ attitude 
about design values.  
Results showed that ID students were more concerned about the usage context and 
interactions between product and target users. They heavily relied on narratives or 
story-telling to describe those issues. ME students concerned less about the user’s 
involvement and tended to elaborate the interplays of technical components in a 
context-free manner.   
 Descriptive Dimensions 4.3.1.
Table 4-1 presents the assessment of design concepts by using Boucharenc’s (2008) 
descriptive dimensions of design as the analytic framework (cf. Section 3.3.2). The ★ 
cells denote the corresponding aspects are elaborated in some degrees of details and 
the ☆ cells refer to the aspects of design that are just mentioned without detailed 
descriptions. The blank cells show those aspects are not explicitly included in their 
concept presentations. In general, design concepts proposed by ID teams had a more 
comprehensive consideration into these 3 aspects compared with ME concepts. A 
possible explanation is that Boucharenc’s (2008) descriptive framework was applied 
as a pedagogical tool in the fundamental ID courses and ID students were more 
conscious about these dimensions during their designing process.  
The semantic dimension of design was the main discipline differentiator. ID concepts 
concentrated on all three subcategories of semantic dimension and ME concepts 
showed the least focuses. The Mixed teams’ focus on semantic dimension was more 
moderate compared with the above two extremes. In particular, ID presentations 
usually started with a detailed description of expected usage contexts, such as “in a 
cozy dry-kitchen of condominium apartment” (ID1 CM). The inspiration source and 
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form generation process were described as well (see Section 4.3.1.1 for a more 
detailed discussion). Emotional words, such as “fun”, “cool”, “enjoyable”, etc. were 






















ID1 CM ★ ★ ★ ☆ ☆ ☆ ★ ★ ★ 
ID2 CM ★ ★ ★ ★ ★ ★ ★ ★ ★ 
ID3 CM ★ ★ ★ ☆ ★ ★ ★ ★ ★ 
ID4 CM ★ ★ ★ ☆ ★ ★ ★ ★ ☆ 
ID1 PES ★ ☆ ★ ★ ★ ★ 
ID2 PES ☆ ☆ ☆ ★ ★ ★ ★ 
ID3 PES ★ ★ ★ ★ ★ ★ ★ ★ ★ 
ID4 PES ★ ★ ☆ ☆ ★ ☆ ★ ★ ★ 
Mix1 CM ★ ☆ ☆ ☆ ★ ☆ ★ ★ ★ 
Mix2 CM ★ ★ ★ ★ ★ ★ ★ ★ ☆ 
Mix3 CM ★ ★ ★ ☆ ★ ★ ★ ★ ★ 
Mix4 CM ★ ★ ★ ★ ★ ★ ☆ ☆ 
Mix1 PES ★ ☆ ★ ★ ☆ ☆ 
Mix2 PES ★ ★ ★ ★ ★ ★ ★ ★ ★ 
Mix3 PES ☆ ☆ ★ ☆ ☆ ☆ 
Mix4 PES ★ ☆ ☆ ★ ★ ☆ ☆ ★ ☆ 
ME1 CM ★ ★ ★ ★ ☆ ★ ☆ 
ME2 CM ☆ ★ ★ ☆ ☆ ★ ☆ 
ME3 CM ★ ★ ★ ★ ☆ ★ ★ ★ ☆ 
ME4 CM ★ ★ ★ ★ ★ ☆ 
ME1 PES ★ ★ ☆ ★ ☆ ★ 
ME2 PES ☆ ★ ☆ ★ ☆ ★ 
ME3 PES ☆ ★ ★ ★ ☆ ★ ☆ ☆ 




☆ Briefly described  
(Source: adapted from Boucharenc, 2008) 
 
ME teams tended to present their design solutions straightforward. Only ME3 CM 
explicitly expressed their design was suitable to the “SOHO type small office 
consisted of young people”. Other sessions either set a very broad context, such as 
“university student dormitory” (ME1 CM), “for moving vehicle” (ME3 PES), or just 
ignored the usage context. When being explicitly asked during the post-hoc 
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interviews, some ME participants may reply as such “you can use it everywhere, as 




Describing product in a specific circumstance or detached from context suggested ID 
and ME students may respectively championed the environment-centric and product-
centric views of design (Chandrasekaran & Josephson, 1997, 2000; Rosenman & 
Gero, 1994) (cf. Section 2.5.2.1). This study thus subdivided the pragmatic dimension 
into two subcategories, i.e., the interaction between product and user/context and 
interplay between components accordingly. As exampled in Figure 4-4, the product’s 
mechanisms or working flow consisting of components was well delineated in an ME 
team’s concept. Considering the product as an independent system, the involvement 
of users was minimal in this design. In fact, most ME teams’ concepts presented a role 
of user no more than pressing the button. As a consequence, the syntactic dimension 
often emphasized in ME concepts was key components, compositional relationships 
between components and material/ technology employed in the design. Figure 4-4, for 
example, specifies the connection of filter with kettle body and the composition of 
inner and outer shells.  
ID teams seemed to champion the environment-centric view of design (ibid). The 
physical specifications of their designs were always described in the interactions with 
users and/or the intended usage context, as shown in Figure 4-5. In some PES 
concepts, ID teams mainly discussed the user-product interactions and treated the 
product per se as a “black box”. Figure 4-6, for example, describes very few details 








In the syntactic dimension of design, ID teams usually produced a more precise and 
detailed drawing about their design’s form compared with that of ME teams (cf. 
Figure 4-7). It may partially due to the fact that ME students lacked sufficient training 
on freehand sketching as ID students did. ID students did most drawing work in the 





The assessment results of the Mixed team’s concepts had a larger variation, depending 
on who was the presenter and lead the designing process during their cooperation 
(identified in the protocol analysis). The Mixed teams generally considered the 
semantic dimensions of design, though not as elaborated as ID teams did. Their 
designs often mentioned both user-product and between-components interactions. 
Some sessions, such as Mix2 CM & PES, elaborated many details about the structure 
of their solutions, including descriptions of the key components (see left half of 
Figure 4-8). They also got into pragmatic and semantic dimensions of designs. These 
concepts were expected for the multidisciplinary team to integrate the strengths from 
both parties. However, the crudest and barely developed form of concepts was also 




 The Inspiration Sources 4.3.1.1.
Designing process transforms human needs or desires into a specification of physical 
embodiment. The inspiration source and form development process play an important 
role determining the final solution of the product. Figure 4-9 displays the main 
inspiration sources and the final designs for ID and ME teams. The concepts are 
presented as sketches and inspiration sources are represented with related photos. The 
association between their concepts with the inspiration sources was assisted with 
verbal and graphic protocol data (cf. Sections 4.4.1 & 4.4.2), not just what students 
claimed in the concept presentations.  
Figure 4-9 shows that ID teams tended to drive their designs with a verb (e.g., 
experience or actions) rather than a noun (T. Kelley & Littman, 2004). For example, 
they proposed ideas like to “enjoy the aroma” from nice coffee (ID1 CM), to “shake” 
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like a bartender (ID2 CM), to “refill” coffee powder like a gumball machine (ID3 
CM), to “paint or draw” like a kid (ID1 PES), to “share gossips” with friends (ID4 
PES), etc. Even when they generated forms by analogizing, it was usually undertaken 
in a very abstract level. As demonstrated by Figure 4-10, it was the feeling or 
emotional response that designers tried to recreate, rather than to duplicate the 
specific forms.  
 
ID CM ID PES ME CM ME PES 
Figure 4‐9 Design outcomes (sketches) and their inspiration sources (photo) 
 
ME participants more relied on adaptation from existing products. They seemed to use 
product morphing or variant method (Pahl, et al., 2007; Tuulenmäki, 2006), and 
tended to incorporate salient features of existing products in their designs. Some 
incremental modifications were made, but the overall system architecture (Ulrich & 
Eppinger, 2008) was often kept untouched. Their designs were thus mainly redesigns, 
107 
 
or “variant/adaptive” designs (Pahl, et al., 2007). All ME teams displayed a 
considerably high degree of similarity in their PES solutions, i.e., a goggle-based VR 
system for the future entertainment. For Task CM, ME1 and ME4 teams recreated a 
simplified version of existing products to reduce the manufacture costs. Though ME3 
team located their inspiration source outside of coffee-related products for Task CM, 
they almost duplicated the form of a cradle and squeezing the coffee maker 







The above results suggested that different types of innovation strategies were 
preferred between these two groups of students and the preferences seemed to be 
independent from the nature of design tasks. ID students were interested on radical 
innovation and their designs were less attached to available design precedents. This 
claim supported Purcell and Gero’s (1996) study of precedence fixation effects. ME 
participants may mimic some characteristics of inspired sources directly and ID 
students shown otherwise. The Mixed teams demonstrated a trade-off in their designs. 
They may use a particular product as their starting point of designing. Different 
attributes were introduced to the final outcomes. As demonstrated in Figure 4-12, one 
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Mixed team also proposed a goggle-based VR system. The selling point was the 
interchangeable shells for the flexibility of use, rather than VR technology per se. 
Their presentation highlighted that they attempted to humanize the technology and 




 The Ways of Presentation 4.3.2.
The ways about how participants presented their concepts were examined on the basis 
of the type of knowledge was used to convey design ideas. ID students were found to 
adopt both symbolic and episodic types of knowledge in their presentations. Symbolic 
knowledge was mainly used to describe the syntactic dimension of design, i.e., the 
discrete features or mechanisms of their product.  Episodic knowledge was used to 
describe the semantic and pragmatic dimensions of design. All ID teams used story-
telling or narratives to create a meaningful context to accommodate their designs, 
such as “at a weekend afternoon, in the neighborhood park” (ID1 PES), “when taking 
a train to office” (ID3 CM), “at design studio, midnight, need to work overnight” (ID4 
CM), etc. Five out of eight ID sessions and four Mixed sessions, used storyboard 
technique (e.g., Figure 4-13) to demonstrate their scenarios in the sequence of events. 
This was consistent with ID students’ preference of using a verb as their inspiration 
source (cf. Section 4.3.1.1).  
ME participants were more focused on the product itself and heavily relied on 
symbolic type of knowledge. The majority of their presentation was used to highlight 
the functional features or mechanisms of their design. They may provide a procedure 
109 
 
of usage (e.g., Figure 4-14), but usually in an abstract way which is detached from 







The analysis indicated that ID students were more favorable of using the context-
bounded episodic knowledge where ME were concerned with technical rules or 
principles that were independent from particular contexts. This finding was generally 
echoed with Samsuddin’s (2008) comparative study that design students heavily relied 
on episodic knowledge whereas engineering students were more dependent on 
symbolic knowledge. 
 
4.4. Qualitative Analyses of the Design Protocols 
from a Macroscopic View 
All participants reported the experiment setting was similar to their design studio or 
daily working environment. They did not feel anything uncomfortable while working 
in this controlled environment. The observed design activities could represent their 
daily designing behaviors.  
Though the design experiment did not have specific time limits, most participation 
Procedure to operate UNI coffee maker 
 
(1) Take off cover, pour water / hot water into kettle 
(2) Attach s/s tube to filter 
(3) Put filter to housing 
(4) Pour grounded coffee powder onto filter 
(5) Put cover on 
(6) Switch on and choose mode 
(7) Enjoy your coffee  
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teams completed a design task within two hours (excluding introduction and post-test 
interviews). Table 4-2 shows the average duration was approximately one and half 
hours (M= 1:21:54; SD=23:04). ME teams usually took less time to complete their 
designs. For the inter-task difference, both single-disciplinary groups (ID and ME) 




Task CM Task PES 
Mean St.Dev Mean St.Dev 
ID 1:32:13 6:26 1:23:11 26.08 
Mixed 1:20:04 16:55 1:27:28 18:02 
ME 1:18:25 26:58 1:10:05 26:34 
St.Dev= Standard deviation 
 
 Analyses of Verbal Protocols 4.4.1.
As described in Section 3.3.3.2, the initial transcript segments were coded with a 
keyword or phrase related to its contents. These ad hoc codes were then grouped and 
rearranged in a hierarchical structure in terms of their similarity and difference. Table 
4-3 presents the sorted coding scheme applied in the recoding processes. The 
organization of the final codes resembled Purcell et al.’s (1996) coding scheme of 
design strategies. The immediate design actions could be mapped to three broader 
categories of analysis, synthesis and evaluation. An additional set of actions, which 
we tentatively called “process strategy”, referred to the management of or reflection 
on design actions. They could be categorized as “metacognition”, i.e., monitoring, 
evaluating and regulating people’s own cognitive actions (Fayena Tawil, 2007; 
Jaušovec, 1994).  
Table 4‐3 Data‐driven coding scheme 
Categories Sub-categories Interpretation Example in transcripts 
Problem 
Analysis  
Info Searching for external information 
“Check the ice blend coffee (action: 
browsing WebPages)” 
Name Identifying elements related to current design situation 
“What factors are essential for 
entertainments? Audio… visual … 
touch .. and? (action: drawing a mind 
map” 
Analysis 
Elaborating relevance of 
identified elements to design 
problem 
“The interface is important for an 
entertainment device” 
Requirement Establishing requirements or specifications 
A: “So what do you want attributes 
of? ... What the ...” B: “Of course you 






Ideation Proposing a new (partial) solution 
“Playing music with heart beats, or 
mood of the day (action: 
brainstorming through post-it tips)” 
Revision Modifying a proposed solution  
“Yah, it must have some transparent 
thing here” 
“Maybe put it at the bottom, so it can 
be easily accessed” 
Synthesis 
Combine several partial 
solution into one coherent 
solution  
“I think these two ideas both 
Solution 
Evaluation 
Interpretation Interpreting and analyzing the proposed solution  
“Because there is the ice, there is the 
coffee, there is the … It sounds you 
need a lot of coordination” 
“Basically, when the water is boiled, 
the coffee is added here, the steam 
will eventually produce high enough 
pressure to force the boiling water up 
to here…” 
Evaluation 
Making positive or negative 
judgments on proposed 
solution  
“I like this idea, very ipod-ish … 
cool, man” 
“This is really cute. I want to buy one 




Proposing a design global or 
local strategy on organizing 
design process 
“Let’s do some brainstorming, about 
10 minutes … hum, till 10:45, then 
we exchange ideas”  
Reflection Evaluating and reflecting on current design strategy 
“I think we move on too fast, let’s 
focus on what is users really want at 
this moment. 
A: “Do we continue doing mind 
map?” B: “I think had better move on 
to concept generation” 
Others No code Excursion or irrelevant verbalization for this study 
“This color is quite cool” (comments 
on the marker we provided)  
“Wait me a second, I need go to toilet 
first”
 
 Overall Structural Pattern of Designing Process 4.4.1.1.
The organization of the designing process was investigated by a visualization 
technique inspired by the affinity diagram (Beyer & Holtzblatt, 1998). As exemplified 
in Figure 4-15, color strips in a timeline represents the duration of design actions and 
data-driven codes were labeled on the strips. These visualized protocol segments were 
then compared and grouped with neighboring segments according to their similarity 
on design topics (McDonnell, 2009). One or two keywords or phrases were assigned 
to the new groups to summarize these topic-oriented episodes. Adjacent episodes 
which topics shared a logic link may further be emerged into a larger scale structure, 
i.e., phase (ibid). The structural pattern of design cognitive process was thus able to be 






 Micro-structure Pattern: Nested Designing Process 
The visualization of designing process shows that the observed design session did not 
present a simple sequence of design actions labeled with the data-driven codes or 
topic-oriented episodes. Instead, a nested structure of design cognitive process was 
found to emerge from the reconstructed sequence or the “flow” of design activities. 
Nearly all types of actions can be found within each resorted block of design actions. 
Figure 4-15, for example, shows two “synthesis” blocks (i.e., Concept Generation 1 
and 2) both include “requirement” episodes (that are attributed as “analysis”) and “E” 
actions (i.e., “evaluation of the generated design alternative” that are a subcategory of 










































The pattern of embracing other classes of activities as subcomponents was echoed 
with Dorst’s (2003b) argument that design cognitive processes were nested; activities 
of analysis, synthesis and evaluation are not proceeded in a spiral sequence or simple 
iterations, but rather in a form of complex nested network of “cycles within cycles” 
(Figure 4-16).  
 Macro-structural Pattern: Analysis-Synthesis 
The overall organization of designing process was investigated with the highest level 
of protocol blocks, i.e., the one is not able to be further grouped into another block as 
a component. This study called them as “macro-structure phases” (McDonnell, 2009) 
which resembled stages in a designing process model. Most of such phases can be 
well aligned with “problem analysis” and “solution synthesis” (i.e., broad categories 
of coding scheme, refer to Table 4-3). Some phases were attributed “solution 
evaluation”, whereas the actions of “process strategy” was scattered along the whole 
designing process.  
An overall pattern about the process organization emerged from juxtaposition of all 
session’s visualizations. Most design sessions proceeded as a stage of problem 
analysis followed by a stage of solution development, though the percentage duration 
of each stage varied from session to session. These sessions demonstrated a “Process 
1” model described by Stempfle and Badke-Schaub, i.e., a “natural” thinking process 
that solution syntheses being followed by immediate evaluations (Badke-Schaub & 
Stempfle, 2003; Stempfle & Badke-Schaub, 2002). Incremental improvements of 
solution were continuously made after a “quick and dirty” analysis and evaluation 
until a satisfactory solution was reached.  
An alternative process model was observed in three PES sessions, i.e., ID4 PES, Mix3 
PES and Mix4 PES. The solution development of these sessions exhibited a three-
stage structure, i.e., brainstorming (synthesis), evaluation and synthesis. They firstly 
generated a few design ideas in one period and then spent a considerable time to 
systematically analyze and evaluate those ideas. Evaluation of solutions only occurred 
after several idea alternatives had been systematically analyzed. This behavior 
resembled Stempfle and Badke-Schaub’s “Process 2” model or the structured process 
as stated in design methodology (ibid). Compared to “Process 1” of a quick screening 
process, this process organization spent more time and cognitive effort on analyzing 
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and evaluating the proposed solution. After evaluation, one design idea was selected 
and developed into the final concept. In this period, immediate evaluations and 
incremental improvements were undertaken in turns like “Process 1” (ibid). 
 Design Processes: Analysis-oriented vs Synthesis-4.4.1.2.
oriented 
The specifics of the design sessions were examined in light of two factors, i.e., a 
design team’s background and the nature of design tasks. Owen (1998a, 2006) 
claimed that the designing process of ME was more analysis-oriented, focusing on 
“finding” or discovering, whereas ID process was more synthesis-oriented, 
emphasizing “making” or inventing. However, the empirical findings of verbal 
protocol analysis appeared to demonstrate an opposite pattern.  
In the design observations, ID teams dedicated a considerable amount of time (> 1/3th 
of total time) to problem or design context analysis. The initial episodes were usually 
a general exploration on the semantic dimension of design (Boucharenc, 2008), such 
as broadening design context and users preference. The inspirational sources of form 
may be covered. However, the discussion was more focused on the issues like 
emotional response rather than syntactic specifications of expected design outcomes. 
When an unfulfilled need or a promising potential was identified, the focus of 
designing was then moved to the pragmatic features of product concepts, or design 
requirements. A list of brief-like design criteria were explicitly made before the 
generation of design concepts. The syntactic dimension was predominately discussed 
in the following solution development stage.  
ME sessions demonstrated a very solution-focused process. They were observed to 
spend very short time (usually less than 10 minutes) on problem analysis and logged 
in the solution synthesis in the early episodes. Their analytical work was closely 
related to pragmatic and syntactic dimensions of design (Boucharenc, 2008), e.g., 
attempt to understand existing products’ working mechanisms and/or composition.  
The semantic dimension of design (ibid), such as general contexts or other issues that 
were not explicitly related solution specifications, were rarely found in early episodes 
of ME teams’ sessions. Only two ME CM sessions considered their target-user, usage 
context and design requirements very briefly before generating possible product 
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concepts. Other sessions either stated the contextual considerations as hindsight, or 
simply omitted them. Fewer efforts expended in analyzing design problems may 
explain the “greater efficiency” of ME session, which had a short duration than ID 
and Mixed design sessions.  
 Influences of Variety of Design Tasks 4.4.1.3.
The structural organization of designing process seemed not only to be influenced by 
the disciplinary background of design teams, but also subjected to the type of design 
tasks. The disciplinary differences described in the last section were relatively 
stronger in Task PES.  
In Task CM, the processes of all three categories generally followed an “analysis- 
synthesis” sequence. Most sessions generated at least one or two design concepts 
based on their initial problem analysis. ID students usually experimented with several 
variations on form or ways of how people could interact with the designed product, 
whereas ME students appeared to be more committed to a single workable solution.  
Situations changed in Task PES. ID teams spent more time in analysis phase in PES 
sessions, usually more than half of total time. Three ID teams followed a similar 
“analysis-synthesis” strategy. Ideas were triggered by the outcome of problem 
analysis and then naturally evolved with cycles of immediate evaluations and 
incremental modifications.  
ME teams, on the contrary, shorten the duration of problem analysis in Task PES. 
They proposed possible solutions in the very beginning. The final outcome seemed to 
be a simple assembly of every component they had thought of; very little variation of 
product concept was considered.  
The overall pattern of these two single-disciplinary groups was not altered between 
Task CM and Task PES. The Mixed teams showed a very different story between the 
two tasks. Their outcome of problem analysis in Task PES may turn out to be not so 
fruitful, without emerging a promising direction to pursue. Two Mixed teams thus 
resorted to a formal brainstorming for idea generation. The consequence of 
brainstorming was that designers had to face a variety of solutions (7 and 22 
respectively). An explicit “evaluation” phase was thus required to perform in order to 
identify an appropriate idea, or to integrate several ideas for further development.  
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The team of ID4 also showed an “analysis-brainstorming-evaluation-synthesis” 
process in Task PES. Their idea brainstorming was based on the direction set in 
problem analysis phase. The “evaluation” phase occupied a very short duration and 
was undertaken in an informal discussion. This study thus considered it as a slight 
variation from “analysis-synthesis” process. Mixed teams, on the contrary, performed 
a much more structured solution analysis and evaluation process. An evaluation 
matrix (shown in Figure 4-17 b) and a 5-point rating scale were used to grade every 
idea generated in brainstorming session. The idea with the highest score was then 
selected for further development. As they spent much time and cognitive effort on 
analyzing and evaluating preliminary ideas, they may do not deploy sufficient effort 
to develop the final concept. Mix3 PES’s concept (shown in Figure 4-17 c) was a very 




 Analyses of Graphic Protocols 4.4.2.
Table 4-4 summarizes the segmentation and ad hoc coding of graphic protocols. ID 
teams seemed to more rely on the graphic mode of designing than the other groups. 
Not only did they have the largest number of graphic protocol segments, the 
frequency rates per minute (approximately 0.83 and 0.72 graphic segments per minute 
for Task CM and Task PES) were also higher than the ME and Mixed teams 




Task CM Task PES 
Mean St.Dev Mean St.Dev 
ID 76.8 25.7 60.5 11.7 
Mixed 42.3 8.3 44.5 14.0 









Figure 4-18 presents a general dichotomy of textual and pictorial design 
representations (Yukhina, 2007), with regard to the dual-mode “language of 
designing” that consists of verbal-conceptual and visual-imagery elements. Figure 4-
18 indicates that each discipline tended to more rely on the textual representation 
when designing for the open-ended visionary Task PES. There was no significant 
inter-disciplinary difference found between the dual modes of representations. This 
contradicts the observation that the ID student produced most of the drawings in the 




 Time-based Development of Graphic Protocols 4.4.2.1.
Figure 4-19 presents the distributions of graphic protocol segments against 4 quarters 
of designing time. The time-based distributions of Mix CM, ME CM and ME PES 
sessions were left-skewed. A majority of graphic protocols were produced in the later 
episodes of a designing process. ID CM sessions were also slightly skewed to the left. 
ID PES sessions, however, demonstrated an opposite pattern, where majority of 
graphic protocol segments were generated in the first quarter of the design session. 
The skewness was not observed in the graphic protocol distributions of Mix PES 
sessions, where the first and the last quarter of designing time almost had a same 
concentration on graphic representations.  
Figure 4-20 depicts the textual-pictorial dichotomy on the basis of the time-based 
distributions of graphic protocols (Figure 4-19). It shows that, as designing 
progresses, ID and Mixed teams usually shifted their reliance on textual forms to the 
figural forms of design representation. This preference shift was not observed in ME 












protocols increased over time. Relatively more textual than pictorial representations 






 Roles of Design Representations 4.4.2.2.
Section 3.3.3.3 has introduced that external design representations may play four roles 
in the designing process, i.e., thinking, talking, prescribing and storing (Ferguson, 
1992; van der Lugt, 2001, 2005). Figure 4-21 shows that ID teams heavily relied on 
“thinking” representations. They tended to use design representations (e.g., mind 
maps & thumbnail sketches) as a cognitive tool to explore design ideas, rather than a 
communicational tool to convey their ideas to other people. To be contrary, the 
graphic protocols observed in ME sessions were mainly used to represent the design 
(partial) solutions to others, demonstrated by the largest percentages of “prescribing” 
representations. In terms of the role to aid communication, ID teams were relatively 
more focused on the within-team discussions (i.e., “talking” documents), than ME and 






ID CM ID PES Mix CM Mix PES ME CM ME PES
1st Quarter 2nd Quarter 3rd Quarter 4th Quarter












The percentages of “storing” category were relatively low, compared with “thinking” 
and “prescribing” representations, in all sessions. It may due to the fact that this 
experiment was short in duration, and the requirement for archive keeping was thus 
minimal. There was no significant inter-disciplinary or inter-task pattern found about 
this representation category.   
 Representation Forms 4.4.2.3.
This thesis has subdivided the textual vs pictorial dichotomy into 7 categories of 
design representation forms (cf. Section 3.3.3.3). Figure 4-22 identifies two inter-task 
differences. For all three disciplinary groups, they used more representations of the 
textual form in Task PES than in Task CM. More drawings (i.e., a more precise form 
































complexity levels of the representations, Figure 4-23. Task PES had a relatively 
higher percentage of less complex representations (e.g., levels 0 & 1) whereas Task 
CM more relied on detailed representations (e.g., levels 2 ~4). The complexity levels 
measure the amount of information carried in the intermediary design representations 
(cf. Section 3.3.3.3). They can be viewed as a coarse indicator of how well the 
structure of a design is explored. Figure 4-24, for instance, displays a ME team’s 
design outcomes for the two tasks. The left of Figure 4-24 shows the details of 
individual components (like specific material and double-walled structure of the shell) 
and inter-component dynamics were elaborated in Task CM. However, this team’s 
solution for Task PES only considered the whole system’s behavior from the point of 
view of the users, as shown in the right of Figure 4-24. Few subsystems or 
























4.5. Discussions and Summary 
This chapter reports the preliminary results on the basis of data-driven descriptive 
analyses. Several significant inter-disciplinary differences have been identified 
between ID and ME students. These differences may be embedded in their attitudes to 
design. ME students tended to see designing as a creation and/or problem solving 
process. They treated the statements in the design brief as a given problem to start 
with. ME teams thus spent less cognitive focus to analyze or formulate the design 
problem, as measured by short problem analysis intervals in verbal protocols and 
fewer graphic segments in the earlier episodes of designing process.  
ID students had a more human-centric definition of design. They considered the 
design brief as an impetus to formulate actual design problems to solve, rather than a 
stated problem. ID teams thus spent much more time to understand the associated 
context and human needs to explore design opportunities. There were a large amount 
of “thinking” graphics, such as mind maps, associated with the problem framing 
activities.  
In addition to the inter-disciplinary difference, some variations related to the types of 
design tasks were identified. The pre-test questionnaire and post-test interviews 
reported that design students may adjust their strategies to cope with different 
situations. This was echoed with verbal protocols that the overall structure of 
designing process may vary between two tasks. The analyses of graphic protocols 
demonstrated that Task CM may more rely on the pictorial/figural model of language 
while Task PES employed more text/symbolic forms.  
As mentioned earlier, the analyses of protocol data in this descriptive stage employed 
an ad hoc coding method, which allowed a flexible coding process. This approach did 
not hold any assumptions, thus was particularly suitable for the explorations of many 
possibilities. However, this method could be limited by the subjective judgments of 
coding. Though reliability of ad hoc coding could be improved by multiple rounds of 
coding and continuously revision of previous coded results, it was difficult to assess 
the coding consistency. The resulted coding scheme was unique due to the interactive 
coding process. It was hard to compare the results of this study with previous design 
protocol studies, unless comparing research findings in a very low resolution.  
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This descriptive data analysis stage served as a pilot of more robust investigation that 
systematically examined the variations of designerly thinking recorded in the study. 
The next stage of data analysis required a more sophisticated coding scheme and rigor 
coding process, to objectively assess the coding results. Among several influential 
coding schemes reviewed in the previous design protocol studies, an ontologically-
based scheme (described in Section 3.4) was identified to achieve this requirement. 
The wide applications of this method provided a pool of coded design protocols that 
allows comparison between this study’s results and other studies conducted in 




 Distributions of Design Issues Chapter 5.
and Syntactic Processes  
This chapter presents the aggregated results of design cognition, including the 
measurements of design issues and syntactic design processes. It introduces the basic 
descriptive statistics of the Function-Behavior-Structure (FBS) ontologically-coded 
protocols, followed by the Chi-square-based statistical hypothesis tests applied to the 
frequency distributions of the design issues and syntactic processes. The examinations 
on design issue/process distributions include both inter-disciplinary and inter-task 
analyses. Results from the two FBS measurements are then compared and discussed 
from a methodological perspective.  
5.1. General Results of Ontologically-Based Protocol 
Segmentation and Coding 
As the result of the FBS ontologically-based protocol segmentation and coding, the 
observations of 24 design sessions were transformed into a total of 19,458 segments, 
including 14,231 design issues associated with the FBS codes. This section firstly 
assesses the coding consistency, thereafter providing an overview of the coding results 
relating to the descriptive statistics of the design issues and syntactic processes. 
 Reliability of Protocol Segmentation and Coding 5.1.1.
The reliability of the FBS-based protocol segmentation and coding process was 
assessed by two measures of coding consistency, namely, agreement percentage and 
Cohen’s Kappa coefficient. The first measure, i.e., agreement percentage of each 
design session, was calculated by dividing the number of agreed segments with the 
total number of segments in an arbitrated protocol (Bilda, 2006; Gero & McNeill, 
1998; McNeill, et al., 1998; Purcell, et al., 1996). Table 5-1 presents the coding 
agreements in this study. It shows that a satisfactorily high level of agreement was 










ID1 CM 81.5 85.1 89.3 PES 77.0 81.5 87.9 
ID2 CM 79.1 81.7 88.5 PES 78.1 83.7 88.5 
ID3 CM 72.9 77.6 89.6 PES 79.0 81.4 87.4 
ID4 CM 68.0 72.6 86.7 PES 75.0 77.5 86.6 
ME1 CM 79.8 87.6 89.1 PES 72.2 77.1 91.1 
ME2 CM 75.6 79.8 86.0 PES 73.9 79.6 90.1 
ME3 CM 70.6 78.3 89.1 PES 73.2 79.2 92.0 
ME4 CM 72.7 78.0 90.5 PES 71.9 79.8 90.0 
Mix1 CM 74.1 81.8 90.0 PES 78.3 83.1 91.9 
Mix2 CM 79.4 84.1 89.8 PES 81.6 86.2 91.8 
Mix3 CM 79.2 86.4 88.0 PES 74.4 79.0 87.7 
Mix4 CM 69.8 76.6 89.8 PES 68.9 75.6 86.2 
Mean 75.3 80.6 89.1 
Std. Deviation 4.0 3.7 1.7 
 
To triangulate with the measure of agreement percentages, this study employed 
Cohen’s Kappa coefficient as an additional assessment of coding consistency. Cohen’s 
Kappa is a common statistical measure examining inter-coding agreements for 
categorical data in social sciences (Dancey & Reidy, 2007). The Kappa statistics 
between different passes of the FBS-based protocol segmentation and coding are 
presented in Table 5-2 and a box plot (Figure 5-1). Results reveal that there was a 
substantial agreement between two separately rounds of coding (> .60), and an 
excellent agreement achieved between arbitrated protocol and separate coding results 
(> .75) (Fleiss, Levin, & Paik, 2003; Landis & Koch, 1977).  
Both coding consistency measures suggested that the reliability of the FBS-based 
protocol segmentation and coding in this study was satisfactory. The consistency 
between the first and second rounds of segmentation and coding was the lowest, but 
still in an acceptable level. The agreements between the second and arbitrated 
protocols were significantly higher than the agreements of first coding, with a much 
lower level of deviation. The improvement of the second round coding results 
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reflected the “process gain” enabled by the Delphi method (G. Rowe, et al., 1991).  
Table 5‐2 Kappa statistics between different coding phases 





ID1 CM .77 .81 .87 PES .71 .77 .85 
ID2 CM .73 .76 .86 PES .72 .79 .85 
ID3 CM .66 .70 .87 PES .74 .77 .84 
ID4 CM .62 .67 .84 PES .70 .73 .84 
ME1 CM .75 .85 .87 PES .67 .73 .89 
ME2 CM .70 .75 .83 PES .68 .75 .88 
ME3 CM .63 .73 .87 PES .68 .75 .90 
ME4 CM .66 .73 .88 PES .66 .76 .88 
Mix1 CM .69 .78 .88 PES .73 .79 .90 
Mix2 CM .75 .81 .87 PES .78 .83 .90 
Mix3 CM .75 .84 .86 PES .69 .75 .85 
Mix4 CM .64 .72 .87 PES .62 .71 .83 
Mean .70 .76 .87 





 Descriptive Statistics of Design Issues  5.1.2.
The FBS-ontologically-based protocol analysis was performed on the basis of the 
arbitrated design protocols, which were considered as the most robust and reliable 
126 
 
coding in this study. Table 5-3 provides a summary of the arbitrated design protocols, 
presenting the duration of design sessions and the counts of segments and design 
issues in each protocol.  
Table 5-3 shows that, regardless of the varying duration and total number of 
segments, the percentages of design issues over total segments had little fluctuation 
between different sessions. The FBS design issues generally captured around 74% of 
the observations of a design session. It suggests that, during conceptual design 
activities, about 30% of cognitive efforts were used to plan/manage design process, 
coordinate works with other team members, etc., which are considered as extra-design 
activities, as well as some social communication not directly linked to the current 
design task.  
Table 5‐3 Summary of the FBS‐based segmentation and coding 






ID1 CM 1:32:02 1101 782 71.0 
PES 0:57:13 599 418 69.8 
ID2 CM 1:41:57 1082 731 67.6 
PES 2:01:36 1089 736 67.6 
ID3 
CM 1:31:02 987 707 71.6 
PES 1:01:06 679 502 73.9 
ID4 
CM 1:23:53 1088 829 76.2 
PES 1:32:51 1061 811 76.4 
ME1 
CM 0:46:37 657 516 78.5 
PES 0:27:04 370 310 83.8 
ME2 
CM 1:00:02 707 515 72.8 
PES 1:28:10 719 519 72.2 
ME3 
CM 1:55:48 1393 965 69.3 
PES 1:09:40 789 612 77.6 
ME4 CM 1:31:12 700 482 68.9 
PES 1:35:28 663 507 76.5 
Mix1 
CM 1:41:44 653 479 73.4 
PES 1:24:00 589 437 74.2 
Mix2 CM 0:54:16 626 476 76.0 
PES 1:28:40 804 595 74.0 
Mix3 CM 1:21:56 678 516 76.1 
PES 1:03:16 563 435 77.3 
Mix4 
CM 1:22:19 896 671 74.9 
PES 1:53:57 965 680 70.5 
Mean 1:21:54 810.8 593.0 73.7 
Std. Deviation 0:23:04 237.5 159.1 3.9 
 
Table 5-4 presents the counts of six FBS codes of design issues for each design 
session. Since protocol sizes varied between sessions, the frequency distributions of 
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design issues were normalized by converting occurrence frequencies of each design 
issue category into percentages over the total design issues in a protocol, as shown in 
Table 5-5.  
Table 5‐4 Frequency distribution of design issues 














ID1 CM 7 173 99 133 176 194 PES 8 117 95 57 51 90 
ID2 CM 3 191 83 139 135 180 PES 4 246 145 103 67 171 
ID3 CM 9 183 131 147 139 98 PES 9 125 135 82 73 78 
ID4 CM 7 169 163 215 171 104 PES 13 207 186 153 136 116 
ME1 CM 8 33 45 122 182 126 PES 5 46 29 72 71 87 
ME2 CM 8 32 70 145 178 82 PES 4 42 124 143 83 123 
ME3 CM 19 151 133 301 248 113 PES 5 83 80 242 124 78 
ME4 CM 11 84 86 140 86 75 PES 7 61 82 174 102 81 
Mix1 CM 4 123 58 108 86 100 PES 7 62 48 162 82 76 
Mix2 CM 7 40 55 162 119 93 PES 12 98 76 114 131 164 
Mix3 CM 3 118 70 108 106 111 PES 4 76 63 136 50 106 
Mix4 CM 5 98 91 216 151 110 PES 9 144 131 146 134 116 
Mean 7.4 112.6 95.0 146. 7 120.0 111.3 


































s ID1 0.9 22.1 12.7 17.0 22.5 24.8 1.9 28.0 22.7 13.6 12.2 21.5 
ID2 0.4 26.1 11.4 19.0 18.5 24.6 0.5 33.4 19.7 14.0 9.1 23.2 
ID3 1.3 25.9 18.5 20.8 19.7 13.9 1.8 24.9 26.9 16.3 14.5 15.5 
ID4 0.8 20.4 19.7 25.9 20.6 12.5 1.6 25.5 22.9 18.9 16.8 14.3 
Mean 0.9 23.6 15.6 20.7 20.3 19.0 1.5 28.0 23.1 15.7 13.2 18.7 









 Mix1 0.8 25.7 12.1 22.5 18.0 20.9 1.6 14.2 11.0 37.1 18.8 17.4 Mix2 1.5 8.4 11.6 34.0 25.0 19.5 2.0 16.5 12.8 19.2 22.0 27.6 
Mix3 0.6 22.9 13.6 20.9 20.5 21.5 0.9 17.5 14.5 31.3 11.5 24.4 
Mix4 0.7 14.6 13.6 32.2 22.5 16.4 1.3 21.2 19.3 21.5 19.7 17.1 
Mean 0.9 17.9 12.7 27.4 21.5 19.6 1.5 17.3 14.4 27.2 18.0 21.6 









 ME1 1.6 6.4 8.7 23.6 35.3 24.4 1.6 14.8 9.4 23.2 22.9 28.1 
ME2 1.6 6.2 13.6 28.2 34.6 15.9 0.8 8.1 23.9 27.6 16.0 23.7 
ME3 2.0 15.6 13.8 31.2 25.7 11.7 0.8 13.6 13.1 39.5 20.3 12.7 
ME4 2.3 17.4 17.8 29.0 17.8 15.6 1.4 12.0 16.2 34.3 20.1 16.0 
Mean 1.8 11.4 13.5 28.0 28.3 16.9 1.1 12.1 15.6 31.2 19.8 20.1 
SD 0.4 6.0 3.7 3.2 8.2 5.4 0.4 2.9 6.2 7.2 2.9 7.0 
Total 
Mean 1.2 17.6 13.9 25.4 23.4 18.5 1.4 19.1 17.7 24.7 17.0 20.1 
SD 0.6 7.5 3.2 5.6 5.9 4.8 0.5 7.5 5.7 9.1 4.4 5.3 
SD: standard Deviation 
  
 Descriptive Statistics of Syntactic Design Processes 5.1.3.
By applying the syntactic model (cf. Section 3.4.2) onto the FBS-coded protocols, an 
average of 347.4 (SD = 97.8) syntactic FBS design processes were exacted from each 
design session. The ratio of syntactic processes to the total number of design issues 

















































































ID CM Mean 7.4 5.8 12.7 11.4 26.3 20.2 2.9 8.8 4.5 SD 2.6 1.2 0.6 4.8 9.5 1.1 0.7 2.1 1.3 
ID PES Mean 10.8 5.8 8.0 10.7 29.6 10.0 3.7 15.0 6.3 SD 1.9 1.5 1.2 1.6 9.2 2.1 0.7 1.4 1.5 
Mix CM Mean 5.8 6.1 16.3 13.0 24.8 19.0 1.9 8.2 4.8 SD 0.9 1.4 1.7 1.6 2.8 1.5 0.8 2.1 0.3 
Mix PES Mean 8.0 5.4 14.4 10.7 26.3 14.6 2.0 11.3 7.3 SD 2.5 0.6 1.1 2.1 7.1 4.8 1.0 3.0 0.8 
ME CM Mean 5.9 6.3 15.0 10.5 20.3 27.3 3.4 6.7 4.6 SD 2.9 0.8 1.9 4.1 8.1 5.4 0.7 2.8 1.9 
ME PES Mean 6.2 6.1 15.4 15.1 20.6 17.9 2.4 10.5 6.0 SD 1.3 1.0 2.7 6.1 7.7 3.8 0.9 2.1 1.2 
Total Mean 7.3 5.9 13.7 11.9 24.7 18.1 2.7 10.1 5.6 SD 2.8 1.2 3.2 4.1 8.4 6.4 1.1 3.5 1.6 
SD: standard Deviation 
 
Table 5-6 presents the normalized frequencies of syntactic FBS processes (in terms of 
the percentage occurrences of total syntactic processes). Among them, the valid 
design processes, which can be mapped onto the eight ontological processes, reached 
94.4% (SD = 1.6%).  
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5.2. Frequency Distributions of Design Issues 
This section presents the content-oriented analyses of design cognition through 
examining the frequency distributions of the design issues. It consists of inter-
discipline comparisons (Section 5.2.1) and inter-task comparisons (Section 5.2.2). As 
described in Section 3.5.1, the distribution analyses were based on both a qualitative 
method (i.e., box plots) and quantitative ones (i.e., Pearson’s Chi-Square tests of 
independence and post hoc tests). A fractioning technique (Gero, et al., 2011) was 
applied orthogonally, dividing the whole protocol into two sections to present the 
cognitive processes in problem analysis and solution development stages respectively 
(cf. Sections 3.5.2.2 and 6.1.4).  
 Inter-Discipline Comparisons 5.2.1.
Inter-discipline comparisons examined the effect of design disciplines on conceptual 
design activities, i.e., whether the designing processes tackling the same class of 
requirements were affected by the design teams’ educational backgrounds. Inter-
discipline differences in the design issue distributions were explored within each task. 
Design discipline was the between-subjects factor, i.e., as the comparing groups in 
these analyses were independent of each other. The post hoc tests for Chi-square tests 
thus employed Kruskal-Wallis one-way ANOVA and Mann-Whitney U test (one-
tailed).  
 Comparisons within Task CM 5.2.1.1.
 The Overall Design Issue Distributions in Task CM 
Figure 5-2 depicts the aggregated design issue distributions of three groups in Task 
CM. Generally, majority of the design issues were Behavior from Structure (Bs) and 
Structure (S) issues. This reflects a more solution-focused style of designing in Task 
CM. However, ID sessions (represented by blue hatching in Figure 5-2) elaborated a 
considerable amount of Function (F) issues. This implies that human-centered 
thinking, a core value in the ID program, may lead ID students to focus on the human-
related concerns and goals of design in this constraint-bounded task. The issue 
distribution of the Mixed team seemed to be an average of their counterparts in ID 






Pearson Chi-square tests indicated that the association between the design issue 
distributions in Task CM and discipline was significant, but relatively weak, χ2 (10, 
N=3) = 53.611, p<.001, Cramer's V = .118. Pairwise comparisons (Table 5-7) showed 
that the three groups’ issue distributions were mutually different from each other 
(p< .05). The difference between ID and ME sessions was the strongest in terms of 
Cramer’s V (=.187). Design issue distribution of the Mix teams seemed to be the 
average of ID and ME distributions.  
Table 5‐7 Chi‐square statistics of pairwise comparisons in Task CM 
Group Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID vs Mix 12.941 5 .100 .024* 
Mix vs ME 16.580 5 .120 .005** 
ID vs ME 48.514 5 .187 .000** 
* p<.05, ** p<.01, *** p<.001 
 
Table 5-8 is the cross tab describing the joint distributions of design issue and 
discipline. The highlighted residuals suggested the corresponding issues may be the 
major contributors to the overall differences of design issue distributions. Non-
parametric statistical tests confirmed that, the percentages of Function issues within 
the whole design session were mutually different between three groups. ID teams’ 
Function percentage was the highest which was approximately 6% higher than that of 
the Mixed teams and 12% higher than the counterpart of ME teams. There were two 
other issues (i.e., Behavior from Structure and Structure) found to be different 
between ID and ME groups, while the issue percentages of the Mixed teams were not 
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significantly different from one of the former groups. More cognitive efforts were 
expended on Behavior from Structure in ME and Mixed teams, which were 
approximately 7% more than ID teams. ID and Mixed teams were less concerned 
about the issues of Structure than that of ME teams (20~21% vs 28%).  
Table 5‐8 Design issues*discipline crosstabulation (overall CM sessions) 
 
 Design Issue Distributions in the First One-third of Task CM 
Protocols 
Figure 5-3 depicts the aggregated design issue distributions in the first one-third of 
Task CM protocols, which mainly represent problem formulation activities in Task 
CM. This figure demonstrates that Function (i.e., the purpose of design) is a primary 
concern for all three groups in the early episodes of designing.  
Table 5-9 presents the results of the Chi-square tests performed on the first one-third 
of the protocols. The design issue distributions were mutually different between three 
groups (p < .05) and the distribution difference between ID and ME groups was 
strongest in terms of Cramer’s V (=. 379). Pairwise comparisons suggested that the 
design issue distribution of Mixed teams seemed to be the average of the counterparts 
of ID and ME teams. The results were consistent with the overall results presented in 
the last section, but the effect size or strength of difference increased in every 
comparison.  
Design issue Disipline Total ID Mixed ME 
Requirement (R) 
Count 7 5 11 23 
% within task 0.9% 0.9% 1.8% 1.2% 
Adjusted Residual -.9 -.7 1.6   
Function (F) 
Count 180 96 71 347 
% within task 23.6% 17.9% 11.4% 18.1% 
Adjusted Residual 5.1 -.1 -5.2   
Expected Behavior 
(Be) 
Count 119 68 84 271 
% within task 15.6% 12.7% 13.5% 14.1% 
Adjusted Residual 1.5 -1.1 -.5   
Behavior from 
Structure (Bs) 
Count 158 147 174 479 
% within task 20.7% 27.4% 28.0% 24.9% 
Adjusted Residual -3.5 1.6 2.2   
Structure (S) 
Count 155 115 176 446 
% within task 20.3% 21.5% 28.3% 23.2% 
Adjusted Residual -2.5 -1.1 3.7   
Design Description 
(D) 
Count 145 105 105 355 
% within task 19.0% 19.6% 16.9% 18.5% 
Adjusted Residual .5 .8 -1.2   








Group Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
Three groups 72.982 10 .239 .000** 
ID vs Mix 30.320 5 .265 .000** 
Mix vs ME 14.492 5 .194 .013* 
ID vs ME 66.224 5 .379 .000** 
* p<.05, ** p<.001 
 
Post hoc tests indicated that the main contributors to the distribution differences in the 
first one-third of CM protocols generally followed the overall pattern. Function and 
Structure issues were mutually different between three groups. As shown in Table 5-
10, Function percentages of ID teams (50%) were higher than that of Mixed teams 
(35%) which were in turn higher than ME teams (23%). An opposite order of 
percentages was found in Structure issues; ME teams spent more cognitive efforts on 
reasoning about Structure (22%) than Mixed teams (15%) and ID teams (8%).  
Two issue differences were identified between ID and ME groups while there was no 
significant difference found between the Mixed teams and one of the former teams. 
For example, ID teams were less engaged in the reasoning about Behavior from 
Structure (7%) than ME and Mixed teams (about 23%). ME teams spent more 
cognitive effort discussing Expected Behavior (18%) than ID and Mixed teams did 






Three groups also tended to differ in Description issues (as suggested by the 
differences in Figure 5-3 and Table 5-10). But this conjecture was not shown 
statistically significant by using pairwise Mann-Whitney U Test.  
 




Figure 5-4 visualizes the inter-discipline comparisons of the design issue distributions 
in the second half of Task CM protocols. The descriptive statistics of design issues 
Design issue Disipline Total ID Mixed ME 
Requirement (R) 
Count 6 3 7 16 
% within task 2.4% 1.7% 3.4% 2.5% 
Adjusted Residual -.2 -.8 1.0   
Function (F) 
Count 128 63 49 240 
% within task 50.4% 35.2% 23.8% 37.6% 
Adjusted Residual 5.4 -.8 -5.0   
Expected Behavior 
(Be) 
Count 32 18 36 86 
% within task 12.6% 10.1% 17.5% 13.5% 
Adjusted Residual -.5 -1.6 2.1   
Behavior from 
Structure (Bs) 
Count 19 41 47 107 
% within task 7.5% 22.9% 22.8% 16.7% 
Adjusted Residual -5.1 2.6 2.8   
Structure (S) 
Count 19 26 46 91 
% within task 7.5% 14.5% 22.3% 14.2% 
Adjusted Residual -4.0 .1 4.0   
Design Description 
(D) 
Count 50 28 21 99 
% within task 19.7% 15.6% 10.2% 15.5% 
Adjusted Residual 2.4 .1 -2.6   
Total Count 254 179 206 639 % within task 100.0% 100.0% 100.0% 100.0% 
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seem to have much in common between these three groups. The major cognitive 
efforts were spent on deriving consequence from structures (Behavior from Structure 
issues) and proposing solutions (Structure issues). Function and Expected Behavior 
issues were less frequent.  
Chi-square tests confirm this similarity revealed in the box plot, Figure 5-4. There 
was no significant association between design issue distributions and disciplines in 
the second half of Task CM protocols, χ2 (10, N=3) = 10.479, p>.05.  
 
 Comparisons within Task PES 5.2.1.2.
 The Overall Design Issue Distributions in Task PES 
Figure 5-5 depicts the aggregated design issue distributions of three groups in Task 
PES. It demonstrates that, except from the additional issues (Requirement and 
Description), the distributions of design issues seemed to differ greatly between 




Pearson’s Chi-square tests confirmed that there were significant difference between 
three groups’ issue distributions (χ2 (10, N=3) = 90.891, p<.001, Cramer's V = .166). 
The distribution difference between ME and Mixed groups, however, was not 
statistically significant (χ2 (5, N=2) = 7.206, p >.05), though Function and Behavior 
from Structure issues were slightly different between these two groups (12% vs 17% 
and 31% vs 27%).  
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In general, ID teams were more engaged in conceptualization-related reasoning 
(Function & Expected Behavior), while less concerned with solution-related issues 
(Structure & Behavior from Structure) than the other two groups.  
 Design Issue Distributions of the First One-third of Task PES 
Protocols 
Figure 5-6 shows that the aggregated design issues distributions in the first one-third 
of Task PES protocols were greatly varied between disciplinary groups. ID teams had 
an extraordinarily high percentage of Function issues (approximately 43%) over the 
other two groups (Mix teams: 30%; ME teams: 16%). Structure and Behavior from 
Structure issues were rarely brought up in ID sessions (about 6~7%), in contrast with 






Group Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
All groups 67.568 10 .248 .000** 
ID vs Mix 25.078 5 .255 .000** 
Mix vs ME 15.257 5 .211 .009* 
ID vs ME 66.588 5 .425 .000** 
*  p< .01, ** p <.001 
 
Chi-square tests and post hoc examinations indicated that the design issue 
distributions in the first one-third of Task PES protocols were mutually different 
between the three groups (p<.01). As shown in Table 5-11, moderate associations 
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were identified between issue distributions and the disciplinary groups in terms of 
Cramer’s V. 
 Design Issue Distributions of the Second Half of Task PES Protocols 
Figure 5-7 shows that the differences of design issue distributions seemed to be 
reduced in the second half of Task PES protocols, comparing with those in the first 
one-third of protocols (Figure 5-6).  
Chi-square tests showed that there was a significant difference between three groups’ 
issue distribution, χ2 (10, N=3) = 35.501, p<.001, but the effect size (Cramer's V) was 
dropped to .147. Pairwise comparisons suggested this difference in the second half of 
Task PES protocols was mainly caused by the uniqueness of ID distributions, which 
showed more cognitive effort paid on Function and Expected issues, but less engaged 
with Behavior from Structure issues. There were no difference observed between the 




 Summary of Inter-discipline Comparisons 5.2.1.3.
In light of the above results, the disciplinary backgrounds of design teams affected the 
cognitive processes of designing in both tasks. ID teams were identified to be more 
concerned with problem framing and opportunity identification, as measured by high 
percentages of problem-related design issues (i.e., Function and Expected Behavior). 
ME teams were found more engaged in solution development, indicated by high 
percentages of Structure and Behavior from Structure issues. The design issue 
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distribution of Mixed teams seemed to be the average of two single-discipline groups.  
The fractioning technique showed that the influences of disciplinary factor mainly 
took effect in the early episodes of designing. The inter-discipline differences were 
either reduced (i.e., in Task PES) or not exist (i.e., in Task CM) in the latter sessions 
(i.e., mainly the solution development periods). The effect of disciplinary factor on 
design cognition will be further discussed in detail in Section 5.4.  
 
 Inter-task Comparisons 5.2.2.
Inter-task comparisons explored the effect of design tasks on conceptual design 
activities by examining whether a team’s design issue distributions were significantly 
changed when facing different design situations. As each team was asked to perform 
two design tasks, paired-sample Wilcoxon Signed Rank test was chosen as the post 
hoc statistical test for Chi-square-based comparisons of design issue distributions.  
 The Overall Cognitive Activities of the whole 5.2.2.1.
sessions 
Figure 5-8 illustrates the aggregated design issue distributions for the two design 
tasks. Three graphs respectively represent the inter-task comparisons in three 
disciplinary groups. ID teams seemed to adopt a fairly balanced strategy when 
conducting conceptual design. Excepted from a small number of Requirement issues, 
the other five design issues were almost equally addressed. ME teams, on the other 
hand, exhibited a tendency to the solution-oriented designing. They spent the majority 
of  cognitive effort on reasoning about Structure (about 20% ~ 30%) and Behavior 
from Structure (around 30%), and spent much less cognitive effort concerned with 
Function (around 12%) and Expected Behavior (about 14%). Mixed teams seemed to 
stand in the middle of the other two kinds, but prone to emphasize more on solution 
development (Structure and Behavior from Structure issues) over the goals and 
expectations of design (Function and Expected Behavior issues).   
Pearson Chi-square tests indicated that the overall design issue distributions of ID and 
ME groups, respectively, were significantly different between the two tasks, as shown 
in Table 5-12. However, there is no significantly inter-task difference observed in the 
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Team Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID 28.167 5 .143 .000** 
Mix 3.377 5 .056 .642 
ME 11.784 5 .103 .038* 
* p< .05, ** p < .001 
 
As indicated in Table 5-13 and paired Wilcoxon signed-rank tests, ID teams had a 
greater emphasis on Structure (20.3% vs 13.1%) and Behavior from Structure (20.7% 
vs 15.7%) in Task CM. More cognitive effort was expended on Expected Behavior in 
Task PES than Task CM (23.1% vs 15.6%). The results indicated a tendency to focus 
more on Function issues in Task PES (27.9% vs 23.6%), but it was not statistically 
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significant (p=.072 >.05). There were no significant inter-task differences found in 




Post hoc statistics showed the design issue distributions of ME teams between the two 
tasks only differed in the cognitive effort that they spent on reasoning about solutions. 
More Structure issues were elaborated in Task CM than Task PES (28.3% vs 19.9%). 
Paired Wilcoxon signed-rank tests indicated that the other aspects of design cognition 
in ME sessions were not significantly different between the two tasks (p>.05).  
Table 5‐14 Chi‐Square tests for the inter‐task comparisons for each team 
Team Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID1 41.704 5 .186 .000*** 
ID2 52.386 5 .189 .000*** 
ID3 18.010 5 .122 .003** 
ID4 22.052 5 .116 .001* 
ME1 25.211 5 .175 .000*** 
ME2 60.493 5 .175 .000*** 
ME3 17.114 5 .242 .004** 
ME4 9.280 5 .104 .098 
Mix1 34.189 5 .193 .000*** 
Mix2 44.930 5 .205 .000*** 
Mix3 26.327 5 .166 .000*** 
Mix4 31.745 5 .153 .000*** 
* p< .05, ** p< .01, *** p< .001  
 
Within-team comparisons were also carried out. Table 5-14 indicated that the design 
Design issue Task Total ME PES 
Requirement (R) 
Count 7 9 16 
% within task 0.9% 1.5% 1.2% 
Adjusted Residual -.9 .9 
Function (F) 
Count 180 172 352 
% within task 23.6% 27.9% 25.5% 
Adjusted Residual -1.8 1.8 
Expected Behavior 
(Be) 
Count 119 142 261 
% within task 15.6% 23.1% 18.9% 
Adjusted Residual -3.5 3.5 
Behavior from 
Structure (Bs) 
Count 158 97 255 
% within task 20.7% 15.7% 18.5% 
Adjusted Residual 2.3 -2.3 
Structure (S) 
Count 155 81 236 
% within task 20.3% 13.1% 17.1% 
Adjusted Residual 3.5 -3.5 
Design Description 
(D) 
Count 145 115 260 
% within task 19.0% 18.7% 18.8% 
Adjusted Residual .1 -.1 
Total Count 764 616 1380 % within task 100.0% 100.0% 100.0% 
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issue distributions of most teams, except ME4, were significantly different between 
the two tasks (p< .05). The issue distribution differences between ID and ME teams 
respectively complied with their overall patterns described earlier. However, there 
were no consistent patterns observed in the Mixed teams’ designing activities.  
 
 Design Issue Distributions of the First One-third of 5.2.2.2.
Design Session 
 
Figure  5‐9  Design  issue  distributions  for  the  1st  one‐third  of  protocols  (inter‐task 
comparisons) 
 
Figure 5-9 displays the inter-task comparisons of design issue distributions in the first 
one-third of design protocols. It does not depict any prominent differences between 
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these two tasks. Chi-square statistics (as shown in Table 5-15) confirmed that, for the 
first one-third of design protocols, there was no significant inter-task difference 
identified in any of these disciplinary groups, p>.05.  
Table 5‐15 Chi‐square tests for inter‐task comparisons in 1st one‐third of protocols 
Group Pearson  Chi-Square df 
Asymp. Sig. 
(2-sided) 
ID 5.003 5 .416 
ME 6.738 5 .241 
Mix 4.592 5 .468 
 
Table 5-16 presents the Chi-square statistics for within-team tests. Though many 
teams demonstrated significant inter-task differences regarding to their design issue 
distributions (p <.05), there were no consistent patterns identified in any disciplinary 
group. Take ID sessions for an example, the design issue distributions of ID1 were not 
significantly different between two tasks (p >.05). The issue distributions of ID4 were 
consistent with the overall pattern that a higher percentage of Structure and Behavior 
from Structure issues in Task CM. However, a counter-pattern was observed in the 
cases of ID2 and ID3, which were more focused on Function issues in Task CM than 
Task PES. Design sessions of ID3 were also found engaged more in reasoning about 
Behavior from Structure in the early stage of Task PES process. The confronting 
differences of design issue distributions were also found in ME and Mixed sessions. 
There were no consistent patterns emerging from the aggregated results.   
Table 5‐16 Chi‐square tests of inter‐task comparisons for each team (1st one‐third of 
protocols) 
Team Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID1 10.823 5 .165 .055 
ID2 29.656 5 .247 .000* 
ID3 16.997 5 .206 .005* 
ID4 28.876 5 .230 .000** 
ME1 7.474 5 .165 .188 
ME2 33.024 5 .310 .000** 
ME3 27.912 5 .231 .000** 
ME4 47.898 5 .382 .000** 
Mix1 39.875 5 .362 .000*( 
Mix2 79.618 5 .473 .000** 
Mix3 7.658 5 .156 .176 





 Design Issue Distributions of the Second Half of 5.2.2.3.
Design Session 
Figure 5-10 illustrates the design issue distributions in the second half of design 
protocols. The box plot shows that, in ID sessions, the issues of Function, Expected 
Behavior, Behavior from Structure and Structure were greatly different between the 
two tasks. The issue distribution differences were reduced in ME sessions. Only the 
Function and Structure issues were found differently between the two tasks. The 
design issues measured in the second half of Mixed protocols, on the other hand, 
seemed to be similarly distributed between the two tasks.  
 





Chi-square statistics (Table 5-17) indicated that the aggregated design issue 
distributions between the two tasks are significantly different in both ID and ME 
sessions (p <.05). No evidence suggested the design issue distributions of the Mixed 
teams were significantly different between the two tasks (p >.05).  
Table 5‐17 Chi‐square statistics for inter‐task comparisons (2nd half of protocols) 
Team Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID 43.062 5 .250 .000** 
Mix 6.202 5 .110 .287 
ME 20.103 5 .191 .001* 
*  p< .05, ** p <.001 
 
Cross tab (Table 5-18) shows that ID teams were more engaged in Function and 
Expected Behavior in Task PES while more concerned with Structure and Behavior 
from Structure in Task CM. Post hoc Wilcoxon signed-rank tests (one-tailed) 
confirmed these differences were statistically different (p<.05). Results from within-
team comparisons confirm each ID team’s distribution complies with the aggregated 
pattern (p<.05).  
Table 5‐18 Design issues*design task crosstabulation (2nd half of ID processes) 
Design issue Task Total ME PES 
Requirement (R) 
Count 1 2 3 
% within task 0.3% 0.6% 0.4% 
Adjusted Residual -0.8 0.8 
Function (F) 
Count 26 54 80 
% within task 6.8% 17.5% 11.6% 
Adjusted Residual -4.3 4.3 
Expected Behavior 
(Be) 
Count 58 80 138 
% within task 15.2% 25.9% 20.0% 
Adjusted Residual -3.5 3.5 
Behavior from 
Structure (Bs) 
Count 117 63 180 
% within task 30.7% 20.4% 26.1% 
Adjusted Residual 3.1 -3.1
Structure (S) 
Count 111 55 166 
% within task 29.1% 17.8% 24.1% 
Adjusted Residual 3.5 -3.5 
Design Description 
(D) 
Count 68 55 123 
% within task 17.8% 17.8% 17.8% 
Adjusted Residual .0 .0
Total Count 381 309 690 % within task 100.0% 100.0% 100.0% 
 
The design issue distributions in the second half of ME protocols between the two 
tasks were mainly different in Structure issues. As shown in Table 5-19, ME teams 
spent more cognitive efforts reasoning about Structure in Task CM than Task PES 
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(30% vs 17%). Similar to the ID pattern, Task PES in ME sessions were also more 
concerned about Function than Task CM (11% vs 4%).  Table 5-19 also indicated that 
ME teams may tend to focus more on Expected Behavior issues in Task PES than 
Task CM (15% vs 11%), but it was not statistically supported by the paired Wilcoxon 
signed-rank test (p > .05). Results of within-team comparison showed that each ME 
team’s issue distributions generally followed this aggregated pattern (p<.05). 
Though there were no significant inter-task differences identified in the aggregated 
design issue distributions of the second half of Mixed protocols, within-team 
comparisons demonstrated that the Mixed teams spent slightly more cognitive effort 
discussing the purpose of design. The percentage of Function issues in Task PES was 
approximately 4% higher than Task CM (4.5% vs 8.9%). They also exhibited a 
tendency to focus more on solution development in Task CM. Three out of four teams 
had a percentage of Structure issues in Task CM that was at least 8% higher than in 
Task PES.  
Table 5‐19 Design issues*design task crosstabulation (2nd half of ME processes) 
Design issue Task Total CM PES 
Requirement (R) 
Count 3 1 4 
% within task 1.0% 0.4% 0.7% 
Adjusted Residual .8 -.8   
Function (F) 
Count 13 27 40 
% within task 4.2% 11.1% 7.2% 
Adjusted Residual -3.1 3.1   
Expected Behavior 
(Be) 
Count 35 37 72 
% within task 11.3% 15.2% 13.0% 
Adjusted Residual -1.4 1.4   
Behavior from 
Structure (Bs) 
Count 96 76 172 
% within task 31.1% 31.3% 31.2% 
Adjusted Residual -.1 .1   
Structure (S) 
Count 92 42 134 
% within task 29.8% 17.3% 24.3% 
Adjusted Residual 3.4 -3.4   
Design Description 
(D) 
Count 70 60 130 
% within task 22.7% 24.7% 23.6% 
Adjusted Residual -.6 .6   
Total Count 309 243 552 % within task 100.0% 100.0% 100.0% 
 
 Summary of Inter-task Comparisons 5.2.2.4.
Based on the above results, the cognitive processes of ID and ME teams were affected 
by the classes of design requirements. The fractioned comparisons indicated that the 
effect of design task was mainly occurred in the second half of design sessions, i.e., 
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the solution development stage. Task PES was concerned more about Function while 
Task CM was relatively focused more on reasoning about Structure.  
No evidence showed design cognition in problem formulation stage was affected by 
design tasks. Results also showed that the task-related factor did not influence design 
cognition of Mixed sessions.  
 
5.3. Frequency Distributions of Syntactic Processes 
This section explores the cognitive processes during conceptual design with a 
process-oriented measurement, i.e., syntactic design processes. The analyses were 
based on the same set of methods applied to the investigations of design issue 
distributions in the last section. Box plots visualized the gross differences between 
compared groups. Pearson Chi-square tests of independence and post hoc tests 
quantitatively assessed the association between syntactic process distribution and one 
of control variables (i.e., design discipline or task) as well as specific syntactic 
processes contributed to the overall distribution difference.  
 The Overall Syntactic Process Distributions 5.3.1.
The normalized occurrences of syntactic design processes were illustrated in a 
clustered box plot, Figure 5-11. The upper panel compares the process distributions of 
Task CM protocols. It shows that, though ME teams were relatively more concerned 
with the “6 reformulation I”, the three groups’ syntactic process distributions in Task 
CM were very similar to each other. On the contrary, the fluctuations in the lower 
panel indicate that the overall process distributions varied in Task PES. ID teams 
seemed committed to formulate and modify the purpose of design (“1 formulation” 
and “8 reformulation III”) than other two groups, but less interested in solution 
development (“3 analysis”, “4 evaluation” and “6 reformulation I”).  
By comparing the same color hatching between the upper and lower panels of Figure 
5-11, several inter-task differences were identified on specific syntactic processes. For 
example, ID teams were more engaged in the processes of “3 analysis” and “6 
reformulation I” in Task CM, and more concerned with “8 reformulation III” 
processes in Task PES. The task-related differences in ME and Mixed sessions 
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 Inter-discipline Comparisons 5.3.1.1.
Pearson’s Chi-square tests of independence confirmed that, in Task CM, no significant 
difference existed related to the overall distribution differences of syntactic processes 
between three disciplinary groups, χ2 (14, N=3) = 15.864, p>.05. Some variations 
pertinent to specific categories of syntactic processes were identified by Kruskal-
Wallis one-way ANOVA and pairwise Mann-Whitney U comparisons. ME teams 
spent more cognitive efforts on “6 reformulation I” (29%) than ID and Mixed teams 
(21% and 20%). A trend was identified that ME sessions were relatively engaged in 
“5 documentation” (21%) than other groups (26~28%), though this difference was not 
supported statistically.  
The variety of syntactic process distributions in Task PES was statistically supported 
by Chi-square statistics, χ2 (14, N=3) = 30.01, p<.01, Cramer's V = .135. Pairwise 
comparisons indicated that the distribution differences lie mainly between ID and ME 
sessions. As shown in Table 5-20, the aggregated syntactic process distribution of the 
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Mixed teams was not significantly different from either ID or ME groups.  
Table 5‐20 Chi‐square statistics of pairwise inter‐discipline comparisons in Task PES 
Group Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID vs Mix 11.987 7 .146 .101 
Mix vs ME 6.313 7 .109 .504 
ID vs ME 27.238 7 .221 .000** 
*  p< .05, ** p <.001 
 
Post hoc examinations indicated that, in Task PES, ID teams were more concerned 
with the processes of “1 formulation” and “8 reformulation III” while ME teams spent 
more cognitive efforts on reasoning about “3 analysis” and “6 reformulation I”. There 
was also a tendency that ID teams were more engaged in “5 documentation” than ME 
teams (30% vs 21%), but less interested in “4 evaluation” of solutions (11% vs 15”). 
However, these two tendencies were not supported by Mann-Whitney U tests 
(p> .05).   
 Inter-task Comparisons 5.3.1.2.
Pearson’s Chi-square test supported the qualitative assessments of box plot (Figure 5-
11) that there was a significant and moderately strong association between syntactic 
process distributions and design tasks in ID sessions, χ2 (7, N=2) = 23.935, p<.01, 
Cramer's V = .185. Wilcoxon Paired Sign tests indicated all 8 categories of syntactic 
processes were significantly different between the two tasks (p< .05). There were 
more processes of “1 formulation”, “5 documentation” and reformulations (type II & 
III) in Task PES and more solution-focused processes (i.e., “2 synthesis”, “3 
analysis”, “4 evaluation” and “6 reformulation I”) in Task CM. The differences on “2 
synthesis”, “4 evaluation” and “7 reformulation II”, though significant, were very 
small in the strength (only 1~2% in difference). This study thus treated them as 
“noise”, since the syntactic model applied is a weak model of design processes and 
may not sensitive to the tiny nuances. 
Pairwise Wilcoxon signed-rank tests identified that ME teams were more engaged in 
“6 reformulations I” (29% vs 19%) in Task CM while spending less cognitive efforts 
on “4 evaluation” (11% vs 16%) and “8 reformulation III” (7% vs 11%). These 
differences were not strong enough to cause an overall difference in terms of syntactic 
process distributions, χ2 (7, N=2) = 11.655, p>.05.  
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Significant but weak variations (approximately 3~4%) were identified in the Mixed 
teams’ protocol between the two tasks. The Mixed teams were relatively more 
engaged in “6 reformulation” (20% vs 16%) in Task CM and slightly more concerned 
with problem analysis (i.e., “1 formulation” and “8 reformulation III”) in Task PES. 
There were no significant inter-task differences identified in syntactic process 
distributions, χ2 (7, N=2) = 5.529, p>.05.  
 
 Syntactic Process Distributions in the First One-third 5.3.2.
of Protocols 
Figure 5-12 illustrates the syntactic design process distributions of the first one-third 
of design protocols. Comparisons within each panel (inter-discipline) showed that, in 
both tasks, the process distributions were different between three disciplinary groups, 




The interpretation of Figure 5-12 in the vertical dimension (inter-task), however, 
showed that the syntactic process distributions of the first one-third of protocols 
seemed to have changed little between two tasks.  
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 Inter-discipline Comparisons 5.3.2.1.
Pearson Chi-square tests confirmed that, between three disciplinary groups, there 
were significant differences on syntactic process distributions of the first one-third of 
Task CM protocols (χ2 (14, N=3) = 37.329, p<.01, Cramer’s V= .247). Pairwise 
comparisons (as shown in Table 5-21) showed the distribution differences were 
mainly caused by the uniqueness of ID sessions. The cross tab, Table 5-22, indicated 
that ID teams were more engaged with “5 documentation” while less concerned with 
processes of “6 reformulation I” and “3 analysis”.  
Table 5‐21 Chi‐square statistics of pairwise comparisons (1st one‐third of Task CM 
protocols) 
Group Pearson  Chi-Square df Cramer’s V 
Asymp. Sig. 
(2-sided) 
ID vs Mix 16.136 7 .291 .024* 
Mix vs ME 7.706 7 .197 .359 





Syntactic Processes discipline Total ID Mixed ME 
1 Formulation 
Count 17 8 15 40 
% within discipline 16.0% 9.5% 13.0% 13.1% 
Adjusted Residual 1.1 -1.1 .0 
2 Synthesis 
Count 4 5 7 16 
% within discipline 3.8% 6.0% 6.1% 5.2% 
Adjusted Residual -.8 .3 .5 
3 Analysis 
Count 5 15 16 36 
% within discipline 4.7% 17.9% 13.9% 11.8% 
Adjusted Residual -2.8 2.0 .9 
4 Evaluation 
Count 8 8 14 30 
% within discipline 7.5% 9.5% 12.2% 9.8% 
Adjusted Residual -1.0 -.1 1.1 
5 Documentation 
Count 46 23 17 86 
% within discipline 43.4% 27.4% 14.8% 28.2% 
Adjusted Residual 4.3 -.2 -4.1 
6 Reformulation I 
Count 8 13 27 48 
% within discipline 7.5% 15.5% 23.5% 15.7% 
Adjusted Residual -2.9 -.1 2.9 
7 Reformulation II 
Count 2 1 4 7 
% within discipline 1.9% 1.2% 3.5% 2.3% 
Adjusted Residual -.3 -.8 1.1 
8 Reformulation III 
Count 16 11 15 42 
% within discipline 15.1% 13.1% 13.0% 13.8% 
Adjusted Residual .5 -.2 -.3 
Total Count 106 84 115 305 % within discipline 100.0% 100.0% 100.0% 100.0% 
 
The process distribution differences between ME and Mixed teams were not 
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statistically significant (χ2 (7, N=2) = 7.706, p>.05), though there was significant 
difference in “5 documentation” process between two groups (15% vs 27%).  
Table 5-23 presents the Chi-square statistics of overall and pairwise comparisons of 
the syntactic process distributions of the first one-third of Task PES protocols. Similar 
to the case in Task CM, the distribution differences of Task PES were identified 
between ID teams and other disciplinary groups. There were no significant differences 
found between ME and Mixed teams’ syntactic process distributions (χ2 (7, N=2) = 
6.967, p>.05).  
Table 5‐23 Chi‐square statistics of pairwise comparisons (1st one‐third of Task PES 
protocols) 
Group Pearson  Chi-Square Df Cramer’s V 
Asymp. Sig. 
(2-sided) 
All three groups 39.760 14 .271 .000** 
ID vs Mix 16.482 7 .308 .021* 
Mix vs ME 6.967 7 .195 .432 





Syntactic Processes discipline Total ID Mixed ME 
1 Formulation 
Count 14 12 8 34 
% within discipline 15.9% 14.0% 8.2% 12.5% 
Adjusted Residual 1.2 .5 -1.6   
2 Synthesis 
Count 3 3 5 11 
% within discipline 3.4% 3.5% 5.2% 4.1% 
Adjusted Residual -.4 -.3 .7   
3 Analysis 
Count 3 12 16 31 
% within discipline 3.4% 14.0% 16.5% 11.4% 
Adjusted Residual -2.9 .9 2.0   
4 Evaluation 
Count 3 7 13 23 
% within discipline 3.4% 8.1% 13.4% 8.5% 
Adjusted Residual -2.1 -.1 2.2   
5 Documentation 
Count 45 25 22 92 
% within discipline 51.1% 29.1% 22.7% 33.9% 
Adjusted Residual 4.1 -1.2 -2.9   
6 Reformulation I 
Count 4 11 21 36 
% within discipline 4.5% 12.8% 21.6% 13.3% 
Adjusted Residual -2.9 -.2 3.0   
7 Reformulation II 
Count 2 1 1 4
% within discipline 2.3% 1.2% 1.0% 1.5% 
Adjusted Residual .8 -.3 -.5   
8 Reformulation III 
Count 14 15 11 40 
% within discipline 15.9% 17.4% 11.3% 14.8% 
Adjusted Residual .4 .8 -1.2




Figure 5-24 as well as non-parametric post hoc tests showed that, in early episodes of 
Task PES, ID teams spent more cognitive efforts on “5 documentation” (51% vs 29% 
or 23%) than Mixed and ME teams while less engaged in processes of “6 
reformulation” (5% vs 13% or 22%), “3 analysis” (3% vs 14% or 17%) and “4 
evaluation” (3% vs 8% or 13%). There was also a tendency that ID teams had a higher 
percentage of “1 formulation” processes than the other groups (16% vs 14% or 8%).  
 Inter- task Comparisons 5.3.2.2.
As shown in Table 5-25, the syntactic process distributions in the first one-third 
protocols were independent from the class of design requirements. There was no 
significant inter-task difference (neither in process distribution nor specific pairs of 
syntactic processes) found in any disciplinary group during the early episodes of 
designing.  
Table 5‐25 Chi‐square tests (syntactic process * design task) for 1st one‐third of protocols 
Group Pearson  Chi-Square df 
Asymp. Sig. 
(2-sided) 
ID 3.040 7 .881 
Mix 2.542 7 .924 
ME 4.814 7 .683 
 
 Syntactic Process Distributions of the Second Half of 5.3.3.
Protocols 
As illustrated in Figure 5-13, the syntactic design process in the second half of deign 
protocols were similarly distributed between three disciplinary groups. Some inter-
task differences were identified, such as higher percentage of “6 reformation I” in 
Task CM and relative more emphasis on “8 reformulation III” in Task PES.  
 Inter-discipline Comparisons 5.3.3.1.
Statistical tests showed ID teams were more engaged in “6 reformulation I” than the 
Mixed teams (28% vs 22%) in Task CM. ID teams were also found spending more 
cognitive efforts on “8 reformulation III” (15% vs 9%) and less efforts on “3 analysis” 
(11% vs 17%) than the Mixed teams in Task PES. In terms of the aggregated syntactic 
process distributions, there was no statistically significant association between design 
disciplines in any given task (Task CM, χ2 (14, N=3) = 5.955, p>.05; Task PES, χ2 






 Inter-task Comparisons 5.3.3.2.
Pearson Chi-square tests showed that significant differences existed between the two 
tasks in ID sessions, χ2 (7, N=2) = 28.061, p<.001, Cramer’s V= .262. As shown in 
Table 5-26, ID teams were more engaged in “8 reformulation III” (14% vs 6%) and “1 
formulation” (8% vs 3%) in Task PES while more focused on processes of “6 
reformulation I” (28% vs 13%) and “3 analysis” (18% vs 11%) in Task CM.  
Statistical results indicated that, in the second half of ME protocols, there was a 
significant association between syntactic process distributions and classes of design 
requirements, χ2 (7, N=2) = 18.646, p<.01, Cramer’s V= .243. ME teams spent more 
cognitive efforts on “6 reformulation I” in Task CM (29% vs 15%), while more 
emphasizing “8 reformulation III” in Task PES (13% vs 4%).  
Paired Wilcoxon signed-rank test indicated that, in the second half of protocols, 
Mixed teams were relatively more engaged in “6 reformation I” in Task CM than Task 
PES (23% vs 17%). However, no significant differences found on the Mixed teams’ 





Syntactic Processes discipline Total CM PES 
1 Formulation 
Count 8 14 22 
% within discipline 3.4% 8.1% 5.4% 
Adjusted Residual -2.1 2.1
2 Synthesis 
Count 16 13 29 
% within discipline 6.8% 7.5% 7.1% 
Adjusted Residual -.3 .3   
3 Analysis 
Count 42 19 61 
% within discipline 17.9% 11.0% 15.0% 
Adjusted Residual 1.9 -1.9
4 Evaluation 
Count 32 24 56 
% within discipline 13.6% 13.9% 13.7% 
Adjusted Residual -.1 .1   
5 Documentation 
Count 51 46 97 
% within discipline 21.7% 26.6% 23.8% 
Adjusted Residual -1.1 1.1
6 Reformulation I 
Count 66 23 89 
% within discipline 28.1% 13.3% 21.8% 
Adjusted Residual 3.6 -3.6   
7 Reformulation II 
Count 7 9 16 
% within discipline 3.0% 5.2% 3.9% 
Adjusted Residual -1.1 1.1   
8 Reformulation III 
Count 13 25 38 
% within discipline 5.5% 14.5% 9.3% 
Adjusted Residual -3.1 3.1   
Total Count 235 173 408 % within discipline 100.0% 100.0% 100.0% 
 
5.4. Comparisons between Distributions of Design 
Issues and Syntactic Process  
As described in Section 3.5, the design issue and syntactic design process are two 
measures of design cognition. Design issues operationalize the content-oriented 
dimension of design cognition, categorizing different aspects of cognitive efforts. 
Syntactic design processes capture the process-oriented dimensions of design 
cognition, elucidating the structure of designing processes through describing 
transitions between design issues. Rather than utilizing two separate coding schemes 
like many other design protocol studies, this study applied these two closely-related 
measures, as the extraction of syntactic design processes was the consequence of the 
FBS-based segmentation and coding.  
This section first compares the effects on the design issues and syntactic design 
processes by contrasting the distribution comparisons pertinent to single factors. It 
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then juxtaposes single-factor analyses on 2-demensional diagrams to examine the 
interplay between these two factors. All results led to the same conclusion that the 
cognitive processes of product conceptual design activities were influenced by both 
design team’s disciplinary background and the nature of design tasks. The nuances of 
these two factors are further explored with the mixed-model design (one-between, 
one-within subjects) analyses of variance (ANOVA) of individual design issues and 
syntactic processes in the end of this section.  
 Summary of Inter-discipline Comparisons 5.4.1.
Table 5-27 summarizes the statistical results of inter-discipline comparisons. For each 
specific comparison, the null hypothesis was defined as that the occurrences of design 
issues (or syntactic processes) were statistically independent between the 
corresponding distributions. In other words, there was no relationship between design 
issue/process distribution and design team’s disciplinary background, given a specific 
design task. The null hypothesis would be rejected if any significant distribution 
difference was identified by Pearson Chi-square test of independence, i.e., when a chi-
square probability is less than or equal to .05. The particular categories of design 
issues or syntactic processes are denoted by red rectangles when significant 
differences existed between their normalized occurrences, which may contribute to 
the overall distribution differences.  
The results derived from the measures of design issues were generally consistent with 
those from syntactic design processes. The measure of design issues seemed to be 
more sensitive to the nuances of design cognition than syntactic design processes. 
Table 5-27 shows that the weak associations measured by the design issues (Cramer’s 
V < .150) may not be supported by the syntactic process comparisons. The 
inconsistencies between these two measurements are highlighted in red font color in 
Table 5-27. No contradictions were identified in those strong associations measured in 
the design issues (e.g., Cramer’s V > .150 in design issue comparisons).  
 
 
Table 5‐27 Inter‐discipline comparisons of design issue/process distributions 
 Fraction 
Design Issues Syntactic Processes 










































































































* Design issues are presented by an order of R, F, Be, Bs, S and D (from left to right);  
** Syntactic processes are presented by an order from 1 to 8, mapping to the notation of eight ontologically processes  
*** Red font highlights the inconsistency between measurements of design issues and syntactic processes 
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The summary of inter-discipline comparisons indicated that, in both tasks, the 
cognitive processes of conceptual product design activities were different between 
different disciplinary groups. The distribution differences of design issues and 
syntactic design processes mainly occurred in the early episodes of designing. All the 
null hypotheses for inter-discipline comparisons of the first one-third of protocols 
were rejected, while the null hypotheses for the second half of protocols were usually 
not rejected. It indicated that the influence of disciplinary factor on design cognition 
mainly took effect in the problem analysis/formulation stage, rather than the solution 
development periods.   
The examinations of distribution difference contributors, highlighted by red 
rectangles, indicated that, in the first one-third of protocols, ID teams were more 
engaged in reasoning about problem (i.e., Function) whereas ME teams tended to 
more focused on solution development (i.e., Behavior from Structure, Structure, “3 
analysis” and “6 reformulation I”). ID teams were also found to be more active in 
graphic mode of designing (“5 formulation”) during the early problem framing stage.  
The Mixed teams seemed to blend the attributes of ID and ME teams. The box plots 
shown in Table 5-27 reveal that the medians of most indicators of the Mixed sessions 
(either design issues or syntactic process) were located somewhere between those of 
ID and ME indicators, though some of them may be closer to those of ME ones. 
Pairwise comparisons, as shown in Table 5-28, confirmed that the distribution 
differences between ID and ME were much stronger than other pairs in term of the 
effect size of association (i.e., Cramer’s V) and those between Mixed and ME teams 
were generally weak or not significant.  
Table 5‐28 Pairwise inter‐discipline comparisons in terms of Cramer’s V 
Fraction Measure 
Task CM Task PES 
ID vs Mix Mix vs ME ID vs ME ID vs Mix Mix vs ME ID vs ME 
Whole 
protocol 
Issue .100* .120** .197*** .206** - .264*** 
Process - - - - - .221*** 
First one-
third 
Issue .265*** .194* .379*** .255*** .211** .425*** 
Process .291* - .383*** .308* - .448*** 
Second 
half 
Issue - - - .194**. - .218*** 
Process - - - - - - 
* p <.05, ** p< .01, *** p<.001 
 
Another interpretation of the inter-discipline differences (Table 5-27) is to compare 
the upper and lower halves of the table. Results suggested design task may affect the 
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inter-discipline comparisons. Though the overall pattern remained unchanged, the 
disciplinary differences seemed to be strengthened in the Task PES. Table 5-29 shows 
that the effect sizes of inter-discipline distribution differences in Task CM were 
always smaller than their counterparts in Task PES. For those insignificant results, 
PES sessions’ test-statistic (χ²) were larger than their counterparts in Task CM 
(e.g., .8.333> .5.955 in the second half of syntactic process distributions)  
Table 5‐29 Comparison of effect sizes between two tasks (Cramer’s V) 
Fraction Measure Task CM Task PES CM < PES 
Whole protocol Issue .118*** .166*** True Process - .139* True 
First one-third Issue .239*** .248*** True Process .247** .271*** True 
Second half Issue - .147*** True Process - - - 
* p <.05, ** p< .01, *** p<.001 
 
The interplay between design discipline and task was also supported by the pairwise 
comparisons shown in Table 5-28 (comparing the left and right halves of the table). 
Task PES sessions usually had a larger Cramer’s V and test-statistic (χ²) than Task 
CM sessions. The role of design tasks will be further discussed in the following 
section.  
 Summary of Inter-task Comparisons 5.4.2.
Table 5-30 presents a summary of inter-task comparisons. Results based on two 
measures were well matched. Though there seemed to be a contradiction between two 
measures in overall ME protocols, the very weak issue distribution difference 
(Cramer’s V = .103, barely exceeded the arbitrary threshold of .100) indicated that 
there may be no substantial difference between the two tasks.  
Table 5-30 shows that inter-task differences of design cognition mainly existed in the 
second half of ID and ME protocols. These two mono-disciplinary groups’ 
distributions of design issues and syntactic processes were found significantly 
different between the two tasks. ID teams were engaged more in reasoning about 
Structure and Behavior from Structure and processes of “6 reformulation I” and “3 
analysis” in Task CM, while more concerned with Function and Expected Behavior 




Table 5‐30 Inter‐task comparisons of design issue/process distributions  
 Fraction 
Design Issues Syntactic Design Processes 



























First one-third Not rejected χ² = 5.003, p>.05, Not rejected 
χ² = 4.040, 
p>.05, 
































First one-third Not rejected χ² = 6.738, p>.05, Not rejected 
χ² = 4.814, 
p>.05, 



























protocols Not rejected 
χ² = 3.377, 
p>.05, Not rejected 
χ² = 5.529, 
p>.05, 
First one-third Not rejected χ² = 4.592, p>.05, Not rejected 
χ² = 2.542, 
p>.05, 
Second half Not rejected χ² = 6.202, p>.05, Not rejected 
χ² = 5.016, 
p>.05, 
* Design issues are presented by an order of R, F, Be, Bs, S and D (from left to right). 
** Syntactic processes are presented by an order from 1 to 8, mapping to the notation of eight ontologically processes 
*** Red font highlights the inconsistency between measurements of design issues and syntactic processes 
 
  
Table 5‐31 Comparison of effect sizes between ID and ME (Cramer’s V) 
Fraction Measure ID ME ID > ME 
Whole protocol Issue .143*** .103* True Process .185** - True 
First one-third Issue - - - Process - - - 
Second half Issue .250*** .191* True Process .262***- .243** True 




The differences identified in ME teams were generally consistent with ID sessions, 
though slightly decreased in the strength in terms of Cramer’s V (as shown in Table 5-
31). ME teams spent more cognitive effort on Structure and processes of “6 
reformulation I” in Task CM while focused more on Function and “8 reformulation 
III” in Task PES.  
Table 5-30 indicates that no null hypotheses were rejected in the first one-third of 
protocols. Both design issue and syntactic process distributions were statistically 
independent from the type of tasks. It suggested that each disciplinary group’s 
problem decomposition strategies were not or little affected by the changes of design 
requirements.  
No evidence demonstrated the Mixed teams changed their cognitive strategies in 
responds to different classes of design requirements. Their distributions of design 
issue or syntactic process, either of the whole or fractioned protocols, were not 
statistically different between two tasks. It suggested that the Mixed teams may follow 
the same set of strategies when facing different types of design situations, i.e. the 
convention/rule-based thinking style (Lawson & Dorst, 2009).  
 Assembling Analyses that Focused on Single Factor 5.4.3.
Previous analyses mainly elucidated the possible effects of one factor at a time, either 
a design team’s disciplinary background or the nature of design tasks. This section 
aims to integrate the results that focused on single dimensions. Figure 5-14 juxtaposes 
inter-discipline and inter-task comparisons in one diagram. The left-hand side 
represents content-oriented comparisons on the basis of design issues distributions 
whereas the right-hand side illustrates process-oriented analyses with regards to 
syntactic process distributions. The solid lines indicate that there were significant 
differences in the issue/process distributions between groups and the estimated effect 
size of the distribution differences (as measured by Cramer’s V) was labeled. The 
dashed gray lines connected the groups that were not significantly different between 
overall issue and process distributions. Among these insignificant pairs, some 
comparisons had one or more specific constituent issues/processes that were 
significantly different. To differentiate them from highly homogenous distributions, 
Cramer’s V was also labeled to indicate a tendency to be different (p < .20), though 
this value was not valid in this case.  
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Figure 5-14 indicates that, in the full-length protocols, the cognition differences 
(measured by either design issues or syntactic processes) can be spotted in both 
vertical lines (i.e., inter-discipline differences) and horizontal lines (i.e., inter-task 
differences). ID PES sessions seemed to exhibit some unique attributes. The 
distribution differences between ID PES and other sessions were usually much larger 
than other pairs of comparisons. The uniqueness of ID PES will be further discussed 






The effect sizes of inter-task comparisons were compared with those of inter-
disciplinary comparisons. No evidence has been identified which factor had a stronger 
impact over design cognition. The fractioning technique applied orthogonally to the 
measures of design issues and syntactic processes suggested that these two factors 
mainly took effect in different stages of designing. Figure 5-15 juxtaposes the 
distribution comparisons of the first one-third of design protocols. It shows that, in the 
early episodes of designing, design cognition mainly differs between different 
disciplinary teams, as evidenced by vertical comparisons in the graph. No significant 
inter-task differences identified within any disciplinary groups.  
Figure 5-16 summarizes the comparisons on the basis of the second half of protocols. 
It shows the distributions differences in the latter design sessions existed mainly 
between design tasks (horizontal comparisons in the graphic). ID and ME teams may 
actively adopt different solution development methods to cope with the changing 
situations. This active adjustment of cognitive processes, however, was not observed 













 Differentiators of Overall Issue/Process Distributions 5.4.4.
This section continues to compile the effects of two factors by examining the 
measurements of individual design issues and syntactic processes. Table 5-32 
summarized the Chi-square-based distribution comparisons based on the full-length 
protocols. The design issue of Structure and syntactic process of “6 reformulation I” 
were identified as the key differentiator that caused the overall distribution 
differences, as they were significantly different in every pairs of comparisons. The 
issues of Function, Behavior from Structure and Expected Behavior, as well as the 
syntactic processes of “8 reformulation III”, “1 formulation” and “3 analysis”, seemed 
to be other contributors to the distribution differences.  
To triangulate with the above assessment from post hoc tests of distribution 
comparisons, the individual design issues and syntactic processes were statistically 
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examined by 3×2 mixed-model (one between, one within subjects) ANOVA tests. 
Table 5-33 summaries the ANOVA results by displaying the estimates of effect size, 
i.e., partial eta-squared (partial η2). Following the same rationale adopted in the last 
section, this Table uses the color coding of light gray and dark gray to discriminate the 
tendency of differences (p < .20) from those highly insignificant results.  
Table 5‐32 The major differentiators between overall issue/process distributions  
Comparison 
Differences between  
issue distributions  
(different issues) 
Differences between  
syntactic process distributions  
(different processes)  
ID CM vs ID PES Significant (Be↑, Bs↓, S↓) Significant (1↑, 3↓, 5↑, 6↓, 8↑) 
Mix CM vs Mix PES Not significant (S↓) Not significant (1↑, 6↓, 8↑) 
ME CM vs ME PES Significant (S↓) Not significant (4↑, 6↓, 8↑) 
ID CM vs ME CM Significant (F↓, Bs↑, S↑) Not significant (6↑) 




Table 5-33 confirms that the mixed-model ANOVA results were equivalent to post 
hoc tests of distribution comparisons. Significance existed on between-subject effects 
and/or within-subject effects identified in the measurement of Structure, Function, 
Behavior from Structure and Expected Behavior, as well as the processes of “6 
reformulation I”, “8 reformulation III”, “3 analysis” and “1 formulation”.  
Table 5‐33 Mixed‐model ANOVA of FBS measures 
                    Estimates of 
                       effect size 
 


























 Function .061 .466 .794 .001 .111 .590 < .05 
Expected Behavior .546 .009 .427 .082 .372 .123 .05 ~ .20 
Behavior from Structure .007 .801 .715 .004 .157 .464 > .20 
Structure .604 .005 .525 .035 .143 .498 
Description .211 .155 .042 .825 .176 .419 










 1 formulation .474 .019 .321 .175 .278 .231 
2 synthesis .054 .492 .038 .840 .044 .819 
3 analysis .522 .012 .742 .002 .526 .035 
4 evaluation .018 .691 .044 .816 .351 .143 
5 documentation .125 .285 .076 .702 .154 .472 
6 reformulation I .721 .001 .624 .012 .209 .349 
7 reformulation II .000 .949 .555 .026 .284 .222 
8 reformulation III .765 .000 .325 .171 .230 .308 
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The profile plots of these major differentiators were drawn by displaying their 
estimated marginal means. Some overall patterns emerged from these profile plots. 
The right 4 panels in Figure 5-17 refer to the solution-related measurements (e.g., 
Structure and “6 reformulation I”). ME sessions had higher values of these indicators, 
as the thin lines were drawn above the other two kinds. Three lines in those panels 
were all aligned with main diagonal (from upper lift to lower right). The 
measurements in Task CM were usually higher than their counterparts in Task PES. 
An opposite pattern was identified in those problem-related differentiators, the left 4 
panels in Figure 5-17 (e.g., “8 reformulation III” and “1 formulation”). The lines were 
aligned to secondary diagonal (from the top right to the bottom left) and ID lines were 
drawn on the top of plots. The trends were compromised to some extents in Function 
and Behavior from Structure. It was partially due to the fact that these two issues were 




Though some profile plots in Figure 5-17 (e.g., “3 analysis” and “6 reformulation I””) 
showed some lines crossed, the interaction between disciplinary and task-related 
factors was generally not supported by the mixed-model ANOVA tests (Table 5-33). 
In other words, the effects of design team’s disciplinary background and nature of 
design requirements over design cognition were mainly additive. ID sessions and Task 






III” and “1 formulation”) whereas ME sessions and Task CM had larger values on 
solution-related measurements (e.g., Structure and “6 reformulation I”). Due to the 
accumulative effect, ID sessions in Task PES may exhibit a strong problem-oriented 
style of designing whereas ME teams in Task CM showed a strong solution-oriented 
style of designing. The cognitive styles of other sessions could be mapped onto a 
continuum that uses ID PES and ME CM as two extremes.  
Furthermore, in most panels of Figure 5-17, the gray line (representing Mixed 
sessions) is usually drawn between bold black line (ID sessions) and the thin line (ME 
sessions) and it slope seems to be flatter than the other two. It echoes with the 
previous assessment that the Mixed sessions blended the attributes of single-
disciplinary sessions.  
 Differentiators in Fractioned Protocols 5.4.5.
Table 5‐34 Mixed‐model ANOVA of FBS measures (1st one‐third of protocols) 
                    Estimates of 
                       effect size 
 

























s Function .214 .152 .781 .001 .006 .972 < .05
Expected Behavior .049 .515 .296 .207 .152 .477 .05 ~ .20 
Behavior from Structure .000 .989 .652 .009 .064 .744 > .20 
Structure .008 .795 .849 .000 .000 .999 
Description .447 .025 .219 .329 .016 .930 










 1 formulation .003 .869 .263 .253 .316 .181 
2 synthesis .172 .205 .202 .362 .089 .659 
3 analysis .006 .826 .787 .001 .132 .529 
4 evaluation .024 .649 .433 .078 .063 .746 
5 documentation .184 .188 .519 .037 .053 .784 
6 reformulation I .054 .491 .864 .000 .002 .991 
7 reformulation II .159 .225 .302 .199 .119 .566 
8 reformulation III .048 .517 .121 .560 .256 .265 
 
The mixed-model ANOVA tests of individual design issues and syntactic processes 
were performed on the fractioned protocols as well. Table 5-34 shows the results from 
the first one-third of protocols. The main effects of these mixed-model ANOVA tests 
were mainly the between-subject effects (i.e., the effect of design discipline). Table 5-
35 indicates that the within-subject effects, i.e., design task, were the main effects in 
the second half of design protocols. The profile plots of these significant issues and 
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syntactic processes were generally consistent with the overall trend depicted in the 
last section. The vertical positions of three lines represented inter-discipline 
differences and slope of these lines visualized the inter-task effects.  
Table 5‐35 Mixed‐model ANOVA of FBS measures (2nd half of protocols) 
                    Estimates of 
                       effect size 
 


























 Function .667 .002 .605 .015 .205 .356 < .05 
Expected Behavior .506 .014 .517 .038 .334 .161 .05 ~ .20 
Behavior from Structure .105 .332 .472 .056 .299 .203 > .20 
Structure .747 .001 .000 1.000 .227 .315 
Description .000 .974 .183 .404 .105 .607 










 1 formulation .670 .002 .117 .570 .091 .650 
2 synthesis .014 .725 .053 .782 .005 .979 
3 analysis .632 .003 .282 .225 .502 .044 
4 evaluation .032 .697 .023 .900 .327 .168 
5 documentation .045 .533 .050 .794 .056 .770 
6 reformulation I .749 .001 .084 .675 .262 .254 
7 reformulation II .146 .246 .297 .204 .171 .429 
8 reformulation III .759 .000 .379 .117 .272 .240 
 
5.5. Summary  
This chapter presented the aggregated results of design cognition on the basis of two 
sets of FBS ontologically-based measurements, i.e., design issues and syntactic design 
processes, which respectively capture design cognition from the content-oriented and 
process-oriented dimensions.  
The descriptive statistics about these two measures indicated that designing is 
essentially focused on solution synthesis, as indicated by the relatively large 
percentages of solution-related measurements (i.e., Structure, Behavior from Structure 
and “6 reformulation I”). The nuances between design sessions suggested that design 
cognition may be influenced by the nature of design problems and the designers’ 
disciplinary background.  
The effects of design discipline and design tasks over cognitive processes of 
designing were then investigated via statistical hypothesis testing. The analyses were 
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conducted from two perspectives. The first perspective emphasized on the overall 
design cognition that encompasses different aspects. Analyses were based on the 
frequency distributions of all categories of FBS measures (design issues or syntactic 
process). Pearson’s Chi-square tests of independence were used to examine one of 
possible effects (i.e., discipline or task) in each analysis. The second perspective 
attempted to simultaneously capture the effects of two factors. Individual design 
issues and syntactic processes were examined by the mixed-model ANOVA tests.  
Triangulation of results suggested that both design team’s disciplinary backgrounds 
and nature of design tasks may affect the cognitive processes during conceptual 
product design activities, and the effects of these two factors were additive. Designing 
of ID teams and Task PES tended to be driven by problem framing and that of ME 
teams and Task CM were more solution-oriented.  
A fractioning technique was applied to divide the whole protocols into two sections to 
respectively represent activities in problem framing and solution development stages. 
Two possible factors of design cognition, i.e.., design discipline and task, did not take 
effect simultaneously, but rather in different stages of designing.  
 During early episodes of designing 
 Different disciplines may have different strategies on problem framing. ID 
teams spent much more cognitive reasoning related to  problem-related issues 
than the Mixed teams did, which were in turn more focused than ME teams; 
 Designers may apply the same or similar problem analysis strategies to 
different design situations. The cognitive processes during this early stage 
were not significantly different between different tasks.  
 During latter section of designing 
 Designers were more focused on solution development, as the values of most 
solution-related measurements significantly increased in the latter episodes of 
designing; 
 ID and ME teams may actively adjust their strategies with regards to the 
changing situations. Compared with a well-formulated task, designing with 
open-ended requirements was more concerned with the purpose of designs 
being produced. In Task PES, ID and ME teams were found to constantly 
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reassess and modify design problems in parallel with solution development.  
 The situation-based thinking was not observed in the Mixed teams. Their 





 Dynamics of Design Cognition Chapter 6.
Chapter 5 examined design cognition from a static view, using frequency distributions 
of design issues and syntactic processes to describe overall characteristics of the 
design sessions. The designing process, however, is a dynamic and iterative process, 
and a variety of transformation processes take place between different conceptions of 
design states (Dorst & Cross, 2001; Goldschmidt, 1992a; Jin & Chusilp, 2006; Kruger 
& Cross, 2006). This chapter attempts to elucidate the dynamic nature of designing 
processes, which was not dealt with in Chapter 5, which investigated overall patterns 
between experimental groups. 
This chapter firstly explores various forms of timeline graphs to outline the overall 
course of development of design cognition. The explorations confirm that the 
observations of the design experiment were consistent with the “regularity” claimed 
by the Function-Behavior-Structure (FBS) ontology (Pourmohamadi & Gero, 2011). 
The nuances of design cognition between disciplinary and/or task-related factors were 
then investigated with two approaches, i.e. (1) introducing the elapsed time as a new 
independent variable of analysis and (2) the transitional probabilities between pairs of 
design issues or syntactic design processes.  
6.1. Chronological Sequence of Design Issues 
An ontology provides the structure for the knowledge within a domain. The FBS 
ontology claims that there is “a regularity in designing that transcends any individual 
or situation” (Pourmohamadi & Gero, 2011). The “regularity” about designing 
process is defined as a series of transformations that convert human needs or desires 
(either prescribed by clients or proactively brought up by designers) in forms of 
Requirement and Function, via Expected Behavior, into a design proposal (measured 
by Structure issues) and eventually externalizes the design outcomes into drawings 
and other forms of representations (i.e., Design Description) (Gero, 1990; Gero & 
Kannengiesser, 2004). This section aims to assess whether the observations in this 
study were consistent with the “regularity” claimed by the FBS ontology, as 
violations, if identified, may impair the descriptive power of the FBS ontology when 
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interpreting results based on the FBS-coded protocols.  
The following methods were used to outline an overall course in which cognitive 
emphases shifted along the temporal dimension: 
 Center of gravity (cf. Section 3.5.2.3, derived from cumulative occurrence of 
design issues) ; 
 Design issue distributions in three arbitrary sections (cf. Section 3.5.2.2, 
“fractioning” technique); 
 Clustering technique: the dominant and relatively prominent design issues (cf. 
Appendix D); 
 Windowing technique: dynamic issue distribution over time (cf. Appendix D). 
The above methods did not identify any significant violations to the claimed 
“regularity” (ibid). All results led to that, despite the variety between different design 
sessions, there was a general trend to the designing process. A design session usually 
spent more cognitive efforts reasoning about Function in the beginning and ended 
with an emphasis on Structure and Behavior Structure. The “overall picture” about 
how design cognition developed provided the basis for the fractioning technique (cf. 
Section 3.5.2.2) that divided a design protocol into two sections to represent the 
stages/phases of problem analysis and solution development respectively. The 
operational fraction number (i.e., the first one-third and second half of protocols) were 
then numerically validated in Section 6.1.4.  
 
 A General Designing Process Delineated by Center of 6.1.1.
Gravity 
Table 6-1 is the tabular statistics of the center of gravity (CoG) for each category of 
design issues. As described in Section 3.5.2.3., the CoG value roughly indicates the 
stage of the designing process where a category of design issues is emphasized. A 
small CoG value (e.g., Function issue in the Table) suggests that the corresponding 
aspect of design cognition (i.e., the purpose of design) is generally considered in the 
early stage of a design session. A relatively large CoG value, such as Structure issue in 
Table 6-1, shows that the form elements may be mainly discussed in the latter 
episodes of a design session. The pairwise comparisons of CoG values are thus able to 
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outline an overall course of the evolving emphases of design cognition.  
Table 6‐1 The normalized centers of gravity (CoG)  














Mean .121 .227 .496 .695 .672 .453 
SD .119 .030 .080 .064 .017 .120 
ID PES 
Mean .186 .333 .576 .601 .665 .419 
SD .204 .058 .092 .047 .117 .073 
Mix CM 
Mean .255 .203 .529 .565 .605 .651 
SD .123 .052 .090 .067 .071 .092 
Mix PES 
Mean .127 .249 .462 .573 .571 .586 
SD .092 .078 .103 .070 .045 .187 
ME CM 
Mean .137 .316 .418 .546 .546 .655 
SD .163 .226 .033 .065 .086 .130 
ME PES 
Mean .052 .421 .515 .506 .454 .668 
SD .037 .115 .070 .080 .077 .146 
Total 
Mean .146 .292 .499 .581 .586 .572 
SD .134 .126 .088 .084 .101 .154 
 
Figure 6-1 depicts a general sequence of design issues related to the CoG values. A 
general design session initially spent more cognitive efforts on reasoning about 
Requirement (e.g., client’s objectives) and Function, as indicated by small CoG values 
of these two issues (approximately 0.15 & 0.30), then followed by Expected Behavior 
(around 0.50). The CoG values of Structure, Behavior from Structure and Description 
were relatively large (approximately 0.60). Paired-sample Wilcoxon Signed Rank 
tests did not identify any significant differences between those issues’ CoG, which 
suggested that designers may propose solutions (Structure), derive consequences from 
the proposals (Behavior from Structure) and represent their ideas graphically (Design 






 Beginning, Middle and End Sessions of the Designing 6.1.2.
Process 
Another way to investigate the dynamics of designing is to arbitrarily divide the 
whole protocol into three sections of equal segments and examine the time-based 
changes of each design issue (Gero, 2010a; Gero, et al., 2011; Pourmohamadi & 
Gero, 2011). Figure 6-2 is a clustered box plot presenting the fractioned design issue 
distributions. Each design issue is visualized in three sections, i.e., the beginning, 






The changes of occurrence frequencies (mean) across sections are illustrated in Figure 
6-3. It shows that, as a design session progresses, the cognitive efforts spent on 
reasoning about Requirement and Functions decreased and the efforts spent on 






































Figure 6-3 also shows that the frequency differences between the second and third 
sections were generally less than the differences between the first and second sections. 
It suggests that a design session may consist of two stages rather than three arbitrary 
sections.  
 Design Phases Represented by Timeline Graphs 6.1.3.
The segmentation of whole design session into stages or phases is further explored 
using the timeline graphs with finer subdivisions of time on the basis of clustering and 
windowing methods. Figure 6-4 is an example of timeline diagrams which visualizes 
the dynamics of ID1 CM session. A more detailed description of these methods and 
results are presented in Appendix D.  
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Integration of these timeline-based results indicated that Description issues were less 
affected by time changes. By using multinomial logistic regression (MLR) predication 
(e.g in Figure 6-4 (a)), documentation could be observed throughout the designing 
process, e.g. the beginning, middle or the later episodes. Figure 6-4 (b) uses TwoStep 
Cluster Analysis to illustrate the relatively prominent design issues rather than the 
most frequently discussed issue in MLR method. Figure 6-4 (c) illustrates a finer-
grained visual representations, which presents the data in a windowing method (a.k.a., 
the moving average). Figure 6-4 (b & c) echo that Description issues were distributed 
throughout the whole designing process, though they may be more emphasized in the 
later episodes of the design session.  
 




The assessments of rest categories of design issues were consistent with the results 
from CoG values and three-sectioned design issue distributions. A typical design 
session generally progressed from a stage more concerned with problems (measured 
by relatively higher percentages of Function and Expected Behavior issues) to a stage 
more focused on design solutions (shown as high percentages of Structure and 
Behavior from Structure issues). The early episodes of design session also showed a 
trend of transforming Function into Expected Behavior issues. However, the 
chronological order between Structure and Behavior from Structure issues cannot be 
determined, as they were closely coupled in the timeline graphs. A possible 
explanation was that these two issues were developed in an iterative way.  
 “Regularity” of Designing & Validation the Fractioning 6.1.4.
Technique 
The findings in Sections 6.1.1 ~ 6.1.3 echoed with “regularity” claimed by the FBS 
ontology (Gero & Kannengiesser, 2004; Pourmohamadi & Gero, 2011)., as well as an 
anatomic study of conceptual electronic engineering design (McNeill, 1998; McNeill, 
et al., 1998). From the methodological perspective, the general trend of a problem-
focused stage followed by a solution-focused stage provided the basis for the 
fractioning technique applied orthogonally to other measurements (e.g., design 
issue/process distributions, Markov chain models, etc). A practical issue raised was 
determining the cut-off point to divide the whole protocol into two sections that can 
respectively represent the problem-analysis and solution-development stages.  
A tentative fractioning scheme was proposed on the basis of the timeline graphs (cf. 
Section 6.1.3 & Appendix D), in particular the slicing-window-based diagram. Figure 
6-4 (c), for example, shows the cognitive concentration on Function dropped at 
approximately one-third of the design session and the cognitive efforts reasoning 
about Structure and Behavior from Structure rapidly increased starting from the 
middle of the design session. It was thus appropriate to use the first one-third of 
design protocols representing problem analysis activities and the second half 
representing the solution developments. As issues of Structure and Behavior from 
Structure were closely coupled in the timeline graphs, this study did not subdivide 
solution development into “synthesis” and “evaluation” stages as some classic 
designing model did (e.g., Archer, 1984; Jones, 1992). Between these two fractioned 
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sections, there was a short interval concerned equally with all categories of design 
issues, evidenced in the similar percentages of all issues (e.g., Figure 6-4 c). This 
study considered it as a transition between problem analysis and solution 
development, thus it was to be included in the fractioned analyses.  
The fractioning was then numerically verified by examining the over-time changes of 
design cognition within individual design sessions. It contrasted the occurrences of 
design issues/ processes and their frequency distributions between the first one-third 
and second half of protocols.  
 Issues/Processes Differences between Earlier and 6.1.4.1.
Later Sessions 
Figure 6-5 presents the design issue distributions between the fractioned protocols. 
Blue rectangles denote that the cognitive efforts spent in reasoning about those issues 
significantly declined when design session progressed (measured by one-tailed 
paired-sample Wilcoxon Signed Rank test, p< .05). Red rectangles indicate the 
corresponding cognitive efforts had significantly increased in the second half of 
protocols (p< .05). The dash-lined rectangles show that a trend existed for the change 






The within-session occurrence difference of each design issue was calculated by 
subtracting the design issue occurrences in the later session with the amount in the 
earlier session. Figure 6-6 visualizes the amounts of these over-time changes of 
design issues. A positive difference reflects the red rectangles in Figure 6-5, i.e., the 
corresponding design issue was more significant in the later session of designing. A 
negative over-time difference refers to blue rectangles in Figure 6-5, i.e., the design 
issue was more significant in the earlier session. Meanwhile, a small difference 
indicates that the focus of that issue had little fluctuation throughout the whole 
session.  
Figure 6-6 demonstrates that all sessions started with episodes that spent more 
cognitive efforts on reasoning about Requirement and Function issues, as evidenced 
in the negative differences of these two issues. However, increased engagement with 
Structure and Behavior from Structure the later sessions was only partially 
demonstrated. ID and Mixed sessions were consistent with this trend. The 
distributions of these two issues, however, showed little fluctuation between the 




Figure 6-5 shows that ME teams were already concentrated with Structure and 
Behavior from Structure issues in the first one-third of protocols. Figure 6-6 indicates 
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that documentation had more focus in later episodes of ME sessions. As a result, little 
“room” existed for ME teams to further enlarge the percentage of Structure and 







The same method was also applied to the frequency distributions of the syntactic 
process. As shown in Figures 6-7 and 6-8, most design sessions were relatively more 
engaged in “1 formulation” and “8 reformulation III” in the earlier episodes of 
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designing. ID and Mixed teams were also found to increase their cognitive efforts in 
“2 synthesis”, “6 reformulation I” and “4 evaluation” when designing progressed. 
Similar to design issue results, some counter-evidences about these solution-related 
processes were observed during ME sessions.  
 Investigation of Distribution Differences 6.1.4.2.
Chapter 5 has shown that, significant differences existing in some design issues or 
syntactic processes may not necessarily cause significant differences in overall design 
cognition. Rather, the validation of the fractioned protocols compared the frequency 
distributions of design issues/processes between earlier and latter sessions, using 
Pearson’s Chi-square statistics of independence tests. Table 6-2 shows that 











Issue 199.700 5 0.561 .000*** 
Process 62.986 7 .430 .000*** 
ID PES 
Issue 70.008 5 .369 .000*** 
Process 30.736 7 .343 .000*** 
Mix CM 
Issue 76.616 5 .414 .000*** 
Process 12.895 7 .230 .075 
Mix PES 
Issue 45.480 5 .318 .000*** 
Process 11.538 7 .221 .117 
ME CM 
Issue 62.943 5 .350 .000*** 
Process 24.282 7 .283 .001** 
ME PES 
Issue 10.758 5 .163 .056 
Process 3.661 7 .128 .818 
*  p< .05, **  p< .01, *** p <.001 
 
The paired-sample Wilcoxon Signed Rank tests and Chi-square tests numerically 
verified the fractioning of the first one-third and second half design protocols. The 
former section of protocol demonstrated higher percentages of problem-related design 
issues and syntactic processes.  The later one contained higher percentages of 
solution-related design issues or syntactic processes.  
The identified “regularity” of the designing process also provided evidences to 
support the “augmented cognitively oriented generic-design hypothesis” (Visser, 
2009). There are commonalities in the overall organization of design process, but 
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characteristics of a design situation (e.g., designers, tasks) “introduce specificities in 
the corresponding cognitive activities and structures that are used” (ibid). The 
following sections will focus on the “specificities” by independent variables of design 
disciplines and design tasks.  
6.2. Dynamic Issue Distributions: Cumulative 
occurrence of design issues 
As introduced in Section 3.5.2.3, cumulative occurrence of design issues measures the 
changes of design cognition against the elapsed time. Two forms of curve fitting 
methods (linear & cubic regression) were used to delineate the relationship between 
design cognition and time. The lines of best fit outlined the general trend of how each 
category of design issue was addressed during the designing process. The cubic 
estimation curves, on the other hand, depicted the nuances of design dynamics.  
Estimation lines/curves of dynamic issues were examined from two perspectives. The 
first one focused the effects of design discipline and task, as well as the possible 
interaction effects, by comparing one category of design issues per analysis. The 
second perspective was more concerned about the dynamics of design cognition 
within a given group, juxtaposing all six categories of design issues to elucidate how 
different aspects of design cognition were developed over time.   
 
 Developing Trends on the basis of Individual Design 6.2.1.
Sessions 
The lines of best fit were generated by linear regression tests on the basis of 
individual design sessions. The slope of best-fit lines was used to summarize the rate 
of occurrence of each design issue, which provided an estimation of the overall 
cognitive emphasis. Table 6-3 shows that, in general, Structure (S) was the most 
focused issue, followed by the Behavior from Structure (Bs). This echoed with the 
argument that designing is essentially a synthetically-oriented activity (Owen, 2006; 
Simon, 1995). 
The inter-disciplinary and inter-task differences were mostly exhibited by two 
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problem-related issues, i.e., Function (F) and Expected Behavior (Be). The best-fit 
lines of these two issues had a larger slope value in ID teams than those in Mixed and 
ME teams. The same team seemed to focus these two issues more in Task PES than in 
Task CM. The results were consistent with the frequency distribution analyses of 
design issues and syntactic processes (cf. Chapter 5).  
Table 6‐3 Slope of the lines of best fit & the standard deviation 
Slope F Be Bs S D 
ID CM Mean 0.211 0.182 0.214 0.397 0.211 SD 0.031 0.033 0.043 0.070 0.015 
ID PES Mean 0.282 0.251 0.171 0.421 0.130 SD 0.040 0.043 0.022 0.057 0.021 
Mix CM Mean 0.167 0.144 0.290 0.434 0.217 SD 0.071 0.016 0.063 0.069 0.029 
Mix PES Mean 0.173 0.164 0.287 0.451 0.185 SD 0.028 0.034 0.057 0.041 0.050 
ME CM Mean 0.095 0.140 0.293 0.433 0.307 SD 0.051 0.036 0.040 0.065 0.084 
ME PES Mean 0.109 0.172 0.330 0.502 0.213 SD 0.021 0.064 0.064 0.092 0.041 
Total Mean 0.173 0.176 0.264 0.440 0.210 SD 0.076 0.054 0.074 0.075 0.070 
 
 Developing Trends on the basis of Experiment Groups 6.2.2.
Compared with the line of best fit, the cubic estimation curve (generated by SPSS 
regression analysis) can resemble the shape of original growth line of design issues 
better. At a given point of time, the Y-value indicates the amount (normalized) of a 
category of design issues that had been brought up so far. The tangent slope at this 
point represents the degree of focus on a particular aspect of design cognition at that 
moment.  
As briefly introduced in Section 3.5.2.3, there are several possible shapes for the 
cubic estimation curves. Using the metaphor of a moving object’s position, the growth 
rate of a design issue is interpreted as “velocity” and the changing rate of issue 
occurrence refers to “acceleration”. Figure 6-9 is a schematic diagram interpreting the 
shape of cubic estimation curves for the cumulative occurrence of a design issue. The 
value of “velocity” varies from 0 to 1. Positive and negative symbols for 
“acceleration” denote the concave and convex shape of growth line, which represents 
the emphasis on that aspect of design cognition is increasing or decreasing over time. 
A horizontal “velocity” line means that aspect of cognitive efforts showed little 






This study has segmented the whole protocol into two sections. A pair of acceleration 
symbols will be used to summarize the cognitive changes in earlier and latter episodes 
of a design session. Types D and E in Figure 6-9 in fact are the combinations of basic 
types of B and C. The examination of cubic estimation curves thus delineates the 
designing styles about how design issues are focused during the designing process. 
Below will organize the findings based on cubic estimation curves in two ways: (1) 
comparing one category of design issues at a time and (2) comparing dynamic design 
issue distributions within each experiment groups.  
 Inter-discipline & Inter-task Differences on 6.2.2.1.
Individual Aspects of Design Cognition 
Comparing each design issue’s estimation curves shows a similar pattern outlined in 
profile plots of the mixed-model ANOVA tests (cf. Section 5.4.4). The curves 
representing Mixed sessions were always drawn between the curves of two other 
disciplines. ID curves were observed in the top of Function graph (Figure 6-10) 
whereas ME curves were plotted in the top of two solution-related figures, i.e., 
Structure (Figure 6-14) and Behavior from Structure (Figures 6-13). There was little 
difference observed in Expected Behavior (Figure 6-12). The specifics of each design 
issue are described as follow.  
 Concerns with Function 
Figure 6-10 displays the cubic estimation curve of cumulative Function issues. It 
shows that ID teams generally spent much more cognitive efforts on this issue than 





Most estimation curves related to the type-B shape, i.e. the curve starts to level off 
somewhere in the middle of design sessions. This suggested that participants 
concerned with Function issues in the early episodes of designing. The goals of 
design, once formulated, were rarely changed after that, as indicated by the flat curves 
during the rest of time.  
Comparing two tasks, the PES curves were relatively straighter than CM ones, i.e. the 
upward trend lasted longer before turning flat. This indicated designers may spend 
more time discussing Function issues in Task PES. ID PES sessions, in particular, the 
increase of Function issues continued till very late of design stages, which suggested 
ID teams may constantly reflect on the purposes of design and modify them in tandem 
with the development of solutions in Task PES.  
The initial slope of ME PES was smaller than other estimation curves and its overall 
shape were generally flatter. It indicated that the problem framing activity may be less 
active throughout the ME PES sessions. The ME participants may jump into solution 
development shortly after receiving the design brief. Qualitative assessment of design 
protocols confirmed that, in Task PES, Function issues were only occasionally 
mentioned when ME teams needed to clarify the design brief. No goal setting 
activities were observed, as other teams did. As a consequence of under-exploration of 
Function, focusing on their preliminary or existing solutions may occur due to earlier 
fixation. This observation echoed with the assessment of design outcomes (see 
Section 4.3) and the analysis of Structure estimation curves.  
 Product’s behaviors 













Expected Behavior and Behavior from Structure). This served a crucial link between 
Function and Structure. Compared with Figures 6-10 and 6-14, the behavioral aspect 
of design cognition was usually more emphasized than functional and structural 




The shape of estimation curves indicated that, except from the low growth rate during 
the initial episodes where Function was the main concern, the remaining part of each 
curve was almost constantly straight. There was little trend of leveling off identified 
in the later episodes (e.g., Function issues). These parallel curves suggested that the 





In the FBS ontology (cf. Section 2.5.2), the behavioral aspect of design cognition is 



















illustrates the estimation curves for the former type. Most sessions exhibited the type-
E shape, i.e., the growth rate in the middle session was larger than the beginning and 
the end. This was consistent with the Section 6.1’s results that Expected Behavior 
mainly played a role to connect the problem analysis stage with a solution 
development stage (which should have higher percentages of Structure and Behavior 
from Structure).   
The ID PES estimation curve, as shown in Figure 6-12, was an anomaly. ID PES 
sessions’ focus on Expected Behavior lasted to the end of designing process. It 
coincided with the greater engagement with Function in later ID PES sessions. The 
estimation curves of the rest groups largely overlapped each other. There was little 
difference observed between those sessions.  
 Solution development 
Results from CoG and timeline graphs (cf. Section 6.1) indicated that Behavior from 
Structure and Structure should be developed in an iterative manner. These two issues 
were thus discussed together to explore the solution development activities. As shown 





In both figures, ID’s curves were always located in the bottom, which indicates ID 
teams were relatively less concerned with solution development. The slope 
differences were mostly observed in the early episodes of design session. The minor 












teams rarely proposed or evaluated solutions in this stage. In other words, ID teams 
deployed more cognitive resource discussing design problems. As designing 
progresses, ID sessions’ cognitive efforts on solution development increased to the 





Figure 6-14 shows that the initial tangent slope of ME PES was largest and it seemed 
to decrease since around 60% of design session, while other curves either were 
accelerated or remained the same growth rate for Structure. It indicated that ME teams 
stopped to propose new solutions in the second half of design session. Taking the 
lowest concerns about Function issues into the considerations, it could be a warning 
of early fixation to the preliminary solutions.  




Figure 6-15 presents the documentation activity. The change in growth rate of ID 















the ID designing process. ME curves resembled the type-C pattern, which suggested 
that design visualizations were more likely used as a medium to represent design 
solutions, rather than a tool to explore and frame design problems. 
 Development of Design Cognition within a Session 6.2.2.2.
Another perspective of examining the cumulative occurrences of design would be the 
dynamic issue distributions, i.e. juxtaposing the growth lines for all categories of 
design issues and investigating the dynamics between different aspects of design 
cognition. It provides an idea with how the designers manage cognitive efforts during 
their design activity.  
As shown in Figures 6-16 to 6-18, different design issues were denoted with different 
color codes. The Figures depicted general trends that the cognitive emphasis was 
shifted from Function to Expected Behavior then to Structure and Behavior from 
Structure, as showed in the slope changes of the estimation curves. The comparison 
between Structure and Behavior from Structure showed that, though these two issues 
were developed in parallel, the cognitive efforts spent on Behavior from Structure 
were usually larger than those on Structure. When a solution was proposed, analysis 




As the estimation curves of Task CM were plotted together with those of Task PES, 
inter-task differences on the overall cognitive processes were examined as well. The 
results were consistent with Chi-square-based distribution analyses presented in 












significant difference existed in the Mixed team’s design sessions between the two 
tasks. Figure 6-17 shows that the curves drawn in the same color resembled the 
similar shape. This suggests that similar cognitive strategies may be adopted in these 
two tasks, or that the Mixed teams’ cognitive activities were not influenced by 




On the other hand, though the slope of ID and ME curves varied between the two 
tasks, their overall shapes rarely altered. It suggested inter-task differences were 
smaller than inter-discipline differences. In other words, disciplinary background 

























Figure 6-16 shows the estimation curves of ID sessions. As mentioned in the 
comparisons of individual issues (cf. Section 6.2.1.1), the major inter-task differences 
of ID teams existed in Function and Expected Behaviors. The assessment of curve 
shape showed that the slope change of Expected Behavior curve coincided with the 
change of Function curve with a slight delay in time. This suggested that ID teams’ 
solution conjectures may build on the basis of their earlier exploration of users and 
contexts. The coupled effort of Function and Expected Behavior was not clearly 
observed in ME sessions (Figure 6-18). It might be explained as ME teams were not 
as effective as ID teams when framing user needs into expectations of design solution.  
Figure 6-18 visualizes the dynamic design cognition of ME sessions. Most of the 
time, the corresponding Y-values of Behavior from Structure and Structure were 
higher than their counterparts of Function and Expected Behavior. It indicated that 
ME teams may be solution-oriented thinkers.  
As mentioned earlier, the difference between two ME tasks were mainly about 
Structure. ME PES showed a decrease in their efforts in the latter session, which were 
considered as an indicator of early fixation to their preliminary concepts and existing 
solutions.  
6.3. Markov Chain Analyses 
The dynamics of design cognitive processes can not only be examined by introducing 
the elapsed time as an independent variable of dynamic analysis (Section 6.2), it can 
also be explored using transitional probabilities between design issues (or syntactic 
processes), i.e., Markov chain models (Kan & Gero, 2010; Pourmohamadi & Gero, 
2011). As described in Section 3.6.3, the Markov chain analyses were undertaken on 
the basis of three types of diagrams/charts generated by the 1st and 2nd order Markov 
models. A complete list of graphics is presented in Appendix E.  
To triangulate with the previous two sections, the Markov chain analyses first 
describe the common patterns across all comparing groups, and then followed by 
discussions of inter-discipline and inter-task differences from various perspectives.  
 “Regularity” of Designing 6.3.1.
Figure 6-19 presents the augmented diagrams of design issue transitions. The numbers 
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on transition lines indicate the aggregated transition probabilities and the red numbers 
signifies those values with a relatively large standard deviation (larger than half of the 
probability value). Overlapping these diagrams on each other, it shows that in all 
groups some transitions were constantly more probable than others (probability > 
0.15). The shared patterns were delineated in Figure 6-20. The thickness of transition 




Regardless of the self-recurring transitions and two additional loop-back 
reformulation processes (illustrated as grey lines), the common transitions in Figure 6-
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20 perfectly matched the thematic diagram of ontological processes (cf. Section 2.5.3 




The 2nd order Markov chain also led to a similar conclusion. Figure 6-21 delineates 
likely transitions between syntactic processes that were common to all sessions. The 
thickness of transitional lines roughly indicates the relative probabilities.  
The patterns depicted in Figures 6-20 and 6-21 could be seen as the fundamental or 
invariant elements across all design sessions. In particular, the transitions “Be > S”, 
“S > Bs”, “S > S” and “Bs > S” demonstrated a high value of average transition 
probability (0.20~0.42) and a relatively small standard deviation (less than 1/3 of their 
probability value). These design issue transitions corresponded to the processes of “2 
synthesis”, “3 analysis” and “6 reformulation I”, all related to solution developments. 
Results supported the claims that designing is primarily concerned about solutions 








 Integration of FBS Ontology with Co-evolutional Model 6.3.2.
Mapping the FBS design issues and transitions into the 2 notional design “spaces” 
(i.e., problem and solution spaces), the co-evolutional design model (Dorst & Cross, 
2001; Maher, 2000; Maher & Poon, 1996; Maher & Tang, 2003; Reymen, et al., 2009) 
can be illustrated as Figure 6-22. Design Description issue is considered to be 
orthogonal to the dichotomy of problem/solution spaces and the other issues are 
located in one of the design spaces. Requirement is related to problem space, though it 




Figure 6-23 presents the transition probabilities between two different natures of 
design issues. It is equivalent of the first-order Markov chain that used problem issues 
and solution issues as Markov states. This Figure indicates that a transition within the 
same space (either problem space or solution space) was much more likely than a 
switch between these two complementary spaces.  
The dichotomy of design spaces classifies the transitions between design issues into 
within-space and inter-space transitions. “1 formulation” is a syntactic process within 
problem space. “3 analysis” and “6 reformulation I” are processes within solution 
space. As Description issue is beyond the problem and solution dichotomy, “5 
documentation” is not included in this new categorization of syntactic processes. 
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Among the inter-space transitions, “2 synthesis” is an essential process transforming 
Expected Behavior into Structure. “4 evaluation” examines whether there is a match 
between problem and solution spaces. “7 reformulation II” is a reverse process of “2 
synthesis”, which modifies the initial expectations or objectives when the match is not 




In the FBS ontology, “8 reformulation III” is defined as re-articulation of Function. 
The derivation of syntactic design processes (see Section 3.4.2) mapped both 
transitions of “Be > F” and “S(Bs) > F” onto “8 reformulation III”, as they all aim to 
widen problem space and denote designer’s cognitive emphasis shifts back to 
Function from considerations on solution (either Behavior or Structure). In light of the 
dichotomy of problem/solution spaces, a subdivision of “8 reformulation III” can be 
made as Figure 6-22. The involvement of Structure is the discrimination criterion. 
“Be > F” mainly occurs when designer goes back and forth between design objectives 
(Function) and expectations (Expected Behavior); the specific Structure has not been 
proposed yet. The other transition refers to re-articulation or re-assessment of 
Function when Structure is proposed and/or analyzed.  
Figure 6-24 visualizes the relationships between first-order Markov transitions and 
dichotomy of design spaces, i.e., transitions within problem space, transition within 
solution space and inter-space transitions. It is in fact a higher-order Markov 
transition diagram derived from Figure 6-23. This figure confirms the tendency that 
iterations of design issues or syntactic processes seemed to occur in one space (either 
problem or solution), rather than across spaces. Both transitions within problem space 
and those within solution space were more likely followed by the transitions of the 
same kind. Even the next transition is an inter-space one, there was a considerable 
194 
 
chance (approximately 40%) to switch back to the original space, i.e., in turn followed 
by another inter-space transition.  
 
Figure  6‐24  Transitions  between  three  categories  of  syntactic  processes  or  design  issue 
transitions  
 
Figures 6-23 and 6-24, as well as all three types of FBS Markov graphics presented in 
Appendix E, suggested that, though designing was co-evolving between 
problem/solution spaces (Dorst & Cross, 2001; Maher, 2000; Maher & Poon, 1996; 
Maher & Tang, 2003; Reymen, et al., 2009), once designers engaged with one space 
(either problem or solution), they tend to stick to their present focus for a while before 
switching to the other space. This finding was consistent with the phrasal pattern and 
nested structure of designing identified in Chapter 4.  
 From “1 formulation” to “2 synthesis” 6.3.3.
Though the quantity of inter-space transitions was relatively small comparing with the 
total transitions (approximately 16~22%), they play important roles to connect 
problem space and solution space. In particular, “2 synthesis” is a critical process 
associated with the “creative leap” (Cross, 1997a, 1997b; Dorst & Cross, 2001). In the 
FBS ontology, “2 synthesis” is considered to be logically followed by “1 
formulation”. But 2nd order Markov chains showed that “1 formulation” process did 
not necessarily lead to “2 synthesis” (“Be > S”). 
As shown in Table 6-4, “Be > F” (“8 reformulation III”) was the mostly likely 
syntactic process occurring after “1 formulation” process in ID sessions and Mixed 
PES. In particular for ID PES, the likelihood of a “Be > F” followed “1 formulation” 
was two times higher than that of “2 synthesis”. The probability of “8 reformulation 
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III” after “1 formulation” in ME PES was higher than that of “2 synthesis”. The 
probability of “8 reformulation III” after “1 formulation” was considerably high in the 
other sessions (Table 6-4). This provided the evidence that designers usually abstained 
from engaging in solution detailing soon after problem formulation. ID and PES 
sessions, in particular, were more likely to widen the problem space after formulating 
or specifying their expectations and “primary generators”.  
Table 6‐4 The likely syntactic processes following after “1 formulation” 
 
Most likely Second likely Third likely 
Syntactic 
processes Mean P SD. 
Syntactic 
processes Mean P SD. 
Syntactic 
processes Mean P SD.
ID CM 8 reformulation III 0.31 0.05 2 synthesis 0.22 0.04 5 documentation 0.19 0.04
ID PES 8 reformulation III 0.40 0.11 2 synthesis 0.17 0.05 5 documentation 0.16 0.05
Mix CM 4 evaluation 0.36 0.03 8 reformulation III 0.26 0.12 2 synthesis 0.23 0.07
Mix PES 8 reformulation III 0.30 0.10 2 synthesis 0.23 0.05 5 documentation 0.19 0.02
ME CM 2 synthesis 0.35 0.16 8 reformulation III 0.22 0.01 4 evaluation 0.19 0.02
ME PES 4 evaluation 0.30 0.11 8 reformulation III 0.25 0.08 2 synthesis 0.18 0.02
 
In Mix CM and ME PES, the most likely process after “1 formulation” was “4 
evaluation”. It suggested that the articulation of design goals and expectations may 
mainly serve the purpose of evaluating the proposed solutions. However, the main 
purpose of Function and Expected Behavior is supposed to drive solution synthesis or 
conjecture. The over-concern about evaluative aspect of designing may risk of 
“putting the cart before the horse” and sacrifice the quality of generated solution. 
Previous results had shown that the design outcomes from ME PES were cognitively 
“fixated” on existing VR/AR solutions.  
 Fractioned Markov Transitions 6.3.4.
The fractioning technique (cf. Sections 3.5.2.2 and 6.1.4) was applied to respectively 
construct Markov transitions on the basis of the first one-third and second half of 
design protocols. Table 6-5 lists the most likely transitions which percentage was 
larger than 10% of total transitions in the fractioned protocols. The Table indicates 
that all sessions focused on solution development in the latter episodes, as shown in 
higher probabilities of transitions within solution space, e.g., “S > Bs” and “Bs > Bs”.  
Transitions within problem space, e.g., “F > F”, were more likely to be observed in 
the first one-third of protocols, as shown in the upper part of Table 6-5. This echoes 
the arguments that early episodes of designing usually more concerned about design 
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problems (cf. Section 6.1). ID PES was demonstrated to maintain their interests on 
design problems to the latter sessions. ME and Mixed sessions, on the other hand, 
may start engaging in solution explorations earlier than ID sessions, as Table 6-5 
shows transitions within solution space were active in the first one-third of those 
protocols.  
Table 6‐5 The most likely transitions in the fractioned protocols 








F > F  F > F  F > F  F > F  F > F  S > Bs 
F > D  F > D  F > D  F > D  Bs > Bs  Bs > Bs 
F > Be  Be > Be  Bs > Bs  S > Bs  S > Bs  Bs > S 
Be > F  S > Bs  Bs > Bs  S > S  S > Bs 








Bs > Bs  Be > Be  Bs > Bs  Bs > Bs  S > BS  Bs > Bs 
S > Bs  Bs > Bs  S > Bs  S > Bs  Bs > Bs  S > Bs 
S > S  S > Bs  Bs > S  Bs > D  Bs > S  Bs > D    >30% 
Bs > S  F > F  S > S  Bs > S  S > S    >20% 
S > D  Bs > D  S > D    >10% 
Bs > Be  S > D  Bs > D     
Transitions are in the decreasing order of frequency. 
  
Throughout Table 6-5, the quantity of frequent inter-space transitions was very 
limited. There were only a few “4 evaluation” processes (Be <> Bs) occurred in this 
list. Given the importance of inter-space transitions, they were further examined by 
comparing the Markov transition diagrams between earlier and latter episodes of 
designing. In each panel of Figure 6-25, the left diagram refers to the first-order 
Markov model based on the first one-third of protocols and the right diagram refers to 
its counterparts on the basis of the second half of protocols.  
Figure 6-25 indicates that, with the progress of designing, the probability of 
transitions from solution space to problem space (i.e., “8 reformulation III” and “7 
reformulation II”) decreased. The likelihood of “Bs > F” in the first one-third of 
protocols was the highest in ID sessions (approximately 1/3), then followed Mixed 
sessions (slightly 1/5). Such solution to problem transitions were less likely occurred 
in ME sessions, as “Bs > F” probabilities barely exceed the minimal threshold of 0.10. 
The relatively large probability of “Bs > F” transitions in the first one-third of 
protocols suggested that, in the early episode of designing, the proposed solutions 
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were usually tentative, as “3 analysis” and/or “4 evaluation” often lead to a re-




The right diagrams of Figure 6-25 show that the activity of problem reframing (e.g., 
“Bs > F”) was significantly decreased when progressed to the latter episodes of 
designing. In the second half of protocols, only ID PES sessions showed a 1/7th 
chance that a “8 reformulation III” followed by “3 analysis” or “4 evaluation” of 
solutions, and a 1/6th chance that articulation of Structure led to “7 reformulation II”. 
The transitional probability from problem space to solution space significantly 
increased. Except for ME PES sessions, the likelihood of “Be > S” transitions in other 
sessions increased about 50~80% compared with the transitional probability in the 
first one-third protocols.  
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Another significant change in problem to solution transitions shown in Figure 6-25 is 
“F > S” transition, which is defined as a “catalog lookup” process or indexing in the 
FBS ontology. Literally, it refers to direct search of a “problem-solution pair” from 
existing products as their primary solution or partial solution. The transition of “F > 
S” is not included as one of ontological design processes, as it contradicts the 
ontological assumption that “no direct transformation between Function and Structure 
exists [as design process]” (Gero, 1990). However, some design methodologies model 
designing as a search process between problem and solution spaces (Jones, 1992; P. 
G. Rowe, 1987; Simon, 1996). In variant or routine designs, designers make some 
incremental changes on the basis of previously design product structures. This study 
thus consider “F > S” transitions as recalls of “problem-solution couples” that have 
been established in previous design activities. Through the qualitative assessment of 
verbal protocol data, the considerable rate of “F > S” transitions in the second half of 
protocols can be explained as designers took a re-design or modularity approach 
(Ulrich & Eppinger, 2008, 2011) and search for appropriate modules, components or 
“primes” as foundations of their solution. As a more holistic approach of designing 
was adopted in ID PES sessions which resulted an integral architecture for their 
designs (ibid), the “F > S” transitions were rarely observed in ID PES diagrams.  
A high occurring probability of catalog lookups may indicate a fixation effect and 
inhibit designers to make radical innovations. In ME PES sessions, the chance of 
leading to catalog lookups from a Function issue was approximately 1/5th. Exclude 
another 1/3th chance of “5 documentation”, there was little cognitive resource left for 
designing efforts.   
6.4. Summary  
This chapter explored the dynamics of design cognition from two viewpoints, i.e., (1) 
the dynamic distributions of design issues along the temporal dimension and (2) the 
transitional probabilities from one design issue (or syntactic process) to another. 
Results supported the “augmented cognitively oriented generic-design hypothesis” 
(Visser, 2009). The examinations confirmed the commonalities about the overall 
organization of design process (ibid) or “regularity” delineated in the FBS ontology 
(Gero, 1990; Pourmohamadi & Gero, 2011), i.e., a conceptual designing process 
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commences with overwhelming concerns about design problems (e.g., design goals, 
context, users, etc.) and completes with intensive focus on solutions (i.e., Structure) 
and possible consequences of the proposed solutions (i.e., Behavior from Structure). 
On the other hand, characteristics of a design situation (e.g., designers, tasks) 
“introduce specificities in the corresponding cognitive activities and structures that are 
used” (Visser, 2009). The disciplinary and task-related specifics during dynamic 
cognitive processes of designing were generally consistent with the aggregated results 
described in the Chapter 5. ID sessions and Task PES concerned more about problem 
aspects of design cognition, whereas ME sessions and Task CM were more focused 
on the complementary side, i.e., the solution-related aspects of design cognition. 
Some differences were identified between ID and ME sessions about the attitude 
towards sketching. ID teams applied the graphic thinking throughout the designing 
process whereas ME teams mainly used external design representations as media of 








 Styles of Designing, Thinking Chapter 7.
and Teaching 
Chapters 4 to 6 have studied the observations of the design experiment with the data-
driven and theory-driven approaches. This chapter is a wrap-up of data analysis, 
comparing and triangulating the results derived from the mixed methods. Section 7.1 
summaries the Function-Behavior-Structure (FBS) ontologically-based protocol 
analyses with the styles of designing, i.e. problem or solution focused. The FBS-based 
protocol analyses are applied on the coded FBS design issues and the derived 
syntactic processes, rather than directly on the observation of design activities. 
Section 7.2 reassesses the experiment documentation (i.e., video & sketches) and the 
initial transcripts of design sessions to bring a contextual understanding to the 
elaborated FBS results. The potential causes (e.g., cognitive styles and teaching 
styles) will be discussed in Sections 7.3 and 7.4.  
7.1. Exploration of the Designing Styles using 
Problem/Solution Indexes 
Chapters 5 and 6 have explored the characteristics of design cognition demonstrated 
in different design sessions using two sets of ontological measurements, i.e., design 
issues and syntactic design processes. By integrating the FBS ontology (Gero, 1990; 
Gero & Kannengiesser, 2004) with a co-evolutionary model of designing (Dorst & 
Cross, 2001; Maher & Tang, 2003) (cf. Sections 3.5.4 & 6.3.2), the main finding of 
the FBS-based results can be divided into problem-focused and solution-focused 
designing styles, i.e., a meta-level structure over the cognitive processes of designing 
(Jiang, et al., 2012). This section measures the designing styles using a bipolar 
measurement, i.e., problem/solution (P/S) indexes. The index value indicates the focus 
level on design problems. In correspondence to two sets of ontological measurements, 
this chapter will use design issue index and syntactic design process index to 
respectively represent content-oriented and process-oriented analyses. Compared with 
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the set of measurements in Chapters 5 and 6, the new single-value measurement of 
P/S indexes can facilitate inter-session comparisons more efficiently.  
The Results of P/S indexes are organized as a single-value measurement 
characterizing the overall pattern of a design session as a whole, and a sequence of 
dynamic indexes describing the fluctuation of the relative focus during the designing 
process.  
 Characteristics of Design Sessions 7.1.1.
Tables 7-1 and 7-2 respectively tabulate the values of P/S index on the basis of the 
measurements of design issues and syntactic processes. Bivariate correlation tests 
indicated that correlation between these two indexes was significant at the 0.001 level 
(2-tailed) as measured with Pearson product-moment correlation coefficient (r= .904) 
and Spearman’s rho (ρ= .775). The values of issue index were approximately 1.9 
times of its syntactic process counterparts (SD = 0.50).  
Table 7‐1 Values of P/S index (design issues) 
Groups 
Value of P-S index (issue) for each team 
Mean Std. Dev 
1 2 3 4 
ID CM 0.90 1.01 1.13 0.88 0.98 0.11 
ID PES 2.04 2.32 1.74 1.40 1.88 0.39 
Mix CM 0.95 0.36 0.89 0.53 0.68 0.28 
Mix PES 0.48 0.76 0.77 1.01 0.76 0.22 
ME CM 0.28 0.34 0.55 0.80 0.49 0.23 






Value of P-S index (issue) for each team 
Mean Std. Dev 
1 2 3 4 
ID CM 0.44 0.28 0.52 0.36 0.40 0.10 
ID PES 0.86 1.02 0.96 0.78 0.91 0.11 
Mix CM 0.42 0.25 0.37 0.25 0.32 0.09 
Mix PES 0.40 0.42 0.44 0.73 0.50 0.16 
ME CM 0.23 0.17 0.35 0.45 0.30 0.13 




To further explore this issue, an auto-cluster algorithm in an exploratory grouping 
tool, i.e., TwoStep Cluster analysis, was used to transform the ratio values shown in 
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Tables 7-1 and 7-2 (continuous variable) into a proper number of groups/clusters 
(categorical variable) (SPSS inc, 2001). Rather than prescribing an arbitrary 
classification scheme, the number of clusters was determined by the intrinsic pattern 
hidden in the measurements. Both design issue indexes and syntactic process indexes 
were grouped into two clusters. The derived cut-off point for design issue index was 
approximately 1.25 and threshold for process index was about 0.678. This study then 
defined the index values above the threshold as problem-focused designing style (bold 






















































Figures 7-1 and 7-2 visually plotted the clustered index values in a scale signified 
with two designing styles. The Figures show that the values of ID PES sessions were 
often significantly higher than the boundary of problem-solution division. The results 
indicated that ID teams’ Task PES design activities were more related to problem-





The aggregated index values were plotted in Figure 7-3. The Figure generally follows 
the pattern demonstrated in the profile plots of mixed-design ANOVA tests, i.e. ID 
Task PES sessions focused more on about the issues of design problems (cf. Section 
5.4.4 and Figure 5-17). For each task, index values of ID sessions were the highest 
and followed by that of Mixed and ME sessions. The dramatic differences between ID 
CM and ID PES’s indexes suggested that ID teams may adopt very different design 
strategies when dealing with different design requirements. However, there was a lack 
of significant evidence to support that Mix and ME teams did so, though the averaged 
index values and Chapter 5 identified that they tend to concern more about design 
problems in Task PES. In general, the Mixed teams and ME teams were primarily 
interested in solution development rather than exploring potential design problems.  
 Dynamic Problem/Solution Indexes  7.1.2.
Single-value measurements, i.e., P/S indexes in Section 7.1.1, can characterize the 



























identify the meta-cognition of designing, i.e., the structure of cognitive processes. 
Dynamic P/S indexes were thus proposed as an alternative articulation of designing 
styles by introducing the “elapsed time” as a new independent variable.  
Figure 7-4 presents the lines of best fit (linear regression) and two forms of estimation 
curves (i.e., logarithmic & cubic) on the basis of non-linear regression. The X-axis is 
composed of the normalized occurrence of the elapsed segments that represents the 
elapsed time. The Y-value of best-fit line or estimation curves provides an estimate 
about P/S index at a given point of time. The light gray hatching depicts a “zone” of 
problem-focused style of designing, derived from the results of the whole design 




Figure 7-4 can be read as “signatures” of each group’s designing process. The 
interpretation of this Figure is based on the estimation curves’ overall shape and their 
intersection point with the boundary of problem-focused and solution-focused 
“zones”.  
Figure 7-4 shows that, in the ending episodes of designing, all sessions primarily 
focused on developing solutions, whereas their emphases on the early episodes were 












problem exploration in both tasks and their interests in problem issues lasted longer in 
Task PES. The Mixed teams focused on problem issues in the first 1/3th of design 
session, though not as strong as ID teams did. In ME sessions, the consideration of 
design problem over solution was only found in the very beginning of Task CM. 
Problem exploration or formulation seemed to be the least concerns within the whole 
process of ME PES sessions.  
7.2. Reassessment of Original Experiment Records 
The analysis of qualitative data, e.g., the observation of design experiment in this 
study, requires both “closeness” to and “distance” from the data (Gilbert, 2002; 
Richards, 1998, 2005). “Closeness” promotes the familiarity of the data and 
“distance” is necessary for abstraction and synthesis of the pattern beneath the 
apparent “chaos” (ibid). The two stages of data analysis were applied to this thesis 
respectively to address these two issues. The first descriptive stage (reported in 
Chapter 4) was undertaken through the direct access to the original experiment 
records, e.g., video and sketches. The in-depth stage of FBS-based protocol analyses 
(reported in Chapters 5 and 6) mainly focused on the coded design issues and the 
derived syntactic design processes, rather than on the original video recording itself. 
Once the FBS ontologically-based protocol segmentation and coding (cf. Section 3.4) 
was completed, the statistical analyses were performed on the arbitrated coding 
results. The second stage of in-depth analysis lasted much longer than the first 
descriptive data analysis. The original experiment records were reviewed with regard 
to the following three purposes.  
1. To balance the “closeness” and “distance” from the data, and to prevent the 
potential risks of losing the connection to the real design activities when 
engaging in the codes (i.e., design issues/processes) for a long period of time ; 
2. To bring contextual insights into account for the findings identified in the 
FBS-based protocol analysis; and 
3. To compare and triangulate results (reported in Chapters 4 to 6) derived from 
various methods used, and to integrate them into consistent arguments about 
the influence of design discipline and task on the design cognition of senior 
student’s design teams.  
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 Students’ Understanding of Design/Designing 7.2.1.
The reassessment of the video records of design sessions and the initial transcripts of 
protocol data (cf. Section 3.3.3.1& Figure 3-8) indicated that, the differences in terms 
of the problem-focused and solution-focused designing styles seemed to be well 
correlated to the understanding of design held by the ID and ME students. 
The pre-test questionnaires and follow-up interviews (cf. Section 4.2) demonstrated 
that the ME participants often held a traditional “problem-solving” view of designing. 
Their reports implied that the problem situations should be already prescribed in the 
task description, and their job is to recognize them and generate a feasible solution 
accordingly. The ME students also tended to consider the designed product as a 
system, to some extent detached from relevant users and contexts.  
On the contrary, ID students considered design from the perspective of its ultimate 
aim, i.e., “the improvement of human quality of lives” (excerpted from ID1 PES’s 
dialog). The role of target users (human) was much more important than that of a 
product.  
The different views of design/designing seemed to lead ID and ME teams to different 
strategies of problem framing and concept development. Sections 7.2.2 and 7.2.3 will 
address these two issues respectively. The different views between the ID and ME 
students were also considered to be responsible to the conflicts within the Mixed 
team’s design sessions, which will be described in Section 7.2.4.  
 Problem Formulation: Framing versus Clarification 7.2.2.
Design problems have long been recognized as ill-defined (Eastman, 1969), ill-
structured (Simon, 1984) or “wicked” (Buchanan, 1992; Rittel & Webber, 1984). A 
typical design problem usually consists of determined, undetermined and 
“underdetermined” elements (Dorst, 2003a; Lawson & Dorst, 2009). The formulation 
of a workable design problem seems to be the first step of the designing process. 
Designers need to understand the problematic situation and identify the relevant 
considerations. Table 7-3 lists the elements that each team used to make sense of the 
initial design brief. ID teams seem to study the design problem from more angles than 





Session 1 2 3 4 
ID CM Context 
People & lifestyle 
When 











Type of coffee 
Ways to make coffee 






Types of coffee 
Ways to make coffee 
How to enrich 
experience 






Context (one the go/ not 
on the go) 





What (electronic vs non-
electronic) 
Where 
How (passive vs active) 
Sensory 
People & lifestyle 
5 Senses (visual, sound, 
smell, touch & taste) 
Analysis of existing 
products  
Features (existing, 
maybe to have) 
Mix CM 5W1H (who, when, 














Mix PES Types of entertainment 
Technology 
Fun/interactive/challenge 
Types of entertainment 





Type of entertainment 
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ID teams were observed spending a large amount of cognitive efforts and time to go 
through the problem space (e.g., potential user’s profile and possible usage contexts), 
and to explore the potential opportunities to create something new and appropriate. 
Their problem analysis and framing activities resembled a semi-structured process, 
including “naming” and “framing” activities (Lawson & Dorst, 2009; Roozenburg & 
Dorst, 1998; Schön, 1991, 1992). “Thinking” graphs, such as “mind maps” (cf. 
Section 4.4.2), were often used to assist the discussions during this period. Figure 7-5 
presents two examples of graphic tools. The main branches of graphs in the Figure 
show how ID teams organized their thinking process and identified the key aspects of 
design that need to be considered. Lateral/divergent thinking (Goel, 1995) was 
demonstrated in this period which mainly aimed to enlarge the problem space. A 
majority of the identified elements were concerned with the semantic and pragmatic 
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After identifying the key aspects required to be considered, ID teams shifted their 
focus to examine the relationships between the “named” elements and “frame” the 
design space in which ideation and concept development was conducted. The colored 
lines/texts in Figure 7-5 labeled designers’ cognitive endeavors of connecting the 
identified element to formulate a coherent design “frame” that facilitate tentative 
design “moves” towards the solution (Schön, 1991, 1992).  
Problem analysis and framing in the ID sessions was a semi-structured process. 
Though the search of pertinent elements aimed to systematically explore the problem, 
it was never intended to be exhaustive. Instead, a set of particular design problems 
were used, such as human-centric factors, sensory experience, interaction, emotion, 
etc. (cf. Table 7-3). Once a promising opportunity was identified, ID teams would take 
a “opportunistic” move (Davies, 1991; Guindon, 1990) and start to propose tentative 
solutions (usually in abstract forms) accordingly. There is no evidence showing ID 
teams may stick to a rigidly structured systematic process. 
ME teams demonstrated much less cognitive focus on understanding the design 
problem than ID teams did. The issues they discussed in the early episodes (Table 7-3) 
were either prescribed in the design brief, such as “target users” and “types of 
entertainment”, or related to syntactic attributes of product, such as “size/dimension” 
and “technology”. They seemed to clarify the problem stated in the brief, rather than 
proactively explore the problematic situation from various perspectives. They quickly 
made a check-list like “specification”, which was used later to evaluate whether or not 
their solution fulfilled these requirements. 
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This reflects an attitudinal difference about the role of design brief between the ID 
and ME students. For the ME teams, the design brief was a given problem, though it 
may not provide a completed picture. What they ought to do was to fill the missing 
information and turned it into a set of measurable criteria. The problem in the ME 
sessions were thus relatively stable and can facilitate solution development. The 
“problem framing”, i.e., selectively viewing a situation from various ways (Schön, 
1991, 1992), seemed not observed in ME sessions. The ID students, on the other 
hand, considered the design problem as an imperative to innovation. The ID problem 
may constantly evolve when the designing process progressed. ID teams rarely made 
an explicit comparison between their solution and the formulated problem.   
In short, the problem formulation processes of the ME and ID sessions may 
respectively resemble the two design paradigms, i.e., problem solving and relation-in-
action (Dorst, 1997; Dorst & Dijkhuis, 1995). The ME teams mainly clarified the 
problem to be solved, whereas the ID teams may treat it as a start point and tended to 
expand and reformulate the problem based on their investigation. Roozenburg and 
Dorst (1998) argued that “problem framing” concept was proposed to challenge 
“technical rationality”, and primarily viewed design as a socio-cultural construct 
(Schön, 1991, 1992). The ME students, however, tended to view the product as a 
technical/physical construct and focused on the syntactic aspects of design. Problem 
solving model of designing perhaps is more appropriate for the technically-oriented 
design (Lawson & Dorst, 2009).  
The different levels of engaging in problem exploration explained the significant 
inter-disciplinary differences on the FBS design issues and P/S indexes between early 
episodes of the ID and ME sessions.  
 Solution Development: “Schema-driven” versus “Case-7.2.3.
driven” 
The earlier exploration of verbal protocols (cf. Section 4.4.1) indicated that the 
concept development process of the ID and ME sessions were usually less structured. 
Only a few conversations related to metacognition or designing process management 
were observed in the later episodes of those sessions. The design concepts were 
incrementally evolved from initial ideas.  
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According to Schön’s (1991, 1992) reflection-in-action theory, imposing a “frame” on 
the problematic situation may determine the actions towards solution. It was thus 
expected to observe different designing styles in solution development between ID 
and ME sessions, behind the apparent differences of P/S indexes (cf. Section 7.1) and 
design issue/ process percentages (cf. Chapter 5). 
The reassessment of the designing process focused on the cognitive trajectory in 
which design concepts evolved. Oxman (1990) proposed a multi-level structure of 
design knowledge from specific, context dependent precedents to more abstract, 
context-independent concepts, as shown in Figure 7-6. Two distinct approaches of 
designing can be defined with regard to the form of the initial solution, i.e., a schema-
driven refinement and a case-driven adaptation (Ball, Ormerod, & Morley, 2004; 
Oxman & Oxman, 1992). The former approach starts with a highly abstract concept 
(i.e., a schema), and follows with a sequence of “refinement” operations to 
“particularize” the initial schematic state into a detailed description of a specific 
product (ibid). The latter refers to a sequence of adaptions made to transform a rather 





During problem formulation, ID teams mainly explored the semantic and syntactic 
aspects of design (Boucharenc, 2008). The initial ideas or “primary generators” 
(Darke, 1979) they proposed were usually highly abstract and conceptual, such as 
sensory experience (shown in Figure 7-7, left). Figure 7-8 demonstrates an ID concept 
development process. The red arrows and annotations were added by the author to 
visualize the flow of ideas. There were many parallel ideas developed in this session. 
The abandoned ideas were not shown in this Figure. The keywords underlying this 
High level concept/ schema
-  Cognitive, conceptual 
Formal prototypes: 
-  Non-contextual 
Functional prototypes:
-  Functional context 
Precedents: 
-  Highly contextual 
Abstract General Context-independent 




design were “aroma” (smell), “veil of mist” (visual) and “cute” forms. These abstract 
ideas were thus gradually embodied and refined through a series of thumbnails and 








During the problem analysis stage, ME teams tended to use specific precedents to 
understand the problematic situation (e.g., Figure 7-7, right). Different from ID’s 
“general to specific” process, the ME sessions usually demonstrated a “specific to 
specific” process, i.e., adapting a rather detailed precedent or “functional prototype” 
(cf. Figure 7-6) to fit the current situation (Ball, et al., 2004). This approach is also 
known as case-based reasoning (ibid). Section 4.3.1 and Figure 4-11 has demonstrated 
the team of ME3 used case-driven analogizing to duplicate a cradle’s form and 
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compositional structure for their coffee maker design. Figure 7-9 shows another 
evidence of the case-driven adaption in the ME sessions. ME1 team’s coffee maker 
design was based on a “functional prototype” (Figure 7-9, left), i.e., a structured form 
of prior knowledge in design (Oxman, 1990). Adaptions were made with regard to 
considerations related to the target situation. For example, the size was scaled down to 





In short, the solution development of ID sessions generally resembled a schema-drive 
refinement process, and that of ME sessions tended to follow a case-driven adaptation 
process (Ball, et al., 2004; Oxman & Oxman, 1992).  
 Conflicts & Resolution during Mixed Teams’ Designing 7.2.4.
The different views of design/designing between ID and ME students may cause 
conflicts within the Mixed team’s design sessions. Arguments were often recorded on 
how a designing process should be executed in the real design session. Box 7-1 shows 
an example that the ID and ME students started with a good agreement on the 
designing process in the beginning of a design session. Section 4.2 also echoed that 
there was no significant difference between the team members about their reported 
habitual designing processes.  
Box 7-2 provides an example of disagreements. The ME student often would like to 
initiate idea generation while the ID student thought they were not ready to move on. 
The disagreements on steering the designing process required participants to explicitly 
plan the designing process in order to regulate their cooperation. A systematic  
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9 Here “function” was mentioned from a product‐centric view, referring to a product’s operations, 
mechanisms or behavioral properties.   
Box 7-1. Agreements on the designing process excerpted from a Mixed team protocols 
ID:  I just try to understand how do you usually deal with design process? 
ME:  How to do design process? 
ID:  Yeah, how do you all ... design stuffs? 
ME:  Normally we will … mostly will do problem identifying, brainstorming, possible ... 
Mhmm possible solutions, then evaluation, select a solution and trouble shot. If there is 
any problem, we will go back to brainstorming, the possible solution again... 
ID:  OK,  
ME:  ... then evaluate it, hehe. 
ID:  Mhmm, some kind of similar with ours 
ME:  Yeah, I think the main difference is the condition, our requirements lah. 
ID:  Yeah... Usually, I guess, your focus will be more on like... you have to do it to all-the-
end.  
ME:  Mhmm, not really. You can just end with coming up with concepts, and set up it on the 
scenarios. 
ID:  OK, that's cool. Then we won’t have any problem with design process. Pretty much the 
same, hehe (laugh) 
 
 
The Agreed Model of Designing Process:  
 
Box 7-2. Conflicts on the designing process excerpted from Mixed team protocols 
Dialogue 1 
ME:  Coffee maker… Let’s search the existing coffee makers, to see what functions9 they 
have 
ID:  No lah. Before choosing the target user group, we cannot do anything with the 
solutions. So we must fix the niche market first. 
Dialogue 2 
ME:   OK, we will consider functions, what a coffee maker will do… We will also consider 
the appearance for environments, (writing note 04- Tip4) ...for different contexts lah. 
Formal or not. You need to define their appearance. The style is for young people, or 
unique 
ID:  Yah, correct, correct. Because now .... (be interrupted) 
ME:  So the function is top priority. Do we make it a usual or a different one? 
ID:  OK, understand. But before arriving this stage, we need a target one groups first. We 
cannot take everybody into our consideration, otherwise we will lose our focus. So first 
of first, we need to choose a niche group... 
Dialogue 3 
ID:  Yah, OK, next. What do you think we need to do in the next? What they (users) need? 
Or what they want? (rearranging tips on Whiteboard) 
ME:  I think we need to consider what functions it has. 
ID:  Emm, functions? OK. … hum… Like… do you know what types of coffee is normally 












procedure that regulated idea generation and evaluation was often the results of their 
negotiation. It may define each stage of designing with arbitrary milestones, such as 
“to 3pm, each of us brainstorms 5 ideas, and then we evaluate it” (Mix4 PES). As a 
consequence, their solution development process appeared to be more structured than 
that of ID and ME sessions. The latter sessions tended to “naturally” evolve their 
concept through iteration of idea proposition, immediate evaluation and modification 
(Badke-Schaub & Stempfle, 2003; Stempfle & Badke-Schaub, 2002), though they 
respectively preferred the schema-driven and case-drive approaches (cf. Section 
7.2.3). Section 4.2 has shown that both ID and ME students reported their preferred 
strategies similar to some systematic design models (e.g., Cross, 2008b). The Mixed 
teams thus tended to evaluate after the proposed alternatives have been thoroughly 
analyzed (Badke-Schaub & Stempfle, 2003; Stempfle & Badke-Schaub, 2002). 
Following the pre-determined schedule, rather than when both participants considered 
they were ready to move on, a pre-mature concept may be carried to the next stage of 
development. It accounted for the differences of design descriptive dimensions shown 
in the final concepts (cf. Section 4.3). The team of Mix3, for example, produced a 
well-developed Task CM concept according to semantic, pragmatic and syntactic 
aspects of design (Boucharenc, 2008), but their Task PES concept elaborated none of 




The ID and ME student’s preferences on a schema-drive or case-driven approach were 
mainly demonstrated in the Mixed design session’s problem formulation and 
brainstorming processes. Figure 7-10 provides some typical initial ideas generated in 
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the brainstorming. ID students tended to use “brainsketching”/ visual brainstorming 
(van der Lugt, 2005), e.g., thumbnail sketches, to visualize human behaviors and 
possible interactions between users and target product (Figure 7-10a). The product 
attributes were usually remained abstract. ME students, to the contrary, preferred to 
use texts to present their initial ideas. The detailed solution or technology may have 
already been identified in the initial ideas, such as “GPS”, “console”, “email”, 
“internet” shown in Figure 7-10b.  
It was difficult to determine whether the Mixed team used a schema-drive refinement 
or a case-driven adaption approach (Ball, et al., 2004; Oxman & Oxman, 1992). It 
depended on who led the concept development and detailing design. In the Mixed 
sessions, once an initial idea was chosen, the person who proposed that idea usually 
took the lead. The other participant may only provide some comments, instead of 
active engagement. The interdisciplinary cooperation in solution development was 
only observed in Mix2 PES and ME3 CM. The former session decomposed the 
solution into several components, which were separately designed by the two 
participants. In the session of ME3 CM, the ID student designed the form and 
interaction with users, and the ME student implemented the compositional structure of 
this product. Figure 7-11 presents their final drawings. This Figure shows that the 




The multi-disciplinary aptitude is championed as a core feature of “design thinking” 
(Brown & Katz, 2009; T. Kelley & Littman, 2005; Lockwood, 2010). Various 
backgrounds of team members seem easier to achieve an innovation of “cross-
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pollination” (T. Kelley & Littman, 2005). The mixed design teams were thus expected 
to be the most promising group in this study. Their designing process should 
demonstrate some distinguished, more efficient designing styles and produce better/ 
more creative outcomes. Unfortunately, the mixed teams in this study did not support 
this argument. Their design issue/process distributions and P/S indexes were a blend 
of the characteristics of ID and ME sessions.  
7.3. Problem Finding and Formulation 
The reassessment of experiment data showed that the inter-disciplinary differences 
existed related to students’ attitude to design/designing and the early explorations on 
problem space. By creativity cognition’s terminology (Runco, 1994b), the empirical 
findings identified in this study mainly referred to the “problem finding” activities, 
i.e., the ways in which problems are envisaged, posed, formulated, created (Getzels & 
Csikszentmihalyi, 1976; Jay & Perkins, 1997). This type of activities usually precedes 
“the solving of a clearly posed problem” (Basadur, 1994; Dillon, 1982), but it is also 
founded in tandem with problem solving activities (Dudek & Côté, 1994; Kay, 1991; 
Runco, 1994b). Therefore literature review about creative problem solving and 
problem finding is required to identify the possible explanations of this design 
experiment’s findings.  
 “Problem Finding” Activities in Creative Processes 7.3.1.
The idea of problem finding can be demonstrated by Patrick’s (1937, 1938) creativity 
research10 and Einstein’s famous quote, “the formulation of a problem is often more 
essential than its solution ... To raise new questions, new possibilities, to regard old 
questions from a new angle, requires creative imagination and marks real advance in 
science” (Einstein & Infeld, 1966). The conceptual framework of “problem finding” 
theory was established by Jacob Getzels and Mihaly Csikszentmihalyi during the 
1960s ~ 1990s (Csikszentmihalyi, 1988, 1994; Csikszentmihalyi & Getzels, 1970; 
Getzels, 1964, 1975, 1979, 1987; Getzels & Csikszentmihalyi, 1966, 1976).  







The main characteristic of “problem finding” theory is the distinction between 
problematic situation in the real world and the problem to be solved. The former does 
not exist as a problem “capable of resolution or even of sensible contemplation” until 
someone formulates it as such or bridges it with the recognized problems (Getzels, 
1979; Getzels & Csikszentmihalyi, 1966). As a consequence, human beings are 
considered as proactive problem “explorers” who confront and define problems in 
order to solve them (Getzels, 1964). People may make sense of a problematic 
situation by posing different types of problems, ranging from the “presented” problem 
(that has been clearly formulated by others and usually has an established/accepted 
method to generate solutions) to the “created” problem (the problem per se is the 
result of a proactive discovery of possibilities and reorganization of existing 
knowledge) (Dillon, 1982; Getzels, 1964, 1975, 1979, 1987; Getzels & 
Csikszentmihalyi, 1976; Runco & Chand, 1994).  
In response to the multiplicity of problem types, the creativity research community 
usually considers problem finding as a general category of related skills, including 
problem identification, problem definition, problem expression, problem construction, 
problem posing, problem generation, and problem discovery (Jay & Perkins, 1997; 
Runco, 1994a; Runco & Nemiro, 1994). These skills can be mapped to two broad 
categories, i.e., the “reactive/passive” and “proactive/purposive” problem finding 
(Getzels & Csikszentmihalyi, 1966, 1976; Kleindorfer, Kunreuther, & Schoemaker., 
1993). The former refers to the problem recognition triggered by similarities between 
the current situation and a known problem type related to existing solutions/ problem-
solving repertories. “Passive” problem finding fits in the traditional “problem 
solving” process (Simon, 1996; Simon, Langley, & Bradshaw, 1981).  
“Purposive” problem finding, on the other hand, was claimed to be “a key aspect of 
creative thinking and creative performance” (Jay & Perkins, 1997) and perhaps more 
important than problem solving (Runco, 1994b; Runco & Nemiro, 1994). More 
specifically, the formulation of a problem usually implies the actions taken to solve 
the problem (Getzels, 1979; Kay, 1991; Kleindorfer, et al., 1993; Mumford, Reiter-
Palmon, & Redmond, 1994). Even the traditional “problem solving” view also 
concedes that problem representations have a strong influence on problem-solving 
activities (Newell & Simon, 1972).  
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 “Problem Finding” as an Attitude to Creativity 7.3.2.
The implication of “problem finding” theory to this study mainly lies on “purposive 
problem finding” as a cognitive attitude or extra-cognitive factor (Hoover & 
Feldhusen, 1994; Runco & Nemiro, 1994). The interactive view of creative thinking 
does not view “problem finding” as a discrete stage, rather than a process and attitude 
throughout the whole creative process (Jay & Perkins, 1997). In this view, a 
“problem” is not an innate characteristic of the situation waiting to be recognized or 
discovered, but arises from an interaction between people and the problematic 
situation. People define problems with goals and motivations (Runco, 1994b), or a 
“concern for discovery” (Csikszentmihalyi & Getzels, 1970; Getzels & 
Csikszentmihalyi, 1966; Runco & Chand, 1994), or the “sensitivity” to possibilities in 
a given situation  (Starko, 2000). In other words, people have the autonomy to decide 
and treat a problematic situation as a “presented” problem or as a “created” problem 
(Csikszentmihalyi, 1994; Mumford, et al., 1994).  
Some empirical studies have identified that successful “problem solvers” always 
embraced a “continued openness” to reformulate problems and a “willingness to 
switch directions (of a problem-solving process)” (Getzels & Csikszentmihalyi, 1976; 
Kay, 1989, 1991, 2000). “Clinging too tighly to the known (problems)” may result a 
“fixation” effect and become an obstacle to the innovation (Starko, 2000).  
 Problem Formulation in Designing 7.3.3.
The essential argument underlying “purposive problem finding” is that people can 
actively and selectively formulate their own problems to solve. This argument has 
been resonated in many design literatures. As mentioned in Section 7.2.2, Schön 
(1991, 1992) modeled designing as a reflection-in-action. He argued that the 
designing process begins with the “problem setting” of a problematic situation, by 
defining boundaries of the problem, identifying particular elements and relations for 
attention (i.e., “naming”), and introducing a coherence (i.e., “framing”) that guides 
subsequent design moves (ibid). The formulation of a design problem seems to be 
idiosyncratic, and pertinent to the particular situation at hand. Design problems can 
only be fully understood by the conjecture of possible solutions, i.e., the “primary 
generator” of design (Darke, 1979), “analysis by synthesis” actions (Lawson, 1979), 
or a negotiation of “the structure of the problem” to capture an emerging opportunity 
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(Guindon, 1990; Woalfgang Jonas, 1993).  
Christiaans and Restrepo contributed a series of more detailed empirical studies into 
“active problem structuring” in design (Christiaans, 1992; Christiaans & Dorst, 1992; 
Christiaans & Restrepo, 2001; Cross, Christiaans, & Dorst, 1994; Restrepo, 2004; 
Restrepo & Christiaans, 2004a, 2004b). They modeled the designing process as a 
special form of information processing activity, due to the ill-structured nature of 
design problems. The “problem structuring” process is defined as an interaction 
between the a designer’s experience and preferences, requirements, constraints and 
gathered information (ibid). It can be specified into problem-oriented “problem 
structuring” (i.e., structuring problem space in terms of abstract concepts and/or 
relations) and solution-oriented one (i.e., in terms of possible solutions). Preference of 
“problem structuring” type is claimed to have strong consequences for the generation 
of solutions and the quality/creativity of the final design (ibid).   
Design literature commonly uses the term of “problem formulation” to describe 
“problem setting” and “problem structuring” (e.g., Cross, 2001a; Ennis, 1990; 
Lawson & Dorst, 2009). Designing is characterized as “a way of looking at a 
problem” (Thomas & Carroll, 1979). “Well/ ill-structuredness” of a design problem is 
not an intrinsic attribute of the problem or prescribed by external agents (e.g., clients), 
but depends on how designers frame the problematic situation (Simon, 1984). The 
design community strongly encourages designers to actively transform a “problem-as-
stated” into “the ‘right’ problem ought to be worked on” (d.school, 2011b; Harfield, 
2007, 2008; Nadler, Smith, & Frey, 1989; REDlab, 2011).  
7.4. Cognitive Styles and Strategies 
The reassessment of video recordings and the transcribed design protocols (cf. Section 
7.2) indicated that ME teams used a solution-oriented “problem structuring” strategy 
(Restrepo & Christiaans, 2004b). They tend to view the design brief as the mission 
and clarify it with envisioned solutions. A case-driven approach (Oxman & Oxman, 
1992) was then applied to adapt a functional prototype in the target design situation. 
On the contrary, ID teams embraced a problem-oriented strategy (Restrepo & 
Christiaans, 2004b). They purposively framed the problematic situation in terms of 
abstract concepts, such as sensory experience or emotions. Their preferences of 
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approach seemed to be relatively consistent across the different tasks.  
 Cognitive Styles and Education 7.4.1.
The consistent inter-disciplinary differences between the two tasks seem to be related 
to the ID and ME participants’ habitual ways of reasoning, possibly their cognitive 
styles. This thesis defines a “cognitive style” (or a style of thinking) as relatively 
fixed, innate characteristics that closely link to a person’s underlying information 
processing mechanisms (Peterson, Rayner, & Armstrong, 2009; Riding & Cheema, 
1991; Roberts, 2006; Yukhina, 2007). Though they may not be aware of, designers’ 
cognitive style can strongly influence their problem formulation and solving 
activities. The identified inter-disciplinary differences of the designing styles should 
reflect the difference between ID and ME students’ cognitive styles.  
Cognitive styles are often studied in an educational context. The education program is 
considered to have a strong influence on students’ cognitive styles and their preferred 
design strategies. Durling et al. (1996) indicated that, though not all member shared 
exactly the same style of thinking and learning, each occupational group (design or 
non-design) indeed demonstrated a certain type of preference. Product designers and 
architects, for example, more preferred an intuitive way of reasoning. Lawson (1979, 
2006) explicitly argued that the preference of cognitive strategies is a learned 
behavior. There was no significant difference observed in his studies between the 
first-year architecture students and high school students (ibid).  
Within the design domain, the different forms of design education are found 
associated with the nuances between designer’s cognitive styles. Günther and 
Ehrlenspiel (1999) and Lloyd and Scott (1994)11 compared designers who received 
formal university education with those who were trained in apprenticeship. These two 
studies indicated that the latter tended to focus more on getting a satisfactory solution 
with a minimal cognitive effort. They are usually less concerned about problem 
clarification and the structure of the designing process.  
It is thus appropriate to speculate that the nuances between NUS ID and ME programs 
are, at least partially, responsible to the inter-disciplinary differences identified in this 
study. It requires further examining these two design curricula.  





 Comparison of ID and ME’s Design Courses 7.4.2.
Section 4.1 has demonstrated that many similarities are shared by the curricula of 
NUS DID and NUS ME. Both curricula highlight the value of “design thinking” and a 
multidisciplinary aptitude. They rely less on the conventional lecture-based teaching 
and emphasize more on a “learning through doing” approach. Using instructional 
research’s terminology, the teaching styles of NUS ID and ME programs fall into an 
“inductive” category, in opposite to the traditional, deductive styles of teaching 
(Prince & Felder, 2006, 2007). Inductive teaching and learning is characterized by 
student-centered, active learning and collaborative learning (ibid). There are many 
ways to implement the inductive teaching. This section will examine and compare two 
main design courses between NUS DID and NUS ME, i.e., an ID “vertical studio” 
course and a ME capstone course of industry-sponsored projects.    
In these two design courses, students are required to undertake design projects on the 
basis of a small-scaled design teams (usually 2~5px). Faculty members and industry 
partners will co-supervise the projects. Many of these projects involve participation 
from other disciplines. For example, there are some joint projects consisting 3rd-year 
ID and ME students (Fuh, et al., 2007).  
The comparison of course schedules demonstrates that the two courses have different 
emphases on the designing process. The ME capstone course requires students to 
complete conceptual and embodiment design in the first half of the course schedule 
and submit a “paper solution” with detailed drawings and calculations in the end of 
first semester. The foci of the second half of the ME course is evaluation and 
improvement of the proposed concept through a working prototype. The mid-term 
delivery for the ID “vertical studio” normally is a research report about the 
problematic situation and a formulated design problem. The generation and 
development of design concepts/solutions are postponed to the second half of the 
course schedule. This indicates that the ID course focuses more on the front end of 
designing, i.e., the problem or design opportunity. Nearly all ID briefs explicitly 
demand that the clarity of brief/problem needs to be evolved and continuously 
developed through the whole process. To the contrary, the ME course seems to 
concern more on delivering a viable, “well-engineered” solution.  
The second and largest differences are found in the “given problem” presented in the 
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task description or design briefs used in these two courses (Appendix F presents 10 
exemplary briefs/requirements). The ID briefs usually are in a more narrative form, 
describing trends of design and the problematic situations. The briefs themselves 
provide an abstract vision, rather than a problem. The problem statement may be 
presented like “to satisfy higher order of hierarchy of needs” (ID brief 1), “a user-
friendly product for the doctors and patients within the digital era” (ID brief 2), 
“design for a reasonably foreseeable future” (ID brief 3), “to question conventional 
notions of luxury and challenge its relevance in the modern day context” (ID brief 4), 
and “to explore and create new form of objects” (ID brief 5). To respond the 
vagueness of ID problems, the envisioned solutions also remain open-ended, e.g., a 
one-off object or a collection of objects (ID brief 1), “no fixed category” (ID brief 3), 
or even “cool, crazy, stunning, unbelievable” (ID brief 5). The ID studio course in 
general requires an exploration of uncertainty, rather a problem solving process 
tackling a stated problem.  
The task descriptions of the ME projects are much more structured than ID briefs. 
They are usually formatted in a form of checklist, such as backgrounds, objects, 
knowledge needed, deliveries and others. The presented ME problems may have 
already specified the type and many detail parameters of the envisioned solution, such 
as “a swing door stopper ... to auto-close a swing door panel” (ME task 1), “a cooling 
system using ice as thermal energy storage” (ME task 3). The requirements are clearly 
described and usually measurable, such as “converting a circular motion to a linear 
motion” (ME brief 1). Some projects require an application of an existing platform in 
a particular situation, such as “an omni-directional ‘Mecanum Wheel’ robotic 
platform with Android platform control” (ME task 2), “a robot capable of taking 
videos for the creation of 3D images of underground sewerage pipe” (ME task 4), or a 
redesign/improvement, e.g., “to improve T-Bar turning device” (ME task 5).  
The dramatic differences identified in design briefs and task descriptions suggest that 
the design curricula of NUS DID and NUS ME may respectively resemble two related 
but different inductive teaching methods, i.e., problem-based and project-based 
approaches (Prince & Felder, 2006, 2007). Problem-based learning is a student-
centered pedagogical approach that assumes the “centrality of problems” to learning 
(Jonassen & Hung, 2008). Students work in teams to explore an open-end, ill-
structured, complex (real-world) problem that usually requires knowledge from 
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various disciplines/domains (Graaff & Kolmos, 2003; Kolmos et al., 2007). Problem-
based learning is organized round problems, and the learning process is mainly self-
monitored and self-directed.  
Project-based learning involves an assignment leading to the production of a final 
product (Prince & Felder, 2006, 2007). It may be subdivided into three categories 
according to high to low levels of student autonomy, i.e., guided project, independent 
project and independent inquiry (Lee, 2009). The last form, independent inquiry, is 
overlapped with problem-based learning (ibid).  
Though problem-based and project-based learning share many similarities and may be 
both abbreviated as PBL (Kolmos, et al., 2007; Prince & Felder, 2006, 2007). Some 
distinctions can be made with regard to the “structuredness”/“openness” of the 
problem, varying degrees of self-direction (ibid), as well as investigative or artifact-
driven nature (Lee, 2009).  
The problem statements in project-based learning are relatively well defined and the 
needed knowledge may be previously acquired in the past courses. The ME industry 
projects (cf. Appendix F), for example, roughly defined the scope of knowledge 
needed, e.g., mechanical design, heat transfer, etc.  
The ID “vertical studio”, on the other hand, expects students to make speculative and 
exploratory propositions, such as to question the old definition of problem in the 
modern context or explore the vision of future (cf. Appendix F). It is not about to 
solve a problem, but to define what the problem is. The evaluation of ID course is 
thus more qualitative than that of ME projects, which requires more precise and 
quantitative calculations.  
Some researchers recommend engineering education adopting problem-based learning 
to better prepare their students for complex real-world problems (e.g., Jonassen, 
Strobel, & Lee, 2006). Empirical studies have confirmed that problem-based learning 
has positive effects on the self-directed problem solving skills and tacit knowledge, 
but negative effort is also found in the mastery of declarative knowledge (Dochy, 
Segersb, Bosscheb, & Gijbelsb, 2003). Compared to the speculative nature of 
industrial design, more precise requirements in engineering design rely more on a 
robust base of scientific knowledge. The failure of engineering usually has severe 
consequences of huge cost or even human lives. Several empirical studies also show 
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that experienced engineering designers may heavily rely on the proven solutions and 
make incremental refinements (Kan & Gero, 2009c; Lloyd & Scott, 1994). 
Meanwhile, industrial design is much more tolerant of failure and willing to take 
risks. The failure of an ID concept usually has a smaller consequence than an 
engineering failure. This may partially account that ID design course is more 
problem-based learning whereas ME capstone course is more project-based learning.   
7.5. Summary 
This chapter triangulates and recapitulates the findings identified in Chapters 4 to 6 by 
a new measurement of P/S indexes and a reassessment of video recording and design 
protocols. The inter-disciplinary differences between the design sessions of ID and 
ME teams are considered to associate with ID and ME students’ cognitive styles. The 
ID students generally have a problem-focused style of designing whereas ME students 
are more solution-focused.  
A cognitive strategy is the tool that people consciously apply to handle a problematic 
situation. The preferred strategies reflect an individual’s cognitive style. The adoption 
of a particular strategy depends on an interaction between the characteristics of a 
problematic situation and a person’s cognitive style and prior knowledge. The ID 
teams were able to consciously manipulate the relative focusing on problem or 
solution in respond to different classes of task requirements. The ME students seemed 
to apply a rather structured case-driven adaptation process in the both tasks.  
The comparison of ID and ME design courses shows that Task CM and Task PES 
used in this experiment coincide to resemble a NUS ME project and an explorative 
NUS ID project respectively (cf. Appendix F). Lack of experience on ill-structured 









 Conclusions Chapter 8.
This thesis has systematically examined the effects of a design team’s disciplinary 
background and the type of design tasks on the cognitive processes behind senior 
undergraduate design students’ product conceptual design activities, using a mixed set 
of triangulated research methods. This conclusion chapter first recapitulates the main 
findings demonstrated in the previous chapters. It then evaluates the significance of 
this study and identifies its implications for design education, interdisciplinary design 
collaborations and empirical studies. Lastly, future studies are recommended with 
regard to the limitations identified in this study. 
8.1. Summary of Key Findings 
The empirical evidences reported in this thesis generally support Visser’s (2009) 
“augmented cognitively-oriented generic-design hypothesis”, i.e., there are both 
significant similarities and differences of design cognition between different design 
situations. The key findings are organized below, in correspondence to the four 
research objectives presented in Chapter 1.  
 The “Regularity” of Designing Process 8.1.1.
The industrial design (ID) and mechanical engineering design (ME) students 
generally share a similar set of vocabulary, but with slightly different meanings about 
elements of the designing process (cf. Section 4.2). Supporting evidences observed in 
the design experiment were that, regardless of the specific discipline and task, all 
design sessions demonstrated a macro-structural pattern of a problem 
analysis/formulation stage followed by concept developments (cf. Sections 4.4.1 & 
6.1). Designers usually concern more with design problem in the beginning of a 
design session, and then gradually shifted the majority of their cognitive efforts to 
articulate design solutions.  
All ID and ME students reported their preferred strategies similar to the systematic 
design model (e.g., Cross, 2008b). Sections 4.4.1 and 7.2 show that, rather than a 
structured process that solution evaluation occurs only after design alternatives are 
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thoroughly analyzed (Badke-Schaub & Stempfle, 2003; Stempfle & Badke-Schaub, 
2002), a majority of the design sessions in fact resembled a natural evolutionary 
model of solution development, i.e., iterations between solution synthesis and 
immediate evaluations (ibid).  
This thesis has identified a common micro-structure pattern of “cycles within cycles” 
(Dorst, 2003b). Section 4.4.1 shows that the designing process comprises of “nested” 
iterations between analysis, synthesis and evaluation activities. Designers may use 
design solutions as a probe to understand a problematic situation. Problem 
formulation/framing may also be revisited during solution development. From a 
microscopic view, Markov analyses demonstrate a dual tendency that a design 
issue/process tends to transform into another ontological category, and the 
transformations tend to adhere to a particular problem/solution space (cf. Section 6.3). 
This dual tendency integrates the phase/stage model for a macro-structural pattern and 
the iterations in a local context.  
 Inter-disciplinary Differences 8.1.2.
Introspective evidences imply that ID and ME students hold very different definitions 
of design/designing (cf. Section 4.2). The ID students have a human-centered 
definition and usually apprehend design from the perspective of improving 
experience/life through designs. As a result, ID students usually considered the design 
brief as a trigger for exploring design opportunities, rather than the problem guiding 
the designing process (cf. Section 7.2). The solutions they proposed were often 
conceptual and explorative in nature (cf. Section 4.3). ID teams’ design sessions 
demonstrated a problem-focused designing style (cf. Section 7.1). Their percentage of 
problem-related design issues and syntactic processes were much higher than that of 
the other groups (cf. Chapters 5 & 6).  
The ME students usually viewed designing as a problem solving process for the 
specific problem stated in the task description (cf. Sections 4.2 & 7.2). They tend to 
consider the envisioned product as a system of its own, and modeled the human (user) 
involvement as an input of the product system. ME teams thus demonstrated a 
solution-focused designing style (cf. Section 7.1), and usually articulated the 
components and interactions between components in a greater detail than the other 
groups did (cf. Section 4.3). Reflected in the cognitive activities, they generated more 
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solution-related design issues and syntactic processes than the other two groups did 
(cf. Chapters 5 & 6). The activities related to solution analysis and evaluation were 
also more active than the other groups.  
This thesis uses the Mixed design team consisting of one ID student and one ME 
student to represent multidisciplinary collaboration. This category tended to exhibit a 
designing style that combines the characteristics of ID and ME teams. Their 
measurements of design issues, syntactic processes (Chapter 5) and P/S indexes 
(Section 7.1) were usually between the two single disciplinary teams. The 
examinations of the time-based development of cognitive issues (Chapter 6) indicated 
that in the very beginning of the design session, Mixed teams may resemble the ID 
teams’ designing style, deploying their primary focuses on the formulation of design 
problem, though not as much as ID teams did. With the progress of designing, the 
Mixed teams’ designing style was subjected to who led the project. In general, ID and 
ME students may make a stronger contribution in the problem formulation and 
solution development respectively. 
 Inter-task Differences 8.1.3.
The identified inter-task differences were mainly related to the solution development 
of ID and ME sessions (cf. Chapter 5). Section 7.2 has shown that the ID and ME 
teams usually applied their preferred approach (schema-driven or case-driven) to the 
two design tasks. Their focus on design problem or solution was different between the 
two tasks. They were relatively more concerned about problem-related design issues 
and syntactic process in Task PES than Task CM (cf. Chapter 5 & Section 7.1).  
The macro-structure of both tasks was problem-focused stage in the beginning and 
then followed by a solution-focused one (cf. Section 6.1). A close look at dynamic 
design issues (cf. Sections 6.2 & 6.3) indicates that the drop of problem focus 
progressed more slowly in Task PES, compared with that of Task CM. The qualitative 
assessment of video recording and transcripts (Sections 4.4 & 7.2) echoed that, the 
formulation of design problem was revisited periodically in the latter episodes of Task 
PES session. The ill-defined, open-ended design task may require more effort spent 
on problem reframing. The same behavior is rarely observed in the relatively well-
defined Task CM. 
The designing style of the Mixed design teams was relatively stable. There were no 
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significant differences of the FBS-based measurements identified between the two 
tasks (cf. Chapter 5 & Section 6.3). Visual presentations of the time-based dynamic 
design issues (cf. Section 6.2.2) demonstrate a similar trajectory between Mix CM 
and Mix PES. The qualitative assessment of experiment records (cf. Section 7.2) 
shows that using a pre-defined schedule to coordinate the Mixed team’s designing 
process may be responsible to the relative stability of their design sessions. As a 
consequence, the facilitation of a smooth communication between the different 
disciplines becomes a key issue for the success of collaboration in the mix team.   
 Interaction between Discipline and Task 8.1.4.
The inter-task differences are mainly observed between the ID and ME design 
sessions. In response to the change of design tasks, ID teams exhibited two distinct 
designing styles between the two tasks, i.e., a relatively solution-focused style and a 
very problem-focused one (cf. Section 7.1). Meanwhile, ME teams relied more on one 
designing style to cope with different classes of design requirements. Only a minor 
change of designing style was observed when ME teams shift from one task to the 
other. ME teams usually articulated the Task CM solution in a greater detail than they 
did in Task PES (cf. Section 4.2 & Chapter 5). In contrast, they tended to discuss 
more about the issues of human-product interactions in Task PES than Task CM, 
though they were relatively less concerned about the semantic dimension of design 
(Boucharenc, 2008) (cf. Sections 4.2 & 7.2).  
Comparisons between inter-disciplinary and inter-task differences (e.g., Section 5.4) 
indicate that the effects of design discipline and task on the cognitive processes of 
designing were mainly additive, and the factor of design discipline tends to have a 
stronger influence on design cognition. There was few significant interaction effects 
observed in this design experiment.  
8.2. Contributions and Implications 
This thesis has systematically examined the influences of design discipline and type 
of design task on the cognitive processes manifested by senior ID and ME students 
during conceptual design exercises. It provides empirical evidentiary supports for the 
arguments that there are both significant similarities and differences of design 
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cognition between different design situations, and extends the understanding of 
designerly thinking by articulating the relationships between influential factors and 
variations within design cognition. The implications of this study may include the 
following:  
 Implications for Design Education 8.2.1.
This thesis has identified a strong correlation between a design team’s designing style 
and the team members’ disciplinary backgrounds. The results showed that the 
designerly thinking is mainly a learnt behavior. Transferring desired thinking styles 
(that have been demonstrated by distinguished design masters) to students is possible, 
if design researchers can elicit those styles through cognitive studies and design 
educators can implement them in the design curriculum.  
In the design experiment, ID students were found to be context sensitive and capable 
of proactively formulating or framing the problematic situation. The experiment also 
indicated that the ME program has succeeded in the training of their students to 
“engage in system-level thinking” (NUS ME, 2009a) and develop a sophisticate 
solution involving interacting components. These findings can inform design 
educators to be more aware of the disciplinary differences as well as the possible 
cognitive changes between different design tasks, and thus help them better plan the 
interdisciplinary collaborations in their curricular planning.  
 Implications for Interdisciplinary Design Collaborations 8.2.2.
The Mixed design teams may be of interest to people who intend to promote 
interdisciplinary design collaborations. The different understandings of ID and ME 
students, i.e., context sensitive versus fidelity emphasis, raised many conflicts during 
the Mixed team’s designing process. The problems identified are as follows: 
 Communication: Though their reported designing processes were similar in 
vocabulary, the terminologies they used were in fact associated to different 
meanings.  
 Different focuses on problem or solution: The inter-disciplinary differences 
showed that ID teams were generally more problem-focused and ME teams 
were solution-focused. The differences of design focus may be responsible to 
the conflicts or tensions within the multidisciplinary team. The ID students 
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tried to “deep dive” into problematic situations and proactively formulate an 
opportunity to design, whereas the ME students attempted to lead the 
designing process into thoroughly analyzing and optimizing the design 
solution.  
Design curricula can be improved through promoting cultural literacy of their 
neighboring disciplines, as well as other major stakeholders of design practice. The 
encouragement of interdisciplinary collaboration, e.g., joint ID-ME design projects 
(Fuh, et al., 2007), should help students appreciate each other strengths and 
understand their complementary aspects of thinking.  
 Extension of Repertoires of Design Protocol Studies 8.2.3.
The triangulated mixed research methods applied in this study have demonstrated a 
viable approach to study the cognitive processes behind design activities. This study 
developed two new analytic methods, namely, the time-based cumulative design 
issues (cf. Sections 3.5.2.2 & 6.2; also see Yen & Jiang, 2011) and Markov-based 
transitional diagrams (cf. Sections 3.5.3 & 6.3), and two novel measurements on the 
basis of problem-solution division (cf. Sections 3.5.4 & 7.1; also see Jiang, et al., 
2012). These individual methods and measurements are transferable to other 
empirical studies into design cognition or behaviors. The quantified qualitative 
methods, for example, can depict the scientific findings mounted in empirical 
observations in a visual format made understandable for non-researchers. Computer-
aided analysis software may be developed to simplify and automatize the quantified 
qualitative analysis. Not only researchers may benefit from such a tool, students may 
use it to self-diagnose their designing process, and design tutors may use it to assess 
students’ development of design expertise together with the assessment of design 
outcomes.  
8.3. Limitations and Future Studies 
This study has four limitations related to the research methodology, i.e., the small 
sample size, the artificial experiment setting, arbitrary assignment of participation 
teams, and a single level of design experience/expertise, due to the time and cost 
constrain. Future studies are thus proposed to cope with these identified limitations.   
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 Confirmatory Studies with Larger Sample Size 8.3.1.
There are few existing empirical studies stating the effect of design discipline, task 
and the combination of these two factors on the cognitive processes of designing. This 
study is explorative in nature, making compromise on sample size to increase the 
research scope. The results from this study could thus be limited. The arguments and 
conclusions presented in this thesis are based on the collected data, bound to the 
specifics of the ID and ME programs at the National University of Singapore (NUS). 
Care is required when generalizing these results for all small-scaled design teams of 
ID, ME and multidisciplinary ones.  
Instead, the conclusions of this thesis are recommended as hypotheses of relationship 
between design cognition, discipline and task for future studies to verify or repute. 
The future studies could be a larger sample based study, using various expertise levels 
of designers. Future studies should also overcome the idiosyncratic nature imposed by 
NUS ID and ME programs, e.g., comparing NUS ID/ME with other universities’ 
ID/ME programs.   
 Longitudinal & Holistic Studies Observing Authentic 8.3.2.
Design Activities 
This study is based on a controlled experiment that simulates the real-world design 
projects and working environment. Literature shows that problem finding and solving 
in a relatively well-defined situation may be very different from an ill-structured 
situation (Runco, 1994a). The artificial experiment setting, short duration of the tasks 
and lack of interactions with other possible stakeholders (e.g., clients) may hinder the 
generalization of the results. Longitudinal studies that observe a long period of 
holistic design activity and studies focusing on authentic designing processes are thus 
recommended.  
 Building Effective Interdisciplinary Design Teams 8.3.3.
The multidisciplinary teams usually claim to outperform single-disciplinary teams 
(Brown & Katz, 2009; T. Kelley & Littman, 2005; Lockwood, 2010). Unfortunately, 
the mixed teams in this study had only a mediocre performance. Their design 
processes were often enabled by a structured schedule with several arbitrary stages, 
e.g., problem clarification, idea generation, idea evaluation and selection, and the 
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further development of a selected idea. Sympathizing the failure of first-generation 
“systematic design methods” (Cross, 1984), the rigid structure of a pre-scheduled 
process cannot adequately accommodate the flexibility of designing.  
This indicates that the expected advantages of interdisciplinary teams should not be 
taken for granted. It requires effective team building efforts to integrate contributions 
from various perspectives. Some frameworks (e.g., Macmillan, Steele, Austin, Kirby, 
& Robin, 2001; Reymen, et al., 2006) and methods, such as “seeds of cross-
pollination” (T. Kelley & Littman, 2005), have been proposed to support 
interdisciplinary design collaborations. Future empirical studies are required to test 
how effective and efficient these frameworks and/or methods are to build a highly-
performance interdisciplinary design team.  
 Designing Styles versus Experience/Discipline 8.3.4.
Literature shows competing arguments about the relationship between designers’ 
experience and their preferred problem/solution-focused strategies. Christiaans (1992) 
conducted a protocol analysis of ID students at the Delft University of Technology 
(TU Delft). He observed that nearly all novices (2nd-year students) demonstrated a 
solution-oriented process, without deeply exploring the problem space. All 
intermediates (final-year students) tend to use a more problem-oriented approach, 
spending more time to analyze problems and gather relevant information (ibid). Lloyd 
and Scott (1994), however, provided some counter-evidences that the more 
experienced electrical engineers (8~11 years) tend to focused more on solutions 
(higher percentage of generative mode) and engineers with less experience (3~5 
years) focused more on problems (higher percentage of deductive mode).  
The above two studies mainly differ in two experiment variables, i.e., design 
discipline and the level of experience. Christiaans (1992) studied ID students and 
Lloyd and Scott (1994) studied electrical engineers. It is possible that ID and 
engineering design are in fact associated with two different cognitive styles, as this 
study implied.  
The research subjects in Lloyd and Scott (1994) are more experienced than those in 
Christiaans (1992). If assuming ID teams in this study were more experienced than 
ME teams (since the ME students only started to do design projects on their third 
academic year), it can lead to an alternative hypothesis: the general focusing to 
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problem may increase first and then decrease while a designer accumulates his design 
experience in a long term. In other words, a designer’s cognitive style/strategy may go 
through a process from solution-focused, to problem-focused, and then back to 
solution-focused. A very problem-focused designing style indicates the intermediate 
level of design experience/expertise, whereas novices and experts embrace a more 
solution-focused designing style.  
Another possible scenario is that expert designers may adopt the strategy-based 
thinking (Lawson & Dorst, 2009).They can manipulate their focusing to problem or 
solution with regard to the characteristics of a problematic situation. Due to the small 
sample size of Lloyd and Scott’s (1994) empirical study, the two experienced 
designers may just happen to be more solution-focused in that particular task. Further 
studies with a relative large number of novices, intermediate and expert designers are 
thus required to test the above-mentioned hypotheses.  
 
8.4. Summary 
In conclusion, this study has systematically investigated the design cognition of senior 
undergraduate ID and ME students at NUS, when they were performing different 
conceptual product design tasks. The comparisons not only identified a general 
pattern of the designing process across different disciplines and tasks, it also observed 
significant inter-disciplinary and inter-task differences. Results of this study generally 
support Visser’s (2009) augmented cognitively-oriented generic-design hypothesis 
that there are both significant similarities and differences of design cognition between 
different design situations. In particular, the ID students concern more about problem 
and the ME students are more solution-focused. The relative focusing on problem or 
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Appendix A. Recruitment of Participants 
The experiment participants were recruited from two faculties of National University of 
Singapore (NUS), namely, Division of Industrial Design (NUS DID) and Department of 
Mechanical Engineering (NUS ME). The curricula of these two faculties are introduced 
in Section A.1.  
An invitation letter that briefly introduced this experiment was disseminated to all final-
year undergraduate students in the NUS DID and NUS ME with the assistance of 
department secretaries. The participation was voluntary. Students may benefit from the 
experience of working with other participants and discussion with the researcher. But 
there was no compensation in money or credits for coursework.  
Students may show their interests by filling a pre-test questionnaire attached with the 
invitation letter. The questionnaire collected demographic information of participants, 
their understanding of design and perception of designing process. The detailed questions 
are presented in Section A.2.  
The selection criteria were respondents’ self-reported design capability and 
recommendations from their tutors. The selected participants were asked to fulfill a 
participation consent form as shown in Section A.3.  
A.1. Introduction of NUS DID and NUS ME 
The profiles of NUS DID and NUS ME and their curricula are summarized from the 
information posted in department website, brochures disseminated in NUS Open House, 
as well as interviews with professors and tutors in these two faculties. A comparison of 
these two curricula is briefly discussed in Section 4.1.  
A.1.1. Division of Industrial Design 
The industrial design (ID) program in NUS was the first university-level ID program in 
Singapore, founded in 1999. With the vision of “making life better through design”, this 
program focuses on strategic thinking and innovation methods (NUS DID, 2010a). The 
ID pedagogy is crafted with a synergistic three-pronged approach that consists of design 
thinking, multi-disciplinary aptitudes and artistic sensibility (NUS DID, 2010b). The ID 
curriculum includes models about design fundamentals, market and brand awareness, 
conceptual thinking and design research in support of analysis and design development.  
ID curriculum has a lower emphasis on “taught” modules (e.g., lectures) and more 
heavily relies on an immersive hands-on doing and experimenting. Design studio (i.e., a 
“leaning by doing” pedagogical approach) thus forms the cardinal part of ID courses. As a 
feature of NUS DID, industry-sponsored “vertical studio platform” (ibid) allows students 
taking both conceptual and real-life projects led by industry experts and encourage cross-
pollination of thoughts between different disciplines or domains. A holistic design 
approach, which is both humanistic and market oriented, is conveyed by a series of studio 
projects. Students are also highly encouraged to take humanity, business and technology 
models offered by other facilities.  
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This program has proven to be extremely effective in grooming talented young designers. 
Within the past 4 years, ID students have received more than 50 international or regional 
design awards.  
The following are some design modules/courses provided by NUS DID:  
 ID1103/1104  Basic Design & Communication I/II  
 ID1111 Modeling for Industrial Design 
 ID1112 Modeling & Sketching for Design 
 ID1121 Human Factors in Design 
 ID1321 Materials for Industrial Design 
 ID1223 History & Theory of Industrial Design 
 ID2103 Design for Context 
 ID2104 Design for Connectivity 
 ID2121 Design in the Urban Setting 
 ID2122 Eco-design & Sustainability 
 ID2321  Design for Production – Metals  
 ID2322 Design for Production –Plastics 
 ID3103 Design for Interior Environments 
 ID3104 Design for Culture & Identity 
 ID3121 Design Case Study 
 ID3122 Design Inventions & Innovations 
 ID4103 Design Detailing 
A.1.2. Department of Mechanical Engineering  
The mechanical engineering (ME) program in NUS emphasizes the fundamentals of 
engineering sciences as well as applications relevant to the prevailing industries. It 
includes several specializations and, among them, “Engineering Design” is considered to 
be relevant to this thesis study, which interest is “integration of all aspects of ME to 
design innovative, reliable and cost-effective products and systems” (NUS ME, 2009). 
Design has long been recognized as an integral part of the ME curriculum”. This view is 
strengthened by a design-centric engineering curriculum (DCC) and “design thinking 
module promoted in the recent years (NUS DCC, 2010a, 2010b). 
The ME program aims to nurture engineering graduates who are able to “identify and 
define problems and formulate innovative and creative solutions”, “engage in system-
level thinking”, etc. (ibid). To achieve this goal, ME curriculum is composed of a 
combination of lectures, laboratory and “design-and-build” project works. The first-year 
curriculum is mainly about common engineering courses (e.g., ME sciences and 
mathematics) as well as introductory modules of “engineering by design”. Since the 
second year, students are taught mechanical design principles, computer-aided design and 
analysis (CAD/CAM) as well as provided with “design-and-build” thematic projects and 
industry-sponsored design projects on the group basis (Fuh et al., 2007). Students are also 
strongly encouraged to take some business or management modules (NUS FOE, 2009).  
The following are some design modules/courses provided by NUS ME as well as the 
general education modules (GEMs) offered by the Faculty of Engineering: 
 GEM1505A Engineering by Design – Innovations in Conservation Devices & 
Systems 




 GEM1505C Engineering by Design – Natural Forms & Conceptual Design of 
Structures 
 GEM1505D Engineering by Design – Biomimetic Principles in Engineering 
Design 
 GEK1523 Innovativeness in Engineering Design 
 ME2101 Fundamentals of Mechanical Design 
 ME2103 Engineering Visualisation and Modelling 
 ME3101/3102  Mechanical Systems Design I/II 
 ME3261 Computer aided Design and Manufacturing 
 ME3263 Design for Manufacturing and Assembly 
 MT4003 Engineering Product Management 
 ME4254  Materials in Engineering Design 
 IE5002 Applied Engineering Statistics  
 IE5208  Systems Approach to Project Management 
 IE5211  New Product Management 
 IE5301 Human Factors in Engineering and Design 
 ME5610 Product Development 
 ME5611 Sustainable Product Design & Manufacturing 




A.2. Self-reported Questionnaire  
Survey on Design Student’s Perception of Design Activity 
Instruction: 
Thanks very much for your participation. The following questions may take you about 20 minutes 
to answer. Please follow your hunch rather than retrieve your memory from the textbooks.  
 
Question 1: What is your definition of design?  
 
 








Question 4:  Please list three activities that you think can best represent design. 
 
 
Question 5: What do you think is the idealized design process in your design discipline?  
 Please show us in process diagram.  
 
 
Question 6: Can you describe your personal design process when you are engaging in a design 
exercise? Please draw a process diagram based on your personal design experience. 
 (Only for research purpose, we will not jury whether your process is good one or not.) 
 
Question 7:  Do you think the term “Product Design” is a synonym of your discipline? If not, 
please briefly describe their commonalities and differences. 
 
Question 8:  How may Industrial Designers and Engineering Designers distinguish from each other 
when designing a product? 
 
Question 9: What design strategy do you think is matched to your discipline? 
(Please stick accordingly, or fulfill the blank; can chose multiple items) 
(    ) Top-down 
strategy: 
The designer is following the approach of elaborating the desired functions and 
behaviours and in the process is identifying sub-goals which are then addressed; 
(    ) Bottom-up 
strategy: 
The designer is trying a number of different configurations of structure and 
examining their behavior to find a match with the design requirement;  
(    ) Decomposing-
Problem strategy: 
Involving the decomposition of either the overall goals or the potential system 
prior to Top Down design; 
(    ) Opportunistic 
strategy:  
The designer jumps over several levels of abstraction frequently during the 
design process; 





Question 10: Do you think in the design process…? 
(Please stick accordingly, or fulfill the blank; can chose multiple items) 
 (    ) the analysis of problems always precedes the synthesis of solution, 
 (    ) the conjecture of solution concepts occurs before problem analysis, 
 (    ) or the third situation occurs ____________________________ 
 
Question 11: When you are engaging in a design task, what kind of information will you search for? 
(Please circle accordingly and can select multiple options) 
(A) Previous solutions in this field;  (B) User profile 
(C) Context of use (D) Possible supporting technology 
(E) Materials (F) General design heuristics 
(G) Handbooks of Ergonomics  (H) Others (Please fulfill the blank) 
____________________________________ 
 
Question 12: Would you mind participating at our follow-up design experiment? The experiment 
will require you to do two design exercises with another participant. It may take you four to six hours.  
If you agree to participate, please rate your design expertise among your classmates (Note: this 
information will be confidential) 
 
1 2 3 4 5 
(Poor)  (Mediocre)  (Outstanding) 
Do you have any intern or project experience? Please briefly describe them.  
 
 
A.3. Consent Form for Participation 
I, (name / matriculation number)                       /                  from Division of Industrial 
Design / Department of Mechanical Engineering (please delete not applicable), hereby 
agree to participate in this observational study entitled “Understanding senior design 
students’ conceptual design activities”, which is conducted by Mr. Jiang Hao (PhD 
candidate) and Dr. Yen Ching-Chiuan (supervisor & Associate professor) at Division of 
Industrial Design, School of Design and Environment, National University of Singapore.  
I have attended the briefing session and I am satisfied with the information given to me 
on the research project. I know I will attend two design exercises that need to cooperate 
with another participant assigned by the researchers. I have been told that the entire 
experimental session will be audio and visually documented. Only the researchers and 
their research cooperators will get the access to the audio and video recordings and these 
documents will be strictly used for research purpose. I have been informed that some 
snapshots may be shown in the dissemination of research, but my anonymity will be 
preserved all the time. 
I understand that participation is entirely voluntary and I can suspend the experiment 
during the process or even withdraw from it at any time without consequence to myself.  
I have been given the opportunity to discuss any questions or concerns with the 
researchers. I may contact Mr. Jiang Hao on (+65) 9231 4565 or jiangh@nus.edu.sg, or 
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Dr. Yen Ching-Chiuan on (+65) 6516 3524 or didyc@nus.edu.sg. If I am concerned about 
the conduct of the study, or feel my questions have not been adequately answered, I may 
request to speak to NUS Institutional Review Board (IRB) on (+65) 6516 5453 or 
irb@nus.edu.sg.  
 




A.4. Program Documents 
Fuh, J. Y. H., Lu, L., Quan, C., & Lim, S. C. (2007). Product design for industry: The nus 
experience. Paper presented at the Engineering Capstone Design Course 
Conference. 
NUS DCC. (2010a). The design-centric curriculum (dcc).   Retrieved 23 Sep, 2011, from 
http://www.eng.nus.edu.sg/ugrad/dcc/index.html 
NUS DCC. (2010b). The design-centric curriculum: Design thinking.   Retrieved 23 Sep, 
2011, from http://www.eng.nus.edu.sg/ugrad/dcc/design%20thinking.html 
NUS DID. (2010a). Our vision.   Retrieved 15 Sep, 2011, from 
http://nusdid.edu.sg/whynusdid/ourvision.htm 
NUS DID. (2010b). The synergistic three-pronged approach.   Retrieved 15 Sep, 2011, 
from http://nusdid.edu.sg/whynusdid/ourapproach.htm 
NUS FOE. (2009). Bachelor of engineering programme.   Retrieved 23 Sep, 2011, from 
http://www.nus.edu.sg/registrar/nusbulletin/FoE/UGft/BEngprog.html 
NUS ME. (2009). Bachelor of engineering (mechanical engineering).   Retrieved July 12, 





Appendix B. List of Design Concepts  
This appendix presents the outcomes of conceptual design exercises in this experiment. 
The inspiration sources are described if participants explicitly addressed them in 
presentation session or during the design exercise. Some designs are named by the 
designers. This appendix includes the customized names in brackets following the session 
number, such as “ME1 CM (uni-coffee maker)”.  
 





This coffee maker concept (Figure B-1) attempts to enhance the sensory experience 
(visual & olfactory) while making coffee. The envisioned usage context is a “dry kitchen” 
(for food preparation vs wet kitchen: cooking & washing) or somewhere in the living 
room. People are supposed to use it when enjoying a slow, relax and joyful weekend. 
Due to the space constraint of the envisioned context, this coffee maker is designed to 
have a moderate size and produce 2~4 cups of Espresso or Cappuccino at a time.  
Figure B-2 presents the top part of this coffee maker, i.e., a glass globe. This component 
is designed to see the boiling coffee and “visualized” aroma, and in turn to enhance the 










Figure B-3 presents a budge solution for ice blended coffee. This product targets at young 
professionals. It can produce ice blended coffee on the way. The manual way of blending 
coffee comes from bartender’s behavior. This product has a plastic “crusher” (shown in 
the “explored view” of Figure B-3). Figure B-4 describes a usage scenario of this product. 










This concept is a convenient, portable and simple ice coffee solution for youth. It contains 
two modular parts, i.e., normal coffee and “flavors”, which are made in pellet forms. The 
idea originates from gumball machine (shown in the right of Figure B-5). The secondary 
filter can fill in customizable “flavor” pellets. In each serving, this product will release a 
“flavor” pellet like a gumball machine. We provide a variety of “flavor” pellets. Users can 
buy “flavor” filter component separately and customize their own taste of coffee. The 
brewing device is located inside of the bottom cup. The cover is sealed. It is convenience 
to use on the way.  
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This “iCup” coffee express, as shown in Figure B-6, is a one-cup student coffee maker. It 
mainly targets at college students who stay up late, e.g., working at night for assignment 
submissions. Rather than boiling the entire flask, this product take advantages of the free 
hot water supply from university facilities. The requirement of energy is minimal, thus it 
can brew or warm coffee with USB. Another feature of this product is the containers for 
coffee powder, milk and sugar are actually part of the maker. Students can carry all they 
need for coffee with them.  
 





This design presents an e-learning tool (Figure B-7a) to make an analog game more fun. 
As shown in Figure B-7c, kids love draw with markers, but it is easy to mess up 






environment (Figure B-7b) and draw 3D images in the air. The future usage scenario is 








Designers consider the future entertainment should closely connect to social networking, 
by bringing people together and have fun. The product plays with “6 degree of friendship” 
idea and tries to promote making 2nd degree friends, i.e., your friend’s friends. When in a 
party or library, one 2nd friend is nearby, you can use this AR-enhanced device to know 
them as “avatars” and read Facebook profile, etc. It can be used as an ice-breaker to talk 









Figure B-10 present a modular device providing 360° immersive experince, e.g., viewing 
tunnel in undersea parks. Using OLED technology, it is a pillar with a round sceen 
(Figure B-11). Designers consider future entirement should have more involvement. This 
device also has sensors and detecters to encrease the proactive involvement of users. The 
device company will work closely with movie and game companies to provide non-linear 
way of enteration, e.g., user can influence the end of the movie. The same technology will 












This is an ear-dropping device to have fun from gossip and “KPO” (Singapore dialect). 
When travelling alone, you can play with whisper and gossip. It can gather information 
from the environment and process into entertainment material. Users can hear from 
earphone and project it somewhere.  
 
B.3. Coffee Maker Concept of Mixed Teams 
Mix1 CM (internet coffee maker) 
Figure B-14 presents an internet coffee making machine for university students. This is 
for community use, rather than personal use. It shares some commons with vending 
machine. But it actually functions similar to an online printer in NUS. User can order 
coffee online. They even can save their user profile/ preferences on the system, thus this 
product is able to provides special recipes of coffee online (value-added ) 
Another design consideration for this product is 
• Special form 
• vibration while making coffee 











Figure B-15 is designed for people with not enough time (e.g., office worker,  students, 
etc.). Figure B-16 describes a morning usage scenario, you can make coffee while taking 
public transport to work. When release the top half of this coffee maker, there is an 
aperture-like device to automatically seal the messy part. The rest part is a tumbler for 
you to enjoy coffee.  
The key properties of this product are 
• Fast 
• Portable 
W = 50 cm
H = 50 cm
LED indicator 
Red:  dispensing 









• Easy to clean (enabled by a special aperture-like device) 








Figure B-17 targets at the high-level customers. This product is a personal toy of 
executives, rather than located in a pantry. The inspiration comes from French press. 
Designers attempt to create authentic experience of making coffee by executives 
themselves, rather than their secretary. The lever of this product is specially designed to 
provide the feeling of swinging a golf club. Users can feel they create the quality of the 








Figure B-18 is a portable cappuccino maker for tertiary students. This product uses coffee 
and milk powder, plus free hot water they can get easily from campus, to make 
cappuccino during the lecture break. When coffee power is dissolved in hot water, there is 
a heating element to boil milk. Because it is a small amount, it does not require much 
energy. After being heated, the milk foam will drop onto coffee through a removable 
channel, where users fill hot water in.  
Another feature of this product is its bottom part is actually the storage for coffee, milk 
powder and sugar. Users can easily carry all ingredients on the way.  
  
B.4. Visionary Concepts of Mixed teams 
Mix1 PES (Origami music mat)  
Figure B-19 is a portable, foldable and light weight music mat. It uses solar energy and 
can be operated in outdoor and indoor. The interaction between users and mat is through 












The right of Figure B-21 is a wearable concept to replace all carried personal electronic 
devices. It adopts hi-techs, e.g., bone conductive earphones, etc. Inspired by changeable 
shells of mobile (Figure B-21, left), designers introduce interchangeable shelf to increase 
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the flexibility of use, e.g., for swimming, jogging, taking public transport, etc. Some 
usage scenarios are described in Figure B-22.  







Figure B-23 presents a holographic project system (1 central project + several secondary 
projects) that can immerse users in a totally different environment, dependent on the user-








Figure B-24 is a wearable social entertainment device. It will automatically record, 
summarizes interesting or embarrassing moments, based on AI and your previous usage 
pattern. It can assist you or automatically upload the recordings to social networking site, 
e.g., Facebook. It can get the latest news from social networking as well.  
This device is embedded with GPS and can locate friends who are nearby.  
 
B.5. Coffee Maker Concepts of ME CM Sessions 
ME1 CM (Uni-coffee maker) 
Figure B-25 is a budget coffee maker for university students. Since student dormitory is 
small and students may need to relocate by semesters, this device is relatively small in 
size. It is easy to use, through many pre-programmed brewing modes, e.g., espresso, 
Nanyang coffee, etc. Figure B-26 illustrates the structure of this product. Some safety 
issues are discussed. For example, a screwed-on cover is designed to prevent coffee spill. 











Figure B-27 is a milk coffee solution for the middle-class and working class in India. It 
can provide extra amount of milk which are preferred by Indian customers 
 









Ø = 15 
H = 20 cm
Groves for grapping 
Screw-on cover 
Socket for plug 
Electric control  
(brew modes) 
Plastic shells  
(multi-color available) 
Double-walled  











Inspired by Baby C cradle (Figure B-28, left), designers proposed a novel shape of coffee 
maker with half hallow space where coffee cup can insert. This design targets at the 
young SOHO people, who have a large demand of coffee and always want something 
sleek.  











Figure B-30 provides a budget coffee solution for the students working late. This product 
includes a standard version and customized versions. There is a website supporting the 
online DIY customizations.  
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B.6. Visionary Concepts of ME PES Sessions 
ME1 PES(Ultimate entertainment suite) 
Figure B-31 provides a gadget with an AR-enabled goggle eyepiece and motion-detector 




ME2 PES (X4 device) 
Figure B-32 is a spectacle-like wear super-computer. It has all the functionalities with 
regard to the personal entertainment system, e.g., games, movies, music, etc. Like a 










Figure B-33 is an all-together solution for youth to entertain themselves. Empowered by 
cloud computing, a small wearable hardware piece can fulfill all the requirements. This 
device can direct sound waves into a small area, and emit reversed signal to filter out 
environment noises. Users then no need to wear earphones. It can project holograph in the 
air, and allows users to interact with gesture behaviors and voice control.  
This device has a variety of shapes or styles, e.g., guys-series and girls-series. It provides 
















Figure B-34 is a wearable and foldable 3D PDA enable by Nano-technology. It provides 
full package of entertainment, e.g., music, game, movie, through advanced AR and VR 
technology. With an accessory earpiece, users can enjoy 3D virtual movie easily. The 
virtual image is directly projected onto your eyes, thus others cannot peep into your 







Appendix C. The FBS-based Protocol Coding 
This appendix provides some of examples about the Function-Behavior-Structure (FBS) 
ontologically-based segmentation and coding that were used as a reference frame to 
calibrate this study’s protocol segmentation and coding process.  
 
C.1. Examples of the FBS-based Coding 
Due to the subtleness and ambiguity of natural language, it lacks a rigor rule-based 
inference that can be applied to protocol analysis. The FBS-based segmentation and 
coding process is thus undertaken by critical judgments (Rowe & Wright, 2001, also cf. 
Section 3.4.1.1). Some coding examples are provided as a frame of reference to assist the 
subjective coding process. The following examples were excerpted from Gero group’s 
(i.e., the inventor of the FBS ontology and related coding scheme) previous work and the 
researcher’s present study.  
 
Examples	of	Requirement	Issues	(R)	
Requirement (R) issues are usually imposed onto a designing process by external agents, 
like clients, regulations, rather than consciously raised by designers. The majority of 
requirement issues were provided by design brief, presenting constraints that are not 
determined by designers (Lawson & Dorst, 2009). But designers may bring in other 
constraints when formulating design problems.  
Table C‐1 Example coding of Requirement (R) 
No. Example Transcripts Explanation 
1 This task is to marker to explore the potential niche market ... should be targeted at particular group… Strategy of clients (from brief) 
2 
Mhmm ... Bean Company is a Singapore-based domestic 
appliance company... which focuses on coffee making 
machine 
Background information of clients (from 
brief) 
3 
It says (point to webpage) a good coffee maker should use 
a pressure of 20 Pa to force hot water, mhmm… 90 degree 
hot water, going through 10 grams finely grinded coffee 
powder … 
Standard or regulations in a field (from 
online source)  
4 What do we need? (read brief)… a set of design documents including some drawings and textual descriptions of …. Task requirement (from brief) 
 
Examples	of	Function	Issues	(F)		
In the FBS ontology, Function (F) is not an attribute of a product, but as the result of 
interaction between user and usage context. The relationship between Function and 
Behaviors is achieved by socio-cultural agreements. Hence Function issues may refer to 
designer’s articulation of what client (should) want, such as the intention of the designed 
product, safety, privacy and/or profit issues. They may also refer to concerns related to 




No. Example Transcripts Explanation 
1 So in general, the privacy is quite important? Issue brought by designers 
2 Our unique selling point is errr... making exercising more interesting and motivation thing ...  
Designer’s articulation of a product’s 
intention   
3 No lah, when we talk about, let's say lifestyle is very important, ... 
Designer’s articulation of what user may 
value 
4 For students, who need stay overnight before examines. Elaborations of user’s profile 
5 At home, basically (there is) more spaces available lah  Concerns about usage context 
 
Examples	of	Behavior	Issues	(B)	
As the consequences of a design proposal, Behavior (B) are something measurable and 
always derivable from Structure. The distinction between Expected Behavior issues (Be) 
and issues of Behaviors from Structure (Bs) is then made by examining whether a specific 
behavior is designers’ expectation (“future” consequence) or a derived consequence from 
a structure (past consequence).  
Table C‐3 Example coding of Behavior (Be / Bs) 
No. Example Transcripts Explanation 
1 Do you think this component should be permanent or detachable? 
“Should” suggest this behavior is an 
expectation –(Be) 
2 Then hot water goes in here (examine a sketch) Derived consequence from a structure (Bs) 
3 Yah, this way should be better. 
Comparing between two derived 
consequences. “Should” here expresses 




Structure (S) issues are decisions that designer could determine, in terms of a product’s 
element and relation between elements. They may refer to physical features of the 
designed product, such as size, height, material, etc. The existing products and specific 
technology mentioned in discussions are also coded as structure issues.   
Table C‐4 Example coding of Structure (S) 
No. Example Transcripts Explanation 
1 We need a screen Propose a component 
2 What material... plastic Decision on material   
3 I think, this (a physical button) can be on the panel lah Suggesting a relationship between two components  
4 Maybe something like Oakley MP3 sunglasses Propose a solution like an existing product 
5 I think through the augmented reality technology Decision to take a specific technology 
 
Examples	of	Design	Description	Issues	(D)	
In Figure 5-2, the Description refers to external representation of Structure. However, in 
FBS-based coding scheme, the description issues could be any external representations 
that designers used to express their thoughts, including writing or sketching on paper or 




No. Example Transcripts Explanation 
1  (write, "young people like ice coffee") Documentation of Functions 
2  (drawing a diagram) (accompanying verbalizations: so the water will go this way…) 
Documentation of Behavior from 
Structure 
3  (slip a paper to make a quick-mock-up) A physical mockup for Structure  
4  (sketch a perspective view of a solution) Documentation of Structure 
5  (rendering sketch-18) Documentation of Structure 
 
C.2. Procedure of Protocol Segmentation, Coding and 
Arbitration  
Judgmental approach of design protocol segmentation and coding was a time-consuming 
task. The total process of this ontologically-based segmentation, coding and arbitration 
took around eleven months, including five months of training and six months of coding 






After familiarized with Gero’s previous works, the researcher spent four months of 
training at Krasnow Institute of Advanced Study, directly under the supervision of Prof. 
John Gero, who is the inventor of the FBS ontology and the ontologically-based coding 
scheme. The training material was Mechanical Engineering protocols. The researcher also 
participated, as a coder, in the actual projects of Gero’s research team to gain hands-on 
experience of FBS coding and arbitration. After training, the researcher reached an over 
80% agreement with final results which were arbitrated with experienced coders.  
The next stage of training focused on Industrial Design protocols, which used the data 
from pilot studies. The researcher coded and self-arbitrated the pilot protocols. When 
there were satisfactory results emerged, assessed by Prof. Gero, it moved to the coding 
and arbitration of actual protocol data, i.e., the 24 sessions of experimental exercises.  
During this 11 month working, Prof. John Gero, i.e., the founder of the FBS design 
ontology and the associated coding scheme, served as an external advisor to resolve 
ambiguous codes and monitor the working process. To overcome a possible learning 
effect, ID sessions were arbitrated one more time after all protocols were coded twice.  






Appendix D. Timeline Graphs Depicting the 
Dynamics of Design Cognition 
This appendix introduces three forms of timeline graphs that delineate the dynamic design 
issue distributions along the temporal dimension. The related interpretation and 
discussions of these graphs are presented in Chapter 6, particularly Section 6.1.  
The graphs presented in this appendix are generated by applying two methods, i.e., 
clustering and windowing, on a chronologically ordered sequence of design issues. The 
categorical codes in design protocol studies were commonly examined by plotting them 
in a timeline (Adams, Turns, & Atman, 2003; Dorst, 1997; Gero & McNeill, 1998). 
Figure D-1 provides such an example. The x-axis refers to the normalized temporal 




D.1. Clustering methods 
Figure D-1 demonstrates that, in the observation of design activities, design issues were 
not evenly distributed over time. The density of one category was usually high during 
some periods and very low during the rest. The clustering methods thus divide the whole 
design session into several sections based on their issue density, to resemble the stages or 
phase of the designing process.  
D.1.1. Dominant Issues by MLR tests 
Multinomial Logistic Regression (MLR) model predicts the probabilities of different 
possible outcomes of a categorically distributed dependent variable (i.e., design issues in 
this study), given one or more independent variables (i.e., the elapsed segments or time). 
Figure D-2 uses color strips to visualize the design issues that were mostly discussed in 
that interval. In this case, the early session mainly considered Function issue, and it ended 
with an overwhelmingly concern about the Structure. Therefore, the order of MLR strips 






D.1.2. Relatively Prominent Issues by Cluster Analysis 
Section 4.4.1 has shown that designing is a “cycles within cycle” process with many local 
iterations of different aspects of design cognition “nested” in a broader phase or stage. 
The transition from one main focus to another does not occur abruptly. Figure D-1 also 
demonstrated that more than one issue is discussed at a point of time. TwoStep Cluster 
method (SPSS inc, 2001)was used to describe the parallel streams of design cognition.  
TwoStep Cluster analysis was performed on the sequence of each design issue, and 
divides it into several clusters with different issue densities. A design issue is considered 
to be relatively emphasized if its issue density exceeds the arbitrary threshold of 20%. 
Similar to MLR method, the relatively prominent design issues are presented in color 




The overlapping parts between two or more strips suggested that cognitive efforts in that 
interval were shifting back and forth between those aspects of design considerations.  
D.2. Windowing Technique of Dynamic Issues 
A finer articulation of dynamic design issues across the design session is presented in a 
windowing technique (Gero, Kan, & Pourmohamadi, 2011; Gero & McNeill, 1998; 
Purcell et al., 1996). As illustrated in Figure D-4, a window is defined as a fixed number 
of segments. The movement of the window commenced at the beginning of the session, 
with its left edge at the first segment, and then slides to the right with a distance of one 
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segment long each time, until the right edge of the window reaches the end of protocol. 
Frequencies of design issues are calculated within each window. Each window’s results 





Varied window sizes had been tried in the pilot analyses. It identified that the 1/6th of the 
length of protocol was an appropriate size which represents the overall trend in the data 
and also preserve a viable degree of details into the dynamics of a design session.  
D.3. Diagrams 
These three types of timeline graphs are read as “signatures” of the dynamic designing 
process. This study used them as explorative tools to examine the general course in which 
design cognition develops and iterations between different aspects of design cognition 
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Appendix E. Diagrams of Markov-based Analyses 
This appendix provides the completed list of diagrams discussed in Section 7.3.  
 
E.1. 1st Markov Chain Model 
 
 




















Figure E‐6 Diagrams based on the 1st Markov model (ME PES) 
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E.2. 2nd Markov Chain Model 
 









Appendix F. Exemplary Briefs/Requirements for 
Design Course Projects 
This appendix presents 10 exemplary design briefs and project descriptions used in two 
design courses of NUS ID and ME programs. Both courses run over two consecutive 
semesters. Faculty members and industry partners co-supervise the projects undertaken 
by small teams. Some projects may invite students from the other discipline to participate.  
 
F.1.  ID Vertical Studio 
The “vertical studio” consists of the Year-3 and Year-4 design studio modules (ID3103 & 
ID4103). Several studios with different themes are led by different tutors.  
 
ID brief1: “Behavioral Design: Intelligent lighting with glass (Designing for 
meaningful experiences)” 
Design has progressed from its traditionally objective and functional slants, towards a 
more meaningful appeal to our sense of recognition, to find places in our remembering 
hearts and minds, as it moves to satisfy a higher order of hierarchy of needs. Following 
function, emotion confirms a purchase. Never in the history of design, has product 
content and character become more important, than when emoticons and apps been so 
applied to digital applications, in creating the sense of appeal for objects in industrial 
design. The design of content character, subject to experiences of interpretation, interface, 
dialogue and communications with the user, is becoming quite paramount to the interests 
of our time. 
This project seeks an elegantly composed solution, from three key content interests: 
1. The use of artificial lighting 
2. An intelligent / experiential component 
3. The material use of glass in design and production. 
Each of these content component have its own field of development and knowledge to 
glean from, which will form your basic interests in research, combined to produce your 
highly particular, relevant and clarified solutions range. You might tackle this project at 
two levels: design a precious one-off singularly resolved object; or, as desired, if this 
object based on its essential qualities clarified as a design program, should inspire a 
generation and spurn a range, collection and family of objects/ products based on the 
premises of this clarified program. A high level of practical contact with the production 
industry is fostered and encouraged. Support is available with an Art Glass Producer, and 
an electrical/electronic engineering 
Clarity of brief is evolved and continuously developed through your practices and 
applications of deliberate processes, generating a trail, a body, sets and routines and sub-
routines of findings and evidences that will be your own rewards. Not all meanderings or 
searches will immediately be useful, however they will all become relevant parts of your 
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interest of future resources, as you keep asking questions, finding part answers, hone 
them, and ask more relevant questions, till the questions and the solutions have a high 
resolution sensibility of relevance, clarity and vision. 
For this project, learning opportunities is toned to push for the very particular qualities of 
solutions, based on the sensibilities, range and openness of your investigations and 
observations. This platform allows you to push your degrees of inquisitiveness, engage 
passionate researches, to produce copious process and thoughtful and intuitive drawing 
syntheses. Your expected (or unexpected) solution ranges would be originally discreet and 
of unique discoveries, derived from a developed sense of clarity in your interpretation and 
directions of your brief. 
ID brief2: “Design of digital health: a user-centered approach” 
Design has not been associated with medicine at all for years. Medical technology has 
always focused on developments from the technological point of view, whereas design 
and the user of these products have been neglected. As a result, more and more companies 
put their beliefs into the factor of design to improve their so-called “well engineered” 
products and transform the “scary” image into “friendly” one. Design for medicine 
becomes a new niche area for design. 
This studio will conduct an interdisciplinary collaborative project in designing a project 
within the digital era. There are aspects of mechanics, electronics, computing, biology 
and design in the studio learning. Augmented reality in medical simulation and human 
factors in medicine will be the key areas of the projects. The outcome of the studio will be 
a user-friendly product for the doctors and patients. 
This studio will collaborate with the mechanical department and hospitals. 
ID brief3: “Future Living Concepts / Future Work Concepts” 
Learning to peek into the future is not only exciting and entertaining, but also vital for 
designers if you’d like to be able to consistently create solutions that are timely and 
relevant to the culture of your users. With products often having development durations of 
years, designing for the “now” context is almost equivalent to designing for obsolescence. 
This will be a project that: 
1. Equips you with the tools and thinking methods to explore/research the future 
contexts, 
2. Create ideas around the discovered future themes, and 
3. Translate them into solutions; and  
4. Implement them to a believable, high level of realism that excites your audience 
We will work to expose you to the frameworks and methods used by both lecturers, you 
will also have room to adapt, apply and develop your own tools. 
Things to note: 
** Future context = Near future, reasonably foreseeable, based on projectable trends and 
plausible assumptions. This is not a Star Trek project. 
** There is no fixed category of products/solutions to be envisioned - which means it 
could range from a small object in the home to a new work environment system, or even a 
new paradigm in commuting - but be careful of too massive scale because there is a very 





advise on your eventual proposal based on the amount of workload that you decide you 
want to bear. 
ID brief4: “L for Luxury” 
Luxury |ˈlək sh (ə)rē|, according to most dictionaries, is the state of great comfort and 
extravagant living. With the current wave of natural and man-made disasters such as 
earthquakes, famines, and the economic crisis, we are reminded again that "extravagant 
living" certainly does necessarily not equate with "great comfort". In this studio, we 
question conventional notions of luxury and challenge its relevance in the modern day 
context. 
Is luxury owning a ferrari 550, or having the best bakery at your doorstep? 
This studio will delve into the essence of “luxury”, from the context of everyday 
situations to the prevalent economic climate, to primordial tendencies. The concept of 
"luxury" will be researched, reflected upon, reconsidered, reinterpreted, and translated 
into a tangible product experience. 
 Deliverables: An accurate, working representation of the final product.  
The nature of the outcome will be limited to a design object, though this does not mean 
that the object cannot be an instrument for the design of a larger system. 
ID brief5: “Generative Design/Digital Fabrication Studio” 
 Synopsis 
The studio aim to explore and create new form in small to large objects, such as jewelry 
to pavilion, with new possibilities offered by tools such as Grasshopper, ParaCloud, and 
other generative or parametric tools. 
The studio is a platform for students interested in this subject to come together to explore, 
experiment, exchange and develop ideas, tips and know how. This studio is strictly for 
self-learner only. Those belonging to the “I am a blank slate, very willing to learn, please 
tell me what to do” category should not apply. 
 Deliverables: Cool, crazy, stunning, unbelievable. 
 
F.2. ME3 Industrial-sponsored Projects 
The industry-sponsored design project program is offering to the third-year ME students. 
In this two-semester program, students work in teams jointly supervised by ME faculty 
members and engineers from industry partners (Fuh et al., 2007).  
ME task1: “Swing Door Closer” 
 Background 
This company manufactures sliding doors (hidden between walls) that are being used in 
high end condominiums and casino. A “Swing Door Closer” is used to auto-close a swing 
door panel. So far this closer is not able to auto-close a sliding door panel. 
 Objective 
To design a device or pivot system to be attached to the existing pivoting arm of the 
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swing door closer so that it can be used to auto-close a sliding door. That means 
converting a circular motion to a linear motion. 
 Deliverables: (1) Prototype (to show proof of concept), (2) Perform engineering 
calculations & cost estimates, and (3) Engineering drawings 
ME task2: “Development of an omni-directional Mecanum Wheel robotic 
platform with Android platform control” 
 Background 
A novel omnidirectional wheeled mechanism, named as Mecanum wheel, is developed 
based on the sliced ball structure in this paper. With mutual passive motion of two sliced 
balls on the same one active axis, an omnidirectional motion can be achieved. 
 Objectives 
This project involves in kinematic study and analyses to verify the omnidirectional 
movement and development of an autonomous robotic platform. 
The robot will be integrated with an Android application for advance robotic control. 
 Knowledge Needed: Mechanical, electrical and Basic Software 
 Deliverables: Report (w/ drawings & calculations) and a robotic mobile platform 
ME task3: “Design of Cooling System Using Ice as Thermal Energy Storage” 
 Background 
The thermal properties (e.g. latent heat of fusion) of ice make it an excellent material for 
the thermal energy storage of high amounts of heat. 
 Objectives 
This project seeks to design and demonstrate a system which incorporates ice as a phase 
change material within the water cooling loop. The ice (e.g. ice cube, flake) will be used 
to remove the heat generated while maintaining the flowing water at the set temp. (-2Ԩ). 
The challenge is the design of the control system and the water reservoir system (with 
temp. monitoring) to ensure stability of the set water temp. 
The project will perform a paper study on a cooling system concept using ice as a thermal 
energy storage. A scaled-down proof of concept lab prototype will be designed and 
fabricated. 
 Knowledge needed: (1) Mechanical Design, (2) Basic Heat Transfer 
 Deliverables: Paper study (showing cooling system concept) and a lab prototype 
ME task4: “Research and Development of a Robot Capable of Taking 
Videos for the Creation of 3D images of Underground Sewerage 
Pipe” 
 Background 
Inspection of underground sewerage pipes is now capable with the use of robots but the 
current state of the art in Singapore does not allow for the 3D interpretation of the pipe 






Build a water-proof robot with cameras mounted for the capturing of videos to create a 
3D view of the underground sewerage pipe.  
This project is purely a mechatronics. Processing video footages into 3D will be done by 
an external party. 
 Knowledge Needed: Mechanical Design 
 Deliverables: Report (with detailed drawings & calculations) and a prototype (i.e., 
a water-proof robot with cameras mounted, for the purpose of capturing videos, which 
will be used to create a 3D view of the underground sewerage pipe). 
ME task5: “Improve T-Bar Turning Device” 
 Background  
T-bar fabrication is one of the most common processes in shipbuilding. Fabrication of T-
Bar involved joining of two perpendicular steel plates by welding. During T-Bar 
fabrication, overturning of steel plates are required after first joint is made and this is 
usually done manually using crow bars and chain blocks which is both time-consuming 
and a potential safety hazard.  
To solve this problem, a semi-automatic T-Bar overturning device was developed in-
house which allow user to turn the T-Bars in both clockwise and counter-clockwise 
directions using an air winch to eliminate the need to overturn the T-Bars. 
 Objectives 
To improve the design of existing semi-automatic T-Bar overturning device with the 
following requirements i) Reduce the complexity of existing device, ii) Allow easy 
insertion and removal of T-Bars, iii) Replace air winch with other type of prime moves 
and iv) A generic design which can be used for different length of T-Bars 
 Knowledge Needed: Mechanical design and knowledge in hydraulic and/or 
pneumatic system design. 
 Deliverables: Improve the design of existing T-bar turning device or a new device 









Appendix G. Publications during the PhD Program 
This appendix lists the candidate’s publications. For the full papers, please refer to the attached 
CD. 
 
During this PhD program, the candidate has published 7 research papers in the following 
peer-reviewed international conferences. The paper presented in IASDR 2011 (Delft) was 
awarded “reviewer’s favorites”.  
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Ontology', in "Diversity and unity", International Association of Societies of 
Design Research (IASDR) 2011 Conference, Delft, Netherlands, Oct  31- Nov 4,  
pp. CD un-numbered. 
3. Yen CC and H Jiang (2011) 'Examining the Dynamic Processes of Conceptual 
Design: An Ontologically-Based Protocol Analysis' in Peng, Y-H and Chen, C-H, 
eds., Proceedings of 2011 Ida (International Design Alliance) Congress Education 
Conference, Taiwan Design Center, pp. 103-113.  
4. Jiang H and CC Yen (2010) 'Understanding Senior Design Students' Product 
Conceptual Design Activities: A Comparison between Industrial and Engineering 
Design Students', in the 2010 Design Research Society (DRS) international 
conference "Design & Complexity", Montreal, Canada, 7-9 July,  pp. CD un-
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pp. 146 - 150. 
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Turnbull, J, Leaver, J, Rust, C and Stewart, B, eds., "Undisciplined!", Design 
Research Society (DRS) 2008 Conference, Sheffield Hallam University, UK, 16-
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There are 3 papers submitted for review.  
8. Jiang, H., & Yen, C. C. Comparison of "design thinking" patterns between 
industrial and engineering design students and its implication on designing 
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process. Submitted to the Eastman/IDSA Education Symposium, IDSA 2012 
international conference.  
9. Gero, J. S., Jiang, H., and Williams, C. B., Does using different concept 
generation techniques change the design cognition of designers? Submitted to 
ASME2012 IDETC/ CIE conference. 
10. Gero, J. S., Jiang, H., and Williams, C. B. Design cognition differences when 
using structured and unstructured concept generation creativity techniques. 
Submitted to the 2nd international conference on Design Creativity (ICDC) 2012 
