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1. Introduction
From the group-theoretical point of view, the special functions are matrix
elements of the representations of the corresponding groups. It is clear that this
definition can not be applied to all special functions, but it is permissible for
quite a wide class of functions arising in problems of mathematical physics.
We can say also, that the special functions are matrix elements of the linear
operators acting in the representation space. This point of view can be extended
in the following direction. We can consider the special functions as the values
of the functionals defined on representation spaces.










ν − µ+ 1
2







µ− ν + 12
)Mµ,ν(z) + Γ(2ν)Γ (µ+ ν + 12)Mµ,−ν(z).
These formulas are related to the 3-dimensional special Lorentz group SO(2, 1),
which represents the simplest case of the special pseudo-orthogonal group. On
the other hand, for derivation of all formulas, we use some bilinear functionals,
which are defined on a pair of the representation spaces of the corresponding
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case of group SO(2, 1). These functionals satisfy some good properties. First,
these functionals are invariant with respect to all linear operators of the group
representation. Let us note that the functionals, satisfying such condition, play
an important role in the study of the properties of the representation. For
instance, if D(n1,n2) be the representation space of the group SL(2,C) and con-
sists of all (n1 − 1, n2 − 1)-homogeneous and infinitely differentiable functions
f(z1, z2), than the invariant bilinear functional
B(φ, ψ) = −1
4
∫
(z1 − z2)−n1−1 (z1 − z2)−n2−1 φ(z1)ψ(z2) dz1 dz2 dz¯1, dz¯2,
defined on a pair (D(n1,n2), D(n∗1,n∗2)), can be applied [1] for the investigation of
operator irreducibility of the representation







, det g = 1.
The main property of our functionals is that these functionals, defined as
double integrals, do not depend on the integration domain. Using this property,
we can evaluate the corresponding integrals along two different contours, com-
pare the two results and, finally, obtain new formulas containing the Whittaker
functions.
In [7] and [5], we have considered the general case of the group SO(p, q)
and the invariant bilinear functionals of another kind. In particular, in [7], we
have obtained formulas involving the Legendre functions.
2. Functionals Di and their properties






x2p+l. The group SO(p, q) preserves this form and divides Rp+q into orbits,
one of which is the cone C : q(x) = 0. Let σ be an arbitrary complex number.
We introduce the linear space Dσ consisting of all functions f , defined on C
and satisfying the following conditions: first, f is smooth, i.e. infinitely differ-
entiable, and, second, f is a σ-homogeneous function, i.e., for any α ∈ C, the
equality f(αx) = ασ f(x) holds. We define the representation Tσ in Dσ by left
shifts according to the formula Tσ(g)[f(x)] := f(g−1x). It is known that Tσ is
irreducible, if σ is not an integer number [4].
Let us introduce three contours on C. Let γ1 := {x :
p+q∑
l=0
x2i = 2 (i.e. γ1 be
a circle or a sphere), γ2 := {x : xi+xj = 1}, i ∈ {1, . . . , p}, j ∈ {p+1, . . . , p+q}
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(parabola or paraboloid), and γ3 := γ3,+
⋃
γ3,− with γ3,± := {x : xl = ±1},
l ∈ {1, . . . , p+ q} (hyperbola or hyperboloid).
Let Hi mean the subgroup, which acts transitively on γi. Let dx be an
Hi-invariant measure on γi. According to the definition, H1 ' SO(p)× SO(q),
H3 ' SO(p− 1, q) or H3 ' SO(p, q− 1), and H2 ' exp[R(e12+ e13+ e31− e21)],
where {eij : i, j ∈ {1, . . . , p + q}} be the canonical basis of the linear space of
all real matrices of size (p + q) × (p + q). We denote by dx the Hi-invariant






for any g ∈ Hi.
For each i ∈ {1, 2, 3}, we consider the bilinear functionals





k(x, xˆ)u(x) v(xˆ) dxdxˆ.
We say that Di is invariant with respect to Tσ, if, for any g ∈ SO(p, q),
Di(Tσ(g)[u], Tσ(g)[v]) = Di(u, v). (1)
Let qˆ be the bilinear form, which is polar for q.
Lemma 1. For the case of SO(2, 1), the conditions (1) and
k(x, xˆ) |γi×γi= Ci[qˆ(x, xˆ)]−σ−1 (2)
are equivalent.
P r o o f. Since SO(2, 1) is generated by subgroup H1 ' SO(2) and an
one-parameter subgroup of hyperbolic rotations in the plane of any pair of axes
[4], then it is sufficient to prove the lemma for these subgroups. The proof of
this lemma for D2 is more difficult, than for D1 and D3, because of γ1 and γ3
are invariant with respect to H1 and H3 respectively. Let us prove the lemma
only for the case i = 2. Let H := exp[R(e12 + e21)].
If g(φ) ∈ H1 and x ∈ C, then, from the equality
g−1(φ)x =
 1 0 00 cosφ sinφ































If g(r) ∈ H and x ∈ C, then from
g−1(r)x =






































































































because of the homogeneity of u and v. This formula yields
k(y˜, z˜) = t˜σ+1 s˜σ+1 k(y, z). (4)
If g ∈ H2, then we have implication x ∈ γ2 =⇒ gx ∈ γ2, therefore, s˜ = t˜ = 1. It
means that the kernel k(y, z), i.e. the restriction k(x, xˆ) |γ2×γ2 , depends on the
difference y − z.




]−σ−1 depends on the difference
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Now consider Di(u, v) as a value of the regular generalized function at
finite function from the test function space D2σ. From the viewpoint of the












− , where ([2]
xζ+ =
{
xζ x > 0,
0 x ≤ 0, x
ζ
− =
{ |x|ζ x < 0,
0 x ≥ 0.
Since 12(y − z)2 ≥ 0, then k(y, z) ∈ span{12(y − z)2}.
Thus, we know k(x, xˆ) |γ2×γ2 up to a constant factor.
Lemma 1 describes all restrictions of the kernel k to γi × γi:
k(x, xˆ) |γ1×γ1≡ k(α, β) = C1 [1− cos(α− β)]−σ−1,







k(x, xˆ) |γ3,+×γ3,+≡ k(s, t) = C3,+ [cosh(s− t)− 1]−σ−1,
k(x, xˆ) |γ3,+×γ3,−≡ k(s, t) = C3,− [cosh(s− t) + 1]−σ−1,
k(x, xˆ) |γ3,−×γ3,+≡ k(s, t) = C3,− [cosh(s− t) + 1]−σ−1,
k(x, xˆ) |γ3,−×γ3,−≡ k(s, t) = C3,+ [cosh(s− t)− 1]−σ−1,
where C1, C2, C3,+, C3,− are complex numbers.
Let us now consider another invariant property of our functionals, which
is associated with the integration domain.
Lemma 2. Let the condition (1) hold. Then D1 = D2 = D3.






k(tx, sxˆ)u(tx) v(sxˆ) d(tx) d(sxˆ) =
∫
γj
(ts)−σ−1 k(x, xˆ) (ts)σ u(x) v(xˆ) t dx sdxˆ =
∫
γi
k(x, xˆ)u(x) v(xˆ) dxdxˆ = Di(u, v).
It completes the proof.
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3. Two series converging to the Whittaker function
In this section, we will obtain two formulas related to the rudimentary
pseudo-orthogonal group SO(2, 1). Let us introduce the bases {fn : n ∈ Z},
{fλ : λ ∈ R}, {fρ,± : ρ ∈ R} in Dσ consisting of the functions
fn(x) = xσ−n0 (x1 + ix2)
n,








± (x0 + x2).
Theorem 1. Let n ∈ {1, 2, 3, . . .}, λ 6= 0, and −1 < reσ < −12 . Then,
∞∑
l=0
(iλ)l [l! B(σ−n+1, l+n−σ+1)]−1 2F1(l−2σ, n−σ; l+n−σ+1; −1) =
(−1)n 8pi2 (iλ)−2σ |λ|σ+ 12 Γ(−2σ − 1) Γ2(σ + 1)Γ−2(−σ) Γ−1(−n signλ− σ)
× B(n− σ, −n− σ)W−n signλ,σ+ 1
2
(2|λ|).
P r o o f. Let us make the change of variables t := y − z in the integral





(y − z)−2σ−2 (1 + iy)σ+n (1− iy)σ−n eiλz dy dz.
We obtain
D2(fn, fλ) = 2C3
+∞∫
−∞
t−2σ−2 e−iλt dt ·
+∞∫
−∞
(1 + iy)σ+n (1− iy)σ−n eiλy dy.
We apply the known formulas
+∞∫
0




(a− ix)−µ (b+ ix)−ν eixy dy = (5)











(ay + by), y > 0,
2pi Γ−1(µ) (a+ b)−
ν+µ




(−ay − by), y < 0,
where re(µ+ ν) > 0, [6, 2.3.6.19].
Further,












We make the change t := α− β, so
D1(fn, fλ) = 2−σ C1
pi∫
0




















, we can evaluate I1 and I2 according
to the formula ([3, 3.892.4]):
pi∫
0
ei2βx sin2µ x cos2ν xdx = 4−(µ+ν) pi×
(2µ+ 1)−1 eipi(β−ν)B−1(1− β + µ+ ν, 1 + β + µ− ν)×
2F1(−2ν, b− µ− ν; 1 + β + µ− ν;−1).
The equality D1(fn, fλ) = D2(fn, fλ) contains numbers C1 and C2, which













The functionals Di can be applied to the derivation of matrix elements of



















cρ,+,n = (−1)n 2−σ−2 pi−2 (2n+ 1)−1B(−σ − n, n− σ + 1)Di(fρ,+, f−n).
In the same way, we have
tnm(g) = (−1)n 2−σ−2 pi−2 (2n+ 1)−1B(−σ − n, n− σ + 1)Di(Tσ(g)[fn], f−m).
Let us derive the matrix elements tλ,n(g) of the subrepresentation Tσ to
the subgroup H1H2 with respect to the ”mixed basis”. In other words, let us





Since Di is invariant with respect to Tσ, then, for any g(φ) ∈ H1 and g∗(b) ∈ H2,
Di(Tσ(g(φ)g∗(b))[fλ], fn) = Di(Tσ(g∗(b))[fλ], Tσ(g−1(φ))[fn]) =
Di(Tσ(g∗(b))[fλ], Tσ(g(−φ))[fn]).
If i = 2 and λ > 0, then
















Γ−1(σ + 1)Γ−1(−σ − n)Wnλ,σ+ 1
2
(2λ).
If i = 1, then
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(sinα− b cosα− b)iλ
cosα+ 1
einβ dα dβ =









(−iλb)l [l!]−1 e(n−σ+ l−k−12 )pii (2σ + k − l)−1×










(−iλb)l [l!]−1 e(n−σ+ l−k−12 )pii (2σ + k − l)−1×










Γ−1(σ + 1)Γ−1(−σ − n)×
B−1(−σ, n− σ − 1)Wnλ,σ+ 1
2
(2λ).
4. Some linear combinations of Whittaker functions
Lemma 3. Let −1 < reσ < −12 . Then
D2(fλ, fρ,+) = C2 · 2−σ−1 pi
1






Γ−1(σ + 1)B(σ + 1 + iρ, σ + 1− iρ)M−iρ,σ+ 1
2
(2iλ).
P r o o f. Let us make the change t := y − z in the integral





(y − z)−2σ−2 (1− z)σ−iρ (1 + z)σ+iρ eiλz dy dz.
We obtain
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(1− z)σ−iρ (1 + z)σ+iρ e−iλz dz.
Let us apply the formulas
+∞∫
0













(2n− 2k + 1)−α
k! (2n− k + 1)! , (6)
where 0 < reα < 1, [6, 2.5.4.14], and
a∫
0
xα−1 (a− x)β−1 e−px dx = B(α, β) aα+β−1 1F1(α; α+ β; −ap), (7)
where reα, reβ > 0, [6, 2.3.6.1].
Lemma 4. Let −1 < reσ < −12 . Then
D3(fλ, fρ,+) = Γ(σ + 1− iρ) Γ(σ + 1 + iρ)
[














B(−σ − iρ,−σ + iρ)×
M−iρ,−σ− 1
2
(2iλ) + C3,− · 2σ+1 (iλ)σ Γ(2σ + 2)×[
Γ(−σ − iρ)W−iρ,σ+ 1
2





P r o o f. Making the change t := p−q2 in the integral
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we obtain
D3(fλ, fρ,+) = C3,+ · 2−σ+1
+∞∫
0
































For I3, we apply
+∞∫
0






























where re ν > 0, re[(ν − 1)a] < −|im b|, [6, 2.5.47.15].
For I4, we make the change u := tanh p2 + 1 and apply (7).
























where re(νc) > |im b|, [6, 2.5.47.6].
For I6, we make the change u := coth p2 and apply
+∞∫
0
xα−1(y + x)τ−1 e−sx dx = yα+τ−1B(α, 1− α− τ) 1F1(α; α+ τ ; sy)+
(1− τ) s1−α−τ Γ(α+ τ − 1) 1F1(1− τ ; 2− α− τ ; sy),









ν − µ+ 1
2
; 2ν + 1; z
)
,









)Mλ,µ(z) + Γ(2µ)Γ (λ+ µ+ 12)Mλ,−µ(z)
[8, 8.3.4.4], we have
B(−σ ± iρ, 2σ + 1)M±iρ,−σ− 1
2




Γ(−σ ± iρ) Γ(2σ + 1)
Γ(σ + 1± iρ) M±iρ,−σ− 12 (∓2iλ)+
Γ(−σ ± iρ) Γ(−2σ − 1)
Γ(−σ ± iρ) M±iρ,σ+ 12 (∓2iρ) =
Γ(−σ ± iρ)W±iρ,σ+ 1
2
(∓2iρ).
This completes the proof.
Lemmas 3 and 4 immediately yield the following:
Theorem 2. Let −1 < reσ < −12 . Then
Γ(2σ + 2)
[












B(−σ − iρ,−σ + iρ)M−iρ,−σ− 1
2
(2iλ) + C2,− · 2σ+1 (iλ)σ Γ(2σ + 2)×[
Γ(−σ − iρ)W−iρ,σ+ 1
2
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P r o o f. Since C2, C3,+, C3,− do not depend of λ and ρ, we can use the
”initial conditions” (λ1, ρ1) := (1, 0) and (λ2, ρ2) := (−1, 0), i.e. we can solve




Lemma 5. Let −1 < reσ < −12 . Then
D2(fλ, fρ,−) = C2 · 2−σ−1 pi
1






[2 B(σ + 1 + iρ, σ + 1− iρ) Miρ,σ+ 1
2
(2iλ) + (−1)iρ [Γ(σ + 1 + iρ) e−2iλ×
Wiρ,σ+ 1
2





P r o o f. In order to evaluate










(y − z)−2σ−2 (1− z)σ−iρ (1 + z)σ+iρ eiλz dy dz
 ,
we make the change t := y − z. So,
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xα−1 (x− a)β−1 e−px dx = Γ(β) aα+β−1 e−apΨ(β, α+ β; ap),
where reα, reβ > 0, [6, 2.3.6.6]. Let us replace the Ψ-function by the linear
combination of 1F1 confluent hypergeometric functions. Each 1F1 function can
be replaced by Whittaker function.
Lemma 6. Let −1 < reσ < −12 . Then
D3(fλ, fρ,−)=Γ(σ+1−iρ) Γ(σ+1+iρ)
[












B(−σ − iρ,−σ + iρ) [Γ(−σ − iρ) W−iρ,σ+ 1
2
(2iλ)+









P r o o f. Let us make the change t := p−q2 in























SO(2, 1)-Invariant Double Integral Transforms 255
We obtain
F3(fλ, fρ,−) = C3,− · 2−σ+1
+∞∫
0
































The formulas for evaluating of the integrals I10, I11, I12, I13 have been described
in the proofs of the previous lemmas.
Lemmas 5 and 6 yield the following
Theorem 3. Let −1 < reσ < −12 . Then


























× B(−σ − iρ,−σ + iρ)
[












Acknowledgements. The author like to thank the support by Grant
No 99P-6 of the Ministry of Education and Sciences of the Russian Federation.
References
[1] I.M. Gel’fand, M.I. Graev, N.Ja. Vilenkin, Generalized Functions, Vol. 5:
Integral Geometry and Representation Theory. Academic Press, New York
(1966).
256 I. Shilin
[2] I.M. Gel’fand, G.E. Shilov, Generalized Functions, Vol. 1: Properties and
Operations. Academic Press, New York (1964).
[3] I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series, and Products. Aca-
demic Press, New York (2007).
[4] V.F. Molchanov, Representations of pseudo-orthogonal groups associated
with a cone. Math. USSR. Sb. 10, No 3 (1970), 333–347.
[5] A.I. Nizhnikov, I.A. Shilin, Some special functions related to unimodular
pseudo-orthogonal groups. Banach Center Publ. 93 (2011), 117–127.
[6] A.P. Prudnikov, Yu.A. Brychkov, O.I. Marichev, Integrals and Series, Vol.
1: Elementary Functions. Gordon and Breach, New York (1986).
[7] I.A. Shilin, A.I. Nizhnikov, Some formulas for Legendre functions induced
by the Poisson transform. Acta Polytechnica. 51, No 1 (2011), 70–73.
[8] N.Ja. Vilenkin, Special Functions and Theory of Group Representations.
Academic Press, New York (1968).
[9] N.Ja. Vilenkin, A.U. Klimyk, Representations of Lie Groups and Special
Functions, Vol. 2: Class I Representations, Special Functions, and Integral
Transforms. Kluwer Academic Publishers, Dordrecht (1993).
1 Department of Mathematical Simulation, Moscow Aviation Institute
Volokolamskoe shosse 4, Moscow – 125993, RUSSIA
Department of High Mathematics
M. Sholokhov Moscow State University for the Humanities
Verhnya Radishevskaya 16 – 18, Moscow – 109240, RUSSIA
e-mail: ilyashilin@li.ru Received: November 4, 2011
