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Abstract
An existence result for abstract nonlinear inequalities. As a consequence of our result, we obtain
some further generalizations of recent known results. According to this result, we show the existence
of g-saddle point and Aumann strong equilibrium for a constrained noncooperative game.
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1. Introduction and preliminaries
Given two nonempty subsets X,Y of a space E and F (locally convex space)
respectively, and let F ∗ be a dual space of F . Let φ :X×Y → M be a function, g :X → Y
be an application, a correspondence C defined over X in 2Y and f ∗ ∈ F ∗. Gwinner [9],
Ansari et al. [1] and Ding et al. [8] introduced and studied the following nonlinear
inequality problem of finding x¯ ∈X such that:
g(x¯) ∈ C(x¯) and φ(x¯, y) 〈f,y − g(x¯)〉, ∀y ∈C(x¯), (1.1)
where 〈. , .〉 is the pairing between F ∗ and F , in case where E = F,X = Y,g = idx and
C(x) = Y, ∀x ∈ X.
Such types of nonlinear inequalities model some equilibrium problems that arise from
operations research, as well as some unilateral boundary value problems stemming from
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and quasi-variational equation problems [15], variational-like inequality problems and
equilibrium problems studied by many authors as special cases, see [12,16–20] and the
references therein.
Let ψ :X×Y →R be a function. We consider the following abstract nonlinear problem
of finding x¯ ∈ X such that:
g(x¯) ∈ C(x¯) and φ(x¯, y)− φ(x¯, g(x¯))ψ(x¯, y)−ψ(x¯, g(x¯)), ∀y ∈ C(x¯).
(1.2)
The problem (1.2) is also as a perturbed equilibrium problem where ψ is the perturbed
term, see [7].
Clearly, if Y is a convex subset of a topological vector space F with its dual space F ∗
and for some f ∈ F ∗, let ψ(x, y) = 〈f,y − g(x)〉 for all (x, y) ∈X × Y , then the abstract
nonlinear inequality problem (1.2) reduces to problem (1.1).
The main purpose of this paper is to establish to existence results for the abstract
nonlinear inequality problem (1.2) in locally convex separated space. As consequences
of our results, we obtain some further generalizations of the results of Ansari et al. [1],
Ding et al. [8] and according to this result we show the existence of g-saddle point for
constrained noncooperative game sum zero at two players and we show the existence of
Aumann strong equilibrium for a constrained noncooperative game.
Let us first introduce some notation and definitions.
Consider X a nonempty subset of a metrical space E,Y a nonempty subset of a locally
convex space F . Let 2Y be the set of all the parts of Y .
A correspondence C :X → 2Y is said to be upper semi-continuous over X if the set
{x ∈ X such that C(x) ∩A = ∅} is closed in X, for all closed set A in Y [21], it is said to
be closed if the corresponding graph is closed in X × Y ; i.e., set {(x, y) ∈ X × Y such that
y ∈C(x)} is closed in X×Y [2]. A function f : Y →R is said to be upper semi-continuous
over Y if ∀y0 ∈ Y, ∀λ > f (y0), there is a neighborhood v of y0 such that ∀y ∈ v, λ f (y);
f is said to be continuous over Y if f and −f are upper semi-continuous over Y . We
say that f is quasi-concave (respectively quasi-convex) over Y if for any y1, y2 in Y
and for any θ ∈ [0,1], we have min{f (y1), f (y2)}  f (θy1 + (1 − θ)y2) (−f is quasi-
concave). We say that correspondence C :Y → 2Y is upper hemi-continuous over Y if
for any p ∈ Y ∗, function x 
→ σ(C(x),p) = supy∈C(x)〈p,y〉 is upper semi-continuous Y ,
where 〈p,y〉 = p(y) and Y ∗ is the set of continuous linear forms of Y .
We denote by A the closure of set A and by ∂A its border.
Given Y0 a nonempty subset of Y and y ∈ Y0 we denote by HY0(y),ZY0(y), TY0(y)
and NY0(y) the following subsets: HY0(y)=
⋃
h>0[Y0 −y]/h,TY0(y) = HY0(y),ZY0(y) =[TY0(y)+ y] ∩ Y and NY0(y)= {p ∈ Y ∗ such that 〈p,v〉  0, ∀v ∈ TY0(y)}.
Definition 1.1. We say that correspondence C :X → 2E satisfies (X is assumed to be
convex):
(1) the tangential condition if
∀x ∈ X, C(x)∩ TX(x) = ∅, (1.3)
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∀x ∈ X, ∀p ∈ NX(x), then σ
(
C(x),−p) 0. (1.4)
We will use the following results:
Lemma 1.2 [4]. The tangential condition (1.3) implies the dual tangential condition (2.1).
Lemma 1.3 [6]. Let C :E → 2F be a correspondence where E and F are metrical spaces.
If the graph of C is compact, then C is upper semi-continuous over E.
Lemma 1.4 [21] (Separation theorem). Consider K a nonempty convex and closed subset
of a locally convex space X. If x0 does not belong to K , there is a continuous linear form
p ∈X∗ such that 〈−p,x0〉 > σ(K,−p).
2. Existence solutions
In the following theorem, we establish a sufficient condition for the existence of a
solution of the quasi-variational equation (1.2).
Consider F (x, y)= φ(x, y)−ψ(x, y), ∀(x, y) ∈X × Y .
Theorem 2.1. If :
(1) X is a nonempty compact subset of a metrical space E.
(2) Y is a nonempty convex and compact subset of a locally convex separated space F .
(3) g :X → Y is a continuous function over X such that:
(3.1) g(X) is convex over Y .
(4) C is an upper hemi-continuous correspondence over X in 2Y with nonempty, convex
and closed values such that for any g(x) ∈ ∂g(X), [C(x)−g(x)]∩Tg(X)(g(x)) = ∅.
(5) Function F :X × Y →R satisfies:
(5.1) function (x, y) 
→ F(x, y) is continuous over X × Y ,
(5.2) for any x ∈X, function y 
→ F(x, y) is quasi-concave over Y ,
(5.3) for any g(x) ∈ ∂g(X), for any y ∈ Y and for any p ∈ Y ∗, there is a w ∈
Zg(x)(g(x)) such that{
(5.3.1) F(x, y) F(x,w),
(5.3.2) 〈p,y〉 〈p,w〉.
(6) Set {x ∈ X such that α(x) = supy∈C(x) F(x, y) F(x, g(x))} is closed.
Then there is an x¯ ∈X such that
g(x¯) ∈ C(x¯) and φ(x¯, y)− φ(x¯, g(x¯))ψ(x¯, y)−ψ(x¯, g(x¯)), ∀y ∈C(x¯).
Remark 2.1. Condition (5.3) in Theorem 2.1 implies ∀g(x) ∈ ∂g(X),∀p ∈ Y ∗, we have
sup
y∈Y
[
F (x, y)+ 〈p,y〉] sup
z∈Zg(X)(g(x))
[
F (x, z)+ 〈p, z〉].
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Remark 2.3. Condition (6) in Theorem 2.1 is true if we assume furthermore that
correspondence C is lower semi-continuous over X.
Proof. Assume that the conclusion of Theorem 2.1 is false; i.e., ∀x ∈ X, we have
g(x) /∈ C(x) or sup
y∈C(x)
F (x, y) > F
(
x,g(x)
)
. (2.1)
Let
V0 =
{
x ∈ X such that sup
y∈C(x)
F (x, y) > F
(
x,g(x)
)}
.
• According to Separation theorem and considering the fact that C(x) is nonempty,
convex and closed, g(x) /∈C(x) implies ∀g(x) ∈ g(X), ∃p ∈ Y ∗ such that〈−p,g(x)〉− σ (C(x),−p)> 0
where σ(C(x),p) = supy∈C(x)〈p,y〉 is a supporting function of C(x).
Let
Vp =
{
x ∈ X such that 〈−p,g(x)〉− σ (C(x),−p)> 0}.
• Assumptions (3), (4), (5.1) and (6) of Theorem 2.1 implies that sets V0, Vp and p ∈ Y ∗
are open. Claim (2.1) implies that X ⊂ V0 ∪⋃p∈Y ∗ Vp. Since X is compact, it is possible
to cover it by a finite number n of its subsets. Let {hi}i=0,n be a partition unity subordinate
to {V0,Vp1, . . . , Vpn}; i.e., we have{∀x ∈X, ∑ni=0 hi(x) = 1,
∀i = 1, n, supphi ⊂ Vpi and supph0 ⊂ V0.
• Introduce the following function
Φ :X × Y →R
defined by
(x, y) 
→ Φ(x,y)= h0(x)F (x, y)+
n∑
i=1
hi(x)
〈
pi, y − g(x)
〉
.
Function (x, y) 
→Φ(x,y) is continuous over X × Y .
We now show that there is an x¯ ∈ X such that
sup
y∈Y
Φ(x¯, y) = Φ(x¯, g(x¯)).
Assume
∀x ∈ X, ∃y ∈ Y such that Φ(x,y) > Φ(x,g(x)). (2.2)
Construct the following sets:
θy =
{
x ∈X such that Φ(x,y) > Φ(x,g(x))}, y ∈ Y.
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number r of its subsets. Let {lj }j=1,r be a partition unity subordinate to {θy1, . . . , θyr }; i.e.
we have ∀x ∈X,∑rj=1 lj = 1 and ∀j = 1, r, supp lj ⊂ θyj .
Consider the following correspondence:
M :X → 2F
defined by
x 
→M(x) =
{
y ∈ Y such that max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x,y)
}
where
S =
{
λ = (λ1, . . . , λn) ∈Rr such that
r∑
i=1
λi = 1, λi  0 ∀i = 1, r
}
.
• We now show that correspondence M is upper semi-continuous over X, with
nonempty, convex and closed values in Y and satisfying: ∀g(x) ∈ ∂g(X), ∃u ∈X, ∃α > 0
such that αg(u) + (1 − α)g(x) ∈ M(x).
(1) ∀x ∈X,M(x) = ∅.
Consider an x ∈ X, function λ 
→∑ri=1 λiΦ(x, yi) is linear over Rr . Therefore, it is
continuous over the compact set S and according to the Theorem of Weierstrass [2],
∃λ¯ ∈ S such that
max
λ∈S
r∑
i=1
λiΦ(x, yi) =
r∑
i=1
λ¯iΦ(x, yi)
r∑
i=1
λ¯i max
i=1,r
Φ(x, yi) = Φ(x,yi0).
Therefore, yi0 ∈ M(x), which implies M(x) = ∅.
(2) ∀x ∈X,M(x) is closed in Y .
Consider x ∈X and z ∈ M(x). There is a sequence {zk}k1 of elements of M(x) which
converges towards z.
As a consequence, the fact that ∀k  1, zk ∈M(x) implies
∀k  1, max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x,xk). (2.3)
Taking into account condition (5.1) of Theorem 2.1 and the fact that pi ∈ Y ∗, i = 1, r
with k → +∞, we obtain
max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x, z).
Therefore, z ∈M(x); i.e., M(x) is closed.
(3) ∀x ∈X,M(x) is convex in Y .
Let x ∈ X and z, z be elements of M(x) and θ ∈ [0,1].
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Since z and z are elements of M(x), we have
max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x, z) and max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x, z).
Therefore,
max
λ∈S
r∑
i=1
λiΦ(x, yi)min
{
Φ(x, z),Φ(z, z)
}
. (2.4)
Taking into account condition (5.2) of Theorem 2.1 and the fact that pi ∈ Y ∗, i = 1, r
and the inequality (2.4), we obtain
max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ
(
x, θz+ (1 − θ)z), ∀θ ∈ [0,1],
i.e., θz + (1 − θ)z ∈M(x).
(4) M is upper semi-continuous over X.
According to Lemma 1.2, it is sufficient to show that the graph of M is closed in the
compact set X × Y .
Let (x, z) ∈ Graph(M). There is a sequence {(xk, zk)}k1 of elements of Graph(M)
which converges toward (x, z).
Therefore, ∀k  1, zk ∈M(xk); i.e., ∀k  1,
max
λ∈S
r∑
i=1
λiΦ(xk, yi)Φ(xk, zk).
Taking into account condition (5.1) of Theorem 2.1 and pi ∈ Y ∗, i = 1, r with k → ∞,
we obtain
max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x, z);
i.e., z ∈M(x), then (x, z) ∈ Graph(M); in other words, Graph(M) is closed.
(5) ∀g(x) ∈ ∂g(X), ∃α > 0, ∃u ∈ X such that αg(u) + (1 − α)g(x) ∈ M(x).
Let g(x) ∈ ∂g(X). It is shown in (1) that ∀x ∈X, ∃yi0 ∈ Y such that
max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ(x,yi0). (2.5)
(In particular, (2.5) remains true for any x ∈ X such that g(x) ∈ ∂g(X)). Condi-
tion (5.3) of Theorem 2.1, implies ∃a > 0, ∃u ∈X such that Φ(x,yi0)Φ(x,αg(u)+
(1 − α)g(x)) with αg(u) + (1 − α)g(x) ∈ Y . Therefore,
max
λ∈S
r∑
i=1
λiΦ(x, yi)Φ
(
x,αg(u)+ (1 − α)g(x)),
i.e., αg(u) + (1 − α)g(x) ∈M(x).
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Assume that the conclusion is not true; i.e., ∀x ∈ X, g(x) /∈M(x).
We have ∀x ∈ X,g(x) /∈ M(x), which implies, according to Lemma 1.3 and the fact
that M(x) is nonempty, convex and closed, ∀x ∈X, there is a q ∈ Y ∗ such that〈−q,g(x))> σ (M(x),−q).
Define
∆q =
{
x ∈X such that 〈−q,g(x)〉− σ (M(x),−q)> 0}.
The continuity of function g and the upper semi-continuity of M implies that subsets ∆q
are open, ∀q ∈ Y ∗.
We have X ⊂⋃q∈Y ∗ ∆q . Furthermore, since X is compact, it can be covered by a finite
number m of its subsets. Let {fj }j=1,m be a partition unity subordinate to this cover.
Consider the following function
Σ :g(X) × g(X) →R
defined by(
g(u), g(v)
) 
→Σ(g(u), g(v))= m∑
j=1
fj (u)
〈
qj , g(v) − g(u)
〉
.
Function Σ is continuous with respect to the first variable, and quasi-concave with respect
to the second variable. Since g(X) is compact and convex. According to the inequality of
Ky Fan [10], there is a g(u¯) ∈ g(X) such that
∀g(v) ∈ g(X),
m∑
j=1
fj (u¯)
〈
qj , g(v) − g(u¯)
〉
 0,
which implies q¯ = ∑mj=1 fj (u¯)qj belongs to cône normal Ng(X)(g(u¯)). According to
Lemma 1.1 and taking into account (5), we derive
σ
(
M(u¯),−q¯) 〈−q¯, g(u¯)〉.
If fj (u¯) > 0, then j ∈ suppfj ⊂ ∆qj ; i.e., 〈−qj , g(u¯)〉 > σ(M(u¯),−qj ), therefore,〈−q¯, g(u¯)〉 σ (M(u¯),−q¯)= σ(M(u¯),− m∑
j=1
fj (u¯)qj
)

m∑
j=1
fj (u¯)σ
(
M(u¯),−qj
)
<
m∑
j=1
fj (u¯)
〈−qj , g(u¯)〉= 〈−q¯, g(u¯)〉,
which is impossible.
As a consequence, there is an x˜ ∈ X such that g(x˜) ∈ M(x˜); i.e.,
max
λ∈S
r∑
i=1
λiΦ(x˜, yi)Φ
(
x˜, g(x˜)
)
.
Thus ∀λ ∈ S,∑ri=1 λiΦ(x˜, yi)Φ(x˜, g(x˜)).
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r∑
i=1
li (x˜)Φ(x˜, yi)Φ
(
x˜, g(x˜)
)
. (2.6)
Consider set J = {i = 1, . . . , r such that li (x˜) > 0}. By construction, J = ∅. Note that
r∑
i=1
li (x˜)Φ(x˜, yi) =
∑
i∈J
li(x˜)Φ(x˜, yi).
We have ∀i ∈ J , li (x˜) > 0, therefore x˜ ∈ supp li ⊂ θyi , i.e., ∀i ∈ J , Φ(x˜, yi) > Φ(x˜, g(x˜)).
We then have∑
i∈J
li (x˜)Φ(x˜, yi) >
∑
i∈J
li(x˜)Φ
(
x˜, g(x˜)
)= Φ(x˜, g(x˜)),
i.e., Φ(x˜, g(x˜)) < Φ(x˜, g(x˜)), which is impossible.
We can thus conclude that there is an xˆ ∈ X such that
sup
y∈Y
Φ(xˆ, y) = Φ(xˆ, g(xˆ))
or ∀y ∈ Y ,
h0(xˆ)F (xˆ, y)+
n∑
i=1
hi(xˆ)
〈
pi, y − g(xˆ)
〉
 h0(xˆ)F
(
xˆ, g(xˆ)
)
. (2.7)
• If h0(xˆ) = 0 we have ∑ni=1 hi(xˆ) = 1. Therefore, (2.7) becomes
n∑
i=1
hi(xˆ)
〈
pi, y − g(xˆ)
〉
 0, ∀y ∈ Y. (2.8)
Inequality (2.8) implies p¯ =∑ni=1 hi(xˆ)pi belongs to normal cone Ng(X)(g(xˆ)). Accord-
ing to Lemma 1.1 and condition (4) of Theorem 2.1, we have
σ
(
C(xˆ),−p¯) 〈−p¯, g(xˆ)〉. (2.9)
The fact that hi(xˆ) > 0, i = 1, n, implies xˆ ∈ supphi ⊂ Vpi ; i.e.,〈−pi, g(xˆ)〉> σ (C(xˆ),−pi).
We have
σ
(
C(xˆ),−p¯)= σ(C(xˆ),− n∑
i=1
hi(xˆ)pi
)

n∑
i=1
hi(xˆ)σ
(
C(xˆ),−pi
)
<
n∑
i=1
hi(xˆ)
〈−pi, g(xˆ)〉= 〈−p¯, g(xˆ)〉,
which is in contradiction with inequality (2.9).
We can then conclude h0(xˆ) > 0.
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sup
y∈C(xˆ)
F (xˆ, y) > F
(
xˆ, g(xˆ)
)
.
Since function y 
→ F (xˆ, y) is continuous over the compact C(xˆ), it follows that, according
to Theorem of Weierstrass [3], there is a yˆ ∈ C(xˆ) such that supy∈C(xˆ) F (xˆ, y) = F (xˆ, yˆ).
Therefore:
h0(xˆ)F (xˆ, yˆ) > h0(xˆ)F
(
xˆ, g(xˆ)
)
. (2.10)
If
∑n
i=1 hi(xˆ) = 0, (2.7) becomes h0(xˆ)F (xˆ, y) h0(xˆ)F (xˆ, g(xˆ)), ∀y ∈ Y , which is
in contradiction with inequality (2.10). Therefore ∑ni=1 hi(xˆ) > 0.
Let K = {i = 1, . . . , n such that hi(xˆ) > 0}. We have K = ∅. In fact, ∑ni=1 hi(xˆ) > 0.
If i ∈K , we have xˆ ∈ supphi ⊂ Vpi ; i.e.,〈−pi, g(xˆ)〉> σ (C(xˆ),−pi).
We have
〈−p¯, yˆ〉 σ (C(xˆ),−p¯)= σ(C(xˆ),− n∑
i=1
hi(xˆ)pi
)

n∑
i=1
hi(xˆ)σ
(
C(xˆ),−pi
)
<
n∑
i=1
hi(xˆ)
〈−pi, g(xˆ)〉= 〈−p¯, g(xˆ)〉,
thus
n∑
i=1
hi(xˆ)
〈
pi, y − g(xˆ)
〉
> 0. (2.11)
Inequalities (2.10) and (2.11) imply
h0(xˆ)F (xˆ, yˆ) +
n∑
i=1
hi(xˆ)
〈
pi, yˆ − g(xˆ)
〉
> h0(xˆ)F
(
xˆ, g(xˆ)
)
,
which is in contradiction with (2.7).
We can then conclude that there is an x¯ ∈X such that g(x¯) ∈C(x¯) and
sup
y∈C(x¯)
F (x¯, y) = F(x¯, g(x¯)).
Thus
g(x¯) ∈ C(x¯) and φ(x¯, y)− φ(x¯, g(x¯))ψ(x¯, y)−ψ(x¯, g(x¯)), ∀y ∈ C(x¯). 
Corollary 2.1. Lei X is a nonempty compact subset of a metrical space E, Y is a nonempty
convex and compact subset of a locally convex separated space F and f be a nonzero
continuous linear functional on F such that we have the following
(1) g :X → Y is a continuous function over X such that:
(1.1) g(X) is convex over Y .
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and closed values such that for any g(x) ∈ ∂g(X), [C(x)− g(x)] ∩ Tg(X)(g(x)) = ∅.
(3) Function φ :X × Y →R satisfies:
(3.1) function (x, y) 
→ φ(x, y) is continuous over X × Y and φ(x,g(x)) = 0,
∀x ∈X,
(3.2) for any x ∈X, function y 
→ φ(x, y) is quasi-concave over Y ,
(3.3) for any g(x) ∈ ∂g(X), for any y ∈ Y and for any p ∈ Y ∗, there is a w ∈
Zg(X)(g(x)) such that{
(5.3.1) φ(x, y)− 〈f,y − g(x)〉 φ(x,w)− 〈f,w − g(x)〉,
(5.3.2) 〈p,y〉 〈p,w〉.
(4) Set {x ∈X such that α(x) = supy∈C(x) φ(x, y)−〈f,y−g(x)) φ(x,g(x))} is closed.
Then there is an x¯ ∈X such that
g(x¯) ∈ C(x¯) and φ(x¯, y) 〈f,y − g(x¯)〉, ∀y ∈ C(x¯).
Proof. It’s immediately if we consider F (x, y) = φ(x, y) − ψ(x, y) where ψ(x, y) =
f,y−g(x)〉, then ψ(x, .) is linear and ψ(x,g(x)) = 0 for all x ∈ X. Then by Theorem 2.1,
the conclusions of Corollary 2.1 holds. 
Let us consider two players Juba and Massi having the strategy set A and B available,
respectively. Let a correspondence C :A → 2B and an application g defined to A in B . If
Juba choose the strategy u ∈A, Massi having the strategy v ∈C(u), then let
L(u, v) := gain by Massi = loss by Juba
(e.g., in euro). We allow L(u, v) to be negative, and if this is the case player Massi has a
negative gain, that is, a loss of |L(u, v)| euro.
Definition 2.1. The pair (x¯, g(x¯)) in A × B is called an optimal strategy pair iff x¯ is a
g-saddle point of the gain function L, with respect to C and A×B , i.e.
g(x¯) ∈ C(x¯) and L(x¯, y)L(x¯, g(x¯)) L(x,g(x¯)) for all x ∈A and y ∈ C(x¯).
This definition reflects the fact that each player will play so as to maximize his or her
interests.
Remark 2.4. If C(x) = B , for all x ∈ A, then the notion of g-saddle point of the function L,
with respect to C and A×B will be identical to the notion g-saddle point of the function L,
with respect to A×B , see [13].
Let us consider the following functions
ϕ :A→ A× B
defined by x 
→ ϕ(x) = (x, g(x)).
S :A →A× 2B
defined by x 
→ S(x) = (A,C(x)).
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separated space E and F , respectively, such that we have the following:
(1) g :A→ B is a linear continuous function over A.
(2) S is an upper hemi-continuous correspondence over A with nonempty, convex and
closed values such that for any φ(x) ∈ ∂ϕ(A), [S(x)− ϕ(x)] ∩ Tϕ(A)(ϕ(x)) = ∅.
(3) Function L :A×B 
→R satisfies:
(3.1) function L is continuous over A×B ,
(3.2) for any x ∈ A, function L(x, .) is quasi-concave over B and for any y ∈ B ,
function L(. , y) is quasi-convex over A,
(3.3) for any ϕ(x) ∈ ∂ϕ(A), for any (y, z) ∈ A × B and for any f ∈ (A× B)∗, there
is a (p, q) ∈ Zϕ(A)(ϕ(x)) such that{
(3.3.1) Ł(x, z)L(x, q) and Ł(y, g(x)) L(p,g(x)),
(3.3.2) 〈f, (y, z)〉 〈f, (p, q)〉.
(4) Set {x ∈A such that α(x) = sup(y,z)∈S(x)(L(x, z)−L(y,g(x))) 0} is closed.
Then L has at least g-saddle point with respect to C and A×B .
Proof. Consider the following function F :A × (A × B) → R defined by F (u, (y, z)) =
L(u, z)−L(y,g(u)).
(1) The function ϕ is continuous over A and since g is linear, then ϕ(A) is convex in
A×B .
(2) The function F is continuous over A × (A × B), the function F (u, (. , .)) is quasi-
concave over A×B , for any u ∈A and the condition (3.3) of this theorem implies the
condition (5.3) of Theorem 2.1.
By consequently of Theorem 2.1, there exists u¯ such that
ϕ(u¯) ∈ S(u¯) and F(u¯, (y, z)) F(u¯, ϕ(u¯))= 0 for all (y, z) ∈ S(u¯).
Which implies:
g(u¯) ∈C(u¯) and L(u¯, z)L(u¯, g(u¯)) L(y,g(u¯))
for all y ∈A and z ∈ C(u¯). 
In case where we have, C(x) = B , for all x ∈A in Theorem 2.2, we have the following
result, see [13].
Proposition 2.1. Suppose that A and B are two subsets nonempty, convex and compact in
E and F (respectively) where E and F are the separated locally convex space satisfying:
(1) g is linear, continuous on A,
(2) L is continuous on A × B , L is quasi-concave (quasi-convex) with respect to the
second (to the first) variable,
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L(u, z) L(u,q),
L(y, g(u))L(p,g(u)).
Then, the function L has at least a g-saddle point with respect A×B .
In case where we have, C(x) = Y , for all x ∈ X in Theorem 2.1, we have the following
result, see [13,14].
Proposition 2.2. Let X be a nonempty set in a metric space E, Y be a nonempty convex,
compact set in a separated locally convex space F and ψ be a real valued function defined
on X × Y . Suppose there exists a nonempty compact subset X0 of X and g a function
defined and continuous from X0 into Y satisfying the following conditions:
(1) g(X0) is convex compact in Y ,
(2) the function ψ is continuous on X0 × Y ,
(3) the function y 
→ψ(x, y) is quasi-concave on Y , for each x ∈ X0,
(4) for each g(x) ∈ ∂g(X0) and for each y ∈ Y , there exists z ∈ Zg(X0)(g(x)) such that
ψ(x, y)ψ(x, z).
Then, there exists x¯ ∈X0 such that
sup
y∈Y
ψ(x¯, y) = ψ(x¯, g(x¯)).
3. Application
In this section, we examine the existence of the Aumann strong equilibrium [5] for a
constrained noncooperative game.
Let I = {1,2, . . . , n} be the finite set of players, X = ∏i∈I Xi the set of issues, Xi
the strategy set of player i; Xi ⊂ Ei . We note XK =∏i∈K Xi where K ⊂ I/∅. Consider
the following correspondences of constraints: SK :X → 2XK ;K ⊂ I/∅ and vector f =
(f1, f2, . . . , fn) where fi :X → R is the payoff function of player i . Let x and xK be
elements of X and XK , respectively.
We then obtain the following constrained noncooperative game:
G = (Xi, SK,fi)i∈I,K⊂I . (3.1)
Notation 3.1.
X̂ =
∏
K⊂I/∅
∏
j∈K
X
j
K, E =
∏
K⊂I/∅
∏
j∈K
E
j
K,
where XjK = XK,EK = EjK, ∀K ⊂ I/∅,∀j ∈K and |I | is the cardinal of set I .
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(3.1) iff ∀K ⊂ I/∅, ∀yK ∈ SK(x¯), the following system:
fj (yK, x¯I−K) fj (x¯), i ∈ K (3.2)
with at least one strict inequality is impossible.
Remark 3.1. SK(x) ≡ XK, ∀K ⊂ I then game G is a game in normal form G =
(Xi, fi)i∈I .
Interpretation 3.1. If a coalition K deviates from its strategy x¯K some Aumann strong
equilibrium x¯ then she cannot improve the earning of all his (her) players at the same time
if the rest of the players maintains its strategy x¯I−K of the x¯. This equilibrium is stable
with regard to the deviation of a coalition.
Properties 3.1. If SK(x) ≡ XK,∀K ⊂ I , then:
(1) ASE is a Nash equilibrium, it sufficient to consider in Definition 3.1 K = {i}.
(2) ASE is an optimum of Pareto, it sufficient to consider in Definition 3.1 K = I .
(3) ASE is a Berge strong equilibrium, it sufficient to consider in Definition 3.1 K = {I/j }
and j = i [11].
(4) ASE is an element in α-core set.
(5) ASE is an element in β-core set.
(6) ASE is also an k-equilibrium, ∀k ∈ {1,2, . . . , n}.
Consider the following functions:
g :X → X̂
defined by x 
→ g(x) = ((xK),K ⊂ I/∅),
C :X → 2X̂
defined by x 
→ C(x) = (SK(x),K ⊂ I/∅),
F :X × X̂ →R
defined by
(x, yˆ) → F (x, yˆ) =
∑
K⊂I/∅
∑
i∈K
fi(xI−K,yjK),
where
X̂ =
∏
K⊂I/∅
∏
j∈K
X
j
K, yˆ ∈ X̂.
Lemma 3.1. If Ei is a locally convex separated space, then the function g is linear
continuous over X.
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correspondence C to make sure of at least one ASE for the game (3.1).
Theorem 3.1. Assume that ∀i ∈ I , Xi is a nonempty, convex and compact part of a
separated locally convex space Ei and the following conditions are satisfied:
(1) function (x, yˆ) → F(x, yˆ) is continuous over X × X̂;
(2) ∀x ∈X, function yˆ 
→ F(x, yˆ) is quasi-concave over X̂;
(3) ∀g(x) ∈ ∂g(X), ∀yˆ ∈ X̂, ∀pˆ ∈ X̂∗, ∃zˆ ∈Zg(X)(g(x)) such that F(x, yˆ) F(x, zˆ) and
(pˆ, yˆ − zˆ) 0;
(4) correspondence C is upper hemi-continuous with nonempty, convex, and closed values
satisfying:
∀g(x) ∈ ∂g(X), [C(x)− g(x)] ∩ Tg(X)(g(x)) = ∅;
(5) set {x ∈ X such that α(x) = supyˆ∈C(x) F(x, yˆ) F(x, g(x))} is closed.
Then, game G possesses at least one ASE.
Proof. Taking into account conditions (1)–(5) in Theorem 3.1, we can conclude that all
conditions of Theorem 2.1 are satisfied. Therefore, according to Theorem 2.1, there is an
x¯ ∈X such that: g(x¯) ∈C(x¯) and F (x¯, yˆ) F (x¯, g(x¯)), ∀yˆ ∈C(x¯), i.e.,∑
K⊂I/∅
∑
i∈K
fi
(
x¯I−K,yjK
)

∑
K⊂I/∅
∑
i∈K
fi(x¯), ∀yˆ ∈C(x¯). (3.3)
Let us show x¯ is a ASE for the game (3.1).
Let be K ⊂ I , K fixed arbitrarily, we put yM = x¯M, ∀M ⊂ I and M = K in (3.3), we
obtain then:
∀yK ∈ SK(x¯),
∑
i∈K
fi(x¯I−K,yK)
∑
i∈K
fi(x¯). (3.4)
Suppose that x¯ is not an ASE for the game (3.1), then ∃K0 ⊂ I, ∃x˜K0 ∈ SK0(x¯) such that{
(1) ∀i ∈ K0, fi(x˜K0 x¯I−K0) fi(x¯),
(2) ∃i ∈ K0, fi(x˜K0 x¯I−K0) > fi(x¯).
(3.5)
System (3.5) implies that∑
i∈K0
fi(x¯I−K0, x˜K0) >
∑
i∈K0
fi(x¯),
what contradicts inequality (3.4), if we put K = K0 and x˜K0 = yK0 in (3.4). 
In case where we have, SK(x) = XK , for all x ∈X and for all if K ⊂ I , in Theorem 3.1,
we have the following result.
Theorem 3.2. Assume that ∀i ∈ I , Xi is a nonempty, convex and compact part of a
separated locally convex space Ei and the following conditions are satisfied:
R. Nessah / Bull. Sci. math. 128 (2004) 417–431 431(1) function (x, yˆ) → F(x, yˆ) is continuous over X × X̂;
(2) ∀x ∈X, function yˆ 
→ F(x, yˆ) is quasi-concave over X̂;
(3) ∀g(x) ∈ ∂g(X), ∀yˆ ∈ X̂, ∃zˆ ∈Zg(X)(g(x)) such that F(x, yˆ) F(x, zˆ).
Then, game G possesses at least one ASE.
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