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1. RESUMEN
Esta tesis aborda las técnicas de los polinomios de Adomian e Iteración Variacional, que son
métodos iterativos para resolver ecuaciones no lineales de la forma f (x) = 0: El objetivo principal
es generar nuevos algoritmos y nuevos esquemas iterativos que permitan obtener nuevas fórmulas
y métodos iterativos. Se estudian los polinomios de Adomian y se construyen nuevas variantes
del método de Newton. También se estudian la técnica iterativa variacional y se obtienen algunos
resultados conocidos, como también, nuevos esquemas y por ende, nuevos métodos iterativos.
En el presente estudio se realiza una revisión de las diversas fórmulas existentes y se crean nuevas
fórmulas mediante procedimientos matemáticos basados en los polinomios de Adomian y la técnica
iterativa variacional.
Se desarrolla la construcción de los principales esquemas iterativos, asi como el análisis de su
convergencia, enfatizando en el orden de convergencia de dicho método.
Este estudio permitió obtener los principales esquemas iterativos de cada método, mediante la
deducción de su método constructivo, asi como el análisis de convergencia del mismo. Se ejemplican
y se calculan raíces de funciones no lineales de algunas funciones bases, utilizadas en los artículos
cientícos consultado.
También, se realiza una comparación entre los algoritmos existentes y los diseñado en nuestra
investigación, utilizando los criterios de: orden de convergencia, eciencia computacional, índice
operacional, así como el máximo y mínimo número de evaluaciones funcionales e índice de eciencia
computacional.
Según los resultados obtenidos después de las comparaciones, nuestros algoritmos presentan un
excelente funcionamiento con respecto a los existentes en la literatura sobre este área de conocimien-
to.
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2. INTRODUCCIÓN
En la vida real existen existen diversas clases de problemas que surgen en la teoría de la op-
timización, control económico, robótica, inteligencia articial, teoría de ecuaciones, modelos de la
física-matemática y en otras áreas de conocimiento que se puede formular utilizando una ecuación
no lineal del tipo
f (x) = 0
Esta ecuación puede ser una ecuación algebraica de orden superior y posiblemente puede im-
plicar términos trigonométricos, trigonométricos inversos, exponenciales, logarítmicos, hiperbólicos,
hiperbólicos inversos o ser completamente una ecuación trascendente.
Se sabe que toda ecuación algebraica de orden mayor o superior a cinco, no puede ser resuelta
bajo ningún método de radicales y en algunos casos, no se puede encontrar la solución exacta de
dicha ecuación. Para superar esta dicultad, se han desarrollado métodos numéricos que permiten
obtener soluciones aproximadas de dicha ecuación no lineal.
La resolución de ecuaciones y sistemas de ecuaciones no lineales gura entre los problemas más
importantes, tanto desde un punto de vista teórico como práctico, de las matemáticas aplicadas, así
como también de muchas ramas de las ciencias, la ingeniería, la física, la informática, la astronomía,
las nanzas, etc. Un vistazo a la bibliografía y la lista de grandes matemáticos que han trabajado
en este tema pone de maniesto un alto nivel de interés contemporáneo en el mismo.
Aunque el rápido desarrollo de las computadoras digitales llevó a la aplicación efectiva de muchos
métodos numéricos, en la realización práctica, es necesario analizar diferentes problemas tales como:
la eciencia computacional basado en el tiempo usado por el procesador, el diseño de métodos itera-
tivos que posean una rápida convergencia a la solución deseada, el control de errores de redondeo, la
información sobre las cotas de error de la solución aproximada obtenida, las condiciones iniciales que
garanticen una convergencia segura, número de evaluaciones funcionales, la eciencia computacional,
índice computacional, índice operacional, orden de convergencia, número de iteraciones, etc. Dichos
problemas constituyen el punto de partida de este trabajo.
En la actualidad, el estudio de los métodos iterativos para resolver ecuaciones no lineales, es un
campo bastante explorado por la investigación de matemática numérica y cada dia, la preocupación
es más arraigada, debido a la imperante necesidad de resolver ecuaciones no lineales que no poseen
soluciones analíticas exactas.
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La inquietud por mejorar el orden y la rapidez de convergencia de los métodos iterativos, es una
necesidad imperante en el estudio de dichos métodos y cada dia, es más creciente las investigaciones
referidas a la búsqueda de nuevos procesos numéricos.
Entre los principales valores metodológicos de la tesis, se pueden mencionar :
1. Diseñar nuevos algoritmos para obtener soluciones de ecuaciones no lineales.
2. Aplicación de diferentes técnicas numéricas creadas para la solución de una ecuación no lineal.
3. Evidenciar la importancia de la ciencia computacional en la búsqueda de nuevos enfoques de
paradigmas de programación matemática.
Esto rearma, el objetivo central de este trabajo, el cual consiste en diseñar nuevos algoritmos,
basados en la Descomposición de los Polinomios de Adomian y la Técnica Iterativa Variacional, los
cuales permiten obtener nuevas variantes del método de Newton.
Los objetivos especicos alcanzado al desarrollar esta tesis son:
1. Diseñar nuevos métodos iterativos para resolver ecuaciones no lineales.
2. Estudiar la convergencia de los nuevos métodos iterativos desarrollados.
3. Implementar en lenguaje C++, los nuevos métodos numéricos estudiados.
El capítulo 1, se reere a los conceptos generales de la teoría de los métodos iterativos, en-
fatizando en aquellas deniciones y teoremas generales necesarios para la investigación, también
presenta el estado de arte de la investigación, con el objetivo de mostrar la amplitud de las diversas
técnicas numéricas y poder dirigir nuestro estudio a la continuación de los conocimientos que se
han alcanzado. También se presenta un listado de deniciones, propiedades y teoremas relativos a
los métodos iterativos, destacando el método general del punto jo y sus principales consecuencias
teórica y a partir de aqui, se inere el caso particular del método de Newton. También se enfatiza
en los aspectos relativos al análisis y orden de convergencia.
El capítulo 2, muestra una perspectiva del método de Newton, resaltando nuevos esquemas
iterativos y obteniendo nuevas fórmulas iterativas para el hallazgo de las raíces reales de ecuaciones
no lineales. Se analiza su orden de convergencia y se presenta diversas variantes del mismo.
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El capítulo 3, destaca la teoría de los polinomios de Adomian, sus diversas variantes, asi como,
los métodos iterativos de Abbasbandy y el método de Chun. Se desarrolla la construcción de ambos
método iterativo, asi como, el análisis de su convergencia. En este acápite, se obtienen nuevos
esquemas y métodos iterativos basado en la técnica de los polinomios de Adomian.
El capítulo 4, desarrolla la teoría de la Técnica Iterativa Variacional, sus diversas variantes, asi
como la obtención de nuevos esquemas y métodos iterativos.
El capítulo 5, se demuestran los teoremas generales de los diversos esquemas iterativos obtenidos
por la técnica de variacion iterativa y se presentan algunos casos especiales de los mismos. Se estudia
el orden de convergencia de los diferentes esquemas iterativos.
Los capítulos 2 - 4, desarrollan los resultados numéricos obtenidos con los diversos algoritmos,
destacando aquellos que superan o son equivalente al método de Newton, de acuerdo al número de
iteraciones necesarias para alcanzar dicha raíz real. Es necesario señalar que la selección de estas
funciones bases, obedecen a criterios de comparación que se efectuaron entre las aproximaciones
numéricas presentadas en los artículos cientícos consultados y los obtenidos por los diversos pro-
gramas que se codicaron para el análisis de la información. También estos capítulos contienen una
conclusión del resultados de las ejecuciones de los códigos fuentes desarrollados para cada uno de
dichos algoritmos.
La programación de todos los algoritmos fueron codicados en el lenguaje de alto nivel C++,
para este n, se utilizó técnicas de POO (Programación Orientada a Objetos), es decir, programación
que emplea denición de clase.
Varias técnicas numéricas se han introducido para desarrollar nuevos métodos numéricos, entre
ellos: Serie de Taylor [8, 57, 94], fórmulas basadas en la cuadratura de Gauss [63], Perturbación
homotópica [67, 68], Descomposición de Adomian [1, 2, 10, 42] y la técnica de iteración variacional
[34, 65], todos ellos han sido desarrollados e implementados para resolver ecuaciones no lineales.
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3. PLANTEAMIENTO DEL PROBLEMA
La resolución de ecuaciones y sistemas de ecuaciones no lineales gura entre los problemas más
importantes, de las matemáticas aplicadas, la ingeniería, la física, la informática, la astronomía, las
nanzas, etc. Un vistazo a la bibliografía y la lista de grandes matemáticos que han trabajado en
este tema pone de maniesto un alto nivel de interés contemporáneo en el mismo.
El estudio de los métodos iterativos para resolver ecuaciones no lineales es cada día mas im-
portante, ya que es necesario obtener soluciones aproximadas conables, necesarias para resolver
problemas de la vida real.
La necesidad por mejorar el orden y la rapidez de convergencia de los métodos iterativos es muy
imperante en el estudio de dichos métodos y cada día, es mas creciente las investigaciones referidas
a la búsqueda de nuevos procedimientos numéricos.
Por lo antes expuesto, nuestro interés se centra en mejorar y optimizar las soluciones aproximadas
para el problema de la resolución de ecuaciones no lineales, mediante la descomposición de los
polinomios de Adomian y la técnica iterativa variacional.
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4. METODOLOGÍA DESARROLLADA
La metodología empleada en este trabajo siguió las siguientes etapas:
1. Se revisó el estado del arte sobre los métodos iterativos existentes, la cual consistió en analizar
la metodología y resultados obtenidos en 307 artículos publicados en revistas indexadas de
matemáticas aplicadas. Esto permitió obtener una visión general sobre las diferentes varian-
tes existentes sobre el método de Newton, además de apreciar la belleza teórica con que es
abordado este tema de matemática numérica.
2. Se estudiaron los procedimientos matemáticos de los Polinomios de Adomian y de la Técnica
Iterativa Variacional, asi como sus diferentes aplicaciones a la teoría de los métodos iterativos.
3. Generación de diversos esquemas iterativos y búsqueda de funciones arbitrarias auxiliares que
permitieran obtener nuevos métodos iterativos, basados en los polinomios de Adomian y la
Técnica Iterativa Variacional.
4. Se formularon y demostraron teoremas que permiten obtener el orden de convergencia de
dichos métodos numéricos.
5. Programación en C++, de todos los algoritmos consultados y los nuevos obtenidos por las
técnicas de los polinomios de Adomian y la variación iterativa.
6. La comparación realizada se basó en el número de iteraciones de cada método para determinar
la solución real de la ecuación no lineal.
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5. OBJETIVOS
5.1. Objetivo General
Diseñar nuevos algoritmos basado en la descomposición de los polinomios de Adomian y en la
técnica de iteración variacional.
5.2. Objetivos Especícos
1. Generalizar el método de Newton, basado en diferentes enfoque matemáticos y métodos aproxi-
mativos para la solución de ecuaciones no lineales.
2. Aplicar la teoría de los polinomios de Adomian y la técnica de variación iterativa para generar
nuevos esquemas y métodos iterativos.
3. Diseñar los algoritmos y programas computacionales de los nuevos métodos iterativos obtenidos,
evaluándolo con algunos criterios comparativos y clasicativos.
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6. CAPÍTULO I : CONCEPTOS GENERALES
6.1. Introducción
El objetivo principal de este capítulo es introducir algunos conceptos básicos referentes a las
principales deniciones, propiedades y teoremas relativos a la teoría de métodos iterativos, tales
como: orden de convergencia, multiplicidad de una raíz y eciencia computacional. También se
presentan algunos resultados de la teoría general de los métodos iterativos necesarios para el estudio
a realizarse en los capítulos posteriores.
En la actualidad existen una gran cantidad de métodos iterativos para resolver ecuaciones no
lineales, con f : R ! R; una función real de variable real. La esencia de estos métodos consiste
en que si se conoce un entorno sucientemente pequeño que contiene solo a una raíz  de la
ecuación f (x) = 0 y seleccionamos una estimación inicial de la raíz x0; lo sucientemente cerca
de la raíz buscada ; generamos mediante una función de punto jo g (x) una sucesión de iterados
x1; x2;    ; xk ;    que convergen a la raíz : La convergencia de la sucesión se garantiza con la
elección apropiada de la función g y de la aproximación inicial x0.
El método descrito por la función de iteración g : I  R! R tal que
xk+1 = g (xk) ; k = 0; 1; 2;   
partiendo de una estimación inicial x0 dada, incluye una gran cantidad de esquemas iterativos,
los cuales dieren entre si por la forma de denir la función de iteración g: Para el estudio de la
convergencia de los métodos iterativos, asi como para probar la existencia de la raíz de la ecuación
f (x) = 0 se usan las llamadas funciones contractivas.
Un método iterativo es un método que progresivamente va calculando aproximaciones a la solu-
ción de un problema. En Matemática, un método iterativo se repite un mismo proceso de mejora
sobre una solución aproximada: se espera que lo obtenido sea una solución más aproximada que la
inicial. El proceso se repite sobre esta nueva solución hasta que el resultado más reciente satisfaga
ciertos requisitos. A diferencia de los métodos directos, en los cuales se debe terminar el proceso
para tener la respuesta, en los métodos iterativos se puede suspender el proceso al término de una
iteración y obtener una aproximación a la solución.
Un elemento en contra que tienen los métodos iterativos sobre los métodos directos es que
calculan aproximaciones a la solución. Los métodos iterativos se usan cuando no se conoce un
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método para obtener la solución en forma exacta. También se utilizan cuando el método para
determinar la solución exacta requiere mucho tiempo de cálculo, cuando una respuesta aproximada
es adecuada, y cuando el número de iteraciones es relativamente reducido.
Un método iterativo consta de los siguientes pasos:
1. Inicia con una solución aproximada (semilla).
2. Ejecuta una serie de cálculos para construir una mejor aproximación partiendo del valor de la
semilla. La fórmula iterativa que permite construir la nueva aproximación usando la anterior,
se conoce como ecuación de recurrencia.
3. Se repite el paso anterior pero usando como semilla la nueva aproximación obtenida.
6.2. Estado del Arte
Los métodos iterativos se han desarrollado en los últimos siglos debido a su ecacia para afrontar
diferentes problemas no lineales, tales son los casos de predicciones de órbitas planetarias, hasta
los procesos más recientes utilizado en la inteligencia articial, especícamente en el campo de la
robótica.
La clasicación de los esquemas iterativos para resolver ecuaciones no lineales del tipo f (x) = 0
se basa en el número de pasos del proceso: así, un método puede ser de un solo paso o multipaso.
El más conocido método de un solo paso es el de Newton, cuya expresión iterativa es
xk+1 = xk   f (xk)
f 0 (xk)
en cada paso del proceso, este método necesita dos evaluaciones funcionales (f; f 0) : Bajo ciertas
condiciones, el orden de convergencia del método de Newton es dos, lo que proporciona una buena
eciencia con un coste computacional razonable, de ahí su amplio uso. Sin embargo, sucesivos
intentos de mejorar su eciencia, en términos de velocidad de convergencia, dieron sus frutos en
forma de otros métodos de un solo punto: los esquemas de Halley, Chebyshev, etc. Los cuales tienen
convergencia cúbica, donde sus expresiones iterativas tienen un elemento en común: el operador de
convexidad logarítmica
Lf (xk) =
f (xk) f
00 (xk)
[f 0 (xk)]
2
el uso de este operador permite acelerar la convergencia hasta tercer orden, pero a costa de
evaluar la segunda derivada de la función no lineal en cada iterado. Esta idea puede extenderse para
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acelerar aun más la velocidad de convergencia, pero a costa de evaluaciones funcionales de derivadas
de órdenes superiores, lo que a efectos prácticos no es conveniente.
Esta y otras limitaciones de los métodos punto a punto llevan, en la segunda mitad del siglo XX;
al desarrollo de métodos multipaso que, mediante expresiones iterativas sencillas y evaluaciones de
derivadas de bajo orden de la función no lineal permiten obtener órdenes de convergencia elevados.
Un esquema propuesto por Traub, es el método de Potra-Ptak, el cual su expresión iterativa parte
del método de Newton como primer paso y un segundo paso consiste en aplicar Newton sobre
el primero, pero evaluando únicamente la función en el primer paso y manteniendo la derivada
evaluada en el iterado anterior, es decir
yk = xk   f (xk)
f 0 (xk)
xk+1 = yk   f (yk)
f 0 (yk)
este método tiene orden de convergencia tres, posteriormente se desarrollaron los métodos clási-
cos de la familia Chebyshev-Halley. Jarratt, Ostrowski y los métodos de King, los cuales no hacían
uso de la evaluación de la derivada segunda, todo ellos con orden de convergencia cuatro.
Durante las siguientes décadas se profundizó en el conocimiento de estos métodos, analizando su
convergencia local mediante la determinación de regiones donde se aseguraba su convergencia. Sin
embargo, el trabajo de Weerakoon y Fernando [21] basado en un trabajo previo de Ozban, marca un
nuevo punto de inicio en esta área de investigación. En este momento comienza el auge en el diseño
de métodos iterativos multipasos para la resolución de ecuaciones no lineales. En la última década
del siglo XX y la primera del siglo XXI aparecen numerosos trabajos en los que se diseñan tantos
métodos como familias de métodos óptimos de órdenes crecientes. Para ellos se utilizan diferentes
técnicas, pero con una raíz común: la composición de métodos conocidos (básicamente Newton) y
la posterior eliminación de algunas de las evaluaciones funcionales añadida en el proceso. La razón
del éxito de esta técnica es simple: la composición de dos métodos de órdenes p y q respectivamente,
permite construir un nuevo esquema cuyo orden de convergencia es el producto de los órdenes de los
métodos originales. Es por tanto, una técnica que permite aumentar la velocidad de convergencia,
sin embargo, aumenta el número de evaluaciones funcionales implicadas. Para evitar esto, se elimina
alguna de las evaluaciones funcionales añadida en el proceso de composición, ya sea por interpolación
polinómica, por funciones racionales o por polinomios de Adomian.
Otra técnica reciente que permite aumentar signicativamente el orden de convergencia, sin
elevar el número de evaluaciones funcionales, es la técnica de las funciones peso, en el proceso de
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composición, se sustituye en el último paso una o más de las evaluaciones funcionales nuevas por
otras existentes, con lo que el método resultante no alcanza el producto de los órdenes de partida.
Para hacerlo, se introduce como factor una función indeterminada cuya variable contiene alguna de
las evaluaciones funcionales usadas en el método.
Finalmente se analizan métodos iterativos multipunto óptimos con derivada para la solución de
ecuaciones no lineales, donde dichos esquemas son construidos mediante la técnicas del polinomio
de Adomian, Técnicas de Variación Iterativas y esquema predictor-corrector, donde estos últimos
tienen la estructura del esquema de Potra-Ptak.
6.3. Conceptos Básicos
Denición 1 Dada una sucesión innita de elementos fxig1i=1del espacio métrico (E; d) se dice
que la sucesión es convergente hacia el elemento x 2 E, si para cualquier valor " > 0 siempre se
puede encontrar un número natural N tal que para todo n > N se verica que d(xn; x) < ". Al
elemento x se le denomina, si existe, límite de la sucesión fxig1i=1: En forma simbólica
lm
n!1
xn = x() 8 " > 0; 9 N 2 N tal que n  N implica que jxn   xj < "
La notación lm
n!1
xn = x signica que la sucesión fxng1n=1 converge a x
Denición 2 Dada una sucesión innita de elementos fxig1i=1 del espacio métrico (E; d) se dice
que la sucesión es una sucesión de Cauchy, si para cualquier valor " > 0 siempre se puede encontrar
un número natural N tal que 8 n > N y m > N se verica que d(xn; xm) < ".
Denición 3 El espacio métrico (E; d) es un espacio métrico completo si toda sucesión de Cauchy
de elementos de E es una sucesión convergente en (E; d).
Denición 4 Sea g una aplicación denida en un espacio métrico (E; d) y con valores en el mismo
espacio métrico, se denomina punto jo de la aplicación g a todo elemento x de E tal que x =
g(x). Geométricamente un punto jo representa el punto de intersección de la curva y = g(x) con
la recta y = x.
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Denición 5 Sean (E; d) y (V; d) dos espacios métricos y sea g : E ! V una aplicación denida
en E y con valores en V . Se dice que g es una aplicación lipschitziana de razón k cuando existe
una constante real k > 0 tal que:
d (g(x); g(y))  k d(x; y); 8 x; y 2 E
A la menor constante k que verica la condición anterior se la denomina constante de Lipschitz
(o razón) de la aplicación. Hay un tipo de funciones lipschitzianas de interés especial, las funciones
contractivas, que son funciones lipschitzianas para las cuales k toma valores 0 < k < 1.
Teorema 6.1 Toda aplicación lipschitciana denida en (E; d) y con valores en (V; d) es una apli-
cación continua en todo E.
Demostración 1 Si g : E ! V es una aplicación lipschitciana con constante de Lipschitz k se
verica que
d (g(x); g(y))  k d(x; y); 8 x; y 2 E
Por tanto para cualquier valor de " estrictamente positivo y para cualquier punto x de E se
tiene que
8 " > 0 ; 9  = "
k
; d (x; y) <  =) d (g(x); g(y))  k d(x; y) < "
Por tanto g es continua en todo punto x 2 E.
Denición 6 A toda aplicación lipschitciana que verique las dos condiciones siguientes:
1. Estar denida en un espacio métrico (E; d) sobre si mismo: g : E ! E
2. Tener una constante de Lipschitz estrictamente inferior a 1.
se le denomina contracción sobre E.
Teorema 6.2 Toda contracción denida sobre un espacio métrico completo admite un único punto
jo.
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Demostración 2 Comencemos demostrando la existencia del punto jo. Sea g : E ! E una
contracción, de constante de Lipschitz k < 1, denida en el espacio métrico (E; d) y sea x0 un
elemento cualquiera de E. Considérese entonces la sucesión formada a partir de x0 mediante xi+1 =
g (xi)
Para la sucesión fxig1i=1 se verica
d (x1; x2) = d (g (x0) ; g (x1))  k d (x0; x1)
d (x2; x3) = d (g (x1) ; g (x2))  k d (x1; x2)  k2d (x0; x1)
...
d (xn; xn+1) = d (g (xn) ; g (xn+1))  knd (x0; x1)
De estas desigualdades, aplicando la desigualdad triangular de las distancias, resultará que:
d (xn; xn+p)  d (xn; xn+1) + d (xn+1; xn+p)
 d (xn; xn+1) + d (xn+1; xn+2) + d (xn+2; xn+p)
 d (xn; xn+1) + d (xn+1; xn+2) +   + d (xn+p 1; xn+p)
 knd (x0; x1) + kn+1d (x0; x1) +   + kn+p 1d (x0; x1)
= knd (x0; x1)

1 + k + k2 +   + kp 1
En la expresión anterior, el sumatorio que aparece representa la suma de una progresión geo-
métrica cuyo primer término toma el valor 1 y de razón k. Por tanto
1X
i=0
ki =
1
1  k lo que conduce
a
d (xn; xn+p)  k
n
1  kd (x0; x1)
y puesto que, al ser g(x) una contracción, k es estrictamente inferior a 1, para cualquier valor
de " positivo y bastaría considerar el índice natural N de forma que
N 
log

" (1  k)
d (x0; x1)

log k
para que se verique que d(xn; xm) < " para todo par de índices n y m mayores que N . En
denitiva, la sucesión fxig1i=1es una sucesión de Cauchy.
Y como por las hipótesis del teorema se está trabajando en un espacio métrico completo, admi-
tiría límite x. Y puesto que al ser g una contracción, es continua, entonces se verica que
g (x) = lm
i!1
g (xi) = lm
i!1
xi+1 = x

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Luego g(x) admite un punto jo que es el límite de la sucesión generada mediante
xi+1 = g (xi) ; i = 0; 1; 2;   
a partir de cualquier elemento x0 perteneciente a E.
Demostremos ahora la unicidad del punto jo, mediante reducción al absurdo. En efecto, con-
sideremos por un momento que en las condiciones del teorema hubiera dos elementos distintos de
E, que denotaremos por a y b, que fuesen puntos jos. Al ser distintos se tendrá que d(a; b) > 0.
Pero por otra parte se debe vericar que
d (a; b) = d (g (a) ; g (b))  kd (a; b) < d (a; b)
Y que un número real sea estrictamente menor que s¬mismo obviamente es absurdo.
El teorema anterior, no imposibilita que otras aplicaciones que no sean contracciones, o que estén
denidas en espacios que no sean completos, puedan tener uno o varios puntos jos. Simplemente
nos asegura que si nuestra aplicación es una contracción y está denida sobre un espacio métrico
completo siempre existirá un único punto jo de la aplicación. La demostración de la existencia del
punto jo nos indica que podemos encontrarlo como límite de la sucesión
x(i+ 1) = g (xi)
generada a partir de cualquier x0 perteneciente al espacio E.
La demostración de la existencia del punto jo que se ha realizado en el teorema precedente
ya pone de maniesto muchos aspectos importantes sobre los métodos iterativos de resolución de
ecuaciones no lineales. En efecto, si logramos denir una contracción g con la que generar una
sucesión que converja hacia la solución de las ecuaciones no lineales a resolver ya habremos dado
un primer paso. La distancia que separe xn de la solución x = (x1) podría estimarse mediante
d (xn; x
) = d (xn; x1)  d (xn; xn+1) + d (xn+1; x1)
 d (xn; xn+1) + d (xn+1; xn+2) + d (xn+2; x1)
 d (xn; xn+1) + d (xn+1; xn+2) +   + d (xn+j; xn+j+1) +   
 knd (x0; x1) + kn+1d (x0; x1) +   + kn+jd (x0; x1) +   
= knd (x0; x1)

1 + k + k2 +   + kp 1
= knd (x0; x1)
1X
i=0
ki
=
kn
1  kd (x0; x1)
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Ello pone de maniesto diferentes hechos (para el caso en que ya se haya resuelto el problema
de que la sucesión converja). Entre ellos podemos citar:
1. No es indiferente el elemento x0 con el que se inicialice la sucesión pues el ahorrarnos
iteraciones en el proceso depende de d (x0; x1) :
2. Cuanto más próxima a 1 sea la constante de Lipschitz de la contracción más pequeño sería
(1   k) y por tanto mayor será el número (n) de iteraciones que se necesitarán para estar
razonablemente cerca de la solución. En otros términos cuanto más próxima a 0 sea la
constante de Lipschitz de las contracciones con las que se trabaje, menor será el esfuerzo de
cálculo necesario para obtener buenasaproximaciones de las soluciones.
3. Si en lugar de acotar la distancia a la solución con d (x0; x1) se acotara con d (xn; xn+1) se
tiene que
d (xn; x
) = d (xn; x1)  d (xn; xn+1) + d (xn+1; x1)
 d (xn; xn+1) + d (xn+1; xn+2) + d (xn+2; x1)
 d (xn; xn+1) + d (xn+1; xn+2) +   + d (xn+j; xn+j+1) +   
 kd (xn 1; xn) + k2d (xn 1; xn) +   + kjd (xn 1; xn) +   
= kd (xn 1; xn)

1 + k + k2 +   + kj +    
= kd (xn 1; xn)
1X
i=0
ki
=
k
1  kd (xn 1; xn)
Ello nos indica que la distancia entre dos aproximaciones consecutivas de la solución es una
forma de medir la distancia de la última de ellas a la solución ponderada por el factor
k
1  k (lo que
nos vuelve a llevar a la consideración de que interesan valores de la constante de Lipschitz cuanto
más pequeños mejor).
Denición 7 El número  2 R se dice una solución de la ecuación si se verica que f () = 0; es
decir, si  es una raíz de la ecuación f:
Denición 8 El error absoluto, representado por en; se obtiene como el valor absoluto de la diferen-
cia entre el valor exacto x y la aproximación a este valor : Esto es
en = jx  j
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Denición 9 Supongamos que la sucesión xn ! ; xn 6= : Decimos que la sucesión converge a 
con orden de convergencia p > 0; si 9 una constante  > 0 tal que
lm
j!1
jej+1j
jejjp = lmj!1
jxj+1   j
jxj   jp = 
la constante  se llama constante asintótica del error.
De aqui podemos inferir los siguientes resultados:
1. Si p = 1, la convergencia se llama lineal y, para j suciente grande, es jej+1j  jejj: Para este
caso, la constante  se llama tasa de convergencia o constante asintótica y necesariamente
0 <  < 1:
2. Si 1 < p < 2; la convergencia se llama superlineal.
3. Si p = 2, la convergencia se llama cuadrática y, para j suciente grande, se cumple jej+1j 
jejj2: Si una sucesión tiene convergencia cuadrática, a partir de un cierto momento, el número
de decimales exactos se duplica a cada paso.
4. Si p = 3, la convergencia se llama cúbica.
5. En general, la convergencia es de orden p; si existen  > 0 y k0 tales que jxk+1   j 
 jxk+1   jp ; 8 k  k0
También se puede denir al orden de convergencia de la sucesión fxng1n=0 como el número p  1
tal que
jen+1j  C jenjp para algún C > 0 y 0 < C < 1
En general, una sucesión con mayor orden de convergencia se aproxima a la raíz más rápidamente
que una de orden inferior. La constante asintótica inuye en la rapidez de convergencia, pero no es
tan importante como el orden. A una técnica iterativa que produce una sucesión que converge con
orden de convergencia p se le denomina, en general, método de orden p:
Las nociones de orden de convergencia y de constante asintótica del error tienen una gran
importancia práctica. Cuando xn está sucientemente cerca de ; entonces
jxn+1   j   jxn   jp
y haciendo
dn =   log jxn   j
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obtenemos
dn+1 = pdn + r
con
r =   log 
Esto quiere decir que en cada iteración, se multiplica por p el número de cifras exactas, de forma
que, en general, un método con un orden de convergencia alto converge más rápidamente que un
algoritmo de orden más bajo. La constante asintótica también afecta a la rapidez de convergencia,
pero no es comparativamente tan importante como el orden.
Teorema 6.3 Sea fxng1n=0 una sucesión que converge a  y en = xn   ; p  1; ki 2 R; ki 6= 0;
i = 0; 1; 2;    . Si en+1 = k1epn + k2ep+1n +    o en+1 = k1epn +O (ep+1n ) ; entonces
lm
n!1
jen+1j
jenjp = jk1j
Demostración 3 Sea fxng1n=0 una sucesión que converge a  y en = xn ; p  1; ki 2 R; ki 6= 0;
i = 0; 1; 2;    . Por hipótesis
en+1 = k1e
p
n + k2e
p+1
n + k3e
p+2
n +   
tomando epn factor común, obtenemos
en+1 = e
p
n
 
k1 + k2e
1
n + k3e
2
n +   

asi
en+1
epn
= k1 + k2e
1
n + k3e
2
n +   
como en ! 0 cuando n!1; se tiene
lm
n!1
jen+1j
jenjp = jk1j
Denición 10 Se dice que el cero  de la función f tiene multiplicidad m (m 2 f1; 2; 3; :::g) si la
función f se puede escribir en la forma
f (x) = (x  )m g (x) ; x 6= 
donde lm
x!
g () 6= 0:
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Si m = 1, se dice que  es una raíz simple; si m > 1, se dice que  es una raíz no simple o raíz
múltiple.
Teorema 6.4 Sea f 2 C1[a; b] y sea  2 (a; b). Entonces f tiene un cero simple (de multiplicidad
1) en  si, y solo si
f () = 0 y f 0 () 6= 0
Sea f 2 Cm[a; b] y sea p 2 (a; b). Entonces  es un cero de f de multiplicidad m si y solo si
f () = 0 ; f 0 () = 0 ;    ; f (m 1) () = 0 y f (m) () 6= 0
Demostración 4 Por denición
f (x) = (x  )m g (x) ; x 6= 
aplicando la fórmula para la derivada de un producto
f (j) (x) =
jX
k=0

j
k

[(x  )m](k) g (x)(j k)
=
jX
k=0

j
k

m (m  1)    (m  k + 1) (x  )(m k) g (x)(j k)
si j < m: se tiene que f (j) () = 0 y si j = m; f (m) () = m!:
Recíprocamente, desarrollando la serie de Taylor
f (x) = f ()+f 0 () (x  )+f
00 ()
2
(x  )2+  +f
(p 1) ()
(p  1)! (x  )
p 1+
f (p) ()
p!
(x  )p ; x <  < 
aplicando la hipótesis, obtenemos
f (x) =
f (p) ()
p!
(x  )p ; x <  < 
siendo f (p) (x) continua en ;
f (x) = (x  )p g (x)
con g (x) =
f (p) ()
p!
;  =  (x)
Denición 11 Si r es el orden de convergencia del método iterativo y d es el número de evalua-
ciones funcionales por iteración de dicho método, entonces, la eciencia computacional está dada
por
 = r1=d = d
p
r
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En general, una sucesión con mayor eciencia computacional es mejor que otra sucesión de menor
eciencia computacional.
Denición 12 Sea  una raíz de la ecuación f (x) = 0 y supongamos que xn+1 ; xn y xn 1 son
tres iteraciones consecutivas cercanas a la raíz : El orden de convergencia computacional  puede
ser aproximado por la fórmula
 =
ln
xn+1   xn   

ln
 xn   xn 1   

Denición 13 Dada una sucesión xn ! x y una sucesión yn ! y; diremos que (yn) converge más
rapidamente que (xn) si
lm
n!1
y   yn
x  xn = 0
Por otro lado, si dos sucesiones tienen el mismo orden de convergencia y la misma constante
asintótica, no tienen porqué converger con la misma velocidad.
Por ejemplo:
yn =
an
n2
; xn =
an
n
; 0 < a  1
el orden es 1 y la constante asintótica es a para ambas, pero (yn) converge más rápidamente que
(xn).
Fórmula de Taylor
Si f 2 Cn+1 [a; b] y x0 2 [a; b] ; entonces para cada x 2 [a; b]
f (x) =
nX
k=0
f (k) (x  h)
k!
(x  x0)k +O
 
(x  x0)n+1

donde h = x  x0
Criterios de Parada.
Resulta común que un proceso iterativo se detenga ya sea porque alcanzó un máximo número
de iteraciones o porque logró alcanzar una tolerancia del error (prescrita por el usuario) entre la
solución aproximada y la solución exacta del problema. Para este último propósito existen criterios
de parada que dependen tanto de la multiplicidad de la raíz como del orden de convergencia de la
función de iteración.
19
Debido a que los métodos a ser analizados están propuestos para ceros simples y sus órdenes de
convergencia son mayores que uno, dos criterios de parada son implementados: para una tolerancia
" del error se pide que
jf (xn)j  " o jxn+1   xnj  "
A continuación se analizan ambos criterios.
Criterio 1: (jf (xn)j  ")
Supongamos que f es diferenciable en algún intervalo I  R que contenga ; considere que xn
2 I; 8 n: Sea xn la n-ésima aproximación a , por el Teorema del Valor Intermedio se tiene
f (xn) = f (xn)  f () = f 0 (n) (xn   ) con n 2 (xn; )
por tanto
xn    = f (xn)
f 0 (n)
de la fórmula anterior, se desprende que:
1. jf 0 ()j  1 entonces jxn   j  jf (xn)j  "
2. jf 0 ()jn 1 entonces jxn   jo "
3. jf 0 ()jo 1 entonces jxn   jn "
Consecuentemente, este criterio de parada no funciona para raíces múltiples, pues si f 0 () = 0
entonces se cumple el caso (2.), lo cual produciría una parada del proceso iterativo sin haber
alcanzado la tolerancia prescrita. En cambio, para ceros simples, el criterio funciona si se cumple el
caso (1.) ó el caso (3.); aunque, para este último se estaría haciendo iteraciones innecesarias.
Criterio 2: (jxn+1   xnj  ")
Sea xn+1 = g (xn) y xn  , aplicando el teorema del valor intermedio se tiene que existe
n 2 (xn; ) tal que
xn+1    = g (xn)  g () = g0 (n) (xn   )  g () (xn   )
de donde
xn+1   xn = (xn+1   )  (xn   )
 g0 () (xn   )  (xn   )
= (xn   ) (g0 ()  1)
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por tanto
xn     xn+1   xn
g0 ()  1
Luego, si g0 ()  1, entonces jxn   j  jxn+1   xnj para este caso podría no ser un buen criterio
para aquellos métodos que presentan una convergencia lineal, pues g0 () 6= 0. Si  1 < g0 () < 0
entonces jxn   j  jxn+1   xnj, por lo tanto, el criterio es bueno.
6.4. Método del Punto Fijo
El método de aproximaciones sucesivas o iteración de punto jo es una forma muy útil y simple
de encontrar la raíz de una ecuación de la forma f(x) = 0. Para ello se reordena la ecuación de
manera que x sea igual a g(x). Esta transformación se puede llevar a cabo mediante operaciones
algebraicas o simplemente agregando x en ambos miembros de la ecuación original. A una solución
de esta ecuación se le llama un punto jo de la función g. Sin embargo, es muy importante la
selección de la función g(x), ya que no siempre converge con cualquier forma elegida de g(x).
Conexión entre la búsqueda de puntos jos y búsqueda de raíces
Si g tiene punto jo p, entonces f(x) = g(x) x tiene un cero en p. Si f tiene una raíz p, entonces
g(x) = x  f(x) tiene punto jo p.
Teorema 6.5 Sea g : [a; b]! R una función diferenciable que verica
1. g([a; b])  (a; b)
2. max
x2[a;b]
jg0 (x)j < 1
Entonces existe un único p 2 [a; b] tal que g (p) = p y además para todo x0 2 [a; b], la sucesión
fxng generada por la iteración xn+1 = g (xn) converge a p
Demostración 5 Sea h(x) = g(x) x, 8x 2 [a; b]. Entonces h(x) es continua y verica que h(a) > 0
y h(b) < 0, por lo que se verican las condiciones del Teorema de Bolzano. En consecuencia, existe
un p 2 (a; b) tal que h(p) = 0, es decir g(p) = p.
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Para ver la unicidad, supongamos que existen dos valores, p; t 2 (a; b) tales que g (p) = p y
g (t) = t; entonces por el teorema del valor medio existe c 2 (p; t) tal que g(t)  g(p) = g0(c)(t  p),
es decir, g0(c) = 1, lo que contradice la segunda condición.
Sea ahora fxng la sucesión generada a partir de x0 2 [a; b] mediante la iteración xn+1 =
g (xn) ; n  0 y L = max
x2[a;b]
jg0 (x)j < 1: Se verica entonces que
en = jxn   pj = jg (xn 1)  g (p)j = jg0 (x)j jen 1j  Len 1  L2en 2      Lne0 
Teorema 6.6 Sea g : I  [a; b] ! R una función continua en [a; b]. Si (xn) es una sucesión en
[a; b] que converge a  2 [a; b], entonces  es un punto jo de g.
Demostración 6 Como lm
n!1
(xn) = , se tiene que lm
n!1
(xn+1) = . A su vez, como se tiene que,
g es continua en [a; b] y por la relación xn+1 = g(xn), se obtiene
g () = g

lm
n!1
(xn)

= lm
n!1
g (xn) = lm
n!1
xn+1 = 
de donde  es el punto jo de g: 
Para aproximar el punto jo de una función g, se escoge una aproximación inicial x0 y se genera
la sucesión (xn) dada por xn+1 = g(xn) para cada n > 0. Esta técnica recibe el nombre de iteración
de punto jo.
En general, el algoritmo de un método iterativo está dado por:
1. Dado x0 2 [a; b]
2. Para n = 1; 2;    , hacer xn+1 = g(xn)
Interpretación gráca de los métodos iterativos.
Según sea g(x) y se elija x0, los métodos iterativos pueden ser convergentes o divergentes y, en
ambos casos pueden variar en forma espiral o en escalera, como se indican en los siguientes grácos.
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6.5. Métodos Iterativos
Encontrar una o más raíces de una ecuación no lineal de la forma, f(x) = 0, donde f : I ! R es
una función real de variable real, es uno de los problemas más comunes que ocurren en las matemáti-
cas aplicadas. Los métodos analíticos para resolver tales problemas son difíciles de encontrar o en
línea general no existen. Por lo tanto, para resolver este problema resulta necesario aplicar técnicas
numéricas basadas en procedimientos iterativos como por ejemplo, Newton-Raphson.
En los últimos años se han denido nuevos métodos iterativos que mejoran, en cierta forma, la
precisión de los métodos clásicos.
A lo largo de este trabajo se considera la ecuación no lineal f (x) = 0 donde f es una función
real de variable real y se asume que  es una raíz simple de f:
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Teoría General de los Métodos Iterativos
El método iterativo de Newton pueden considerarse un caso particular del siguiente método
iterativo más general: sea xn+1 determinado por evaluaciones de la función y/o de las derivadas en
los puntos xn; xn 1; xn 2;    ; xn m+1 y hagamos
xn+1 = g (xn; xn 1; xn 2;    ; xn m+1) ; n = m; m+ 1;   
La función g se llama función de iteración, y fxng1n=0 la sucesión de iterados.
En los métodos presentado en la sección anterior, se tiene
g (x) = x  f (x)
f 0 (x)
; m = 1 ; para Newton
g (x; y) = x  f (x) x  y
f (x)  f (y) ; m = 2 ; para la Secante
La teoría general de los métodos iterativos es simple cuando m = 1, es decir,
xn+1 = g(xn); n = 0; 1; 2; ::::
Sea fxng1n=0 una sucesión generada para un x0 inicial dado. Supongamos que xn !  y que g
es continua. Tomando límite
 = g ()
Si esto es cierto decimos que  es un punto jo de g. Para resolver el problema f(x) = 0, se
puede construir una función g tal que un punto jo de g sea una raíz de f .
Teorema 6.7 Si g 2 C[a; b] y g : [a; b]! [a; b], entonces g tiene un punto jo en [a; b].
Demostración 7 Si g(a) = a o si g(b) = b, entonces g tendrá un punto jo en un extremo.
Supongamos que no es así; entonces deberá ser cierto que g(a) > a y que g(b) < b. La función
h(x) = g(x)  x es continua en [a; b] y tenemos
h(a) = g(a)  a > 0
y
h(b) = g(b)  b < 0
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Por el Teorema del Valor Intermedio se tiene que existe  2 (a; b) para el cual h() = 0. Este
número  es un punto jo de g.
0 = h() = g()   implica que g() =  
Teorema 6.8 Sea g continuamente diferenciable en algún intervalo (c; d) que contenga el punto
jo  de g. Si jg0()j < 1, entonces existe una  > 0 tal que la iteración de punto jo converge para
cualquier aproximación x0 siempre que jx0   j  .
Demostración 8 Por ser g0 continua y jg0()j < 1, entonces existe  > 0 tal que jg0(x)j < 1 para
todo x 2 [  ; + ].
Para continuar la prueba es necesario demostrar que g envía [   ;  + ] en [   ;  + ].
Si x 2 [   ;  + ], el Teorema del Valor Medio implica que, para algún número  entre x y ,
jg(x)  g()j = jg0()jjx  j. Por tanto,
jg(x)  j = jg(x)  g()j = jg0()jjx  j < jx  j
Puesto que x 2 [  ; + ], se tiene que jx  j   y que jg(x)  j < .
Este resultado implica que g manda [  ; + ] en [  ; + ]; entonces la iteración denida
por
xn = g(xn 1); n  1
converge para cualquier aproximación x0 2 [   ;  + ] , con lo cual queda demostrado dicho
teorema. 
Los siguientes resultados teóricos serán de utilidad en el análisis del orden de los métodos itera-
tivos a estudiar.
Teorema 6.9 Sea f 2 C3; h 2 C2 en un entorno de una raíz simple de f . Si h() = 1 y h0() =
1
2
f 00 ()
f 0 ()
; entonces existe  > 0 tal que 8 x0 2 [   ;  + ] el método iterativo denido por
(xn) = xn   h(xn) converge a  y además es de al menos orden tres.
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Demostración 9 Para demostrar que  es convergente en un entorno de  tenemos que vericar
que () =  y j0()j < 1
() =   h () f ()
f 0 ()
= 
0() = 1  h0 () f ()
f 0 ()
  h ()
"
[f 0 ()]2   f 00 () f ()
[f 0 ()]2
#
= 1  f
0 ()2
f 0 ()2
= 1  1 = 0 < 1
De las ecuaciones anteriores y el teorema anterior, existe  > 0 tal que  converge a  para
cualquier aproximación inicial x0 2 [  ; + ].
Derivando nuevamente, se obtiene
0() =  
"
2h0 () + h ()
 
f 0 ()3 f 00 ()  2f 0 ()3 f 00 ()
f 0 ()4
!#
=  
"
2h0 ()  f
0 ()3 f 00 ()
f 0 ()4
#
=  

2
1
2
f 00 ()
f 0 ()
  f
00 ()
f 0 ()

= 0
de donde deducimos que  es de al menos orden tres. 
Teorema 6.10 Sea  una raíz simple de f 2 C3(I), con I un intervalo abierto que contiene a .
Supongamos que h 2 C2(I). Si F (x) = xe 
f(x)
xf 0(x) con () = , 0() = 0 ; 00() = 0 ;  6= 0
y h (x) = 1 +
1
2
F 0 (x) + ln
s (x)x
, entonces existe  > 0 tal que para todo x0 2 [   ;  + ] el
método iterativo denido por (xn) = xn h(xn) converge a  y tiene por lo menos un tercer orden
de convergencia.
Demostración 10 La idea es vericar que h() = 1 y h0 () =
1
2
f 00 ()
f 0 ()
: Realizando los cálculos
de F 0 (x) y F 00 (x) evaluada en , se tiene
F 0 (x) = 0
F 00 (x) =
1

f 00 ()
f 0 ()
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y al evaluar en  la derivada de ln
s (x)x
 se obtiene   12
Asi
h () = 1 +
1
2
F 0 () + ln
s ()
 = 1
h0 () =
1
2

1

+
f 00 ()
f 0 ()

  1
2
=
1
2
f 00 ()
f 0 ()
y por el teorema anterior, existe  > 0 tal que para todo x0 2 [  ; + ] el método iterativo
denido por
(xn) = xn   h(xn) f (xn)
f 0 (xn)
converge a  y tiene por lo menos un tercer orden de convergencia. 
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7. CAPÍTULO II : MÉTODO DE NEWTON
Se sabe que el esquema iterativo del método de Newton está denido por
xn+1 = xn   h (xn)
h0 (xn)
donde la función h (x) es diferenciable y además h0 (x) 6= 0: Este método posee orden de conver-
gencia cuadrática y eciencia computacional
p
2: El principal objetivo de este capítulo es generar
algunas variantes del algoritmo de Newton y así obtener nuevos y diferentes esquemas iterativos. La
generación de estas variantes radica en la sustitución de la función h (x) por otra forma funcional
que cumpla con las hipótesis del método de Newton y de esta manera, obtener nuevos esquemas y
nuevos métodos iterativos.
En este capítulo se utilizará el desarrollo de Taylor para deducir el método de Newton.
Desarrollemos la función h (x) mediante el desarrollo de Taylor de orden 2, alrededor del punto
x = a; entonces
h (x) = h (a) + h0 (a) (x  a) +O  h2
como h (x) = 0 se tiene
0 = h (a) + h0 (a)x  h0 (a) a
h0 (a)x = h0 (a) a  h (a)
x =
h0 (a) a  h (a)
h0 (a)
x = a  h (a)
h0 (a)
luego, el esquema iterativo toma la forma
xn+1 = xn   h (xn)
h0 (xn)
7.1. Análisis de Convergencia del Método de Newton
A partir de la fórmula iterativa
f (xk) + f
0 (xk) (xk+1   xk) = 0 ; 8 k  0
ahora, utilizando el desarrollo de Taylor de f de orden dos
0 = f (k) = f (xk) + f
0 (xk) (k   xk) + 1
2
f 00 (k) (k   xk)2 ; 8 k  0
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donde k es un punto situado entre  y xk.
Restando las dos últimas expresiones, resulta
f 0 (xk) (k   xk) + 1
2
f 00 (k) (k   xk)2 = 0 ; 8 k  0
si
p = mn
x2[a;b]
jf 0 (x)j y q = max
x2[a;b]
jf 00 (x)j
de la expresión anterior obtenemos
jxk   j  q
2p
jxk   j2 ; 8 k  0
con lo cual, queda demostrado que el orden de convergencia del método de Newton-Raphson es
de orden cuadrático. 
Si se supone que hay convergencia, entonces xr se debe aproximar a la raíz real x y la magnitud
del error es proporcional al cuadrado del error anterior. Esto signica que el número de cifras
decimales correctas aproximadamente se duplica en cada iteración. A este comportamiento se le
llama convergencia cuadrática.
Ahora vamos a considerar algunos casos especiales donde la función h (x) puede expresarse como
combinación lineal de las funciones f (x) y g (x). En todos los casos, vamos a tomar la función g (x)
como una función arbitraria auxiliar y  2 R:
7.2. Variantes del Método de Newton
7.2.1. Caso I : Forma funcional h (x) = f (x) + g (x)
Consideremos la función h (x) con la forma funcional de una suma, es decir
h (xn) = f (xn) + g (xn)
donde f (xn) y g (xn) son funciones diferenciables y f 0 (xn) 6=  g0 (xn) :
Sustituyendo en el esquema anterior h0 (x) = f 0 (x)+g0 (x), obtenemos el nuevo esquema iterativo
xn+1 = xn   f (xn) + g (xn)
f 0 (xn) + g0 (xn)
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A partir de la formulación de este nuevo esquema iterativo, vamos a considerar a la función
g (xn) como una función auxiliar arbitraria que puede tomar diferentes formas funcionales y a partir
de aquí, obtener nuevas variantes del método de Newton:
Consideremos la función g (xn) = f (xn) ; al derivar y sustituir en el esquema iterativo anterior,
obtenemos una variante del método de Newton, el cual se presenta en la siguiente fórmula
xn+1 = xn   f (xn) + f (x)
f 0 (xn) + f 0 (xn)
(1)
Observemos que si  = 0 o  = 1 se obtiene el método de Newton en su forma clásica
xn+1 = xn   f (xn)
f 0 (xn)
Algoritmo 1 Al considerar g (xn) = f 2 (xn) ; obtenemos otra variante
xn+1 = xn   f (xn) + f
2 (xn)
f 0 (xn) + 2f (xn) f 0 (xn)
(2)
Al considerar  = 0; se obtiene el método de Newton en su forma clásica
Podemos generalizar el proceso anterior, haciendo g (xn) =  [f (xn)]
n ; donde n 2 Z+; efec-
tuando las operaciones indicadas en el esquema iterativo, obtenemos otra variante del método de
Newton, es decir
xn+1 = xn   f (xn) + f
n (xn)
f 0 (xn) + n [f (xn)]
n 1 f 0 (xn)
(3)
Notemos que al considerar  = 0; se obtiene el método de Newton en su forma clásica. Por otro
lado, para n = 1 y  = 1; también obtenemos el método de Newton en su forma estándar.
En particular, para n = 2 y  = 2; se obtiene el siguiente
Algoritmo 2
xn+1 = xn   f (xn) + 2f
2 (xn)
f 0 (xn) + 4f (xn) f 0 (xn)
(4)
Algoritmo 3 Sea g (x) = f (x) e x, entonces el método de Newton, toma la forma
xn+1 = x  f (x) + f (x) e
 x
f 0 (x) + f 0 (x) e x   f (x) e x (5)
Notemos que para  = 0; el método iterativo se reduce al método clásico de Newton.
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Algoritmo 4 Sea g (x) = f (x) ex, entonces el método de Newton, toma la forma
xn+1 = x  f (x) + f (x) e
x
f 0 (x) + f 0 (x) ex + f (x) ex
(6)
Notemos que para  = 0; el método iterativo se reduce al método clásico de Newton.
Ahora si g (xn) = f 0 (xn) ; luego tenemos
xn+1 = xn   f (xn) + f
0 (xn)
f 0 (xn) + f 00 (xn)
(7)
continuando con el proceso, si g (xn) = f 00 (xn) ; entonces
xn+1 = xn   f (xn) + f
00 (xn)
f 0 (xn) + f 000 (xn)
(8)
Y de manera generalizada, se obtiene que para g (xn) = f (n) (xn)
xn+1 = xn   f (xn) + f
(n) (xn)
f 0 (xn) + f (n+1) (xn)
(9)
Consideremos algunos casos donde interviene la recíproca de la funcion derivada, por ejemplo,
la siguiente fórmula
Sea g (xn) =
1
f 0 (xn)
; entonces la nueva variante obtenida es
xn+1 = xn   [f
0 (xn)]
2 f (xn) + f
0 (xn)
[f 0 (xn)]
3   f 00 (xn)
(10)
Por otro lado, sea g (xn) =
1
f 00 (xn)
; se tiene otra variante
xn+1 = xn   f
00 (xn) [f (xn) f 00 (xn) + 1]
f 0 (xn) [f 00 (xn)]
2   f 000 (xn)
(11)
De manera más general, tenemos que si g (xn) =
1
f (n) (xn)
; entonces obtenemos que la variante
del método de Newton es
xn+1 = xn  
f (n) (xn)

f (xn) f
(n) (xn) + 1

f 0 (xn) [f (n) (xn)]
2   f (n+1) (xn)
(12)
Analicemos algunos casos donde la función auxiliar g (xn) es combinación de cociente de derivadas,
por ejemplo:
Sea g (xn) =
f (xn)
f 0 (xn)
; entonces la nueva variante es
xn+1 = xn   f (xn) f 0 (xn) f
0 (xn) + 1
[f 0 (xn)]
3   [f 0 (xn)]2 + f (xn) f 00 (xn)
(13)
Sea g (xn) =
f 00 (xn)
f 0 (xn)
; luego obtenemos
xn+1 = xn   f
0 (xn) f 00 (xn) + f (xn) [f 0 (xn)]
2
[f 0 (xn)]
3   f 0 (xn) f 000 (xn) + [f 00 (xn)]2
(14)
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7.2.2. Caso II : Forma funcional h (x) = f (x)  g (x)
La función h (x) tiene la forma funcional de una diferencia, es decir
h (x) = f (x)  g (x)
donde
h0 (x) = f 0 (x)  g0 (x)
sustituyendo en el esquema principal del método de Newton, obtenemos el nuevo esquema itera-
tivo
xn+1 = xn   f (xn)  g (xn)
f 0 (xn)  g0 (xn)
Nuevamente, vamos a considerar la función g (xn) como una función auxiliar arbitraria que puede
tomar diferentes formas funcionales y de esta manera, obtendremos nuevas variantes del Método de
Newton.
Para iniciar con el estudio de este caso, es evidente que si g (x) = f (x) ; entonces el método de
Newton se indetermina, es decir, dicho método colapsa.
Sea g (x) = f 2 (x) ;  2 R y nuevamente sustituyendo, obtenemos una nueva variante del
método de Newton, es decir
xn+1 = xn   f (xn)  f
2 (xn)
f 0 (xn)  2f (xn) f 0 (xn) (15)
Observemos que para  = 0; se obtiene el método de Newton en su forma clásica.
De manera general, consideremos que g (x) = [f (x)]n ; n 2 R y nuevamente sustituyendo,
obtenemos otra variante del método de Newton, es decir
xn+1 = xn   f (xn)  f
n (xn)
f 0 (xn)  n [f (xn)]n 1 f 0 (xn)
(16)
Notemos que para n = 1; la variante obtenida colapsa.
Para n = 11; obtenemos el siguiente
Algoritmo 5
xn+1 = xn   f (xn)  f
11 (xn)
f 0 (xn)  11f (xn)10 f 0 (xn)
(17)
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Algoritmo 6 Sea g (x) =
1
f (x)
; entonces el método de Newton, toma la forma
xn+1 = xn   [f (xn)]
3   f (xn)
f 0 (xn) [f (xn)]
2   f 0 (xn)
(18)
Algoritmo 7 Sea g (x) =
f (x)
f 0 (x)
; entonces el método de Newton, toma la forma
xn+1 = xn   f (xn) [f
0 (xn)]
2   f (xn) f 0 (xn)
[f 0 (xn)]
3   [f 0 (xn)]2 + f (xn) f 00 (xn)
(19)
Algoritmo 8 Sea g (x) = f (x) e x, entonces el método de Newton, toma la forma
xn+1 = xn   f (xn)  f (xn) e
 x
f 0 (xn)  f 0 (xn) e x + e xf (xn) (20)
Algoritmo 9 Sea g (x) = f (x) ex, entonces el método de Newton, toma la forma
xn+1 = xn   f (xn)  f (xn) e
x
f 0 (xn)  f 0 (xn) ex   exf (xn) (21)
Ahora consideremos en nuestro estudio, algunas variantes de g (x) en función de la derivada de
f (x) ; las cuales se sistematizan en las fórmulas siguientes
Sea g (xnn) = f 0 (xnn) ;  2 R; y sustituyendo en el esquema iterativo anterior, obtenemos
xn+1 = xn   f (xn)  f
0 (xn)
f 0 (xn)  f 00 (xn) (22)
Notemos que para  = 0; la variante obtenida se reduce al método de Newton en su forma
estándar.
Consideremos la función auxiliar g (x) = f 00 (x) ; entonces la nueva variante obtenida es
xn+1 = xn   f (xn)  f
00 (xn)
f 0 (xn)  f 000 (xn) (23)
Generalizando el método, se obtiene que para g (x) = f (n) (x)
xn+1 = xn   f (xn)  f
(n) (xn)
f 0 (xn)  f (n+1) (xn) (24)
Ahora consideremos algunas variantes de las recíprocas de las derivadas, es decir,
Sea g (x) =
1
f 0 (x)
; entonces la nueva variante del método de Newton es
xn+1 = xn   [f
0 (xn)]
2 f (xn)  f 0 (xn)
[f 0 (xn)]
3 + f 00 (xn)
(25)
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Si g (x) =
1
f 00 (x)
; entonces la variante obtenida es
xn+1 = xn   f
00 (xn) [f (xn) f 00 (xn)  1]
f 0 (xn) [f 00 (xn)]
2 + f 000 (xn)
(26)
De manera más general, sea g (x) =
1
f (n) (x)
; entonces la variante generalizada del método de
Newton es
xn+1 = xn  
f (n) (xn)

f (xn) f
(n) (xn)  1

f 0 (xn) [f (n) (xn)]
2
+ f (n+1) (xn)
(27)
Sea g (x) =
f (x)
f 0 (x)
; entonces
xn+1 = xn   f (xn) f 0 (xn) f
0 (xn)  1
[f 0 (xn)]
3 + [f 0 (xn)]
2   f (xn) f 00 (xn)
(28)
Por otro lado, si g (x) =
f 00 (x)
f 0 (x)
; luego la variante obtenida es
xn+1 = xn   f
0 (xn) f 00 (xn)  f (xn) [f 0 (xn)]2
[f 0 (xn)]
3 + f 0 (xn) f 000 (xn)  [f 00 (xn)]2
(29)
7.2.3. Caso III : Forma funcional h (x) = f (x) g (x)
Ahora se presentará el caso donde la función h (x) tiene la forma funcional de un producto, es
decir
h (x) = f (x) g (x)
donde
h0 (x) = f 0 (x) g (x) + g0 (x) f (x)
sustituyendo en el esquema anterior, obtenemos el nuevo esquema iterativo
xn+1 = xn   f (xn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (xn)
Este caso constituye un caso particular de la técnica iterativa variacional y por ende, la función
exponencial jugará un papel preponderante y principal en la obtención de nuevas variantes del
método de Newton. Este caso es el más interesante, como la función exponencial es igual a su
n-ésima derivada, obtenemos diferentes y nuevos algoritmos para la solución de una ecuación no
lineal.
Consideremos la función g (x) como una función auxiliar arbitraria que puede tomar diferentes
variantes funcionales, consideremos los siguientes algoritmos
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Sea g (x) = x; entonces, la variante obtenida es
xn+1 = xn   f (xn)
f 0 (xn)
(30)
lo cual constituye el método de Newton en su forma estándar.
Algoritmo 10 Sea la función auxiliar denida por g (x) = x entonces
xn+1 = xn   (xn) f (xn)
(xn) f 0 (xn) + f (xn)
(31)
Algoritmo 11 Sea la función auxiliar denida por g (x) = f (x) entonces
xn+1 = xn   f (xn)
2f 0 (xn)
(32)
Sea g (x) = f 2 (x) entonces, la nueva variante es
xn+1 = xn   f (xn)
3f 0 (xn)
(33)
Generalizando el método, consideremos la función auxiliar denida por
g (x) = [f (x)]p ; p 2 Z+
entonces, la variante generalizada es
xn+1 = xn   f (xn)
(1 + p) f 0 (xn)
Notemos que para p = 0; se obtiene el método de Newton en su forma estándar.
Ahora consideremos el caso donde intervienen las derivadas.
Algoritmo 12 Sea g (x) = f 0 (x) entonces, la variante obtenida es
xn+1 = xn   f (xn) f
0 (xn)
[f 0 (xn)]
2 + f 00 (xn) f (xn)
(34)
Algoritmo 13 Sea la función auxiliar denida por g (x) = f 00 (x) entonces
xn+1 = xn   f (xn) f
00 (xn)
f 0 (xn) f 00 (xn) + f 000 (xn) f (xn)
(35)
Ahora vamos a considerar la recíproca de las derivadas,
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Algoritmo 14 Sea la función auxiliar denida por g (x) =
1
f 0 (x)
entonces el esquema iterativo
obtenido es
xn+1 = xn +
f (xn) f
0 (xn)
f 00 (xn) f (xn)  [f 0 (xn)]2
(36)
Sea g (x) =
f (x)
f 0 (x)
entonces la variante obtenida es
xn+1 = xn   f
0 (xn) + f (xn) f 00 (xn)  [f 00 (xn)]2
[f 0 (xn)]
2 (37)
Ahora vamos a considerar la familia de funciones exponenciales, de esta manera, obtenemos
múltiples variantes del método de Newton. Para precisar, consideremos la función auxiliar denida
por
Algoritmo 15 Sea g (x) = e x entonces la nueva variente del método de Newton es
xn+1 = xn   f (xn)
f 0 (xn)  f (xn) (38)
Notemos que si  = 0 el esquema obtenido se reduce al método de Newton clásico.
Algoritmo 16 Sea la función auxiliar denida por g (x) = e f(x) entonces el esquema obtenido
es
xn+1 = xn   f (xn)
f 0 (xn)  f 0 (xn) f (xn) (39)
Notemos que si  = 0 el esquema obtenido se reduce al método de Newton clásico.
Algoritmo 17 Sea g (x) = ex entonces el esquema obtenido es
xn+1 = xn   f (xn)
f 0 (xn) + f (xn)
(40)
Algoritmo 18 Sea g (x) = ef(x) entonces el esquema obtenido es
xn+1 = xn   f (xn)
f 0 (xn) + f (xn) f 0 (xn)
(41)
Algoritmo 19 Sea la función auxiliar denida por g (x) = e
  f(x)
f 0(x) entonces el nuevo método
obtenido es
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3    [f 0 (xn)]2 f (xn) + f 00 (xn) f 2 (xn)
(42)
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Notemos que para  = 0; nuevamente se obtiene el método clásico de Newton.
Algoritmo 20 Si la función auxiliar está denida por g (x) = e
 f
00(x)
f 0(x) entonces el nuevo esquema
iterativo es
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3   f 000 (xn) f 0 (xn) f (xn) +  [f 00 (xn)]2 f (xn)
(43)
Notemos que para  = 0; nuevamente se obtiene el método clásico de Newton.
7.2.4. Caso IV : Forma funcional h (x) = f (x) =g (x)
La función h (x) tiene la forma funcional de un cociente, es decir
h (x) =
f (x)
g (x)
donde
h0 (x) =
f 0 (x) g (x)  g0 (x) f (x)
[g (x)]2
sustituyendo en el esquema del método de Newton, obtenemos el nuevo esquema iterativo
xn+1 = xn   f (xn) g (xn)
f 0 (xn) g (xn)  g0 (xn) f (xn)
Ahora vamos a considerar la función g (x) como una función auxiliar arbitraria que puede tomar
diferentes variantes:
Algoritmo 21 Sea la función auxiliar denida por g (x) = x entonces
xn+1 = xn   (xn) f (xn)
(xn) f 0 (xn)  f (xn) (44)
Notemos que si la función auxiliar denida por g (x) = f (x) entonces, el método colapsa.
De manera más general, sea la función auxiliar denida por
g (x) = [f (x)]p ; p 2 Z+
entonces
xn+1 = xn   f (xn)
(1  p) f 0 (xn)
notemos que para p = 0; se obtiene el método clásico de Newton.
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Algoritmo 22 Sea g (x) = f 0 (x) entonces la nueva variante del método de Newton es
xn+1 = xn   f (xn) f
0 (xn)
[f 0 (xn)]
2   f 00 (xn) f (xn)
(45)
Algoritmo 23 Sea la función auxiliar denida por g (x) = f 00 (x) entonces el esquema iterativo es
xn+1 = xn   f (xn) f
00 (xn)
f 0 (xn) f 00 (xn)  f 000 (xn) f (xn) (46)
Consideremos la recíproca de la derivada, es decir,
Algoritmo 24 Si la función auxiliar está denida por g (x) =
1
f 0 (x)
entonces
xn+1 = xn +
f (xn) f
0 (xn)
f 00 (xn) f (xn)  [f 0 (xn)]2
(47)
Ahora, consideremos a g (x) =
f (x)
f 0 (x)
entonces la nueva fórmula obtenida es
xn+1 = xn   f
0 (xn)
f 00 (xn)
(48)
Consideremos ahora la familia de funciones exponenciales. Para precisar, consideremos las siguien-
te fórmulas.
Algoritmo 25 Sea la función auxiliar denida por g (x) = e x entonces el esquema iterativo toma
la forma
xn+1 = xn   f (xn)
f 0 (xn) + f (xn)
(49)
Notemos que para  = 0; se obtiene el método clásico de Newton.
Algoritmo 26 Sea g (x) = e f(x) entonces la nueva variante del método de Newton es
xn+1 = xn   f (xn)
f 0 (xn) + f (xn) f 0 (xn)
Notemos que para  = 0; se obtiene el método clásico de Newton.
Sea la función auxiliar denida por g (x) = ex entonces
xn+1 = xn   f (xn)
f 0 (xn)  f (xn) (50)
Notemos que para  = 0; se obtiene el método clásico de Newton.
Sea la función auxiliar denida por g (x) = ef(x) entonces
xn+1 = xn   f (xn)
f 0 (xn)  f (xn) f 0 (xn) (51)
Notemos que para  = 0; se obtiene el método clásico de Newton.
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Algoritmo 27 Sea la función auxiliar denida por g (x) = e
  f(x)
f 0(x) entonces
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3    [f 0 (xn)]2 f (xn) + f 00 (xn) f 2 (xn)
(52)
Notemos que para  = 0; se obtiene el método clásico de Newton.
Algoritmo 28 Sea g (x) = e
 f
00(x)
f 0(x) entonces
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3   f 000 (xn) f 0 (xn) f (xn) +  [f 00 (xn)]2 f (xn)
(53)
Notemos que para  = 0; se obtiene el método clásico de Newton.
7.3. Resultados Numéricos
En este acápite se presentarán algunos ejemplos donde se ilustra la eciencia de los nuevos
métodos desarrollados. La comparación se realiza entre el método de Newton y algunos de los
algoritmos encontrados. Se tomará como base fundamental el número de iteraciones para encontrar
dicha raíz. Se tomaron como conjunto de funciones bases, aquellas funciones que fueron consideradas
en diferentes artículos de investigación, las cuales poseen características de ser funciones continuas
y diferenciables.
Se han programado todos los algoritmos desarrollados en el lenguaje de alto nivel C++, bajo
la losofía de Programación Orientado a Objeto (POO) y en todos los criterios de parada de los
diferentes código fuente se utiliza un nivel de tolerancia de 10e 16:
Se enumeran todos los algoritmos de manera secuencial y se seleccionan aquellos que verican
la condición de ejecutarse en un número menor de iteraciones que el métodos de Newton y aquellos
que logran el mismo número de iteración. Esto se realiza con el objetivo de comparar los algoritmos
óptimos y los que son equivalentes (en el número de iteraciones) al método de Newton.
Se aclara que la signicación de equivalencia de método en esta tesis, signica que la raíz de la
ecuación no lineal converge en un número determinado de iteraciones, aunque su expresión algebraica
diera en la estructura de su fórmula.
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Ejemplo 7.1 Consideremos la ecuacion no lineal e x   x3 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 0;77288295914921012475
Los algoritmos 1, 7 y 15 alcanzan la convergencia de la raíz en 4 iteraciones, superando al
método de Newton.
Los algoritmos 2, 3, 5, 6, 14, 18, 19, 20, 21, 22, 23, 24, 26, 27 y 28 alcanza la raíz en igual
número de iteraciones que el método de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 9 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 7.2 Consideremos la ecuacion no lineal x  cosx = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 4 iteraciones, siendo la raíz real con
20 cifras decimales 0;73908513321516067229
Los algoritmos 3, 5, 6, 14, 22, 24 alcanzan la convergencia de la raíz en igual número de
iteraciones que el método de Newton, lo cual implica que estos métodos son equivalentes.
Para esta ecuación, no se obtuvo ningún algoritmo que superara al método de Newton en lo que
respecta al número de iteraciones.
El resto de los algoritmos de este capítulo, oscila entre 6 y 7 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
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Ejemplo 7.3 Consideremos la ecuacion no lineal e x + 2 lnx = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 0;79851808532225987403
Los algoritmos 4, 17 y 25 alcanzan la convergencia de la raíz en 4 iteraciones, superando al
método de Newton.
Los algoritmos 3, 6, 8, 10, 14, 17, 22 y 24 alcanza la raíz en igual número de iteraciones que
el método de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 7 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 7.4 Consideremos la ecuacion no lineal x3 + 4x2   10 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 1;36523001341409688791
El algoritmos 23 es el único que alcanza la convergencia de la raíz en 4 iteraciones, superando
al método de Newton.
Los algoritmos 3, 6, 7, 14, 15, 19, 21, 22, 24 y 27 alcanza la raíz en igual número de
iteraciones que el método de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 9 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
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Ejemplo 7.5 Consideremos la ecuacion no lineal ex   x3 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 4 iteraciones, siendo la raíz real con
20 cifras decimales 1;85718386020783521317
El algoritmos 21 es el único que alcanza la convergencia de la raíz en 3 iteraciones, superando
al método de Newton.
Los algoritmos 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 15, 19, 22, 23, 24, 25 y 27 alcanza la
raíz en igual número de iteraciones que el método de Newton, lo cual implica que estos métodos
son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 9 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
7.4. Conclusiones
Las conclusiones referentes al primer capítulo se pueden sistematizar en las siguientes asevera-
ciones :
Generación de 4 nuevos esquemas iterativos que representan 28 nuevas variantes del método
de Newton.
Existencia de 8 nuevos algoritmos variantes del método de Newton que superan al método
clásico en el número de iteraciones necesarias para la obtención de una raíz simple.
El algoritmo 3 se presenta en cada una de las funciones bases analizadas, superando en algunos
casos o siendo equivalente al método de Newton en la cantidad de iteraciones para lograr la
raíz real.
Todos los algoritmos obtenidos por estas variantes del método de Newton son convergente,
oscilando todos ellos entre 3 y 9 iteraciones como máximo.
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De acuerdo a los resultados numéricos obtenidos, existen una gran diversidad de métodos
iterativos equivalentes al método de Newton.
El caso referido al producto funcional, es decir, h (x) = f (x) g (x) constituye la variante más
rica y variada con relación a los nuevos métodos iterativos, además, que constituye un caso
particular de la técnica de variación iterativa. Además el esquema iterativo permite utilizar
la familia de las funciones exponenciales, permitiendo obtener novedosos y nuevos métodos
iterativos. Estos métodos serán ampliados en el capítulo III.
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8. CAPÍTULO III : POLINOMIOS DE ADOMIAN
Considérese la ecuación no lineal de la forma f(x) = 0,  2 R un cero simple de f . Se supone
que la ecuación no lineal puede ser transformada de la siguiente manera
h = c+N(h)
donde c es una constante y N es una función no lineal. La técnica de descomposición de Adomian
consiste en calcular la solución de h mediante una serie convergente de la forma
h =
1X
n=0
hn
y la función no lineal N se descompone como
N (h) =
1X
n=0
An
donde los An son funciones llamadas polinomios de Adomian, que dependen de h0; h1; h2;    ; hn
y están dados por:
An =
1
n!
dn
dn
"
N
 1X
i=0
ihi
!#
=0
; n = 0; 1; 2; 3;    (54)
Los primeros tres polinomios de Adomian son
A0 = N
 1X
i=0
ihi
!
=0
= N (h0)
A1 =
d
d
"
N
 1X
i=0
ihi
!#
=0
A1 = N
0
 1X
i=0
ihi
! 1X
i=0
ii 1hi
!
= h1N
0 (h0)
A2 =
1
2
d2
d2
"
N
 1X
i=0
ihi
!#
=0
=
1
2
24N 00 1X
i=0
ihi
! 1X
i=0
ii 1hi
!2
+N 0
 1X
i=0
ihi
! 1X
i=0
i (i  1)i 2hi
!35
=0
=
1
2

h21N
00 (h0) + 2h2N 0 (h0)

=
1
2
h21N
00 (h0) + h2N 0 (h0)
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de esta manera, otros polinomios de Adomian pueden ser generados de manera similar.
Como
h = c+N (h)
se tiene 1X
n=0
hn = c+
1X
n=0
An
Por ser la serie h convergente, se tiene la siguiente importante relación
h0 = c y hn+1 = An para n  0
8.1. Construcción del Método de Newton por el método de Adomian
Sea I v R un intervalo, f : I ! R una función de clase C3 en I; f (x) = 0 una ecuación no
lineal y  una raíz de f: Aplicando el Teorema de Taylor a f (x  h) alrededor de x; se tiene
f (x  h) = f (x) + f 0 (x) (x  h  x) + f
00 (x)
2!
(x  h  x)2 +O  h3
por tanto
f (x  h) = f (x)  hf 0 (x) + h2f
00 (x)
2!
+O
 
h3

para una h sucientemente pequeño, se tiene
f (x  h) = 0  f (x)  hf 0 (x) + h2f
00 (x)
2!
de donde
h =
f (x)
f 0 (x)
+
h2
2
f 00 (x)
f 0 (x)
haciendo
h = c+N (h)
donde
c =
f (x)
f 0 (x)
y N (h) =
h2
2
f 00 (x)
f 0 (x)
para n = 0; obtenemos de h =
1X
n=0
hn que
h  h0 = c
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como f (x  h) = 0; se tiene
 = x  h  x  h0 = x  c = x  f (x)
f 0 (x)
nalmente, para xn0 sucientemente de ; la iteración viene dada por
xn+1 = xn   f (xn)
f 0 (xn)
; n > 0 (55)
Ahora mostraremos dos métodos iterativos de importancia, estos son : El método de Abbas-
bandy y el método de Chun, ambos métodos son desarrollados por la técnica de descomposición de
Adomian, donde por analogía con el capítulo anterior, buscaremos nuevas funciones auxiliares que
nos permitan obtener nuevos esquemas y métodos iterativos.
8.2. Método iterativo ABBS
El método iterativo de Abbs es introducido por Abbasbandy [1] y el mismo está basado en el
método de descomposición de Adomian. Este método presenta una convergencia cúbica. La eciencia
computacional del método es 31=3  1;44225
Construcción del Método
Sea I  R un intervalo, f : I ! R una función de clase C3 en I y  2 I una solución de la
ecuación no lineal f (x) = 0: Aplicando el teorema de Taylor a f (x  h) alrededor de x; obtenemos
f (x  h) = f (x) + f 0 (x) (x  h  x) + f
00 (x)
2!
(x  h  x)2 +O  h3
para un h sucientemente pequeño, se tiene
f (x  h) = 0  f (x)  hf 0 (x) + h
2
2
f 00 (x)
h =
f (x)
f 0 (x)
+
h2
2
f 00 (x)
f 0 (x)
h = h0 + h1
tomando
c = h0 =
f (x)
f 0 (x)
y h1 = N (h) =
h2
2
f 00 (x)
f 0 (x)
resulta que
h = c+N (h)
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aplicando el método de descomposición de Adomian a h; para n = 2 se tiene que
h  h0 + h1 + h2
entonces
h0 = c ; h1 = A0 ; h2 = A1
donde
h0 =
f (x)
f 0 (x)
h1 = N (h0) =
h20
2
f 00 (x)
f 0 (x)
=
f 2 (x) f 00 (x)
2 [f 0 (x)]3
h2 = h1N
0 (h0) = h1h0
f 00 (x)
f 0 (x)
=
f 3 (x) [f 00 (x)]2
2 [f 0 (x)]5
se tiene que
 = x  h  x  f (x)
f 0 (x)
  f
2 (x) f 00 (x)
2 [f 0 (x)]3
  f
3 (x) [f 00 (x)]2
2 [f 0 (x)]5
luego para un x0 sucientemente cerca de ; el método iterativo de Abbasbandy está dado por
xn+1 = xn   f (xn)
f 0 (xn)
  f
2 (xn) f
00 (xn)
2 [f 0 (xn)]
3  
f 3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5 ; n  0 (56)
8.3. Método iterativo de Chun
El método iterativo de Chun es introducido por Changbun Chun en [10], y el mismo está basado
en el método de descomposición de Adomian. Este método presenta una convergencia de orden
cuatro. Además, la eciencia computacional del método es: 41=4  1;41421:
El esquema iterativo del método está dado por
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   2 f (yn)
f 0 (yn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2 ; n  0
Construcción del método
Sea I  R un intervalo, f : I ! R3 una función de clase C2 en I y  2 I una solución de la
ecuación no lineal f(x) = 0. Aplicando el Teorema de Taylor a f(x  h) alrededor de x, se tiene,
f (x  h) = f (x) + f 0 (x) (x  h  x) +O  h2
55
llamando g (h) = O (h2) ; tenemos
g (h) = hf 0 (x)  f (x) + f (x  h)
g0 (h) = f 0 (x)  f 0 (x  h)
para un h tal que f (x  h)  0; obtenemos
h =
g (h)
f 0 (x)
+
f (x)
f 0 (x)
y tomando
c =
f (x)
f 0 (x)
N =
g (h)
f 0 (x)
tenemos que
h = c+N (h)
Aplicando el método de descomposición de Adomian a h; para n = 2; se tiene que,
h  h0 + h1 + h2
de aqui, se obtiene que, h0 = c, h1 = A1 y h2 = A2, donde
h0 =
f (x)
f 0 (x)
h1 = N (h0) =
g (h0)
f 0 (x)
=
f

x  f (x)
f 0 (x)

f 0 (x)
=
f (y)
f 0 (x)
h2 = h1N
0 (h0) = h1
g0 (h0)
f 0 (x)
=
f

x  f (x)
f 0 (x)

f 0 (x)
2664f 0 (x)  f
0

x  f (x)
f 0 (x)

f 0 (x)2
3775
h2 =
f

x  f (x)
f 0 (x)

[f 0 (x)]2

f 0 (x)  f 0

x  f (x)
f 0 (x)

h2 =
f (y)
[f 0 (x)]2
[f 0 (x)  f 0 (y)]
como f (x  h)  0; se tiene
 = x  h  x  f (x)
f 0 (x)
  2 f (y)
f 0 (x)
+
f (y) f 0 (y)
[f 0 (x)]2
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para x0 sucientemente cerca de ; el método iterativo de Chun está dado por
yn = xn   f (xn)
f 0 (xn)
(57)
xn+1 = yn   2 f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2 ; n  0
El objetivo central de este capítulo es considerar diferentes variantes de la función N (h) y
mostrar que podemos obtener diferentes esquemas iterativos y a partir de aqui, nuevos métodos
iterativos, todos ellos basado en la técnica de descomposción de Adomian.
8.4. Variantes de Métodos Iterativos
Ahora vamos a considerar diferentes funciones auxiliares con el objetivo de obtener nuevos
métodos iterativos.
Desarrollemos la función f (x  h) en una serie de Taylor de orden 3, alrededor del punto x;
entonces
f (x  h) = f (x) + (x  h  x) f 0 (x) + (x  h  x)2 f
00 (x)
2
+O
 
h3

f (x  h) = f (x)  hf 0 (x) + h
2
2
f 00 (x)
para un h sucientemente pequeño, se tiene f (x  h) = 0; luego
0  f (x)  hf 0 (x) + h
2
2
f 00 (x)
h =
f (x)
f 0 (x)
+
h2
2
f 00 (x)
f 0 (x)
h = h0 + h1
tomando
c = h0 =
f (x)
f 0 (x)
y h1 = N (h) =
h2
2
f 00 (x)
f 0 (x)
resulta que
h = c+N (h)
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aplicando el método de descomposición de Adomian a h; para n = 4 se tiene que
h =
4X
n=0
hn
= h0 + h1 + h2 + h3 + h4
entonces
h0 = c ; h1 = A0 ; h2 = A1 ; h3 = A2 ; h4 = A3
donde
h0 =
f (x)
f 0 (x)
= c
h1 = N (h0) =
h20
2
f 00 (x)
f 0 (x)
=
f 2 (x) f 00 (x)
2 [f 0 (x)]3
= A0
h2 = h1N
0 (h0) = h1h0
f 00 (x)
f 0 (x)
=
f 3 (x) [f 00 (x)]2
2 [f 0 (x)]5
= A1
h3 =
1
2
h21N
00 (h0) + h2N (h0) =
3
8
f 5 (x)
[(f 0 (x)]8
[f 00 (x)]3 = A2
h4 =
1
6

h31N
000 (h0) + 5h1h2N 00 (h0) + h3N 0 (h0)

=
1
32
f 5 (xn)
[f 0 (xn)]
9 [f
00 (xn)]
4
= A3
se tiene que
 = x  h  x  h0   h1   h2   h3   h4
entonces, el método de Abbasbandy, toma la forma para los cuatros primeros polinomios de
Adomian, en la forma del algoritmo
Algoritmo 29 (Algoritmo AB2)
xn+1 = xn   f (xn)
f 0 (xn)
  f
2 (xn) f
00 (xn)
2 [f 0 (xn)]
3  
f 3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5  
3
8
f 5 (xn)
[(f 0 (xn)]
8 (f
00 (xn))3
y para los primeros cincos polinomios, se tiene
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Algoritmo 30 (Algoritmo AB3)
xn+1 = xn  f (xn)
f 0 (xn)
 f
2 (xn) f
00 (xn)
2 [f 0 (xn)]
3  
f 3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5  
3
8
f 5 (xn)
[(f 0 (xn)]
8 (f
00 (xn))3  1
32
f 5 (xn)
(f 0 (xn))9
(f 00 (xn))4
Ahora vamos a considerar nuevamente el desarrollo de la serie de Taylor de orden 2, alrededor
de x; es decir,
f (x  h) = f (x) + (x  h  x) f 0 (x) +O  h2
f (x  h) = f (x)  hf 0 (x) +O  h2
para un h sucientemente pequeño, se tiene f (x  h) = 0; luego
g (h) = O
 
h2

g(h) = hf 0 (x)  f (x)
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces, hagamos g (h) = f (y) ; donde y = x   h; al realizar los cálculos sobre los polinomios
de Adomian, tenemos que
h0 =
f
f 0
= c
h1 =
g (h0)
f 0 (x)
= N (h0) =
f (x  h)
f 0 (x)
=
f (y)
f 0 (x)
N 0 (h0) =
 f 0 (x  h)
f 0 (x)
h2 = h1N
0 (h0) =

f (x  h)
f 0 (x)
 f 0 (x  h)
f 0 (x)

=  f (y) f
0 (y)
[f 0 (x)]2
luego, obtenemos un nuevo método iterativo, denido por
59
Algoritmo 31 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2
(58)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo g (h) =
f 0g (h)
f 0
; al realizar los cálculos sobre los polinomios de Adomian, tenemos que
h0 =
f
f 0
= c
h1 =
f 0g (h0)
(f 0)2
= N (h0) =
f 0g (h0)
(f 0)2
=
f

x  f
f 0

f 0
=
f (y)
f 0 (x)
N 0 (h0) =
g0 (h0)
(f 0)2
=
f 0 (x)  f 0 (x  h0)
(f 0)2
=
f 0 (x)  f 0 (yn)
[f 0 (x)]2
h2 = h1N
0 (h0) =

f (y)
f 0 (x)

g0 (h0)
f 0 (x)

=

f (y)
f 0 (x)

f 0 (x)  f 0 (y)
[f 0 (x)]2

luego, obtenemos un nuevo método iterativo, denido por
Algoritmo 32 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn)
f 0 (xn)

f 0 (xn)  f 0 (yn)
(f 0 (xn))
2
 (59)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) = hf (x  h)
g0 (h) = f (x  h)  f 0 (x  h)h
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y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces los polinomios de Adomian, toman las formas
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
hf (x  h)
f 0
=
f (x) f (y)
[f 0 (x)]2
N 0 (h0) =
g0 (h0)
f 0
=
f (y)  hf 0 (y)
f 0
h2 = h1N
0 (h0) =

f (x) f (y)
[f 0 (x)]2

f (y)  hf 0 (y)
f 0

=
f (x)
[f 0 (x)]3
[f (y)]2

1  f (x)
f 0 (x)

luego, obtenemos un nuevo método iterativo, denido por
Algoritmo 33 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
[f 0 (xn)]
2  
f (xn) [f (yn)]
2
[f 0 (xn)]
3

1  f (xn)
f 0 (xn)
 (60)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) = h2f (y)
g0 (h) = 2hf (y)  h2f 0 (y)
donde y = x  h , y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
61
luego los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h0)
f 0 (x)
= N (h0) =
h2f (y)
f 0 (x)
=
f 2 (x) f (y)
[f 0 (x)]3
N 0 (h0) =
g0 (h0)
f 0
=
2hf (y)  h2f 0 (y)
f 0 (x)
=
2f (x) f (y)
[f 0 (xn)]
2  
f 2 (x) f 0 (y)
[f 0 (xn)]
3
h2 = h1N
0 (h0) =

f 2 (x) f (y)
[f 0 (x)]3

2f (x) f (y)
[f 0 (xn)]
2  
f 2 (x) f 0 (y)
[f 0 (xn)]
3

=
2f 3 (x) f 2 (y)
[f 0 (x)]5
  2f
4 (x) f (y) f 0 (y)
[f 0 (x)]6
de donde, obtenemos un nuevo método iterativo, denido por
Algoritmo 348>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (xn) f (yn)
[f 0 (xn)]
3  
2f 3 (xn) f
2 (yn)
[f 0 (xn)]
5 +
2f 4 (xn) f (yn) f
0 (yn)
[f 0 (xn)]
6
(61)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) = [f 0 (x)]2 f (y)
g0 (h) =   [f 0 (x)]2 f 0 (y)
donde y = x  h , y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
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entonces, los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h0)
f 0 (x)
= N (h0) =
f (y)
f 0 (x)
N 0 (h0) =  f
0 (y)
f 0 (x)
h2 = h1N
0 (h0) =

f (y)
f 0 (x)

 f
0 (y)
f 0 (x)

=  f (y) f
0 (y)
[f 0 (x)]2
de manera que el nuevo método iterativo es
Algoritmo 35 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2
(62)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y considerando la función
auxiliar
g (h) =
f (x  h)
f 0
g0 (h) =
 f 0 (y)
f 0
donde y = x  h , y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
f (y)
f 0 (x)
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N 0 (h0) =
 f 0 (y)
f 0 (x)
h2 = h1N
0 (h0) =

f (y)
f 0 (x)
 f 0 (y)
f 0 (x)

=  f (y) f
0 (y)
[f 0 (x)]2
de donde, se obtiene el método iterativo
Algoritmo 36 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2
(63)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y considerando una
variante de la función auxiliar, denida por
g (h) = f (x) f (y)
g0 (h) =  f (x) f 0 (y)
donde y = x  h , y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces, los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f (x) f (y)
f 0 (x)
= N (h0)
N 0 (h0) =
g0 (h)
f 0 (x)
=  f (x) f
0 (y)
f 0 (x)
h2 = h1N
0 (h0) =

f (x) f (y)
f 0 (x)

 f (x) f
0 (y)
f 0 (x)

=  f
2 (x) f (y) f 0 (y)
[f 0 (x)]2
luego, el método iterativo está denido por
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Algoritmo 37 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn)
+
f 2 (xn) f (yn) f
0 (yn)
[f 0 (xn)]
2
(64)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) = f 2 (y)
g0 (h) =  2f (y) f 0 (y)
donde y = x  h , y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces, los polinomios de Adomian están denido por
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f 2 (y)
f 0 (x)
= N (h0)
N 0 (h0) =
g0 (h)
f 0 (x)
=  2f (y) f
0 (y)
f 0 (x)
h2 = h1N
0 (h0) =

f 2 (y)
f 0 (x)

 2f (y) f
0 (y)
f 0 (x)

=  2f
3 (y) f 0 (y)
[f 0 (x)]2
luego, el nuevo método iterativo es
Algoritmo 38 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
f 0 (xn)
+
2f 3 (yn) f
0 (yn)
[f 0 (xn)]
2
(65)
65
Consideremos una nueva variante denido por N (h) =
g (h)
f 0 (x)
entonces N 0 (h) =
g0 (h)
f 0 (x)
; donde
g (h) = f (x  h)  f (x) + hf 0 (x) ; en consecuencia
N 0 (h) =
g0 (h)
f 0 (x)
=
f 0 (x)  f 0 (y)
f 0 (x)
donde y = x  h , y por tanto,
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f (y)
f 0 (x)
= N (h0)
h2 = h1N
0 (h0) =

f (y)
f 0 (x)

f 0 (x)  f 0 (y)
f 0 (x)

entonces, el nuevo método iterativo es
Algoritmo 39 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn) f
0 (xn)  f (yn) f 0 (yn)
[f 0 (xn)]
2
(66)
Consideremos ahoraN (h) =
g (h)
f 0 (x)
entoncesN 0 (h) =
g0 (h)
f 0 (x)
; donde g (h) =
f (x  h)  f (x) + hf 0 (x)
f 0 (x)
;
en consecuencia
g0 (h) =  f
0 (y)
f 0 (x)
N 0 (h) =
g0 (h)
f 0 (x)
=
 f 0 (y)
[f 0 (x)]2
donde y = x  h y por tanto,
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f (x  h)  f (x) + hf 0 (x)
f 0 (x)
f 0 (x)
=
f (y)
[f 0 (x)]2
= N (h0)
h2 = h1N
0 (h0) =  

f (y)
[f 0 (x)]2

f 0 (y)
[f 0 (x)]2

=  f (y) f
0 (y)
[f 0 (x)]4
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entonces, el nuevo método iterativo es
Algoritmo 40 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
[f 0 (xn)]
2 +
f (yn) f
0 (yn)
[f 0 (xn)]
4
(67)
Sea N (h) =
g (h)
f 0 (x)
entonces N 0 (h) =
g0 (h)
f 0 (x)
; donde g (h) = f (x) f (y) ; en consecuencia
g0 (h) = f 0 (x) f (y)  f (x) f 0 (y)
N 0 (h) =
g0 (h)
f 0 (x)
=
f 0 (x) f (y)  f (x) f 0 (y)
f 0 (x)
donde y = x  h y por tanto,
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f (x) f (y)
f 0 (x)
= N (h0)
h2 = h1N
0 (h0) =

f (x) f (y)
f 0 (x)

f 0 (x) f (y)  f (x) f 0 (y)
f 0 (x)

h2 =
f (x) f 0 (x) f (y)  f 2 (x) f (y) f 0 (y)
[f 0 (x)]2
entonces, obtenemos el siguiente algoritmo
Algoritmo 418>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn)
  f (xn) f
0 (xn) f (yn)  f 2 (xn) f (yn) f 0 (yn)
[f 0 (xn)]
2
(68)
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Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) = f (y)
g0 (h) =  f 0 (y)
y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces, los polinomios de Adomian
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
f (y)
f 0 (x)
N 0 (h0) =
g0 (h0)
f 0
=  f
0 (y)
f 0 (x)
h2 = h1N
0 (h0) =  

f (y)
f 0 (x)

f 0 (y)
f 0 (x)

=  f (y) f
0 (y)
[f 0 (x)]2
entonces, tenemos el algoritmo
Algoritmo 42 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2
(69)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y considerando la función
auxiliar
g (h) =
g (h) f 0
f 0f 0
g0 (h) =
g0 (h) f 0
[f 0]2
68
y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
g (h) f 0
f 0f 0
=
f (y) f 0 (x)
[f 0 (x)]2
N 0 (h0) =
g0 (h) f 0
[f 0]2
h2 = h1N
0 (h0) =

g (h) f 0
[f 0]2

g0 (h) f 0
[f 0]2

=
g (h) g0 (h) [f 0 (x)]2
[f 0 (x)]4
h2 =
f (y) [f 0 (x)  f 0 (y)]
[f 0 (x)]2
de donde, el método iterativo es
Algoritmo 43 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (xn)
[f 0 (xn)]
2  
f (yn) [f
0 (xn)  f 0 (yn)]
[f 0 (xn)]
2
(70)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) =
g (h) f 00
f 0f 00
g0 (h) =
g0 (h) f 00
f 0f 00
69
y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
entonces, los polinomios de Adomian están dados por
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
g (h) f 00
f 0f 00
=
f (y)
f 0 (x)
N 0 (h0) =
g0 (h) f 00
f 0f 00
h2 = h1N
0 (h0) =

g (h) f 00
f 0f 00

g0 (h) f 00
f 0f 00

=
g (h) g0 (h) [f 00 (x)]2
[f 0 (x) f 00 (x)]2
h2 =
f (y) [f 0 (x)  f 0 (y)] [f 00 (x)]2
[f 0 (x)]2
luego, el método iterativo es
Algoritmo 44 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn)
[f 0 (xn)]
2 [f
0 (xn)  f 0 (yn)]
(71)
Sea N (h) =
g (h)
f 0 (x)
entonces N 0 (h) =
g0 (h)
f 0 (x)
; donde g (h) =
f (y)
h
; en consecuencia
N 0 (h) =
g0 (h)
hf 0 (x)
=
 f 0 (y)h  f (y)
[hf 0 (x)]2
=
 f 0 (y)h  f (y)
f 2 (x)
70
por tanto, los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f (y)
f (x)
= N (h0)
N 0 (h0) =  
f 0 (y)
f (x)
f 0 (x)
+ f (y)
f 2 (x)
h2 = h1N
0 (h0) =  

f (y)
f (x)
0BB@f
0 (y)
f (x)
f 0 (x)
+ f (y)
f 2 (x)
1CCA
h2 =  f (y) f
0 (y) f (x) + f 2 (y) f 0 (x)
f 3 (x) f 0 (x)
luego, se obtiene el siguiente algoritmo
Algoritmo 45 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
+
f (yn) f
0 (yn) f (xn) + f 2 (yn) f 0 (xn)
f 3 (xn) f 0 (xn)
(72)
Sea N (h) =
g (h)
f 0 (x)
entonces N 0 (h) = g
0 (h)
f 0 (x)
; donde g (h) =
f 00 (x) g (h)
f 0 (x)
; en consecuencia
N 0 (h) = f
00 (x) g0 (h)
f 0 (x)
=
f 00 (x) [f 0 (x)  f 0 (y)]
[f 0 (x)]2
71
por tanto,
h0 =
f
f 0
= c
h1 =
g (h)
f 0
=
f (y)
f 0 (x)
= N (h0)
N 0 (h0) =
f 00 (x) [f 0 (x)  f 0 (y)]
[f 0 (x)]2
h2 = h1N
0 (h0) =

f (y)
f 0 (x)

f 00 (x) [f 0 (x)  f 0 (y)]
[f 0 (x)]2

entonces, el nuevo método iterativo está dado por el siguiente8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn) f
00 (xn)
[f 0 (xn)]
3 [f
0 (xn)  f 0 (yn)]
(73)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) = f (y)
g0 (h) = f 0 (x)  f 0 (y)
y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
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entonces, los polinomios de Adomian están expresado por
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
f (y)
f 0 (x)
N 0 (h0) =
g0 (h)
f 0 (x)
=
f 0 (x)  f 0 (y)
f 0 (x)
h2 = h1N
0 (h0) =

f (y)
f 0 (x)

f 0 (x)  f 0 (y)
f 0 (x)

h2 =
f (y) [f 0 (x)  f 0 (y)]
[f 0 (x)]2
luego, el algoritmo obtenido es
Algoritmo 46 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn) [f
0 (xn)  f 0 (yn)]
[f 0 (xn)]
2
(74)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) =
f (y)
hf 0 (x)
=
f (y)
f (x)
g0 (h) =
 f 0 (y) f (x)  f 0 (x) f (y)
f 2 (x)
y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
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entonces, los polinomios de Adomian
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
f (y)
f (x) f 0 (x)
N 0 (h0) =
 f 0 (y) f (x) f 0 (x)  [f (x) f 0 (x)]0 f (y)
[f (x) f 0 (x)]2
=  f (y) f
0 (y) f (x) + [f 0 (x)]2 f (y) + f 00 (x) f (x) f (y)
f 2 (x) [f 0 (x)]2
h2 = h1N
0 (h0) =  

f (y)
f (x) f 0 (x)
 
f (y) f 0 (y) f (x) + [f 0 (x)]2 f (y) + f 00 (x) f (x) f (y)
f 2 (x) [f 0 (x)]2
!
h2 =  f 2 (y) f
0 (y) f (x) + [f 0 (x)]2 + f 00 (x) f (x)
f 3 (x) [f 0 (x)]3
luego, el nuevo método iterativo está denido por
Algoritmo 478>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f (xn) f 0 (xn)
+ f 2 (yn)
f 0 (yn) f (xn) + [f 0 (xn)]
2 + f 00 (xn) f (xn)
f 3 (xn) [f 0 (xn)]
3
(75)
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) =
g (h) f (y)
f 0f (y)
g0 (h) =
g0 (h) f (y)
f 0f (y)
y sabiendo que
h =
f
f 0
+
g (h)
f 0
h = h0 + h1
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entonces, los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
g (h) f (y)
f 0 (x) f (y)
=
f (y)
f 0 (x)
N 0 (h0) =
g0 (h) f (y)
f 0 (x) f (y)
h2 = h1N
0 (h0) =

g (h) f (y)
f 0 (x) f (y)

g0 (h) f (y)
f 0 (x) f (y)

=
g (h) g0 (h)
[f 0 (x)]2
h2 =
f (y) [f 0 (x)  f 0 (y)]
[f 0 (x)]2
entonces se tiene la siguiente fórmula8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn) [f
0 (xn)  f 0 (yn)]
[f 0 (xn)]
2
(76)
Notemos que este algoritmo es equivalente al algoritmo 47.
Considerando nuevamente el desarrollo de la serie de Taylor de orden 2 y haciendo la función
auxiliar
g (h) =
g (h) f 0 (y)
f 0 (x) f 0 (y)
g0 (h) =
g0 (h) f 0 (y)
f 0 (x) f 0 (y)
y sabiendo que
h =
f
f 0
+
g (h)
f 0
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entonces, los polinomios de Adomian son
h0 =
f
f 0
= c
h1 =
g (h0)
f 0
= N (h0) =
g (h) f 0 (y)
f 0f 0 (y)
=
f (y) f 0 (y)
f 0f 0 (y)
N 0 (h0) =
g0 (h) f 0 (y)
f 0 (x) f 0 (y)
=
[f 0 (x)  f 0 (y)] f (y)
f 0 (x) f 0 (y)
h2 = h1N
0 (h0) =

f (y) f 0 (y)
f 0f 0 (y)

[f 0 (x)  f 0 (y)] f (y)
f 0 (x) f 0 (y)

h2 =
[f (y)]2 [f 0 (x)  f 0 (y)]
f 0 (x) f 0 (y)
y el algoritmo obtenido es
Algoritmo 48 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  [f (yn)]
2 [f 0 (xn)  f 0 (yn)]
f 0 (xn) f 0 (yn)
(77)
Consideremos g (h) =
g (h) f (y)
f 0 (x) f (y)
; entonces por sustituciones algebraicas, obtenemos los poli-
nomios de Adomian
h0 =
f
f 0
= c
h1 =
g (h0) f
00
f 0f 00
= N (h0)
N 0 (h0) =
f 00
f 0f 00
g0 (h0) =
f 00
f 0f 00
(f 0 (x)  f 0 (x  h0))
h2 = h1N
0 (h0) =

g (h0) f
00
f 0f 00

f 00
f 0f 00
(f 0 (x)  f 0 (x  h0))

=

f 00
f 0f 00
f

x  f
f 0

f 00
f 0f 00
(f 0 (x)  f 0 (x  h0))

entonces, el nuevo método iterativo está denido por el
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Algoritmo 49 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
  f (yn)
f 0 (xn)

f 0 (xn)  f 0 (yn)
(f 0 (xn))
2
 (78)
8.5. Resultados Numéricos
En este acápite se presentarán algunos ejemplos donde se ilustra la eciencia de los nuevos
métodos desarrollados. La comparación se realiza entre el método de Newton y algunos de los
algoritmos encontrados. Se tomará como base fundamental el número de iteraciones para encontrar
dicha raíz. Se tomaron como conjunto de funciones bases, aquellas funciones que fueron consideradas
en diferentes artículos de investigación, las cuales poseen características de ser funciones continuas
y diferenciables.
Se han programado todos los algoritmos desarrollados en el lenguaje de alto nivel C++, bajo
la losofía de Programación Orientado a Objeto (POO) y en todos los criterios de parada de los
diferentes códigos fuente se utiliza un nivel de tolerancia de 10e 16:
Se enumeran todos los algoritmos de manera secuencial y se seleccionan aquellos que verican
la condición de ejecutarse en un número menor de iteraciones que el método de Newton y aquellos
que logran el mismo número de iteración. Esto se realiza con el objetivo de comparar los algoritmos
óptimos y los que son equivalentes (en el número de iteraciones) al método de Newton.
Se aclara que la signicación de equivalencia de método en esta tesis, signica que la raíz de la
ecuación no lineal converge en un número determinado de iteraciones, aunque su expresión algebraica
diera en la estructura de su fórmula.
Ejemplo 8.1 Consideremos la ecuacion no lineal e x   x3 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 0;77288295914921012475
Los algoritmos Ab2, Ab3, 9, 11, 13, 14, 16 y 18 alcanzan la convergencia de la raíz en 4
iteraciones, superando al método de Newton.
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Los algoritmos 2, 4, 7 y 19 alcanza la raíz en igual número de iteraciones que el método de
Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 9 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 8.2 Consideremos la ecuacion no lineal x  cosx = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 4 iteraciones, siendo la raíz real con
20 cifras decimales 0;73908513321516067229
Los algoritmos Ab2, Ab3, 2, 9, 13, 14, 16, 18 y 19 alcanzan la convergencia de la raíz en 4
iteraciones, superando al método de Newton.
Los algoritmos 1, 3, 4, 6, 7, 8, 10, 12 y 15 alcanza la raíz en igual número de iteraciones que
el método de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 8 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 8.3 Consideremos la ecuacion no lineal e x + 2 lnx = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 0;79851808532225987403
Los algoritmos Ab2, Ab3, 2, 9, 13, 14, 15, 18 y 19 alcanzan la convergencia de la raíz en 4
iteraciones, superando al método de Newton.
Los algoritmos 1, 3, 4, 6, 8, 10, 12 y 16 alcanza la raíz en igual número de iteraciones que el
método de Newton, lo cual implica que estos métodos son equivalentes.
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El resto de los algoritmos de este capítulo, oscila entre 6 y 7 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 8.4 Consideremos la ecuacion no lineal x3 + 4x2   10 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 1;36523001341409688791
Los algoritmos Ab2, Ab3, 2, 9, 13, 14, 18 y 19 alcanzan la convergencia de la raíz en 4
iteraciones, superando al método de Newton.
Los algoritmos 1, 3, 4, 6, 10 y 12 alcanza la raíz en igual número de iteraciones que el método
de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 7 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 8.5 Consideremos la ecuacion no lineal ex   x3 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 4 iteraciones, siendo la raíz real con
20 cifras decimales 1;85718386020783521317
Los algoritmos Ab2, Ab3, 2, 9, 13, 14, 15, 16, 18 y 19 alcanzan la convergencia de la raíz
en 3 iteraciones, superando al método de Newton.
Los algoritmos 1, 3, 4, 6, 7, 8, 10, 11 y 12 alcanza la raíz en igual número de iteraciones que
el método de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 5 y 9 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
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8.6. Conclusiones
Las conclusiones referentes al segundo capítulo se pueden sistematizar en las siguientes asevera-
ciones :
Generación de nuevos esquemas iterativos que representan 19 nuevas variantes del método de
Newton.
Existencia de nuevos algoritmos, que constituyen variantes del método de Newton que superan
al método clásico en el número de iteraciones necesarias para la obtención de una raíz simple.
Los nuevos algoritmos obtenidos son aplicaciones directa de haber considerado los métodos de
Abbasbandy y Chun, con un desarrollo de la serie de Taylor de orden 2 y 3 respectivamente.
En el conjunto de funciones base, se muestra la existencia de algoritmos que son equivalente
al método de Newton en la cantidad de iteraciones para lograr la raíz real.
Todos los algoritmos obtenidos por estas variantes del método de Newton son convergente,
oscilando todos ellos entre 3 y 9 iteraciones como máximo.
Extensión de la fórmula de Abbasbandy en los algoritmos Ab2 y Ab3.
Obtención de diversos polinomios de Adomian para la generación de nuevos métodos iterativos.
Incorporación de los polinomios de Adomian para la generacion de nuevos métodos iterativos
basados en los métodos de Abbasbandy y Chun.
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9. CAPÍTULO IV : ITERACIÓN VARIACIONAL
En este capítulo se emplea la técnica iterativa variacional para analizar y construir algunos
métodos iterativos que permitan resolver ecuaciones no lineales del tipo f (xn) = 0: Esta técnica
permite obtener métodos conocidos del tipo Ostrowsky y muchos casos especiales. También se
analizará sus criterios de convergencia y sus principales esquemas iterativos. Al nal del mismo, se
muestran varios ejemplos donde se analizan la comparación entre dichos métodos.
9.1. Caso I : H (x) = x+ f (x) g (x)
Consideremos una función H (x) denida por
H (x) = x+ f (x) g (x)
donde g (x) es una función arbitraria y  es el multiplicador de Lagrange.
Derivando respecto a x; obtenemos
H 0 (x) = 1 +  (f (x) g (x))0
= 1 +  (f 0 (x) g (x) + g0 (x) f (x))
La condición de optimalidad implica que
 =   1
f 0 (x) g (x) + g0 (x) f (x)
sustituyendo en H (x) = x+ f (x) g (x) y considerando la expresión de punto jo
x = H (x)
se tiene el siguiente esquema iterativo principal8>>><>>>:
xn = H (xn)
xn+1 = xn   f (xn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (xn)
Este algoritmo constituye la principal relación de recurrencia y fue usada por Noor [65] para la
obtención de nuevos métodos iterativos para resolver ecuaciones no lineales. También esta fórmula
fue obtenida en el capítulo I. A partir de este esquema principal y considerando diversas funciones
auxiliares, se encuentran conocidos y nuevos métodos iterativos.
Para precisar dicha idea, consideremos el siguiente algoritmo
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Algoritmo 50 Sea la función auxiliar denida por g (x) = x; obtenemos el método iterativo
xn+1 = xn   (xn) f (xn)
(xn) f 0 (xn) + f (xn)
(79)
Algoritmo 51 Sea la función auxiliar denida por g (x) = f 0 (x) entonces
xn+1 = xn   f (xn) f
0 (xn)
[f 0 (xn)]
2 + f 00 (xn) f (xn)
(80)
Algoritmo 52 Sea la función auxiliar denida por g (x) = f 00 (x) entonces
xn+1 = xn   f (xn) f
00 (xn)
f 0 (xn) f 00 (xn) + f 000 (xn) f (xn)
(81)
Algoritmo 53 Sea la función auxiliar denida por g (x) =
1
f 0 (x)
entonces
xn+1 = xn +
f (xn) f
0 (xn)
f 00 (xn) f (xn)  [f 0 (xn)]2
(82)
Algoritmo 54 Sea la función auxiliar denida por g (x) =
f (x)
f 0 (x)
entonces
xn+1 = xn   f
2 (xn) f
0 (xn)
2f (xn) [f 0 (xn)]
2   f 2 (xn) f 00 (xn)
(83)
Algoritmo 55 Sea la función auxiliar denida por g (x) = e x se tiene
xn+1 = xn   f (xn)
f 0 (xn)  f (xn) (84)
Notemos que si  =
1
2
f 00 (x)
f 0 (x)
obtenemos otro nuevo método iterativo, denido por
xn+1 = xn   2f (xn) f
0 (xn)
2 [f 0 (xn)]
2   f (xn) f 00 (xn)
el cual constituye el método iterativo de Halley con orden de convergencia cúbica, ver [20; 21; 29] :
Algoritmo 56 Sea la función auxiliar denida por g (x) = e f(x) entonces
xn+1 = xn   f (xn)
f 0 (xn)  f 0 (xn) f (xn) (85)
Algoritmo 57 Sea la función auxiliar denida por g (x) = ex luego
xn+1 = xn   f (xn)
f 0 (xn) + f (xn)
(86)
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Algoritmo 58 Sea la función auxiliar denida por g (x) = ef(x) , por tanto
xn+1 = xn   f (xn)
f 0 (xn) + f (xn) f 0 (xn)
(87)
Algoritmo 59 Sea la función auxiliar denida por g (x) = e
  f(x)
f 0(x) en consecuencia
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3   [f 0 (xn)]2 f (xn) + f 00 (xn) f 2 (xn)
(88)
Algoritmo 60 Sea la función auxiliar denida por g (x) = e
 f
00(x)
f 0(x) entonces
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3   f 000 (xn) f 0 (xn) f (xn) + [f 00 (xn)]2 f (xn)
(89)
Algoritmo 61 Sea la función auxiliar denida por g (x) = e f 0(x) luego
xn+1 = xn   f (xn)
f 0 (xn)  f (xn) f 00 (xn) (90)
Algoritmo 62 Sea la función auxiliar denida por g (x) = e=f 0(x) entonces
xn+1 = xn   f (xn) [f
0 (xn)]
2
[f 0 (xn)]
3   f (xn) f 00 (xn)
(91)
Notemos que si  =
1
2
f 0 (x) obtenemos nuevamente el método iterativo de Halley.
Algoritmo 63 Sea la función auxiliar denida por g (x) = e 1=f 00(x) entonces
xn+1 = xn   f (xn) [f
00 (xn)]
2
f 0 (xn) [f 00 (xn)]
2 + f (xn) f 000 (xn)
(92)
Algoritmo 64 Sea la función auxiliar denida por g (x) = e f 0(x)=f 00(x) entonces
xn+1 = xn   f (xn) [f
00 (xn)]
2
f 0 (xn) [f 00 (xn)]
2   [f 00 (xn)]2 f (xn) + f 000 (xn) f 0 (xn) f (xn)
(93)
Ahora vamos a considerar una nueva variante del método de la técnica variacional, constituyendo
esto una generalización del método anterior.
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9.2. Caso II. H1 (x) =  (x) +  (f (x) g (x))
p ; p = 1
Sea
H1 (x) =  (x) +  (f (x) g (x))
p
donde  (x) es una función iterativa de orden p  1; g (x) una función arbitraria y  el Multi-
plicador de Lagrange.
La condición de optimalidad es
 =   
0 (x)
p (f (x) g (x))p 1 (f (x) g (x))0
sustituyendo en H (x) =  (x) +  (f (x) g (x))p , el esquema iterativo principal se convierte en
H1 (x) =  (x)  
0 (x) (f (x) g (x))
p (f 0 (x) g (x) + g0 (x) f (x))
ahora, para p = 1; obtenemos
H1 (xn) =  (xn)  
0 (xn) f (xn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (xn)
Consideremos la función iterativa  (x) = x  f (x)
f 0 (x)
(Método de Newton), derivando esta función
0 (x) =
f (x) f 00 (x)
[f 0 (x)]2
entonces, el principal esquema iterativo se convierte en
H1 (xn) =  (xn)  
0 (xn) (f (xn) g (xn))
(f (xn) g (xn))
0
Notemos que si  (x) = x se obtiene el método iterativo implementado en el capítulo I, es decir
xn+1 = xn   f (xn) g (xn)
(f (xn) g (xn))
0
Ahora considerando la función  (xn) junto con su derivada 
0 (xn) y sustituyendo en la forma
funcional H1 (xn) ; obtenemos un nuevo método iterativo, denido por
xn+1 = xn   f (xn)
f 0 (xn)
  [f (xn)]
2 f 00 (xn) g (xn)
[f 0 (xn)]
2 (f 0 (xn) g (xn) + g0 (xn) f (xn))
(94)
Ahora vamos a obtener nuevos métodos iterativos, seleccionando adecuadamente funciones g (xn)
que permitan simplicar dicha expresión iterativa. Consideremos diversas funciones arbitrarias.
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Algoritmo 65 Sea la función auxiliar g (x) = 1 entonces el esquema iterativo anterior , toma la
forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (xn) f
00 (xn)
[f 0 (xn)]
3
(95)
Algoritmo 66 Sea la función auxiliar g (x) = x entonces el método iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn) (xn)
[f 0 (xn)]
2 ((xn) f 0 (xn) + f (xn))
(96)
Algoritmo 67 Sea la función auxiliar g (x) = f (x) entonces el método iterativo anterior es8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
3 f 00 (xn)
2 [f 0 (xn)]
2 f 0 (xn) f (xn)
(97)
Algoritmo 68 Sea g (x) = f 0 (x) entonces el esquema iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn) f 0 (xn)
[f 0 (xn)]
4 + f 00 (xn) [f 0 (xn)]
2 f (xn)
(98)
Consideremos ahora la familia de funciones exponenciales y algunas de sus principales variantes:
Algoritmo 69 Sea g (x) = e x entonces el nuevo método iterativo es8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
2 (f 0 (xn)  f (xn))
(99)
85
Algoritmo 70 Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
3
(100)
Algoritmo 71 Sea g (x) = f (x) e x entonces el nuevo método iterativo es8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
2 [2f 0 (xn)  f (xn)]
(101)
Algoritmo 72 Si  = 0; el esquema iterativo anterior toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
2 [f 0 (xn)]
3
(102)
Algoritmo 73 Sea g (x) = e f(x) entonces g0 (x) =  e f(x) y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
2 (f 0 (xn)  f 0 (xn) f (xn))
(103)
En la fórmula anterior, notemos que si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
3
(104)
Algoritmo 74 Sea g (x) = f (x) e f(x) entonces g0 (x) = f 0 (x) e f(x) e f(x)f 0 (x) f (x) ; luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
2 (f 0 (xn) f (xn) + f 0 (xn)  f 0 (xn) f (xn))
(105)
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Notemos que si  = 1; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
3
Consideremos ahora algunos cocientes funcionales,
Algoritmo 75 Sea g (x) =
f (x)
f 0 (x)
entonces g0 (x) =   [f
0 (x)]2   f 00 (x) f (x)
[f 0 (x)]2
luego el algoritmo es
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
3 f 00 (xn) f 0 (xn)
[f 0 (xn)]
4 f (xn)  [f 0 (xn)]2 f (xn)  f 00 (xn) f 2 (xn)
(106)
Algoritmo 76 Sea g (x) =
1
2
f 00 (x)
f 0 (x)
entonces g0 (x) =
1
2
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
; de donde
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
3  2f 00 (xn) + f 000 (xn) f 0 (xn)  [f 00 (xn)]2
(107)
Algoritmo 77 Sea g (x) =
1
f (x)
entonces g0 (x) =   f
0 (x)
[f (x)]2
; luego el algoritmo es
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn)
[f 0 (xn)]
3   f (xn) f 0 (xn) f 00 (xn)
(108)
Algoritmo 78 Sea g (x) =
1
f 2 (x)
entonces g0 (x) =   2f
0 (x)
[f (x)]3
; y el esquema iterativo principal
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn +
[f (xn)]
2 f 00 (xn)
[f 0 (xn)]
3   f (xn) f 0 (xn) f 00 (xn)
(109)
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Algoritmo 79 Sea g (x) =
f 00 (x)
f 0 (x)
entonces g0 (x) =
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
y el esquema iterativo
anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 [f 00 (xn)]
2
[f 0 (xn)]
4 f 00 (xn)  f 000 (xn) [f 0 (xn)]3 f (xn)  f (xn) [f 0 (xn) f 00 (xn)]2
(110)
Algoritmo 80 Sea g (x) =
1
 (x)
entonces g0 (x) =   
0 (x)
[ (x)]2
; de donde
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn +

[f (xn)]
2 f 00 (xn)

[xf 0 (xn)  f (xn)]
f 2 (xn) f 00 (xn) f 0 (xn) + f (xn) [f 0 (xn)]
3   xn [f 0 (xn)]4
(111)
Algoritmo 81 Sea g (x) =
1
0 (x)
entonces g0 (x) =   
00 (x)
[0 (x)]2
, luego
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
4 (xn) (f
00 (xn))4
(f 0 (xn))7f 00 (xn) + 2f (xn) f 0 (xn) (f 00 (xn))2   f(xn) f 0 (xn) f 00 (xn)  f (xn) f 000 (xn) f 0 (xn)
(112)
9.3. Caso III : H (x) =  (x)  
0 (x) (f (x) g (x))
(f (x) g (x))0
Ahora vamos a considerar otra variante del esquema iterativo
H (x) =  (x)  
0 (x) (f (x) g (x))
(f (x) g (x))0
donde su método iterativo está expresado por
xn+1 = xn   f (xn)
f 0 (xn)
  [f (xn)]
2 f 00 (xn) g (xn)
[f 0 (xn)]
2 (f 0 (xn) g (xn) + g0 (xn) f (xn))
Hagamos el desarrollo de la serie de Taylor de orden 2 de la función f (y) alrededor del punto
x; es decir
f (y)  f (x) + (y   x) f 0 (x) + (y   x)
2
2
f 00 (x)
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donde
y = x  f (x)
f 0 (x)
entonces de las dos expresiones anteriores, se tiene que
f (y) =
f 2 (x) f 00 (x)
2 [f 0 (x)]2
de donde
f 00 (x) =
2f (y) [f 0 (x)]2
f 2 (x)
y el esquema iterativo, toma la forma
xn = yn   f (yn) g (xn)
(f 0 (xn) g (xn) + g0 (xn) f (xn))
(113)
Otra nueva variante, surge cuando se considera a la función iterativa
 (x) = x  f (x)
f 0 (x)  f (x)
entonces
0 (x) = 1  [f
0 (x)]2   f (x) f 00 (x)
[f 0 (x)  f (x)]2
ahora consideremos la función auxiliar g (x) = e x entonces obtenemos un nuevo método itera-
tivo denido por 8>>>>>>>><>>>>>>>>:
yn = xn   f (xn)
f 0 (xn)  f (xn)
xn+1 = yn  
f (xn)
"
1  [f
0 (xn)]
2   f (xn) f 00 (xn)
[f 0 (xn)  f (xn)]2
#
2 [f 0 (xn)  f (xn)]
(114)
Ahora vamos a considerar el método iterativo presentado en [56] ; donde la función iterativa es
 (x) = x  f (x) f
0 (x)
[f (x)]2 + [f 0 (x)]2
derivando esta función, se tiene
0 (x) = 1 

f (x) f 00 (x)  [f 0 (x)]2 [f 2 (x)]  [f 0 (x)]2
[f 0 (x)]2 + f 2 (x)
2
y de esta manera, obtenemos el nuevo esquema iterativo
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xn+1 = xn  f (xn) f
0 (xn)
[f (xn)]
2 + [f 0 (xn)]
2 
f (xn)
2 [f 0 (xn)  f (xn)]
"
1 

f (xn) f
00 (xn)  [f 0 (xn)]2
 
[f 2 (xn)]  [f 0 (xn)]2

[f 0 (xn)]
2 + f 2 (xn)
2
#
(115)
ahora sustituyendo la segunda derivada por una diferencia nita del tipo
f 00 (x)  f
0 (y)  f 0 (x)
y   x
y sustituyendo en el esquema iterativo la expresión anterior
xn+1 = xn   f (xn)
f 0 (xn)
  f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 [f 0 (xn)  f (xn)]
obtenemos el nuevo método iterativo, dado por
xn+1 = xn   f (xn)
f 0 (xn)
  f (xn)
2f 0 (xn)
f 0 (xn)  f 0 (yn)
f 0 (xn)  f (xn) (116)
Ahora vamos a considerar otra nueva variante del esquema iterativo
H (x) =  (x)  
0 (x) (f (x) g (x))
(f (x) g (x))0
Tomemos a la función iterativa  (x) como la función de Traub [94] ; es decir
 (x) = y   f (y)
f 0 (y)
donde
y = x  f (x)
f 0 (x)
derivando, se tiene que
0 (x) =
f (y) f 00 (y)
[f 0 (y)]2
y0
además
y0 =
f (x) f 00 (x)
[f 0 (x)]2
obtenemos el nuevo método iterativo
xn+1 = yn   f (yn)
f 0 (yn)
  f (yn) f
00 (yn)
[f 0 (xn)]
2
f (xn) f
00 (xn)
[f 0 (xn)]
2

f (xn) g (xn)
p [f 0 (xn) g (xn) + g0 (xn) f (xn)]

(117)
Finalmente vamos a considerar otra nueva variante del esquema iterativo
H (xn) =  (xn)  
0 (xn) (f (xn) g (xn))
(f (xn) g (xn))
0
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Hagamos el desarrollo de la serie de Taylor de orden 2 de la función f (z) alrededor del punto
y; es decir
f (z)  f (y) + (z   y) f 0 (y) + (z   y)
2
2
f 00 (y)
donde
z = y   f (y)
f 0 (y)
entonces de las dos expresiones anteriores, se tiene que
f (z) =
f 2 (y) f 00 (y)
2 [f 0 (y)]2
de donde
f 00 (y) =
2f (z) [f 0 (y)]2
f 2 (y)
y el esquema iterativo, toma la forma
xn+1 = zn   f (zn) g (xn)
(f 0 (xn) g (xn) + g0 (xn) f (xn))
y entonces el nuevo método iterativo obtenido es de la forma8>>>>>>>>>>><>>>>>>>>>>>:
yn = xn   f (xn)
f 0 (xn)
zn = yn   f (yn)
f 0 (yn)
xn+1 = zn   f (zn) g (xn)
(f 0 (xn) g (xn) + g0 (xn) f (xn))
(118)
Vamos a considerar a la función iterativa  (x) como la función de Traub [94] ; es decir
 (x) = y   f (y)
f 0 (y)
donde
y = x  f (x)
f 0 (x)
derivando, se tiene que
0 (x) =
f (y) f 00 (y)
[f 0 (y)]2
y0
además
y0 =
f (x) f 00 (x)
[f 0 (x)]2
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obtenemos el nuevo método iterativo
xn+1 = yn   f (yn)
f 0 (yn)
  f (yn) f
00 (yn)
[f 0 (xn)]
2
f (xn) f
00 (xn)
[f 0 (xn)]
2

f (xn) g (xn)
p [f 0 (xn) g (xn) + g0 (xn) f (xn)]

(119)
Ahora vamos a considerar otra variante del método de la técnica iterativa variacional y se obtiene
cuando se sustituye la segunda derivada en función de la primer derivada y el valor de p se considera
igual a 2: Para precisar, consideremos el siguiente caso.
9.4. Caso IV : H (x) =  (x)  
0 (x) (f (x) g (x))
p (f 0 (x) g (x) + g0 (x) f (x))
Hagamos el desarrollo de la función f (y) en serie de Taylor de orden 2, alrededor de x; es decir
f (y) = f (x) + f 0 (x) (y   x) + f
00 (x)
2
(y   x)2
haciendo
y = x  f (x)
f 0 (x)
tenemos que
f (y) =
f 2 (x) f 00 (x)
2 (f 0 (x))2
de donde
f 00 (x) =
2f (y) (f 0 (x))2
f 2 (x)
y sustituyendo en el esquema iterativo principal anterior (Caso II), llegamos a un nuevo esquema
iterativo dado por
H (xn) =  (xn)  
0 (xn) (f (xn) g (xn))
p (f 0 (xn) g (xn) + g0 (xn) f (xn))
con un valor de p = 2; obtenemos
xn = xn   f (xn)
f 0 (xn)
  f (xn) g (xn) f
00 (xn)
[f 0 (xn)]
2 [f 0 (xn) g (xn) + g0 (xn) f (xn)]
y de esta manera, hemos obtenidos un nuevo esquema iterativo, dado por8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) g (xn)
[f 0 (xn) g (xn) + g0 (xn) f (xn)]
(120)
Podemos notar la analogía entre los esquemas iterativos de los casos II y del presente caso, donde
la función f (x) del numerador ha sido sustituida por la función f (y) ; donde y = x   f (x)
f 0 (x)
; es
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decir y constituye una función predictora que en este caso es el método clásico de Newton. Por otro
lado, la estructura del esquema iterativo es invariante y la característica más notable de este nuevo
esquema iterativo es que se hace uso de una composición de función, es decir
f (y) = f

x  f (x)
f 0 (x)

Para generalizar el caso II, nuevamente vamos a considerar algunas variantes de la función
auxiliar g (x) con el objetivo de obtener nuevos métodos iterativos.
Algoritmo 82 Sea g (x) = 1 entonces g0 (x) = 0 , luego
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
(121)
Algoritmo 83 Sea g (x) = x entonces g0 (x) =  y el método iterativo es
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   (xn) f (yn)
[(xn) f 0 (xn) + f (xn)]
(122)
Algoritmo 84 Sea g (x) = f (x) entonces g0 (x) = f 0 (x) , y el algoritmo es
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
2f 0 (xn)
(123)
Algoritmo 85 Sea g (x) = f 0 (x) entonces el esquema iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (xn)
[f 0 (xn)]
2 + f 00 (xn) f (xn)
(124)
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Algoritmo 86 Sea g (x) = f 00 (x) entonces el esquema iterativo anterior, toma la forma8>><>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
00 (xn)
f 0 (xn) f 00 (xn) + f 000 (xn) f (xn)
(125)
Algoritmo 87 Sea g (x) = f (y) entonces g0 (x) = f 0 (y) f (x) f 00 (x) , y el esquema iterativo ante-
rior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
[f 0 (xn) f (yn) + f 0 (yn) f 2 (xn) f 00 (xn)]
(126)
Algoritmo 88 Sea g (x) = f 0 (y) entonces g0 (x) = f 00 (y) f (x) f 00 (x) , y el esquema iterativo
anterior, toma la forma
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (yn)
[f 0 (xn) f 0 (yn) + f 00 (yn) f 2 (xn) f 00 (xn)]
(127)
Algoritmo 89 Sea g (x) =
1
f (y)
entonces g0 (x) =  f
00 (y) f 2 (x) f 00 (x)
f 2 (y)
, y el esquema iterativo
anterior, toma la forma8>><>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (y)
f 0 (xn) f (yn)  f 00 (yn) f 2 (xn) f 00 (xn)
(128)
Algoritmo 90 Sea g (x) =
1
f 2 (y)
entonces g0 (x) =  2f
00 (y) f 2 (x) f 00 (x)
f 3 (y)
, y el esquema iterativo
anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
f 0 (xn) f (yn)  2f 00 (yn) f 3 (xn) f 00 (xn)
(129)
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Algoritmo 91 Sea g (x) = e x entonces g0 (x) =  e ax , y el esquema iterativo anterior, toma
la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)  f (xn)
(130)
Algoritmo 92 Sea g (x) = e f(x) entonces g0 (x) =  f 0 (x) e af(x) , y el esquema iterativo ante-
rior, toma la forma 8>><>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)  f (xn) f 0 (xn)
(131)
Algoritmo 93 Sea g (x) = f (x) e x entonces g0 (x) = f 0 (x) e x   e axf (x) , y el esquema
iterativo anterior, toma la forma
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
2f 0 (xn)  f (xn)
(132)
Algoritmo 94 Sea g (x) = f (x) e f(x) entonces g0 (x) = f 0 (x) e f(x)   f 0 (x) e af(x)f (x) , y el
esquema iterativo anterior, toma la forma
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
2f 0 (xn)  f (xn) f 0 (xn)
(133)
Algoritmo 95 Sea g (x) = ef(x) entonces g0 (x) = f 0 (x) eaf(x) , y el esquema iterativo anterior,
toma la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn) + f (xn)
(134)
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Algoritmo 96 Sea g (x) = f (x) ex entonces g0 (x) = f 0 (x) ex+eaxf (x) , y el esquema iterativo
anterior, toma la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
2f 0 (xn) + f (xn)
(135)
Algoritmo 97 Sea g (x) = e

f(x) entonces g0 (x) =   f
0 (x)
f 2 (x)
e

f(x) , y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
2 (xn)
f 0 (xn) f 2 (xn)  f 0 (xn) f (xn)
(136)
Algoritmo 98 Sea g (x) =
1
f 0 (y)
entonces g0 (x) =  f
00 (y) f 2 (x) f 00 (x)
[f 0 (y)]2
, y el esquema iterativo
anterior, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (yn)
f 0 (xn) f 0 (yn)  f 00 (y) f 3 (xn) f 00 (xn)
(137)
Algoritmo 99 Sea g (x) =
1
f 0 (x)
entonces g0 (x) =   f
00 (x)
[f 0 (x)]2
, y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (xn)
[f 0 (xn)]
2   f (xn) f 00 (xn)
(138)
Algoritmo 100 Sea g (x) =
f 00 (x)
f 0 (x)
entonces g0 (x) =
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
, y el esquema iter-
ativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f (xn) f
0 (xn)
f (xn) [f 0 (xn)]
2   2f (y) (f 0 (xn))2
(139)
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Algoritmo 101 Sea g (x) = e
f(x)
f 0(x) entonces g0 (x) =
 
1  [f
00 (x)]2
[f 0 (x)]2
!
e
f(x)
f 0(x) , y el esquema iterativo
anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
0 (xn)]
2
[f 0 (xn)]
3 + f (xn) [f 0 (xn)]
2   f (xn) [f 00 (xn)]2
(140)
Algoritmo 102 Sea g (x) = e
1
f 0(x) entonces g0 (x) =   f
00 (x)
[f 0 (x)]2
e
1
f 0(x) , y el esquema iterativo ante-
rior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
0 (xn)]
2
[f 0 (xn)]
3   f (xn) f 00 (xn)
(141)
Algoritmo 103 Sea g (x) = e
1
f 00(x) entonces g0 (x) =   f
000 (x)
[f 00 (x)]2
e
1
f 00(x) , y el esquema iterativo ante-
rior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
00 (xn)]
2
f 0 (xn) [f 00 (xn)]
2   f 000 (xn) f (xn)
(142)
Algoritmo 104 Sea g (x) = ef 0(x) entonces g0 (x) = f 00 (x) ef 0(x) , y el esquema iterativo ante-
rior, toma la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn) + f 00 (xn) f (xn)
(143)
Ahora vamos a seguir estudiando otras variantes del caso III con el objeto de poder generalizarlo
y obtener nuevos métodos iterativos.
Consideremos la función iterativa  (x) = x  f (x)
f 0 (x)
derivando esta función, se obtiene
0 (x) = 1  [f
0 (x)]2   f 00 (x) f (x)
[f 0 (x)]2
97
y sustituyendo en el esquema iterativo principal anterior (Caso II)
H (x) =  (x)  
0 (x) f (x) g (x)
p (f 0 (x) g (x) + g0 (x) f (x))
con un valor de p = 1; obtenemos un nuevo esquema iterativo, denido por8>>>>><>>>>>:
yn = xn   f (x)
f 0 (x)
xn+1 = yn   f
00 (x) f 2 (x) g (x)
[f 0 (x)]2 [f 0 (x) g (x) + g0 (x) f (x)]
(144)
Nuevamente vamos a considerar algunas variantes de la función auxiliar g (x) con el objetivo de
obtener nuevos métodos iterativos.
Algoritmo 105 Sea g (x) = 1; derivando g0 (x) = 0 y de esta manera, sustituyendo en la expresión
anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3
(145)
Algoritmo 106 Sea g (x) = f (x) ; derivando g0 (x) = f 0 (x) y de esta manera, sustituyendo en la
expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
3
(146)
Algoritmo 107 Sea g (x) = f 0 (x) ; derivando g0 (x) = f 00 (x) y de esta manera, sustituyendo en la
expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
f 0 (xn)
 
[f 0 (x)]2 + f (xn) f 00 (xn)

(147)
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Algoritmo 108 Sea g (x) =
1
f 00 (x)
; derivando g0 (x) =   f
000 (x)
[f 00 (x)]2
y de esta manera, sustituyendo
en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
2 f 2 (xn)
[f 0 (xn)]
2 (f 0 (x) f 00 (xn)  f (xn) f 000 (xn))
(148)
Algoritmo 109 Sea g (x) =
1
f 2 (x)
; derivando g0 (x) =  2f
0 (x)
f 3 (x)
y de esta manera, sustituyendo
en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (x)
[f 0 (xn)]
2 (f (x)  2f 0 (xn))
(149)
Algoritmo 110 Sea g (x) =
1
f 00 (x) f 2 (x)
; derivando g0 (x) =  f
000 (x) f 2 (x)  2f (x) f 0 (x) f 00 (x)
[f 00 (x)]2 f 4 (x)
y de esta manera, sustituyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado
por 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
2 f 3 (xn)
[f 0 (xn)]
2 (f 00 (xn) f 0 (xn) f (xn)  f 000 (xn) f 0 (xn) + 2f 00 (xn) f 0 (xn))
(150)
Algoritmo 111 Sea g (x) = e x; derivando g0 (x) =  e x y de esta manera, sustituyendo en
la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
2 (f 0 (xn)  f (xn))
(151)
Notemos que si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3
(152)
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Algoritmo 112 Sea g (x) = e f(x); derivando g0 (x) =  f 0 (x) e f(x) y de esta manera, susti-
tuyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
2 [f 0 (xn)  f (xn) f 0 (xn)]
(153)
Notemos que si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
[f 0 (xn)]
3
Algoritmo 113 Sea g (x) = f (x) e x; derivando g0 (x) = f 0 (x) e x e xf (x) y de esta man-
era, sustituyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
2 [2f 0 (xn)  f (xn)]
Notemos que si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2 [f 0 (xn)]
3
Algoritmo 114 Sea g (x) = f (x) e f(x); derivando g0 (x) = f 0 (x) e f(x)   f 0 (x) e f(x)f (x) y
de esta manera, sustituyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado
por 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
2 [2f 0 (xn)  f 0 (xn) f (xn)]
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Notemos que si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
3
(154)
Algoritmo 115 Sea g (x) = e
  
f(x) ; derivando g0 (x) =  f
0 (x)
f 2 (x)
e
  
f(x) y de esta manera, susti-
tuyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 3 (xn)
[f 0 (xn)]
2 [f 0 (xn) f (xn)  f 0 (xn)]
Algoritmo 116 Notemos que si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3
(155)
Algoritmo 117 Sea g (x) = e
  f(x)
f 0(x) ; derivando g0 (x) =   [f
0 (x)]2   f 00 (x) f (x)
[f 0 (x)]2
e
  f(x)
f 0(x) y de
esta manera, sustituyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3   f (xn) [f 0 (xn)]2 + f 2 (xn) f 00 (xn)
Notemos que si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3
(156)
101
Algoritmo 118 Sea g (x) = e
  f
0(x)
f 00(x) ; derivando g0 (x) =   [f
00 (x)]2   f 000 (x) f 0 (x)
[f 00 (x)]2
e
  f
0(x)
f 00(x) y de
esta manera, sustituyendo en la expresión anterior, obtenemos un nuevo método iterativo, dado por8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
3 f 2 (xn)
[f 0 (xn)]
2 f 0 (xn) [f 00 (xn)]2   f (xn) [f 00 (xn)]2 + f (xn) f 0 (xn) f 000 (xn)
Algoritmo 119 Si  = 0; el método iterativo se reduce a8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
3 f 2 (xn)
[f 0 (xn)]
3 [f 00 (xn)]
2
9.5. Caso V : H (x) =  (x) +  (f (x) g (x))p ; p = 2
Sea la forma funcional
H (x) =  (x) +  (f (x) g (x))p
donde
 (x) : Función iterativa de orden p  1
g (x) : Función arbitraria
 : Multiplicador de Lagrange
Por otro lado, la condición de optimalidad implica que
 =   
0 (x)
p (fg)p 1 (fg)0
entonces el esquema iterativo principal se convierte en
H (xn) =  (xn)  
0 (xn) f (xn) g (xn)
p (f 0 (xn) g (xn) + g0 (xn) f (xn))
Notemos que para  (xn) = xn y p = 1; obtenemos
H (xn) = xn   f (xn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (xn)
fórmula que fue obtenida en el algoritmo dedicado al método de Newton.
102
Igual que en el caso anterior, consideremos la función iterativa denida por el método de Newton
 (x) = x  f (x)
f 0 (x)
derivando esta función
0 (x) =
f (x) f 00 (x)
[f 0 (x)]2
entonces, para p = 2; se tiene8>>>>><>>>>>:
H (xn) =  (xn)  
0 (xn) f (xn) g (xn)
p (f 0 (xn) g (xn) + g0 (xn) f (xn))
H (xn) = yn   f
00 (xn) f 2 (xn) g (xn)
2 [f 0 (xn)]
2 (f 0 (xn) g (xn) + g0 (xn) f (xn))
(157)
Ahora vamos a obtener nuevos métodos iterativos, seleccionando adecuadamente funciones g (x)
que permitan simplicar dicha expresión iterativa. Consideremos diversas funciones arbitrarias.
Algoritmo 120 Sea la función g (x) = 1 entonces el esquema iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
3
(158)
Algoritmo 121 Sea la función auxiliar g (x) = x entonces el esquema iterativo anterior, toma la
forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   (xn) f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 [(xn) f 0 (xn) + f (xn)]
(159)
Algoritmo 122 Sea g (x) = f (x) entonces g0 (x) = f 0 (x) y el esquema iterativo anterior, toma
la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
4 [f 0 (xn)]
3
(160)
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Algoritmo 123 Sea la función auxiliar g (x) = f 2 (x) entonces g0 (x) = 2f (x) f 0 (x) y el esquema
iterativo anterior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
6 [f 0 (xn)]
3
(161)
Notemos que si g (x) = [f (x)]p , p 2 Z+ entonces g0 (x) = p [f (x)]p 1 f 0 (x) y el esquema iterativo
anterior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = xn   f (xn)
f 0 (xn)
  [f (xn)]
2 f 00 (xn)
(2 + 2p) [f 0 (xn)]
p+1
(162)
Consideremos algunas variantes de las derivadas,
Algoritmo 124 Sea g (x) = f 0 (x) entonces g0 (x) = f 00 (x) y el esquema iterativo anterior, toma
la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) f 0 (xn)
2 [f 0 (xn)]
2  [f 0 (xn)]2 + f 00 (xn) f (xn)
(163)
Algoritmo 125 Sea g (x) = f 00 (x) entonces g0 (x) = f 000 (x) y el esquema iterativo anterior, toma
la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
2 f 2 (xn)
2 [f 0 (xn)]
2 (f 0 (xn) f 00 (xn) + f 00 (xn) f (xn))
(164)
Algoritmo 126 Sea g (x) =
1
f 0 (x)
entonces g0 (x) = g0 (x) =   f
00 (x)
[f 0 (x)]2
y el esquema iterativo
anterior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) f 0 (xn)
2 [f 0 (xn)]
4   f 00 (xn) f (xn)
(165)
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Algoritmo 127 Sea g (x) =
f 00 (x)
f 0 (x)
entonces g0 (x) =
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
y el esquema iterati-
vo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3 f 00 (xn) + f 000 (xn) f 0 (xn) f 2 (xn)  [f 00 (xn)]2 f 2 (xn)
(166)
Algoritmo 128 Sea g (x) =
1
2
f 00 (x)
f 0 (x)
entonces g0 (x) =
1
2
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
y el esquema
iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3  2f 00 (xn) + f 000 (xn) f 0 (xn)  [f 00 (xn)]2
(167)
Ahora vamos a considerar la familia de funciones exponenciales:
Algoritmo 129 Sea g (x) = e x entonces g0 (x) =  e ax y el esquema iterativo anterior, toma
la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
[f 0 (xn)]
3 f 00 (xn) + f 000 (xn) f 0 (xn) f 2 (xn)  [f 00 (xn)]2 f 2 (xn)
(168)
Algoritmo 130 Sea g (x) = e f(x) entonces g0 (x) =  f 0 (x) e af(x) y el esquema iterativo ante-
rior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 [1  f (xn)]
(169)
Generalizando el esquema anterior,
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Algoritmo 131 Sea g (x) = f (x) e x entonces g0 (x) = f 0 (x) e x   e axf (x) y el esquema
iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
4 [f 0 (xn)]
2   2f 0 (xn) f (xn)
(170)
Algoritmo 132 Sea g (x) = f (x) e f(x) entonces g0 (x) = f 0 (x) e f(x)   f 0 (x) e af(x)f (x) y el
esquema iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
4 [f 0 (xn)]
3   2 [f 0 (xn)]2 f (xn)
(171)
Algoritmo 133 Sea g (x) = ex entonces g0 (x) = eax y el esquema iterativo anterior, toma la
forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 (f 0 (xn) + f (xn))
(172)
Algoritmo 134 Sea g (x) = ef(x) entonces g0 (x) = f 0 (x) eaf(x) y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 (f 0 (xn) + f (xn) f 0 (xn))
(173)
Algoritmo 135 Sea g (x) = f (x) ex entonces g0 (x) = f 0 (x) ex+eaxf (x) y el esquema iterativo
anterior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 (2f 0 (xn) + f (xn))
(174)
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Notemos que si  = 0; el algoritmo anterior toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
4 [f 0 (xn)]
3
(175)
Algoritmo 136 Sea g (x) = e

f(x) entonces g0 (x) =   f
0 (x)
f 2 (x)
e

f(x) y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 3 (xn)
2 [f 0 (xn)]
2 (f (xn) f 0 (xn)  f 0 (xn))
(176)
Notemos que si  = 0; el algoritmo anterior toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
3
(177)
Algoritmo 137 Sea g (x) = f (y) entonces g0 (x) = f 0 (y)
f 00 (x) f (x)
[f 0 (x)]2
y el esquema iterativo ante-
rior, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) f (y)
2 [f 0 (xn)]
3 f (y)  2f 0 (y) f 00 (xn) f 2 (xn)
(178)
Algoritmo 138 Sea g (x) =
1
f (y)
entonces g0 (x) =   f
0 (y)
[f (y)]2
f 00 (x) f (x)
[f 0 (x)]2
y el esquema iterativo
anterior, toma la forma
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) f (y) [f 0 (xn)]
2
2 [f 0 (xn)]
2  [f 0 (xn)]3 f (y)  f 0 (y) f 00 (xn) f 2 (xn)
(179)
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Algoritmo 139 Sea g (x) =
1
f 0 (x)
entonces g0 (x) =   f
00 (x)
[f 0 (x)]2
y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) f 0 (xn)
2 [f 0 (xn)]
2  [f 0 (xn)]2   f (xn) f 00 (xn)
(180)
Algoritmo 140 Sea g (x) =
1
f 00 (x)
entonces g0 (x) =   f
000 (x)
[f 00 (x)]2
y el esquema iterativo anterior,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
2 f 2 (xn) f (xn)
2 [f 0 (xn)]
2 [f 00 (xn) f 0 (xn)  f 000 (xn) f (xn)]
(181)
Algoritmo 141 Sea g (x) =
f 00 (x)
f 0 (x)
entonces g0 (x) =
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
y el esquema iterati-
vo anterior, toma la forma
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
2 f 2 (xn) f
0 (xn)
2 [f 0 (xn)]
2 f 00 (xn) [f 0 (xn)]2 + f (xn) f 0 (xn) f 000 (xn)  [f 00 (xn)]2 f (xn)
(182)
Algoritmo 142 Sea g (x) = e
f(x)
f 0(x) entonces g0 (x) =
 
1  [f
00 (x)]2 f (x)
[f 0 (x)]2
!
e
f(x)
f 0(x) y el esquema iter-
ativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2

[f 0 (xn)]
3 + [f 0 (xn)]
2 f (xn)  [f 00 (xn)]2 f 2 (xn)

(183)
Analicemos el caso cuando g (x) =
1
 (x)
entonces g0 (x) =   
0 (x)
[ (x)]2
y el esquema iterativo
anterior, toma la forma
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yn = xn   f (xn)
f 0 (xn)
(184)
H (xn) = yn  
[f (xn)]
2 f 00 (xn)
 (xn)
2 [f 0 (xn)]
2

f 0 (xn)
 (xn)
  
0 (xn) f (xn)
[ (xn)]
2

sustituyendo  (x) = x  f (x)
f 0 (x)
y 0 (x) =
f(x) f 00 (x)
(f 0 (x))2
; el esquema anterior, se convierte en el
siguiente
Algoritmo 1438>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (xn)]
2 f 00 (xn) [f 0 (xn)  f (xn)]
2 [f 0 (xn)]
2  [f 0 (xn)]3   [f 0 (xn)]2   f 2 (xn) f 00 (xn)
(185)
Algoritmo 144 Sea g (x) =
1
2
f 00 (x)
f 0 (x)
entonces g0 (x) =
1
2
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
y el esquema
iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (xn)]
2 f 2 (xn) f
0 (xn)
[f 0 (xn)]
2 2f 00 (xn) [f 0 (xn)]2 + f (xn) f 0 (xn) f 000 (xn)  [f 00 (xn)]2 f (xn)
(186)
Algoritmo 145 Sea g (x) = y, donde y = x   f (x)
f 0 (x)
; entonces g0 (x) =
f 00 (x) f (x)
[f 0 (x)]2
y el esquema
iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
0 (xn)]
2 f 2 (xn) f
00 (xn) (yn)
2 [f 0 (xn)]
2 [f 0 (xn)]3 (yn) + f 2 (xn) f 00 (xn)
(187)
Algoritmo 146 Sea y = x  f (x)
f 0 (x)
y g (x) = e y entonces g0 (x) =  y0e ay; de donde8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2

[f 0 (x)]3   f 2 (x) f 00 (x)
(188)
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Algoritmo 147 Sea y = x  f (x)
f 0 (x)
y g (x) = e f(y) entonces g0 (x) =  f 0 (y) y0e af(y); luego
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2

[f 0 (x)]3   f 0 (yn) f 2 (x) f 00 (x)

(189)
Algoritmo 148 Sea g (x) = ye y entonces g0 (x) = y0e x   y0e ay , entonces8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   yf
00 (x) f 2 (xn)
2

y [f 0 (x)]3 + f 2 (x) f 00 (xn)  f 2 (x) f 00 (xn)

(190)
Algoritmo 149 Si  = 0; obtenemos el metodo iterativo8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   yf
00 (x) f 2 (xn)
2

y [f 0 (x)]3 + f 2 (x) f 00 (xn)

(191)
Algoritmo 150 Si  = 1; se tiene el método iterativo8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2 [f 0 (x)]3
(192)
Algoritmo 151 Sea g (x) = f (x) e y entonces g0 (x) = [f 0 (x)  y0f (x)] e ay , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2

2 [f 00 (x)]3   f 2 (x) f 00 (x)
(193)
Algoritmo 152 Si  = 0; se obtiene el método8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
4 [f 00 (x)]3
(194)
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Algoritmo 153 Sea g (x) = ey entonces g0 (x) = y0eax; en consecuencia8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2

[f 0 (x)]3 + f 2 (x) f 00 (x)

(195)
Algoritmo 154 Sea g (x) = ef(y) entonces g0 (x) = f 0 (y) eaf(y) , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) [f 0 (xn)]
2
2

[f 0 (xn)]
5 + f 0 (yn) f 2 (xn) [f 00 (xn)]
2 f (x)

(196)
Si  = 0 el esquema iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2 [f 0 (x)]3
Algoritmo 155 Sea g (x) = e 

y entonces g0 (x) =   [f
0 (x)]2
f (x) f 00 (x)
e 

y , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (x)]2 f 2 (xn)
2 [f 0 (x)]2
 
f 0 (x) f 00 (x)   [f 0 (x)]2
(197)
Algoritmo 156 Si  = 0 el esquema iterativo anterior, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (x)]2 f 2 (xn)
2 [f 0 (x)]3 f 00 (x)
(198)
Algoritmo 157 Sea g (x) = e 

f(y) entonces g0 (x) =   1
f 0 (y)
e 

f(y) , en consecuencia8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (x)]2 f 2 (xn) f 0 (yn)
2 [f 0 (x)]2
 
f 0 (x)   [f 0 (x)]2
(199)
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Algoritmo 158 Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f
00 (x)]2 f 2 (xn) f 0 (yn)
2 [f 0 (x)]3
(200)
Algoritmo 159 Sea g (x) = e 
f(y)
f 0(y) entonces g0 (x) =  

f (y)
f 0 (y)
0
e
  f(y)
f 0(y) y obtenemos8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn) [f 0 (yn)]
2
2 [f 0 (x)]2
 
f 0 (x) [f 0 (yn)]
2    [f 0 (y)]2 f (x) + f 00 (yn) f (y) f (xn)

(201)
Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn)
2 [f 0 (x)]3
Algoritmo 160 Sea g (x) = e 
f 0(y)
f 00(y) entonces g0 (x) =  

f 0 (y)
f 00 (y)
0
e
  f
0(y)
f 00(y) , en consecuencia8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (x) f 2 (xn) [f 00 (yn)]
2
2 [f 0 (x)]2
 
f 0 (x) [f 00 (yn)]
2    [f 00 (y)]2 f (x) + f 000 (yn) f 0 (y) f (xn)

(202)
Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
3
Algoritmo 161 Sea g (x) = f (y) e x entonces g0 (x) = e x [f 0 (y)  f (y)] , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn) f (yn)
2 [f 0 (xn)]
2 (f 0 (xn) f (yn) + f 0 (yn) f (xn)  f (xn) f (yn))
(203)
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Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
3
Algoritmo 162 Sea g (x) = f (x) e f(y) entonces g0 (x) = e f(y) [f 0 (x)  f 0 (y) f (x)] , en con-
secuencia 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2 [f 0 (xn)]
2 (2f 0 (xn)  f (xn) f 0 (yn))
(204)
Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
4 [f 0 (xn)]
3
Algoritmo 163 Sea g (x) = f 0 (x) e y entonces g0 (x) = e y [f 00 (x)  y0f 0 (x)] y obtenemos8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2

[f 0 (xn)]
3 + f 00 (yn) f 0 (xn) f (xn)  f (xn) f 00 (xn)

(205)
Algoritmo 164 Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
00 (xn) f 2 (xn)
2

[f 0 (xn)]
3 + f 00 (yn) f 0 (xn) f (xn)

(206)
113
9.6. Caso VI : H (x) =  (x) +  (f ( (x)) g ( (x)))
Ahora vamos a generalizar otro esquema iterativo, considerando la forma funcional denida por
H2 (x) =  (x) +  (f ( (x)) g ( (x)))
donde
 (x) : Función iterativa predictora de orden p  1
g (x) : Función arbitraria
 : Multiplicador de Lagrange
Por otro lado, la condición de optimalidad implica que
 =   1
[f 0 ( (x)) g ( (x)) + g0 ( (x)) f 0 ( (x))]
entonces el esquema iterativo principal se convierte en
H (x) =  (x)  f
0 ( (x)) g ( (x))
(f 0 ( (x)) g ( (x)) + g0 ( (x)) f ( (x)))
Es meritorio señalar que el nuevo esquema obtenido incluye al reconocido método de Noor [65]
como un caso particular. También notemos que para  (x) = x obtenemos
H (x) = x  f (x) g (x)
f 0 (x) g (x) + g0 (x) f (x)
fórmula que fue obtenida en el algoritmo dedicado al método de Newton.
Igual que en los casos anteriores, consideremos la función iterativa denida por el método de
Newton
 (x) = y = x  f (x)
f 0 (x)
y de esta manera, obtenemos el siguiente esquema iterativo
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = yn   f (yn) g (yn)
(f 0 (yn) g (yn) + g0 (yn) f (yn))
(207)
notemos que si dividimos la fracción del esquema anterior por g (yn) ; y si reemplazamos la
expresón
g0 (yn)
g (yn)
por
g0 (xn)
g (xn)
; obtendremos un nuevo método iterativo equivalente al anterior, el cual
está denido por
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8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = yn   f (yn) g (xn)
(f 0 (yn) g (xn) + g0 (xn) f (yn))
(208)
el cual resulta más sencillo de manipular y al tomar la función auxiliar diversas formas fun-
cionales, obtenemos una nueva familia de métodos iterativos, tales son los casos de las funciones
exponenciales, donde dichos esquemas generan múltiples formas.
De las relaciones
f 00 (x) =
f 0 (y)  f 0 (x)
y   x
f 00 (x) =
2f (y) [f 0 (x)]2
[f (x)]2
obtenemos la expresión
f 0 (y)  f
0 (x)
f (x)
[f (x)  2f (y)]
y sustituyéndola en el esquema iterativo8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = yn   f (yn) g (yn)
(f 0 (yn) g (yn) + g0 (yn) f (yn))
se tiene un nuevo método iterativo denido por8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = yn   f (xn) f (yn) g (xn)
f 0 (yn) [f (xn)  2f (yn)] + f (xn) f (yn) g0 (xn)
(209)
Ahora vamos a continuar profundizando con el hallazgo de los principales esquemas iterativos
encontrados y a partir de aquí, vamos a considerar diversas variantes de la función auxiliar g (x)
para poder determinar nuevos métodos iterativos.
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Casos Especiales:
Caso I:
Sea el método de Newton expresado por
xk+1 = xk   h (x)
h0 (x)
Si h (x) =
f (x)
g (x)
; entonces h0 (x) =
f 0 (x) g (x)  g0 (x) f (x)
[g (x)]2
; entonces el esquema iterativo toma
la forma
xk+1 = xk   f (x) g (x)
f 0 (x) g (x)  g0 (x) f (x)
Si la función auxiliar g (x) = c; entonces obtenemos
xk+1 = xk   f (x)
f 0 (x)
el cual constituye el método clásico de Newton.
Si la función auxiliar g (x) = f (x) ; entonces el esquema iterativo colapsa.
Algoritmo 165 Si la función auxiliar g (x) = f 0 (x) ; obtenemos
xk+1 = xk   f (xn) f
0 (xn)
[f 0 (xn)]
2   f (xn) f 00 (xn)
(210)
Algoritmo 166 Si la función auxiliar g (x) = f 00 (x) ; luego
xk+1 = xk   f (xn) f
00 (xn)
f 0 (xn) f 00 (xn)  f 000 (xn) f (xn) (211)
Algoritmo 167 Sea y = x  f (x)
f 0 (x)
; consideremos la función auxiliar g (x) = f (y) ; entonces
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) f (yn)  f 0 (yn) f (xn)
(212)
Ahora, considerando la relaciónn fundamental
xn+1 =  (xn)  f ( (xn)) g ( (xn))
f 0 ( (xn)) g ( (xn)) + g0 ( (xn)) f ( (xn))
y haciendo
 (xn) = yn = xn   f (xn)
f 0 (xn)
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Algoritmo 168 Sea g (y) = 1; entonces el método iterativo es8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)
(213)
Algoritmo 169 Sea g (y) = y; luego8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
yf 0 (yn) + f (yn)
(214)
Algoritmo 170 Sea la función auxiliar g (y) = f (y) ; entonces g0 (y) = f 0 (y) ; en consecuencia8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
2f 0 (yn)
(215)
Algoritmo 171 Sea g (x) = f 0 (y) ; entonces g0 (y) = f 00 (y) , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (yn)
[f 0 (yn)]
2 + f 00 (yn) f (yn)
(216)
Algoritmo 172 Sea g (x) = f 00 (y) ; entonces g0 (y) = f 000 (y) ; obtenemos8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
00 (yn)
f 0 (yn) f 00 (yn) + f 000 (yn) f (yn)
(217)
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Algoritmo 173 Sea g (y) =
f (y)
f 0 (y)
; entonces g0 (y) =
[f 0 (y)]2   f 00 (y) f (y)
[f 0 (y)]2
y el método toma la
forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   [f (yn)]
2
f (yn) f 0 (yn) + f 0 (yn)  f (yn)
(218)
Algoritmo 174 Sea g (y) =
f 00 (y)
f 0 (y)
; entonces g0 (y) =
f 0 (y) f 000 (y)  [f 00 (y)]2
[f 0 (y)]2
y se obtiene8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (yn) f 00 (yn)
[f 0 (yn)]
2 f 00 (yn) + f 0 (yn) f 000 (yn)  [f 00 (yn)]2
(219)
Algoritmo 175 Sea g (y) = e f(y) entonces g0 (y) =  f 0 (y) ef(y); en consecuencia8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)  f 0 (yn) f (yn)
(220)
Algoritmo 176 Sea g (y) = f (y) e f(y) entonces g0 (y) = f 0 (y) e f(y)   f 0 (y) ef(y)f (y) ; luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
f 0 (yn) f (yn) + f 0 (yn)  f 0 (yn) f 2 (yn)
(221)
Algoritmo 177 Si  = 0; se obtiene el metodo iterativo es8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
f 0 (yn) f (yn) + f 0 (yn)
(222)
Algoritmo 178 Sea g (y) = e f 0(y) entonces g0 (y) =  f 00 (y) e f 0(y); luego8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)  f 00 (yn) f (yn)
(223)
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Algoritmo 179 Sea g (y) = e f 00(y) entonces g0 (y) =  f 000 (y) e f 00(y); en consecuencia8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)  f 000 (yn) f (yn)
(224)
Algoritmo 180 Sea g (y) = f 2 (y) entonces g0 (y) = 2f (y) f 0 (y) , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
3 (yn)
3f 0 (yn) f 2 (yn)
(225)
Algoritmo 181 Sea g (y) =
1
f (y)
entonces g0 (y) =   f
0 (y)
f 2 (y)
, y el esquema iterativo toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn +
f (yn)
f 0 (yn)
(226)
Algoritmo 182 Sea g (y) =
f (y)
f 0 (y)
entonces g0 (y) =
[f 0 (y)]2   f 00 (y) f (y)
[f 0 (y)]2
, luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn) f
0 (yn)
[f 0 (yn)]
3 + [f 0 (yn)]
2 f (yn)  f 00 (yn) f 2 (yn)
(227)
Algoritmo 183 Sea g (y) =
f 00 (y)
f 0 (y)
entonces g0 (y) =
f 000 (y) f 0 (y)  [f 00 (y)]2
[f 0 (y)]2
, y se obtiene8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (yn) f 00 (yn)
[f 0 (yn)]
2 f 00 (yn) + f 000 (yn) f 0 (yn) f (yn)  f (yn) [f 0 (yn)]2
(228)
Algoritmo 184 Sea g (y) = e 

f(y) entonces g0 (y) =   f
0 (y)
f 2 (y)
e 

f(y) , en consecuencia8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
f 0 (yn) f (yn)  f 0 (yn)
(229)
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Si  = 0 el esquema iterativo toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)
Algoritmo 185 Sea g (y) = e 

f 0(y) entonces g0 (y) =   f
00 (y)
[f 0 (y)]2
e
  
f 0(y) , y el esquema iterativo
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
0 (yn)]
2
[f 0 (yn)]
3   f (yn) f 00 (yn)
(230)
Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
0 (yn)]
2
[f 0 (yn)]
3
Algoritmo 186 Sea g (y) = e 

f 00(y) entonces g0 (y) =   f
000 (y)
[f 00 (y)]2
e
  
f 00(y) , luego8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
00 (yn)]
2
f 0 (yn) [f 00 (yn)]
2   f (yn) f 000 (yn)
(231)
Si  = 0; el esquema iterativo toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
00 (yn)]
2
f 0 (yn) [f 00 (yn)]
2
Algoritmo 187 Sea g (y) = e 
f 00(y)
f 0(y) entonces g0 (y) =  f
000 (y) f 0 (y)  [f 00 (y)]2
[f 0 (y)]2
e
 f 00(y)
f 0(y) , en con-
secuencia 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
0 (yn)]
2
[f 0 (yn)]
3   f 000 (yn) f 0 (yn) f (yn) + f (yn) [f 00 (yn)]2
(232)
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Algoritmo 188 Sea g (y) = ef(y) entonces g0 (y) = f 0 (y) ef(y); luego8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn) + f 0 (yn) f (yn)
(233)
Algoritmo 189 Sea g (y) = f (y) ef(y) entonces g0 (y) = f 0 (y) e f(y) + f 0 (y) ef(y)f (y) ; y el
esquema iterativo toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
2f 0 (yn) + f 0 (yn) f (yn)
(234)
De la relacion fundamental
xn+1 = yn   f (xn) f (yn) g (xn)
f 0 (xn) [f (xn)  2f (yn)] g (xn) + f (xn) f (yn) g0 (xn)
Algoritmo 190 Sea g (x) = f (y) ; entonces g0 (x) = f 0 (y) y el esquema iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) [f (yn)]
2
f 0 (xn) [f (xn)  2f (yn)] f (yn) + f (xn) f (yn) f 0 (yn)
(235)
Algoritmo 191 Sea g (x) = f 0 (y) ; entonces g0 (x) = f 00 (y) y el esquema iterativo es8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn) f
0 (yn)
f 0 (xn) [f (xn)  2f (yn)] f 0 (yn) + f (xn) f (yn) f 00 (yn)
(236)
Algoritmo 192 Sea g (x) = f 00 (y) ; entonces g0 (x) = f 000 (y) y el esquema toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn) f
00 (yn)
f 0 (xn) [f (xn)  2f (yn)] f 00 (yn) + f (xn) f (yn) f 000 (yn)
(237)
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De forma general, si la función auxiliar g (x) = f (n) (y) ; entonces g0 (x) = f (n+1) (y) y en conse-
cuencia
yn = xn   f (xn)
f 0 (xn)
xk+1 = yk   f (xn) f (yn) f
(n) (yn)
f 0 (xn) [f (xn)  2f (yn)] f (n) (yn) + f (xn) f (yn) f (n+1) (yn)
Algoritmo 193 Sea g (x) =
1
f 0 (y)
; entonces g0 (x) =   f
00 (y)
[f 0 (y)]2
y el método es
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn) f
0 (yn)
f 0 (xn) f 0 (yn) [f (xn)  2f (yn)]  f (xn) f (yn) f 00 (yn)
(238)
Algoritmo 194 Sea g (x) =
1
f (y)
; entonces g0 (x) =   f
0 (y)
[f (y)]2
, luego
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + f (xn) f 0 (yn)
(239)
Algoritmo 195 Sea g (x) =
f (y)
f 0 (y)
; entonces g0 (x) =   [f
0 (y)]2   f (y) f 0 (y)
[f 0 (y)]2
y en consecuencia
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f
0 (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + f (yn)

[f 0 (xn)]
2   f 0 (xn) f 00 (xn)

(240)
Algoritmo 196 Sea g (x) =
f 0 (y)
f (y)
; entonces g0 (x) =  f
00 (y) f (y)  [f 0 (y)]2
[f (y)]2
y el método iterativo
es 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f
0 (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + f (yn)

f 00 (xn) f 0 (xn)  [f 0 (xn)]2

(241)
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Algoritmo 197 Sea g (x) = f 2 (y) ; entonces g0 (x) = 2f (y) f 0 (y) y obtenemos8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + 2f (xn) f 0 (yn)
(242)
Algoritmo 198 Sea g (x) =
1
f 2 (y)
; entonces g0 (x) =  2f
0 (y)
f 3 (y)
, luego
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f (xn) [f (xn)  2f (yn)]  2f (xn) f 0 (yn)
(243)
Algoritmo 199 Sea g (x) =
f 00 (y)
f 0 (y)
; entonces g0 (x) =
f 000 (y) f 0 (y)  [f 00 (y)]2
[f 0 (y)]2
y obtenemos
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f
0 (xn) f 00 (xn) f (yn)
[f 0 (xn)]
2 [f (xn)  2f (yn)] f 00 (xn) + f (xn) f (yn)

f 0 (xn) f 000 (xn)  [f 00 (xn)]2

(244)
Caso 2:
Consideremos la variante del método de Newton
xn+1 = yn   f (yn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (xn)
donde
yn = xn   f (xn)
f 0 (xn)
Algoritmo 200 Sea g (x) =
f 0 (x)
f 00 (x)
; entonces g0 (x) =
[f 00 (x)]2   f 000 (x) f 0 (x)
[f 00 (x)]2
, y el esquema iter-
ativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (xn) f 00 (xn)
f 00 (xn) [f 0 (xn)]
2 + [f 00 (xn)]
2 f (xn)  f 000 (xn) f 0 (xn) f (xn)
(245)
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Algoritmo 201 Sea g (x) =
f 00 (x)
f 0 (x)
; entonces g0 (x) =
f 000 (x) f 0 (x)  [f 00 (x)]2
[f 0 (x)]2
, y el esquema iter-
ativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (xn) f 00 (xn)
f 00 (xn) [f 0 (xn)]
2 + f 000 (xn) f 0 (xn) f (xn)  [f 00 (xn)]2 f (xn)
(246)
Algoritmo 202 Sea g (xn) = ex; entonces g0 (xn) = ex y el esquema iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn) + f (xn)
(247)
Algoritmo 203 Sea g (x) = e x; entonces g0 (xn) =  ex , luego8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)  f (xn)
(248)
Algoritmo 204 Sea g (x) = ef(x); entonces g0 (x) = f 0 (x) ef(x) , luego8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)  f 0 (xn) f (xn)
(249)
Algoritmo 205 Sea g (xn) = e

f(x) ; entonces g0 (x) =   f
0 (x)
f 2 (x)
e

f(x) , y en consecuencia
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f (xn)
f 0 (xn) f (xn)  f 0 (xn)
(250)
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Algoritmo 206 Si la función auxiliar es g (x) = e
f(x)
f 0(x) ; entonces g0 (x) =
[f 0 (x)]2   f 00 (x) f (x)
[f 0 (x)]2
e
f(x)
f 0(x)
, y el esquema iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) [f
0 (xn)]
2
[f 0 (xn)]
3 + [f 0 (xn)]
2 f (xn)  f 00 (xn) f 2 (xn)
(251)
Algoritmo 207 Si la función auxiliar es g (x) = 1; entonces g0 (x) = 0 , y el esquema iterativo,
toma la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (xn)
(252)
Algoritmo 208 Si la función auxiliar es g (x) =
1
f (y)
; entonces g0 (x) =   f
0 (y)
f 2 (y)
, y el esquema
iterativo, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
f 0 (xn) f (yn)  f 0 (yn) f (xn)
(253)
Algoritmo 209 Si la función auxiliar es g (x) = f (y) ; entonces g0 (x) = f 0 (y) , y el esquema
iterativo, toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (y)
f 0 (xn) f (y) + f 0 (y) f (xn)
(254)
Algoritmo 210 Si la función auxiliar es g (x) = f 0 (y) ; entonces g0 (x) = f 00 (y) , y el esquema
iterativo, toma la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (y) f
0 (yn)
f 0 (xn) f 0 (yn) + f 00 (yn) f (xn)
(255)
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Algoritmo 211 Si la función auxiliar es g (x) = f 00 (y) ; entonces g0 (x) = f 000 (y) , y el esquema
iterativo, toma la forma 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
0 (yn)
f 0 (xn) f 00 (yn) + f 000 (yn) f (xn)
(256)
De manera más general, si g (x) = f (n) (y) ; entonces g0 (x) = f (n+1) (y) , y el esquema iterativo,
toma la forma 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn) f
(n) (yn)
f 0 (xn) f (n) (yn) + f (n+1) (yn) f (xn)
Algoritmo 212 Si la función auxiliar es g (xn) = f (xn) f (y) entonces g0 (xn) = f 0 (xn) f (y) +
f 0 (y) f (xn) , y el esquema iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
2f 0 (xn) f (yn) + f 0 (yn) f (xn)
(257)
Algoritmo 213 Si la función auxiliar es g (xn) =
f (xn)
f (y)
entonces g0 (xn) =
f 0 (xn) f (y)  f 0 (y) f (xn)
f 2 (y)
, y el esquema iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (yn)
2f 0 (xn) f (yn)  f 0 (yn) f (xn)
(258)
Caso 3:
Sabiendo que el método iterativo de Newton está dado por
xnk+1 = xn   h (xn)
h0 (xn)
y consideremos h (xn) = f (xn) g (xn) donde g (xn) = f (y) entonces h0 (xn) = f 0 (xn) f (y) +
f 0 (y) f (xn), el esquema iterativo toma la forma
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Algoritmo 214 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) f (yn) + f 0 (yn) f (xn)
(259)
Caso 4:
Sea la variante del esquema iterativo de Newton
xn+1 = xn   f (xn) g (h)
f 0 (xn) g (h) + g0 (h) f (xn)
entonces,
Algoritmo 215 Si la función auxiliar g (h) = f 0 (y) entonces g0 (h) = f 00 (y) , y en consecuencia8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = xn   f (xn) f
0 (yn)
f 0 (xn) f 0 (yn) + f 00 (yn) f (xn)
(260)
Algoritmo 216 Sea g (h) = f 00 (y) entonces g0 (h) = f 000 (y) , entonces, el nuevo método iterativo
es 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = xn   f (xn) f
00 (yn)
f 0 (xn) f 00 (yn) + f 000 (yn) f (xn)
(261)
En general, sea g (h) = f (n) (y) entonces g0 (h) = f (n+1) (y) en consecuencia
yn = xn   f (xn)
f 0 (xn)
xn+1 = xn   f (xn) f
(n) (yn)
f 0 (xn) f (n) (yn) + f (n+1) (yn) f (xn)
Caso 5:
De la relación fundamental
xn+1 = yn   f (xn) f (yn) g (xn)
f 0 (xn) [f (xn)  2f (yn)] g (xn) + f (xn) f (yn) g0 (xn)
obtenemos las siguientes variantes del método de Newton.
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Algoritmo 217 Si la función auxiliar g (xn) = f (y) ; entonces g0 (xn) = f 0 (y) , y el esquema
iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) [f (yn)]
2
f 0 (xn) [f (xn)  2f (yn)] f (yn) + f (xn) f (yn) f 0 (yn)
(262)
Algoritmo 218 Si la función auxiliar g (xn) = f 0 (y) ; entonces g0 (xn) = f 00 (y) , y el esquema
iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn) f
0 (yn)
f 0 (xn) [f (xn)  2f (yn)] f 0 (yn) + f (xn) f (yn) f 00 (yn)
(263)
Algoritmo 219 Si la función auxiliar g (xn) = f 00 (y) ; entonces g0 (xn) = f 000 (y) , y el esquema
iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn) f
00 (yn)
f 0 (xn) [f (xn)  2f (yn)] f 00 (yn) + f (xn) f (yn) f 000 (yn)
(264)
De forma general, si la función auxiliar g (xn) = f (n) (y) ; entonces g0 (xn) = f (n+1) (y) , y el
esquema iterativo, toma la forma
yn = xn   f (xn)
f 0 (xn)
xnk+1 = yk   f (xn) f (yn) f
(n) (yn)
f 0 (xn) [f (xn)  2f (yn)] f (n) (yn) + f (xn) f (yn) f (n+1) (yn)
Algoritmo 220 Si la función auxiliar g (xn) =
1
f 0 (y)
; entonces g0 (xn) =   f
00 (y)
[f 0 (y)]2
, y el esquema
iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn) f
0 (yn)
f 0 (xn) f 0 (yn) [f (xn)  2f (yn)]  f (xn) f (yn) f 00 (yn)
(265)
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Algoritmo 221 Si la función auxiliar g (xn) =
1
f (y)
; entonces g0 (xn) =   f
0 (y)
[f (y)]2
, y el esquema
iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + f (xn) f 0 (yn)
(266)
Algoritmo 222 Si la función auxiliar g (xn) =
f (y)
f 0 (y)
; entonces g0 (xn) =   [f
0 (y)]2   f (y) f 0 (y)
[f 0 (y)]2
,
y el esquema iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f
0 (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + f (yn)

[f 0 (xn)]
2   f 0 (xn) f 00 (xn)

(267)
Algoritmo 223 Si la función auxiliar g (xn) =
f 0 (y)
f (y)
; entonces g0 (xn) =  f
00 (y) f (y)  [f 0 (y)]2
[f (y)]2
, y el esquema iterativo, toma la forma8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f
0 (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + f (yn)

f 00 (xn) f 0 (xn)  [f 0 (xn)]2

(268)
Algoritmo 224 Si la función auxiliar g (xn) = f 2 (y) ; entonces g0 (xn) = 2f (y) f 0 (y) , y el esque-
ma iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)] + 2f (xn) f 0 (yn)
(269)
Algoritmo 225 Si la función auxiliar g (xn) =
1
f 2 (y)
; entonces g0 (xn) =  2f
0 (y)
f 3 (y)
, y el esquema
iterativo, toma la forma8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn) f (yn)
f 0 (xn) [f (xn)  2f (yn)]  2f (xn) f 0 (yn)
(270)
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9.7. Caso VII : H (x) =  (x) +  (f ( (x)) g ( (x)))p
Ahora vamos a generalizar todos los métodos de técnica variacional, mediante la consideración de
funciones auxiliares que envuelven dos funciones predictoras. Las funciones predictoras son  (xn) y
 (xn) las cuales tienen orden de convergencia s  1 y t  1 respectivamente. Estas funciones
predictoras permitirán obtener nuevos métodos iterativos de orden (s+ t) :
Consideremos la forma funcional H3 (xn) denida por
H3 (x) =  (x) +  (f ( (x)) g ( (x)))
p
donde
p =
s
t
 (xn) : Función iterativa predictora de orden s  1
 (xn) : Función iterativa predictora de orden t  1
g (xn) : Función arbitraria
 : Multiplicador de Lagrange
Por otro lado, la condición de optimalidad implica que
 =   1
[f 0 ( (xn)) g ( (xn)) + g0 ( (xn)) f 0 ( (xn))]
entonces el esquema iterativo principal se convierte en
H (xn) =  (xn)  f
0 ( (xn)) g ( (xn))
(f 0 ( (xn)) g ( (xn)) + g0 ( (xn)) f ( (xn)))
Es meritorio señalar que el nuevo esquema obtenido incluye al reconocido método de Noor [65]
como un caso particular. También notemos que para  (xn) = xn obtenemos
H (xn) = xn   f (xn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (xn)
fórmula que fue obtenida en el algoritmo dedicado al método de Newton.
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Igual que en los casos anteriores, consideremos la función iterativa denida por el método de
Newton
 (xn) = yn = xn   f (xn)
f 0 (xn)
y de esta manera, obtenemos el siguiente esquema iterativo
8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = yn   f (yn) g (yn)
(f 0 (yn) g (yn) + g0 (yn) f (yn))
(271)
notemos que si dividimos la fracción del esquema anterior por g (yn) ; y si reemplazamos la
expresón
g0 (yn)
g (yn)
por
g0 (xn)
g (xn)
; obtendremos un esquema iterativo equivalente al anterior, el cual está
denido por 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (xn) = yn   f (yn) g (xn)
(f 0 (yn) g (xn) + g0 (xn) f (yn))
(272)
9.8. Resultados Numéricos
En este acápite se presentarán algunos ejemplos donde se ilustra la eciencia de los nuevos
métodos desarrollados. La comparación se realiza entre el método de Newton y algunos de los
algoritmos encontrados. Se tomará como base fundamental el número de iteraciones para encontrar
dicha raíz. Se tomaron como conjunto de funciones bases, aquellas funciones que fueron consideradas
en diferentes artículos de investigación, las cuales poseen características de ser funciones continuas
y diferenciables.
Se han programado todos los algoritmos desarrollados en el lenguaje de alto nivel C++, bajo
la losofía de Programación Orientado a Objeto (POO) y en todos los criterios de parada de los
diferentes códigos fuente se utiliza un nivel de tolerancia de 10e 16:
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Se enumeran todos los algoritmos de manera secuencial y se seleccionan aquellos que verican
la condición de ejecutarse en un número menor de iteraciones que el método de Newton y aquellos
que logran el mismo número de iteración. Esto se realiza con el objetivo de comparar los algoritmos
óptimos y los que son equivalentes (en el número de iteraciones) al método de Newton.
Se aclara que la signicación de equivalencia de método en esta tesis, signica que la raíz de la
ecuación no lineal converge en un número determinado de iteraciones, aunque su expresión algebraica
diera en la estructura de su fórmula.
Ejemplo 9.1 Consideremos la ecuacion no lineal e x   x3 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 0;77288295914921012475
Los algoritmos 50, 51, 52, 105, 119, 137 y 177 alcanzan la convergencia de la raíz en 3
iteraciones, superando al método de Newton en dos iteraciones.
Los algoritmos 6, 13, 22, 23, 33, 35, 42, 45, 47, 52, 55, 57, 64, 65, 71, 85, 86, 90, 92,
93, 95, 96, 97, 98, 99, 100, 101, 104, 107, 110, 111, 120, 122, 123, 125, 126, 129, 130,
134, 136, 138, 139, 142, 143, 144, 148, 149, 150, 151, 154, 158, 165, 169, 170, 171 y
178 alcanzan la convergencia de la raíz en 4 iteraciones, superando al método de Newton en una
iteración.
Los algoritmos 4, 9, 10, 11, 14, 16, 18, 20, 26, 28, 38, 40, 41, 43, 44, 46, 49, 53, 54,
59, 61, 62, 68, 73, 74, 76, 83, 84, 91, 102, 103, 113, 114, 116, 117, 121, 124, 127, 128,
131, 133, 135, 140, 141, 145, 152, 153, 155, 159, 162, 164, 168, 172 y 175 alcanza la raíz
en igual número de iteraciones que el método de Newton, lo cual implica que estos métodos son
equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 13 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
132
Ejemplo 9.2 Consideremos la ecuacion no lineal x  cosx = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 4 iteraciones, siendo la raíz real con
20 cifras decimales 0;73908513321516067229
Los algoritmos 22, 23, 33, 37, 39, 42, 43, 49, 50, 53, 57, 64, 65, 71, 77, 90, 92, 95,
96, 99, 100, 101, 104, 105, 107, 110, 119, 122, 123, 126, 129, 130, 134, 136, 137, 138,
139, 142, 143, 148, 149, 150, 152, 154, 155, 158, 165, 169, 170, 177 y 178 alcanzan la
convergencia de la raíz en 3 iteraciones, superando al método de Newton.
Los algoritmos 4, 16, 18, 20, 21, 24, 25, 26, 28, 30, 32, 34, 35, 36, 38, 44, 45, 46, 47,
48, 52, 54, 55, 56, 61, 62, 63, 66, 67, 68, 69, 70, 72, 73, 74, 75, 76, 81, 82, 83, 84, 85,
86, 87, 91, 93, 97, 98, 102, 103, 109, 111, 112, 113, 114, 115, 116, 120, 121, 124, 127,
128, 133, 135, 140, 145, 146, 147, 151, 153, 156, 157, 159, 160, 161, 162, 163, 164, 172,
173, 174 y 175, alcanza la raíz en igual número de iteraciones que el método de Newton, lo cual
implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 5 y 6 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 9.3 Consideremos la ecuacion no lineal e x + 2 lnx = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 0;79851808532225987403
Los algoritmos 51, 96, 100, 105, 119, 122, 136, 137, 139, 142, 144, 149, 169, 171 y 177
alcanzan la convergencia de la raíz en 3 iteraciones, superando al método de Newton.
Los algoritmos 8, 15, 19, 22-24, 26, 33-34, 36-37, 39, 42, 43, 46, 49-50, 52-55, 57, 58,
63-65, 71, 72, 75-77, 82, 84, 90, 92, 94, 95, 97-99, 101, 104, 107, 110, 111, 114, 115, 120,
123, 126, 129-130, 134, 138, 143, 148, 150-155, 157-158, 161, 165, 170, 173 y 178 alcanzan
la convergencia de la raíz en 4 iteraciones, superando al método de Newton en una iteración.
133
Los algoritmos 1, 4, 14, 16, 18, 20, 21, 25, 27, 28, 30, 32, 35, 38, 40, 41, 44, 45, 47, 48,
56, 62, 66, 67, 68, 69, 70, 73, 74, 78, 79, 80, 81, 83, 85, 86, 87, 102, 103, 106, 112, 113,
116, 121, 124, 127, 128, 131, 133, 135, 140, 141, 145, 146, 156, 159, 160, 162, 163, 164,
168, 172 y 175 alcanza la raíz en igual número de iteraciones que el método de Newton, lo cual
implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 11 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
Ejemplo 9.4 Consideremos la ecuacion no lineal x3 + 4x2   10 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 5 iteraciones, siendo la raíz real con
20 cifras decimales 1;36523001341409688791
Los algoritmos 42, 50, 51, 90, 92, 110, 111, 119, 122, 123, 125, 134, 136, 137, 138, 142,
143, 144, 148, 149, 152, 154, 169, 170, 171 y 177 alcanzan la convergencia de la raíz en 3
iteraciones, superando al método de Newton en dos iteraciones.
Los algoritmos 15, 16, 18, 22, 23, 33, 34, 35, 36, 37, 39, 43, 44, 45, 46, 47, 48, 49, 52,
53, 54, 55, 57, 64, 65, 66, 71, 72, 73, 74, 75, 76, 77, 83, 84, 85, 86, 87, 93, 95, 96, 97,
98, 99, 100, 101, 102, 103, 104, 105, 107, 113, 114, 115, 117, 120, 121, 126, 127, 129,
130, 139, 140, 141, 145, 150, 151, 153, 155, 156, 157, 158, 161, 162, 165, 168, 172 y
174 alcanzan la convergencia de la raíz en 4 iteraciones, superando al método de Newton en una
iteración.
Los algoritmos 3, 4, 6, 10, 13, 14, 17, 19, 20, 21, 24, 25, 26, 27, 28, 30, 32, 38, 40, 41,
56, 58, 59, 60, 61, 62, 63, 67, 68, 69, 70, 78, 79, 80, 88, 89, 94, 112, 116, 118, 124, 128,
131, 132, 133, 135, 159, 160, 163, 164, 167, 175 y 176 alcanza la raíz en igual número de
iteraciones que el método de Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 6 y 10 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
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Ejemplo 9.5 Consideremos la ecuacion no lineal ex   x3 = 0
Los principales hallazgos respecto a esta ecuación no lineal son :
El método de Newton alcanza la raíz de dicha ecuación en 4 iteraciones, siendo la raíz real con
20 cifras decimales 1;85718386020783521317
Los algoritmos 22, 23, 33, 34, 36, 37, 39, 42, 43, 46, 49, 50, 51, 52, 53, 54, 55, 57,
64, 65, 71, 72, 73, 75, 76, 77, 84, 85, 90, 92, 93, 95, 96, 97, 98, 99, 101, 104, 105, 107,
110, 111, 114, 115, 119, 122, 123, 126, 129, 130, 134, 136, 137, 138, 139, 142, 143, 144,
148, 149, 150, 151, 152, 153, 154, 155, 157, 158, 161, 162, 165, 169, 170, 171, 177 y
178 alcanzan la convergencia de la raíz en 3 iteraciones, superando al método de Newton en una
iteración.
Los algoritmos 1, 2, 3, 4, 6, 8, 10, 13, 14, 15, 16, 17, 18, 19, 20, 21, 24, 25, 26, 27,
28, 29, 30, 32, 35, 38, 40, 41, 44, 45, 47, 48, 56, 58, 59, 60, 61, 62, 63, 66, 67, 68, 69,
70, 74, 78, 79, 80, 82, 83, 86, 87, 88, 89, 91, 94, 102, 103, 108, 112, 113, 116, 117, 118,
120, 121, 124, 125, 127, 128, 131, 132, 133, 135, 140, 141, 145, 156, 159, 160, 163, 164,
166, 167, 168, 172, 175 y 176, alcanza la raíz en igual número de iteraciones que el método de
Newton, lo cual implica que estos métodos son equivalentes.
El resto de los algoritmos de este capítulo, oscila entre 5 y 7 iteraciones, lo cual signica que
no son superiores al método de Newton y que su implementación matemática y computacional no
es adecuada y que por tanto, dichos algoritmos no son convenientes para ser utilizado, tanto desde
el punto de vista teórico como práctico.
9.9. Conclusiones
Las conclusiones referentes al tercer capítulo se pueden sistematizar en las siguientes asevera-
ciones :
Aplicación de esquemas iterativos que representan 178 variantes del método de Newton.
Existencia de nuevos algoritmos desarrollado por la técnica iterativa variacional y que consti-
tuyen nuevas variantes del método de Newton, las cuales superan al método clásico de Newton,
en una y dos iteraciones.
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Existencia de algoritmos equivalente al método de Newton, referente a la misma cantidad de
iteraciones para lograr la raíz real.
Implementación de 6 casos de la técnica de variación iterativa para la generación de nuevos
métodos iterativos.
Posibilidad de combinar diferentes esquemas iterativos y funciones iterativas para obtener
nuevos métodos iterativos que constituyan variantes del método de Newton.
Todos los algoritmos obtenidos por estas variantes del método de Newton son convergente,
oscilando todos ellos entre 3 y 12 iteraciones como máximo.
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10. CAPÍTULO V : ANÁLISIS DE CONVERGENCIA
10.1. Convergencia del esquema H (x) =  (x)  
0 (x) (f (x) g (x))
p (f 0 (x) g (x) + g0 (x) f (x))
En esta sección vamos a analizar el orden de convergencia del esquema iterativo
H (x) =  (x)  
0 (x) (f (x) g (x))
p (f 0 (x) g (x) + g0 (x) f (x))
probando el siguiente teorema.
Teorema 10.1 Sea  (x) una función de iteración de orden p  1; sea r una solución de la ecuación
no lineal f (x) : Supongamos que  (x) es continuamente diferenciable en r; entonces el esquema
iterativo anterior tiene orden de convergencia de al menos p+ 1:
Demostración 11 Asumamos que
H (x) =  (x)  
0 (x) (f (x) g (x))
p (f 0 (x) g (x) + g0 (x) f (x))
además que r es una solución de f (x) y que  (x) es una función iterativa convergente de orden
p, entonces se tiene que
f (r) = 0
 (r) = r
0 (r) = 0
...
(p 1) (r) = 0
(p) (r) 6= 0
consideremos a
 (x) =
f (x) g (x)
f 0 (x) g (x) + g0 (x) f (x)
entonces
 (r) = 0
porque f (r) = 0; usando el hecho de que
f (r) = 0 y  (r) = 0 y 0 (r) = 1
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entonces tenemos que
H1 (x) =  (x)  1
p
0 (x)  (x)
De lo que se deduce que
H1 (r) = r
ahora realizando derivadas de orden p a la función H (x) obtenemos
H(p) (x) = (p) (x)  1
p
pX
n=0

p
n

(p n+1) (x) (n) (x)
y
H(p+1) (x) = (p+1) (x)  1
p
p+1X
n=0

p+ 1
n

(p n+2) (x) (n) (x)
de donde se inere que
H(p) (r) = 0
porque
(1) (r) = (2) (r) =    = (p 1) (r) = 0;  (r) = 0 ; 0 (r) = 0
y
H(p+1) (r) =  1
p
(p+1) (r) 6= 0
porque
(p+1) (r) 6= 0
y esto demuestra que la función iterativa tiene orden de convergencia de al menos p+ 1:
Como un corolario, tenemos que si
f (x) g (x)
f 0 (xn) g (x) + g0 (xn) f (x)
= x H (x)
entonces, la función iterativa H (x)
H (x) = x  p x   (x)
p  0 (x)
tiene al menos orden de convergencia p+ 1:
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10.2. Convergencia del esquema xn = y   f (y) g (x)
f 0 (x) g (x) + g0 (x) f (x)
Teorema 10.2 Sea la función f : D  R! R que posee una raíz en D; sea f (x) diferenciable en
un vecindad de dicha raíz, entonces el algoritmo
xn+1 = yn   f (yn) g (xn)
f 0 (xn) g (xn) + g0 (xn) f (x)
posee orden de convergencia cúbica y si además la relación se verica
g (x) =  g0 (x) f
0 (xn)
f 00 (x)
entonces el algoritmo posee orden de convergencia cuatro.
Demostración 12 Consideremos la función asociada con el algoritmo denida por
 (x) = y   f (y) g (x)
f 0 (x) g (x) + g0 (x) f (x)
Asumiendo que y (x) es cuadráticamente convergente y que r es cero de f (x) ; entonces
f (r) = 0
y (r) = r
y0 (r) = 0
de aqui
 (x) = r
ahora, derivando
 0 (x) = y0   f
0 (y) g (x)
f 0 (x) g (x) + g0 (x) f (x)
  f (y)

g (x)
f 0 (x) g (x) + g0 (x) f (x)
0
de donde por las expresiones anteriores
 0 (x) = 0
y entonces
 00 (x) = y00   f
00 (y) g (x)
f 0 (x) g (x) + g0 (x) f (x)
  2 [f (y)]0

g (x)
f 0 (x) g (x) + g0 (x) f (x)
0
 f (y)

g (x)
f 0 (x) g (x) + g0 (x) f (x)
00
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haciendo x = r; obtenemos los siguientes resultados
y00 (x) =
f 00 (r)
f 0 (r)
f 00 (y) = f 00 (r)
g (x)
f 0 (x) g (x) + g0 (x) f (x)
=
1
f 0 (r)
f (y) = 0
[f 0 (y)] = 0
y por tanto
 00 (x) = 0
Derivando nuevamente  00 (x) se tiene
 00 (x) = y000   f
000 (y) g (x)
f 0 (x) g (x) + g0 (x) f (x)
  [f (y)]00

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)
0
  [f (y)]0

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)
00
+ 2

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)

  [f (y)]

2

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)
00
+

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)
000
nuevamente para x = r se tiene
 000 (x) = 3
f 000 (r) g0 (r)
f 0 (r) g (r)
+ 3
[f 00 (r)]2
[f 0 (r)]2
6= 0
por tanto, dicho algoritmo genera al menos un método de orden de convergencia cúbico. Podemos
obtener un método de convergencia de orden cuatro si  000 (x) = 0 y esto es posible si
g (r) =  g0 (r) f
0 (r)
f 00 (r)
si sustituimos la expresión anterior en el algoritmo dado, el esquema iterativo toma la forma
xn+1 = yn   f (yn) f
0 (xn)
[f 0 (x)]2   f (x) f 00 (x)
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y combinando con la relación
f 00 (xn) =
2f (y) [f 0 (xn)]
2
[f (xn)]
2
obtenemos
xn+1 = yn   f (xn)
f 0 (xn)

f (yn)
f (x)  2f (y)

el cual es el método de Ostrowsky el cual tiene orden de convergencia cuatro.
10.3. Convergencia del esquema xn = z   f (z) g (x)
f 0 (x) g (x) + g0 (x) f (x)
Teorema 10.3 Sea la función f : D  R! R que posee una raíz en D; sea f (x) diferenciable en
una vecindad de dicha raíz, entonces el algoritmo
yn = xn   f (xn)
f 0 (xn)
zn = yn   f (yn)
f 0 (yn)
xn+1 = zn   f (zn) g (x)
f 0 (xn) g (xn) + g0 (xn) f (xn)
posee al menos orden de convergencia quinta
Consideremos la función asociada con el algoritmo denida por
 (x) = z   f (z) g (x)
f 0 (x) g (x) + g0 (x) f (x)
donde
yn = xn   f (xn)
f 0 (xn)
zn = yn   f (yn)
f 0 (yn)
Si r es un cero de f (x) ; y utilizando las relaciones
f (r) = 0
y (r) = r
y0 (r) = 0
obtenemos que
y00 (x) =
f 00 (r)
f 0 (r)
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y entonces
z (r) = r
z0 (r) = 0
z00 (r) = 0
z000 (r) = 0
y
z(iv) (r) = 3

f 00 (r)
f (r)
3
de donde, obtenemos
 (r) = r
ahora, derivando
 0 (x) = z0   f 0 (z) g (x)
f 0 (x) g (x) + g0 (x) f (x)
  f (z)

g (x)
f 0 (x) g (x) + g0 (x) f (x)
0
y por las expresiones anteriores
 0 (r) = 0
y
 00 (x) = z00   2f 0 (z)

g (x)
[f (x) g (x)]0
0
  f (z)

g (x)
[f (x) g (x)]0
00
  [f (z)]00

g (x)
[f (x) g (x)]0

por tanto
 00 (r) = 0
ahora, utilizando las relaciones
f (r) = 0
y (r) = r
y0 (r) = 0
y
z0 (r) = 0
z00 (r) = 0
se tiene que
 00 (x) = 0
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Derivando nuevamente  00 (x) se tiene
 000 (x) = z000   3f 00 (z)

g (x)
f 0 (x) g (x) + g0 (x) f (x)
0
  3 [f (z)]0

g (x)
f 0 (x) g (x) + g0 (x) f (x)
00
 f (z)

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)
000
  [f (z)]000

g (x)
f 0 (x) g (x) + g0 (x) f (x)

de donde obtenemos que
 000 (x) = 0
nuevamente para x = r se tiene y derivando, obtenemos
 (iv) (x) = z(iv)   4f 000 (z)

g (x)
f 0 (x) g (x) + g0 (x) f (x)
0
  6 [f (z)]00

g (x)
f 0 (x) g (x) + g0 (x) f (x)
00
 4 [f (z)]0

g (x) f (x)
f 0 (x) g (x) + g0 (x) f (x)
000
  [f (z)](iv)

g (x)
f 0 (x) g (x) + g0 (x) f (x)

 f (z)

g (x)
f 0 (x) g (x) + g0 (x) f (x)
(iv)
de donde,
 (iv) (r) = 0
z(iv)   f (iv) (z)

g (x)
f 0 (x) g (x) + g0 (x) f (x)

= 0
ahora simplicando, tenemos
 (v) (r) =  5
 
3 [f 00 (r)]3
[f 0 (r)]2
!
g0 (r)
f 0 (r) g (r)
  f
00 (r) g (r) + 2f 0 (r) g0 (r)
g (r) [f 0 (r)]2

6= 0
por tanto, dicho algoritmo genera al menos un método de orden de convergencia quinto.
10.4. Convergencia del esquema xn = y  f (x) f (y) g (x)
f 0 (y) [f (x)  2f (y)] + f (x) f (y) g0 (x)
Ahora probaremos mediante el siguiente teorema, el orden de convergencia del esquema iterativo8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
H (x) = yn   f (xn) f (yn) g (xn)
f 0 (yn) [f (xn)  2f (yn)] + f (xn) f (yn) g0 (xn)
(273)
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Teorema 10.4 Sea la función f : D  R ! R que posee una raíz en D; sea f (x) diferencia-
ble en una vecindad de dicha raíz, entonces el algoritmo denido anteriormente posee orden de
convergencia cuatro.
Consideremos a r una raíz simple de f; además f (x) diferenciable en un entorno de r; expandien-
do las funciones f (x) y f 0 (x) en serie de Taylor, alrededor de r; se tiene
f (xn) = f
0 (r)

en + c2e
2
n + c3e
3
n + c4e
4
n + c5e
5
n + c6e
6
n +O
 
e7n

y
f 0 (xn) = f 0 (r)

1 + 2c2en + 3c3e
2
n + 4c4e
3
n + 5c5e
4
n + 6c6e
5
n +O
 
e7n

donde
ck =
1
k!
f (k) (r)
f 0 (r)
; k = 2; 3;    y en = xn   r
de las dos expresiones anteriores, obtenemos
f (xn)
f 0 (xn)
= en   c2e2n + 2
 
c22   c3

e3n +
 
7c2c3   4c32   3c4

e4n + (8c
4
2   20c3c23 + 6c23
+10c2c4   4c5)e5n + (13c2c5   28c22c4   5c6   16c52 + 52c32c3 + 17c3c4
 33c2c23)e6n +O
 
e7n

utilizando la ecuación anterior, tenemos que
yn = r + c2e
2
n   2
 
c22   c3

e3n  
 
7c2c3   4c32   3c4

e4n   (8c42   20c3c22 + 6c23
+10c2c4   4c5)e5n + (13c2c5   28c22c4   5c6   16c52 + 52c32c3 + 17c3c4
 33c2c23)e6n +O
 
e7n

ahora
f (yn) = f
0 (r) [c2e2n 2
 
c22   c3

e3n 
 
7c2c3   5c32   3c4

e4n (12c42 24c3c22+6c23+10c2c4 4c5)e5n+O
 
e7n

]
Efectuando una diferencia funcional entre f (x)  2f (y) obtenemos
f (x)  2f (y) = f 0 (r) [en   c2e2n +
 
4c22   3c3

e3n + (14c2c3   10c32   5c4)e4n +O
 
e5n

]
y
f (x) f (y) g (x) = [f 0 (r)]2 [g (r) c2e3n +

g0 (r) c2   g (r) c22 + 2g (r) c3
	
e4n +O
 
e5n

]
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entonces, de las expresiones anteriores, obtenemos
f 0 (xn) [f (xn)  2f (yn)] g (xn) + f (xn) f (yn) g0 (xn) = [f 0 (r)]2 [g (r) en + (g (r) c2 + g0 (r)) e2n
+
1
2
 
g00 (r) + 2g (r) c22

e3n
+( 1
2
g00 (r) c2   2g0 (r) c3 + 1
6
g000 (r) + 3g0 (r) c22
 2g (r) c32   g (r) c4 + 5g (r) c2c3)e4n +O
 
e5n

]
Finalmente
f (x) f (y) g (x)
f 0 (xn) [f (xn)  2f (yn)] g (xn) + f (xn) f (yn) g0 (xn) = c2e
2
n +
 
2c3   2c22

e3n
+

g0 (r)
g (r)
c22 + 3c
3
2 + c4   6c2c3

e4n +O
 
e5n

entonces
xn+1 = r +

g0 (r)
g (r)
c22 + 3c
3
2 + c4   6c2c3

e4n +O
 
e5n

donde la ecuación del error está denida por
en+1 =

g0 (r)
g (r)
c22 + 3c
3
2 + c4   6c2c3

e4n +O
 
e5n

y esto completa la demostración de que el esquema iterativo tiene orden de convergencia cuatro.
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11. CONCLUSIONES GENERALES
De acuerdo a los objetivos especícos señalados en el presente trabajo, podemos inferir lo siguien-
te:
Objetivo 1: Generalizar el método de Newton, basado en diferentes enfoque matemáti-
cos y métodos aproximativos para la solución de ecuaciones no lineales.
Basado en el esquema del método de Newton, se obtuvieron los siguientes resultados por
capítulo:
Capítulo 1 : 4 nuevos esquemas y 28 algoritmos.
Capítulo 2 : 19 algoritmos, todos ellos basado en la descomposición de Adomian.
Capítulo 3 : 178 algoritmos, consecuencia de la técnica iterativa variacional.
En total se construyeron 226 algoritmos variantes del método de Newton.
Se generalizó el método de Newton mediante la descomposición de los polinomios de Adomian
y la técnica iterativa variacional.
Utilización de la serie de Taylor, la descomposción de Adomian y la técnica iterativa varia-
cional, para la generación de nuevos métodos iterativos.
Objetivo 2: Aplicar la teoría de los polinomios de Adomian y la técnica de variación
iterativa para generar nuevos esquemas y métodos iterativos.
Se generaron nuevos esquemas iterativos basados en la descomposición de los polinomios de
Adomian y la técnica iterativa variacional.
Obtención de nuevos métodos iterativos mediante la aplicación de los métodos de Abbasbandy
y Chun.
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Extensión de la fórmula de Abbasbandy mediante los algoritmos AB2 y AB3.
Generalización del método de Abbasbandy y el método de Chun, mediante la aplicacion de
nuevas funciones N (h) :
Objetivo 3: Diseñar los algoritmos y programas computacionales de los nuevos méto-
dos iterativos obtenidos, evaluándolo con algunos criterios comparativos y clasicativos.
Diseño y codicación de todos los algoritmos mediante la aplicacion del lenguaje C++.
Implementación de la losofía de Programación Orientada a Objeto en los códigos fuentes de
dichos algoritmos.
Evaluación del código fuente en función del número de iteraciones y evaluaciones funcionales.
Estudio del índice computacional e índice de eciencia computacional en la construcción de
los algoritmos.
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13. ANEXO
13.1. Método de Newton
El método clásico para resolver ecuaciones no lineales lo constituye el método de Newton, el cual
está denido por los siguientes algoritmos.
Algoritmo 226 Dado un valor inicial xn0 se puede aproximar a la solución xn+1 mediante el
esquema iterativo
xn+1 = xn   f (xn)
f 0 (xn)
; f 0 (xn) 6= 0 ; n = 0; 1; 2;   
este método tiene orden de convergencia cuadrática.
El siguiente algoritmo se utiliza para ecuaciones no lineales cuyas raíces poseen un orden de
multiplicidad m:
Algoritmo 227 Dado un valor inicial xn0 se puede aproximar a la solución xn+1 mediante el
esquema iterativo
xn+1 = xn  m f (xn)
f 0 (xn)
; f 0 (xn) 6= 0 ; n = 0; 1; 2;   
donde m es el orden de multiplicidad de la ecuación no lineal. Este método tiene orden de
convergencia cuadrática.
Cuando se desconoce la multiplicidad de los ceros, se puede utilizar el siguiente algoritmo.
Algoritmo 228 Dado un valor inicial xn0 se puede aproximar a la solución xn+1 mediante el
esquema iterativo
xn+1 = xn   f (xn) f
0 (xn)
[f 0 (xn)]
2   f (xn) f 0 (xn)
; [f 0 (xn)]
2 6= f (xn) f 0 (xn) ; n = 0; 1; 2;   
donde m es el orden de multiplicidad del cero de la ecuación no lineal. Para el análisis de
convergencia ver [8; 94].
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13.2. Polinomios de Adomian
Los polinomios de Adomian están dados por:
An =
1
n!
dn
dn
"
N
 1X
i=0
ihi
!#
=0
; n = 0; 1; 2; 3;    (274)
Los primeros cuatros polinomios de Adomian son
A0 = N
 1X
i=0
ihi
!
=0
= N (h0)
A1 =
d
d
"
N
 1X
i=0
ihi
!#
=0
= h1N
0 (h0)
A2 =
1
2
d2
d2
"
N
 1X
i=0
ihi
!#
=0
=
1
2
h21N
00 (h0) + h2N 0 (h0)
A3 =
1
6
d3
d3
"
N
 1X
i=0
ihi
!#
=0
=
1
6

h31N
000 (h0) + 5h1h2N 00 (h0) + h3N 0 (h0)

Los cuales pueden ser expresados en función de las derivadas por
h0 =
f (xn)
f 0 (xn)
= c
h1 = N (h0) =
h20
2
f 00 (xn)
f 0 (xn)
=
f 2 (xn) f
00 (xn)
2 [f 0 (xn)]
3 = A0
h2 = h1N
0 (h0) = h1h0
f 00 (xn)
f 0 (xn)
=
f 3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5 = A1
h3 =
1
2
h21N
00 (h0) + h2N (h0) =
3
8
f 5 (xn)
[(f 0 (xn)]
8 [f
00 (xn)]
3
= A2
h4 =
1
6

h31N
000 (h0) + 5h1h2N 00 (h0) + h3N 0 (h0)

=
1
32
f 5 (xn)
[f 0 (xn)]
9 [f
00 (xn)]
4
= A3
Como h = c+N (h) se tiene
1X
n=0
hn = c+
1X
n=0
An
Por ser la serie h convergente, se tiene la siguiente importante relación
h0 = c y hn+1 = An para n  0
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13.3. Técnica Iterativa Variacional
Los principales casos de la Técnica Iterativa Variacional analizado en el presente trabajo son:
1. H (xn) = xn + f (xn) g (xn)
2. H (xn) =  (xn) +  (f (xn) g (xn))
p ; p = 1
3. H (xn) =  (xn)  
0 (xn) (f (xn) g (xn))
(f (xn) g (xn))
0
4. H (xn) =  (xn)  
0 (xn) (f (xn) g (xn))
p (f 0 (xn) g (xn) + g0 (xn) f (xn))
5. H (xn) =  (xn) +  (f (xn) g (xn))
p ; p = 2
6. H (xn) =  (xn) +  (f ( (xn)) g ( (xn)))
7. H (xn) =  (xn) +  (f ( (xn)) g ( (xn)))
p
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13.4. Esquemas Iterativos Complementarios
1. Algoritmo del Método de Newton-Raphson
Dado xn0
Para n = 1; 2;    , hacer xn+1 = xn   f (xn)
f 0 (xn)
; f 0 (xn) 6= 0
Generar una sucesión de valores xn+1 y vericar la cota de error permisible
2. Método Iterativo de Abbs
xn+1 = xn   f (xn)
f 0 (xn)
  f
2 (xn) f
00 (xn)
2 [f 0 (xn)]
3  
f 3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5 ; : n  0
3. Método Iterativo de Chun
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = xn   f (xn)
f 0 (xn)
  2 f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2 ; n  0
4. Método de Halley
xn+1 = xn   2f (xn) f
0 (xn)
2 [f 0 (xn)]
2   f (xn) f 00 (xn)
5. Método de Newton-Halley8>>>>>>>>>>>><>>>>>>>>>>>>:
yn = xn   f (xn)
f 0 (xn)
zn = yn   2f (yn) f
0 (yn)
2 [f 0 (yn)]
2   f (yn) f 00 (yn)
xn+1 = zn   f (zn)
f 0 (zn)
  [f (zn)]
2 f 00 (zn)
2 [f 0 (zn)]
3
6. Método de HouseHolder (Método 1)
xn+1 = xn   f (xn)
f 0 (xn)
  f
2 (xn) f
00 (xn)
2 [f 0 (xn)]
3
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7. Método de HouseHolder (Método 3)8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (xn) f
00 (xn)
2f 0 (x)
  f
3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5
8. Método de Wu 8>>>><>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)
9. Método de Noor y Noor (1 forma)8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   (yn   xn)
2
2f 0 (xn)
f 00 (xn)
10. Método de Noor y Noor (3 forma)8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (yn)
f 0 (yn)
  f (yn) f
00 (yn)
2 [f 0 (yn)]
3
11. Método Iterativo de Abbasbandy (1 forma)
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (xn) f
00 (xn)
2 [f 0 (xn)]
3  
f 3 (xn) [f
00 (xn)]
2
2 [f 0 (xn)]
5
12. Método Iterativo de Abbasbandy (2 forma)
8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f
2 (xn) f
00 (xn)
2f 0 (xn)
  f
3 (xn) f
000 (xn)
6 [f 0 (xn)]
4
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13. Método de Ostrowski 8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = yn   f (xn)
f 0 (xn)

f (yn)
f (xn)  2f (yn)

14. Método de Traub-Ostrowski (Método 1)8>>>>><>>>>>:
yn = xn   f (xn)
f 0 (xn)
xn+1 = xn   f (xn)
f 0 (xn)

f (yn)  f (xn)
2f (yn)  f (xn)

15. Método de Hueso (Derivada Congelada)8>>>>>>>>>>><>>>>>>>>>>>:
yn = xn   f (xn)
f 0 (xn)
zn = yn   f (yn)
f 0 (yn)
xn+1 = xn   f (zn)
f 0 (zn)
16. Método Iterativo de Chun (1 forma)
8>>>>><>>>>>:
yk = xn   f (xn)
f 0 (xn)
xnk+1 = yk   2 f (yn)
f 0 (xn)
+
f (yn) f
0 (yn)
[f 0 (xn)]
2
17. Método Iterativo de Chun (2 forma)
8>>>><>>>>:
yk = xn   f (xn)
f 0 (xn)
xnk+1 = yk   f (yn)
f 0 (xn)
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13.5. Código Fuente del Algoritmo Newton
#include <iostream>
#include <iomanip>
#include <cmath>
#include <cstdlib>
#include <ctime>
using namespace std;
/*****************************************************************************/
const double error=10e-09;
class Metodo
{
double x;
public:
double f(double x);
double d1(double x);
double NEWTON();
} metodos;
/*****************************************************************************/
double Metodo::f(double x)
{
return(exp(-x)-pow(x,3));
}
/*****************************************************************************/
double Metodo::d1(double x)
{
return(-exp(-x)-3*pow(x,2));
}
/*****************************************************************************/
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double Metodo::NEWTON()
{
long int k=0;
double x=0.5, Ea, xn;
cout << endl;
do
{
xn=x-metodos.f(x)/metodos.d1(x);
Ea=abs((xn-x)/xn);
x=xn;
k++;
} while (Ea>error);
cout << "Metodo Newton : Iteracion : "<< k << Raiz : "<< xed << setprecision(20)
<< xn << endl;
cout << endl;
return 0;
}
/*****************************************************************************/
int main()
{
metodos.NEWTON();
metodos.Espacio();
metodos.Pausa();
return 0;
}
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13.6. Grácas Funcionales
No. Función Gráca
1 e xn   x3n
-4 -2 2 4
-4
-2
2
4
x
y
2 xn   cosxn
-4 -2 2 4
-4
-2
2
4
x
y
3 e xn + 2 lnxn
-4 -2 2 4
-4
-2
2
4
x
y
4 x3n + 4x
2
n   10
-4 -2 2 4
-10
10
x
y
5 exn   x3n
-10 -5 5 10
50
100
x
y
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13.7. Raíz obtenida por los algoritmos
No. Ecuación Raíz Real
1 e xn   x3n 0;77288295914921012475
2 xn   cosxn = 0 0;73908513321516064166
3 e xn + 2 lnxn = 0 0;79851808532225992624
4 x3n + 4x
2
n   10 = 0 1;3652300134140968458
5 exn   x3n = 0 1;8571838602078353365
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