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This paper discusses the asymptotic properties of estimators of ARMAX systems under
weak low-level assumptions on the joint input/output process. The prime representative
of this class of algorithms is CVA [W.E. Larimore, System identification, reduced order
filters and modeling via canonical variate analysis, in: H.S. Rao, P. Dorato (Eds.), Proc. 1983
Amer. Control Conference 2, Piscataway, NJ, 1983, pp. 445–451]. Sufficient assumptions
for strong consistency of the transfer function estimators under the assumption of correct
specification are derived and explicit bounds on the orders of convergence are given. The
assumptions used on the exogenous inputs are considerably weaker than the ones used in
the results available in the literature typically requiring the inputs to be ARMA processes
themselves, such as is assumed e.g. in [K. Peternell, W. Scherrer, M. Deistler, Statistical
analysis of novel subspace identification methods, Signal Processing 52 (1996) 161–177].
Further sufficient conditions for the asymptotic normality of the estimated parameters are
given, again under the assumption of correct specification. Finally two order estimation
methods are analyzed and conditions for their consistency are derived.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Traditionally ARMAX systems have been estimated using quasi-maximum-likelihood methods (see [21], Chapter 4)1 or
prediction error methods (see e.g. [25]). Both approaches minimize a criterion function numerically typically using gradient
methods. This carries a high numerical load, in particular for high-dimensional processes (see [28]). Additionally the choice
of the initial guess is critical for the performance of the algorithm (see [7] for a simulation in this respect). These difficulties
led to the search for alternative procedures.
During the last decade the class of the so-called subspace algorithms have been found to be suitable to fill this gap. The
main proponents of these algorithms are MOESP (Multivariate Output Error State sPace) proposed in [32], N4SID (Numerical
algorithms for State Space SubSpace IDentification) by [31] and CVA (Canonical Variate Analysis) by [24]. In this paper the
emphasis is on a class of algorithms deriving from CVA.
Subspace algorithms are formulated in the state space framework which in a certain sense is equivalent to the ARMAX
framework (HD, Section 1.2.). The algorithms exploit the structure of the state space systems. In this paper we will limit
the focus to the so-called state approach to subspace methods of which CVA is the prime proponent. The main idea of
this algorithm is similar to the Hannan–Rissanen procedure (see HD, Chapter 6, for a detailed analysis) sometimes also
called Durbin’s method: The state space equations are linear in the system matrices for known state. Hence for known
state, estimating the system matrices is a simple regression problem. CVA then obtains an estimate of the state based
on p lags of the input/output measurements in the first step which in the second step is used in the place of the true
E-mail address: Dietmar.Bauer@arsenal.ac.at.
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state in the regressions for estimating the system matrices. The state estimation is based on the properties of the state
for simultaneous predictions at prediction horizon 1, 2, . . . , f of the output motivating a reduced rank regression problem
(see Section 3). Therefore the state approach to subspace methods uses only numerically well-behaved methods (reduced
rank regression and least squares regression) and consequently carries a relatively low numerical load. These advantages are
accompanied by high accuracy of the estimators as has been observed both experimentally (see e.g. [22,30] from a growing
list of applications) and also analytically: [8] shows that in the ARMA case under mild assumptions on the innovations
a particular algorithm, named CCA (Canonical Correlation Analysis, derived from CVA, [24]), is asymptotically equivalent
to quasi-maximum-likelihood estimation based on the Gaussian likelihood in the sense that the difference between the
estimators is of order oP(T−1/2).
The asymptotic properties of the state approach to subspace methods are fairly well established in the ARMA case:
[7] surveys sufficient conditions for consistency, asymptotic normality and asymptotic equivalence to quasi-maximum-
likelihood estimators (in the sense that the difference of the estimators is oP(T−1/2)) under rather mild assumptions on the
noise. Earlier results in more restrictive settings can be found in [18,11,8]. [7] also contains a discussion of order estimation.
In the ARMAX case in the open loop situation conditions ensuring consistency of the subspace estimators have been
obtained in [27] using conditionally homoskedastic innovations and the severe restriction that the input and output process
jointly constitute an ARMA process. [5] establishes asymptotic normality of the system matrix estimators for a generic
subset of systems also assuming the joint input/output process to be ARMA with conditionally homoskedastic innovation
sequence. [17] establishes explicit expressions for the asymptotic variance of a subset of parameters for a slightly different
algorithm (see [17] for details)without proving asymptotic normality. They do not assume that the joint process is ARMAbut
assumptions in the same style as the ones used in this paper appear. However, their algorithmonly uses a finite section of the
estimated covariance sequence and hence avoids the main technical complication. Recently [15] analyzed the asymptotic
distribution of the estimators obtained using a procedure closely related to the algorithm presented in this paper. [16]
compares the asymptotic properties of estimators obtained with his procedure to the CCA estimators. Chiuso assumes
the observed input to be pseudo-stationary in the sense that the covariance sequence tends to some limiting covariance
sequence but fails to provide explicit conditions on the order of convergence which are needed in the proofs of asymptotic
Gaussianity. Also the assumptions mix explicit and implicit conditions for the data generating process by assuming the
inputs to be such that the covariance sequence converges while the innovations are assumed to be martingale difference
sequences. This paper closes this gap by providing low-level conditions including sufficient conditions also for Chiuso’s
setting.
The main results of this paper extend the literature by using mild low-level assumptions on the joint input/output
process. These assumptions link the speed of convergence of the estimated covariance sequence to the allowable choices
of certain user parameters and provide upper bounds on the corresponding order of convergence of the parameter
estimators. The low-level conditions can be used to derive asymptotics for a wide variety of data generating processes.
Secondly sufficient conditions for asymptotic normality are provided. Here asymptotic normality is established using a
much simplified proof in comparison with the results provided in Section 4.3 of [5]2 and supplies full arguments where the
proofs contained in [15] are sketchy to some extent. This corresponds in particular to the inclusion of a growing number of
covariance estimates where [15] does not provide full arguments. Again the assumptions on the stochastic properties of the
joint input/output process are significantly more general than that in the previously published results (see Assumption 1
for details). The asymptotic normality proof is constructive and leads to relatively simple expressions for the asymptotic
variance, i.e. the variance of the limiting Gaussian variable.
Thirdly the topic of order estimation is investigated. The discussion deals with the SVC (singular value criterion)
introduced in [6] and provides sufficient conditions for consistency of the order estimators obtained using this criterion.
Additionally a new method is proposed and sufficient conditions for consistent estimation are provided.
The paper is organized as follows: In the next section the class of processes dealt with in this paper is discussed.
Section 3 provides a detailed discussion of the considered algorithms. Consistency issues are investigated in Section 4which
also examines the asymptotic distribution of the estimators. Order estimation is dealt with in Section 5. Finally Section 6
concludes the paper. Technical details of the proofs as well as details on notation used in the paper are provided in the
Appendix.
2. Data assumptions
In this paper we consider the observations to be preclassified into inputs ut,T ∈ Rm, t = 1, . . . , T and outputs
yt,T ∈ Rs, t = 1, . . . , T . The data is allowed to depend on the sample size T in order to account for possible data
preprocessing such as mean subtraction or detrending. At places also the notation zt,T := [y′t,T , u′t,T ]′ ∈ Rs+m will be used.
In the following two different kinds of assumptions appear: Low-level assumptions will be used in order to provide close to
minimal sets of assumptions ensuring the asymptotic properties to hold. Alternatively high-level conditionswill be provided
such that the low-level assumptions hold.
Assumption 1 (Low-Level Assumptions). The triangular array (zt,T )t=1,...,T , T ∈ N fulfills the following conditions.
2 The results of the thesis in this respect have not been published elsewhere.
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• Uniform convergence of samplemoments: For 0 ≤ j ≤ T let γˆz,z(j) := T−1∑Tt=j+1 zt,T z ′t−j,T and let γˆz,z(j) = γˆz,z(−j),−T ≤
j < 0. Then there exists a sequence γz,z(j), j ∈ Z, a sequence αT ∈ R, αT > 0, αT → 0 and a monotonously increasing
sequence sT ∈ N such that
sup
|j|<sT
‖γˆz,z(j)− γz,z(j)‖ = O(αT ). (UCVG)
• Properties of the limit: Let γz,z(j) be partitioned according to the partitioning of the observations into inputs and outputs
such that e.g. γu,u(j) := [0, Im]γz,z(j)[0, Im]′. Then there exists a state space system (A, B, C,D, K) where |λmax(A)| < 1
(i.e. themodulus of the largest eigenvalue is smaller than 1), |λmax(A−KC)| < 1 and innovation variancesΩ ∈ Rs×s,Ω >
0, andΩη ∈ Rm×m,Ωη > 0 such that
γu,u(j) =
∞∑
a=0
Ku(a+ j)ΩηKu(a)′, j ≥ 0, γu,u(j) = γu,u(−j), j < 0,
where
∞∑
a=0
a1/2‖Ku(a)‖ <∞, det
( ∞∑
a=0
Ku(a)za
)
6= 0, |z| ≤ 1,
0 < cIm ≤
∞∑
a=−∞
γu,u(a)eiωa ≤ cIm <∞, ω ∈ [0, 2pi),
γy,u(j) =
∞∑
a=0
L(a)γu,u(j− a), j ∈ Z,
where L(0) = D, L(a) = CAa−1B, j > 0,
γy,y(0) =
∞∑
a=0
∞∑
b=0
L(a)γu,u(b− a)L(b)′ +Ω +
∞∑
a=0
CAaKΩ(CAaK)′,
γy,y(j) =
∞∑
a=0
∞∑
b=0
L(a)γu,u(j+ b− a)L(b)′ + CAj−1KΩ +
∞∑
a=0
CAj+aKΩ(CAaK)′, j > 0,
γy,y(j) = γy,y(−j), j < 0.
(COV)
• Uniform negligence: There exists a nonnegative sequence βT > 0, βT → 0, βT = O(αT ) such that (with sT as in (UCVG))
sup
1≤t≤sT
‖zt,T/T 1/2‖2 = O(βT ), sup
1≤t≤sT
‖zT−t,T/T 1/2‖2 = O(βT ).  (UN)
The assumptions (UCVG) and (UN) are in the style of the assumptions (CVG) and (N) of [19] with the exception that we
need uniform convergence (in the lag) rather than only convergence while at the same time taking convergence rates into
account. Also the rates of convergenceαT , βT are coupledwhich is not seen to be a restrictive assumption. The interpretation
of the three conditions are that according to (UCVG) the sample covariance sequence is uniformly close to a sequence which
has the form of the covariance sequence corresponding to a process generated by a linear, time invariant, discrete time,
finite-dimensional state space system of the form:
xt+1 = Axt + But + Kεt ,
yt = Cxt + Dut + εt (1)
for t ∈ Z. Here A ∈ Rn×n, B ∈ Rn×m, C ∈ Rs×n,D ∈ Rs×m, K ∈ Rn×s. The form of the covariances as given in (COV)
implies that the input is feedback free, i.e. that open loop operating conditions hold. Note further that it is required that the
state space system does not change over T in the definition of γz,z(j), a situation which might be seen to be special. It is not
particularly difficult to be more general. However, in that case an additional error is introduced by the convergence of the
underlying system (AT , BT , CT ,DT , KT ) to some limit. We will not go into detail in this respect.
Additionally the assumptions on γu,u(j) restrict the input process to behave essentially as a process having an infinite
autoregressive representation with autoregressive coefficients decaying sufficiently fast albeit not exponentially fast as
would be the case for ARMA processes (cf. HD, discussion on Assumption A, p. 257).
These low-level assumptions are fulfilled by a number of processes:
Example 1. For processes fulfilling (CVG) and (N) of [19] assumptions (UCVG) and (UN) impose additional uniformity
conditions, which will hold in many cases, see the examples below. Of course also assumption (COV) imposes additional
assumptions.
Note that in this class of processes a wide variety of different data generating processes is included, see the discussion
in [19]. In particular deterministic processes that act like stationary processes in terms of the asymptotic behavior of their
first two sample moments fall into this class. In the engineering literature these processes are called pseudo-stationary
processes. A similar (albeit slightly weaker) condition has been imposed in [3], Section 10.2. 
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Example 2. [19] provide a number of results including the fact that if the triangular array zt,T is filtered using a linear rational
transfer function kz(z) =∑∞j=0 Kz(j)z j then the resulting output process fulfills their conditions (CVG) and (N). Clearly this
also holds in our framework. In particular LemmaA.1 in the Appendix shows how the sequences sT , αT andβT for the original
and the transformed processes are related. Hence the assumptions are also fulfilled for the following two derived processes:
xt+1,T = (A− KC)xt,T + (B− KD)ut,T + Kyt,T ,
εt,T = yt,T − Cxt,T − Dut,T . (2)
This equation defines both the state and the noise process. According to LemmaA.1 these new processes fulfill Assumption 1
with sT/2, αT + βT + ρsT /2w , βT + ρsTw where 0 ≤ |λmax(A − KC)| < ρw < 1. Typically ρsT /2w will be small compared to αT
and βT .
Due to (COV) we obtain T−1
∑T
t=j+1 εt,T z
′
t−j,T → 0, j > 0, T−1
∑T
t=j+1 εt,Tε
′
t−j,T → 0, j > 0, T−1
∑T
t=1 εt,T x
′
t,T →
0, T−1
∑T
t=j+1 ut,Tε
′
t−j,T → 0, j ≥ 0 such that the residuals εt,T behave like a white noise process. 
Example 3. Both the low-level assumptions and the previous examples imposed conditions directly on the joint
input/output observations. Such assumptions are helpful in order to obtain the necessary conditions for asymptotic behavior
to hold. In a second step then high-level conditions for the data generating process can be found such that low-level
assumptions hold.
The classical framework considers output processes (yt)t∈N which are solutions to the state space system equations
(1). The following assumption contains most assumptions contained in the literature on asymptotic properties of subspace
procedures as restricted cases:
Assumption 2 (High-Level Assumptions). The process (εt)t∈Z is a strictly stationary ergodic martingale difference sequence
with respect to the filtration Ft generated by εt , εt−1, . . . . In particular
E{εt | Ft−1} = 0, E{εtε′t | Ft−1} = E{εtε′t} > 0, a.s.,Eε4t,a <∞.
Here εt,a denotes the ath component of εt and a.s. abbreviates almost surely. The observed input process (ut)t∈Z has a
representation as ut =∑∞j=0 Ku,jηt−j where for ku(z) :=∑∞j=0 Ku,jz j it holds that∑∞j=0 ‖Ku,j‖j1/2 <∞, supj∈N j‖Ku,j‖ <∞
and det ku(z) 6= 0, |z| ≤ 1.
Here the strictly stationary and ergodic innovations process (ηt)t∈Z is independent of (εt)t∈Zwhere (ηt)t∈Z is amartingale
difference sequence for the filtration Gt generated by ηt , ηt−1, . . . . In particular it holds that
E{ηt | Gt−1} = 0, E{ηtη′t | Gt−1} = E{ηtη′t} = Ωη > 0, a.s., Eη4t,a <∞. 
Under these assumptions it follows from HD Theorem 7.4.3. that with sT = o(√T/ log T ) and αT = √log T/T , βT =
O(T−1/2) the low-level conditions hold. Note that we restrict the martingale difference sequences to be conditionally
homoskedastic. This restriction is only sufficient and not necessary. All the results in this paper also hold for some
conditionally heteroskedastic innovation sequences (see the discussion in [9] Section 2 for sufficient conditions in the case
of no inputs). However, the line of arguments needs to be changed in this case. Following the discussion on p. 327 of HD the
estimated covariance sequence of zt = ∑∞j=0 Kz(j)vt−j (where v′t := [ε′t , η′t ]) in this case is close to the random covariance
sequence which is obtained as the limiting deterministic covariance sequence where the innovation varianceΩv is replaced
by Ω˙v = T−1∑Tt=1 vtv′t . By replacing γz,z(j) by this random limit γ˙z,z(j) Lemma A.2, which is central for Theorem 4.1,
depends on the rate of convergence of Ω˙v which might be slower than the convergence of γˆz,z(j) − γ˙z,z(j). However, from
the proof of Theorem 4.1 (see below) it follows that the relevant quantities are T−1
∑T
t=j+1 vtzt−j which are of the required
order. We will not go into detail in this respect but rather remark at the points in the proof where changes need to be made
in order to extend the results to the conditionally heteroskedastic case.
Finally note that the same order of convergence holds, if the mean and cyclical components are eliminated hence
building the triangular arrays y˜t,T , u˜t,T where e.g. y˜t,T = yt − Y′D(D′D)−1dt and D ∈ RT×2k+1 has d′t :=[1, cos(ω1t), sin(ω1t), . . . , cos(ωkt), sin(ωkt)] as its tth row while Y = [y1, . . . , yT ]′. 
Example 4. If in the previous example the assumptions on ut are changed to ‖Ku(j)‖ ≤ Cuρ ju, 0 < Cu < ∞, 0 < ρu < 1
then the low-level conditions hold for sT = O((log T )a), 0 < a < ∞ with αT = √log log T/T , βT = O(T−1/2) leading to a
smaller order of convergence. This follows from HD, Theorem 5.3.2. and the discussion following the theorem.
Again this remains true if prior to estimation the mean and cyclical components are extracted. 
The list of examples of course is not exhaustive. One could imagine assumptions such that the input fulfills (UCVG) and
(UN) along the lines of the first two examples and where the output is defined as the solution to the state space equations
where suitable assumptions on the noise along the lines of Example 3 then guarantee that (UCVG) and (UN) hold also for the
joint input/output process. In fact this type of assumptions is used in [15]. The specific assumptions then determine possible
choices of the sequences αT , βT and sT (which are not specified in [15]). We will not go into detail in this respect.
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The high-level assumptions are relatively weak and designed to fit all results in this paper. For some results weaker
assumptions are sufficient in order to ensure that the low-level assumptions hold. In particular the assumption of finite
fourth moments can be relaxed for the consistency results (cf. [15]).
With respect to the input sequence the high-level assumptions are relativelyweak allowing for awide range of processes.
In particular stationary ARMA inputs are allowed for as well as many other short-memory processes. Long-memory
processes such as fractionally integrated processes [4] are excluded, however, by the summability requirements. Note that
the conditions are only sufficient but not necessary and hence some results might carry over also to more general input
sequences.
From the low-level assumptions it is visible that the limiting sequence γz,z(j), j ∈ Z is identical to the covariance
sequence of the solution to state space system equations for input process having covariance sequence γu,u,(j)with system
(A, B, C,D, K). The relations between covariance sequences and the corresponding state space systems (for given innovation
varianceΩ > 0) are discussed in detail in Chapters 1 and 2 of HD. The reader is referred to this source for detailed discussion,
below we only provide the main technical definitions.
In HD, Chapter 1, it is shown that under suitable persistence of excitation conditions for the input ut,T for each covariance
sequence γz,z(j) of the form given in assumptions (COV) there corresponds a unique pair of rational transfer functions
(k(z), l(z)), k(z) = ∑∞j=0 Kjz j, K0 = Is, l(z) = ∑∞j=0 Ljz j analytic on the closed unit circle where the inverse of k(z) is
analytic on the open unit disc and an innovation variance Ω > 0 (cf. Theorem 1.3.3). Here the sequence (Kj, Lj), j ≥ 0 is
called impulse response sequence. The impulse response summarizes the complete information on the input/output behavior
of the process. Hence the aim of the estimation is to obtain a good estimate of the impulse response sequence.
The pair of transfer functions (and consequently the impulse response sequence) is obtained from the state space system
using the mapping pi :⋃n≥0 Sn → U, (A, B, C,D, K) 7→ (k(z), l(z)), k(z) = Is+ zC(In− zA)−1K , l(z) = D+ zC(In− zA)−1B.
Here Sn denotes the set of all state space systems (A, B, C,D, K)where A ∈ Rn×n and U denotes the set of all pairs of transfer
functions (k, l) such that k(0) = Is. Conversely, however, there exist many state space systems corresponding to a given pair
(k, l). Every state space system (A, B, C,D, K) where (k(z), l(z)) = pi(A, B, C,D, K) is called a state space representation of
the pair of transfer functions (k(z), l(z)). A state space system (A, B, C,D, K) ∈ Sn corresponding to (k, l) = pi(A, B, C,D, K)
is called minimal if there does not exist another system (A˜, B˜, C˜, D˜, K˜) where pi(A, B, C,D, K) = pi(A˜, B˜, C˜, D˜, K˜) and
dim(A) > dim(A˜) where dim(X) denotes the number of rows of the matrix X . In other words minimal state space systems
use the minimal number of state coordinates to describe the corresponding pair of transfer functions. In this case n is called
the order of the state space system and of the corresponding pair of transfer functions (k, l) = pi(A, B, C,D, K). Let M˜n ⊂ U
denote the set of all pairs of transfer functions of order n.
The stability assumption |λmax(A)| < 1 implies that (k, l) are analytic on the closed unit disc, while the strict minimum-
phase condition |λmax(A− KC)| < 1 ensures that the inverse of k(z), which can be calculated to equal k−1(z) = Is − zC(In −
z(A − KC))−1K , is analytic on the closed unit disc. Let Sn := {(A, B, C,D, K) : A ∈ Rn×n, |λmax(A)| < 1, |λmax(A − KC)| <
1, (A, B, C,D, K)minimal}. Then Mn := pi(Sn) denotes the set of all pairs of rational transfer functions (k, l), k(0) = Is, of
order nwhere k(z) and l(z) are analytic on the closed unit disc and k−1(z) is analytic on the closed unit disc.
Even under the minimality assumption, state space representations are not unique since for a nonsingular matrix
T ∈ Rn×n it follows that (A, B, C,D, K) and (A˜, B˜, C˜, D˜, K˜)where we have
A˜ = T AT −1, B˜ = T B, C˜ = CT −1, D˜ = D, K˜ = T K
are observationally equivalent, i.e. pi(A, B, C,D, K) = pi(A˜, B˜, C˜, D˜, K˜). Hence in order to obtain identifiability additional
restrictions are needed. In this paper we parameterizeMn using the so-called overlapping echelon forms (for details see HD,
Section 2.6). The overlapping echelon forms are a collection of homeomorphisms ρα where each mapping is defined on a
subsetMn,α ⊂ Mn indexed by a multiindex α = (n1, . . . , ns) for integer ni where 0 ≤ ni,∑si=1 ni = n. HereMn is endowed
with the pointwise topology (HD, p. 54) and Sn with the Euclidean norm. Each mapping ρα : Mn,α → Θα ∈ R2sn+mn+sm
is constructed composing a mapping ϕα : Mn → Sn,α ⊂ Sn attaching a particular state space representation to each pair
(k(z), l(z)) and a mapping extracting the parameters from the system matrices (see HD for details). Let I denote the set of
all such α. Then
⋃
α∈I Mn,α = Mn and for each α ∈ I the setMn,α is open and dense inMn (HD, Theorem 2.6.5, p. 72), hence
the term overlapping. Each system (A, B, C,D, K) ∈ Sn,α is characterized by the fact that certain entries (whose position
is determined by the index α) in A and C are restricted to be zero or one respectively and the remaining entries are free
parameters (for details see HD, Section 2.6). Collecting these remaining entries into a parameter vector θ ∈ Θα one obtains
a parameterization ρα : (k(z), l(z)) ∈ Mn,α 7→ θ . HereΘα ⊂ R2sn+sm+nm denotes the parameter set which is an open subset
of R2sn+sm+nm. The parameterization ρα is continuous on the whole domain of its definitionMn,α (HD, Theorem 2.6.5, p. 72).
Furthermore the parameters θ are a differentiable function of the first 2n impulse response coefficients [L1, K1, . . . , L2n, K2n]
(see HD).
Note that we have discussed three levels of system representations: Pairs of transfer functions (k(z), l(z)) ∈ Mn, tuples
of state space representations (A, B, C,D, K) ∈ Sn and parameter vectors θ . Subspace estimators typically are given as state
space systems although we are more interested in obtaining estimates of the transfer function due to the nonuniqueness
of the state space representation. On the other hand the system representation using transfer functions is inconvenient
to work with in both, numerical analysis as well as in the derivation of the asymptotic properties. For this reason the
parameterization briefly described above is used in this paper.
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3. The state approach to subspace algorithms
For the moment consider the case where the specification is given in the form of a multiindex α which also specifies the
order n of the state space system to be estimated. In Section 5 procedures to estimate the order will be discussed. Since for
every given order n the setMn,α is generic inMn for any choice of n the choice of α is seen to be less critical and hence it will
always be assumed that a correct index is chosen. The task of estimation then is to assign a parameter vector θ ∈ Θα to the
data yt,T , ut,T , t = 1, . . . , T .
The main idea of the state approach to subspace methods is to note that, given the state, the system equations (1) are
linear in the system matrices. Therefore, with the knowledge of the state, least squares regression could be used to obtain
estimators. Themain challenge for the estimation then lies in the estimation of the state. This is done by using the stochastic
properties of the state: In order to understand the motivation let the time t for the moment be called ‘‘the present’’ and
consequently the terms ‘‘past’’ and ‘‘future’’ (which is taken to include the present) are defined. Using (2) the following
equations (for p < t, t + f < T ) can be derived easily (cf. e.g. [7])
xt,T = KpZt,p + (A− KC)pxt−p,T (3)
yt+j,T = CAjxt,T +
j∑
i=0
Liut+j−i,T +
j∑
i=0
Kiεt+j−i,T , j ≥ 0, (4)
Yt,f = Of xt,T +UfUt,f + Ef Et,f = OfKpZt,p + Of A¯pxt−p,T +UfUt,f + Ef Et,f . (5)
Here for A¯ := A− KC, B¯ := B− KDwe have:
Kp := [K , B¯, A¯[K , B¯], A¯2[K , B¯], . . . , A¯p−1[K , B¯]]
and Zt,p := [z ′t−1,T , . . . , z ′t−p,T ]′ defining z ′t,T := [y′t,T , u′t,T ]. Here we use the notation Yt,f := [y′t,T , y′t+1,T , . . . , y′t+f−1,T ]′
and let Et,f := [ε′t,T , ε′t+1,T , . . . , ε′t+f−1,T ]′ both for t = p + 1, . . . , T − f + 1 (neglecting the dependence on T of
the large vectors for simplicity of notation). Further Of := [C ′, A′C ′, . . . , (Af−1)′C ′] and Ef denotes the matrix whose
first block row is equal to [Is, 0, . . . , 0] and its ith block row equal to [CAi−2K , . . . , CK , Is, 0, . . . , 0] for i > 1. Finally
Ut,f := [u′t,T , u′t+1,T , . . . , u′t+f−1,T ]′ and Uf is the matrix whose first block row is equal to [D, 0, . . . , 0] and its ith block
row equal to [CAi−2B, . . . , CB,D, 0, . . . , 0] for i > 1.
Eq. (5) lies at the core of the subspace idea. It provides an additive decomposition of Yt,f into four terms: OfKpZt,p and
UfUt,f which are products of system dependent matrices with observed variables, Of A¯pxt−p,T will be small for p large due
to the strict minimum-phase assumption |λmax(A− KC)| < 1 and finally Ef Et,f . For a minimal system of order n and p ≥ n
it follows thatKp is of full row rank, analogouslyOf has full column rank for f ≥ n. ConsequentlyOfKp will be of low rank
equal to n for f , p sufficiently large. By construction the sample covariance of (εt,T )t∈Z and any lag of (ut,T )t∈Z converges to
zero (see Example 2). Hence the sample covariances of the term Ef Et,f in (5) with the remaining terms tend to zero. Then
(5) suggests to use the vector equation
Yt,f = βzZt,p + βuUt,f + N⊥t , t = p+ 1, . . . , T − f + 1 (6)
for estimating the state. Here for any given integers f and p the trueparameters [βz, βu] (depending on f , pwhich is neglected
in the notation) are given as (where Γ (at , bt) denotes the matrix built using the appropriate blocks of γz,z(j), i.e. replacing
the sample covariances by their correspondences according to (COV))
[βz, βu] :=
[
Γ
(
Yt,f ,
(
Zt,p
Ut,f
))]
M−1ZU =
[
OfKp Uf
]+ Of A¯p [Γ (xt−p,(Zt,pUt,f
))]
M−1ZU ,
MZU :=
[
Γ (Zt,p, Zt,p) Γ (Zt,p,Ut,f )
Γ (Ut,f , Zt,p) Γ (Ut,f ,Ut,f )
]
.
(7)
N⊥t := Yt,f − βzZt,p − βuUt,f is by construction asymptotically uncorrelated with the regressors. Note that βz has rank at
most equal to n, the system order.
These observations build the basis for the considered class of algorithms which can be described as follows:
1. Choose the integers f and p.
2. Estimate βz, βu by reduced rank regression of Yt,f onto Zt,p and Ut,f , t = p+ 1, . . . , T − f + 1 resulting in the estimates
Oˆf Kˆp of βz restricted to be of rank n and βˆu of βu. In this step also the order n of the estimated system has to be specified.
3. Estimate the state xˆt := KˆpZt,p, t = p+ 1, . . . , T + 1.
4. Regress yt,T onto xˆt and ut,T , t = p+ 1, . . . , T to obtain estimates Cˆ, Dˆ and εˆt := yt,T − Cˆ xˆt − Dˆut,T , t = p+ 1, . . . , T .
5. Regress xˆt+1 onto xˆt , ut,T and εˆt for t = p + 1, . . . , T to obtain estimates Aˆ, Bˆ and Kˆ to compute the estimates
kˆ(z) := Is + zCˆ(In − zAˆ)−1Kˆ , lˆ(z) := Dˆ+ zCˆ(In − zAˆ)−1Bˆ.
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Note that we did not identify the factors in the product Oˆf Kˆp. It is easy to see that any factorization leads to
observationally equivalent systems and hence to identical estimates (kˆ(z), lˆ(z)) of the pair of transfer functions. For the
asymptotic behavior of the estimated systemmatrices on the contrary the factorization is of importance, aswill be discussed
below.
The term canonical variate analysis (CVA) has its origin in the approximation step implicit in step 2: Let
βˆz denote the unrestricted estimator of βz . Then the reduced rank estimator Oˆf Kˆp is obtained using the singular value
decomposition (SVD, for short)
Wˆ+βˆzWˆ− = UˆΣˆ Vˆ ′ = UˆnΣˆnVˆ ′n + Rˆn (8)
where Uˆn ∈ Rfs×n denotes the matrix whose columns are the left singular vectors of Wˆ+βˆzWˆ− corresponding to the n
dominating singular values σˆi ordered decreasing in size, Σˆn := diag(σˆ1, . . . , σˆn) where σˆ1 ≥ σˆ2 ≥ · · · ≥ σˆn > 0
and Vˆn ∈ Rp(s+m)×n denotes the matrix of the corresponding right singular vectors (cf e.g. [2]). Rˆn accounts for the
omitted singular values and hence denotes the approximation error arising from using a system order n. The matrices
Wˆ+ = (Wˆ+)′ ∈ Rfs×fs and Wˆ− = (Wˆ−)′ ∈ Rp(s+m)×p(s+m) are weighting matrices which are assumed to be nonsingular
a.s. For detailed assumptions see below. This results in estimates
Oˆf := (Wˆ+)−1UˆnΣˆn, Kˆp := Vˆ ′n(Wˆ−)−1. (9)
Let Y = [Yp+1,f , . . . , YT−f+1,f ]′,U = [Up+1,f , . . . ,UT−f+1,f ]′ and Z = [Zp+1,p, . . . , ZT−f+1,p]′. Further define the projector
onto the orthocomplement of the columnspace of U as RU = IT − U(U′U)−1U′. Then the original version of CVA (see [24])
uses
Wˆ+ := (T−1Y′RUY)−1/2, Wˆ− := (T−1Z′RUZ)1/2 (10)
where X1/2 denotes the symmetric square root3 of X . Further βˆz = Y′RUZ(Z′RUZ)−1. Therefore in the case of no observed
inputs ut,T the weightings used in CVA imply that the SVD amounts to the estimation of the canonical correlations and
vectors of the two subspaces spanned by the coordinates of Yt,f and Zt,p respectively since in the no input case RU = IT .
The choice of weightings according to (10) corresponds to the maximum likelihood solution to the reduced rank
regression based on the assumption that N⊥t is i.i.d. Gaussian distributed. The least squares solution is obtained by using
Wˆ+ = Ifs. With respect to Wˆ− only the choice given in (10) will be considered throughout. A partial justification for this will
be provided in Theorem 4.2. The choice of the weighting matrices is a design parameter that the user has to decide upon.
It has been found in simulations (see [30]) that the approximation property in the case of undermodeling is affected by the
choice of the weightings. Furthermore the weightings affect the asymptotic variance in correctly specified cases (see [13]
for detailed expressions in the no input case). In this paper we will always use the following assumption on the weighting
matrices:
Assumption 3. The weighting matrix Wˆ+ = Wˆ ′+ > 0 and the integer f are chosen according to one of the following two
scenarios:
• f <∞ does not depend on the sample size and Wˆ+ = (Wˆ+)′ ∈ Rfs×fs is deterministic.
• f →∞ as a function of the sample size and Wˆ+ := Ifs, Wˆ+ := (T−1(Y−Uβˆ ′u)′(Y−Uβˆ ′u))−1/2 or Wˆ+ is chosen according
to (10).
In any case Wˆ− is chosen according to (10). 
These assumptions exclude a number of weighting schemes that have been proposed in the literature. uCCA of [27] and
N4SID [31] use a different weighting Wˆ−. It will be seen in Theorem 4.2 that the choice of the weighting Wˆ− (subject to
mild regularity and convergence assumptions) is not important for the asymptotic distribution in the correctly specified
case. The extension of the results of this paper to these algorithms is straightforward. Also for f finite stochastic weightings
Wˆ+ can be used provided these converge sufficiently fast to deterministic nonsingular matrices, as is straightforward to see.
Furthermore in the case that f is not restricted we only allow three different choices of weightings Wˆ+. It is not particularly
difficult to be more general and to include particular weightings alluded to in [30]. However, since no formal justification
for these weightings has been found up to now we refrain from including these results.
Based on the estimates (kˆ(z), lˆ(z)) also parameter estimates can be obtained. The parameterization has been defined
to include the stability and strict minimum-phase assumption. The estimates (Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) do not necessarily fulfill
these assumptions which motivates the following definition of the parameter estimator: For (kˆ(z), lˆ(z)) ∈ Mn,α we have
θˆα = ρα(kˆ(z), lˆ(z)). In the case that the estimated transfer functions (kˆ(z), lˆ(z)) 6∈ Mn,α we define the estimate θˆα as an
3 The choice of the square root does not influence the estimation. Hence also nonsymmetric square roots such as Cholesky factors could be used.
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arbitrary (but fixed) parameter θ¯ in Θα . It will be part of the proof to show that (kˆ(z), lˆ(z)) ∈ Mn,α a.s. for large enough T
and hence this second part of the definition is not needed asymptotically.
The reduced rank regression includes only lags of yt,T , ut,T and zt,T as dependent and independent variables respectively
and hence the problem has a similar structure as autoregressions. As in autoregressions there are two possible
implementations that in the stationary case do not affect the asymptotics: Either only time instants are used in the regression
where all observations are available as has been presented above. Alternatively the regression can be based on the estimated
secondmoments as in the Yule–Walker equations. The first approachmight seem to be favorable for small sample sizes and
relatively large values of f and p as the imposition of zero initial conditions (as is implicit in the Yule–Walker equations)
introduces avoidable bias. On the other hand, the usage of covariance estimates makes the procedure easily adaptable to
situations including missing values or outliers. This immediately leads to (statistically) robust versions of the algorithms. In
both cases a recursive formulation of the regression problem leads to recursive (in sample size) estimators in the sense that
only the estimated covariances need to be saved and updated each time step while old measurements can be discarded.
The algorithm includes the choice of three integers: f and p determining the dimension of the matrices in the reduced
rank regression and n, the system order. Estimation of the order will be discussed in Section 5. For the choice of f we will
consider three different scenarios: Either f is chosen fixed independent of the sample size, which requires the knowledge of
an upper bound of the system order, or f →∞ as a deterministic function of the sample size or f is estimated from data. For
pwewill assume that it tends to infinity as a deterministic function of the sample size or is estimated based on the data. In the
literature on the ARMA case (i.e. without input ut,T ) it has been noted that p ≥ − log T/(2 log ρ), |λmax(A−KC)| < ρ < 1 is
a sufficient condition for asymptotic normality (see [11] Theorem 1, p. 1246). [18, Section 2, p. 1866, bottom right column]
propose analogously to (HD, p. 262) to use f = p = bcpˆBICcc > 1, where pˆBIC denotes the minimizing integer (over
0 ≤ p ≤ (log T )a for some real 1 < a <∞) of the BIC criterion in an autoregressive approximation of yt,T . From Theorem
6.6.3, p. 265 of HD it follows under the strong high-level assumptions used in Example 4 that−2pˆBIC log ρ0/ log T → 1 a.s.
for |λmax(A−KC)| = ρ0 > 0. This choice is sufficient for asymptotic normality as will be shown below. On the contrary [27]
use f = p = pˆAIC (where pˆAIC denotes the lag length selection in the above setting using AIC rather than BIC) which is too
slow a rate of increase to guarantee asymptotic normality via our proof.4
The name CCA used in the literature will in this paper be reserved for the algorithm originating from the usage of the
weighting matrices according to (10), where f = p is chosen according to f = p = 2pˆBIC .
Finally, it should also be mentioned that the more complex algorithms cCCA and 2CCA proposed in [27] are not
investigated in this paper. An analysis of these algorithms is not particularly difficult using the theory contained in this
paper. Nevertheless – to the best of my knowledge – no theoretical justification for these more complex algorithms has
been obtained up to now. Consequently the presentation of the results is delayed until such a justification is found. Finally
also the algorithm of [15] will not be analyzed in this paper due to space limitations. It should be noted, however, that the
methods used in the proofs provide sufficient means to derive the asymptotic properties of the corresponding estimators.
4. Asymptotic properties
In the last section the estimation algorithm has been presented in detail. In this section sufficient conditions for
consistency and asymptotic normality will be provided. The first result (which is proved in Appendix A.2) discusses
consistency issues:
Theorem 4.1. Let Assumption 1 with sT , αT and βT and Assumption 3 hold and denote with (Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) the system
estimated using the corresponding state approach and the true order n0 and let (kˆ(z), lˆ(z)) := pi(Aˆ, Bˆ, Cˆ, Dˆ, Kˆ). Assume that
(k0(z), l0(z)) ∈ Mn0,α for multiindex α and has minimal state space representation (A0, B0, C0,D0, K0) ∈ Sn. The parameter
estimator is defined as θˆα := ρα(kˆ(z), lˆ(z)) if (kˆ(z), lˆ(z)) ∈ Mn0,α and θˆα = θ¯α for some arbitrary vector θ¯α ∈ Θα else. The true
parameter value is denoted as θ0,α := ρα(k0(z), l0(z)).
Assume that f ≥ n is either fixed independent of the sample size or tends to infinity (either deterministically or based on data)
where in any case f ≤ sT/4 holds. Assume that p is such that ‖(A0−K0C0)p‖ = o(1) and p ≤ sT/4 again either deterministically
or data driven. Furthermore assume that sT (αT + β˜T )→ 0 where β˜T = min(sTβT , αT−sT + sT/T ). Then
(i) (Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) ∈ Sn a.s. for large enough T .
(ii) (kˆ(z), lˆ(z))→ (k0(z), l0(z)) a.s. in the pointwise topology.
(iii) θˆα − θ0,α = O(αT + β˜T + ‖(A0 − K0C0)p‖).
(iv) If Assumption 1 is replaced by Assumption 2 then θˆα − θ0,α = O(√log T/T ) for sT = T 1/2−( > 0 arbitrary), f , p =
o(
√
T/ log T ), ‖(A0 − K0C0)p‖ = o(T−1/2). 
Note that the theorem does not provide any results on the consistency of the estimated system matrices. Previous
publications deal with this issue differently: Whereas [27,18] show the existence of transformations such that the
4 Of course this is due to the omission of the multiplication with c and not due to replacing BIC by AIC.
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transformed system matrices converge, [11] uses the decomposition of Oˆf Kˆp described in (9) and finds conditions under
which the so-obtained systemmatrix estimators converge. These conditions involve the uniqueness of the solution to SVDs
and assume that the singular values in the limit are distinct (for details see the discussion in [11] Section 3, p. 1245). Herewe
essentially use the first approach by effectively transforming the estimates to the overlapping echelon form corresponding
to α.
The theorem extends the results in the literature in threeways: First the assumptions on the choice of f and p are relaxed:
Whereas e.g. [27] only consider f = p = pˆAIC we allow for a wider range of choices. Secondly our assumptions on the data
generating process are much weaker including the results given in the literature as special cases. And thirdly we do not
only derive consistency but also provide a bound on the rate of convergence: In the general case αT + β˜T + ‖(A0 − K0C0)p‖
seems to be relatively close to the best achievable bound. This order of convergence is composed of three terms: αT provides
the order of convergence of the estimated covariance sequences according to (UCVG). β˜T is introduced due to the different
range of summation in the estimated secondmoments and the corresponding quantities used in the least squares estimator
which can be derived in two different ways: The assumption (UN) can be used as well as (UCVG) leading to the minimum of
two terms i.e. the order of β˜T (see the proof of Lemma A.2 for details). This error term can be avoided by using Yule–Walker
estimators rather than the least squares estimators. However, typically this will not reduce the order of convergence of the
subspace estimators which is dominated by αT . Finally the third term ‖(A0 − K0C0)p‖ can be decreased by increasing the
past horizon p. For ARX-processes this term does not appear for p larger or equal to the true order of the autoregression.
Having established consistency the interest turns towards the asymptotic distribution of the estimators:
Theorem 4.2. (i) Let Assumptions 1 and 3 hold. Assume that f ≥ n is chosen finite independent of the sample size and the data.
Let θˆα as in Theorem 4.1 denote the corresponding subspace estimator of θ0,α . Then assume that p is chosen such that p ≥ pT a.s.
for large enough T where pT ≤ sT/4 is a deterministic function of the sample size T such that ‖(A0 − K0C0)pT ‖sT = o(T−1/2).
Let f ≤ sT/4 and p ≤ sT/4 hold. Furthermore sT (αT + β˜T ) = o(1), sT (αT + β˜T )2 = o(T−1/2). Finally let the data generating
process be such that (using r = f + p− 1) for any sequence of vectors x(p) ∈ Rsmf+s(m+s)p such that 0 < lim infp→∞ ‖x(p)‖2 ≤
lim supp→∞ ‖x(p)‖2 <∞ and such that there exists a vector x(∞) ∈ R∞, ‖x(∞)‖1 <∞ such that ‖[x(p)′, 0]′−x(∞)‖1 → 0
it holds that
x(p)′T−1/2
T−f+1∑
t=r+1
vec[εt,Tu′t+f−1,T , . . . , εt,Tu′t,T , εt,T z ′t−1,T , . . . , εt,T z ′t−p,T ]
converges to a Gaussian random variable with mean zero. Further assume that
sup
1≤j≤sT /2
∥∥∥∥∥ 1T
sT∑
t=j+1
εt,T z ′t−j,T
∥∥∥∥∥ = oP(T−1/2), sup1≤j≤sT /2
∥∥∥∥∥ 1T
T∑
t=T−sT+j
εt,T z ′t−j,T
∥∥∥∥∥ = oP(T−1/2),
sup
1≤j≤sT /2
∥∥∥∥∥ 1T
sT∑
t=1
εt,Tu′t+j,T
∥∥∥∥∥ = oP(T−1/2), sup1≤j≤sT /2
∥∥∥∥∥ 1T
T∑
t=T−sT+j
εt,Tu′t+j,T
∥∥∥∥∥ = oP(T−1/2).
(UNP)
Then
√
T (θˆα − θ0,α) converges in distribution to a Gaussian random variable with mean zero.
(ii) The asymptotic variance (i.e. the limit of the variances) of
√
T (θˆα − θ0,α) depends on f and Wˆ+ but not on Wˆ− as long as
0 < cI < Wˆ− < cI holds a.s. uniformly in p, T for some constants c, c.
(iii) Assumption 2 is sufficient for the assumptions on the data generating process under (i) with sT = T 1/2−,  >
0 arbitrary, αT = O(√log T/T ), βT = O(√log T/T ). 
The proof can be found in Appendix A.3. Note that analogously to the central limit theorem contained in [9] the integer
sequence p might be chosen data dependent. It is interesting to note that the data dependence of p (subject to the lower
and upper bounds given in the theorem) does not introduce any additional asymptotic variability into the estimators. Here
the lower bound pT for a true ARMAX process (i.e. where A0 − K0C0 is not nilpotent) can be given as − log T/(2 log ρ) for
|λmax(A0 − K0C0)| < ρ < 1. For ARX(p0) processes we have (A0 − K0C0)p0 = 0 and hence pT ≥ p0 suffices. The asymptotic
distribution is identical over a wide range of assumptions on the increase of p in the interval (pT , sT/4). Subspace methods
have this property in common with autoregressive approximations, see [23].
The assumptions of the theorem are again using the low-level Assumption 1. In that case the result is almost tautological.
Thus relatively mild but sufficient high-level assumptions are provided in the third claim of the theorem.
The proof given in the Appendix is constructive and hence leads to tractable expressions for the asymptotic variance:
In particular we obtain (E is built analogously to Y using εt,T in place of yt,T , (A0, B0, C0,D0, K0) denoting the specific
representation of the true system corresponding to the overlapping echelon form)√
Tvec[Cˆ − C0, Dˆ− D0] = M¯C,Df ,p T−1/2vec
[
E′U, E′Z
]+ oP(1),√
Tvec[Aˆ− A0, Bˆ− B0] = M¯A,Bf ,p T−1/2vec
[
E′U, E′Z
]+ oP(1),√
Tvec[Kˆ − K0] = M¯Kf ,pT−1/2vec
[
E′U, E′Z
]+ oP(1).
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Explicit expressions for M¯C,Df ,p , M¯
A,B
f ,p and M¯
K
f ,p can be found in the proof of Lemma A.7 in Appendix. Consistent estimators
thereof are simple to construct by exchanging true quantities with their respective estimators. Due to the exponential
decrease of the impulse response sequence it also follows that the convergence is uniform in f , p in the given range.
It remains to describe the asymptotic distribution of terms of the form
EUj := T−1/2vec
[
T−f+1∑
t=f+p
εt,Tu′t+j,T
]
, j = −p, . . . , f − 1 and EYj := T−1/2vec
[
T−f+1∑
t=f+p
εt,Ty′t−j,T
]
,
j = 1, . . . , p. This will be done under Assumption 2 since Assumption 1 are too general in order to lead to concrete results.
Due to the assumed independence of (εt)t∈Z and (ηt)t∈Z the variables EUj, j = −p, . . . , f − 1 are jointly asymptotically
normal with asymptotic covariance of EUj and EUi given by Eut+ju′t+i ⊗ Ω . The distribution of EYj, however, depends
on the assumptions on the noise (εt)t∈Z. In the conditionally homoskedastic case where hence E{εtε′t |Ft−1} = Ω
holds the asymptotically normal distribution of EYj has covariance Eyt−jy′t−j ⊗ Ω . In this case the asymptotic variance is
straightforward to estimate consistently without the need to introduce further restrictions on the noise.
For conditionally heteroskedastic noise on the other hand the estimation of the asymptotic variance typically requires
higher order moments to exist. For a particular method to estimate the asymptotic variance in this case see [20].
The expressions for the asymptotic variance are similar in style to the expressions obtained in [15] with one slight
difference: [15] considers a data driven choice of the basis for xt whereas we use a fixed coordinate system. Since the change
of coordinates into our fixed coordinate system is a (locally) differentiable mapping an application of the Delta method
eliminates this difference. The assumptions on the data generating process differ, however.
The expressions for the asymptotic variance provided in the Appendix appear to be sufficiently simple to be
implementable numerically. However, they seem to be too complex to allow for an analytical analysis. Theorem 1 of [13]
provides under the restrictive assumption that (εt)t∈Z and (ut)t∈Z are i.i.d. sequences simple expressions for the asymptotic
variance of
√
T (θˆα−θ0,α) in a generic subset ofMn. These simple expressions show that in this particular case the CCA choice
of weightings (10) is optimal (within the class of state approach to subspace algorithms as presented in Section 3) for any
fixed f [13, Corollary 2]. The results in [15] indicate that this is not the case for colored observed inputs.
Finally note that the asymptotic variance in the conditionally homoskedastic case does not depend on the distribution of
εt and in particular not on the fourthmoment. This has been noted in special cases in Section 5.5. of [5]. Of course this implies
that the subspace estimators are no candidates for efficient estimators except in one important special case namely i.i.d.
Gaussian distributed innovations. In fact in the case of no inputs [8] (for conditionally homoskedastic innovations) and [9]
(for conditionally heteroskedastic innovations) show that CCA (where f = p ≥ − log T/(2 log ρ)) leads to estimators that
are asymptotically equivalent to estimators obtained by maximizing the likelihood based on the assumption of Gaussian
i.i.d. innovations. Here the meaning of asymptotic equivalence is that
√
T times the difference in the estimators converges
to zero in probability. According to Theorem 4.2 thus in this special case CCA using f = p = 2pˆAIC is an efficient procedure.
5. Order estimation
The last section dealt with asymptotic properties in the case that the true order of the data generating process is known.
In this section we will discuss two methods to estimate the order: The first is based on the information contained in the
estimated singular values and has been proposed in slightly different variants by [26,14,6]. The second method is of the
same style as information criteria. These two methods will be presented below and conditions for their consistency are
provided in Theorems 5.1 and 5.2.
Let MT := min(fs, p(s + m)) denote the maximal number of nonzero singular values of Wˆ+βˆzWˆ−. Then consider the
function
SVC(n; CT ) := F(Rˆn)+ d(n)CTT , n = 0, . . . ,MT . (11)
Here d(n) = 2sn + sm + nm denotes the number of free parameters contained in the model using state dimension n. The
matrix Rˆn denotes the approximation error in the reduced rank regression step (see (8) in Section 3 for the definition) and
F(·) : Rfs×p(s+m) → [0,∞) denotes a real function. Finally CT > 0, CT/T → 0 denotes a penalty term punishing large
models. This function is used in order to define the order estimator nˆ, say, as follows
nˆ := min arg min
0≤n≤MT
SVC(n; CT ).
With respect to the function F(·) in the literature three different proposals may be found: [14] propose to use F(Rˆn) =
−∑MTj=n+1 log(1 − σˆ 2j ) in combination with (10) ensuring that σˆ1 < 1. This function can be motivated by the fact that if
the residuals N⊥t in the reduced rank regression were i.i.d. Gaussian then the so-defined F(Rˆn) equals the log-likelihood
ratio for the equation Y+t,f = βzZ−t,p + βuU+t,f + N⊥t between using a model of order n and using the unrestricted model. Of
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course this is a misspecification since N⊥t is not white noise, even in the limit as p→∞. [26] proposes5 to use the squared
Frobenius norm F(Rˆn) = ∑MTj=n+1 σˆ 2j and derives conditions on CT for consistency to hold (see [26], Chapter 8, for details).
In simulations [5,6] it has been found that estimates based on the Frobenius norm are very sensitive to the choice of f and p
choosing overly large orders for relatively large values of f and p. This motivated the replacement of the squared Frobenius
normwith the squared two norm F(Rˆn) = σˆ 2n+1 showing better behavior in simulations. The asymptotic properties of these
order estimation criteria are given in the next theorem (which is proved in Appendix A.4):
Theorem 5.1. Let Assumptions 1 and 3 hold where the true order is denoted as n0. If nˆ denotes the minimizing integer of
SVC(n; CT ) over 0 ≤ n ≤ MT for any of the three discussed choices of F(Rˆn) and p → ∞ such that n ≤ f ≤ p ≤ sT/4
then CT > 0, CT/T → 0, CT/(fpα¯2TT ) → ∞ is a sufficient condition for a.s. consistency of nˆ, i.e. nˆ → n0 a.s. Here
α¯T = αT + β˜T + ‖(A0 − K0C0)sT /2‖. 
Note that for Assumption 2 with sT = T 1/2− (for arbitrary  > 0) we have α¯T =
√
T−1 log T and hence the condition is
CT/(fp log T )→∞. In the framework of Example 4 with sT = (log T )a (for arbitrary a > 1) moreover α¯T =
√
T−1 log log T
leading to CT/(fp log log T ) → ∞ which is the condition given in [6]. Since in that case p ≥ −d log T/(2 log ρ) it follows
that not even the penalty of BIC fulfills this criterion. This clearly is a disadvantage of the method.
The other order estimator proposed in this paper also is obtained from a straightforward idea: One of themost commonly
applied order estimation methods is based on information criteria. In the case of ARMAX models this can be done by using
the estimated innovations according to the system (A(θ), B(θ), C(θ),D(θ), K(θ)) defined as
εˆt(θ) :=
t−1∑
j=0
K−j (θ)
(
yt−j −
t−j−1∑
i=0
Li(θ)ut−j−i
)
assuming that the steady state Kalman filter is used for zero initial state. This assumption on the initial state does not affect
the asymptotic properties of the estimators in the stationary case under the strict minimum-phase assumption due to the
exponential decrease of K−j (θ) in that case. Here K
−
j (θ) denotes the jth impulse response coefficient of the transfer function
k−1(z; θ) and L0(θ) = D(θ), Lj(θ) = C(θ)A(θ)j−1B(θ) for (k(z; θ), l(z; θ)) = pi(A(θ), B(θ), C(θ),D(θ), K(θ)). Then the
information criteria minimize the function
IC(n; CT ) := log det
(
T−1
T∑
t=1
εˆt(θˆn,ML)εˆt(θˆn,ML)
′
)
+ d(n)CT
T
,
over the range of integers 0 ≤ n ≤ HT for some upper bound typically of order HT := O((log T )a). Here θˆn,ML denotes the
quasi-maximum-likelihood estimator using system order n. AIC uses CT = 2 and BIC uses CT = log T [1]. In particular for
high-dimensional systems the calculation of the quasi-likelihood estimate θˆn,ML is time consuming. Hence it is tempting to
replace the quasi-maximum-likelihood estimator by the subspace estimator θˆn using system order n which is numerically
cheaper (see [7] p. 205, for simulations demonstrating this). The following theorem proposes a new order estimation
procedure and derives sufficient conditions for consistency of the corresponding estimator (for the proof see Appendix A.5):
Theorem 5.2. Let Assumptions 1 and 3 hold where the true order is denoted as n0. Define
ÎC(n; CT ) := log det
(
T−1
T∑
t=1
εˆt(θˆn)εˆt(θˆn)
′
)
+ d(n)CT
T
(12)
where θˆn denotes the subspace estimator using order n ≤ min(fs, p(s+m)). Let f , p, Wˆ+ and Wˆ− be as in Theorem 5.1. Assume
that for the quasi-maximum-likelihood estimator θˆML using the correct order n we have θˆML − θ0 = O(α˜T ). Then
ÎC(n; CT )
{= IC(n0; CT )+ O(α˜2TT ), n = n0,≥ IC(n; CT ), 0 ≤ n ≤ min(fs, p(s+m))
where n0 ≤ sT/2.
If the integer minimizing IC(n0; CT ) is a.s. consistent and if T α˜2T/CT → 0 then the integer minimizing ÎC(n; CT ) over
0 ≤ n ≤ sT/2 is a.s. consistent for n0. 
The theorem shows that if the assumptions on the data generating process and the penalty term CT are such that the order
estimation is consistent and the quasi-ML estimator is at least as good as the subspace estimator (in terms of the order of
convergence) then replacing the quasi-ML estimatorwith the subspace estimator does not affect the consistency property of
information criteriawhen optimization is performed only over a restricted set of candidate orders 0 ≤ n ≤ min(fs, p(s+m))
5 In fact [26] uses a different definition of the penalty term CT which only asymptotically fits into our framework.
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and T α˜2T/CT → 0. In the situation of Example 3wehave α˜T = (log T/T )1/2 andhence log T/CT → 0 is the relevant condition.
This is an even higher penalty than that used in BIC. For the conditions in Example 4, however, the condition used equals
log log T/CT → 0 which is identical to the consistency condition for order estimation using information criteria. In this
situation the theorem hints at the attractive fact that the information criterion is essentially identical at the true order and
potentially larger at all other orders. This indicates that using ÎC(n; CT ) might even improve upon order estimation using
information criteria.
Considering the definition of ÎC(n; CT ) and the fact that the innovation variance Ω is directly estimated in subspace
estimators it seems to be tempting to replace T−1
∑T
t=1 εˆt(θˆn)εˆt(θˆn)′ by the estimator (T − p)−1
∑T
t=p+1 εˆt(n)εˆt(n)′ where
εˆt(n) := yt,T − Cˆ(n)xˆt(n)− Dˆ(n)ut,T . Here (Aˆ(n), Bˆ(n), Cˆ(n), Dˆ(n), Kˆ(n)) denotes the subspace estimator using order n. Also
xˆt(n) := Kˆp(n)Zt,p where Kˆp(n) := Vˆ ′n(Wˆ−)−1. Therefore xˆt(n) for n < n0 denotes the vector of the first n coordinates of
the estimated state xˆt . Although intuitively appealing such a criterion does not take into account the full dynamics present
in the state and hence is not seen as a suitable order estimation criterion. For details on this see the discussion in [6, p. 1567,
right column].
As a final note it is stated that the a.s. consistency result for the order estimation can be combined with the consistency
result under correct specification: Since both results hold a.s. and the union of two null sets is still a nullset it follows that a
fully automated procedure using the CCA weighting scheme (10) in combination with the choice f = p = 2pˆAIC and order
estimation using SVC leads to consistent estimators of the pair of transfer functions i.e. (kˆ(z), lˆ(z))→ (k0(z), l0(z)) a.s.
6. Conclusions
In this paper the asymptotic properties of the so-called state approach to subspace estimators for estimating ARMAX
models are discussed. Themain results are the derivation of sufficient conditions for consistency which are weaker than the
previously published results. The assumptions are of low-level type, i.e. they include properties of the covariance sequence
estimators rather than directly on the data generating process. This implies that a wide range of processes fulfill these
assumptions, for some of which this is shown explicitly in the paper. Additionally also the rates of convergence are provided
depending on the rates of convergence of the covariance sequence estimators. Secondly asymptotic normality has been
shown under slightly stronger assumptions on the user choices than the ones used in the consistency result. Both results
include the possibility of data driven choices for the design parameters in line with common usage. Both results hold under
the assumption of correct specification. Finally also two procedures for estimating the order are proposed and conditions
on the penalty term to ensure strong consistency are given.
A number of issues have been left unanswered in the paper: No analysis of the asymptotic properties in misspecified
situations is provided. Due to the convergence properties of the SVD it is expected (and indeed known in certain special cases,
see [5], Section 5.3.2) that the subspace estimators for the specified order being smaller than the true order converge to an
approximating pair of transfer functions. Even in the case of no inputs there seems to be no knowledge on the properties of
this approximation. Secondly no attempt has beenmade to compare the various approacheswith respect to their asymptotic
variance. This is left for future research.
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Appendix
In this appendix ‖X‖2 or ‖X‖will be used to denote the Euclidean norm, ‖X‖Fr denotes the Frobenius norm, ‖X‖1 the one
norm and ‖X‖∞ the infinity norm. All norms are used for vectors andmatrices (inwhich case they denote the corresponding
operator norm). `1 will denote the space of all infinite-dimensional vectors with absolutely summable coefficients. Finite-
dimensional vectors are embedded into `1 by adding zeros. The columnwise vectorization of amatrix X is denoted as vec[X]
and the same symbol is used for the stacking of several vectorized matrices, i.e. vec[X, Y ] := [vec[X]′, vec[Y ]′]′. For matrix
sequences FT the notation FT = o(gT )means that ‖vec[FT ]‖∞/gT → 0 a.s., FT = O(gT )means that there exists a constantM
such that lim supT→∞ ‖vec[FT ]‖∞/gT < M a.s. The symbols oP(.) and OP(.) are the corresponding in probability versions.
Note that this notion is somewhat nonstandard in that we use the infinity norm of vectorized matrices rather than the two
norm. This will turn out to be essential in cases where the dimensions of the matrices FT are allowed to depend on T .
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A.1. Preliminary lemmas
Lemma A.1. Let zt,T , t = 1, . . . , T , T ∈ N denote a triangular array fulfilling Assumption 1 with the sequences sT , αT , βT and
the covariance sequence γz,z(j), j ∈ Z with corresponding spectrum fz(ω) = ∑∞j=−∞ γz,z(j)eiωj/(2pi). Further let kw(z) =∑∞
j=0 Kw(j)z j be a rational, stable transfer function such that ‖Kw(j)‖ ≤ Cwρ jw, j > j0 for some 0 ≤ ρw < 1, 0 ≤ Cw <∞ and
for some integer j0.
Thenwt,T :=∑t−1j=0 Kw(j)zt−j,T , t = 1, . . . , T , T ∈ N fulfills Assumption 1with the sequences bsT/2c, αT +βT +ρsT /2w , βT +
ρ
sT
w where the covariance sequence γw,w(j), j ∈ Z corresponds to the spectrum fw(ω) = kw(eiω)fz(ω)kw(eiω)′.
Proof. Consider first the case where kw(z) =∑mj=0 Kw(j)z j is an MA filter with maximal lag lengthm. In this case it follows
that
γw,w(j) =
m∑
a=0
m∑
b=0
Kw(a)γz,z(j− a+ b)Kw(b)′
and (using zt,T = 0, t < 1) for j ≥ 0
γˆw,w(j) = T−1
T∑
t=j+1
wt,Tw
′
t−j,T = T−1
T∑
t=j+1
(
m∑
a=0
Kw(a)zt−a,T
)(
m∑
b=0
Kw(b)zt−b−j,T
)′
=
m∑
a=0
m∑
b=0
Kw(a)
(
T−1
T∑
t=j+1
zt−a,T z ′t−b−j,T
)
Kw(b)′.
Now for j+ b− a ≥ 0 we have
T−1
T∑
t=j+1
zt−a,T z ′t−b−j,T = T−1
T−a∑
t=j−a+1
zt,T z ′t−b−j+a,T
= T−1
T∑
t=j+b−a+1
zt,T z ′t−b−j+a,T − T−1
T∑
t=T−a+1
zt,T z ′t−b−j+a,T
and hence the difference between this term and γˆz,z(j+ b− a) is the sum of a total of a terms and hence according to (UN)
form < sT/2 is of order O(aβT ). Analogously the case j+ b− a < 0 can be dealt with. Hence
‖γˆw,w(j)− γw,w(j)‖ = O
((
m∑
a=0
m∑
b=0
(a+ b)‖Kw(a)‖‖Kw(b)‖
)
(βT + αT )
)
= O(βT + αT )
for |j| ≤ sT/2,m ≤ sT/2 since the impulse response coefficients Kw(i) are assumed to decrease exponentially.
In the above arguments nothing changes ifm is replaced with bsT/2c showing
T−1
T∑
t=j+1
(bsT /2c∑
a=0
Kw(a)zt−a,T
)(bsT /2c∑
b=0
Kw(b)zt−b−j,T
)′
−
bsT /2c∑
a=0
bsT /2c∑
b=0
Kw(a)γz,z(j− a+ b)Kw(b)′ = O(αT + βT ).
From straightforward calculations using ‖Kw(i)‖ ≤ Cwρ iw we obtain
bsT /2c∑
a=0
bsT /2c∑
b=0
Kw(a)γz,z(j− a+ b)Kw(b)′ − γw,w(j) = O(ρsT /2w ),
T−1
T∑
t=j+1
(bsT /2c∑
a=0
Kw(a)zt−a,T
)(bsT /2c∑
b=0
Kw(b)zt−b−j,T
)′
− γˆw,w(j) = O(ρsT /2w ).
Both equations are easily seen to hold uniformly in |j| ≤ sT/2. This shows (UCVG) for the triangular arraywt,T . Additionally
this also shows the properties of the limiting covariance sequence as stated above.
With respect to (UN) the arguments are similar to the ones presented above:
‖wt,T‖/
√
T ≤
∞∑
j=0
‖Kw(j)‖‖zt−j,T‖/
√
T =
bsT /2c∑
j=0
‖Kw(j)‖‖zt−j,T‖/
√
T +
∞∑
j=bsT /2c+1
‖Kw(j)‖‖zt−j,T‖/
√
T .
The first summand for t > T − sT/2 is of order O(√βT ) by (UN) and the summability of the sequence Kw(j), j ∈ N, the
second one being of order ρsT /2 due to the boundedness of ‖zt−j,T‖/
√
T (by convergence of the second moment) and the
exponential decrease of Kw(j) as a function of j. This shows the result. 
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Lemma A.2. Let for the triangular array zt,T , t = 1, . . . , T , T ∈ N the low-level assumptions hold for sT with sequences αT and
βT . Then
max
0≤f≤sT /2,0≤p≤sT /2
max
i,i−j=−p,...,f−1
∥∥∥∥∥T−1 T−f+1∑
t=p+1
zt+i,T z ′t+i−j,T − γˆj
∥∥∥∥∥ = O(β˜T )
where β˜T = min(sTβT , αT−sT + sT/T ).
Proof. For each j ≥ 0 we have
T−1
T−f+1∑
t=p+1
zt+i,T z ′t+i−j,T − γˆj = −T−1
p+i∑
t=j+1
zt,T z ′t−j,T − T−1
T∑
t=T−f+i+2
zt,T z ′t−j,T .
This is the sum of at most 2sT terms, each of which is uniformly of order O(βT ) by (UN).
Alternatively from (UCVG) one has
T−1
T∑
t=T−f+i+2
zt,T z ′t−j,T = T−1
T∑
t=j+1
zt,T z ′t−j,T − T−1
T−f+i+1∑
t=j+1
zt,T z ′t−j,T
=
(
T−1
T∑
t=j+1
zt,T z ′t−j,T − γz,z(j)
)
−
(
T−1
T−f+i+1∑
t=j+1
zt,T z ′t−j,T − γz,z(j)
)
= O(αT )− T − f + i+ 1T
(
1
T − f + i+ 1
T−f+i+1∑
t=j+1
zt,T z ′t−j,T − γz,z(j)
)
−
(
1− T − f + i+ 1
T
)
γz,z(j)
= O(αT + αT−sT + sT/T ).
Further
T−1
p+i∑
t=j+1
zt,T z ′t−j,T = (sT/T )s−1T
p+i∑
t=j+1
zt,T z ′t−j,T = O(sT/T ).
Here the last bound follows from a componentwise application of the Cauchy–Schwarz inequality and s−1T
∑sT
t=1 zt,T z
′
t,T →
γz,z(0) < ∞. Hence we obtain two different bounds for the order of convergence. Taking the minimum of both shows the
lemma. 
Lemma A.3. (I) Let AT ∈ RfT×fT be a matrix such that AT = O(gT ), gT → 0, where the dimensions of AT depend on the
sample size. Then for every sequence of vectors xT , yT ∈ RfT such that supT ‖xT‖1 = O(1), supT ‖yT‖1 = O(1) we have that
x′TATyT = O(gT ).
(II) Let AˆT ∈ Raˆ×bˆ and BˆT ∈ Rbˆ×cˆ such that AˆT = O(gT ) and BˆT − BT = O(hT ) for some matrix BT ∈ Rbˆ×cˆ for possibly data
dependent constants aˆ, bˆ, cˆ possibly tending to infinity. Then AˆT (BˆT − BT ) = O(gThT bˆ).
Proof. (I) Let AT ,i,j denote the entries of AT and similarly use xT ,i and yT ,j for the coordinates of xT and yT . Then
|x′TATyT | ≤
fT∑
i=1
fT∑
j=1
|xT ,iyT ,j||AT ,i,j| = O
(
fT∑
i=1
fT∑
j=1
|xT ,iyT ,j|gT
)
= O
((
fT∑
i=1
|xT ,i|
)(
fT∑
j=1
|yT ,j|
)
gT
)
= O(gT )
since AT = O(gT ) has been defined as maxi,j |AT ,i,j| = O(gT ). The result then follows from the a.s. bound on the norms of xT
and yT .
(II) Obvious. 
Note that for this result to hold the definition of O(.) using the maximum norm instead of the two norm is essential.
Recall the notation Γ (At , Bt) := limT→∞ T−1∑T−f+1t=p+1 AtB′t . It is part of the definition that the limit exists and does
not depend on the choice of f and p such that 0 ≤ f , p ≤ sT/2. For example Γ (Zt,p, Zt,p) = [γz,z(j − i)]i,j=1,...,p and
Γ (Yt,f , Zt,p) = [γy,z(i+ j− 1)]i=1,...,f ,j=1,...,p. For often used matrices we will introduce also different symbols.
Lemma A.4. Let s˜T := sT (β˜T + αT ) where β˜T is defined in Lemma A.2 and assume that s˜T → 0. Let the assumptions of
Theorem 4.1 hold. Then the following claims hold:
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(I) Let Γz,z := Γ (Zt+f ,p+f , Zt+f ,p+f ) and define Z˜− := [Zp+f+1,p+f , . . . , ZT ,p+f ]′. Then supf ,p≥1 ‖Γ −1z,z ‖2 = O(1),
supf ,p≥1 ‖Γ −1z,z ‖∞ = O(1) and it follows that
sup
0≤f ,p≤sT /2
‖(T−1Z˜′−Z˜−)−1 − Γ −1z,z ‖∞ = O(s˜T ),
sup
0≤f ,p≤sT /2
‖(T−1Z˜′−Z˜−)−1 − Γ −1z,z ‖2 = O(s˜T ).
Consequently sup0≤f ,p≤sT /2 ‖(T−1Z˜
′
−Z˜−)−1‖2 = O(1), sup0≤f ,p≤sT /2 ‖(T−1Z˜
′
−Z˜−)−1‖∞ = O(1).
Furthermore in this case the entries of (T−1Z˜
′
−Z˜−)−1 − (Γz,z)−1 are of order O(β˜T + αT ) uniformly in 0 ≤ f , p ≤ sT/2.
(II) supf≥1
∥∥∥(Γ (Yt,f , Yt,f )− Γ (Yt,f ,Ut,f )Γ (Ut,f ,Ut,f )−1Γ (Ut,f , Yt,f ))−1∥∥∥
2
= O(1) and
sup
0≤f≤sT /2
[(
T−1Y′RUY
)−1 − (Γ (Yt,f , Yt,f )− Γ (Yt,f ,Ut,f )Γ (Ut,f ,Ut,f )−1Γ (Ut,f , Yt,f ))−1] = O(β˜T + αT ).
Consequently sup0≤f≤sT /2 ‖(T−1Y′RUY)−1‖2 = O(1), sup0≤f≤sT /2 ‖(T−1Y′RUY)−1‖∞ = O(1).
(III) Let Wt := [U ′t,f , Z ′t,p]′ andW = [Wp+1,T , . . . ,WT−f+1,T ]′. Then supf ,p≥1 ‖Γ (Wt ,Wt)−1‖∞ = O(1). Further
sup
0≤f ,p≤sT /2
(
(T−1W′W)−1 − Γ (Wt ,Wt)−1
) = O(β˜T + αT ).
Consequently sup0≤f ,p≤sT /2 ‖(T−1W′W)−1‖2 = O(1), sup0≤f ,p≤sT /2 ‖(T−1W′W)−1‖∞ = O(1).
(IV) [βˆz, βˆu] − [βz, βu] = O(β˜T + αT ) uniformly in 0 ≤ f , p ≤ sT/2.
(V) Uniformly in 1 ≤ f ≤ sT/2 we have∥∥∥∥(T−1(Y− Uβˆu)′(Y− Uβˆu))−1 − (Γ (Yt,f − βuUt,f , Yt,f − βuUt,f ))−1∥∥∥∥
2
= O(s˜T ).
Consequently sup0≤f ,p≤sT /2 ‖(T−1(Y−Uβˆu)′(Y−Uβˆu))−1‖2 = O(1), sup0≤f ,p≤sT /2 ‖(T−1(Y−Uβˆu)′(Y−Uβˆu))−1‖∞ = O(1).
(VI) Let Γˆ− := T−1Z′−RUZ− and define Γ− := Γ (Zt,p, Zt,p)− Γ (Zt,p,Ut,f )Γ (Ut,f ,Ut,f )−1Γ (Ut,f , Zt,p).
Then
sup
f ,p≥1
‖Γ −1− ‖2 = O(1) and sup
0≤f ,p≤sT /2
‖Γˆ −1− − Γ −1− ‖2 = O(s˜T ).
(VII) sup1≤f ,p≤sT /2 T
−1 (Y′RUZ− OfX′RUZ) = O(αT + β˜T + ‖(A− KC)sT /2‖) where X = [xp+1,T , . . . , xT−f+1,T ]′.
(VIII) Let vp ∈ Rfm+p(s+m) denote a sequence of vectors such that vp embedded into `1 converges to v∞ ∈ `1, i.e. ‖[v′p, 0]′ −
v∞‖1 → 0. Then there exists a vector w∞ ∈ `1 such that ‖[v′pΓ (Wt ,Wt)−1, 0]′ − w∞‖1 = o(1) as p→∞ for any fixed f .
Proof. (I) Note that the covariances γz,z(j) are – according to (COV) – of the form of covariance for stationary processes.
Then the proof of boundedness of the inverses follows analogously to Theorem 7.4.9., HD, p. 335. The existence of the limits,
their independence of f , p and the order of convergence follows from (UCVG), Lemma A.2 and the fact that the matrices are
of dimension smaller than or equal to sT (m+ s). The remaining arguments are standard and hence omitted.
(II) follows from (I) for p = 0 noting that [Y ′t,f ,U ′t,f ]′ is a reordered version of Zt+f ,f . The matrix dealt with here then is a
submatrix of the inverse showing the claim.
(III) Note that Wt is a subvector of Zt+f ,f+p. The proof of (I) can be changed to account for omitting components, as is
straightforward to show. Details are omitted.
(IV) Note that Γ (Yt,f ,Wt) = [Uf ,OfKp]Γ (Wt ,Wt) + Of (A0 − K0C0)pΓ (xt−p,Wt) and consequently [βu, βz] =
[Uf ,OfKp]+Of (A0−K0C0)pΓ (xt−p,Wt)Γ (Wt ,Wt)−1. The behavior of [βˆz, βˆu]− [βz, βu] then follows from (III), the proof
of (II) implying that T−1Y′W− Γ (Yt,f ,Wt) = O(β˜T + αT ) and ‖Γ (Yt,f ,Wt)‖∞ = O(1):
[βˆz, βˆu] − [βz, βu] = (T−1Y′W)(T−1W′W)−1 − Γ (Yt,f ,Wt)Γ (Wt ,Wt)−1
= ((T−1Y′W)− Γ (Yt,f ,Wt)) (T−1W′W)−1 + Γ (Yt,f ,Wt) ((T−1W′W)−1 − (Γ (Wt ,Wt))−1) .
Here also Lemma A.3(II) is used in conjunction with sT (β˜T + αT )→ 0.
(V) Since T−1(Y−Uβˆu)′(Y−Uβˆu) ≥ T−1Y′RUY invertibility follows from (II). The order of convergence follows from (IV)
and (I).
(VI) follows from the fact that Γ −1− is a submatrix of (EWtW ′t )−1.
(VII) Note that due to the definition of εt,T and xt,T we have Yt,f = Ef Et,f +UfUt,f + Of xt,T . Consequently
T−1
(
Y′RUZ− OfX′RUZ
) = T−1Ef E′RUZ.
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Now for the joint process [z ′t,T , ε′t,T , x′t,T ]′ Lemma A.1 can be applied where the filter coefficients to obtain xt,T from zt,T are
(A−KC)j[K , B−KD] and for εt,T we have−C(A−KC)j−1[K , B−KD], j > 0, [I,−D], j = 0. Hence in any case the exponential
decrease is governed by ‖(A − KC)j‖. Then by the properties of the limit of the covariance sequence of zt,T it follows that
Γ (εt+i,T , zt−j,T ) = 0,Γ (εt+i,T , xt,T ) = 0 for i = 0, . . . , f − 1, j = 1, . . . , p. Thus using Lemmas A.1 and A.2 and βT = O(αT )
we have
sup
i,j,f ,p:0≤i≤f≤sT /2,0≤j≤p≤sT /2
∥∥∥∥∥T−1 T−f+1∑
t=p+1
εt+i,T z ′t−j,T
∥∥∥∥∥ = O(αT + β˜T + ‖(A− KC)sT /2‖)
and
sup
i,j,f :0≤i≤f ,0≤j≤f ,f≤sT /2
∥∥∥∥∥T−1 T−f+1∑
t=p+1
εt+i,Tu′t+j,T
∥∥∥∥∥ = O(αT + β˜T + ‖(A− KC)sT /2‖).
Then the exponential decrease of the entries of Ef implies boundedness of all rows of Ef in `1 independently of f showing
the claim.
(VIII) According to conditions (COV) it follows that the covariance sequence γz,z(j), j ∈ Z can be viewed as the covariance
sequence corresponding to a process with infinite autoregressive representation
∑∞
j=0Φz(j)zt−j = et . For such processes
Theorem 6.6.11 in HD, p. 267, can be used in order to show that ‖Γ (Zt,f+p, Zt,f+p)−1‖∞ is bounded uniformly in f , p ∈ N.
Then the proof of Theorem 6.6.11 in HD establishes6 that
AhΓ (Zt,h, Zt,h)A′h = (I ⊗Ωz)+N ⇒ Γ (Zt,h, Zt,h)−1 = A′h(I ⊗Ω−1z )Ah − A′h(I ⊗Ω−1z )N ((I ⊗Ωz)+N )−1Ah
whereN has the property that its entries decrease for decreasing index. Here Ah is a (upper triangular) block Toeplitzmatrix
containing the autoregressive coefficient Φz(j − i) as the (i, j)th block where Φz(j) = 0, j < 0. Due to the summability of
the autoregressive coefficients (which follows from the summability assumptions of γu,u(j), see Theorem 7.4.2. of HD), it is
straightforward to show that for f fixed there exists a vector w˜∞ ∈ `1 such that
‖[v˜′pA′h(I ⊗Ω−1z )Ah, 0] − w˜∞‖1 → 0.
Here v˜p is obtained from vp by inserting zeros in the places corresponding to yt+f−j−1, j = 0, . . . , f −1. Then the arguments
of HD on p. 268 show the result that the second summand can be neglected for f + p → ∞. Consequently it follows that
v˜′pΓ (Zt,f+p, Zt,f+p)−1 converges in the one norm. Thus – noting that f is fixed – the same holds for the reordered vector
Z˜t := [Y ′t,f ,W ′t ]′, i.e. [0, v′p]Γ (Z˜t , Z˜t)−1 converges. Now use the matrix inversion lemma on
Γ (Z˜t , Z˜t) =
[
Γ (Yt,f , Yt,f ) Γ (Yt,f ,Wt)
Γ (Wt , Yt,f ) Γ (Wt ,Wt)
]
to obtain
[0, v′p]Γ (Z˜t , Z˜t)−1 = [0, v′p]
[
0 0
0 Γ (Wt ,Wt)−1
]
+ [0, v′p]
[
I
−Γ (Wt ,Wt)−1Γ (Wt , Yt,f )
]
Λ−1
[
I −Γ (Yt,f ,Wt)Γ (Wt ,Wt)−1
]
where
Λ = [Γ (Yt,f , Yt,f )− Γ (Yt,f ,Wt)Γ (Wt ,Wt)−1Γ (Wt , Yt,f )] ≥ Ef (If ⊗Ω)E ′f > 0.
According to (IV)Γ (Yt,f ,Wt)Γ (Wt ,Wt)−1 = [βu, βz]where for p→∞wehave ‖βz−OfKp‖ → 0 (see [18]). Consequently
for fixed f we have that ‖v′pΓ (Wt ,Wt)−1Γ (Wt , Yt,f )− v′p[Uf ,OfKp]′‖ → 0 where v′p[Uf ,OfKp]′ converges to some fixed
vector of dimension fs. It follows that the second term in the equation converges as required. Combining this with the
convergence of the left-hand side term as shown above then proves the claim. 
A.2. Proof of Theorem 4.1
The proof uses the same basic ideas as the proof of consistency provided in [27]. Essentially it is based on the uniform
convergence of the sample covariances as stated in Lemma A.2 in combination with (UCVG). Nevertheless the proof is given
since the details in particular for deriving the order of convergence are not trivial.
6 Note that in HD the order of the coordinates of the vector Zt,h is reversed.
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In order to prove consistency for (kˆ(z), lˆ(z)) := pi(Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) it is sufficient to find a particular sequence of
transformation matrices Tˆ such that using xˆt := Tˆ Vˆ ′n(Wˆ−)−1Zt,p, t = p + 1, . . . , T + 1 it follows that the corresponding
estimators (Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) converge a.s. to a representation of the true system (cf. [18]). This follows from continuity of pi
(HD, p. 54). Since the mapping attaching the first 2n impulse response coefficients to the system matrices (A, B, C,D, K) is
continuously differentiable and the same is true for themapping attaching theparameter vectors inΘα to the first 2n impulse
response coefficients for (k0(z), l0(z)) ∈ Mn,α (as is straightforward to see) it follows that the orders of convergence of the
estimators of the systemmatrices are identical to the orders of convergence of the corresponding parameter estimators (see
e.g. [29] Chapter 3, Theorem 3.1, p. 26).
In this paper wewill use the specific choice of Tˆ that has initially been suggested in [12]: SinceKn is of full row rank due
tominimality, it contains an n×n submatrix, that is nonsingular. Let Sn denote the selectormatrix (i.e. a matrix composed of
n columns of the n(s+m)× n(s+m) identity matrix) such that det[KnSn] 6= 0. Then the restrictionKnSn = In determines
a unique state space representation. Let the corresponding true system be denoted as (A0, B0, C0,D0, K0) and also letOf and
Kp correspond to this choice of the basis of the state denoted as xt,T . In the following we use Tˆ := [Vˆ ′n(Wˆ−)−1[S ′n, 0]′]−1
and therefore Kˆp := [Vˆ ′n(Wˆ−)−1[S ′n, 0]′]−1Vˆ ′n(Wˆ−)−1. It will be shown below that this is well defined in the sense that the
inverse exists a.s. for large enough T . The corresponding state estimator is denoted as xˆt := KˆpZt,p. The first lemma of this
proof derives the asymptotic properties of Kˆp −Kp:
Lemma A.5. Let the conditions of Theorem 4.1 hold and define Sp := [S ′n, 0]′ so that KpSp = In and assume that f , p are chosen
such that (β˜T + αT )√fp+√p‖A¯0p‖ → 0 where A¯0 := A0 − K0C0. Then:
(I) ‖βˆz − OfKp‖Fr = O((β˜T + αT )√fp+√p‖A¯0p‖) = o(1).
(II) lim infT→∞ | det[Vˆ ′n(Wˆ−)−1Sp]| > 0 a.s. Consequently Kˆp := [Vˆ ′n(Wˆ−)−1Sp]−1Vˆ ′n(Wˆ−)−1 is well defined a.s. for T large
enough.
(III) Furthermore using OĎf := (O′f (Wˆ+f )2Of )−1O′f (Wˆ+f )2
Kˆp −Kp = OĎf (βˆz − OfKp)(Ip(s+m) − SpKp)+ O(‖βˆz − OfKp‖2Fr). (13)
(IV) Kˆp −Kp = O(αT + β˜T + ‖A¯p0‖).
Proof. (I) From Lemma A.4(IV) we have βˆz − βz = O(β˜T + αT ). The proof then follows from
[βu, βz] = Γ (Yt,f ,Wt)Γ (Wt ,Wt)−1 = Γ (Ef Et,f + [Uf ,OfKp]Wt + Of A¯p0xt−p,T ,Wt)Γ (Wt ,Wt)−1
= [Uf ,OfKp] + Of A¯p0Γ (xt−p,T ,Wt)Γ (Wt ,Wt)−1
using ‖Of ‖ = O(1), ‖Γ (xt−p,T ,Wt)‖ = O(√p), ‖Γ (Wt ,Wt)−1‖ = O(1) since the entries of Γ (xt−p,T ,Wt) are uniformly
bounded.
(II) From (I) and the property of Oˆf Kˆp to be best approximant in a weighted Frobenius sense, i.e.
‖Wˆ+(βˆz − Oˆf Kˆp)Wˆ−‖Fr ≤ ‖Wˆ+(βˆz − X)Wˆ−‖Fr
for all X ∈ Rfs×p(s+m) of rank n it follows using X = OfKp that ‖Oˆf Kˆp − OfKp‖Fr = O(‖βˆz − OfKp‖Fr) =
o(1). Thus ‖Oˆf KˆpSp − OfKpSp‖Fr = ‖(Wˆ+)−1UˆnΣˆn(Vˆ ′n(Wˆ−)−1Sp) − Of ‖Fr = o(1). This is sufficient for
lim infT→∞ | det[Vˆ ′n(Wˆ−)−1Sp]| > 0 a.s. as can be shown analogously to the proof in Lemma A.1. of [8]. Here also the
convergence properties of the SVD are used (compare [11]).
(III) From KˆpSp = In = KpSp and ‖Oˆf Kˆp − OfKp‖Fr = O(‖βˆz − OfKp‖Fr) = o(1) from above we obtain
‖Oˆf − Of ‖Fr = ‖(Oˆf Kˆp − OfKp)Sp‖Fr = O(‖βˆz − OfKp‖Fr) = o(1).
From Lemma A.4 we obtain uniform bounds on the smallest and largest singular values for all weighting matrices Wˆ+
included in Assumption 2. Therefore in any case O′f (Wˆ+)2Of = O(1), (O′f (Wˆ+)2Of )−1 = O(1) and consequently also
(Oˆ′f (Wˆ+)2Oˆf )−1 = O(1). It follows using OˆĎf := (Oˆ′f (Wˆ+)2Oˆf )−1Oˆ′f (Wˆ+)2 that ‖OˆĎf − OĎf ‖Fr = O(‖βˆz − OfKp‖Fr).
Consequently
Kˆp −Kp = OˆĎf βˆz − OĎf OfKp = OĎf (βˆz − OfKp)+ (OˆĎf − OĎf )βˆz
= OĎf (βˆz − OfKp)(Ip(s+m) − SpKp)+ (OˆĎf − OĎf )(βˆz − OfKp)(Ip(s+m) − SpKp)
using (Kˆp −Kp)SpKp = 0. This shows (III).
In order to show (IV) note that Oˆf − Of = O(αT + β˜T + ‖A¯p0‖) can be shown using
Oˆf − Of = Oˆf KˆpSp − βˆzSp + (βˆz − OfKp)Sp = −Wˆ−1+ RˆnWˆ−1− Sp + (βˆz − Of Kp)Sp.
Then the proof is finished by using the representation of Kˆp −Kp derived in (III) above. 
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This result is central to the asymptotic analysis of the behavior of the subspace estimators. In particular note the way
the weighting matrices enter the linearization (13): With respect to the weighting Wˆ+ only the square (Wˆ+f )2 enters.
Additionally Wˆ− does not enter the expression at all. This is themotivation for using only one specific weighting rather than
considering many different ones. Note, however that this only refers to the asymptotic linearization for correctly specified
order of the system. In finite samples and misspecified cases there might as well be noticeable differences for different
choices of Wˆ−.
Note that for Lemma A.5 to hold the crucial quantities are the order of convergence of E′W/T and W′W/T > 0. For
the high-level assumptions including heteroskedastic noise the order of convergence of E′W/T is unchanged and also
nonsingularity holds. Hence the results up to here hold unchanged.
The next lemma considers the estimation of the system matrices based on xˆt :
Lemma A.6. Let the assumptions of Theorem 4.1 hold. Let
Xˆ := [xˆp+1, . . . , xˆT−f+1]′, X := [xp+1,T , . . . , xT−f+1,T ]′, U1 := [up+1,T , . . . , uT−f+1,T ]′,
Z := [Zp+1,p, . . . , ZT−f+1,p]′, Z+ := [Zp+2,p, . . . , ZT−f+2,p]′, E1 := [εp+1,T , . . . , εT−f+1,T ]′
and Eˆ1 := [εˆp+1, . . . , εˆT−f+1]′ where εˆt = yt,T − Cˆ xˆt − Dˆut,T . Define
Mˆ :=

1
T
Xˆ
′
Xˆ
1
T
Xˆ
′
U1
1
T
U′1Xˆ
1
T
U′1U1

and Ωˆ := 1T Eˆ
′
1Eˆ1. Then ‖Mˆ−1‖ = O(1) and ‖Ωˆ−1‖ = O(1). It follows that we have uniformly in 0 ≤ f , p ≤ sT/4 (using
α˜T := αT + β˜T + ‖(A0 − K0C0)p‖)[
Cˆ, Dˆ
]
= [C0,D0]+
[
1
T
E′1X,
1
T
E′1U1
]
Mˆ−1 + C0(Kp − Kˆp)
[
1
T
Z′X,
1
T
Z′U1
]
Mˆ−1 + O(pα˜2T + ‖(A0 − K0C0)p‖),[
Aˆ, Bˆ
]
= [A0, B0]+ K0
[
1
T
E′1X,
1
T
E′1U1
]
Mˆ−1 + (Kˆp −Kp)
[
1
T
Z′+X,
1
T
Z′+U1
]
Mˆ−1
+ A0(Kp − Kˆp)
[
1
T
Z′X,
1
T
Z′U1
]
Mˆ−1 + O(pα˜2T + ‖(A0 − K0C0)p‖),
Kˆ = K0 + (Kˆp −Kp) 1T Z
′
+E1Ωˆ
−1 + O(pα˜2T + ‖(A0 − K0C0)p‖).
(14)
Proof. First it is shown that ‖Mˆ−1‖ = O(1):
1
T
Xˆ
′
Xˆ
1
T
Xˆ
′
U1
1
T
U′1Xˆ
1
T
U′1U1
 = [Kˆp 00 [Im, 0]
]
1
T
Z′Z
1
T
Z′U
1
T
U′Z
1
T
U′U
[Kˆp 00 [Im, 0]
]′
.
The innermatrix on the right-hand side has smallest eigenvalue bounded from below uniformly in f and p in the given range
according to the proof of LemmaA.4(III). The nonsingularity of thematrix then follows from KˆpKˆ ′p ≥ In > 0 since according
to the normalization KˆpSp = In the matrix Kˆp contains the identity matrix as a submatrix.
With respect to Ωˆ note that εˆt = εt,T+C0xt,T−Cˆ xˆt+(D0−Dˆ)ut,T = εt,T+∆εt,T where thus∆εt,T := C0xt,T−Cˆ xˆt+(D0−
Dˆ)ut,T . Next ‖ 1T [Is, 0]Y′Xˆ‖ = O(1) since 1T [Is, 0]Y′Z = O(1) (see the proof of Lemma A.2) and ‖Kˆp −Kp‖∞ = o(1) (from
Lemma A.5(IV)). Moreover ‖ 1T [Is, 0]Y′U1‖ = O(1) and ‖Mˆ−1‖ = O(1) imply that ‖Cˆ‖ = O(1), ‖Dˆ‖ = O(1). Furthermore
1
T E
′
1Z = O(αT+β˜T+‖(A0−K0C0)sT /2‖) according to LemmaA.1. Combining thiswith Kˆp−Kp = O(αT+β˜T+‖(A0−K0C0)p‖)
and ‖Kp‖1 = O(1)we obtain 1T E′1XˆCˆ ′ = 1T E′1ZKˆ ′pCˆ ′ = 1T E′1ZK ′pCˆ ′ + 1T E′1Z(Kˆp −Kp)′Cˆ ′ = O(αT + β˜T +‖(A0 − K0C0)sT /2‖)
since (αT + β˜T + ‖(A0 − K0C0)p‖)p→ 0 by assumption and hence the second term is of lower order. From Lemma A.1 we
also have 1T E
′
1XC
′ = O(αT+ β˜T+‖(A0−K0C0)sT /2‖). Further analogously 1T E′1U1(Dˆ−D0)′ = O(αT+ β˜T+‖(A0−K0C0)sT /2‖).
Therefore using (with obvious notation) 1T∆E
′
1E1 = O(αT + β˜T + ‖(A0 − K0C0)sT /2‖) and 1T∆E′1∆E1 ≥ 0 we obtain
Ωˆ = 1
T
E′1E1 +
1
T
E′1∆E1 +
1
T
∆E′1E1 +
1
T
∆E′1∆E1 ≥
1
T
E′1E1 + O(αT + β˜T + ‖(A0 − K0C0)sT /2‖).
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Hence 1T E
′
1E1 = Ω + o(1) andΩ > 0 imply ‖Ωˆ−1‖ = O(1). Next consider[
Cˆ, Dˆ
]
=
[
1
T
Y′1Xˆ,
1
T
Y′1U1
]
Mˆ−1
= [C0,D0]+
[
1
T
E′1Xˆ,
1
T
E′1U1
]
Mˆ−1 + C0
[
1
T
(X− Xˆ)′Xˆ, 1
T
(X− Xˆ)′U1
]
Mˆ−1
= [C0,D0]+
[
1
T
E′1Xˆ,
1
T
E′1U1
]
Mˆ−1 + C0(Kp − Kˆp)
[
1
T
Z′Xˆ,
1
T
Z′U1
]
Mˆ−1 + C0A¯0p
[
1
T
X′−pXˆ,
1
T
X′−pU1
]
Mˆ−1,[
Aˆ, Bˆ
]
=
[
1
T
Xˆ
′
+Xˆ,
1
T
Xˆ
′
+U1
]
Mˆ−1
= [A0, B0]+ K0
[
1
T
E′1Xˆ,
1
T
E′1U1
]
Mˆ−1 + (Kˆp −Kp)
[
1
T
Z′+Xˆ,
1
T
Z′+U1
]
Mˆ−1
+ A0(Kp − Kˆp)
[
1
T
Z′Xˆ,
1
T
Z′U1
]
Mˆ−1 − A¯0p
[
1
T
X′−p+1Xˆ,
1
T
X′−p+1U1
]
Mˆ−1
+ A0A¯0p
[
1
T
X′−pXˆ,
1
T
X′−pU1
]
Mˆ−1,
Kˆ = 1
T
Xˆ
′
+Eˆ1
(
1
T
Eˆ
′
1Eˆ1
)−1
= K0 + K0 1T (E1 − Eˆ1)
′Eˆ1Ωˆ−1 + (Kˆp −Kp) 1T Z
′
+Eˆ1Ωˆ
−1 + A0(Kp − Kˆp) 1T Z
′Eˆ1Ωˆ−1
− A¯0p 1T X
′
−p+1Eˆ1Ωˆ
−1 + A0A¯0p 1T X
′
−pEˆ1Ωˆ
−1.
Here
yt,T = C0xt,T + D0ut,T + εt,T , xˆt+1 = (xˆt+1 − xt+1,T )+ xt+1,T ,
xt+1,T = A0xt,T + B0ut,T + K0εt,T , xt,T = KpZt,p + A¯p0xt−p,T
and Ωˆ := 1T Eˆ
′
1Eˆ1 is used.
Next 1T X
′
−pU1 = O(1), 1T X′−p+1U1 = O(1) and 1T X′−pXˆ = 1T X′−pZKˆ ′p = O(1), 1T X′−p+1Xˆ = O(1) follow from Lemma A.1
analogously to Lemma B.2(iii) of [8]. Using εˆt = yt,T − Cˆ xˆt − Dˆut,T and the a.s. bound on the norm of Cˆ and Dˆ derived above
we also obtain that 1T X
′
−pEˆ1 = O(1), 1T X′−p+1Eˆ1 = O(1). These norm bounds imply that all terms that include A¯p0 are of order
O(‖A¯p0‖).
In order to establish (14) it is then sufficient to show that the replacement of 1T E
′
1Xˆ by
1
T E
′
1X, of
1
T Z
′Xˆ by 1T Z
′X and of
1
T Z
′
+Xˆ by
1
T Z
′
+X introduces errors of the required order O(sT α˜2T ) and that the equation of Kˆ − K0 holds. To this end note that
using xˆt − xt,T = (Kˆp −Kp)Zt,p − A¯p0xt−p,T we have
1
T
(Xˆ− X)′E1 = (Kˆp −Kp) 1T Z
′E1 − A¯p0
1
T
X′−pE1 = o(pα˜2T ),
1
T
(Xˆ− X)′Z = (Kˆp −Kp) 1T Z
′Z− A¯p0
1
T
X′−pZ = O(α˜T ),
1
T
(Xˆ− X)′Z+ = (Kˆp −Kp) 1T Z
′Z+ − A¯p0
1
T
X′−pZ+ = O(α˜T ).
Whenever any of the last two terms appears in the equations it is multiplied by Kˆp−Kp = O(α˜T ) (Lemma A.5(IV)) showing
that these terms are of lower order.
For Kˆ − K0 the result follows analogously, also using Cˆ − C0 = O(α˜T ), Dˆ − D0 = O(α˜T ) implying 1T Z′Eˆ1 = O(α˜T ). This
proves the lemma. 
This lemma in fact is also the basis for the derivation of the asymptotic distribution, if assumptions on the indices f , p
are used such that pα˜2T + ‖(A0 − K0C0)p‖ = o(T−1/2).
The proof of Theorem 4.1 is completed by analyzing the various terms in (14): 1T E
′
1X = O(α˜T ) and 1T E′1U1 = O(α˜T ) follow
from Lemma A.2. Further the assumptions on p imply A¯p0 = o(1) and hence α˜T → 0. Finally the terms (Kˆp − Kp) 1T Z′+X
and (Kˆp − Kp) 1T Z′+U1 appear where we already obtained Kˆp − Kp = O(α˜T ) (see Lemma A.5). Further 1T Z′X =
Γ (Zt,p, xt,T ) + O(α˜T ) according to Lemma A.2. Therefore ‖ 1T Z′X‖1 = ‖Γ (Zt,p, xt,T )‖1 + o(1). Due to the summability of
the covariance sequence corresponding to ([z ′t,T , x′t,T ]′)t∈Z which is a consequence of assumption (COV) it can be shown that
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supp∈N ‖Γ (Zt+i,p, xt,T )‖1 = O(1). This shows that Aˆ−A0 = o(1), Bˆ−B0 = o(1), Cˆ−C0 = o(1), Dˆ−D0 = o(1), Kˆ−K0 = o(1).
Since Sn is open and (A0, B0, C0,D0, K0) ∈ Sn it hence follows that (Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) ∈ Sn a.s. for large enough T showing (i) of
Theorem 4.1.
By continuity of pi (HD, p. 54) we obtain for (kˆ(z), lˆ(z)) := pi(Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) that (kˆ(z), lˆ(z)) → (k0(z), l0(z))
(Theorem 4.1(ii)). Further since Mn0,α is open in Mn0 (HD, Theorem 2.6.3) it follows that (kˆ(z), lˆ(z)) ∈ Mn0,α a.s. for large
enough T . Consequently θˆα = ρα(kˆ(z), lˆ(z)) a.s. for large enough T .
With respect to (iii) the constraint on sT , αT and βT imply the order of convergence O(α˜T ) for 1T E
′
1X,
1
T E
′
1U1 and Kˆp−Kp
and consequently for Aˆ−A0, Bˆ−B0, Cˆ−C0, Dˆ−D0, Kˆ−K0 by the above arguments. Since themapping attaching the parameter
values to the first 2n impulse response coefficients is continuously differentiable at θ0,α it follows that θˆα − θ0,α = O(α˜T ).
This concludes the proof of Theorem 4.1. 
A.3. Proof of Theorem 4.2
The proof of (i) proceeds along the lines of the proof of Theorem 2 of [9]. The central expressions in this respect are (14)
and (13). Here (14) provides the linearization of the estimation error essentially in terms of 1T E
′
1X,
1
T E
′
1U1 and Kˆp − Kp
and Eq. (13) provides the linearization of Kˆp −Kp in terms of βˆz − OfKp. Here
βˆz − OfKp =
(
1
T
Y′RUZ− OfKpΓˆ−
)
Γˆ −1−
= Ef 1T E
′RUZΓˆ −1− + Of A¯p0
1
T
X′−pRUZΓˆ
−1
− .
The contribution of the second summand to the linearization of Kˆp −Kp equals
O
Ď
f Of A¯
p
0
1
T
X′−pRUZΓˆ
−1
− (Ip(s+m) − SpKp).
Therefore for the assumptions on the increase of p given in the theorem it follows that this term can be neglected since
it is only multiplied with matrices whose columns are of bounded one norm (see the end of the proof of Theorem 4.1),
sup1≤p≤sT ‖Γˆ −1− ‖∞ = O(1) Lemma A.4(VI), OĎf Of = In by definition of OĎf and sup1≤p≤sT ‖vec 1T X′−pRUZ‖∞ = O(1) by the
summability of the covariance sequence.
Thus let PT := (pT , sT/4) ∩ N denote the range of values over which pmay range a.s. for large enough T . Then consider
for any Borel set B ⊂ R2sn+sm+nm
P{√T (θˆn0,α − θ0,α) ∈ B} = P{
√
T (θˆn0,α − θ0,α) ∈ B ∧ (p ∈ PT )} + P{
√
T (θˆn0,α − θ0,α) ∈ B ∧ (p 6∈ PT )}.
Since the condition p ≥ pT is assumed to hold a.s. for large enough T it follows that P{p 6∈ PT } → 0 and consequently also
P{√T (θˆn0,α − θ0,α) ∈ B∧ p 6∈ PT } → 0. Hence it is sufficient to only deal with the case that p ∈ PT which will be assumed
in the following.
Next we will show that Mˆ → M > 0 for some deterministic matrix M and Ωˆ → Ω . Here Mˆ consists of three different
blocks: 1T Xˆ
′
Xˆ, 1T Xˆ
′
U1 and 1T U
′
1U1. By assumption (UCVG) we have
1
T U
′
1U1 − γu,u(0) = o(1). Note that 1T (Xˆ − X)′U1 = o(1)
and 1T (Xˆ − X)′X = o(1) follows from 1T (Xˆ − X)′Z = o(1) as shown at the end of the proof of Theorem 4.1. Analogously
1
T (Xˆ− X)′Xˆ = o(1). Therefore using Lemma A.2
1
T
Xˆ
′
U1 = 1T X
′U1 + 1T (X− Xˆ)
′U1 = Γ (xt,T , ut,T )+ o(1),
1
T
Xˆ
′
Xˆ = 1
T
X′Xˆ+ 1
T
(X− Xˆ)′Xˆ
= 1
T
X′X+ 1
T
X′(Xˆ− X)+ o(1) = Γ (xt,T , xt,T )+ o(1).
This implies that Mˆ − M = o(1) where M > 0 by minimality. Furthermore since only Lemma A.2 is used convergence is
uniform in p ∈ PT .
Turning to Ωˆ note that it has already been established that (using∆εt = C0xt − Cˆ xˆt + (D0 − Dˆ)ut )
Ωˆ = 1
T
E′1E1 +
1
T
∆E′1∆E1 + o(1).
The first summand converges to Ω a.s. by (UCVG) and (COV). For the remaining terms note that 1T (Xˆ − X)′(Xˆ − X) =
o(1), Cˆ−C0 = o(1), 1T Xˆ
′
Xˆ = O(1), 1T U′1U1 = O(1), Dˆ−D0 = o(1). Applying the Cauchy–Schwarz inequality componentwise
then shows that 1T∆E
′
1∆E1 = o(1). This holds uniformly for p ∈ PT .
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The discussion above suggests that the subspace estimators essentially are a nonlinear function of terms of the form
γˆe,z(j) := T−1∑Tt=j+1 εt,T z ′t−j,T , j > 0 and γˆe,u(−j) := T−1∑T−jt=1 εt,Tu′t+j,T , j ≥ 0. The next lemma makes this precise by
providing a linearization of the parameter estimators:
Lemma A.7. Let the assumptions of Theorem 4.2 hold.
(I) Then there exists a matrix Mp ∈ R(2sn+sm+nm)×(fsm+ps(s+m)) such that using r := f + p
θˆα − θ0,α = Mpvec[γˆe,u(1− f ), . . . , γˆe,u(0), γˆe,z(1), . . . , γˆe,z(p)] + o(T−1/2).
(II) For each of the rows Mp,i,:, i = 1, . . . , 2sn + sm + nm of the matrix Mp there exists a row vector Mi ∈ `1 such that
‖[Mp,i,:, 0]′ −M ′i‖1 = o(1).
Proof. (I) Consider the expressions in (14): Using 1T E
′
1X = O(α˜T ), 1T E′1U1 = O(α˜T ) and Kˆp − Kp = O(α˜T ) according to
Lemmas A.1 and A.2 as well as Lemma A.5 it is straightforward to show that replacing Mˆ byM in (14) does not change the
asymptotic distribution. The same applies for all estimates such as 1T Z
′Xwhich can be replaced by their corresponding limits.
Then inserting the linearization (13) (using S˜p := Ip(s+m) − SpKp) into (14) we obtain (using the notation∆C := Cˆ − C0 and
analogous notation for the remaining matrices)
[∆C,∆D] =
[
1
T
E′1X,
1
T
E′1U1
]
M−1 − C0OĎf Ef
1
T
E′RUZΓ −1− S˜pΓ (Zt,p, [x′t,T , u′t,T ]′)M−1 + o(T−1/2),
[∆A,∆B] = K0
[
1
T
E′1X,
1
T
E′1U1
]
M−1 + OĎf Ef
1
T
E′RUZΓ −1− S˜pΓ (Zt+1,p, [x′t,T , u′t,T ]′)M−1
− A0OĎf Ef
1
T
E′RUZΓ −1− S˜pΓ (Zt,p, [x′t,T , u′t,T ]′)M−1 + o(T−1/2),
∆K = OĎf Ef
1
T
E′RUZΓ −1− S˜p
[
Is
0
]
+ o(T−1/2).
Further 1T E
′
1X = 1T E′1ZK ′p + o(T−1/2) and
1
T
E′RUZ =
[
1
T
E′U,
1
T
E′Z
] [−Γ (Ut,f ,Ut,f )−1Γ (Ut,f , Zt,p)
Ip(s+m)
]
+ o(T−1/2)
where the term o(T−1/2) is due to replacing ( 1T U
′U)−1 1T U
′Z by Γ (Ut,f ,Ut,f )−1Γ (Ut,f , Zt,p) using 1T E
′U = O(α˜T ) and
sT α˜2T = o(T−1/2). Then noting that[
1
T
E′1X,
1
T
E′1U1
]
=
[
1
T
E′1ZK
′
p,
1
T
E′1U1
]
+ o(T−1/2) = [Is, 0]
[
1
T
E′U,
1
T
E′Z
] 0 Im0 0
K ′p 0
+ o(T−1/2)
we obtain that
vec[∆C,∆D] = M¯C,Df ,p vec
[
1
T
E′U,
1
T
E′Z
]
+ o(T−1/2)
where M¯C,Df ,p ∈ Rs(n+m)×fs(fs+p(s+m)) is defined by the last equation as(
M−1
[
0 0 Kp
Im 0 0
]
⊗ [Is, 0]
)
−
(
M−1
[
Γ (xt,T , Zt,p)
Γ (ut,T , Zt,p)
]
Ξ ⊗ C0OĎf Ef
)
whereΞ := S˜ ′pΓ −1− [−Γ (Zt,p,Ut,f )Γ (Ut,f ,Ut,f )−1, I]. For M¯A,Bf ,p we obtain(
M−1
[
0 0 Kp
Im 0 0
]
⊗ [K0, 0]
)
+
(
M−1
[
Γ (xt,T , Zt+1,p)
Γ (ut,T , Zt+1,p)
]
Ξ ⊗ OĎf Ef
)
−
(
M−1
[
Γ (xt,T , Zt,p)
Γ (ut,T , Zt,p)
]
Ξ ⊗ A0OĎf Ef
)
and finally M¯Kf ,p =
(
[Is, 0]Ξ ⊗ OĎf Ef
)
. Note that using (UNP) the representative entry of 1T E
′Z equals
T−1
T−f+1∑
t=p+1
εt+i,T z ′t−j,T = T−1
T−f+i+1∑
t=p+1+i
εt,T z ′t−j−i,T = γˆe,z(i+ j)+ oP(T−1/2).
Analogously the entries of 1T E
′U are (up to order oP(T−1/2)) equal to one of the terms γˆe,u(j), |j| ≤ f − 1. Therefore the
expressions can be given in terms of γˆe,u(−j), j = 0, . . . , f − 1, γˆe,z(j), j = 1, . . . , f + p − 1. Note that since f is finite
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independent of the sample size, the entries of the matrix Mp appearing in the formulation of the lemma are finite sums of
entries in the matrices M¯A,Bf ,p , M¯
C,D
f ,p and M¯
K
f ,p respectively.
Finally the mapping from the system representation (Aˆ, Bˆ, Cˆ, Dˆ, Kˆ) to the parameter vector θˆα is continuously
differentiable and therefore an application of the Delta method [29, Chapter 3] concludes the proof of (I).
(II) Since f is finite it is sufficient to show that the rows of M¯A,Bf ,p , M¯
C,D
f ,p and M¯
K
f ,p embedded into `1 by adding zeros converge
in `1. From the expressions for M¯
A,B
f ,p , M¯
C,D
f ,p and M¯
K
f ,p given above it follows that the essential terms are the columns of
Ξ ′Γ (Zt+i,−, [x′t,T , u′t,T ]′) for i = 0, 1 and ofΞ ′[Is, 0]′where the additional evaluations to prove the claimare straightforward.
From the summability of the covariance sequence γz,z(j) it follows that the columns of Γ (Zt+1,p, [x′t,T , u′t,T ]′) embedded into
`1 converge in `1. Analogously the same follows for the columns ofΓ (Zt,p, [x′t,T , u′t,T ]′). Premultiplicationwith I−SpKp does
not change convergence since the entries in Kp decrease exponentially. Then the result follows from Lemma A.4(VIII) by
noting that Γ −1− [−Γ (Zt,p,Ut,f )Γ (Ut,f ,Ut,f )−1, I] equals the second block row of Γ (Wt ,Wt)−1. This concludes the proof of
the lemma. 
Therefore the asymptotic distribution of θˆα − θ0,α is determined by the asymptotic distribution of
√
T γˆe,u(j), j =
0, . . . , f − 1,√T γˆe,z(j), j = 1, . . . , f + p − 1 where p → ∞. Using the Cramer–Wold device, the properties of the rows
of Mp established in (II) of the previous lemma in conjunction with the assumptions of the theorem then implies that the
suitably scaled estimation error is asymptotically normal with zero mean.
(ii) With respect to the factors influencing the asymptotic variance it has been noted in [10] that in the linearization of
Kˆp −Kp (see Lemma A.5(III)) f and Wˆ+ enter but Wˆ− does not influence this expression (subject to assumptions ensuring
the invertibility and boundedness of the norm of Wˆ−). Lemma A.6 shows that this is the only path via which the choice of
Wˆ− influences the estimation accuracy. This shows the claim.
(iii) The proof uses Lemma 4.3.3. of HD (sometimes called Bernstein’s lemma). Under Assumption 2 we are dealing with
a time series context rather than a triangular array. Hence below the additional subscript T is dropped. To this end note that
x(p)′T−1/2
T−f+1∑
t=r+1
vec[εtu′t+f−1, . . . , εtu′t , εtz ′t−1, . . . , εtz ′t−p]
= x1:m(p)′T−1/2
T−f+1∑
t=r+1
vec[εtu′t+f−1, . . . , εtu′t , εtz ′t−1, . . . , εtz ′t−m]
+ xm+1:r(p)′T−1/2
T−f+1∑
t=r+1
vec[εtz ′t−m−1, . . . , εtz ′t−r ].
Here xa:b(p) indicates the corresponding subblocks of x(p).
For fixedm the first summand can be dealt with using the fact that the set of variables
T−1/2
T∑
t=1
εtε
′
t−j, j = 1, . . . ,m, T−1/2
T∑
t=1
εtu′t−j, j = 0,±1, . . . ,±m
is jointly asymptotically normal (see Lemma 4.3.4 of HD). Now Bernstein’s lemma can be used in order to show that for any
fixedm the set of variables
T−1/2
T∑
t=1
εtz ′t−j, j = 1, . . . ,m, T−1/2
T∑
t=1
εtu′t−j, j = 0,±1, . . . ,±m
is jointly asymptotically normal. Hence we are left with showing that by choosing m large enough the contribution of the
second summand can be made arbitrarily small. To this end note that
ETvec
[
T−1
T∑
t=r+1
εtz ′t−j
]′
vec
[
T−1
T∑
t=r+1
εtz ′t−j
]
≤ Υ .
This follows from (dealing only with the univariate case, the multivariate case being only notationally more complex)
ET−1
(
T∑
t=r+1
εtzt−j
)(
T∑
s=r+1
εszs−j
)
= ET−1
T∑
t=r+1
ε2t z
2
t−j ≤ (Eε4t )1/2(Ez4t−j)1/2 = Υ
due to strict stationarity. Here we used Eεtεszt−jzs−j = E
(
E{εtεszt−jzs−j | Fmax(s,t)−1}
) = 0 for t 6= s due to the
martingale difference property and the last equation defines Υ := (Eε4t )1/2(Ez4t−j)1/2. Using V 2 to denote the bound on
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E‖√Tvec[T−1∑Tt=r+1 εtz ′t−j+κ ]‖22 it follows that (using x2 := xm+1:r(p) for notational simplicity) we obtain
E
∣∣∣∣∣T−1/2x′2 T∑
t=r+1
vec[εtz ′t−m−1, . . . , εtz ′t−r+1]
∣∣∣∣∣ ≤ r−1∑
j=m+1
E
∣∣∣∣∣T−1/2 T∑
t=r+1
x′2,jvec[εtzt−j]
∣∣∣∣∣
≤ c
r−1∑
j=m+1
‖x2,j‖∞
E ∥∥∥∥∥T−1/2 T∑
t=r+1
vec[εtzt−j]
∥∥∥∥∥
2
2
1/2
≤ c
r−1∑
j=m+1
‖x2,j‖1V = c‖x2‖1V
where x2,j denotes the subblock of x2 corresponding to T−1
∑T
t=r+1 εtzt−j. Here the first equation uses the triangle inequality
and ‖x2,j‖∞ ≤ ‖x2,j‖1 shows the last inequality. Define ZT (1/m) := T−1/2x′2
∑T
t=r+1 vec[εtzt−j−m−1, . . . , εtzt−r ]. Then for‖x2‖1 < ζη/(Vc) we have from the Markov inequality P{|ZT (1/m)| > ζ } < η as required in Bernstein’s lemma. This
concludes the proof of Theorem 4.2. 
A.4. Proof of Theorem 5.1
Let
Xˆf ,p := Wˆ+βˆzWˆ−, Xf ,p := Wˆ+(Of T−1X′RUZ)(T−1Z′RUZ)−1Wˆ−
such that Xˆf ,p − Xf ,p = Wˆ+(Ef T−1E′RUZ)(T−1Z′RUZ)−1Wˆ−. Note that the rank of Xf ,p is smaller than or equal to n0, the
true system order. Furthermore ‖Wˆ+‖2 = O(1), ‖Wˆ−‖2 = O(1), ‖(T−1Z′RUZ)−1‖2 = O(1) (see Lemma A.4). In Lemma A.4
T−1E′RUZ = O(α¯T ) is derived uniformly in f , p in the range given in the theorem. Consequently ‖Xˆf ,p − Xf ,p‖2Fr = O(α¯2T fp).
Now forMT := min(fs, p(s+m))we have
‖Rˆn‖2Fr =
MT∑
j=n0+1
σˆ 2j = min
X∈Rfs×p(s+m),rank(X)≤n0
‖Xˆf ,p − X‖2Fr ≤ ‖Xˆf ,p − Xf ,p‖2Fr = O(α¯2T fp).
Moreover due to
σˆ 2n0+1 ≤
MT∑
j=n0+1
σˆ 2j , −
MT∑
j=n0+1
log(1− σˆ 2j ) =
(
MT∑
j=n0+1
σˆ 2j
)
(1+ o(1))
(the latter holding for the CCAweighting scheme) only the case ‖Rˆn‖2Fr needs to be considered.
The rest of the proof is standard: First Xf ,p has smallest eigenvalue uniformly bounded from below a.s. for large enough
T since T−1X′RUZ(T−1Z′RUZ)−1T−1Z′RUX − Γ (xΠt,T , xΠt,T ) = o(1) and Γ (xΠt,T , xΠt,T ) > 0 a.s. as is easy to show, the
eigenvalues of Wˆ+ and Wˆ− are uniformly bounded away from zero and Of has full column rank due to minimality. Here
xΠt,T = xt,T − Γ (xt ,Ut,f )Γ (Ut,f ,Ut,f )−1Ut,f . It follows that underestimation is impossible asymptotically for penalty factor
CT/T → 0. Secondly in order to prefer some order n > n0 over n0 it must hold that
min
MT>n>n0
SVC(n; CT )− SVC(n0; CT ) < 0⇔ min
MT>n>n0
CT
T
[
(d(n)− d(n0))− TCT
n∑
j=n0+1
σˆ 2j
]
< 0.
Now the second term in brackets is uniformly in MT > n > n0 of order O(T α¯2T fp/CT ). The first term can be bounded from
below by (2s+m). Thus for CT/(T α¯2T fp)→∞ the bracket is bounded frombelow by 2s+m+o(1) uniformly inMT > n > n0
leading to a contradiction. This concludes the proof.
A.5. Proof of Theorem 5.2
Note that
log det
(
T−1
T∑
t=1
εˆt(θˆα)εˆt(θˆα)
′
)
≥ log det
(
T−1
T∑
t=1
εˆt(θˆn,ML)εˆt(θˆn,ML)
′
)
holds by definition of the quasi-ML estimator as the minimizer of log det(T−1
∑T
t=1 εˆt(θ)εˆt(θ)′). Hence we are left to prove
for n0 that the difference between these terms is of order O(α˜2T ). Note that θˆn0,ML − θ0,α = O(α˜T ) by assumption. By
Theorem 4.1(iii) θˆα − θ0,α = O(α˜T ). In the following we will make the dependence on the parameters of all matrices which
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are functions of the parameter vector explicit. Examples for this notation are A(θ) andKp(θ). Then θ1 − θ2 = O(α˜T ) and
|λmax(A¯(θ1))| ≤ ρ, |λmax(A¯(θ2))| ≤ ρ imply that ‖Kp(θ1)−Kp(θ2)‖2 = O(α˜T ) uniformly in p ∈ N. This can be shown as in
the proof of Lemma 5.1. of [8]. Recall that
εˆt(θ) = yt − D(θ)ut − C(θ)Kt−1(θ)Z−t,t−1
and therefore
εˆt(θˆn0,ML)− εˆt(θˆα) = (D(θˆα)− D(θˆn0,ML))ut,T +
(
C(θˆα)Kp(θˆα)− C(θˆn0,ML)Kp(θˆn0,ML)
)
Zt,p
+ C(θˆα)A¯(θˆα)pxt−p(θˆα)− C(θˆn0,ML)A¯(θˆn0,ML)pxt−p(θˆn0,ML)
for t > p and similar expressions hold for εˆt(θˆn0,ML) − εˆt(θ0,α) and εˆt(θˆα) − εˆt(θ0,α). Note that p is not identical with the
integer used in the subspace estimator but is only an auxiliary variable in the proof. We have for sufficiently small constant
δ > 0
T−1U′1U1 = O(1),
max
‖θ−θ0,α‖≤δ
∥∥∥∥∥T−1 T∑
t=p+1
xt−p(θ)xt−p(θ)′
∥∥∥∥∥ = O(1),
sup
1≤p≤sT /2
‖T−1Z′Z‖2 = O(1).
Here the first convergence follows from Lemma A.2, the second line follows from the uniform bound 0 < ρ < 1 on the
largest eigenvalue of A(θ) in a sufficiently small neighborhood of θ0,α . The last equation follows from evaluations similar
to the ones in the proof of Lemma A.4(I). Further ‖C(θˆ1)Kp(θˆ1) − C(θˆ2)Kp(θˆ2)‖ = O(‖θˆ1 − θˆ2‖) due to the exponential
decrease of the blocks ofKp(θ) due to the strict minimum-phase assumption. This shows that
T−1(Eˆ1(θ1)− Eˆ1(θ2))′(Eˆ1(θ3)− Eˆ1(θ4)) = O(α˜2T )
where θi for each i = 1, . . . , 4 is any of the three vectors θˆn0,ML, θˆα and θ0,α . Further εˆt(θ0,α) = εt,T . It follows that
T−1Eˆ1(θ0,α)′(Eˆ1(θ1)− Eˆ1(θ2)) = O(α˜2T ).
Then the claim follows as
T−1Eˆ1(θˆα)′Eˆ1(θˆα) = T−1(Eˆ1(θˆα)− Eˆ1(θˆn0,ML))′Eˆ1(θˆα)
+ T−1Eˆ1(θˆn0,ML)′(Eˆ1(θˆα)− Eˆ1(θˆn0,ML))+ T−1Eˆ1(θˆn0,ML)′Eˆ1(θˆn0,ML)
= T−1(Eˆ1(θˆα)− Eˆ1(θˆn0,ML))′(Eˆ1(θˆα)− Eˆ1(θˆn0,ML))+ T−1(Eˆ1(θˆα)− Eˆ1(θˆn0,ML))′Eˆ1(θˆn0,ML)
+ T−1Eˆ1(θˆn0,ML)′(Eˆ1(θˆα)− Eˆ1(θˆn0,ML))+ T−1Eˆ1(θˆn0,ML)′Eˆ1(θˆn0,ML)
= O(α˜2T )+ T−1Eˆ1(θˆn0,ML)′Eˆ1(θˆn0,ML).
Since log det(.) is continuously differentiable in the neighborhood of any nonsingular square matrix it follows from an
application of the Delta method (see e.g. [29] Chapter 3) that ÎC(n0; CT ) = IC(n0; CT )+ O(α˜2T ).
Finally consistency of the order estimator obtained using ÎC(n; CT ) for T α˜2T/CT → 0 follows from the consistency for the
information criteria, see e.g. Theorem 5.5.1, p. 205, of HD: Consistency implies that n0 is preferred by the criterion IC(n; CT )
asymptotically for (T α˜2T )/CT → 0 and thus
T
CT
(
log det T−1Eˆ1(θˆn0,ML)
′Eˆ1(θˆn0,ML)− log det T−1Eˆ1(θˆn,ML)′Eˆ1(θˆn,ML)
)
< d(n)− d(n0)
uniformly in n 6= n0. Adding a term of order o(1) to the left-hand side does not influence this result asymptotically since
the right-hand side does not depend on the sample size. This concludes the proof.
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