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Abstract. This paper describes practical randomized algorithms for low-rank matrix approximation that ac-
commodate any budget for the number of views of the matrix. The presented algorithms, which are aimed at
being as pass efficient as needed, expand and improve on popular randomized algorithms targeting efficient
low-rank reconstructions. First, a more flexible subspace iteration algorithm is presented that works for any
views v ≥ 2, instead of only allowing an even v . Secondly, we propose more general and more accurate single-
pass algorithms. In particular, we propose a more accurate memory efficient single-pass method and a more
general single-pass algorithm which, unlike previous methods, does not require prior information to assure near
peak performance. Thirdly, combining ideas from subspace and single-pass algorithms, we present a more pass-
efficient randomized block Krylov algorithm, which can achieve a desired accuracy using considerably fewer
views than that needed by a subspace or previously studied block Krylov methods. However, the proposed accu-
racy enhanced block Krylov method is restricted to large matrices that are either accessed a few columns or rows
at a time. Recommendations are also given on how to apply the subspace and block Krylov algorithms when
estimating either the dominant left or right singular subspace of a matrix, or when estimating a normal matrix,
such as those appearing in inverse problems. Computational experiments are carried out that demonstrate the
applicability and effectiveness of the presented algorithms.
Key words. Singular value decomposition, SVD, randomized, low rank, subspace iteration, power iteration,
single pass, streaming models, block Krylov
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1. Introduction. Low-rank matrix approximation methods are important tools for
improving computational performance when dealing with large data sets and highly pa-
rameterized computational models. Recent years have seen a surge in randomized meth-
ods for low-rank matrix approximation which are designed for high-performance com-
puting on modern computer architectures and have provable accuracy bounds [22, 26,
27, 25, 29, 30, 39, 48, 55, 56]. The main computational tasks of modern randomized ma-
trix approximation algorithms involve multiplying the data matrix under consideration
with a small number of tall, thin matrices. Since accessing a large matrix is expensive,
limiting the number of times it is multiplied with another matrix is key to computational
efficiency. With this in mind, randomized algorithms have been devised that only need
to view the data matrix once [22, 29, 48, 55, 56]. This is unlike classical matrix factoriza-
tion algorithms which typically involve a serial process where the data matrix is multiplied
numerous times with a vector. Randomized methods are therefore more suitable for high-
performance computing than classical algorithms.
Randomized algorithms have quickly gained popularity because of their ability to ac-
celerate many expensive linear algebra tasks. Another important reason is that many ran-
domized algorithms are easy to implement, often requiring only a few lines of code in
their most basic form. This study presents improved randomized algorithms for estimat-
ing a low-rank factorization of a matrix using an arbitrary number of views or passes over
the information contained in the matrix. The algorithms presented here follow the trend
of being simple and easy to implement. The focus of the study is on factorizing matrices
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2 ELVAR K. BJARKASON
based on truncated singular value decompositions. However, the ideas presented can also
be extended to other matrix factorization methods. Though, the present study focuses on
matrices with real value entries, the algorithms can be extended to the complex case like
other related algorithms [22, 48].
First, we consider generalizing a popular randomized subspace iteration algorithm
which uses an even number of matrix views. The more practical subspace iteration algo-
rithm presented here works for any number of views v ≥ 2. Next, to accommodate appli-
cations that can only afford a single matrix view, we expand upon and improve current
state-of-the-art randomized single-pass methods. Finally, using ideas from our general-
ized subspace iteration method and single-pass methods, we present modified and pass-
efficient randomized block Krylov methods. We discuss how the block Krylov approach
can be made even more efficient when dealing with large matrices that, because of their
size, are accessed a few rows at a time. These are all practical methods aimed at gen-
erating approximate, but high-quality, low-rank factorizations of large matrices. We also
discuss subtle differences between applying randomized algorithms to a given matrixJ or
its transpose J∗. This can be of interest when trying to estimate dominant singular sub-
spaces or approximating so-called normal matrices, such as those appearing in inverse
problems.
1.1. Motivation. The primary motivation for this study was to develop algorithms to
speed up inverse methods used to estimate parameters in models describing subsurface
flow in geothermal reservoirs [36, 3]. Inverting models describing complex geophysical
processes, such as fluid flow in the subsurface, frequently involves matching a large data
set using highly parameterized computational models. Running the model commonly in-
volves solving an expensive and nonlinear forward problem. Despite the possible nonlin-
earity of the forward problem, the link between the model parameters and simulated ob-
servations is often described in terms of a Jacobian matrix J ∈ RNd×Nm , which locally lin-
earizes the relationship between the parameters and observations. The size of J is there-
fore determined by the (large) parameter and observation spaces. In this case, explicitly
forming J is out of the question since at best it involves solving Nm direct problems (lin-
earized forward simulations) or Nd adjoint problems (linearized backward simulations)
[6, 23, 35, 38]. Nevertheless, the information contained in J can be helpful for the pur-
pose of inverting the model using nonlinear inversion methods such as a Gauss-Newton
or Levenberg-Marquardt approach, and for quantifying uncertainty.
Using adjoint simulation, direct simulation and randomized algorithms, the neces-
sary information can be extracted from J without ever explicitly forming the large matrix
J . Bjarkason et al. [3] showed that inversion of a nonlinear geothermal reservoir model
can be accelerated by using randomized low-rank methods coupled with adjoint and di-
rect methods. Bjarkason et al. [3] presented a modified Levenberg-Marquardt approach
which, at each inversion iteration, updates model parameters based on an approximate
truncated singular value decomposition (TSVD) of J . The TSVD of J was approximated
using either a 1-view or 2-view randomized method. This involves evaluating J times a
thin matrix and J∗ times a thin matrix at every iteration. J times a thin matrixH is eval-
uated efficiently by solving a direct problem (linearized forward solve) for each column in
H . However, the advantage of the method is that each of these direct problems can be
solved simultaneously. Similarly, J∗ times a thin matrix is evaluated efficiently using an
adjoint method (solving linearized backward problems). The advantage of using a 1-view
method over a 2-view one is that all the direct and adjoint problems can be solved simul-
taneously in parallel. However, the 1-view method gives less accurate results when the
randomized sampling is comparable in size to that used by the 2-view approach.
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In [3], randomized 1-view and 2-view methods were chosen since those methods use
the fewest matrix accesses possible. However, in some cases it may be necessary to use
more accurate low-rank approximation methods. This may be the case if the singular
spectrum of J does not decay rapidly enough for the 1-view or 2-view methods to be suit-
ably accurate. Then a more accurate randomized power or subspace iteration method
[15, 20, 22, 39] can be used. Another option is to consider pass-efficient randomized block
Krylov methods [12, 21, 31, 34, 39]. Standard randomized subspace iteration or block
Krylov methods use 2(q+1) views to form a low-rank approximation, where q is the num-
ber of iterations. However, this leaves out the option of choosing an odd number of views.
A more desirable algorithm would allow the user to specify a budget of v views, which
could be either odd or even. This is especially important for nonlinear inverse or uncer-
tainty quantification problems, as the matrix views dominate the computational cost and
4 or 6 views could be considered too costly.
1.2. Contributions and outline of the paper. Inspired by the similarities between a
subspace iteration method presented in the 1990’s by [51], which uses an odd number of
views v ≥ 3, and modern randomized subspace iteration methods, we have developed a
more general subspace iteration algorithm, see Algorithm 2, which works for any number
of views v ≥ 2. Algorithm 2 returns an estimated rank-p TSVD of the input matrixA, given
a target rank p and number of views v ≥ 2. The basic idea behind Algorithm 2 is that each
additional application of the matrix A improves the randomized approximation. The ex-
pected gains in accuracy for each additional view are described by Theorems 3.1 and 4.1.
These theorems show that the absolute gain in accuracy achieved by using an additional
view is expected to decline exponentially with the number of views. Therefore, stopping at
an odd number of matrix views may be sufficient and desirable to lower cost. For an even
number of views, Algorithm 2 is equivalent to using a standard subspace iteration method.
For an odd number of views it is similar to a modified randomized power iteration scheme
proposed by [39, Sect. 4.6], the difference being that Algorithm 2 applies a subspace itera-
tion approach and this gives flexibility in terms of the number of matrix views.
Section 3 briefly reviews the state-of-the-art for standard subspace iteration meth-
ods. Section 4 presents the more general subspace iteration method and gives theoretical
bounds for the accuracy of the method. Section 4.2 discusses the difference between ap-
plying Algorithm 2 to a matrix J or J∗, both from a perspective of computational cost and
accuracy. By considering the low-rank approximation of a normal matrix J∗J , section
4.2.3 also gives insight into the relationship between Algorithm 2 and algorithms designed
for low-rank approximation of positive-semidefinite matrices. Applying Algorithm 2 one
way can be shown to be algebraically equivalent to applying a Nyström type method [16,
22] to J∗J , see section 4.2.3. Another way of using Algorithm 2 is algebraically equivalent
to applying a pinched sketching method [16, 22] to J∗J , see also section 4.2.3.
Section 5 outlines how low-rank approximations can be used to solve the type of non-
linear inverse problem motivating this study. Three variants for approximating Levenberg-
Marquardt updates are discussed as well as the consequences of choosing certain combi-
nations of model update strategies and low-rank approximation schemes.
To address applications that may only admit a budget of one view, section 6 presents
modified and improved randomized 1-view algorithms. The 1-view algorithms are mainly
based on state-of-the-art algorithms proposed and discussed by [48] but also draw upon
algorithms suggested by [56, 22, 27, 4, 49, 58]. Randomized 1-view algorithms are based on
the idea that information gathered by simultaneously sketching parts of the column and
row spaces of a matrix can suffice to form a reasonable low-rank approximation.
The general 1-view algorithm proposed and recommended by [48, Alg. 7] has the
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drawback that the sketches for the column and row spaces cannot be chosen to have the
same size without sacrificing robustness. Section 6.5 presents modified 1-view algorithms
that enable the user to choose the same sketch size for the column and row sampling,
without sacrificing robustness. We also discuss how these modified 1-view methods open
up the possibility of post-processing the results from the matrix sketching to optimize the
accuracy of the low-rank approximation. For the test matrices we considered, our mod-
ified algorithms and a simple post-processing scheme gives better overall performance
than using the 1-view algorithm and sampling schemes recommended by [48]. Addition-
ally, based on the work of [4, 48, 49], section 6.7 provides a new and improved version of
an extended 1-view algorithm, which for some applications may perform the best out of
the presented 1-view methods in terms of memory use.
Section 7 outlines improved and more pass-efficient randomized block Krylov algo-
rithms. The algorithms are especially aimed at problems where the multiplication with the
data matrix and its transpose are expensive. This can be the case when dealing with large
matrices stored out-of-core or Jacobian matrices appearing in large-scale inverse prob-
lems. Like the generalized subspace iteration method, we propose a Krylov algorithm that
works for v ≥ 2. We also suggest improvements for problems dealing with large matrices
which are accessed a few rows at a time from out-of-core memory. In this case the Krylov
approach can be up to twice as pass-efficient as previously proposed block Krylov meth-
ods [13, 22, 31, 34, 39], by simultaneously sketching the column and row spaces of the
input matrix whenever the matrix is viewed.
Section 8 gives experimental results to demonstrate the accuracy of the presented ran-
domized algorithms and to support some of the claims made in previous sections. The
randomized algorithms presented in this study have been coded using Python. The experi-
mental Python code is available at https://github.com/ebjarkason/RandomSVDanyViews
and includes code for the experiments considered in section 8. Some of the Python algo-
rithms were designed with adjoint and direct methods in mind. That is, they allow the user
to specify functions for evaluating the action of the matrix of interest and its transpose on
other matrices.
2. Preliminaries. Most of the notation used in the following sections follows stan-
dard practices. However, some of the notation needs clarifying. Methods are considered
for finding a low-rank matrix that accurately approximates A in some sense. We use the
spectral norm, denoted by ‖·‖, and the Frobenius norm, denoted by ‖·‖F, to quantify the
accuracy of the low-rank approximations.
This study focuses on approximation methods by way of singular value decomposi-
tion (SVD) of thin, low-rank matrices. The SVD factorization of a matrixA ∈Rnr×nc can be
written as
(2.1) A=UΛV ∗ =
N∑
i=1
λiuiv
∗
i ,
where N = min(nr ,nc ). The matrices U = [u1u2 . . .uN ] and V = [v1v2 . . . vN ] have or-
thonormal columns, where ui and vi are the left and right singular vectors belonging to
the i th singular value λi . The singular values λ1 ≥ λ2 ≥ ·· · ≥ λN ≥ 0 are contained in the
diagonal matrixΛ= diag[λ1 ,λ2 , . . . ,λN ]. We letX∗ denote the conjugate transpose of the
matrix X . Almost all of the following discussion pertains to real valued matrices, and in
that case the conjugate transpose is the same as the transpose.
For a matrix Aˆ that is a rank-p approximate TSVD ofAwe use
(2.2) Aˆ=
p∑
i=1
λiuiv
∗
i =UpΛpV ∗p .
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Here λi , ui and vi can denote either the approximate or exact i th singular value and vec-
tors of A. It should be clear from the context which is being used. When using the exact
values then Aˆ is the optimal rank-p approximation (in terms of the spectral and Frobenius
norms), which is denoted by Ap . [Up ,Λp ,Vp ]= tsvd(A, p) is used to denote a function
returning the SVD of Ap , i.e. the exact rank-p TSVD of A. Similarly, when nr = nc and
A is Hermitian positive-semidefinite then [Λp ,Vp ]= tevd(A, p) is used to denote finding
the eigenvalue decomposition of Ap =VpΛpV ∗p .
In what follows, the QR decomposition of A ∈ Rnr×nc , with nr ≥ nc , is defined as
QR :=A, where Q is an nr ×nc matrix with orthonormal columns and R is an nc ×nc
upper triangular matrix. Finding such a thin or economic QR-factorization is expressed
by [Q,R] = qr(A). Similarly, an nr × r matrix Q which has orthonormal columns which
form a basis for the range of a matrix A of rank r is denoted by Q = orth(A). In the pre-
sented algorithms we use randn(m, n) to denote an m×n Gaussian random matrix. For
a Hermitian positive-definite matrix A we use CL = chol(A, LOWER) to express finding a
lower-triangular Cholesky matrixCL such thatA=CLC∗L .
3. Standard randomized subspace iteration. A low-rank approximation of an nr×nc
matrixA can be found by applying a simple two-stage randomized procedure [15, 22, 27].
The first stage is a randomized range finder and the second stage uses the approximate
range ofA to construct the desired low-rank approximation.
1. (Randomized stage) Find an nr ×k matrixQc whose columns are an approximate
orthonormal basis for the range (column space) ofA, such thatA≈QcQ∗cA.
2. (Deterministic stage) Given the orthonormal matrix Qc , constructed during the
first stage, evaluate B =Q∗cA. Then QcB, is a rank-k approximation of A. This
approximate QB-decomposition can be used to construct other approximate low-
rank factorizations ofA, such as the TSVD.
The matrix Qc can be generated cheaply by accessing or viewing the matrix A only
once. Simply form a random matrix Ωr ∈ Rnc×k and evaluate Yc =AΩr , which sketches
the range of A. For the present study each element of the sampling matrix Ωr is drawn
independently at random from a standard Gaussian distribution. However, other types
of randomized sampling matrices can also be considered [15, 22, 24, 48]. For robust out-
comes k should be chosen larger than the desired target rank p. That is, choose k = p+ l ,
where l is an oversampling factor required for increased accuracy (e.g., l = 10 [20, 22, 27]).
Subsequently, QR-decomposition can, for instance, be used to find the orthonormal
matrix Qc , i.e. Yc = QcRc . With this basis in hand, we can form the thin matrix B in
Stage 2 by one additional view of A. Taking the SVD of B = UˆkΛkV ∗k and evaluating
Algorithm 1 Randomized SVD using standard subspace iteration.
INPUT: MatrixA ∈Rnr×nc , integers p > 0, l ≥ 0 and q ≥ 0.
RETURNS: Approximate rank-p SVD,UpΛpV ∗p , ofA.
1: Ωr = randn(nc , p+ l ).
2: [Qc ,∼]= qr(AΩr ).
3: for j = 1 to q do
4: [Qr ,∼]= qr(A∗Qc ).
5: [Qc ,∼]= qr(AQr ).
6: [Qr ,Rr ]= qr(A∗Qc ).
7: [Vˆp ,Λp , Uˆp ]= tsvd(Rr , p).
8: Up =QcUˆp and Vp =Qr Vˆp .
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Uk =QcUˆk , then UkΛkV ∗k is an approximate rank-k TSVD of A. For the desired rank-
p TSVD, the l smallest singular values of B, which are estimated least accurately, can be
truncated away to give A ≈QcBp = UpΛpV ∗p . This gives the basic randomized SVD
algorithm [20, 27], which is a 2-view method.
The basic randomized 2-view method works well when the singular spectrum decays
rapidly. However, it may lack accuracy for some applications. In that case power or sub-
space iteration can be used to improve the randomized approach [15, 20, 22, 39]. The key
idea is that classic power iteration can be used to find an improved orthonormal basisQc
during Stage 1 of the random procedure. Using q power iterations an orthonormal ma-
trixQc is found using (AA∗)qAΩr instead ofAΩr . A drawback is that for each iteration
the matrixA is accessed two additional times. The spectral norm error of the randomized
approximation A≈QcQ∗cA is expected to improve exponentially with q [22, 39], see the
following Theorem 3.1 from [22].
THEOREM 3.1 (Average spectral error for the power scheme [22]). Let A ∈ Rnr×nc
with nonnegative singular values λ1 ≥ λ2 ≥ ·· · , let p ≥ 2 be the target rank and let l ≥ 2
be an oversampling parameter, with p + l ≤min(nr ,nc ). Draw a Gaussian random matrix
Ωr ∈ Rnc×(p+l ) and set Yc = (AA∗)qAΩr for an integer q ≥ 0. Let Qc ∈ Rnr×(p+l ) be an
orthonormal matrix which forms a basis for the range of Yc . Then
E
[∥∥A−QcQ∗cA∥∥]≤
[(
1+
√
p
l −1
)
λ
2q+1
p+1 +
e
√
p+ l
l
(∑
j>p
λ
2(2q+1)
j
)1/2]1/(2q+1)
.
In floating point arithmetic, subspace iteration is a numerically more robust exten-
sion of the power iteration scheme. Subspace iteration is typically recommended for this
reason, while it is equivalent to power iteration in exact arithmetic. Algorithm 1 gives a
pseudocode for a standard randomized subspace iteration method for estimating a TSVD
of a matrix. Algorithm 1 is based on algorithms proposed by [52]. During the subspace
iteration, renormalization is performed using QR-decomposition after each application of
the input matrixA or its transpose. In Algorithm 1 the TSVD ofB =Q∗cA is found by QR-
decomposition of its transposeB∗ =QrRr . Taking the TSVD of the small (p + l )× (p + l )
matrixRr then Bp = R∗r pQ∗r .
Computational efficiency can be improved by using LU-decomposition instead of QR-
decomposition to renormalize after each of the first q applications of A and the first q
applications ofA∗ [15, 24]. Another option is to apply a subspace/power iteration hybrid
and skip some of the QR-factorizations [24, 52]. These options may sacrifice some accu-
racy for improved efficiency. The algorithms presented here use QR decomposition after
each application ofA orA∗ during the subspace iteration, because the main topic of the
present study concerns the number of times the matrixA is viewed.
The standard subspace iteration method, discussed in this section, always views the
input matrix A an even 2(q + 1) times. To suit any given budget of matrix views, a ran-
domized low-rank approximation algorithm that works for any positive integer number of
matrix views is appealing. The following section presents a more general randomized sub-
space iteration algorithm, which gives an approximate TSVD of a matrix for any number
of views greater than one. Section 6 discusses algorithms for low-rank approximation of a
matrix when the budget is only one matrix view.
4. Generalized randomized subspace iteration. The basic idea of the generalized
subspace iteration method is that the standard subspace iteration process can be halted
halfway through an iteration to give an orthonormal matrix Qr which approximates the
co-range (row space) of the matrix of interest A. In terms of the power iteration process
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this equates to evaluating the co-range sketch Yr = (A∗A)qΩr for q ≥ 1, which is like
performing q − 1/2 power iterations. Then, with an orthonormal basis Qr for the range
of Yr , the matrix A can be approximated as A ≈AQrQ∗r . This approach gives a rank-p
approximation Ap ≈ AQr pQ∗r using 2q +1 views.
The generalized subspace iteration algorithm is given by Algorithm 2. Given a budget
of v ≥ 2 views, Algorithm 2 returns an approximate TSVD UpΛpV ∗p of A by one of the
following approaches:
1. (If v is even) Find an orthonormal matrixQc whose columns form a basis for the
range of (AA∗)(v−2)/2AΩr . Then find the rank-p TSVD VpΛpUˆ∗p of A∗Qc and
setUp =QcUˆp .
2. (If v is odd) Find an orthonormal matrix Qr whose columns form a basis for the
range of (A∗A)(v−1)/2Ωr . Then find the rank-p TSVD UpΛp Vˆ ∗p of AQr and set
Vp =Qr Vˆp .
For an even number of matrix views Algorithm 2 simply proceeds by applying the standard
subspace iteration method outlined in the previous section. This is easy to verify by com-
paring Algorithm 1 and Algorithm 2 for v = 2(q+1). Algorithm 2 is a slight modification of
Algorithm 1 to allow an odd number of matrix views. For an odd number of matrix views
Algorithm 2 is similar to and uses the same number of matrix views as a modified power
iteration method proposed by [39, Sect. 4.6]. The main difference is that the algorithm
presented here uses the subspace iteration framework to give a practical algorithm that
works for any budget of matrix views v ≥ 2.
The generalized subspace iteration algorithm presented here was motivated by a sub-
space iteration algorithm proposed by [51] for estimating a TSVD of a rectangular ma-
trix using an odd number of matrix views. The subspace iteration method presented by
[51] has all the ingredients needed for a modern randomized subspace iteration algorithm
and only minor modifications are needed to arrive at the subspace iteration methods pre-
sented here. Similarities between the subspace iteration method of [51] and a modern
randomized 2-view method are discussed in [3].
4.1. Accuracy of Algorithm 2. For an even number of views, Algorithm 2 equates to
using the standard subspace iteration method. Then the expected approximation error is
given by Theorem 3.1. For an odd number of matrix views (greater than one) the expected
approximation error of Algorithm 2 is given by the following Theorem 4.1. A proof for
Algorithm 2 Randomized SVD using generalized subspace iteration.
INPUT: MatrixA ∈Rnr×nc , integers p > 0, l ≥ 0 and v ≥ 2.
RETURNS: Approximate rank-p SVD,UpΛpV ∗p , ofA.
1: Qr = randn(nc , p+ l ).
2: for j = 1 to v do
3: if j is odd then
4: [Qc ,Rc ]= qr(AQr ).
5: else
6: [Qr ,Rr ]= qr(A∗Qc ).
7: if v is even then
8: [Vˆp ,Λp , Uˆp ]= tsvd(Rr , p).
9: else
10: [Uˆp ,Λp , Vˆp ]= tsvd(Rc , p).
11: Up =QcUˆp and Vp =Qr Vˆp .
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Theorem 4.1 is given in Appendix A. The proof is based on the approach used in [22] to
prove Theorem 3.1.
THEOREM 4.1 (Average spectral error for half-power scheme). Let A ∈ Rnr×nc with
nonnegative singular values λ1 ≥ λ2 ≥ ·· · , let p ≥ 2 be the target rank and let l ≥ 2 be
an oversampling parameter, with p + l ≤ min(nr ,nc ). Draw a Gaussian random matrix
Ωr ∈ Rnc×(p+l ) and set Yr = (A∗A)qΩr for an integer q ≥ 1. Let Qr ∈ Rnc×(p+l ) be an or-
thonormal matrix which forms a basis for the range of Yr . Then
E
[∥∥A−AQrQ∗r ∥∥]≤
[(
1+
√
p
l −1
)
λ
2q
p+1+
e
√
p+ l
l
(∑
j>p
λ
4q
j
)1/2]1/(2q)
.
The bounds in Theorem 4.1 are what we could expect by extrapolating from Theorem 3.1.
That is, the expected error of the randomized approximation decays exponentially with
the number of matrix views. Theorem 3.1 states that the expected approximation error for
A≈QcQ∗cA depends on 2q+1 when using 2q+1 views to generate an approximate basis
Qc for the range ofA. Theorem 4.1 states similarly that the expected error forA≈AQrQ∗r
depends on 2q when using 2q views to form an approximate basisQr for the co-range of
A. Theorems 3.1 and 4.1 show that it is important for the accuracy of Algorithm 2 that the
spectrum ofA decays rapidly.
4.2. Apply Algorithm 2 to a matrix or its transpose?. Given a budget of views v , an
approximate TSVD of some matrix J can be found using Algorithm 2 with either J or
J∗ as input. However, it may be worth considering that these two approaches can differ
in computational cost. Another thing to consider is that, depending on the application,
the choice of method can have different impacts on the accuracy of downstream appli-
cations, which apply information from the low-rank approximation. The latter may seem
surprising considering that the expected quality for an approximate TSVD ofJ is the same
whether we apply Algorithm 2 to J or J∗.
4.2.1. Computational cost. Considering computational cost, the choice between ap-
plying Algorithm 2 to J or J∗ depends on a few factors. For an even number of views the
two options only differ when it comes to generating the random Gaussian sampling matrix
in Line 1 of Algorithm 2. The cost of generating the sampling matrix is (p+l )nc Trand, where
Trand is the cost of generating a Gaussian random number. In that case, to reduce compu-
tational cost J∗ should be used as input when J has more columns than rows, otherwise
use J .
However, for an odd number of views the computational cost that should be consid-
ered when choosing between applying Algorithm 2 to J or J∗ is O ([p + l ]nc Trand + (p +
l )Tmult + [p + l ]2nr ), where Tmult indicates the cost of multiplying the input matrix by a
vector and the last term comes from the QR-factorization on Line 4 in Algorithm 2. For the
type of problem motivating this study the dominant cost is from the matrix multiplication
and in some cases there may be a noticeable difference between the cost of evaluating J
or J∗ times a matrix. For physics-based simulations J can represent a Jacobian matrix,
which gives a local linear mapping between the model inputs (parameters) and outputs
(e.g., observations or predictions). Then J times a matrix can be evaluated efficiently us-
ing a direct method (linearized forward simulations) and J∗ times a matrix can be evalu-
ated using an adjoint method (linearized backward simulations). The adjoint runs require
more memory and can therefore be more costly for large simulation applications. In that
case it might be best to apply Algorithm 2 to J , when v is odd, to lower the cost. This
is likewise the case when using automatic differentiation [1, 19] where the forward and
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backward modes correspond to the direct and adjoint method, respectively. The memory
costs associated with tracking backwards (using a reverse mode or adjoint method) are
commonly reduced somewhat by applying a method called checkpointing [18].
4.2.2. Computational accuracy. To evaluate accuracy we can look at the bounds in
Theorems 3.1 and 4.1. For an even number of matrix views v Algorithm 2 gives matrices
Qc andQr which form approximate bases for the range and co-range of the input matrix
A, such that
E
[∥∥A−QcQ∗cA∥∥]≤
[(
1+
√
p
l −1
)
λv−1p+1+
e
√
p+ l
l
(∑
j>p
λ2(v−1)j
)1/2]1/(v−1)
;(4.1)
E
[∥∥A−AQrQ∗r ∥∥]≤
[(
1+
√
p
l −1
)
λvp+1+
e
√
p+ l
l
(∑
j>p
λ2vj
)1/2]1/v
.(4.2)
However, for an odd number of matrix views v the error bounds for the final matricesQc
andQr in Algorithm 2 are
E
[∥∥A−QcQ∗cA∥∥]≤
[(
1+
√
p
l −1
)
λvp+1+
e
√
p+ l
l
(∑
j>p
λ2vj
)1/2]1/v
;(4.3)
E
[∥∥A−AQrQ∗r ∥∥]≤
[(
1+
√
p
l −1
)
λv−1p+1+
e
√
p+ l
l
(∑
j>p
λ2(v−1)j
)1/2]1/(v−1)
.(4.4)
Noting that the left and right singular vectors are estimated as a linear combination of the
columns ofQr andQc according toUp =QcUˆp and Vp =Qr Vˆp , the above error bounds
suggest that the accuracy of the left-singular vectors may differ to that of the right-singular
vectors. When v is even Vp should be more accurate than or as accurate asUp , but when
v is oddUp should be more accurate than or as accurate as Vp .
This distinction may be important where the goal is not only the low-rank approxima-
tion of a matrix J , but for instance if we are mainly interested in its right-singular vectors
and do not care (or care less) about the left-singular vectors. Section 5 discusses an area
of application where this can be of interest. One such application is estimating a trun-
cated eigen-decomposition (TEVD) of the normal matrix J∗J . In that case we need the
leading right-singular vectors and singular values of J . With an even number of views v ,
then it can be more accurate to apply Algorithm 2 to J . However, for an odd v it is bet-
ter to input J∗. The following subsection shows that this strategy equates to applying a
popular low-rank approximation method, meant for positive-semidefinite (psd) matrices,
to the normal matrix J∗J . Recent studies by [12, 41] consider the accuracy of approxi-
mate principal subspaces generated by the standard randomized subspace [41] and block
Krylov [12] methods.
4.2.3. Link to standard methods for approximating a normal matrix. The so-called
prolonged or Nyström type, and pinched sketching methods have been discussed exten-
sively in the literature for approximating a psd matrix Apsd, see, e.g., [16, 22]. Given an
approximate rangeQr forApsd, the pinched method gives the following approximation
Apsd ≈Qr (Q∗rApsdQr )Q∗r .(4.5)
The prolonged method, on the other hand, uses
(4.6) Apsd ≈ (ApsdQr )[Q∗rApsdQr ]−1(ApsdQr )∗.
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AssumingQr and a straightforward implementation then the pinched and prolonged ap-
proaches have the same cost when it comes to multiplications with Apsd, i.e. both use
ApsdQr . Though, in this case they have about the same computational cost, the prolonged
method is more accurate than the pinched one [16, 22].
A psd matrix can generally be written as a normal matrix Apsd = J∗J . Then the
pinched sketch can be written as
J∗J ≈Qr (Q∗r J∗JQr )Q∗r = (QrQ∗r J∗)(JQrQ∗r ).(4.7)
Let us, assume for now that Qr is formed in a standard fashion by applying q power iter-
ations to Apsd, with Qr = orth(AqpsdΩr ). Then (4.7) is algebraically (but not numerically)
equivalent to applying Algorithm 2 to J using 2q +1 views to find J ≈ JQrQ∗r and then
forming the low-rank TEVD of J∗J .
Algorithm 3 Construct approximate range or co-range.
INPUT: MatrixA ∈Rnr×nc , integers p > 0, l ≥ 0 and v ≥ 1.
RETURNS: Approximate basis for the column,Qc (v is odd), or row space,Qr (v is even),
ofA.
function constructQrOrQc(A, p, l , v)
1: Qr = randn(nc , p+ l ).
2: for j = 1 to v do
3: if j is odd then
4: [Qc ,∼]= qr(AQr ).
5: else
6: [Qr ,∼]= qr(A∗Qc ).
7: if v is even then
8: returnQr
9: else
10: returnQc
Algorithm 4 Nyström approach for a truncated eigen-decomposition of J∗J .
INPUT: Matrix J ∈Rnr×nc , integers p > 0, l ≥ 0 and v ≥ 2.
RETURNS: Approximate rank-p EVD, VpΛ2pV
∗
p , of J
∗J .
1: if v == 2 then
2: Qr = orth(randn(nc , p+ l )).
3: else if v is even then
4: Qr = constructQrOrQc(J , p, l , v −2).
5: else
6: Qr = constructQrOrQc(J∗, p, l , v −2).
7: Yr =J∗[JQr ].
8: ν= 2.2 ·10−16 ‖Yr ‖.
9: Yr ←Yr +νQr .
10: B =Q∗r Yr .
11: CL = chol([B+B∗]/2, LOWER).
12: F =C−1L Y ∗r .
13: [∼, Λˆp ,Vp , ]= tsvd(F , p).
14: Λ2p = Λˆ2p −νI and set all negative elements ofΛ2p to 0.
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For the prolonged sketch we can write
J∗J ≈ (J∗JQr )[Q∗r J∗JQr ]−1(J∗JQr )∗(4.8)
=J∗(JQr )[(JQr )∗(JQr )]−1(JQr )∗J(4.9)
=J∗QcQ∗cJ = (J∗QcQ∗c )(QcQ∗cJ ),(4.10)
whereQc is an orthonormal basis for JQr . Therefore, the standard prolonged method is
like using the generalized subspace iteration method for the approximation J ≈QcQ∗cJ .
Assuming again that Qr is generated by applying q power iterations to Apsd, then the
standard prolonged scheme is algebraically equivalent to applying Algorithm 2 to J us-
ing 2q + 2 views. This is a generalization of the observation made by [16], that for Qr =
orth(ApsdΩr ) and q = 1 the prolonged method is like applying a four view method to
A1/2psd and the pinched method is like viewing A
1/2
psd three times. Therefore, it is clear why
the standard prolonged (or Nyström) type method is considered more accurate than the
pinched method as it is like applying one extra view or half iteration with the generalized
subspace iteration method. Furthermore, the standard prolonged method corresponds to
using Algorithm 2 to estimate J∗J in the more accurate way using 2q +2 views (see sec-
tion 4.2.2). The pinched method, however, corresponds to using Algorithm 2 to estimate
J∗J in the less accurate way with 2q +1 views.
For the above discussion on the standard pinched and prolonged methods the factor-
ization Apsd = J∗J was mainly used to demonstrate differences between (4.5) and (4.6),
and it was not assumed that J could be applied separately. However, if we can multiply
J∗ and J separately with matrices, then the pinched and prolonged methods can be im-
plemented more generally given a budget of views v for J .
The modified prolonged or Nyström approach is given in Algorithm 4, which is based
on a single-pass Nyström algorithm proposed by [47] for approximating psd matrices. Al-
gorithm 4 broadens their algorithm to work for our purposes. Algorithm 4 uses v−2 views
of J to generate an approximate basis Qr for the co-range of J , by calling Algorithm 3.
Then, a TEVD is formed based on (4.8), which costs an additional 2 views. Considering
these steps for the modified Nyström approach and (4.10), we see that this is like using the
recommended accurate way of using Algorithm 2 for approximating a normal matrix, see
section 4.2.2.
Similarly, a modified pinched algorithm which uses v views for approximating a nor-
mal matrix is given by Algorithm 5. Algorithm 5 uses v−1 views to formQr instead of v−2
views. Using the final view an approximation is formed based on (4.7). Notice that this
approach equates to not following the recommendations given in section 4.2.2 for using
Algorithm 2 to approximateJ∗J . Section 8.3.2 demonstrates that the modified prolonged
Algorithm 5 Using pinched sketch for a truncated eigen-decomposition of J∗J .
INPUT: Matrix J ∈Rnr×nc , integers p > 0, l ≥ 0 and v ≥ 2.
RETURNS: Approximate rank-p EVD, VpΛ2pV
∗
p , of J
∗J .
1: if v is even then
2: Qr = constructQrOrQc(J∗, p, l , v −1).
3: else
4: Qr = constructQrOrQc(J , p, l , v −1).
5: Bc =JQr .
6: [Λ2p , Vˆp ]= tevd(B∗c Bc , p).
7: Vp =Qr Vˆp .
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method is more accurate than the pinched approach. As mentioned, we can use these
methods interchangeably with the subspace iteration Algorithm 2 to estimate J∗J , when
J andJ∗ can be multiplied separately with matrices. We have preferred using Algorithm 2
since it allows the flexibility of generating an approximate TSVD of J or J∗J as needed.
4.3. Modifications of the generalized subspace iteration algorithm.
4.3.1. Normalizing the half iterations. The generalized subspace iteration method
(Algorithm 2) can be varied in many of the same ways as the standard subspace itera-
tion method (Algorithm 1). Like Algorithm 1, Algorithm 2 can be modified to use LU-
factorizations instead of QR-factorizations to normalize the algorithm after each of the
first v −2 views. Another option may be to skip some of the renormalization steps. These
types of alternative renormalization schemes are presented for the standard subspace or
power iteration approaches in [15, 24, 52].
4.3.2. Different post-processing. Algorithm 1 was based on an algorithm proposed
by [52] and the same algorithm inspired in part Algorithm 2. Voronin and Martinsson [52]
proposed another subspace iteration algorithm that avoids finding the TSVD of the long
matrix B from the QB-factorization approximating A. That approach involves finding a
TEVD of the smaller normal matrix BB∗ and a few more steps give the desired approxi-
mate TSVD. The generalized subspace iteration method can be modified to use this type of
post-processing, see Algorithm 6. Algorithm 6 can be compared with Algorithm 5 to bet-
ter understand the parallels between the pinched sketching scheme and the generalized
subspace iteration approach. Note that Algorithm 6 requires extra care when zero valued
singular values appear.
4.3.3. Check for convergence. Algorithm 2 was also inspired by a subspace iteration
method proposed in the 1990’s by [51]. For deciding when to halt their subspace itera-
tion method, [51] considered the change in estimated singular values between iterations.
Their algorithm is halted when the singular values have not perceivably changed (given
some tolerance) relative to the ones estimated at the previous iteration. A similar stopping
condition could be considered for Algorithm 2. All it would need is to evaluate the singular
values ofRr orRc at every (half) iteration (not costly since they are small matrices).
4.3.4. Other random sampling matrices. Other randomized sampling matrices can
be considered instead of the Gaussians used here for initializing the generalized subspace
Algorithm 6 Randomized SVD using generalized subspace iteration V2
INPUT: MatrixA ∈Rnr×nc , integers p > 0, l ≥ 0 and v ≥ 2.
RETURNS: Approximate rank-p SVD,UpΛpV ∗p , ofA.
1: if v is even then
2: Qc = constructQrOrQc(A, p, l , v −1).
3: Br =A∗Qc .
4: [Λ2p , Uˆp ]= tevd(B∗r Br , p).
5: Up =QcUˆp and Vp =Br UˆpΛ−1p .
6: else
7: Qr = constructQrOrQc(A, p, l , v −1).
8: Bc =AQr .
9: [Λ2p , Vˆp ]= tevd(B∗c Bc , p).
10: Vp =Qr Vˆp andUp =Bc VˆpΛ−1p .
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iterations. Alternative types of random matrices have been discussed in detail in the lit-
erature [15, 16, 22, 24, 48]. The type of sampling matrix impacts the computational cost.
Then a cost examination like the one in section 4.2.1 can be considered, but with modifi-
cations. For example, for a dense matrix A a subsampled randomized Fourier transform
(SRFT) matrix can be used instead of a Gaussian to reduce the cost of evaluating AΩr
from O (nr nc [p+ l ]) to O (nr nc log[p+ l ]) [22, 25, 56]. However, choosing an SRFT typically
requires thatΩr have more columns than would be needed when using a Gaussian sam-
pling matrix. Therefore, we have not considered using SRFTs since the cost of applying a
Jacobian to a sampling matrix using adjoint and direct methods depends on the number of
columns the sampling matrix has. We have not considered using sparse random sampling
matrices for the same reason, though they cost less to store and generate.
4.4. Other matrix factorization methods. The present study focuses on methods for
generating approximate TSVD factorizations. Nevertheless, the general ideas presented
here can also be applied to other low-rank methods that use an approximate range or
co-range to form a factorization. A partial pivoted QR-factorization can, for instance, be
formed using a QB-factorization [32]. Instead of using q standard power or subspace it-
erations to form the approximate basis Qc using 2q + 1 views, Qc can be formed using
v − 1 views. Then B =Q∗cA is formed with the last view. Erichson et al. [14] used such
a matrixB, generated by standard subspace iteration, to initialize their proposed method
for generating a nonnegative matrix factorization. For more flexibility, the half subspace
iteration approach could also be used within their scheme. Martinsson [27] presented ran-
domized CUR and interpolative decomposition (ID) algorithms that use power iterations.
Those power iterations could also be replaced more generally by a half subspace iteration
process.
In [28], a randomized algorithm is described for generating a UTV-factorization A =
UTV ∗ (where T is a triangular matrix, andU andV are unitary matrices). An inner loop
of their algorithm, contains a power-iteration procedure to generate a co-range sketch Yr
of A. A more general half power or subspace iteration approach could also be used in
this case for generating Yr . Martinsson et al. [28] noted the parallels between their UTV
procedure and a randomized power iteration method. In fact, the inner loop of their UTV
algorithm involves 2q +3 views and the accuracy of their procedure can be considered in
terms of half power iterations [28, Thm. 1]. By applying a half power/subspace iteration
method, their procedure could be generalized to use v ≥ 3 views, though [28] did not pro-
pose this option.
5. Application: nonlinear least-squares inversion. Solving linear matrix equations
is a routine task in scientific computing which becomes computationally more demand-
ing as the matrices involved increase in dimension. Various randomized methods have
been presented for solving linear matrix equations or linear regression [2, 8, 13, 17, 33, 40,
42, 57]. The algorithms and methods presented in this study were motivated by a study
[3] which considered randomized methods for updating model parameters of a nonlin-
ear reservoir model using a modified Levenberg-Marquardt (LM) approach. Another topic
of interest is using randomized methods to estimate the posterior probability distribu-
tion for the parameters of a nonlinear model using a quadratic or Laplace approximation
[5, 11, 10]. Assuming Gaussian statistics for the observation noise and prior, this involves
approximating a normal matrix J∗J .
5.1. Levenberg-Marquardt update. An assumption commonly used for inversion of
reservoir models is that the distributions for the observations and the prior of the model
parameters can be described by Gaussian statistics. That is, the statistics for the observa-
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tions and prior can be described by expected mean values and a covariance matrix. With-
out loss of generality, we apply a linear whitening transformation such that both the model
parameters x ∈ RNm and observation error d(x) ∈ RNd , are associated with a zero mean
and a covariance matrix that is an appropriately sized identity matrix. d(x) quantifies how
much the simulated outputs, given x, depart from the observations. Then the inversion
task is to solve
(5.1) argmin
x
‖d(x)‖2+µ‖x‖2 ,
where µ is a regularization weight.
Using the LM approach, (5.1) is tackled by an iterative procedure where model up-
dates are found by
(5.2)
[
J∗J + (µ+γ)I]δx=−J∗d−µx,
and new models are generated by x← x+δx. Here γ > 0 is the adjustable LM damping
factor and J ∈ RNd×Nm is the Jacobian matrix which defines an approximate local linear
mapping from x to d(x). In [3, 43, 44, 45] J is referred to as the dimensionless sensitivity
matrix. For a large number of observations Nd and Nm , generating the often dense Jaco-
bian and solving (5.2) becomes costly. However, for a nonlinear problem an exact solution
to (5.2) is not necessarily needed or desired, and approximate solution procedures are typ-
ically used to save time. After applying a randomized TSVD method to find J ≈UpΛpV ∗p ,
then that low-rank factorization can be used to approximately solve (5.2) [3]. It makes
sense to apply randomized low-rank approximation methods to J since for many prob-
lems it has a rapidly decaying spectrum.
5.2. Approximate truncated updates. Here we discuss three approximate ways of
solving the LM update based on a TSVD of the Jacobian matrix. Some of the analysis is
based on the work of [53] who looked at using randomized low-rank approximation meth-
ods for solving a seismic tomography problem, which is a linear inverse problem. Some of
the theoretical analysis in [53] assumes that the TSVD is exact. Here we try to provide anal-
ysis that is also applicable to an approximate TSVD, but indicate when the conclusions use
the exact TSVD.
The work of [3] discussed advantages of using randomized 2-view or 1-view meth-
ods for speeding up the LM approach for inverting geothermal reservoir models. The
approaches presented in [3] are based on the work of [43, 44, 45], who used an iterative
Lanczos approach to generate a TSVD of J . After forming an approximate TSVD of J , an
approximate LM update can be found according to [3, 43, 44, 45]
(5.3) δx1 =−Vp [Λ2p + (µ+γ)Ip ]−1(ΛpU∗pd+µV ∗p x)=
p∑
i=1
αivi ,
where
(5.4) αi =− 1
µ+γ+λ2i
[
λiu
∗
i d+µv∗i x
]
.
Following [43, 44, 45], [3] chose to gradually increase p between LM iterations, since using
a large p at early iterations can be computationally wasteful and can result in bad con-
vergence characteristics. The study by [3] demonstrated that using randomized low-rank
approximations can work well and can be considerably faster than using a standard itera-
tive Lanczos method.
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The LM method is better suited to the randomized paradigm than using the corre-
sponding Gauss-Newton method (γ = 0), since the LM damping factor acts as a fail-safe
mechanism. That is, when a LM update fails because of an inaccurate low-rank approxi-
mation, then a new update is attempted using a larger γ. Increasing γ reduces contribu-
tions from the least accurately estimated singular vectors, which are associate with small
singular values. A benefit of using (5.3) is that no extra views ofJ are needed for additional
damping factors γ within a LM iteration, since the TSVD of J is independent of γ.
A second option similar to (5.3) is to use [46]
(5.5) δx2 =−Vp [Λ2p + (µ+γ)Ip ]−1V ∗p (gobs+µx)=
p∑
i=1
βivi ,
where
(5.6) βi =− 1
µ+γ+λ2i
[
v∗i gobs+µv∗i x
]
and gobs = J∗d is the observation gradient. Generating the additional observation gradi-
ent does not require much additional computational cost since, with minor modifications,
it can be evaluated along with the first pass for J∗ within the randomized scheme. Equa-
tion (5.5) needs estimates for the principal right-singular vectors and singular values of J .
These can be evaluated by approximating a TSVD of J or a TEVD of J∗J , see discussion
on this in section 4.2.
When using the exact TSVD then δx1 = δx2, since
δx2 =−Vp [Λ2p + (µ+γ)Ip ]−1V ∗p (V ΛU∗d+µx)(5.7)
=−Vp [Λ2p + (µ+γ)Ip ]−1(ΛpU∗pd+µV ∗p x)= δx1.(5.8)
Likewise, when using a randomized approximation according to J ≈ Jˆ = JQr pQ∗r =
UpΛp Vˆ
∗
p Q
∗
r =UpΛpV ∗p , with Vp =Qr Vˆp , then
δx2 =−Vp [Λ2p + (µ+γ)Ip ]−1V ∗p (J∗d+µx)(5.9)
=−Vp [Λ2p + (µ+γ)Ip ]−1(Vˆ ∗p Q∗r J∗d+µV ∗p x)(5.10)
=−Vp [Λ2p + (µ+γ)Ip ]−1(Vˆ ∗p [JQr ]∗d+µV ∗p x)(5.11)
=−Vp [Λ2p + (µ+γ)Ip ]−1(Vˆ ∗p VˆpΛpU∗pd+µV ∗p x)(5.12)
=−Vp [Λ2p + (µ+γ)Ip ]−1(ΛpU∗pd+µV ∗p x)= δx1.(5.13)
In this case it is not worth generating the observation gradient explicitly and using δx1
should be preferred. However, when using J ≈ Jˆ =QcQ∗cJp =QcUˆpΛpV ∗p then δx1
uses gobs ≈ Jˆ∗d = J∗QcpQ∗c d and δx1 can differ from δx2. Finding δx2 with J ≈
QcQ∗cJp uses the recommended way (when considering accuracy) of applying Algo-
rithm 2 or Algorithm 4 when approximating J∗J , see section 4.2. Using δx2 with Algo-
rithm 2 to generateJ ≈ JQr pQ∗r is like using δx2 with Algorithm 5 to approximateJ∗J .
A third approximate solution to (5.2) can be found by using J ≈ Jˆ =UpΛpV ∗p and
(5.14)
[
J∗J + (µ+γ)I]−1 ≈ [Jˆ∗Jˆ + (µ+γ)I]−1 = 1
µ+γ
[
I −VpDpV ∗p
]
,
where Dp ∈ Rp×p is a diagonal matrix with [Dp ]i ,i = λ2i /(µ+γ+λ2i ). Taking γ = 0, then
(5.14) can be used to estimate the posterior parameter covariance matrix and can therefore
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be used to estimate parameter uncertainty [5, 37]. Using (5.14) for the LM update gives
δx3 =− 1
µ+γ
[
I −VpDpV ∗p
]
(gobs+µx)=−
1
µ+γ
[
(gobs+µx)+
p∑
i=1
λ2i βivi
]
.(5.15)
Equation (5.15) was proposed by [50] withJ∗J approximated using a a subspace iteration
procedure applied to J∗J . Similarly, [54] proposed using this type of approximation and
randomized methods to solve linear equations arising in Gaussian process regression and
classification in the machine learning context.
The approximation error of (5.14) isO
(∑Nm
p+1
λ2i
µ+γ+λ2i
)
[5, 37]. Therefore, a good approx-
imation can be maintained when only truncating away singular values that are negligible
compared to
p
µ+γ. This matches our experience with using (5.15), where updates typ-
ically fail unless a LM damping factor is used such that µ+γ is about or greater than an
order of magnitude above that of λp .
Appendix B compares the properties of the three approximate LM solution methods
presented here, based on an analysis given by [53]. A comparison is given for the length
of the model updates and some insight is given for the expected approximation error. The
end of Appendix B also gives a correction for a proposition given by [53, Prop. 5.6]. As
shown in Appendix B, for a given low-rank approximation the lengths of δx1 and δx2 in-
crease monotonically with the truncation p. Therefore, when using δx1 or δx2, the trun-
cation point p can be used to regularize each model update. However, the third scheme
δx3 does not have this property since lowering p is expected to result in a longer model
update δx3. Experimenting with synthetic inverse problems we have found that this is the
case in practice. Because of the regularizing properties of δx1 and δx2 we have found that
those methods work well at early iterations. However, δx3 can work better at later itera-
tions since the model update δx3 is in the full parameter space, unlike δx1 and δx2 which
only base the model update on the leading p right-singular vectors. We have found that
choosingδx3 at late inversion iterations can help to reduce both the overall objective func-
tion (5.1) and the regularization term. We have attributed this to the fact that δx3 works in
the full space, which can help smooth out deviations from the prior model that may build
up during the nonlinear inversion, as well as improving matches to observations.
6. Single-pass methods for rectangular matrices. The work of [3] also considered
using a 1-view method to generate a TSVD of a dimensionless sensitivity matrix and then
solving the LM update equations approximately using (5.3). This approach speeds up each
LM iteration, since all the adjoint and direct equations can in this case be solved in parallel.
1-view methods are broadly of interest for problems where a standard 2-view approach
is considered too costly, or where the information in the data matrix is only accessible a
single time and a 1-view method is the only option. The following subsections consider
advancing state-of-the-art 1-view methods.
6.1. Streaming models. In recent years, low-rank approximation methods have been
developed that only need to access the matrix of interest once [22, 48, 56, 4, 49, 9, 7, 55].
These single-pass or 1-view methods assemble range and co-range sketches with one pass
of the data matrixA and then use the information contained in the sketches to generate a
low-rank approximation. This section discusses 1-view methods for rectangular matrices.
Note that when the matrix of interest is Hermitian or positive-semidefinite, then 1-view
algorithms that are optimized for such matrices [22, 48, 47] should be considered.
1-view methods are of interest in a streaming setting where the data matrixA is never
stored fully in random-access memory but is presented as a finite stream of linear updates
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[48]:
(6.1) A=
N∑
i=1
Hi .
Noting that we discard eachHi after its use; as each innovation matrixHi is briefly made
available, we can gradually sample from the column and row space ofA by
(6.2) AΩr =
N∑
i=1
HiΩr and A
∗Ωc =
N∑
i=1
H∗i Ωc ,
whereΩr ∈Rnc×kr andΩc ∈Rnr×kc are random sampling matrices. For example, we might
want a low-rank approximation of a large matrix that needs to be stored out of core and
because of time-constraints the elements of the out-of-core matrix can only be accessed
once. In that caseHi could represent a sparse matrix containing a few elements ofA.
For the application motivating the present study, we seek a low-rank approximation of
an nr by nc Jacobian matrixA=J , whereJΩr andJ∗Ωc can be evaluated simultaneously
in parallel by solving kc direct and kr adjoint problems [3]. Similar to the streaming model
(6.1) and (6.2), for a transient simulation problem (omitting some details) the direct and
adjoint methods essentially boil down to evaluating
(6.3) JΩr =
Nt∑
i=1
Ci
[
J ix
]−1
Bi and J
∗Ωc =
Nt−1∑
i=0
[GNt−i ]
∗
([
JNt−ix
]∗)−1
BˆNt−i ,
where Nt is the number of simulation time-steps and J ix is the Jacobian matrix for the
forward equations at the i th simulation time. Unlike the general (6.1) and (6.2), the direct
and adjoint methods are restricted to tracking forward and backward in time, respectively.
6.2. The baseline 1-view method. Recently, [48] presented a new 1-view algorithm
for fixed-rank approximation of rectangular matrices and compared it with other state-of-
the-art randomized 1-view methods. Tropp et al. [48] compared their 1-view method [48,
Alg. 7] with two similar 1-view sketching methods based on the work of [9, 55] and a more
complicated, extended 1-view method based on the work of [4, 49], which uses an ad-
ditional sketch generated by applying subsampled randomized Fourier transform (SRFT)
sampling matrices. The approaches based on [9] and [55] performed the worst. Tropp et
al. [48] concluded that their 1-view algorithm [48, Alg. 7] is the preferred method for matri-
ces that have a rapidly decaying spectrum and can therefore be approximated accurately
with a low-rank approximation. However, for a small amount of oversampling or matrices
with flat singular spectra, then the extended method based on [4, 49] performed the best,
for a given memory budget. However, the extended SRFT sketching method [48] can be
improved so that it performs as well as the 1-view method suggested by [48] for matrices
with rapidly decaying spectra, see sections 6.7 and 8.4.
Here we consider the algorithm recommended by [48] as the baseline 1-view method.
The following subsections look at possible improvements of the baseline algorithm. The
baseline 1-view algorithm [48, Alg. 7] is as follows:
1. Given oversampling parameters l1 and l2 with 0≤ l1 ≤ l2, form random sampling
matricesΩr ∈Rnc×(p+l1) andΩc ∈Rnr×(p+l2) for the range and co-range.
2. Find the range and co-range sketches Yc =AΩr and Yr =A∗Ωc .
3. Find an orthonormal basis for the rangeQc = orth(Yc ).
4. Find the least-squares solutionX to (Ω∗cQc )X =Y ∗r , i.e. X = (Ω∗cQc )†Y ∗r .
5. ThenA≈QcXp .
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The above 1-view method is based on the same elements as the basic 2-view method. The
main difference is that in the 1-view method the co-range sketch Yr is constructed inde-
pendent of the range sketch Yc . Therefore, the range and co-range sketches, which are
used to form the low-rank approximation, can be found using one pass of the data matrix
A. For the type of Jacobian matrix motivating the present study, this allows us to form a
low-rank approximation by solving all the necessary adjoint and direct problems simulta-
neously in parallel [3]. However, the convenience of constructing an approximation with
only one view impacts accuracy. Like [48], we generally recommend more accurate meth-
ods, such as Algorithm 2, for applications that can afford more than one view.
6.3. Baseline oversampling schemes. For practical applications we need schemes
for determining oversampling parameters that work well in practice. For a sketch size
budget T = 2p + l1 + l2, [48] suggested three oversampling schemes based on empirical
evidence and theoretical bounds for the accuracy of their 1-view approach. Tropp et al.
[48] presented oversampling schemes to suit both real valued matrices and complex ma-
trices. However, for the following discussion we assume that we are dealing with a real
matrix and T ≥ 2p+6.
First, for a budget T and a relatively flat singular spectrum [48] recommended select-
ing the oversampling parameters as
(6.4)
l1 =max
{
2,
⌊
(T −1)
√
p(T −p−2)(1−2/(T −1))− (p−1)
T −2p−1
⌋
−p
}
and l2 = T −2p− l1.
Secondly, for a moderately decaying spectrum [48] recommended using
(6.5) l1 =max
{
2,b(T −1)/3c−p} and l2 = T −2p− l1.
Thirdly, when dealing with a matrix that has a rapidly decaying spectrum [48] recom-
mended choosing
(6.6) l1 = b(T −2)/2c−p and l2 = T −2p− l1.
When using the baseline 1-view method, it is generally not advisable to choose l1 too close
to l2 (l1 ≈ l2), e.g. by following (6.6). Using l1 ≈ l2 and especially l1 = l2 is a bad idea,
unless the spectral decay is rapid. For peak performance, some prior knowledge about the
matrix at hand is needed to determine which of the above oversampling schemes should
be chosen. This can be the case for certain applications. However, when reliable prior
ideas are unavailable for choosing the oversampling scheme then (6.5) is the favored all-
around choice [48].
6.4. Disadvantages of the baseline 1-view method. Needing prior insights into the
data matrix to achieve peak performance and not being able to use l1 ≈ l2 without the risk
of losing accuracy are drawbacks which would be good to remedy. Furthermore, using
the most versatile oversampling scheme (6.5) is suboptimal for matrices that have rapidly
decaying spectra. To obtain the best performance of the 1-view method we should choose
l1 close to l2 in cases whereA has sharp spectral decay, but we need an escape mechanism
for cases where the spectral decay is not sharp.
Another reason for wanting to fix the drawbacks of choosing l1 = l2 is that for some
applications l2 can be a computational bottleneck. In that case it is tempting to set l1 = l2
to try to get as much information as possible given the computational constraints. How-
ever, in terms of memory the 1-view method is limited by the need to store the random
sampling matrices and the sketching matrices. Tropp et al. [48] focused on the storage
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aspect and therefore compared methods in terms of the sketch size budget T = 2p+l1+l2,
since the storage cost is proportional to T .
The following subsections discuss modifications to the baseline 1-view method to en-
able good performance for a range of problems with the choice l1 = l2. In particular, the
modifications involve a parameter which can be chosen by post-processing the informa-
tion contained in the randomized sketches to get close to peak algorithm performance for
a range of matrices.
6.5. A more flexible 1-view method. Choosing l1 ≈ l2 commonly results in solving a
badly posed or badly conditioned least squares problem (Ω∗cQc )X = Y ∗r and as a result
the low-rank approximation can suffer. The coefficient matrix Ω∗cQc has p + l2 rows and
p + l1 columns, and therefore a way to avoid a badly conditioned coefficient matrix is to
sample more for the co-range (l2 > l1) to give an overdetermined and better conditioned
problem. Another option is to follow the methods presented in [56, 22, 27] and select Qc
based on a TSVD of the range sketch.
Instead of choosingQc as an orthonormal basis for the full range ofYc , we can choose
[Qc ,∼,∼] = tsvd(Yc , p + lc), where 0 ≤ lc ≤ l1. That is, Qc ∈ Rnr×(p+lc) contains the p + lc
leading left singular vectors ofYc . If lc is smaller than l1, then using (Ω∗cQc ) ∈R(p+l2)×(p+lc)
can be expected to give a better conditioned problem, even for l1 = l2. Finding the left-
singular vectors of the range sketch Yc instead of just finding an orthonormal basis for
the range sketch does not add much to the cost. Especially considering that applying A
(to find range and co-range sketches) typically contributes the most to the computational
cost and time for applications using the 1-view approach.
Incorporating this modification into the baseline 1-view method gives Algorithm 7.
Choosing lc = l1 gives the baseline algorithm as proposed by [48]. In Algorithm 7 we use
a) and b) to denote and group together steps that can be performed independently in par-
allel. Algorithm 7 includes an optional step, proposed by [48], that orthonormalizes the
random test matricesΩr andΩc . This option improves numerical accuracy of the 1-view
method when using large oversampling [48], but this option was not used for the exper-
iments considered here. Using lc and l1 = l2 can work just as well as and in some cases
better than the schemes suggested by [48], see section 8.4. For the test matrices we have
Algorithm 7 Randomized 1-view method for TSVD: Tropp variant.
INPUT: MatrixA ∈Rnr×nc , integers p > 0 and l2 ≥ l1 ≥ lc ≥ 0.
RETURNS: Approximate rank-p SVD,UpΛpV ∗p , ofA.
1: a)Ωr = randn(nc , p+ l1) and b)Ωc = randn(nr , p+ l2).
2: Optional: a)Ωr = orth(Ωr ) and b)Ωc = orth(Ωc ).
3: a) Yc =AΩr and b) Yr =A∗Ωc .
4: if (lc < l1) then
5: [Qc ,Rc ]= qr(Yc ).
6: [Qˆc ,∼,∼]= tsvd(Rc , p+ lc).
7: Qc =QcQˆc .
8: else
9: [Qc ,∼]= qr(Yc ).
10: [Qˆ, Rˆ]= qr(Ω∗cQc ).
11: X = Rˆ−1Qˆ∗Y ∗r .
12: [Uˆp ,Λp ,Vp ]= tsvd(X , p).
13: Up =QcUˆp .
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Algorithm 8 Randomized 1-view method for TSVD: Woolfe variant.
INPUT: MatrixA ∈Rnr×nc , integers p > 0 and l2 ≥ l1 ≥ lc ≥ 0.
RETURNS: Approximate rank-p SVD,UpΛpV ∗p , ofA.
1: a)Ωr = randn(nc , p+ l1) and b)Ωc = randn(nr , p+ l2).
2: Optional: a)Ωr = orth(Ωr ) and b)Ωc = orth(Ωc ).
3: a) Yc =AΩr and b) Yr =A∗Ωc .
4: a) [Qc ,Rc ]= qr(Yc ) and b) [Qr ,Rr ]= qr(Yr ).
5: a) [Qˆc ,∼,∼]= tsvd(Rc , p+ lc) and b) [Qˆr ,∼,∼]= tsvd(Rr , p+ lc).
6: a)Qc =QcQˆc and b)Qr =Qr Qˆr .
7: Least-squares solution: (Ω∗cQc )Xˆ = (Y ∗r Qr ).
8: [Uˆp ,Λp , Vˆp ]= tsvd(Xˆ , p).
9: c)Up =QcUˆp and d) Vp =Qr Vˆp .
considered, we have found that using l1 = l2 and lc ≈ l1/2 is a good all-round parameter
choice, similar to using (6.5) and lc = l1.
Similar algorithms were presented by [56, 22, 27]; however, in the notation used here
the methods presented by [56, 48, 27] used lc = 0 and l1 = l2. The algorithms presented
here are more general in terms of the oversampling parameters and though the focus here
is on choosing l1 = l2, the presented algorithms can use oversampling parameters fulfilling
0≤ lc ≤ l1 ≤ l2.
The algorithm proposed by [56, Sect. 5.2] finds a low-rank approximation by solving a
similar least-squares problem
(6.7) (Ω∗cQc )Xˆ =Y ∗r Qr ,
where Qc and Qr are formed, respectively, by the leading left-singular vectors of Yc and
Yr . Then the low-rank approximation is taken asA≈QcXˆpQ∗r . Adopting aspects from
Algorithm 7, Algorithm 8 presents an extension of the Algorithm suggested by [56, Sect.
5.2]. Algorithm 8 uses the same notation as Algorithm 7 to denote elements that can be
evaluated independently in parallel. For instance, dealing with the matrix Qr , that does
not appear in Algorithm 7, does not necessarily increase computational time by much
since it can be dealt with in parallel with other core tasks. For the matrices we considered,
Algorithm 7 and Algorithm 8 performed similarly in terms of accuracy. For the tests in
section 8.4 we present results using Algorithm 7 but omit showing results for Algorithm 8
as they are comparable.
Following [56], [22, 27] proposed a low-rank approximation which can also be writ-
ten as A ≈QcXˆpQ∗r . The distinction is that [22, 27] suggested finding Xˆ as the least-
squares solution to (6.7) and a related equation (Ω∗rQr )Xˆ∗ = Y ∗c Qc . We are not aware
of any research using the variant proposed by [22, 27]. However, we have found that for
the matrices we have considered the [22, 27] variant mostly gave similar accuracy to the
simpler algorithms presented above. Considering that result, and the additional computa-
tional complexity and expense of dealing with the additional least-squares equations, we
do not consider the [22, 27] variant further.
6.6. Oversampling when using lc.
6.6.1. Basic oversampling scheme. Like the baseline algorithm, the modified algo-
rithm requires some practical ways of choosing the oversampling parameters. The over-
sampling parameter lc can be chosen as
(6.8) lc = bαl1c, with 0≤α≤ 1.
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Here we are concerned with schemes when l1 ' l2 or more precisely l1 = b(l1 + l2)/2c =
bT /2c−p. In that case, lc functions similarly in relation to l1 as l1 functions in relation to
l2 when using the baseline 1-view method. That is, choosing lc close to l1 works well when
the spectrum decays rapidly. Choosing l1 ' l2 and α= 1/2 can work quite well for various
matrices in a similar fashion to using (6.5) with the baseline method.
6.6.2. A minimum variance approach. After all the effort of forming the sketches
Yc and Yr we can try to apply some type of post-processing to determine an optimal lc
parameter given the information contained in the sketches and sampling matrices. One
simple idea could be to find the spectrum of X for some provisional lc. Then if the pro-
visional singular spectrum suggests, for instance, that the spectrum ofA is likely to decay
rapidly then a large lc can be chosen. However, the drawback is that it is unclear how this
should be done, and it may require finding a complicated empirical selection scheme.
An approach we have found to work well for the problems we have considered looks at
how the spectrum ofX varies for all possible values of lc givenYc andYr . The approach is
based on the observation, from multiple experiments, that the singular values ofX tend to
have large variance when choosing lc close to l1 for l1 ' l2, because of the ill-conditioning
issue. Furthermore, the spectrum of X can also exhibit large variance when choosing lc
close to 0 and often results in inferior approximations. We therefore consider finding lc
that locally gives a matrix X(lc) with a singular spectrum that has minimum variance in
some sense.
Defining the vector of locally normalized singular values s(lc), for 0< lc < l1 as
(6.9) s(lc) :=
[
λ1(lc−1)
λ1(lc)
, · · · , λp (lc−1)
λp (lc)
,
λ1(lc)
λ1(lc)
, · · · , λp (lc)
λp (lc)
,
λ1(lc+1)
λ1(lc)
, · · · , λp (lc+1)
λp (lc)
]
and for lc = 0
(6.10) s(lc) :=
[
λ1(lc)
λ1(lc)
, · · · , λp (lc)
λp (lc)
,
λ1(lc+1)
λ1(lc)
, · · · , λp (lc+1)
λp (lc)
]
;
the minimum variance lc is found according to
(6.11) l MinVarc := argmin
lc
Var[s(lc)], with 0≤ lc < l1.
Note that this post-processing does not require re-evaluating the sketches. We just need
to generate the left singular vectors of Yc and truncate them to p + lc for each trial lc. For
efficiency we evaluateΩ∗cQc for lc = l1, where in this contextQc denotes the left singular
vectors of Yc . Then for each trial lc parameter we only need the first p + lc columns of
Ω∗cQc .
The additional computational operations are O (l1[p+ l1]2nr ) (O ([p+ l1]2nr ) for each
possible lc) when using Algorithm 7. To improve efficiency it is possible to instead apply a
variant of Algorithm 8 at a cost ofO ([p+l1]2nr +l1[p+l1]3). TheO ([p+l1]2nr ) term comes
from evaluatingY ∗r Qr once whereQr is an orthonormal basis forYr (can skip truncating
Qr ). The remainder of the cost comes from solving the smaller least-squares problem l1+1
times. This additional post-processing cost, for finding a better lc, is potentially worth it
for applications using the 1-view approach where the dominant computational cost comes
from evaluating the matrix sketches. Furthermore, note that the computations pertaining
to each trial lc can be carried out independently in parallel to the other trial variables.
Choosing lc by (6.11) worked well for the problems we considered and this minimum
variance approach can perform quite close to the peak performance for a range of matri-
ces, see section 8.4. Nevertheless, the basic post-processing approach presented here to
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find a good lc parameter can be improved. For instance, when the rank p is small (e.g.,
p = 1) then the vector s(lc) presents a small sample size for estimating a variance. We have
noticed that the minimum variance approach is less reliable for p = 1. In that case it may
be better to temporarily use a larger rank as input into the 1-view algorithm of choice and
truncate afterwards, though this was not done for the test cases reported here.
6.7. Extended sketching scheme. In [48], an extended 1-view variant based on [4, 49]
had the best performance for small memory budgets and matrices with flat spectra. How-
ever, for greater memory budgets and rapidly decaying spectra, [48] found the baseline
1-view method to outperform the extended approach.
For the extended approach we assume that l1 = l2 and introduce additional subsam-
pled randomized Fourier transform (SRFT) matrices
(6.12) Φc ∈Rnc×s ; Φr ∈Rnr×s ,
where s ≥ p+ l1. Here, for i ∈ {c,r },
(6.13) Φi =DiFiPi
is a random SRFT matrix, where Di ∈ Rni×ni is a diagonal matrix with elements drawn
independently from a Rademacher distribution (diagonal entries are ±1), Fi ∈ Rni×ni de-
notes a discrete cosine transform matrix whenA only has real entries or a discrete Fourier
transform matrix whenA has complex entries, andPi ∈Rni×s has s columns that are sam-
pled from the ni ×ni identity matrix without replacement. Advantages of an SRFT sam-
pling matrix are its low storage cost (only need to store ni + s entries for Di and Pi ) and
for a dense A then AΦc can be evaluated using O (nr nc log s) operations [22, 25, 56] in-
stead of the usual O (nr nc s) operations. However, we should note that we do not consider
the extended approach discussed here as a viable option when approximating the types of
Jacobian matrices motivating the present study. The reason is that for a Jacobian matrix,
when using direct and adjoint methods to find A or its transpose times a matrix Φi , the
cost scales with the number of columns s. The SRFT matrices need more columns than
the standard Gaussian random matrices and using SRFT matrices is therefore not advan-
tageous in the context of using adjoint and direct methods.
Using the extended approach we again find range and co-range sketches, but also an
extended sketchZ as follows
(6.14) Yc =AΩr ; Yr =A∗Ωc ; Z =Φ∗rAΦc .
Subsequently, we evaluate the following QR-factorizations
QcRc :=Yc ; QrRr :=Yr ;(6.15)
UcTc :=Φ∗rQc ; UrTr :=Φ∗cQr .(6.16)
Finally, a low-rank approximation can be found for the extended approach according to
[48]
(6.17) Aˆbwz :=QcT †c

U∗c ZUr

p (T
∗
r )
†Q∗r .
However, we have noticed that a more accurate low-rank approximation can be found by
using instead
(6.18) Aˆbwz2 :=Qc

T †c U
∗
c ZUr (T
∗
r )
†

p
Q∗r .
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Defining the QR-factorization QˆRˆ :=Ω∗cQc used in Algorithm 7; the difference between
(6.17) and (6.18) is analogous to the difference between using Aˆwoo := QcRˆ†Qˆ∗Y ∗r p ,
and the baseline 1-view method Aˆtropp :=QcRˆ†Qˆ∗Y ∗r p . The approximation Aˆwoo is
an adaptation made by [48] for an approach given by [55]. As previously mentioned, [48]
found that the Aˆwoo variant did not perform nearly as well as the baseline Aˆtropp.
As mentioned by [48] it is unclear how to choose the oversampling factors for the
above extended approach. Storing the sampling matrices and sketches requires (2p+ l1+
l2+1)(nr +nc )+ s(s+2) numbers [48]. Tropp et al. [48] compared the extended approach
to the baseline method by considering oversampling parameters such that (2p + l1+ l2+
1)(nr + nc )+ s(s + 2) approximately equals the memory allocated to the simpler 1-view
methods T (nr +nc ). We do the same when comparing the extended approach with Al-
gorithm 7.
For the matrices tested here, we found that using (6.18) with
(6.19) l1 = l2 = 0.8bT /2−pc
and choosing s as the largest value fulfilling (2p+ l1+ l2+1)(nr +nc )+ s(s+2)≈ T (nr +nc )
resulted in approximation errors close to the best performance. In terms of memory, this
approach performed the best out of the 1-view schemes mentioned above, see section 8.4.
6.8. Matrices streamed row wise. For the special case where the elements of a large
matrix are read into random-access memory a few rows at a time, it is possible to attain the
accuracy of a 2-view method while only accessing the elements of the matrix once [58, 59].
Looping over all the rows in A only once the matrices Yc =AΩr and Yˆr =A∗Yc can be
found according to Yc [i , :] =A[i , :]Ωr and Yˆr =A∗Yc =∑i (A[i , :])∗Yc [i , :], where A[i , :
] denotes the i th row of A. Evaluating [Qc ,Rc ] = qr(Yc ) and finding the least-squares
solution B to B∗Rc = Yˆr , then we have a QB-factorization such that QcB ≈A. In [58],
this QB-factorization was found by an iterative blocked algorithm instead of formingYc :=
QcRc and solving forB directly.
If Rc is invertible then B∗ = YˆrR−1c = A∗Qc and we get the basic randomized 2-
view approximation in a single pass over the rows of A. However, it is worth noting that
the least-squares problem B∗Rc = Yˆr can be badly conditioned. The conditioning issue
can, for instance, be dealt with by finding a TSVD ofRc and estimating a solution using a
pseudoinverse.
The above 1-view procedure is advantageous for large matrices that are stored out-of-
core in row-major or column-major format. Of course, when the matrix is stored in col-
umn major format and accessed column wise, then the above procedure would be applied
to the matrix’s transpose [58]. However, this approach does not apply to general streaming
matrices, nor the Jacobian matrices motivating this study.
In [59], the above single-pass ideas were extended to the power iteration approach
to obtain higher quality approximations of large matrices accessed row wise. The follow-
ing section discusses generalizing a pass-efficient randomized block Krylov algorithm and
combining randomized block Krylov methods with the ideas of [58, 59].
7. Pass-efficient randomized block Krylov methods. As mentioned previously, if the
1-view approach is not suitably accurate, then more accurate methods such as Algorithm 2
should be considered. While Algorithm 2 is more pass efficient than classical iterative
methods, which involve matrix vector multiplication, its pass efficiency can be improved
by using a randomized block Krylov approach [12, 21, 31, 34, 39]. The next subsection
gives a brief overview of the current state-of-the art for randomized block Krylov methods.
The subsections that follow, outline two extensions of the block Krylov approach. The first
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approach, like Algorithm 2, enables the user to specify any budget of views v ≥ 2. The sec-
ond approach incorporates the ideas discussed in section 6.8 to give a more pass-efficient
method for large matrices stored in row-major format.
7.1. A prototype block Krylov method. Randomized methods were presented by [39,
31, 21] which combine power or subspace iteration with a block Krylov approach, for
improved accuracy given a number of power iterations. The applicability of this type of
randomized block Krylov approach was demonstrated by [21] for the task of approximat-
ing data sets that are too large to fit into random-access memory. Therefore, the data
needed to be stored out-of-core and accessing a matrix was time-consuming. Likewise,
[34] demonstrated the advantages of using a randomized block Krylov method for large
data sets. Furthermore, their analysis suggests that the block Krylov approach can achieve
a desired accuracy using fewer matrix views than a standard randomized subspace itera-
tion method and using less time. Recently, [12] presented a theoretical analysis of the ran-
domized block Krylov method for the problem of approximating the subspace spanned by
the dominant left-singular vectors of a matrix.
Following the work of [12, 21, 31, 34, 39], an approximate basis Qc for the range of A
can be found as the basis of a Krylov subspace given by
(7.1) Kc = range(AΩr [AA∗]AΩr · · · [AA∗]qAΩr ),
where the random sampling matrix Ωr ∈ Rnc×(p+l ) is defined as in the discussion for the
subspace iteration method. A low-rank approximation can be generated by QcQ∗cAp .
Possible improvements over the simpler subspace iteration method come from using a
larger and more complete basis Qc . This is the prototype algorithm used by [12, 21, 31,
34, 39]. For numerical stability it is best to evaluate [AA∗] jAΩr using subspace iteration
[31, 34].
7.2. A more general block Krylov method for v ≥ 2. Like the standard subspace iter-
ation method, the above prototype block Krylov method uses an even number of 2(q +1)
views. Again, we can generalize the above prototype approach to work for any views v ≥ 2.
For an odd number of views we simply form a basis Qr for the co-range using a Krylov
subspace defined as
(7.2) Kr = range([A∗A]Ωr [A∗A]2Ωr · · · [A∗A](v−1)/2Ωr ).
Combining the above thoughts we arrive at Algorithm 9, which is a more flexible block
Krylov method than that used by [12, 21, 31, 34, 39] and allows v ≥ 2. For an even number
of views Algorithm 9 uses A ≈QcQ∗cA otherwise it uses A ≈AQrQ∗r . When the goal is
to approximate the left singular vectors of a matrix J the same rule of thumb regarding
accuracy applies to Algorithm 9 as to Algorithm 2: apply Algorithm 9 to J∗ for even v but
J for odd v . This is the opposite to how the block Krylov approach was used by [12, 34].
Notice that Algorithm 9 is the same as Algorithm 2 for v < 4. The main computational
cost involved in Algorithm 9 is from multiplying A with (v +bv/2c−1)(p + l ) vectors and
the cost of the QR-factorizations is O (v2nc [p + l ]2), assuming nr = nc . This is a higher
computational cost for a given v than that of Algorithm 2, which requires multiplying A
with v(p + l ) vectors and the cost of the QR-factorizations is O (vnc [p + l ]2). However, Al-
gorithm 9 may require fewer views than Algorithm 2 to achieve a desired accuracy when
Algorithm 2 needs more than four views.
For l = 0 and an even number of views, [34] showed that Algorithm 9 requires O (1/p²)
views to achieve
∥∥A−QcQ∗cA∥∥≤ (1+²)∥∥A−Ap∥∥; however, Algorithm 2 requiresO (1/²)
views [34]. Since their analysis assumed no oversampling it is unclear how the methods
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Algorithm 9 Randomized SVD using generalized block Krylov method.
INPUT: MatrixA ∈Rnr×nc , integers p > 0, l ≥ 0 and v ≥ 2.
RETURNS: Approximate rank-p SVD,UpΛpV ∗p , ofA.
1: Q0r = randn(nc , p+ l ).
2: for j = 1 to v −1 do
3: if j is odd then
4: if j < v −1 then [Q jc ,∼]= qr(AQ j−1r ); elseQ jc =AQ j−1r .
5: else
6: if j < v −1 then [Q jr ,∼]= qr(A∗Q j−1c ); elseQ jr =A∗Q j−1c .
7: if v is even then
8: Kc = [Q1c Q3c · · · Qv−1c ].
9: [Qc ,∼]= qr(Kc ).
10: [Qr ,Rr ]= qr(A∗Qc ).
11: [Vˆp ,Λp , Uˆp ]= tsvd(Rr , p).
12: else
13: Kr = [Q2r Q4r · · · Qv−1r ].
14: [Qr ,∼]= qr(Kr ).
15: [Qc ,Rc ]= qr(AQr ).
16: [Uˆp ,Λp , Vˆp ]= tsvd(Rc , p).
17: Up =QcUˆp and Vp =Qr Vˆp .
compare in practice when oversampling is applied. By oversampling a bit more the accu-
racy of Algorithm 2 can be increased and the oversampling can be chosen such that the
cost of Algorithm 2 is similar to the cost of Algorithm 9. Which approach should be chosen
in practice?
The results in section 8.3.3 suggest that Algorithm 2 with additional oversampling can
be competitive with Algorithm 9 when the matrix has reasonably rapid spectral decay. Al-
gorithm 9, however, is more advantageous for problems where the tail of the singular spec-
trum is flat. This can be the case when dealing with noisy data matrices, which was the
problem motivating [34].
7.3. A block Krylov method for matrices stored row wise. The ideas discussed in
section 6.8 can also be applied in the block Krylov framework to improve pass-efficiency
when dealing with large matrices that are accessed row by row. In that case,A∗A times a
matrix can be evaluated in a single-pass. Therefore, the Krylov subspace for the co-range
ofA given in (7.2) can be evaluated using half the number of views needed by Algorithm 9.
Using this approach could be advantageous when dealing with large data matrices stored
out-of-core.
8. Experimental results.
8.1. Test matrices. For testing the randomized low-rank approximation methods dis-
cussed in the present study we consider seven test matrices. The first is a 6,135 by 24,000
Jacobian matrix SD arising from a synthetic geothermal inverse problem like the one ex-
amined in [3]. The leading, normalized singular values ofSD are depicted in Figure 1. The
other test matrices are the same as some of those used by [48]; two matrices that have a
singular spectrum with a flat tail, two where the trailing singular values decay polynomi-
ally and two where the decay of the tail is exponential.
Defining R = 10 and n = 1,000, each of the flat matrices is a single realization of a
matrix which is a combination of a matrix of rank R and a random noise matrix. That is,
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FIG. 1. Scaled singular values for the test matrices.
these flat or low-rank plus noise matrices are n×n matrices given by
(8.1) diag(1, · · · , 1︸ ︷︷ ︸
R
, 0, · · · , 0)+
√
ηR
2n2
(
G+G∗) ,
where the elements of G ∈ Rn×n are drawn independently from a standard Gaussian dis-
tribution. The noisy test matrices are a medium noise matrix (LowRankMedNoise) with
η= 10−2 and a high noise matrix (LowRankHiNoise) with η= 1.
The polynomial decay matrices are diagonal matrices of the following type:
(8.2) diag(1, · · · , 1︸ ︷︷ ︸
R
, 2−ρ , 3−ρ , · · · , [n−R+1]−ρ).
The first polynomially decaying matrix has a slow decay ρ = 1 (PolySlow); the other de-
cays faster with ρ = 2 (PolyFast). Similarly, the exponentially decaying matrices are de-
fined as
(8.3) diag(1, · · · , 1︸ ︷︷ ︸
R
, 10−θ, 10−2θ , · · · , 10−(n−R)θ).
We use one matrix with a rapid decay θ = 1 (ExpFast) and another with a slower decay
θ = 0.25 (ExpSlow). The singular spectra of the above test matrices are shown in Figure 1.
8.2. Quantifying algorithmic accuracy. To quantify the performance of the random-
ized algorithms, the generated rank-p approximations Aˆout are compared with the opti-
mal rank-p factorization of the matrix of interestA. In terms of the Frobenius and spectral
norms the optimal rank-p factorization is the rank-p TSVD ofA, denoted by Ap .
For some of the tests, we follow [48] and compare the relative Frobenius norm errors,
defined as
(8.4) Relative Frobenius Error :=
∥∥A−Aˆout∥∥F∥∥A−Ap∥∥F −1.
Likewise, we also look at the relative spectral norm errors, defined as
(8.5) Relative Spectral Error :=
∥∥A−Aˆout∥∥∥∥A−Ap∥∥ −1.
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8.3. Effectiveness of the generalized subspace iteration method.
8.3.1. Standard application. Figure 2 shows the decay of the spectral and Frobenius
norm errors as functions of matrix views when using the generalized subspace iteration
method (Algorithm 2). To generate the results shown in Figure 2 we examined generating
approximations of the test matrices with a target rank p = 10. The oversampling was fixed
as l = 10. The approximation errors given in Figure 2 are averages over 50 calls of Algo-
rithm 2. As we would expect, based on Theorems 3.1 and 4.1, the relative errors decay ex-
ponentially with the number of matrix views. Approximation errors for the exponentially
decaying test matrices are not shown in Figure 2 because they have low approximation
errors for any number of views.
The advantage of using the more general subspace Algorithm 2 over the standard sub-
space Algorithm 1 (same as Algorithm 2 for even views) is apparent from looking at Fig-
ure 2. That is, for some matrices an odd number of views can suffice to achieve a desired
accuracy. In that case, the additional matrix view needed when using Algorithm 1 is exces-
sive and a waste of computational effort.
8.3.2. Application to normal matrices. In section 4.2 it was suggested that using J∗
as input into Algorithm 2 may, for some applications, perform differently to using J as in-
put. Here we consider using Algorithm 2 to form a low-rank approximation of J∗J . Here,
the low-rank approximations are compared against J∗Jp and expected errors were es-
timated by running each method 500 times.
Figure 3 showcases the difference between using J and J∗ as input into Algorithm 2,
for the noisy and polynomial test matrices. As suggested by the discussion in section 4.2,
using J as input for even views and J∗ as input for odd views gives the best accuracy. This
is algebraically equivalent to using the Nyström type approach (Algorithm 4). The alter-
native choices for Algorithm 2, which equate to using the pinched method (Algorithm 5),
perform worse. Notice that for some problems a poor choice of input into Algorithm 2
can result in little gain in accuracy over using the same input matrix and one less view.
However, for some problems the difference can be less extreme or even negligible.
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FIG. 2. Matrix approximation errors when using the generalized subspace iteration method (Algorithm 2),
with a target rank p = 10 and oversampling parameter l = 10. a) Relative spectral norm error (8.5). b) Relative
Frobenius norm error (8.4).
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FIG. 3. For selected test matricesJ , spectral norm approximation errors (8.5) of the normal matrixJ∗J when
using the Prolonged (Nyström) sketch Algorithm 4, the Pinched sketch Algorithm 5, J as input into Algorithm 2, or
J∗ as input into Algorithm 2. For all the plots the target rank was p = 10.
Figure 4 tells a similar story when considering the Jacobian test matrix SD. For the
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results in Figure 4, we used a diagonal matrix containing the top 1,000 singular values of
SD as a surrogate for SD. This was done to speed up the analysis but does not affect the
overall results. The results show forSD that the Nyström template has a noticeable advan-
tage for a small number of views (v < 4), especially when considering the 2-view variants.
This is good to know since four views or less is what we would hope to be sufficient.
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FIG. 4. For the 6,135 by 24,000 Jacobian test matrix J =SD, spectral norm approximation errors (8.5) of the
normal matrix J∗J when using the Prolonged (Nyström) sketch Algorithm 4, the Pinched sketch Algorithm 5, J
as input into Algorithm 2, or J∗ as input into Algorithm 2.
8.3.3. Subspace iteration compared with the block Krylov approach. We also con-
sider differences between applying the block Krylov Algorithm 9 and the simpler subspace
iteration Algorithm 2. For these tests we considered the Jacobian test matrix and the three
matrices with the slowest decay, since the other test matrices do not require many views to
achieve a high-quality factorization. Figure 5 compares the pass efficiency of Algorithm 9
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and Algorithm 2 when using l = 10 and averaging over 50 runs.
The results show for fixed oversampling and views that the block Krylov method is
more accurate. However, Figures 5c)-f) also show that the subspace iteration method can
be made more accurate by oversampling more. For the matrices that have reasonably
rapid spectral decay, additional oversampling can make the pass efficiency of Algorithm 2
comparable to Algorithm 9. Figures 5 and 6 show for reasonably decaying matrices that
Algorithm 2 can achieve accuracy akin to Algorithm 9 using a similar number of matrix-
vector multiplications and views. This is important to know since the main computational
expense for the Jacobian matrices motivating this study is from the number of matrix-
vector multiplications, which are found using adjoint and direct simulations.
Considering these results and the fact that Algorithm 9 has higher computational cost
associated with the large Krylov space, Algorithm 2 may be advantageous for some prob-
lems. Furthermore, for each view Algorithm 2 involves multiplying the input matrix with
a matrix having a fixed number of columns. This may be more suitable when dealing with
adjoint and direct simulations as the sample size p + l could be tailored to the available
computational hardware. Algorithm 9, on the other hand, would involve a variable num-
ber of adjoint and direct solves, which could make it harder to optimize. However, for data
matrices with trailing singular values that decay slowly, the block Krylov approach can be
better, see Figures 5 and 6, and [34]. Furthermore, Figures 5 and 6 show that increased
sampling may not be worth the cost when the decay is slow.
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FIG. 5. Improvement in matrix approximation errors when increasing the number of matrix passes or views,
when using the generalized subspace iteration method (Algorithm 2) and the generalized block Krylov algorithm
(Algorithm 9).
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FIG. 6. Improvement in matrix approximation errors with respect to the number of matrix-vector multi-
plications, when using the generalized subspace iteration method (Algorithm 2) and the generalized block Krylov
algorithm (Algorithm 9).
8.4. Comparison of 1-view streaming methods. Section 6 gives templates for 1-view
variants that potentially improve upon the state-of-the-art 1-view methods outlined in
[48]. Here we are mainly interested in studying Algorithm 7 when using l1 ' l2. By l1 ' l2
we mean l1 = bT /2c−p (which gives l1 = l2 or l1 = l2−1). Section 8.4.1 compares different
schemes for the modification parameter lc when using Algorithm 7 with l1 ' l2. Section
8.4.2 compares selected schemes from section 8.4.1 with the baseline 1-view scheme rec-
ommended by [48]. Finally, section 8.4.3 considers the improved extended scheme intro-
duced in section 6.7 and how well practical oversampling schemes can perform compared
with the best possible. The relative errors presented in this section are averages over 50
trials.
8.4.1. Choosing lc. Figure 7 compares, for l1 ' l2, schemes where lc is chosen a pri-
ori as a fixed ratio of l1 (6.8) and the minimum variance approach (6.11). The minimum
variance approach uses post-processing to choose lc, every time a low-rank approxima-
tion is generated. Therefore, lc can vary between runs of the minimum variance approach
though other input parameters stay fixed.
To increase accuracy lc should take on larger values when the singular spectrum de-
cays fast. But, notice from Figure 7 how choosing a large value, especially lc = l1, is a bad
idea unless the spectral decay is rapid and l1 is large enough. These results for the rela-
tionship between lc and l1 are analogous to the results for the relationship between l1 and
l2 when using the baseline 1-view method [48]. From Figure 7 we draw the conclusion that
the simple choice lc = bl1/2c works quite well overall. However, like the baseline oversam-
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pling schemes proposed by [48] and discussed in section 6.3, the fixed lc schemes require
some prior ideas about the expected spectral decay to get peak performance. The adaptive
minimum variance approach, on the other hand, performs close to the best for most of the
test problems and oversampling budgets.
8.4.2. Baseline method compared with l1 ' l2 variants. Figure 8 compares the base-
line 1-view approach with Algorithm 7 using l1 ' l2, with lc chosen using the minimum
variance approach or lc = bl1/2c. For the baseline method we chose to run three vari-
ants, one for each oversampling scheme proposed by [48]. These baseline oversampling
schemes are designed for matrices with flat (FLAT: (6.4)), moderately decaying (DECAY:
(6.5)) and rapidly decaying (RAPID: (6.6)) singular spectra. Figure 8 shows that Algorithm 7
with l1 ' l2 performs similarly to the baseline 1-view approaches. The scheme using
lc = bl1/2c works similarly to the most widely applicable baseline scheme (DECAY: (6.5)).
Again, the minimum variance approach worked the best overall.
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FIG. 7. Relative Frobenius errors when using Algorithm 7 with l1 ' l2 (l1 = b(l1 + l2)/2c = bT /2c− p). The
rank of the approximations is p = 5, unless specified otherwise. The plots compare the performance of choosing a
fixed lc using (6.8) with choosing lc adaptively according to the minimum variance (Min. Var.) approach (6.11).
PASS-EFFICIENT RANDOMIZED ALGORITHMS FOR LOW-RANK MATRIX APPROXIMATION 33
4 8 16 32 64 128 256
l1 +l2
10 2
10 1
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(a)
LowRankMedNoise
4 8 16 32 64 128 256
l1 +l2
10 1
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(b)
LowRankHiNoise
4 8 16 32 64 128 256
l1 +l2
10 2
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(c)
PolySlow
4 8 16 32 64 128 256
l1 +l2
10 6
10 4
10 2
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(d)
PolyFast
4 8 16 32 64 128 256
l1 +l2
10 10
10 8
10 6
10 4
10 2
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(e)
ExpSlow
4 8 16 32 64 128 256
l1 +l2
10 10
10 8
10 6
10 4
10 2
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(f)
ExpFast
4 8 16 32 64 128 256
l1 +l2
10 6
10 4
10 2
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(g)
SD (p =1)
4 8 16 32 64 128 256
l1 +l2
10 4
10 2
100
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(h)
SD (p =5)
FLAT DECAY RAPID lc =bl1 /2c lc Min. Var.
4 8 16 32 64 128 256
l1 +l2
100
102
R
e
la
ti
v
e
 F
ro
b
e
n
iu
s 
E
rr
o
r
(i)
SD (p =50)
FIG. 8. Relative Frobenius errors when using Algorithm 7 compared against the baseline 1-view algorithm
(see section 6.2). The rank of the approximations is p = 5, unless specified otherwise. For Algorithm 7 we consider
l1 ' l2 with lc chosen as bl1/2c or chosen adaptively by the minimum variance (Min. Var.) approach (6.11). For the
baseline method we consider oversampling schemes for flat (FLAT: (6.4)), moderately decaying (DECAY: (6.5)), and
rapidly decaying (RAPID: (6.6)) singular spectra.
8.4.3. Optimal performance and the extended scheme. To compare further the 1-
view methods, outlined in section 6, we look at their optimal performance using a com-
parison similar to that used in [48]. More specifically, we consider the baseline 1-view
method, Algorithm 7 with l1 ' l2 and the two extended sketching variants. Here we try to
estimate the best performance a method can be expected to achieve for a given sampling
budget T . Here the best performance of a method was found by running each method 50
times for feasible oversampling parameters given the storage budget T and choosing the
fixed oversampling scheme that gave the minimum average Frobenius error. This differs
slightly from the oracle performance measure used by [48], where they ran each method
for feasible oversampling parameters and found the minimum error. They repeated this
and took the average minimum error over 20 trials. The oracle performance measure gives
lower errors than the best performance measure. In our opinion, the best performance
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FIG. 9. Best performance of Algorithm 7 (with l1 ' l2), the baseline 1-view algorithm (see section 6.2), an
inaccurate extended 1-view method (6.17), and an improved extended 1-view method (6.18). The methods are
compared in terms of their performance with respect to the memory budget T . All tests used a fixed rank p = 5 for
the approximations.
measure better reflects the peak performance that we could hope to achieve. It should be
noted that [48] did not claim that oracle performance is achievable in practice but used it
as a tool for comparing the possible upside of various methods.
Figure 9 compares the best performance for the baseline method, Algorithm 7 with
l1 ' l2, and the extended sketch methods. As claimed in section 6.7 the proposed modifi-
cation to the extended sketch (6.18) performs substantially better than using (6.17). Using
(6.18) also retains the good performance characteristics of using (6.17) for small oversam-
pling and flat spectra. Overall for a fixed memory budget T the improved extended sketch-
ing method (6.18) performs the best out of the presented 1-view methods. The baseline
1-view method and Algorithm 7 (l1 ' l2) have similar peak performance characteristics.
But how do practical implementations compare to the best performance?
Figure 10 shows approximation errors that are achievable in practice using the mini-
mum variance approach along with the best performance for Algorithm 7 with l1 ' l2. The
minimum variance scheme does well and gives approximations comparable to the best
performance. Figure 10 also depicts results of using (6.18) with oversampling parameters
chosen according to (6.19). This scheme, arrived at by simple trial and error, results in
approximation errors that are close to the best performance. The oversampling scheme
(6.19) and the minimum variance method worked well for the matrices we tested, but this
may not necessarily be the case in general. However, the presented 1-view methods and
oversampling schemes are promising.
9. Conclusions. We have presented practical randomized algorithms which are vari-
ations of popular randomized algorithms for a rank-p approximation of a rectangular ma-
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FIG. 10. Best performance of Algorithm 7 (with l1 ' l2) and an improved extended 1-view method (6.18)
compared with practical versions of both methods. The methods are compared in terms of their performance with
respect to the memory budget T . All tests used a fixed rank p = 5 for the approximations. Min. Var. refers to
using Algorithm 7 with (6.11).
trix. The study was aimed at practical algorithms that can be applied to a range of prob-
lems which may have an arbitrary budget for the number of times the matrix is accessed
or viewed. To this end, we considered a more general randomized subspace iteration algo-
rithm that generates a rank-p factorization using any number of views v ≥ 2 as a substitute
for a widely used subspace algorithm which only uses an even number of views. We also
extended this approach to a block Krylov framework, which can be advantageous for ma-
trices that have a heavy tail in their singular spectrum.
For applications that can only afford viewing the data matrix once, we presented im-
proved randomized 1-view methods. Adapting a 1-view algorithm recently recommended
by [48], we arrived at a simple algorithm and sampling scheme that can outperform the al-
gorithm recommended by [48] for a range of matrices. The 1-view approach proposed here
achieves this by using an adaptive post-processing step which analyses in a simple way
the information contained in the randomized sketches created by the 1-view scheme. We
also improve an extended 1-view method which was tested by [48]. A simple adjustment
to the extended 1-view method makes it considerably more accurate and it can outper-
form the previously mentioned 1-view method when the goal is to minimize the memory
required by the randomized matrix sketches. Furthermore, based on 1-view and power
iteration methods proposed by [58, 59], we proposed a highly pass-efficient randomized
block Krylov algorithm that is suited to approximating large matrices stored out-of-core in
either row-major or column-major format.
We also discussed how randomized algorithms can be applied to the type of nonlin-
ear and large-scale inverse problems, motivating this study. In particular, we discussed
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various randomized strategies for approximating Levenberg-Marquardt model updates at
a low computational cost. In relation to the motivating problem we discussed subtle dif-
ferences, accuracy wise, between applying the randomized subspace or block-Krylov al-
gorithms to a matrix of interest or its transpose. The subtle differences may be important
when estimating normal matrices such as those appearing in inverse problems and are
important in applications that involve estimating either the left-singular or right-singular
subspace of a matrix. Computational experiments supported the claims made on the
properties of the presented randomized algorithms.
Appendix A. Proof of Theorem 4.1. To prove Theorem 4.1 we use the following theo-
rem, which is analogous to [22, Thm. 9.2].
THEOREM A.1 (Half power scheme). LetA ∈Rnr×nc and letΩr ∈Rnc×s . For an integer
q ≥ 1 set Yr = (A∗A)qΩr . Let Qr ∈ Rnc×s be an orthonormal matrix which forms a basis
for the range of Yr . Then∥∥A(I −QrQ∗r )∥∥2q ≤ ∥∥(A∗A)q (I −QrQ∗r )∥∥ .
Proof. Given an orthogonal projector R, a nonnegative diagonal matrix D and t ≥ 1
we use the claim that [22, Prop. 8.6]
(A.1) ‖RDR‖t ≤ ∥∥RDtR∥∥ .
Now, with the SVDA=UΛV ∗ and an orthogonal projectorP ∈Rnc×nc we get
‖AP ‖4q = ∥∥PA∗AP ∥∥2q = ∥∥(V ∗PV )Λ2(V ∗PV )∥∥2q
≤ ∥∥(V ∗PV )Λ4q (V ∗PV )∥∥= ∥∥P (A∗A)2qP ∥∥
= ∥∥P (A∗A)q (A∗A)qP ∥∥= ∥∥(A∗A)qP ∥∥2 .
The second and fourth relations apply because of the unitary invariance of the spectral
norm. The third relation applies because V ∗PV is an orthogonal projector and (A.1)
therefore applies. Finally, replaceP with the orthogonal projector I −QrQ∗r and take the
square root of the first and last spectral norms.
With Theorem A.1 in hand we prove Theorem 4.1 in the same fashion as [22] proved
Theorem 3.1.
Proof of Theorem 4.1. Define B = (A∗A)q . Then, by Hölder’s inequality and Theo-
rem A.1,
E
[∥∥A−AQrQ∗r ∥∥]≤ (E[∥∥A−AQrQ∗r ∥∥2q])1/(2q) ≤ (E[∥∥B−BQrQ∗r ∥∥])1/(2q) .
Now,
E
[∥∥B−BQrQ∗r ∥∥]= E[∥∥B∗−QrQ∗rB∗∥∥]≤ (1+√ pl −1
)
λ
2q
p+1+
e
√
p+ l
l
(∑
j>p
λ
4q
j
)1/2
.
The above uses thatB has singular values
{
λ
2q
j
}min(nr ,nc )
j=1 and the inequality follows from
[22, Thm. 10.6], which is a special case of Theorem 3.1 with q = 0.
Appendix B. Properties of truncated Levenberg-Marquardt updates. Consider the
Levenberg-Marquardt update equation (5.2) and that we have a TSVD approximation of
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the Jacobian J ≈ Jˆ . We assume that the rank of the approximation is s, that is J ≈ Jˆ =
UsΛsV
∗
s . This approximation could be formed using a randomized algorithm, such as
Algorithm 2, but could also be the exact TSVD. For approximately solving (5.2) we consider
using the rank-p approximation Jˆp =UpΛpV ∗p , where p ≤ s, and one of the following
approximate LM updates (see also (5.3), (5.5), and (5.15)):
δx1 =
p∑
i=1
αivi ; δx2 =
p∑
i=1
βivi ; δx3 =− 1
µ+γ
[
(gobs+µx)+
p∑
i=1
λ2i βivi
]
,(B.1)
where
αi =− 1
µ+γ+λ2i
[
λiu
∗
i d+µv∗i x
]
; βi =− 1
µ+γ+λ2i
[
v∗i gobs+µv∗i x
]
.(B.2)
B.1. Length of parameter update. For the first two update methods we have
‖δx1‖2 =
p∑
i=1
α2i ; ‖δx2‖2 =
p∑
i=1
β2i .(B.3)
Therefore, ‖δx1‖ and ‖δx1‖ increase monotonically with the truncation p, for a given
TSVD approximation Jˆ . This is a good property as it means that p can be used to reg-
ularize the model update, both in terms of step length as well as filtering out components
that would contribute high-frequency components. However, this is not the case for the
third updating scheme, as shown below.
For the following discussion we use the matrix V = [Vs |V⊥] = [v1v2 . . . vNm ], where
V⊥ is a complementary basis orthogonal to Vs such that V defines a complete orthonor-
mal basis for RNm . In that case,
δx3 =
p∑
i=1
βivi +
Nm∑
i=p+1
β˜ivi ,(B.4)
where
(B.5) β˜i =− 1
µ+γ (v
∗
i gobs+µv∗i x)=
µ+γ+λ2i
µ+γ βi ,
that is, β˜i = κiβi where κi ≥ 1. Accordingly, for 1≤ p < s,
∥∥[δx3]p∥∥2 = p∑
i=1
β2i +
Nm∑
i=p+1
β˜2i ≥
p+1∑
i=1
β2i +
Nm∑
i=p+2
β˜2i =
∥∥[δx3]p+1∥∥2 ,(B.6)
since β˜2i ≥ β2i . Decreasing p, therefore, increases the length of the model update δx3 and
truncating p is not effective as a regularization tool. Furthermore,
‖δx3‖2 =
p∑
i=1
β2i +
Nm∑
i=p+1
β˜2i = ‖δx2‖2+
Nm∑
i=p+1
β˜2i ≥ ‖δx2‖2 .(B.7)
Therefore, when using δx3, γ and µ become more important for regulating the problem
and may need to be chosen larger. A larger γ may be needed to make ‖δx3‖ comparable
to ‖δx2‖. For an exact TSVD or when using a randomized approximation such that Jˆ =
JQrQ
∗
r then δx1 = δx2 (5.9) and we get [53, Lemma 5.8].
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B.2. Comparison with full update. We also look at comparing the TSVD updates with
the full LM update. Given the exact SVD of J whose full rank is r , the full LM solution (5.2)
can be written as
δx¯=−[J∗J + (µ+γ)I]−1 (J∗d+µx)= r∑
i=1
βivi +
Nm∑
i=r+1
β˜ivi .(B.8)
Then using the exact rank-p TSVD the difference between the third update scheme and
the full update is
δx3−δx¯=
r∑
i=p+1
(β˜i −βi )vi =
r∑
i=p+1
λ2i
µ+γβivi(B.9)
and
‖δx3−δx¯‖ =
{
r∑
i=p+1
[
λ2i
(µ+γ)(µ+γ+λ2i )
]2
(v∗i gobs+µv∗i x)2
}1/2
(B.10)
≤
λ2p+1
(µ+γ)(µ+γ+λ2p+1)
∥∥gobs+µx∥∥ .(B.11)
For µ= 0 or x=0 we get the result given by [53, Prop. 5.7], that is
‖δx3−δx¯‖2 =
{
r∑
i=p+1
[
λ2i
(µ+γ)(µ+γ+λ2i )
]2
(λiu
∗
i d)
2
}1/2
(B.12)
≤
λ3p+1
(µ+γ)(µ+γ+λ2p+1)
‖d‖ .(B.13)
We can similarly consider δx2, given the exact TSVD of J . Then
δx2−δx¯=−
r∑
i=p+1
βivi −
Nm∑
i=r+1
β˜ivi(B.14)
and
‖δx2−δx¯‖2 =
r∑
i=p+1
β2i +
Nm∑
i=r+1
β˜2i(B.15)
=
r∑
i=p+1
(
1
µ+γ+λ2i
)2
(v∗i [gobs+µx])2+
Nm∑
i=r+1
(
µ
µ+γ
)2
(v∗i x)
2.(B.16)
Comparing this with the error for δx3, the last term in (B.16) suggests that δx2 and δx1
may have difficulties smoothing out high-frequency components that can build up in x
during an inversion. This is consistent with our experience, that δx3 can perform better
than δx2 and δx1 at lowering the regularization term at late inversion iterations. This is
because δx3 works in the full model parameter space which also helps to lower the overall
objective function (5.1). On the other hand, δx2 and δx1 are better for regulating model
updates at early inversion iterations.
For the case when µ= 0 or x=0 we get
‖δx2−δx¯‖ =
{
r∑
i=p+1
(
1
µ+γ+λ2i
)2
(λiu
∗
i d)
2
}1/2
≤max
({
λi
µ+γ+λ2i
}r
i=p+1
)
‖d‖ ,(B.17)
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where
(B.18)
{
λi
µ+γ+λ2i
}r
i=p+1
=
[
λp+1
µ+γ+λ2p+1
,
λp+2
µ+γ+λ2p+2
, · · · , λr
µ+γ+λ2r
]
.
For this case [53, Prop. 5.6] gave the bound
(B.19) ‖δx2−δx¯‖ ≤
λp+1
µ+γ+λ2p+1
‖d‖ .
However, though, (B.19) holds for λp+1 ≤ pµ+γ it does not hold in general. Instead if
λp+1 >pµ+γ and λr ≤pµ+γ, we may expect that
(B.20) ‖δx2−δx¯‖ ≤max
({
λi
µ+γ+λ2i
}r
i=p+1
)
‖d‖ ≈ 1
2
p
µ+γ ‖d‖ .
The above approximation for the bound is good when one of the discarded singular values
is close to
p
µ+γ. Otherwise, if λr >pµ+γ,
(B.21) ‖δx2−δx¯‖ ≤ λr
µ+γ+λ2r
‖d‖ .
The above error bounds are given for the case of an exact TSVD. Nevertheless, they
can also be informative for reasonably good randomized low-rank approximations. The
bounds for x= 0 can additionally give insight into what to expect at early inversion itera-
tions when µx is small compared to the observation gradient gobs.
Acknowledgments. The author thanks Farbod (Fred) Roosta-Khorasani for thoughtful
discussions on randomized methods, and Prof. Michael J. O’Sullivan, Oliver J. Maclaren,
Ruanui Nicholson and N. Benjamin Erichson for helpful discussions and feedback on the
manuscript.
REFERENCES
[1] Automatic differentiation: applications, theory, and implementations, in Lecture Notes in Computational
Science and Engineering, H. M. Bücker, G. Corliss, P. Hovland, U. Naumann, and B. Norris, eds., vol. 50,
Springer, 2006.
[2] H. AVRON, P. MAYMOUNKOV, AND S. TOLEDO, Blendenpik: Supercharging LAPACK’s least-squares solver,
SIAM Journal on Scientific Computing, 32 (2010), pp. 1217–1236.
[3] E. K. BJARKASON, O. J. MACLAREN, J. P. O’SULLIVAN, AND M. J. O’SULLIVAN, Randomized truncated SVD
Levenberg-Marquardt approach to geothermal natural state and history matching, Water Resources
Research, 54 (2018), https://doi.org/10.1002/2017WR021870.
[4] C. BOUTSIDIS, D. P. WOODRUFF, AND P. ZHONG, Optimal principal component analysis in distributed
and streaming models, in Proceedings of the 48th Annual ACM Symposium on Theory of Comput-
ing (STOC), 2016, https://doi.org/10.1145/2897518.2897646.
[5] T. BUI-THANH, C. BURSTEDDE, O. GHATTAS, J. MARTIN, G. STADLER, AND L. C. WILCOX, Extreme-scale
UQ for Bayesian inverse problems governed by PDEs, in Proc. International Conference for High Per-
formance Computing, Networking, Storage and Analysis, 2012, https://doi.org/10.1109/sc.2012.56.
[6] J. CARRERA, A. ALCOLEA, A. MEDINA, J. HIDALGO, AND L. J. SLOOTEN, Inverse problem in hydrogeology,
Hydrogeology Journal, 13 (2005), pp. 206–222, https://doi.org/10.1007/s10040-004-0404-7.
[7] K. L. CLARKSON AND D. P. WOODRUFF, Numerical linear algebra in the streaming model, in Proceedings
of the 41st ACM Symposium on Theory of Computing (STOC), 2009, pp. 205–214, https://doi.org/10.
1145/1536414.1536445.
[8] K. L. CLARKSON AND D. P. WOODRUFF, Low rank approximation and regression in input sparsity time,
in Proceedings of the 45th annual ACM Symposium on Theory of Computing (STOC), 2013, https:
//doi.org/10.1145/2488608.2488620.
40 ELVAR K. BJARKASON
[9] M. B. COHEN, S. ELDER, C. MUSCO, C. MUSCO, AND M. PERSU, Dimensionality reduction for k-means
clustering and low rank approximation, in Proceedings of the 47th ACM Symposium on Theory of
Computing (STOC), 2015, pp. 163–172, https://doi.org/10.1145/2746539.2746569.
[10] T. CUI, K. J. LAW, AND Y. M. MARZOUK, Dimension-independent likelihood-informed MCMC, Journal of
Computational Physics, 304 (2016), pp. 109–137, https://doi.org/10.1016/j.jcp.2015.10.008.
[11] T. CUI, J. MARTIN, Y. M. MARZOUK, A. SOLONEN, AND A. SPANTINI, Likelihood-informed dimension reduc-
tion for nonlinear inverse problems, Inverse Problems, 30 (2014), p. 114015, https://doi.org/10.1088/
0266-5611/30/11/114015.
[12] P. DRINEAS, I. C. F. IPSEN, E. M. KONTOPOULOU, AND M. MAGDON-ISMAIL, Structural convergence results
for approximation of dominant subspaces from block Krylov spaces, 2017, https://arxiv.org/abs/1609.
00671v2.
[13] P. DRINEAS, M. W. MAHONEY, S. MUTHUKRISHNAN, AND T. SARLÓS, Faster least squares approximation,
Numerische Mathematik, 117 (2010), pp. 219–249, https://doi.org/10.1007/s00211-010-0331-6.
[14] N. B. ERICHSON, A. MENDIBLE, S. WIHLBORN, AND J. N. KUTZ, Randomized nonnegative matrix factoriza-
tion, Pattern Recognition Letters, 104 (2018), pp. 1–7, https://doi.org/10.1016/j.patrec.2018.01.007.
[15] N. B. ERICHSON, S. VORONIN, S. L. BRUNTON, AND J. N. KUTZ, Randomized matrix decompositions using
R, 2017, https://arxiv.org/abs/1608.02148v4.
[16] A. GITTENS AND M. W. MAHONEY, Revisiting the Nyström method for improved large-scale machine learn-
ing, Journal of Machine Learning Research, 17 (2016), pp. 1–65.
[17] R. M. GOWER AND P. RICHTÁRIK, Randomized iterative methods for linear systems, SIAM Journal on Matrix
Analysis and Applications, 36 (2015), pp. 1660–1690, https://doi.org/10.1137/15m1025487.
[18] A. GRIEWANK, Achieving logarithmic growth of temporal and spatial complexity in reverse automatic
differentiation, Optimization Methods and Software, 1 (1992), pp. 35–54, https://doi.org/10.1080/
10556789208805505.
[19] A. GRIEWANK AND A. WALTHER, Evaluating Derivatives: Principles and Techniques of Algorithmic Differ-
entiation, Society for Industrial and Applied Mathematics (SIAM), 2nd ed., 2008, https://doi.org/10.
1137/1.9780898717761.
[20] M. GU, Subspace iteration randomization and singular value problems, SIAM Journal on Scientific Com-
puting, 37 (2015), pp. A1139–A1173, https://doi.org/10.1137/130938700.
[21] N. HALKO, P. G. MARTINSSON, Y. SHKOLNISKY, AND M. TYGERT, An algorithm for the principal component
analysis of large data sets, SIAM Journal on Scientific Computing, 33 (2011), pp. 2580–2594, https:
//doi.org/10.1137/100804139.
[22] N. HALKO, P. G. MARTINSSON, AND J. A. TROPP, Finding structure with randomness: Probabilistic algo-
rithms for constructing approximate matrix decompositions, SIAM Review, 53 (2011), pp. 217–288,
https://doi.org/10.1137/090771806.
[23] M. HINZE, R. PINNAU, M. ULBRICH, AND S. ULBRICH, Optimization with PDE constraints, volume
23 of Mathematical Modelling: Theory and Applications, Springer, 2009, https://doi.org/10.1007/
978-1-4020-8839-1.
[24] H. LI, G. C. LINDERMAN, A. SZLAM, K. P. STANTON, Y. KLUGER, AND M. TYGERT, Algorithm 971: An imple-
mentation of a randomized algorithm for principal component analysis, ACM Transactions on Math-
ematical Software (TOMS), 43 (2017), https://doi.org/10.1145/3004053.
[25] E. LIBERTY, F. WOOLFE, P. G. MARTINSSON, V. ROKHLIN, AND M. TYGERT, Randomized algorithms for the
low-rank approximation of matrices, Proceedings of the National Academy of Sciences, 104 (2007),
pp. 20167–20172, https://doi.org/10.1073/pnas.0709640104.
[26] M. W. MAHONEY, Randomized algorithms for matrices and data, Foundations and Trends in Machine
Learning, 3 (2011), pp. 123–224, https://doi.org/10.1561/2200000035.
[27] P. G. MARTINSSON, Randomized methods for matrix computations and analysis of high dimensional data,
(2016), https://arxiv.org/abs/1607.01649.
[28] P. G. MARTINSSON, G. QUINTANA-ORTÍ, AND N. HEAVNER, randUTV: A blocked randomized algorithm for
computing a rank-revealing UTV factorization, (2017), https://arxiv.org/abs/1703.00998.
[29] P. G. MARTINSSON, V. ROKHLIN, AND M. TYGERT, A randomized algorithm for the approximation of ma-
trices, Tech. Report Yale CS research report YALEU/DCS/RR-1361, Yale University, Computer Science
Department, 2006.
[30] P. G. MARTINSSON, V. ROKHLIN, AND M. TYGERT, A randomized algorithm for the decomposition of matri-
ces, Applied and Computational Harmonic Analysis, 30 (2011), pp. 47–68, https://doi.org/10.1016/j.
acha.2010.02.003.
[31] P. G. MARTINSSON, A. SZLAM, AND M. TYGERT, Normalized power iterations for the computation of SVD,
Manuscript, (2010).
[32] P. G. MARTINSSON AND S. VORONIN, A randomized blocked algorithm for efficiently computing rank-
revealing factorizations of matrices, SIAM Journal on Scientific Computing, 38 (2016), pp. S485–S507,
https://doi.org/10.1137/15m1026080.
[33] X. MENG, M. A. SAUNDERS, AND M. W. MAHONEY, LSRN: A parallel iterative solver for strongly over- or
PASS-EFFICIENT RANDOMIZED ALGORITHMS FOR LOW-RANK MATRIX APPROXIMATION 41
underdetermined systems, SIAM Journal on Scientific Computing, 36 (2014), pp. C95–C118, https://
doi.org/10.1137/120866580.
[34] C. MUSCO AND C. MUSCO, Randomized block Krylov methods for stronger and faster approximate singu-
lar value decomposition, in Advances in Neural Information Processing Systems 28, C. Cortes, N. D.
Lawrence, D. D. Lee, M. Sugiyama, and R. Garnett, eds., Curran Associates, Inc., 2015, pp. 1396–1404.
[35] D. S. OLIVER, A. C. REYNOLDS, AND N. LIU, Inverse theory for petroleum reservoir characterization and
history matching, Cambridge University Press, Cambridge, 1 ed., 2008, https://doi.org/10.1017/
cbo9780511535642.
[36] M. J. O’SULLIVAN, K. PRUESS, AND M. J. LIPPMANN, State of the art of geothermal reservoir simulation,
Geothermics, 30 (2001), pp. 395–429, https://doi.org/10.1016/s0375-6505(01)00005-0.
[37] N. PETRA, J. MARTIN, G. STADLER, AND O. GHATTAS, A computational framework for infinite-dimensional
Bayesian inverse problems, Part II: Stochastic Newton MCMC with application to ice sheet flow in-
verse problems, SIAM Journal on Scientific Computing, 36 (2014), pp. A1525–A1555, https://doi.org/
10.1137/130934805.
[38] J. R. P. RODRIGUES, Calculating derivatives for automatic history matching, Computational Geosciences,
10 (2006), pp. 119–136, https://doi.org/10.1007/s10596-005-9013-3.
[39] V. ROKHLIN, A. SZLAM, AND M. TYGERT, A randomized algorithm for principal component analysis,
SIAM Journal on Matrix Analysis and Applications, 31 (2009), pp. 1100–1124, https://doi.org/10.1137/
080736417.
[40] V. ROKHLIN AND M. TYGERT, A fast randomized algorithm for overdetermined linear least-squares regres-
sion, Proceedings of the National Academy of Sciences, 105 (2008), pp. 13212–13217, https://doi.org/
10.1073/pnas.0804869105.
[41] A. K. SAIBABA, Analysis of randomized subspace iteration: Canonical angles and unitarily invariant
norms, (2018), https://arxiv.org/abs/1804.02614.
[42] T. SARLÓS, Improved approximation algorithms for large matrices via random projections, in Proceedings
of the 47th Annual IEEE Symposium on Foundations of Computer Science (FOCS), 2006, https://doi.
org/10.1109/focs.2006.37.
[43] M. G. SHIRANGI, History matching production data and uncertainty assessment with an efficient TSVD
parameterization algorithm, Journal of Petroleum Science and Engineering, 113 (2014), pp. 54–71,
https://doi.org/10.1016/j.petrol.2013.11.025.
[44] M. G. SHIRANGI AND A. A. EMERICK, An improved TSVD-based Levenberg–Marquardt algorithm for history
matching and comparison with Gauss–Newton, Journal of Petroleum Science and Engineering, 143
(2016), pp. 258–271, https://doi.org/10.1016/j.petrol.2016.02.026.
[45] R. TAVAKOLI AND A. C. REYNOLDS, History matching with parameterization based on the singular value
decomposition of a dimensionless sensitivity matrix, SPE Journal, 15 (2010), pp. 495–508, https://doi.
org/10.2118/118952-pa.
[46] R. TAVAKOLI AND A. C. REYNOLDS, Monte Carlo simulation of permeability fields and reservoir performance
predictions with SVD parameterization in RML compared with EnKF, Computational Geosciences, 15
(2011), pp. 99–116, https://doi.org/10.1007/s10596-010-9200-8.
[47] J. A. TROPP, A. YURTSEVER, M. UDELL, AND V. CEVHER, Fixed-rank approximation of a positive-
semidefinite matrix from streaming data, in Proceedings of the 31st Conference on Neural Information
Processing Systems (NIPS 2017), Long Beach, California, 2017.
[48] J. A. TROPP, A. YURTSEVER, M. UDELL, AND V. CEVHER, Practical sketching algorithms for low-rank matrix
approximation, SIAM Journal on Matrix Analysis and Applications, 38 (2017), pp. 1454–1485, https:
//doi.org/10.1137/17m1111590.
[49] J. UPADHYAY, Fast and space-optimal low-rank factorization in the streaming model with application in
differential privacy, (2016), https://arxiv.org/abs/1604.01429.
[50] C. R. VOGEL AND J. G. WADE, A modified Levenberg-Marquardt algorithm for large-scale inverse prob-
lems, in Computation and Control III, Birkhäuser Boston, 1993, pp. 367–378, https://doi.org/10.1007/
978-1-4612-0321-6_27.
[51] C. R. VOGEL AND J. G. WADE, Iterative SVD-based methods for ill-posed problems, SIAM Journal on Scien-
tific Computing, 15 (1994), pp. 736–754, https://doi.org/10.1137/0915047.
[52] S. VORONIN AND P. G. MARTINSSON, RSVDPACK: An implementation of randomized algorithms for com-
puting the singular value, interpolative, and CUR decompositions of matrices on multi-core and GPU
architectures, (2016), https://arxiv.org/abs/1502.05366v3.
[53] S. VORONIN, D. MIKESELL, AND G. NOLET, Compression approaches for the regularized solutions of lin-
ear systems from large-scale inverse problems, International Journal on Geomathematics, 6 (2015),
pp. 251–294, https://doi.org/10.1007/s13137-015-0073-9.
[54] S. WANG, L. LUO, AND Z. ZHANG, SPSD matrix approximation vis column selection: theories, algorithms,
and extensions, Journal of Machine Learning Research, 17 (2016), pp. 1–49.
[55] D. P. WOODRUFF, Sketching as a tool for numerical linear algebra, Foundations and Trends in Theoretical
Computer Science, 10 (2014), pp. 1–157.
42 ELVAR K. BJARKASON
[56] F. WOOLFE, E. LIBERTY, V. ROKHLIN, AND M. TYGERT, A fast randomized algorithm for the approximation
of matrices, Applied and Computational Harmonic Analysis, 25 (2008), pp. 335–366, https://doi.org/
10.1016/j.acha.2007.12.002.
[57] H. XIANG AND J. ZOU, Regularization with randomized SVD for large-scale discrete inverse problems, In-
verse Problems, 29 (2013), https://doi.org/10.1088/0266-5611/29/8/085008.
[58] W. YU, Y. GU, J. LI, S. LIU, AND Y. LI, Single-pass PCA of large high-dimensional data, in Proceedings of the
Twenty-Sixth International Joint Conference on Artificial Intelligence, IJCAI-17, 2017, pp. 3350–3356,
https://doi.org/10.24963/ijcai.2017/468.
[59] W. YU, Y. GU, AND Y. LI, Efficient randomized algorithms for the fixed-precision low-rank matrix approxi-
mation, (2018), https://arxiv.org/abs/1606.09402v3.
