Abstract. This paper deals with the problem of the fundamental matrix identification on the basis of corresponding points on stereo images. It is one of the main problems in a scene reconstruction, using stereo images. This problem is commonly solved by the error-adaptive algorithm RANSAC. In this research, this problem is approached in accordance with a conformed identification principle. The method we propose in this paper ensures higher accuracy of the 3D scene reconstruction.
Introduction
This paper is devoted to one of the solutions of the problem of a scene reconstruction. For the 3D scene reconstruction based on a set of pairs of corresponding points on stereo images, it is necessary to know the matrices of cameras. If the external parameters of the cameras are unknown, they can be estimated directly from the preset corresponding points on the images. The solution of this problem is a serious issue because the number of the test points is commonly small, thus the terms of statistical stability are not satisfied, and the prior uncertainty of probabilistic characteristics of noise models takes place.
If prior probabilistic models are absent, the least-squares method (LS) is commonly applied. It is known that LS-estimation is optimal when measurement errors have normal distribution [1, 2] , but the LS method loses its efficiency in the presence of rough errors in the input data. The idea of the LS method improvement by searching for a noise-free subsystem has been introduced in the research [3] . Similar ideas of identification, based on different assumptions, are given in [4] . However, due to the lack of necessary computing power at that time, both of these approaches remained at the level of theoretical ideas.
Recent years, the estimation methods, in which the stability to rough errors such as failures is obtained at the cost of a significant increase in the computational complexity of algorithms, are gaining in popularity. RANSAC is the most widely used algorithm in the task of 3D-scenes reconstruction of this class [5, 6] . The conformed identification method proposed in [7] is still another approach to this issue.
The identification algorithm, which is based on the idea of conformed identification with the consecutive formation of a conformal set of estimates, is considered in the present work. This algorithm provides a significant reduction in computational complexity, at same time it maintains high accuracy and reliability. The results of quality metrics comparison of this algorithm and the RANSAC algorithm for solving the problem of determining fundamental matrix on test stereo images are given.
Problem Definition
Suppose there are two cameras with centers of projections at points O and O'. In the planes of projections P and P' of these cameras, it is possible to define e and e' points of intersection of OO' line with the planes P and P' (epipoles) (Fig. 1) . For some point P of the scene there are epipolar lines l and l' on the planes of projections (lines of intersection of the plane OO'P with the planes P and P'), on which the corresponding points p and p' are projections of the point P on two images. 
For a given pair of the corresponding points, the ratio (*) is a homogeneous linear equation for the coefficients , , ,   y Xc ξ (2) where с is the vector with the required characteristics composed from the coefficients of the fundamental matrix F:
8 N  -matrix X and 8 N  -vectors y and ξ are defined as
The 1 
To solve the tasks of this kind, it is offered to apply the so-called conformed identification method. The idea of this method can be briefly described as follows.
The set of the higher-level subsystems, the dimension of which is S P N   , is created of the initial system (1). On each of the subsystems, in turn, the set of the lower-level subsystems, the dimension of which is M S N   , is created. It is supposed that the matrix X and all possible matrices, composed of its lines, are nonsingular (if it is not so, the procedure of a preliminary monitoring of the conditionality and the selection of such subsystems can be provided). Let
is the LS method estimation, calculated on the k th lower-level system, and
is a set of those estimations, belonging to one of 1,
higher-level subsystems. To describe these sets l  , the mutual closeness criterion of the estimates on the corresponding lower-level subsystems is introduced:
The problem lies in estimation building on the most conformal set of estimates  , for which the criterion (3) takes its minimum value. This problem essentially leads to the determination of the index l :
Finding the most consistent set of estimates in accordance with (3), (4) is a computationally time-consuming task. Therefore, these algorithms are usually implemented on multiprocessor systems, even with a relatively small dimension of the system (1). Nevertheless, there are some problems associated with the storage of a large number of estimates, calculated on the lower-level subsystems on every node.
In this paper, a conformed identification algorithm modification, which provides a significant reduction in computational complexity, is considered in more detail in the next section. The results of the experimental tests of accuracy and reliability of the proposed modified algorithm in comparison with the algorithm of RANSAC are also provided. The results are illustrated by solving the problem of weak camera calibration, which is part of technology of 3D scenes reconstruction based on stereo images.
Consecutive Conformed Identification Algorithm
Let us consider the conformed identification algorithm, in which all generated models are processed sequentially. We assume that the dimension of the subsystems of the lower-level is equal to the dimension of the vector of the estimated parameters: 
.
Finding the most conformed set of estimates  and the corresponding estimate   For the problem considered, the replacement of one row in a subsystem by a new one comes to finding the intersection of the line corresponding to the remaining M-1 rows, and a hyperplane corresponding to added rows. As a result, the main computational cost is connected with basic subsystems solving.
The number of inefficient computations can be reduced due to the use of a small set of basic subsystems, which include every row of the initial system (2) only once.
The last variant of the solution is suitable for parallel implementation on multiprocessor systems. In this case, the most conformed subset of the estimates can be studied for on each set of the lower-level subsystems associated with one of the basic subsystems. Then, by comparing the functions of mutual closeness of the estimates obtained for different subsets and comparing their corresponding line numbers, the most conformed set of the subsystems can be found.
Outcome of the Experiment
Comparative experimental studies of the conformed identification method and the RANSAC algorithm were conducted in order to compare their accuracy in the same operating conditions. The experiments were carried out on the data sets that were modeled as follows.
In various systems (2) M = 8 and N = 12 or N = 16. The components of the parameter vector c were specified as uniformly distributed random numbers in the range of 1 to 10. The elements of matrix X were calculated in accordance with (2) the corresponding points coordinates, which are modeled as random sequences with given variances.
Components of the error vector were formed in such a manner that the normal error signal-to-noise ratio was in the range of 40-60 dB. For rough errors signal-to-noise ratio was specified in the range of 0-10 dB.
In the most models described in the papers dedicated to the effectiveness of RANSAC, the number of observations N significantly exceeds (by 2-3 orders of magnitude) the number of the estimated parameters M. If the intensity of the noise is reasonable, traditional statistical processing schemes give good results. Therefore, if the number of degrees of freedom is great, the goal of most studies is to show the advantages of the RANSAC in case when the number of rough errors reaches 80-90% of the total number of observations.
In this paper, we consider the case when the number of observations N is usually slightly higher than M (not more than 2-3 times). In this case, the statistical schemes are not suitable. Also, the frequency of the anomalous error was specified more realistically: 50-60% of the number of degrees of freedom (N-M) of the resulting system.
For comparative evaluation of the accuracy and reliability of the algorithm, we used the following parameters: the identification is correct if the ratio of the error vector norm to the parameter vector norm does not exceed 0.3. 3D scene stereo images from two cameras were obtained by using the POV-Ray program. The cameras' internal (camera matrices 1 K , 2 K ) and external (rotation matrices 1 R , 2 R and translation vectors 1 C , 2 C ) parameters [8] take the following values : 1 2 400 0 400 0 400 300 0 0 1 
Then with the help of OpenCV library, 16 corresponding points were found. On basis of these points the fundamental matrix was formed. From the received fundamental matrix, projective transformation matrices for each of the images were generated, and stereo rectification was done. The same procedure was carried out for the exact fundamental matrix, obtained from the given internal and external camera parameters. The exact ( F ) and estimated (F ) matrices are given below: 
Figures 4 and 5 show the rectified stereo pairs with the epipolar lines obtained from the experiment for the exact and the estimated fundamental matrices, respectively. Disparity maps were formed from the transformed stereograms by means of OpenCV. Figure 6 shows the maps for the exact and estimated fundamental matrices, respectively.
Conclusions
The application of the conformed identification method allowed us to come to certain conclusions. It is hence shown that: 1. The accuracy and reliability of fundamental matrix identification significantly affects the accuracy and reliability of the reconstruction of the object. 2. It is possible to achieve much higher accuracy and reliability of 3D-scene reconstruction by using the conformed identification method in comparison with the RANSAC algorithm. 3. The computational complexity of the considered modification of the conformed identification method still remains higher than that of the RANSAC method. Although a high computational complexity of this method causes dissatisfaction, in practice there are situations when the problem of determining the parameters of the model has to be solved as accurately as possible on the single, though perhaps small and very noisy, data set. Fortunately, as it shown in this paper, when implemented on a multiprocessor system, it is not a serious problem because this algorithm has a high degree of parallelism.
