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Abstrak 
Pada kenyataannya data yang berukuran besar tidak akurat, tidak komplit dan  tidak konsisten. Sebuah data 
yang tidak berkualitas akan menghasilkan hasil proses yang tidak berkualitas.  Yang menyebabkan data tidak akurat 
,tidak  komplit dan  tidak  konsisten diantaranya adalah kesalahan dari  manusia dan  computer error  pada  saat 
memasukan data.  Selain itu  yang  menyebabkan data  tidak komplit diantaranya tidak konsisten dalam kaidah 
penamaan dan tidak konsisten dalam format untuk pengisian. Dengan adanya data yang tidak konsisten akan membuat 
data yang relevan kemungkinan tidak terekam dan menjadi sulit untuk dimengerti. Apabila data tidak konsisten 
terekam maka data tersebut akan dihapus secara otomatis.Pada Tugas Akhir ini,melakukan pengolahan data mentah 
ke tahap preprocessing dengan menggunakan teknik data reduction yaitu sampling dan dimensionality reduction. 
Tujuannya untuk mereduksi kompleksitas data yang diteliti dan hasil dari data preprocessing yang diperoleh dapat 
diklasifikasikan berdasarkan kebutuhan algoritma yang diteliti.Pada proses sampling data yang besar akan diolah 
menjadi data baru secara acak dari data sample yang ada. Sementara pada proses selanjutnya dimensionality reduction, 
data yang mempunyai high dimensionality akan direduksi menjadi lower dimensionality sehingga akan mendapatkan 
ouput berupa new feature.Data yang akan diteliti berupa raw data hasil streaming yang dilakukan oleh NS-3. Data 
streaming yang dilakukan oleh NS-3 terdiri dari serangan normal dan anomali.Data tersebut akan diolah ke tahap 
preprocessing, sehingga akan memperoleh relevansi fitur trafik baru. Hasil dari penilitian ini memperoleh 
kompleksitas dari masing-masing algoritma. Dengan hasil kompleksitas tersebut maka kompleksitas skenario 1 lebih 
baik dengan skenario 2. Dengan adanya penggabungan antara Sampling + PCA maka diperoleh nilai big-O dengan 
notasi O(n,p) . Dengan n sebagai jumlah data analisis sampling dan p sebagai jumlah kolom dari analisis PCA. 
 
Kata kunci: DDoS,Sampling,Dimensionality Reduction,Time Complexity,NS-3 
 
 
Abstract 
In fact, large-sized data is inaccurate, incomplete and inconsistent. A bad quality data is not going to 
produce the results of a process that is not qualified. Why data is inaccurate, incomplete and inconsistent they are 
from human error and computer error during data entry. Besides that cause data to complete them are not consi stent 
in naming rules and inconsistent in a format for charging. With the inconsistent data will make the data relevant to 
the possibility of unrecorded and difficult to understand. If the recorded data is inconsistent then the data will be 
automatically deleted.In this final project, do the processing of raw data to the preprocessing stage using data 
reduction techniques that sampling and dimensionality reduction. The goal is to reduce the complexity of the data 
examined and the results of preprocessing the data obtained can be classified based on the algorithm needs 
vitality.Pada sampling process large amounts of data to be processed into new data randomly from the existing sample 
data. While in the process further dimensionality reduction, data that have a high dimensionality will be reduced to 
lower dimensionality that will get the output in the form of new features.Data that will be examined in the form of 
raw data stream results conducted by NS-3. Data streaming is done by the NS-3 consists of normal attacks and 
anomalies.Data will be processed to the preprocessing stage, so it will gain new relevance traffic features. The 
results of this research obtained the complexity of each algorithm. With the results of such complexity, the complexity 
of a better scenario 1 with scenario 2. With the merger between Sampling + PCA, the obtained value of big-O notation 
O (n, p). N is the number of sampling and analysis of data p as the number of columns from PCA analysis. 
Keyword: DDoS,Sampling,Dimensionality Reduction,Time Complexity,NS-3
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1. Pendahuluan 
Sekarang pada kenyataannya, banyak sekali sebuah data yang berukuran besar tidak akurat, tidak komplit 
dan   tidak konsisten. Sebuah data yang tidak berkualitas akan menghasilkan hasil proses yang tidak berkualitas. 
Yang menyebabkan data tidak akurat ,tidak komplit dan tidak konsisten diantaranya adalah kesalahan dari manusia 
dan computer error pada saat memasukan data. Selain itu yang menyebabkan data tidak komplit diantaranya tidak 
konsisten dalam kaidah penamaan dan tidak konsisten dalam format untuk pengisian. Dengan adanya data yang 
tidak konsisten akan membuat data yang relevan kemungkinan tidak terekam dan menjadi sulit untuk dimengerti. 
Apabila data tidak konsisten terekam maka data tersebut akan dihapus secara otomatis.Preprocessing merupakan 
teknik dari data mining untuk mengolah suatu data mentah menjadi data yang berkualitas. Dalam proses Preprocessing  
terdapat  beberapa  teknik  yang  digunakan  terdiri  dari  Data  Cleaning,Data  Integration,  Data Reduction, dan Data 
Transformation and Data Discretization [1]. Proses preprocessing sendiri akan menghasilkan tujuan diantaranya data 
tersebut dapat dikelompokkan berdasarkan objek dan attribute. Dengan adanya proses Preprocessing maka sebuah 
kesalahan dalam data akan berhasil dikurangi. Pada penilitian sebelumnya pada tahap preprocessing, algoritma yang 
digunakan adalah Principal Component Analysis yang memiliki keuntungan pendeteksian serangan tanpa ada error 
pada pengklasifikasian serangan dan data yang digunakan menggunakan KDD’99 [2][5] , sementara untuk sampling 
, algoritma yang digunakan adalah Strafied Random Sampling memiliki keuntungan dengan pengambilan sampel 
secara strata[14][15]. Hasil yang disimpulkan adalah Principal Component Analysis salah satu metode Dimensionality 
Reduction untuk mengekstrak fitur dari sebuah dimensional vector yang tinggi dari sebuah data [3][4]. Sementara 
metode sampling merupakan salah satu metode untuk mereduksi jumlah data 
2. Dasar Teori 
2.1  Distributed Denial of Service 
Distributed Denial Of Service merupakan sebuah penyerangan yang dilakukan beberapa orang atau atau bahkan 
server bisa mati dengan sendirinya. Proses penyerangan DDOS dapat dilakukan melalui beberapa kombinasi 
penyerangan dan apabila satu aliran pada trafik DDoS harus bahkan banyak orang yang bertujuan untuk 
menghancurkan sebuah jaringan komputer atau server . Dampak yang ditimbulkan oleh DDOS adalah jaringan 
pada sebuah server akan mengalami down dalam keadaan stabil dan konstan pada high rate traffic dan akurasi 
akan berkurang dengan adanya peningkatan traffic[7].Sehingga paket traffic yang dihasilkan akan sangat tinggi 
dan user tidak dapat mengakses service tertentu. Menurut [8] pendeteksian DDoS diperoleh informasi yang 
berasal dari IP packet seperti, IP address,time-to-live(TTL),protocol type (tipe protokol). Pendeteksi DDoS 
dapat dibedakan oleh trafik normal yang berasal dari abnormal trafik yang bisa dideteksi sebagai serangan. 
Salah satu beberapa teknik untuk pendeteksin DdoS dengan teknik memonitor peningkatan jumlah IP Source 
yang masuk kedalam sebuah jaringan [13][11]. 
 
 
2.2  Network Simulator – 3 (NS-3) 
Network simulasi merupakan sebuah perangkat lunak  yang  didesain untuk  digunakan dalam mempelajari 
struktur dinamik dari jaringan komunikasi riset. Beberapa simulator jaringan beberapa diantaranya Network 
Simulator 3. Network Simulator 3 merupakan sebuah pengembangan NS-2[9][10], NS-3 simulator jaringan, yang 
berguna untuk keperluan pengembangan ,percobaan dan penilitan riset. NS-3 berjalan dengan menggunakan 
bahasa C++ dan python.NS-3 dapat dijalankan di Sistem Operasi Linux / seluruh varian Linux dan windows 
dengan cygwin.Tujuan dari project NS-3 adalah untuk mengembangkan simulation yang berbasis open source 
untuk riset dunia networking. Dengan adanya perkembangan tersebut harus selaras dengan perkembangan riset 
modern networking dan harus didukung kontribusi komunitas,para reviewer dan validasi software. 
 
2.4  Preprocessing 
Preprocessing merupakan tahap penyiapan data sebelum masuk kedalam tahapan processing. Pada proses 
preprocessing data yang diolah merupakan data mentah yang mempunyai banyak kesalahan diantaranya adalah 
tidak akurasi, tidak konsisten dan memiliki noise. Dengan diprosesnya suatu data mentah pada tahapan yang 
terdapat didalam preprocessing akan menghasilkan sebuah data yang akurat sehingga data yang akurat tersebut 
akan memperoleh nilai akurasi yang tinggi. Pada tahap preprocessing terdapat beberapa tahap diantaranya dengan  
mengekstraksi ciri  menggunakan  Principal  Component Analysis  (PCA)  dan  mengambil  beberapa sampel 
dari data menggunakan metode Sampling. Pada penilitian ini dilakukan proses preprocessing data 
transformation, yaitu mengubah suatu data agar diperoleh data yang lebih berkualitas. Tujuan preprocessing 
menghasilkan dataset baru yang akan menjadi data inputan algoritma deteksi [12].
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 2.5  Principal Component Analysis 
Secara umum Principal Component Analysis merupakan suatu metode untuk mereduksi dimensi variabel pada 
banyak variable, kompresi data, patern recognition dan analisis statistic. Principal Component Analysis sendiri 
memiliki fungsi untuk mereduksi dimensi variable input menjadi komponen utama yang mempunyai dimensi yang 
lebih kecil dengan meminimalisir kehilangan informasi tetapi akan mempertahankan variability dalam data,dimana 
komponen utama  yang terbentuk tidak berkorelasi komponen satu  dengan  yang lainnya.  Algoritma Principal 
Component Analysis [4] pada umumnya mempunyai alur seperti diagram berikut : 
 
 
START                                        Normalisasi                            
Menghitung Matriks 
Covariance 
Menghitung Eigenvector 
dan EigenValue dari 
Matriks Covariance
 
 
 
 
END 
Membentuk data set 
baru / Principal 
Component 
Menentukan Komponen 
dan membentuk sebuah 
Feature Vector
 
 
Gambar 2.1 Algoritma Principal Component Analysis 
 
2.6  Sampling 
Sampling merupakan salah satu dari teknik data reduction. Dimana apabila terdapat data yang besar akan 
diolah menjadi data kecil secara acak dari data sampel yang ada. Sampling merupakan teknik pengambilan sampel 
dari populasi. Sampel yang diambil adalah sampel yang dapat mewakili populasi. Sampling Metode sampling dibagi 
menjadi dua, yaitu: [14] 
 
3.  Pembahasan 
 
3.1  Deskripsi Sistem 
Pada penelitian tugas akhir mengikuti alur sistem seperti gambar berikut: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.1 Alur Sistem Skenario 1
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Gambar 3.2 Alur Sistem Skenario 2 Sampling 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.3 Alur Sistem Skenario 2 PCA 
 
3.2  Dataset Ns3 
Dalam penilitian tugas akhir ini membutuhkan dataset sebagai data yang akan diolah pada algoritma 
deteksi. Dataset NS3 adalah data  yang bersifat  real time traffic yang diduga terdapat beberapa serangan 
didalamnya. Berdasarkan hasil raw data diatas akan dilakukan tahap preprocessing. Tahap preprocessing ini 
dilakukan untuk mendapatkan fitur – fitur yang relevan dan sudah tereduksi pada datanya. Hasil dari tahap 
preprocessing digunakan untuk inputan dari skema. 
 
3.3  Principal Component Analysis 
Pada tahap ini , hasil data dari pengolahan algoritma sampling akan diolah kembali kedalam algoritma PCA 
Sebelumnya fitur yang diambil terdapat 8 fitur lalu akan diperoses pereduksian fitur sebanyak 4 fitur. Diambilnya 
4 fitur disebabkan oleh pengambilan eigenvalue tertinggi dan telah tentukan oleh penilitinya[4]. Dengan adanya 
proses ini output yang dihasilkan akan berkurang dari dimensi aslinya. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 
 
Gambar 3.2 Flowchart PCA
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3.4  Strafied Random Sampling 
Pada penilitian ini menggunakan Strafied Random Sampling ,Proses  pengambilan  sampel  dilakukan  dengan 
memberi   kesempatan   yang   sama   pada   setiap anggota populasi untuk menjadi anggota sampel. Jumlah 
sampel  yang  diambil terdapat  minimum 30  sub  sampel  dari  masing-masing serangan dan  normal  proses 
pemilihan  tersebut  dilakukan  secara  random[14][17]. Berikut  flowchart  dari  algoritma  Stratified  Random 
Sampling. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.4 Flowchart PCA 
 
4.    Analisis 
 
Dibawah ini merupakan skenario 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.2 Grafik waktu komputasi Sampling + PCA 
 
 
Pada gambar dibawah dijelaskan bahwa waktu  komputasi  sistem akan terus bertumbuh seiring dengan 
pertumbuhan data dari jumlah data yang diberikan. Dengan hal tersebut dapat disimpulkan bahwa laju 
pertumbuhan  dengan  karakteristik  yang  linier  dengan  notasi  O(n).  Dengan  adanya  penggabungan  antara
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Sampling + PCA maka diperoleh nilai big-O dengan notasi O(n,p) . Dengan n sebagai jumlah data analisis 
sampling dan p sebagai jumlah kolom atau relevansi fitur dari analisis PCA. 
 
Dibawah ini merupakan skenario 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.3 Grafik waktu komputasi Sampling 
 
 
Pada gambar dibawah dijelaskan bahwa waktu  komputasi  sistem akan terus bertumbuh seiring dengan 
pertumbuhan data dari jumlah data yang diberikan. Dengan hal tersebut dapat disimpulkan bahwa laju 
pertumbuhan dengan karakteristik yang linier dengan notasi O(n).  Dengan n sebagai jumlah data analisis 
sampling. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4.3 Grafik waktu komputasi PCA 
 
 
Pada gambar dibawah dijelaskan bahwa waktu  komputasi  sistem akan terus bertumbuh seiring dengan 
pertumbuhan data dari jumlah data yang diberikan. Dengan hal tersebut dapat disimpulkan bahwa laju 
pertumbuhan dengan karakteristik yang linier dengan notasi O(n).  Dengan n sebagai jumlah data analisis 
sampling.
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5.  Kesimpulan dan saran 
5.1       Kesimpulan 
Dari hasil yang didapatkan pada penelitian ini, dapat ditarik beberapa kesimpulan sebagai berikut : 
1. Berdasarkan pengujian dataset yang dihasilkan bersifat stream sehingga data yang dihasilkan 
memiliki berbagai macam serangan. 
2. Berdasarkan pengujian dari time complexity dihasilkan bahwa dari skenario 1 lebih baik daripada 
skenario 2. 
3. Berdasarkan pengujian performansi sistem yang telah dibangun memiliki fungsi  kompleksitas 
yang efisien pada masing-masing algoritma yang diuji. 
5.2       Saran 
Saran untuk penelitian selanjutnya adalah : 
1. Untuk proses menghasilkan data ada lebih baiknya untuk mendapatkan lebih dari 8 fitur untuk 
menguji sistem dari PCA dan sampling sehingga dapat menghasilkan data yang lebih relevan. 
2.    Proses eksekusi dapat ditingkatkan dengan menambah beberapa aksi pada setiap serangan. 
3.    Untuk skema penyerangannya dilakukan dengan cara menambahkan beberapa fitur serangan. 
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