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Regional climate models provide an effective way to study the effects of land use changes 
on regional climate conditions. A precise land cover map is a precondition for land use 
change studies. We introduce a more realistic high-resolution land cover map, CORINE 
Land Cover (CLC), to replace the Global Land Cover Characteristics Database (GLCCD), 
which is used as a standard land cover map in the regional climate model REMO. In 
this study, present-day climate simulations over northern Europe are performed by using 
REMO at 18-km resolution with both CLC and GLCCD. Simulated maximum and mini-
mum 2-m air temperatures, diurnal temperature range and precipitation are assessed with 
the observation-based E-OBS data. The updated CLC enhances the realism of the descrip-
tion of present-day land surface. However, biases from simulated climate conditions to 
observations are only marginally reduced while more improvements are expected to be 
achieved by further developments in model physics.
Introduction
Until now, no climate model simulation has been 
carried out for Fennoscandia to study local and 
regional effects of land cover changes during 
the 20th century on climate. A prerequisite for 
land cover change studies is to use the best 
information on land cover that is available. The 
Global Land Cover Characteristics Database 
(GLCCD; U.S. Geological Survey 2001) land 
cover map was originally chosen for REMO 
to be a consistent global dataset. However, the 
GLCCD land cover map is about 20 years old 
and lacks accuracy over Finland for present-day 
climate simulations. For instance, the fraction of 
peatland in Finland is severely underestimated 
as 0%, which contrasts with the 8.2% in the 
10th (2004–2008) national forest inventory; also 
Deciduous Conifer Forest, a vegetation type in 
GLCCD, appears in a large area around Oulu 
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in middle Finland in GLCCD, which is incor-
rect. Instead, there are peatlands in the same 
area in CORINE Land Cover (CLC; European 
Environment Agency 2007); moreover, it is also 
unrealistic that Narrow Conifers in GLCCD is 
the dominant vegetation type in the lake area 
in southern Finland. The real situation is that 
Conifer Boreal Forest and Mixed Forest prevail 
around lakes in Finland, as is the case in CLC.
The land surface parameters, such as albedo, 
roughness length, leaf area index (LAI), which 
are related to land cover types, affect regional 
climate conditions (Pielke et al. 1998, Nobre 
et al. 2004, Gálos et al. 2011). Surface albedo 
determines how much incoming net surface solar 
radiation will be reflected back from the land 
surface. Near-surface wind speed and air tur-
bulences are influenced by surface roughness 
length, which impacts the exchange of moisture, 
heat energy and momentum between the surface 
of earth and the atmosphere (Sud et al. 1996, 
Göttel et al. 2008, Bathiany et al. 2010). LAI 
and other vegetation characteristics, for example 
root depth, influence evapotranspiration (ET) 
(Nobre et al. 2004). Finally, the trends in climate 
conditions are results of integrations of those 
non-linear interactions and the initial climate 
(Pitman et al. 2004).
These biogeophysical effects of land cover 
change in boreal area were recently investigated 
at stand scale by measurements and at the global 
scale by models (Bala et al. 2007, Betts and Ball 
1997, Bathiany et al. 2010). A decrease in the 
local nighttime minimum temperature during the 
growing season was observed roughly for the first 
15 years after the drainage for forestation in Fin-
land (Solantie 1994). The reason for this nocturnal 
cooling phenomenon is that the dry peat insulates 
the lower soil layers from the atmosphere. There-
fore, the heat flux from a drained peat soil cannot 
compensate the radiative cooling at the surface 
which leads to a drop in minimum temperatures 
(Venäläinen et al. 1999). On a longer time scale, 
the growing forest on formerly open peatlands 
leads to a decrease in albedo. That is because 
of the tree cover which is darker in compari-
son with the grass cover which is lighter during 
snow-free periods, and the partial snow cover in 
forested areas as compared with the full snow 
cover in open areas during snow-cover periods. 
This increases daily maximum temperatures due 
to an increase in the absorption of short-wave 
radiation (Solantie 1994). A consistent result was 
found by Lohila et al. (2010) based on measure-
ments at different drained and undrained peatland 
sites. Their results show an increase in the April 
diurnal temperature range (DTR) due to a greater 
increase in maximum, than in minimum tempera-
tures, possibly as a result of the change in surface 
radiative properties after drainage. By means of 
an earth system model, Bathiany et al. (2010) also 
found that afforestation in boreal areas leads to 
an increase in maximum surface temperature in 
spring due to albedo changes, and a small increase 
in annual mean cloud cover, as well as changes in 
atmospheric circulation due to changes in wind 
speed and direction. Similarly, Betts (2001) and 
Bala et al. (2007) found that forestation in north-
ern latitudes increases the surface temperatures 
because the albedo-induced warming typically 
exceeds the cooling due to the changes in ET and 
carbon uptake by forests.
In this study, we improved the land use clas-
sification over northern Europe in REMO by 
implementing a more recent dataset of much 
higher resolution — CLC. In order to get a 
clear picture of how much the new classifica-
tion affects the simulation results, we simulated 
the present-day climate over Fennoscandia. The 
sensitivity of REMO to two different land cover 
datasets, the outdated and the new one, were 
analysed based on two decadal model runs by 
concentrating on near-surface meteorological 
variables and land-atmosphere interactions. Fur-
thermore, the observation-based E-OBS data are 
used as a reference for the simulated maximum 
and minimum 2-m air temperatures, DTR, as 
well as precipitation. Similar approaches dem-
onstrated improvements in near-surface tempera-
tures (Yucel 2006, Sertel et al. 2010) and signifi-
cant impacts on local flow patterns (Cheng and 
Byun 2008). The main goal of this work is to 
implement a more realistic land use classifica-
tion map in REMO as a basis for future model-
ling studies. Only then, regional climate effects 
of past wetland forestation and of potential forest 
management strategies in Finland can be ana-
lysed with better certainty.
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Model description and surface 
parameter fields
The regional climate model REMO
The regional climate model REMO applied in 
this study is a three-dimensional hydrostatic 
atmospheric circulation model. It was developed 
at the Max-Planck-Institute for Meteorology in 
Hamburg, Germany. Its dynamical core is based 
on the former numerical weather prediction 
model Europa-Modell of the German Weather 
Service (Majewski 1991). The physical param-
eterization in REMO follows that of the atmos-
pheric general circulation model ECHAM4 
(Roeckner et al. 1996), although many physi-
cal packages are updated from later version 
of ECHAM, and adapted to higher resolution. 
Prognostic variables are surface pressure, tem-
perature, horizontal wind components, specific 
humidity and cloud liquid water and ice. REMO 
operates on a rotated horizontal-spherical grid in 
order to avoid numerical problems caused by the 
convergence of meridians. Vertically, a hybrid 
sigma-pressure coordinate system is employed, 
with the model levels following the terrain near 
the surface, and progressively approaching pure 
pressure levels with increasing height. In the 
eight outermost grid boxes at each lateral bound-
ary, the sponge zone, REMO is relaxed toward 
the larger scale forcing data with exponentially 
decreasing influence toward the centre of the 
domain according to the relaxation scheme of 
Davies (1976). More detailed information on 
model characteristics can be obtained from Jacob 
and Podzun (1997), Jacob (2001) and Jacob et 
al. (2001).
The following gives an overview of the 
land surface scheme (LSS) used in REMO with 
respect to the objectives of this study. According 
to the so-called tile approach, implemented in 
REMO by Semmler et al. (2004), the total sur-
face of each grid box is divided into fractions of 
land, water and sea ice. Land is further split into 
fractions of vegetation cover and bare soil. Sur-
face parameters are then calculated separately 
for each fraction of a grid box and afterwards 
averaged with their respective areas as weights. 
Based on data describing the global spatial dis-
tribution of land cover types on the land surface, 
Hagemann et al. (1999) and Hagemann (2002) 
developed parameter values that are assigned to 
each vegetation type: background surface albedo 
(albedo over snow-free land areas), roughness 
length, fraction of green vegetation cover, LAI 
(ratio of one-sided leaf area to ground area), 
forest ratio (ratio of trees regardless of their pho-
tosynthetic activity), soil water holding capacity 
(maximum amount of water that plants may 
extract from the soil before wilting begins) and 
volumetric wilting point (percentage of mois-
ture in a soil column below which plants start to 
wilt).
LAI, fractional green vegetation cover and 
background surface albedo undergo pronounced 
seasonal variability. The intra-annual cycle of 
vegetation phenology without interannual vari-
ation was introduced to REMO by Hagemann 
(2002). Therein, the seasonal cycles of LAI and 
fractional green vegetation cover are derived 
from a monthly varying growth factor that deter-
mines the growth characteristics of the veg-
etation in conjunction with minimum and maxi-
mum values of LAI and fractional green veg-
etation cover referring to dormancy and growing 
season, respectively. The growth factor in turn 
is calculated from the fraction of photosyntheti-
cally active radiation for latitudes between 40°N 
and 40°S, and from a 2-m temperature clima-
tology (Legates and Willmott 1990) for higher 
latitudes. In REMO, the evaporation that takes 
place above the vegetation surface is related to 
the wet skin fraction, which describes the abil-
ity to store precipitation water and is calculated 
through the fractional green vegetation cover 
and LAI; however, when the wet skin is dry, 
LAI takes part in the calculation of stomatal 
resistance as a factor for the aim to get transpira-
tion amount (Preuschmann 2012). Background 
surface albedo is a function of monthly varying 
LAI. During the snow cover period, surface 
albedo is a function of snow albedo, background 
surface albedo and snow depth, in which snow 
albedo depends on snow surface temperature 
and forest ratio in REMO (Kotlarski 2007). In 
a later step, the seasonal cycle of surface albedo 
was improved (Rechid 2008, Rechid et al. 2009). 
They implemented an advanced parameteriza-
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tion of snow-free land surface albedo as a func-
tion of vegetation phenology. For this, they used 
MODIS satellite data from a period 2001–2004 
in order to derive global distributions of pure 
soil and vegetation albedo which in turn are used 
together with monthly varying LAI to compute 
annual background surface albedo cycles.
In addition, heat diffusion equations are 
solved for the five soil layers with a zero-heat-
flux condition applied at the bottom near ten 
meters depth. Heat conductivity and heat capac-
ity are dependent on the soil type (Kotlarski 
2007). Changes in the aggregate state of water 
within the soil, leading to release and absorp-
tion of latent heat, were introduced by Semmler 
(2002).
REMO’s soil hydrology is parameterized via 
water budget equations for three different res-
ervoirs: snow cover, skin reservoir (water by 
vegetation interception) and soil (Rechid 2009). A 
bucket-like soil moisture reservoir is filled by pre-
cipitation and snow melt and depleted via evapo-
ration from the upper ten centimetres of bare soil. 
From below, the soil water storage is emptied via 
transpiration from the vegetation and subsurface 
drainage. Surface runoff will occur in case the soil 
moisture content reaches saturation.
For a more detailed description of the LSS, 
the interested reader is referred to Kotlarski 
(2007) and Rechid (2009).
Study area and land cover data
Our study area focuses on Fennoscandia, with 
the modelling domain being centred around Fin-
land. The area encompasses a region of roughly 
52°–72°N and 4°–40°E. This region is charac-
terized by mostly flat land with model topogra-
phy not rising higher than 300 m (Fig. 1a). An 
exception to this is the Scandinavian mountain 
range, the Scandes, stretching along the border 
between Sweden and Norway. Furthermore, 
Fennoscandian countries are surrounded by the 
North Atlantic Ocean and the large water body 
of the Baltic Sea. Inland water fractions are also 
high, especially in southern and middle Finland 
as well as in parts of Russia that are near to the 
east of Finland (Fig. 1b).
For the derivation of the surface param-
eter fields in REMO, a description of the land 
cover is necessary. The standard global dataset 
of major ecosystem types employed in REMO is 
GLCCD, constructed according to classifications 
of Olson (1994a, 1994b). Based on AVHRR 
satellite data from a period covering April 1992 
to March 1993, the U.S. Geological Survey 
constructed a dataset displaying the global dis-
tribution of 78 Olson ecosystem types at 1-km 
horizontal resolution (Loveland et al. 2000). For 
in-depth information on the current GLCCD, see 
U.S. Geological Survey (2001).
Fig. 1. (a) orography, (b) inland water fraction, and (c) field capacity in the CLC surface library. The dashed frame 
in a shows the extent of the relaxation zone, i.e. the eight outer most grid boxes in each direction.
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In order to obtain a more accurate and up-
to-date representation of land cover for regional 
modelling purposes, CLC data on a European 
scale is used in this study. CLC has a horizontal 
resolution of 100 m and comprises 44 different 
land cover classes. Based on images from two sat-
ellites from a 2006 ± 1 year period measured with 
the HRVIR and LISS III instruments, a depiction 
of the current European vegetation coverage was 
derived (European Environment Agency 2007).
Because of the limited spatial extent of CLC 
data, the modelling domain is not entirely cov-
ered. CLC does not cover Russia and Belarus, 
and for this part of the model domain, GLCCD 
data are used in both simulations. No matter 
whether such a merging is needed or not, the 
problem of matching vegetation classes of both 
data sets lies at hand. In order to make use of the 
existing parameter allocations, corresponding to 
vegetation types in GLCCD, translations of the 
vegetation types between CLC and GLCCD were 
derived (Table 1). In a first approach the matching 
was performed by subjectively comparing defini-
tions and photographs given in EIONET (http://
sia.eionet.europa.eu/CLC2000/classes) and Olson 
(1994a) for CLC and GLCCD, respectively. For 
some classes finding an appropriate analogue 
was rather straightforward: for example match-
ing Broad-leaved Forest, Coniferous Forest and 
Mixed Forest from CLC with Cool Broadleaved 
Forest, Conifer Boreal Forest and Cool Mixed 
Forest from GLCCD, respectively. However, for 
some classes, e.g. Transitional Woodland/Shrub, a 
similar GLCCD class was not obvious. Despite a 
certain degree of subjectiveness, we consider this 
translation method to be appropriate in this study.
To depict changes in the spatial distribution 
of land cover types when employing CLC, simi-
lar classes were joined together in groups accord-
ing to the land cover classification in GLCCD: 
(1) Forests (Conifer Boreal Forest, Cool Mixed 
Forest, Cool Broadleaved Forest and Deciduous 
Conifer Forest), (2) Wetlands (‘Mire, Bog, Fen’ 
and Marsh Wetlands), (3) Barren lands (Barren 
Tundra and Polar Alpine Desert), (4) Agricul-
tural areas (‘Cool Grasses and Shrubs’, ‘Cool 
Fields and Woods’, ‘Grass Crops’ and ‘Crops, 
Grass, Shrubs’) and (5) Inland water. The dif-
ferences between the two land cover maps are 
displayed for each group (Fig. 2) and changes 
Fig. 2. changes (%) 
[(clc – GlccD) ¥ 100%/
GlccD] in fractional cov-
erage for the land cover 
groups: (a) forests, (b) 
wetlands, (c) barren lands, 
(d) agricultural areas, and 
(e) inland water.
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Table 1. vegetation types of clc and their translations into GlccD classes.
 clc types  GlccD types
Artificial areas
01 continuous urban fabric 01 Urban
02 Discontinuous urban fabric 30 cool crops and towns
03 industrial or commercial units 01 Urban
04 road and rail networks and associated land 01 Urban
05 Port areas 01 Urban
06 airports 30 cool crops and towns
07 mineral extraction sites 01 Urban
08 Dump sites 01 Urban
09 construction sites 01 Urban
10 Green urban areas 25 cool broadleaved forest
11 sport and leisure facilities 30 cool crops and towns
  agricultural areas  
12 non-irrigated arable land 93 Grass crops
13 Permanently irrigated land* – –
14 Rice fields* – –
15 vineyard* – –
16 Fruit trees and berry plantations 94 crops, grass, shrubs
17 olive groves* – –
18 Pastures 40 cool grasses and shrubs
19 annual crops associated with permanent crops* – –
20 complex cultivation patterns 93 Grass crops
21 Land principally occupied by agriculture, 55 Cool fields and woods
 with significant areas of natural vegetation
22 agro-forestry areas* – –
Forest and semi-natural areas
23 Broadleaved forest 25 cool broadleaved forest
24 coniferous forest 21 conifer boreal forest
25 mixed forest 23 cool mixed forest
26 natural grassland 42 cold grassland
27 moors and heathland 64 heath scrub
28 sclerophylous vegetation 64 heath scrub
29 transitional woodland/shrub 62 narrow conifers
30 Beaches, dunes and sand plains 50 sand deserts
31 Bare rock 69 Polar alpine desert
32 sparsely vegetated areas 53 Barren tundra
33 Burnt areas** 21 conifer boreal forest
34 Glaciers and perpetual snow 12 Glacier ice
Wetlands  
35 inland marshes 45 marsh wetland
36 Peatbogs 44 mire, bog, fen
37 salt marshes 45 marsh wetland
38 salines* – –
39 Intertidal flats  50 Sand deserts
Waterbodies  
40 Water courses 14 inland water
41 Water bodies 14 inland water
42 coastal lagoons 14 inland water
43 estuaries 14 inland water
44 sea and ocean 15 sea water
* clc classes that do not exist in the modelling domain used in this study.
** there is no appropriate analogue for Burnt areas in GlccD. Because this type mostly occurs in sweden it was 
decided to preliminarily translate it to a forest type, conifer Boreal Forest, which is most common in this area.
in fractional coverage (excluding sea water grid 
points) are summarized (Table 2). In most parts 
of Finland and Sweden, the coverage with forest 
types (Fig. 2a) is higher in GLCCD than that 
in CLC, which is mostly due to a decrease in 
the extent of Conifer Boreal Forest in CLC and 
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the misrepresentation of peatlands as Deciduous 
Conifer Forest in middle Finland in GLCCD (not 
shown). On the other hand, the representation 
of Cool Broadleaved Forest in northern Finland 
and Norway and the occurrence of Cool Mixed 
Forest in the Baltic States are higher in CLC. 
Wetlands (Fig. 2b) are vastly underrepresented 
in GLCCD in most of the area considered, lead-
ing to an increase of 2.7%. The percentage of 
Barren lands (Fig. 2c) is higher by 2.5% in CLC 
implying that sparsely- or non-vegetated regions 
are actually more vegetated in GLCCD. Also, in 
CLC the coverage of Agricultural areas (Fig. 2d) 
is higher than in GLCCD. The most prominent 
anomalies are located in southern Sweden and 
in Estonia, where forests take up more space 
in CLC. The higher resolution of CLC data 
allows for a better representation of small lakes 
(Fig. 2e), which are plentiful in Fennoscandia. 
However, this higher resolution is also respon-
sible for a more accurate description of the lake 
shores and thus their extent which, in compari-
son to GLCCD, leads to an overall decrease in 
the spatial coverage of Inland water by 0.6%. 
The decreases in lake fractions are most notice-
able in the lake area of southern Finland.
Development of surface parameter fields 
for REMO
The surface parameter fields of REMO are col-
lected into the so-called surface library which 
includes the following datasets: a topography 
map, a soil texture map, an annual mean veg-
etation albedo map, an annual mean soil albedo 
map, a map of growth factors, a land cover map 
and the parameter values assigned to each land 
cover type. For this study, two different sets of 
surface libraries were constructed due to the 
different land cover descriptions of CLC and 
GLCCD. While LAI, fractional green vegeta-
tion cover and background surface albedo have 
intra-annual cycles, all other fields are constant 
throughout a model simulation. The contents of a 
surface library are summarized (Table 3).
Orography and variance of the orography 
are derived from the U.S. Geological Survey’s 
GTOPO30 dataset (USGS GTOPO30) with 
a horizontal resolution of 30 arc seconds or 
approximately one kilometre. The distribution 
of soil texture types stems from Zobler (1986) 
and is based on soil data from FAO/UNESCO 
(1971–1981). These three parameter fields are 
the only fields that are identical for both surface 
libraries.
The land-sea mask is constructed according 
to the land-sea/lake distribution in the respec-
tive land cover maps. The forest ratio and the 
field capacity of soil are constructed by allo-
cating their respective parameter values to the 
land cover types in the resolution of the respec-
tive land cover map. In the next step, they are 
aggregated to the coarser REMO resolution by 
linearly averaging all values per REMO grid box 
weighted by the fractional area of each repre-
sented land cover type (Hagemann et al. 1999).
However, as described in Claussen et al. 
(1994), linear averaging is not valid for rough-
ness length. The aggregation of an average 
roughness length to a REMO grid box is done 
by logarithmically averaging land cover type 
specific drag coefficients at a so-called blend-
ing height. After Mason (1988), this is a certain 
height for turbulent flow above a heterogene-
ously vegetated surface at which the influences 
of individual surface patches on vertical profiles 
or fluxes become horizontally blended. REMO 
uses 100 meters as the standard blending height. 
The total roughness length as part of the sur-
Table 2. Fractional coverage (%) of specified land cover groups (CLC translated to GLCCD, see table 1) over land 
area, i.e. all grid points that are not entirely covered by sea water in the study domain. the change is calculated as 
clc – GlccD.
 Forests Wetlands Barren lands agricultural areas inland water rest
GlccD 38.5 0.1 1.5 9.1 6.7 44.1
clc 37.3 2.8 4.0 12.2 6.1 37.6
change –1.2 +2.7 +2.5 +3.1 –0.6 –6.5
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face parameter fields is calculated according to 
Tibaldi and Geleyn (1981) as the square root 
of the sum of the squares of roughness length 
due to variance of the orography and roughness 
length due to vegetation.
The field capacity is calculated based on the 
aggregation of plant-available soil water hold-
ing capacities and volumetric wilting points. 
An additional masking according to the spatial 
distribution of a certain soil type from the FAO/
UNESCO (1971–1981) data is applied: espe-
cially in northern and middle Finland, the field 
capacity is widely increased to values of 0.71 
m in both surface libraries used in this study 
(Fig. 1c). According to the FAO (http://www.fao.
org/ag/AGL/agll/prosoil/histo.htm), this area is 
associated with the soil type Histosol which is 
characterized, among other things, by its content 
of organic matter (peat) and wet soil conditions.
Subgrid-scale variability of soil water capaci-
ties within a model grid box is accounted for 
by an improved surface runoff parameterization 
scheme (Hagemann and Gates 2003) based on 
the Arno scheme developed by Dümenil and 
Todini (1992). The resulting surface parameter 
fields in this respect are denoted b, Wmin and 
Wmax. In the improved scheme the shape parame-
ter b does not depend anymore solely on subgrid 
topographic variability but also on soil water 
capacity heterogeneity with regard to soil type 
and vegetation. Wmin and Wmax are the subgrid 
minimum and maximum, respectively, soil water 
capacities. These three parameters are calculated 
for a subgrid scale of 1/10 of the REMO hori-
zontal resolution.
The seasonal cycles of background surface 
albedo, LAI and fractional green vegetation 
cover for each vegetation type are aggregated to 
the REMO grid by linear averaging. For Conifer 
Boreal Forest, the fractional green vegetation 
cover in the dormancy and growing seasons and 
the forest ratio are given in Hagemann (2002) 
to be 0.52, 0.52 and 0.46, respectively. In the 
simulation based on GLCCD in this study, for 
Fennoscandia these values are increased to the 
values proposed by Claussen et al. (1994), i.e. 
0.91, 0.91 and 0.8, respectively. In the case of 
CLC, however, the values are set to those given 
in Hagemann (2002) because they compare better 
to measurements and analyses by the Finnish 
Environment Institute (P. Härmä, Finnish Envi-
ronment Institute, and S. Hagemann, MPI for 
Meteorology, pers. comm.). It is assumed that 
this also holds for Conifer Boreal Forest in parts 
of the modelling domain outside Finland.
Generally, most of the CLC surface library 
fields only differ with GLCCD surface library 
fields in regions where CLC data is available. 
Exceptions are the identical fields and those 
affected by the described changes regarding 
Conifer Boreal Forest.
Experiment setup and evaluation 
data
Experiment setup
In order to study the sensitivity of REMO to 
two different sets of surface parameter fields, 
two decadal model runs were performed with 
REMO. The runs were forced every six hours 
by meteorological boundary data from ECMWF 
ERA-Interim reanalysis data (Simmons et al. 
2007). Sea surface temperature and sea ice dis-
Table 3. Surface parameter fields that are used in 






2 variance of the orography (m2)




4 land sea mask
5 total roughness length (m)
6 Forest ratio







11 Background surface albedo
 (i.e. surface albedo over snow free area)
12 Fractional green vegetation cover
13 leaf area index
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tribution were taken from ERA-Interim as well. 
The initial conditions for the REMO runs and 
the greenhouse gas concentrations were identi-
cal. The modelled period encompasses 1 January 
2000 until 31 December 2009 for a domain cov-
ering Fennoscandia (Fig. 1). The horizontal reso-
lution for the grid, consisting of 109 ¥ 121 grid 
boxes, is 0.167° which is approximately 18 km. 
In the vertical, 27 atmospheric layers are used 
reaching about 25 km at the centre of the top 
atmospheric layer with a top-of-the-atmosphere 
pressure of 0 hPa. To derive the uncertainties 
from internal model variability requires ensem-
ble model simulations, but we consider that the 
uncertainties from internal model variability of 
the model runs is low in this study because the 
size of model domain is small and the influence 
from lateral boundary forcing is strong (Aldrian 
et al. 2004).
In both model runs, surface and soil fields 
(soil, snow and surface temperatures, specific 
humidity, soil wetness, snow depth and skin res-
ervoir content) were initialized by using the cor-
responding fields from a 0.44° REMO model 
simulation started in 1989 and covering the whole 
European area interpolated to the finer resolu-
tion. Because of this warm start, soil heat fluxes 
were expected to be in a near-equilibrium state 
which should minimize effects on simulated sur-
face temperatures and surface fluxes. However, 
looking at the temporal evolution of monthly 
area mean temperatures in all five soil layers, the 
lowest two soil layers did not reach an equilib-
rium state in some areas until the end of the simu-
lation. This means that there is still a heat flux into 
the soil throughout the model run. Because this 
affects both model runs to a similar degree and the 
influence of the deep-soil temperature on the sur-
face soil temperature is expected to be small, we 
consider this to be an acceptable initialization in 
this study. The first simulated year was excluded 
from the analysis to allow for the model to adapt 
to the individual atmosphere and soil conditions 
according to the different surface parameter fields. 
Therefore, all following results are only based on 
the nine-year period of 2001–2009.
For simplicity the REMO model run based 
on GLCCD land cover will be referred to as 
GLCCDsim and the model run that used CLC will 
be called CLCsim from here on.
Evaluation data
For comparison of simulation results with obser-
vations, the E-OBS dataset (version 7.0; http:// 
www.ecad.eu/download/ensembles/download.
php) on a 0.22° rotated grid is applied. E-OBS 
is used for evaluating mean monthly/seasonal 
precipitation as well as mean monthly/seasonal 
2-m air temperature and DTR. The latter is com-
puted as daily maximum minus daily minimum 
2-m air temperature. According to Haylock et al. 
(2008) the maximum (minimum) 2-m air tem-
perature for a specific day is the maximum (min-
imum) 2-m air temperature measured within the 
24-hour period preceding 1800 UTC of that day. 
To be consistent with observation data the same 
period is used for model output data. When com-
puting temperature differences between model 
output and E-OBS data, the simulated tempera-
ture is height-corrected to the E-OBS orography 
by assuming a constant tropospheric lapse rate of 
0.0064 K m–1. Afterwards, the height-corrected 
temperature data is bicubically interpolated to 
the E-OBS grid, neglecting the REMO relaxa-
tion zone. Simulated precipitation is conserv-
atively remapped to the E-OBS grid without 
taking orography differences into account.
Multi-year monthly means are computed for 
the period of 1 January 2001 to 31 December 
2009. In contrast, multi-year seasonal means 
use model output and evaluation data from the 
period of 1 December 2000 to 30 November 
2009, thus taking whole winter seasons into 
account for a nine-year average. The dormancy 
season in the Northern Europe domain refers to 
the months from November to April, while the 
growing season is from May to October.
Results and discussion
Differences between selected surface 
parameter fields
Differences in surface parameter fields are 
shown (Fig. 3) for surface library fields without 
intra-annual cycle: total roughness length, forest 
ratio and field capacity. To better depict changes 
in the seasonal cycles of background surface 
albedo, LAI and fractional green vegetation 
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cover, monthly and seasonal means are displayed 
for these parameters (Fig. 4).
Changes in total roughness length (Fig. 3a) 
are only due to changes in land cover since the 
underlying orography is identical for both librar-
ies. The change in domain averaged roughness 
length is –9.73% when employing CLC instead 
of GLCCD. This is mostly due to changes in 
the fractional coverage of forests: in large parts 
of Sweden and Finland, Conifer Boreal Forest 
is partly exchanged with Narrow Conifers and 
Wetlands which both have much lower rough-
ness lengths. In contrast, in the lake area of 
southern Finland, forests are more prominent in 
CLC and thus lead to an increase of roughness 
length there.
The differences in forest ratio (Fig. 3b) are 
dominated mainly by changes in forest cover-
age, resulting in an overall change of –24.10%. 
Especially in Finland, the differences are not as 
high as in Sweden because of two counter acting 
effects: firstly, a decreased fractional coverage of 
Conifer Boreal Forest together with a decreased 
parameter value of forest ratio of it from 0.8 to 
0.46; secondly, an increased coverage of Cool 
Broadleaved Forest and Cool Mixed Forest 
which has forest ratio of about double of that of 
Conifer Boreal Forest. Moreover, the forest ratio 
is higher in the lake area of southern Finland and 
in parts of Estonia and Latvia in the CLC-based 
library due to a higher fraction of forests instead 
of agricultural vegetation types. Although there is 
no CLC data available for Russia, the forest ratio 
in the Russian part of the modelling domain is 
nevertheless influenced by the adjustment of the 
parameter value of forest ratio for Conifer Boreal 
Forest, which leads to a decrease in this region.
The overall change of field capacity with 
respect to GLCCD is –6.16%, which is –13 mm 
by averaging over the whole model domain. 
Field capacity differences (Fig. 3c) are most 
pronounced over the Scandinavian mountain 
range as well as parts of southern Sweden and 
northern Estonia and Latvia, with lower values 
in the CLC-based library. Because of a higher 
fractional cover of bare and sparsely vegetated 
areas of the Scandes in CLC, the field capacity 
is accordingly lower. The much lower values are 
presented in the very south of Sweden and the 
north of Baltic States. It is because the GLCCD 
type ‘Crops, Grass, Shrubs’ with plant-available 
soil water holding capacities of 490 mm and 
volumetric wilting point of 465 mm is mainly 
replaced by CLC forest types which have much 
lower plant-available water holding capacities 
but a similar volumetric wilting point. In con-
trast, the field capacity is higher in the part with 
increased agriculture area in Sweden and Finland 
Fig. 3. Percentage changes [(clc – GlccD) ¥ 100%/GLCCD] for surface library fields without intra-annual cycle: 
(a) total roughness length, (b) forest ratio, and (c) field capacity.
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(Fig. 2d). In parts of northern and middle Fin-
land, the field fields do not differ at all because 
of the same masking value is applied regardless 
of the underlying land cover (Fig. 1c).
The seasonal cycles of fractional green veg-
etation cover and LAI demonstrate the long dor-
mancy period of vegetation which is about half 
a year in northern European latitudes (Fig. 4). 
Differences in the growing season are less pro-
nounced than that during the dormancy season. 
The main reasons for this are twofold: firstly, 
the fractional cover with Conifer Boreal Forest 
decreases, making room for deciduous vegeta-
tion types having smaller fractional green veg-
etation cover in winter. During summer, how-
ever, a higher fractional coverage of deciduous 
species, e.g. Cool Broadleaved Forest and Cool 
Mixed Forest in CLC, leads to a smaller differ-
ence in monthly mean fractional green vegeta-
tion ratio and in LAI; secondly, Conifer Boreal 
Forest is affected by a decreased parameter value 
of fractional green vegetation cover from 0.91 to 
0.52 leading to a further decrease in vegetation 
fraction, which also happens in parts of Russia. 
Smaller patches of increases of fractional green 
vegetation cover and LAI in CLC are attributed 
to increases in forest coverage instead of agricul-
tural or shrub areas (e.g. Baltic states and south-
ern Sweden), or are associated with increased 
scrub vegetation in an otherwise sparsely or 
non-vegetated region (e.g. in some parts of the 
Scandes).
Because the seasonal cycle of LAI is taken 
into account in computing seasonal variability 
Fig. 4. Differences between surface library fields with intra-annual cycle: background surface albedo (upper row), 
fractional green vegetation cover (middle row) and leaf area index (lower row). the four rightmost columns show 
the spatial distribution of percentage changes [(clc – GlccD) ¥ 100%/GlccD] of seasonal averages for all four 
seasons: spring (mam), summer (JJa), autumn (son) and winter (DJF). the leftmost column shows the seasonal 
cycles of the respective parameters averaged over all land grid points of the domain (as shown to the right) for the 
two surface libraries GlccD (solid line) and clc (dashed line).
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of background surface albedo (Fig. 4), the back-
ground surface albedo increases in places where 
LAI in CLC is higher than that in GLCCD. In 
contrast, the background surface albedo in wet-
land, agricultural and sparsely vegetated areas, 
such as northern Finland, Lithuania and south-
ern Norway, is lower in the CLC-based surface 
library. However, it has to be kept in mind 
that differences between winter and summer 
are small for the snow-free background sur-
face albedo while they become much more pro-
nounced in the presence of snow.
Two-meter air temperature and 
precipitation
temperature
In general, the 2-m air temperatures in the two 
simulations show similar biases (Fig. 5). The 
simulated daily maximum 2-m air temperature 
(Tmax,2m) over land indicate cold biases compared 
to the E-OBS data throughout the domain with 
the exception of the positive biases of 1–2 K in 
Scandinavian mountains in winter. Additionally, 
the simulated daily minimum 2-m air tempera-
ture (Tmin,2m) over land presents warm biases of 
Fig. 5. (a) multi-year sea-
sonal mean differences 
(remo – e-oBs) of daily 
maximum 2-m air temper-
ature (K) in GlccD simu-
lation (upper row) and in 
clc simulation (lower 
row). (b) as upper panel 
but for daily minimum 2-m 
air temperature (K).
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1–4 K in summer and autumn in most areas of 
the model domain, whereas during spring and 
winter the geographical differences are more 
pronounced showing the cold biases over Russia 
and the Baltic countries and warm biases over 
Sweden. The underestimation of Tmin,2m in middle 
to north of Finland seems to originate from the 
cold bias above Russia which is more than –5 
K in winter. Similar cold biases are also found 
in eastern Europe for Tmean,2m in REMO simula-
tions in comparison to observation data from the 
Climate Research Unit (CRU; http://www.cru.
uea.ac.uk) but the reason for this is still unclear 
(Pietikäinen et al. 2012).
Several extraordinary spots which appear in 
these difference maps of both daily Tmax,2m and 
daily Tmin,2m are mostly recognized as inland 
lakes, such as Lake Inari in northern Finland, 
Lake Orebro in southern Sweden and Lake 
Ladoga and Lake Onega in Russia. These anom-
alies are caused by the fact that REMO uses 
the nearest sea surface temperatures as the lake 
surface temperatures: Baltic Sea in the case of 
the two big lakes in Russia and lakes in southern 
Sweden and southern Finland, and the Arctic sea 
in the case of Lake Inari. The lakes in Finland 
and Sweden are relatively small and shallow, 
thus the daily and seasonal surface tempera-
ture changes above those lakes are damped and 
delayed in REMO simulations as compared with 
E-OBS data. The too high lake surface tempera-
tures in both Tmax,2m and Tmin,2m of Lake Inari and 
Lake Orebro in winter can be observed, how-
ever, the Tmax,2m is too low but Tmin,2m is too high 
above those lakes in other seasons in the REMO 
simulations as compared with E-OBS. The fea-
tures of the surface temperature of the two lakes 
in Russia should be more similar to those of the 
Baltic Sea because these two lakes are large and 
also the Baltic Sea is almost a closed basin. Nev-
ertheless, large anomalies can still be seen above 
these two lakes especially for Tmax,2m. The reason 
for this may be that the gridded E-OBS tempera-
ture data is derived from land stations only and 
that temperatures of those lake grid points, espe-
cially for such big lakes as Ladoga and Onega, 
might not be well captured by the used interpola-
tion algorithm.
The widespread underestimation of Tmax,2m 
and overestimation of Tmin,2m causes a too low 
DTR in all seasons (Fig. 6). Compared with 
other seasons, winter is the season that the mod-
elled DTR matches best with the DTR pattern of 
E-OBS in magnitude, especially the high winter 
DTR in Lapland. The reasons can be attrib-
uted to two phenomena: firstly, advection of 
much warmer or much colder air from the North 
Atlantic within a day’s time; secondly, large 
temperature drops can occur in case of sudden 
changes from cloudy to cloudless conditions. 
High amplitudes of DTRs can be seen in the 
area east of the Scandes to the west of Finland. 
Foehn effect is most likely to be the main reason 
for this. Besides, the drained peatlands where 
forestation did not succeed in western Finland 
should present bigger DTRs because no trees can 
counteract the effects caused by the changes in 
soil properties (Venäläinen et al. 1999). Moreo-
ver, the DTRs of lake surface temperatures are 
clearly smaller than the DTRs in surrounding 
land areas.
In general, the differences in surface tem-
perature between the CLCsim and GLCCDsim are 
difficult to judge gridpoint-wise. According to 
the monthly areal averaged differences (REMO 
– E-OBS) (Fig. 7a), the daily Tmax,2m and daily 
Tmin,2m in CLCsim show an improvement in Tmax,2m, 
but also an increased overestimation of Tmin,2m in 
the growing season. In the dormancy season, the 
monthly areal averaged daily Tmax,2m and Tmin,2m 
in CLCsim are lower than those in GLCCDsim. 
This leads to increased underestimations for both 
Tmax,2m and Tmin,2m in REMO, except for the Tmin,2m 
in November which is originally overestimated. 
The DTR is slightly improved in CLCsim by 
less than 0.2 K, mainly in the growing season 
(Fig. 7b).
Precipitation
Overall, the precipitation amount and spatial var-
iability in both simulations are higher than those 
in E-OBS throughout the year (Fig. 8). On one 
hand, the precipitation amount could be partly 
overestimated in REMO which is for example 
investigated in an earlier study by Kotlarski et al. 
(2005), who found an overestimation of precipi-
tation in central Europe during winter. It is sug-
gested that the overestimation of winter precipita-
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Fig. 6. nine-year sea-
sonal mean diurnal tem-
perature ranges (K) in 
e-oBs (top), and the 
differences (remo – 
e-oBs) in GlccD simu-
lation (middle) and in clc 
simulation (bottom).
Fig. 7. (a) area averaged monthly differences (remo – e-oBs) for daily maximum 2-m air temperature (black) 
and daily minimum 2-m air temperature (red) in GlccD (solid) simulation and in clc simulation (dashed). (b) area 
averaged monthly mean diurnal temperature ranges in GlccD simulation (solid), in clc simulation (dashed) and 
in e-oBs (dotted).
tion is strongly dependent on the boundary forc-
ing (Jacob et al. 2007, Feldmann et al. 2008). On 
the other hand, it is well known that rain gauges 
often under-detect some precipitation, which is 
most problematic in regions and periods when 
snow takes up the main proportion of precipita-
tion accompanied by high wind speeds (Frei et al. 
2003). In particular, the amount of missing data 
from E-OBS precipitation stations has increased 
in recent years especially in winter. Although it 
is not suspected to be caused by snowfall distur-
bance because it is without any regional or eleva-
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tional dependence, the uncertainty of E-OBS 
dataset is closely related to the number of stations 
and is generally larger at northern latitudes in 
winter due to a decreased spatial consistency 
(Haylock et al. 2008). The precipitation amount 
in northern Finland is lower than that in southern 
Finland in spring and summer in E-OBS, while 
such a spatial distribution does not exist in the 
REMO simulations. The reason for this may be 
that the density of precipitation stations is quite 
sparse in northern Finland. Besides, the very low 
precipitation in Latvia in E-OBS is most likely an 
artefact.
No remarkable differences in precipitation 
distribution between GLCCDsim and CLCsim 
can be found (Fig. 8). However, areal averaged 
monthly total precipitation over land in CLCsim 
is less than that in GLCCDsim throughout the year 
(Fig. 9). The biases of the monthly areal means 
of precipitation amount in CLCsim over land rela-
tive to the E-OBS data are larger than 10 mm, 
except for the lowest overestimation which is 
roughly 9 mm in August. In addition, the reduc-
tion of the precipitation amount when the CLC-
based surface library is used is more obvious 
in summer because regional land-atmosphere 
processes are more prevalent than the large-scale 
forcing during that time of the year.
Surface energy balance and hydrological 
cycle
surface energy balance
To understand changes in the local surface tem-
perature, we need to analyse the surface energy 
balance (Fig. 10). The change in net surface 
solar radiation is the dominant factor for the 
decreased surface temperature in dormancy 
season. Although the decreases in net surface 
solar radiation generally reach 10% in the study 
area in winter, changes in winter temperatures 
are not large (Fig. 5). It is because no differ-
Fig. 8. seasonal total pre-
cipitation (mm) in e-oBs 
(top), and the differ-
ences (remo – e-oBs) 
in GlccD simulation 
(middle) and in clc simu-
lation (bottom).
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ences larger than ±2 W m–2 (not shown) can be 
found in net surface solar radiation between the 
two simulations due to the low incoming solar 
radiation in this high latitude domain in winter. 
The influences on surface albedo because of 
snow cover start from late-autumn and last until 
mid-spring in the study area (Fig. 11a). While 
the relatively large percentage changes in net 
surface solar radiation in winter are in line with 
the large percentage changes in surface albedo, 
the seasonal averaged percentage changes of net 
surface solar radiation in spring over the domain 
are smaller than ±4%. This can be attributed to 
the lower seasonal averaged total cloud cover 
(Fig. 11b) in spring which leads to more incom-
ing solar radiation and also the already quite 
high net surface solar radiation in late spring.
ET starts to participate effectively in the 
energy balance as latent heat flux in mid-spring 
with the regrowth of vegetation. Less latent heat 
flux from mid-spring to mid-autumn in CLCsim 
results in higher Tmax,2m as compared with that 
in GLCCDsim during this period (Fig. 7a). The 
total cloud cover also decreases in the grow-
ing season (Fig. 11b), which may be due to the 
reduced supply of moisture from ET (Göttel et al. 
2008). The largest decreases happen in regions 
east of the Scandes during the snow-free period, 
because the mountain range serves as a natural 
obstacle weakening the influence of the large-
scale atmospheric flow in the model’s interior, 
and thus the regional-scale influences of vegeta-
tion predominate. In response to the lower total 
cloud cover, both the net surface solar radiation 
and the net surface thermal radiation increase in 
the growing season. The decreases in latent heat 
flux are roughly compensated by the increases in 
sensible heat flux in the growing season. In the 
seasonal means of autumn and winter, the heat 
transfer is directed from the atmosphere to the 
land surface because of a warmer atmosphere and 
a cooler land surface, thus the positive sign and 
decreases in the percentage changes of seasonal 
mean sensible heat fluxes can be interpreted as 
reduced downward heat conduction during these 
two seasons. In addition, we see smaller percent-
age changes in latent heat flux than in sensible 
heat flux in most areas of the domain, although 
the absolute changes in the two fluxes are almost 
equal, because latent heat fluxes are much larger 
than sensible heat fluxes in those areas.
In sum, the changes in energy fluxes lead to 
a simulated climate that is warmer and drier in 
the growing season and colder in the dormancy 
season in CLCsim.
hydrological cycle
The hydrological cycle is also important for 
understanding the temperature and precipita-
tion differences between the two simulations 
(Fig. 12). As we already know from the discus-
sion above, ET is the main driver of 2-m surface 
temperature in the growing season because it 
influences latent heat flux and cloud cover. The 
Fig. 9. monthly mean pre-
cipitation amount aver-
aged over all land grid 
points in GlccD simula-
tion (solid), in clc simu-
lation (dashed) and in 
e-oBs (dotted).
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other hydrological components (precipitation, 
soil wetness and total runoff) change either in 
accordance with or limit the changes in ET. One 
reason for the too cold Tmax,2m and too warm 
Tmin,2m, as well as the overestimated precipitation 
in the two simulations in the growing season 
than those in E-OBS could be the simple bucket 
hydrology scheme in REMO, which cannot sim-
ulate a drying of the upper layer of the soil. 
Consequently, ET is relatively high when there 
is still water in the bucket which leads to a too 
high latent heat flux, a too high cloud cover and 
an accelerated hydrological cycle. In addition, a 
realistic simulation of cloud cover is acknowl-
edged to still be a general challenge in regional 
climate modelling due to the high time variabil-
ity of cloud cover and the uncertainties in the 
parameterization of clouds (Wyser et al. 2008).
Fig. 10. Percentage 
changes [(clc – GlccD) 
¥ 100%/GlccD] of sea-
sonal mean surface 
energy fluxes between 
clc simulation and 
GlccD simulation. the 
panels from top to bottom 
are: (a) net surface solar 
radiation, (b) net surface 
thermal radiation, (c) 
latent heat flux, and (d) 
sensible heat flux. Note 
that the sign conven-
tion of energy fluxes in 
remo is that the incom-
ing solar radiation rela-
tive to the earth surface 
is assigned with a positive 
sign, whereas the outgo-
ing surface thermal radia-
tion, latent heat flux and 
sensible heat flux relative 
to the earth surface are 
assigned with negative 
signs.
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Comparing the hydrological cycle in the two 
simulations (Fig. 12), the reduction in ET due 
to the decreased LAI and vegetation fractional 
cover, which outweighs the decreases in precipi-
tation in CLCsim, leads to an increased moisture 
divergence, especially in the growing season. As 
a result, the total runoff and soil wetness increase 
over most land areas in the domain except in the 
Scandes which is influenced by decreased field 
capacity (Fig. 3c). The percentage changes of 
ET in winter are quite high, more than ±50%, 
in many parts of the domain but the changes 
are actually smaller than 14 mm in 3 months 
(not shown), whereas the percentage changes 
in ET in summer are smaller compared to those 
in other seasons which are only due to the large 
ET in summer. The changes in the ET in winter 
are suspected to be affected by the smaller 
inland water fraction in CLC which leads to less 
heat and moisture to be released to the atmos-
phere from lakes, especially in the period when 
the environment is cool but lakes are still not 
frozen. The geographical patterns of precipita-
tion changes are more or less in response to the 
changes in ET in winter, spring and autumn, but 
rather chaotic in summer due to the strong land-
atmosphere interactions during this time.
Summary and conclusion
In this study, the land cover description of 
REMO was improved in the northern European 
domain by implementing the 100-m-resolution 
CLC derived in 2006. This replaces the standard 
1-km-resolution GLCCD that dates back to the 
early 1990s. In this work, REMO is driven by 
ERA-Interim reanalysis data and is applied to 
simulate the present-day climate for the years 
from 2001 to 2009 by using both CLC and 
GLCCD. Therefore, differences in the results of 
the two simulations arise from the different land 
cover distributions and from the readjustment 
of parameter values for Conifer Boreal Forest. 
The intention of this work was to set up a more 
realistic reference for future land cover change 
studies by using the updated present-day land 
cover map and to gain more insight into the per-
formance of REMO in climate simulations in a 
high-latitude domain.
Comparing the results from CLCsim with 
those from the reference run employing 
GLCCD, the monthly areal mean DTR is slightly 
increased in the growing season despite the fact 
that both REMO simulations still underestimate 
the range by about 2 to 3 K in comparison with 
Fig. 11. Percentage 
changes [(clc – GlccD) 
¥ 100%/GlccD] between 
clc simulation and 
GlccD simulation in: (a) 
seasonal mean surface 
albedo, and (b) seasonal 
mean total cloud cover. 
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the E-OBS observation data. The overestimation 
of the annual areal mean precipitation over land 
of about 27% in GLCCDsim is slightly reduced 
in CLCsim. Locally, the changes at a few grid 
points are much stronger for precipitation and 
temperature due to the local land cover changes. 
Changes in the simulated energy balance and 
hydrological cycle can be helpful in understand-
ing the changes in the 2-m air temperature and 
precipitation. In conclusion, surface albedo and 
ET are the dominating factors during snow cover 
period and during growing season, respectively, 
for the differences in near-surface temperature 
between CLCsim and GLCCDsim. The decreased 
ET also causes a reduction in precipitation.
The deviations between the simulation 
results by REMO and E-OBS in 2-m air tem-
perature and precipitation are considered to stem 
from uncertainties in both REMO simulations 
as well as in E-OBS. The areal averaged Tmax,2m 
in the REMO simulations are lower than those 
in E-OBS throughout the year, whereas the areal 
Fig. 12. Percentage 
changes [(clc – GlccD) 
¥ 100%/GlccD] of sea-
sonal total of hydrologi-
cal components between 
clc simulation and 
GlccD simulation. the 
panels from top to bottom 
are: (a) evapotranspira-
tion, (b) total runoff, (c) 
soil wetness, and (d) pre-
cipitation. note that only 
the water which is trans-
ported from land to atmos-
phere, i.e. evapotranspira-
tion, has a negative sign.
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averaged Tmin,2m in the REMO simulations are 
higher than those in E-OBS in the growing 
season but lower in the dormancy season. Over-
all, the underestimated nighttime cooling and 
daytime warming effects lead to a reduction in 
the DTR in both REMO simulations. Besides, 
throughout the year REMO simulates higher pre-
cipitation amounts than observed.
The reasons for the deviations between 
REMO simulation results and E-OBS are mani-
fold. The translations between the vegetation 
types in CLC and GLCCD presented in this 
study include uncertainties. Further efforts can 
be made to improve the parameter values in the 
land surface scheme of REMO with the aim of 
giving a better description of the physiologi-
cal characteristics of vegetation, especially in 
the northern European domain. Also, the influ-
ence from boundary forcing data should not 
be neglected because the domain is relatively 
small which means less freedom for REMO. 
Moreover, model physics and parameterizations 
can be considered a more important source of 
uncertainty. Further model developments with 
the implementation of a lake model (J. Kaurola, 
Finnish Meteorological Institute, pers. comm.) 
and a 5-layer soil hydrology scheme (S. Hage-
mann, MPI for Meteorology, pers. comm.) are 
undergoing. These developments will make 
REMO become more realistic in the physi-
cal sense and should diminish the deviations 
from observations in model simulations to some 
extent. In addition, the uncertainties in E-OBS 
due to a relatively sparse measurement station 
density in northern Europe, measurement errors 
and imperfect interpolation methods should also 
be considered in the analysis of deviations (Hay-
lock et al. 2008).
Overall, improvements in the REMO simula-
tion for present-day climate in a high-latitude 
domain that covers Fennoscandian countries are 
achieved by using high-resolution CLC. Sig-
nificant model improvements cannot, however, 
be obtained when merely changing the land 
cover description in a realistic way. In the near 
future, a historic land cover map traced back to 
the 1920s with no wetland forestation and future 
land cover maps based on projected forest man-
agement strategies in Finland will be introduced 
into REMO to study the regional climate effects 
in a Fennoscandian domain. However, because 
the main focuses are the differences between the 
climate simulations based on present, past and 
future land cover conditions, the results obtained 
when employing CLC can be regarded as a valu-
able reference.
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