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a b s t r a c t
The existence of waiting times, before boundary motion sets in, for a diffusion–diffusion
reaction equation with a discontinuous switch mechanism, is demonstrated. Limit cases
of the waiting times are discussed in mathematical rigor. Further, analytic solutions for
planar and circularwounds are derived. Thewaiting times, as predicted using these analytic
solutions, are perfectly between the derived bounds. Furthermore, it is demonstrated by
both physical reasoning and mathematical rigor that the movement of the boundary can
be delayed once it starts moving. The proof of this assertion resides on continuity and
monotonicity arguments. The theory sustains the construction of analytic solutions. The
model is applied to simulation of biological processes with a threshold behavior, such as
wound healing or tumor growth.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the present paper,we consider a discontinuous switchmechanism, both for a (production) reaction term for a reaction–
diffusion equation and for themovement of an interface.Modelswith a discontinuous switch are not uncommon in chemical
and biological models. An example from chemistrywas studied in, among others [1], where precipitation of a chemical takes
place once the solute concentration exceeds a threshold value. The precipitation, reaction and adsorption kinetics were
modeled macroscopically with a set of hyperbolic transport equations with a discontinuous switch mechanism to take the
precipitation phenomenon into account. Another example is provided by the model due to [2–8] for (intra-osseous) wound
healing and tumor growth respectively. These models all contain discontinuous switch mechanisms in which a production
term is discontinuous and/or an interface starts moving once a generic chemical reaches a threshold or no longer exceeds
this threshold. The mathematical analysis of these models is still of interest, since these models yield very quick qualitative
insight into the results of mathematical models with soft tissues. Of course, we are aware of the existing models with a
higher sophistication. The presentation of the results in this present paper ismainly focused on a simplifiedmodel forwound
healing. However, the conclusions can be extrapolated to more generic models with discontinuous switch mechanisms.
Somemodels forwound healing and tumor growth rely on following a level of a solution to a system of partial differential
equations, such as the studies due to [9,10], to mention a few of them. The model treated in this paper concerns a moving
boundary problem inwhich the interface starts moving once the solution (i.e. a concentration of a chemical species) exceeds
a pre-defined threshold value. Hence, during the first stage, the interface does not move yet. In this paper, we give some
results concerning existence and uniqueness of solutions during the stage prior to interface motion. The construction of
the analytic solutions is inherited by the proof of these theorems. Ideas from several works, including [11,7,6,12–15] have
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been borrowed. Further, we analyze the waiting time before interface movement sets in. Here, the analysis makes use of
monotonicity and maximum principles for parabolic and elliptic partial differential equations, as presented in [16–18]. The
analytic solutions,which also demonstrate existence in a constructiveway, are developed in terms of contractive semigroups
where the theory presented in [19,13,15,20,11] is acknowledged. The analysis of the moving boundary problem is novel,
as far as we know. The present moving boundary problem is not a classical Stefan problem. The present paper is mainly
mathematical and it is organized as follows. First, the model, based on the ideas of Adam, is introduced. Subsequently,
analytic solutions are given and a waiting time, before healing sets in, is analyzed. Wound healing, being modeled as a
moving boundary problem, is analyzed in terms of a possible retardation. Finally, some conclusions are drawn.
2. The mathematical model
In this section, themodel basedon the ideas of [2] is presented. Firstly, themodel for the regeneration, decay and transport
of the growth factor is given, and subsequently the healing process as a result of the presence of the growth factor is described
(see [3]). Finally, a description of the coupling of the two models is presented.
Further, we assume that healing takes place if and only if the concentration of the growth factor at the wound edge
exceeds a threshold value cˆ .
We use Ω1, Ω2 and Ω3 to denote the wound itself, the active layer and the outer tissue respectively. Since the wound
is healing, the areas Ω1(t), Ω2(t) and Ω3(t) are functions of time. These areas are part of the solution. Far away from the
wound, that is at the boundary of the domain of computation, ∂Ω , we assume that there is no transport of growth factor.
The wound edge, the interface between the wound (Ω1) and the active layer (Ω2), is indicated byW (t) (i.e. W = Ω1 ∩Ω2).
Let the total domain of computation be given byΩ , which is Lipschitz, and then, following [2], we state the fundamental
equation for the transport, production and decay of the growth factor concentration, c , which reads:
∂c
∂t
− divD grad c + λc = P1Ω2(x), for (t, x) ∈ (0, T ] ×Ω, (1)
∂c
∂n
= 0, for (t, x) ∈ (0, T ] × ∂Ω, (2)
where 1Ω2(t)(x) =
{
1, for x ∈ Ω2(t)
0, for x ∈ Ω1(t) ∪Ω3(t). (3)
As the initial condition, we have
c(0, x) = 0, for x ∈ Ω. (4)
In the equations D, P and λ denote the constant diffusion coefficient, production rate constant and the decay coefficient
of the growth factor. These constants are non-negative in our parabolic PDE. The growth factor concentration, c , is to be
determined. Further, the second and third term in Eq. (1) respectively account for growth factor transport and growth factor
loss. The right-hand side of Eq. (1) accounts for the production of the growth factor. Eq. (2) represents the boundary condition
and the indicator function 1Ω2(t)(x) accounts for the growth factor production taking place in the active layer only. We will
see that if we use 1Ω2 instead of 1Ω2 there is an inconsistency as D→ 0. [2] considers the derivation of a critical size defect,
which is the smallest wound that does not heal. The time derivative in the diffusion reaction equation does not have to be
taken into account.
Healing at a certain location of the interface implies that the inward normal component of the velocity, vn, of the interface
W is positive. In the present paper we use the assumption from [2] that the interface moves if and only if the growth factor
concentration exceeds a threshold concentration cˆ , hence
vn > 0 if and only if c(t, x) ≥ cˆ for (t, x) ∈ (0, T ] ×W (t),
else vn = 0. (5)
This implies that in order to determine whether the wound heals at a certain location onW at a certain time t , one needs to
know the growth factor concentration there.
Adam considers analytic expressions for the time independent case for several geometries: planar (linear) geometry [2],
a circular wound on a spherical surface [21], a circular wound on a planar surface [22]. A wound in spherical symmetry is
considered in terms of analytic expressions by Arnold [23].
As it has been motivated in [3], we assume that the healing rate is proportional to the local curvature of the wound.
Hence, in agreement with Eq. (5), the velocity component in the outward (fromΩ1, that is the wound) normal direction is
given by
vn = −(α + βκ)w(c(t, x)− cˆ), for (t, x) ∈ (0, T ] ×W (t), (6)
where κ is the local curvature and α, β > 0 are considered as non-negative constants, prohibiting growth of the wound if
κ ≥ 0. Further, the function w(s) falls within the class of heaviside functions, that is w(s) ∈ H(s), where H(.) represents
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the family of heaviside functions, for which we have
H : s→
{0, if s < 0,
∈ [0, 1], if s = 0,
1, if s > 0.
(7)
Some models with the same principles as the active layer and/or the discontinuous switch condition can be found in [8,4,2,
7,5,6,25].
3. Analysis of the state prior to interface motion
In this section, we assume that D, λ, P > 0. Further, for the interface concentration, we assume that
max
x∈W
c(t, x) < cˆ.
As a result, in this section Ω1, Ω2 and Ω3 do not depend on t , hence Ωi = Ωi(0) for i ∈ {1, 2, 3}. First, we consider the
integral of the growth factor concentration, which is the ‘total mass’ of the growth factor, defined bym(t) := ∫
Ω
c dΩ . Due
to the initial condition for the concentration, the total mass is zero initially, that is
∫
Ω
c(x, 0) dΩ = 0. Integration of the
PDE (1) overΩ , gives with the use of the boundary condition
dm
dt
= −λm+ P
∫
Ω2
dΩ.
We define Aδ :=
∫
Ω2
dΩ > 0, which is constant in time since the wound does not move yet. Then the only solution of this
ordinary differential equation is given by
m(t) = PAδ
λ
(1− e−λt) > 0 for t > 0. (8)
In this section, we will see further that healing sets in after some time that is needed for the concentration at the wound
edge to reach the threshold value. The time at which healing sets in, is referred to as thewaiting time. In this section, a bound
for the waiting time is given. In order to analyze the waiting time, the PDE for the epidermic growth factor has to be solved.
The solution can be obtained using discretization techniques, such as the Finite Element Method. In this section, analytic
expressions, as fundamental solutions for the growth factor concentration, are also derived for planar and circular wounds.
These expressions demonstrate the existence of a solution for elementary geometries. For generic wound geometries, it is
no longer possible to give analytic expressions, and for this purpose a bound for the waiting time is derived. We would like
to address the existence of solutions for more generic geometries in a later study.
3.1. Existence, uniqueness and convergence to steady-state
By the use of fundamental solutions, see for instance [13,18,19], applied to the parabolic differential equation, existence
of solutions can be demonstrated. An important matter is that the analysis in the aforementionedworks is carried out under
certain smoothness requirements: f is assumed to be Hölder continuous in space and time. In our application, f does not
satisfy this requirement, hence classical smooth solutions do not exist. Therefore, for the analysis, wewill limit our attention
to a weak form of the partial differential equation:
Definition 1. The weak form of Eqs. (1)–(4) is given by:Find c ∈ V , subject to c(0, x) = 0 inΩ , such that(∂c
∂t
, φ
)
+ a(c, φ) = (P1Ω2(x), φ), ∀φ ∈ H1(Ω), (9)
with
(u, v) :=
∫
Ω
uv dΩ, (10)
as the inner product of the functions u and v overΩ , and the bilinear form a(u, v) defined by
a(u, v) :=
∫
Ω
{D∇u · ∇v + λuv} dΩ. (11)
The function space V in which we look for the solution is defined by
V := C1[(0, T ];H1(Ω)] ∩ C0[[0, T ];H1(Ω)].
The existence and uniqueness of a steady-state solution in H1(Ω) can be demonstrated in a straightforward way. Formally,
we have
Theorem 1. Let cE inΩ be the steady-state solution of Eq. (9), if D, λ > 0, then cE uniquely exists in H1(Ω).
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A similar theorem was demonstrated by [6] for a slightly different problem with a classical solution with respect to
smoothness.
Proof of Theorem 1. The steady-state version of Eq. (9) is given by
a(cE, φ) = (P1Ω2 , φ) ∀φ ∈ H1(Ω), (12)
with inner product and bilinear form defined in (10) and (11), respectively. We use ‖∇u‖ :=
√
( ∂u
∂x )
2 + ( ∂u
∂y )
2. It is straight-
forward to demonstrate that the bilinear form is symmetric (and hence continuous due to Schwarz inequality). Further, we
get
a(u, u) =
∫
Ω
{
D‖∇u‖2 + λu2} dΩ ≥ λ ∫
Ω
u2dΩ =: λ‖u‖20,
and hence the bilinear form is coercive. Subsequently, we show that (P1Ω2 , φ) is bounded:
|(P1Ω2 , φ)| ≤ ‖P · 1Ω2‖0 · ‖φ‖0 = P · (meas.Ω2) · ‖φ‖0
≤ P · (meas.Ω2) · {‖φ‖0 + ‖∇φ‖0} =: P · (meas.Ω2) · ‖φ‖1.
The first step follows from the application of Cauchy–Schwarz’s inequality. In the above inequality, we define meas.Ω :=∫
Ω
dΩ , which gives an area ifΩ ⊂ R2 and the norm ‖φ‖1 := ‖φ‖0 + ‖∇φ‖0. The right hand side is bounded since P and
meas.Ω2 are bounded and φ ∈ H1(Ω). Hence all the requirements of Lax–Milgram’s Theorem, see for instance [24], are
satisfied. Herewith, application of the Lax–Milgram Theorem, gives that the solution exists in H1(Ω) uniquely. 
Besides the existence and uniqueness of a steady-state solution, one can prove that there is at most one solution in the
sense of Definition 1 and that this solution converges to the steady-state solution cE . This is formalized in:
Theorem 2. For D, λ > 0, there exists at most one solution in the sense of Definition 1 and this solution converges to the steady-
state solution cE as t →∞, that is limt→∞ c(t, x) = cE(x).
Proof of Theorem 2. First we deal with uniqueness. Suppose there are two solutions c1 and c2 in the sense of Definition 1.
Then, v := c2 − c1 satisfies
v ∈ V such that
∫
Ω
∂v
∂t
φdΩ = −
∫
Ω
{D∇v · ∇φ + λvφ} dΩ, for all φ ∈ H1(Ω). (13)
Take φ(x) = v(s, x) for a given s, then v(s, x) ∈ H1(Ω) at the given s, and use v(0, x) = 0 inΩ , then
1
2
∫
Ω
v2dΩ = −
∫ t
0
{∫
Ω
(
D‖∇v‖2 + λv2) dΩ} ds ≤ −λ ∫ t
0
{∫
Ω
v2dΩ
}
ds.
Suppose that v(tˆ, xˆ) 6= 0 for a (tˆ, xˆ) ∈ (0, T ) × Ω , then by continuity in space and time, there is a ball Bε = {(t, x) ∈
(0, T ) × Ω : |t − tˆ| < ε, ‖x − xˆ‖ < ε} such that v(t, x) 6= 0 for (t, x) ∈ Bε . Hence the integrand is strictly positive and
implies that
∫
Ω
v2dΩ < 0, by which we arrive at a contradiction. Hence, v = 0 onΩ for t > 0 and this implies that there
is at most one solution.
Next, we deal with the convergence to the steady-state solution. Subtraction of (12) from (9) and defining v := c − cE in
Ω , gives∫
Ω
∂v
∂t
φdΩ = −D
∫
Ω
∇v · ∇φdΩ − λ
∫
Ω
vφdΩ, for all φ ∈ H1(Ω).
After choosing φ(x) = v(t, x), at a given t and applying Friedrich’s inequality, we get
d
dt
∫
Ω
v2dΩ = −D
∫
Ω
‖∇v‖2dΩ − λ
∫
Ω
v2dΩ ≤ −λ
∫
Ω
v2dΩ.
Grönwall’s Lemma gives∫
Ω
v2dΩ ≤ e−λt
∫
Ω
v2(0, x)dΩ,
where v(0, x) = −cE(x), and hence limt→∞ v(t, x) = 0 a.e. inΩ . Since v ∈ H1(Ω), it follows that limt→∞ c(t, x) = cE(x)
inΩ . 
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Theorem 3. There exists an interval t ∈ (0, T ), with T > 0, in which Eqs. (1)–(4) have a solution in V (in the sense of
Definition 1).
Proof of Theorem 3. In Theorem 2, we already demonstrated that if a solution to Eqs. (1)–(4) exists, then it converges to
the steady-state solution cE(x) ∈ H1(Ω). Furthermore, we look for a solution that is continuous in t , and since c = 0 at
t = 0, then for any cˆ > 0 there exists a minimal T during which c < cˆ on W . Since the difference between relations (9)
and (12) gives a homogeneous partial differential equation with an initial condition in H1(Ω), we subtract the steady-state
equation (12) from equation (9) and define u(t, x) := c(t, x)− cE(x), to obtain
Find u ∈ V such that (ut , φ)+ a(u, φ) = 0, subject to u(0, x) = −cE(x).
This problem has a classical solution. Since c = u + cE in which cE ∈ H1(Ω), this implies that c is not classical, but only
exists in V . 
Of course Theorems 2 and 3 are related.
3.2. Fundamental solutions
In this section, we show a procedure to construct analytic solutions. These analytic solutions are also useful for a
validation of finite element solutions. Since the solutions we are interested in are continuous in t , there is an interval (0, T )
in which c < cˆ. The solutions that we construct are valid within this time interval. The first type of solution lies in V , and its
construction is inspired by the proof of the existence theorem (Theorem 3). The second type is constructed using classical
solutions from a decomposition of the discontinuous source term. Since the solution in V is classical almost everywhere inΩ
(except on ∂Ω2), the solutions are the same almost everywhere in the limit (k→∞, k being the number of eigenfunctions).
In the analytic solution of this section, we consider the case in which the wound edge concentration is below the threshold
concentration cˆ. The time at which the maximal wound edge concentration on the interfaceW equals cˆ , is referred to as the
waiting time, we denote this time by τ .
3.2.1. Construction of solutions in V
We let the construction of solutions in V be inspired by the proof of the existence Theorem 3. In this section, we will
sketch the general idea, and apply this to a planar case.
Suppose that for any geometry we found a steady-state solution cE ∈ H1(Ω), then setting u(t, x) := c(t, x)− cE(x), we
have the following problem, which has a classical solution
∂u
∂t
= D1u− λu, in (0, t)×Ω.
Subject to u(0, x) = −cE(x) and homogeneous Neumann boundary conditions, let φk(x) be the orthonormal eigenfunctions
of the differential operator−∆+ λI(.), then the solution of the above equation is represented as
u(t, x) =
∞∑
k=0
uk(t)φk(x).
Letµ2k = λ+Dλ2k be the eigenvalues of the operator−∆+λI (note that λ2k represent the eigenvalues of−∆) corresponding
to φk(x), then one obtains for uk(t)
uk(t) = uk(0)e−µ2k t ,
where uk(0) follows from the initial condition, which gives
uk(0) = −
∫
Ω
cE(x)φk(x)dΩ.
The overbar on x is used to indicate that this is the variable over which we integrate. Hence, we get for u
u(t, x) = −
∫
Ω
G(t, 0, x, x)cE(x)dΩ,
where x is the spatial variable over which we integrate, and G(t, s, x, x) is the Green’s function defined by
G(t, s, x, x) :=
∞∑
k=0
eµ
2
k (s−t)φk(x)φk(x).
SinceG(t, 0, x, x) is infinitely differentiablewith uniformly bounded derivatives on (0, T )×Ω , we have u ∈ C∞((0, T )×Ω).
Fromdirect substitution, it is shown thatu solves the homogeneous PDE andhomogeneous boundary condition, sinceGdoes.
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Next, we consider∣∣u(t, x)+ cE(x0)∣∣ = ∣∣∣∣cE(x0)− ∫
Ω
cE(x)G(t, 0, x, x)dΩ
∣∣∣∣
=
∣∣∣∣∫
Ω
(G(0, 0, x0, x)− G(t, 0, x, x))cE(x)dΩ
∣∣∣∣
≤
∫
Ω
∣∣G(0, 0, x0, x)− G(t, 0, x, x)∣∣ cE(x)dΩ → 0 as (t, x)→ (0, x0).
The last step follows from G being (Lipschitz) continuous both in t and x. Hence the initial condition is satisfied. We used
similar principles as in [11] to demonstrate that u solves the homogeneous PDE, boundary condition and initial condition.
Subsequently, the generalized solution c(t, x) ∈ V (since cE ∈ H1(Ω)) is obtained by
c(t, x) = cE(x)+ u(t, x) = cE(x)−
∫
Ω
G(t, 0, x, x)cE(x)dΩ
=
∫
Ω
{cE(x) (δ(x− x)− G(t, 0, x, x))} dΩ. (14)
The above solution is valid as long as c < cˆ onW . Since the solution is continuous in t , there exists a T > 0 for which the
above expression is valid. Formally, this is summarized in the following assertion:
Theorem 4. Let c(t, x) be given by expression (14), then c ∈ V , and
∂c
∂t
− D1c + λc = P1Ω2 , for t ∈ (0, T ), x ∈ Ω,
and lim(t,x)→(0,x0) c(t, x) = 0 for each point x0 ∈ Ω .
An example of how an analytic solution is constructed in case of a planar geometry, is described in Appendix A.
3.2.2. Construction of ‘classical’ solutions
The fundamental solutions shown in the present section are valid inΩ , except on δΩ2, on which the reaction term with
the indicator function is discontinuous. This is a consequence of Fourier’s Theorem which says that at a discontinuity of a
piecewise continuous function, the series gives the average of the values obtained by passing the limit over space to the
discontinuity from both sides. Therefore, the better alternative is to construct the solution in a way that is inspired by the
proof of Theorem 3, as been presented in the previous section. The reason that we present the ‘classical’ solutions is that
these solutions can be extended to cases in which the boundary moves. The formal solutions in V , as constructed in the
previous section, cannot be extended to a moving boundary problem, since a steady-state solution is not defined.
Hence, the source function P1Ω2(t), which is piecewise continuous, can be written as a unique linear combination of the
eigenfunctions, say
P1Ω2 =
∞∑
k=0
bkφk(x), a.e. inΩ,
where the functions φk(x) represent the eigenfunctions of the operator −∆ + λI . Due to completeness and linear
independence of the eigenfunctions of the self-adjoint differential operator, the solution u can bewritten as an eigenfunction
expansion
c(t, x) =
∞∑
k=0
ck(t)φk(x).
Substitution into the weak differential form (see Definition 1), gives
c ′k + µ2kck = (P1Ω2 , φk),
where the eigenfunctions φk are orthonormal. This implies that the solution is given by
ck = P
∫ t
0
(1Ω2 , φk)e
µ2k (s−t)ds.
Hence the solution is formally given by
c(t, x) = P
∞∑
k=0
φk(x)
∫ t
0
(1Ω2 , φk)e
µ2k (s−t)ds.
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We define the Green’s function by
G(t, s, x, x) :=
∞∑
k=0
eµ
2
k (s−t)φk(x)φk(x),
to write the solution as
c(t, x) = P
∫ t
0
∫
Ω
1Ω2(x)G(t, s, x, x)dΩds.
where x is the spatial variable over which one integrates. The above equation represents the general solution as long as
t ∈ (0, τ ). Using this solution, one can demonstrate by substitution into the PDE and realizing that the Green’s functions G
satisfy the PDE, that
ct − D1c + λc = P
∫
Ω
1Ω2(x)G(t, t, x, x)dΩ
= P
∞∑
k=0
φk(x)
∫
Ω2
φk(x)dΩ =
∞∑
k=0
bkφk(x).
Using Fourier’s Theorem, we get
ct − D1c + λc =
0, x ∈ Ω \Ω2,P, x ∈ Ω2,P/2, x ∈ ∂Ω2. (15)
On ∂Ω2 the situation differs. To illustrate this solution, we consider a planar and a circular example in Appendix B.
3.3. Generic analysis of the waiting time
Since for generic geometries, the waiting times are hard to determine, we derive a bound for the waiting time. Further,
we consider the solution c in Ω for a time span (0, T ), where T > 0 is a finite time. We emphasize that the analysis in
this section applies for the state prior to healing, that is t < T ≤ τ , hence the wound edge does not move yet. We will
demonstrate the following theorems:
Theorem 5. Let c be such that Eqs. (1)–(4) are satisfied, with D, λ > 0, and Aδ and AΩ are the non-zero area of the active layer
and domain of computation, respectively, then,
1. For the wound edge concentration, c(t), we have
c(t) = PAδ
λAΩ
(1− exp(−λt)), as D→∞
c(t) = P
λ
(1− exp(−λt)), if D = 0 andΩ2 is the active layer,
c(t) = 0, if D = 0 and if Ω2 is the active layer.
(16)
2. Furthermore, there exists a waiting time, τD, before healing sets in, and this waiting time has the following limits
lim
D→0 τD =
1
λ
ln
(
1
1− cˆλP
)
, if Ω2 is closed;
lim
D→∞ τD =
1
λ
ln
(
1
1− cˆλAδPAΩ
)
, if
cˆλAδ
PAΩ
< 1.
(17)
Theorem 6. Let c be such that Eqs. (1)–(4) are satisfied, and Ω2 ⊂ Ω , with meas. Ω2 6= 0, then c(t, x) > 0 for (t, x) ∈
Ω × (0, T ).
Theorem 7. Let c1 and c2 satisfy Eqs. (1)–(4) for the samewound edge position and outer bound position (i.e. for the samewound),
with active layers respectively given byΩ12 andΩ
2
2 and let the respective waiting times be given by τ1 and τ2, then
Ω12 ⊂ Ω22 ⇒ c1 < c2 inΩ and τ2 < τ1.
[6] proved two theorems similar to Theorems 6 and 7 for a slightly different problem with a classical smooth solution for
one spatial coordinate and under the conditions of the parabolic comparison Theorem.
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Theorem 8. Let c be such that Eqs. (1)–(4) are satisfied. Then the growth factor concentration c(x, y, t), and waiting time, τ ,
change continuously with the extension of active layer.
Theorem 9. Let c be such that Eqs. (1)–(4) are satisfied, andΩ2 ⊂ Ω , where meas.Ω2 6= 0, then we have
0 < c(t, x) <
P
λ
(1− exp(−λt)), for (t, x) ∈ (0, T )×Ω, (18)
and herewith
0 < c(t) <
P
λ
(1− exp(−λt)), (19)
at the wound edge W. Hence the waiting time is bounded from below by
τ >
1
λ
ln
(
1
1− cˆλP
)
. (20)
Note that the above theorem implies the existence of a non-zero waiting time before healing takes place. In the next
section, these assertions will be proved.
3.3.1. Proofs of theorems
Before we prove the theorems of the previous subsections, we establish the following lemma:
Lemma 1. Let c be such that Eqs. (1)–(4) are satisfied, then for weak solutions c ∈ V there exists a function c(t), for which
lim
D→∞ cD(t, x) = c(t), with c(0) = 0. (21)
Proof of Lemma 1. First, we divide the weak form by D and set ε := 1D > 0, then we obtain, after some rearrangements:
Find c ∈ V : ε {(cεt , φ)+ λ(cε, φ)− P(1Ω2 , φ)}+ b(cε, φ) = 0, ∀φ ∈ H1(Ω), (22)
subject to cε(0, x) = 0, where cε := c1/ε = cD and
b(u, v) :=
∫
Ω
∇u · ∇vdΩ.
For each ε > 0, this problem has a uniquely defined solution (see Theorems 2 and 3) in the sense of Definition 1. Next,
we consider ε = 0 and the limit ε → 0+ or equivalently D → ∞, in which we will demonstrate that the case ε → 0+
converges to the case ε = 0, sequentially. Then c0 satisfies
c0 ∈ V : b(c0, φ) = 0, ∀φ ∈ H1(Ω).
This implies that c0 does not depend on space, x, however solutions that depend on t subject to c0 = 0 at t = 0 are allowable.
This implies that there is a function c(t) such that
c0(t, x) = c(t),
subject to c(0) = 0.
Next, we consider the limit behavior for ε→ 0. For this purpose, we introduce a perturbation of the bilinear form
bε(cεt , φ) := ε
{
(cεt , φ)+ (λcε, φ)
}+ b(cε, φ).
Hence, we have
bε(cε, φ) = ε(P1Ω2 , φ), and b(c0, φ) = 0.
Subtraction gives
b(c0, φ)− bε(cε, φ) = ε(P1Ω2 , φ).
Rearrangement yields
b(c0, φ)− bε(c0, φ)+ bε(c0, φ)− bε(cε, φ) = ε(P1Ω2 , φ).
Using linearity of bε(., .) and using the definitions, gives
bε(c0 − cε, φ) = ε
{
(P1Ω2 , φ)+ (c0t , φ)+ (λc0, φ)
}
.
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Since c0 is finite, we get, after taking the limit ε→ 0+
lim
ε→0+
bε(c0 − cε, φ) = 0, ∀φ ∈ H1(Ω).
At a time t , one takes φ = c0 − cε to obtain
ε
{
(c0t − cεt , c0 − cε)+ (λ(c0 − cε), c0 − cε)
}+ b(c0 − cε, c0 − cε) = 0.
First, we have to demonstrate that the left-hand side tends to zero as ε→ 0. Suppose that it does not, then
ε
{
d
dt
‖c0 − cε‖20 + 2λ‖c0 − cε‖20
}
≤ 0.
From Grönwall’s Lemma, we infer ‖c0 − cε‖20 = 0, where the initial conditions c0(0, x) = 0 and c(0, x) = 0 have been
used. Hence, we have cε = c(t). This implies that cε is bounded as ε→ 0 and hence c0 − cε is determined from
b(c0 − cε, c0 − cε) = 0.
This implies that limε→0(c0 − cε) does not depend on space and nor does cε . Hence the limit behavior for ε → 0 implies
that
lim
D→∞ cD(t, x) = limε→0 c
ε(t, x) = c(t),
and Lemma 1 is proved. 
Proof of Theorem 5. The function c(t) from Lemma 1 is substituted into (9) to get
c ′(t)
∫
Ω
φdΩ = P
∫
Ω2
φdΩ − λc(t)
∫
Ω
φdΩ, ∀φ ∈ H1(Ω). (23)
Take φ = 1 onΩ , to get
c ′(t)AΩ = PAδ − λc(t)AΩ , c(0) = 0. (24)
Hence, we solve{
c ′(t)+ λc(t) = P Aδ
AΩ
,
c(0) = 0.
(25)
The exact solution of the above problem is given by
c(t) = P
λ
· Aδ
AΩ
· (1− exp(−λt)). (26)
Note that this is consistent with the integral of the solution overΩ , that is
∫
Ω
cdΩ , for any value of εwith respect to Eq. (8).
Herewith, part 1 of Theorem 5 has been proved for the limit case D→∞.
Note that
lim
t→∞ c(t) =
PAδ
λAΩ
,
and hence for a wound to start healing at all, we require that
PAδ
λAΩ
≥ cˆ. (27)
This is a necessary condition for healing to start. If the inequality is strict, it is also a sufficient condition to start since one
can always find a T > 0 at which maxx∈W c = cˆ. From Eq. (26), it is straightforward to derive that the waiting time is given
by
lim
D→∞ τD = −
1
λ
ln
(
1− λAδ cˆ
PAΩ
)
. (28)
This proves part 2 of Theorem 5 for the limit case D→∞.
Next, we consider the case D→ 0, whereΩ2 is the active layer. For D = 0, we have from Eqs. (1)–(4)
c0 = c0(t, x) =
{P
λ
(1− exp(−λt)), for x ∈ Ω2,
0, for x ∈ Ω \Ω2.
(29)
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Note that c0 6∈ V , since it is discontinuous inΩ . This result can be used easily to verify that
lim
D→0 τD = −
1
λ
ln
(
1− λcˆ
P
)
. (30)
The case that the open domainΩ2 is the active layer, is trivial, since it implies c(t, x) = 0 for D = 0 onW . Hence c(t) = 0
for t > 0. Herewith Theorem 5 has been proved. Note that here again c0 6∈ V . 
Proof of Theorem 6. Rewriting Eq. (1) givesD1c−λc−ct = −Pf (x) ≤ 0 in (0, T )×Ω . The theorem is direct consequence
of combination of the maximum principle as is stated in Theorems 2.7–2.9 in [16], which gives:
Let u be a nonconstant solution of Lu − ut ≥ 0 in (0, T ) × Ω , where L is uniformly elliptic, then u can attain its maximum
only for t = 0 or on the boundary Γ (where ∂c
∂n > 0 with n the unit normal vector out of Ω).
A proof of this assertion can be found in [17]. Since, in our case, the inequality is opposite and strict on a nonzeromeasure,
there can only be a minimum at t = 0 or on ∂Ω . At t = 0, we have c = 0 in Ω and realizing that we have homogeneous
Neumann conditions implies that c > 0 inΩ × (0, T ). 
Proof of Theorem 7. Let v := c2− c1, then first we will demonstrate that v > 0. Note that meas.Ω22 >meas.Ω12 . This gives
∂v
∂t
= D1v − λv + P(1Ω22 − 1Ω12 ) = D1v − λv + P1Ω22 \Ω12 , inΩ.
Then, as a consequence of Theorem 6, it follows that v > 0 in Ω and hence c2 > c1 in Ω , hence also on W . Since τ is
determined by
max
(x,y)∈W
c(τ , x) = cˆ,
we have
max
x∈W
c1(τ , x2) < max
x∈W
c2(τ , x2) = cˆ,
hence at the time that healing sets in on the domain withΩ22 as the active layer, healing did not yet start in the domain with
Ω12 as the active layer. Hence τ1 > τ2. 
Proof of Theorem 8. Consider the two solutions c1 and c2 with respective active layers Ω12 and Ω
2
2 , such that Ω
1
2 ⊂ Ω22 .
Then, the difference v := c2 − c1 satisfies
∂v
∂t
= D1v − λv + P1Ω22 \Ω12 , inΩ, (31)
with a homogeneous Neumann boundary condition at ∂Ω and v(0, x) = 0 in Ω as initial condition. Integration over Ω
gives
d
dt
∫
Ω
vdΩ = −λ
∫
Ω
vdΩ + Pν,
where ν := meas.(Ω22 \Ω12 ). Let v := (meas.Ω)−1
∫
Ω
vdΩ , where meas.Ω = AΩ in R2, then dividing by meas.Ω gives
dv
dt
+ λv = Pν,
where ν := (meas.Ω)−1ν. Herewith, we get
v(t) = P
λ
ν
(
1− e−λt) . (32)
This implies with v(t, x) > 0 from the strict inequality on a nonzero measure and as a consequence of Theorem 6 that
0 < v < P
λ
ν. Hence limν→0 v = 0, and hence by necessity limν→0 v(t, x) = 0 a.e. inΩ . Since v ∈ V is continuous, we get
v(t, x)→ 0 asΩ22 → Ω12 from above. Hence limν→0 |c2(t, x) − c1(t, x)| = 0 inΩ for t > 0, herewith c(t, x) depends on
ν continuously, and hence on the extension of Ω2 continuously. Since c is continuous in t , the waiting time depends on ν
continuously. 
Proof of Theorem 9. We use a comparison argument to establish our statement. The PDE in Eq. (1) is estimated with the
following upper bound
∂c
∂t
= D1c + Pf (x)− λc ≤ D1c + P − λc, for x ∈ Ω. (33)
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We will show that the solution, c1, of
∂c1
∂t
= D1c1 + Pf (x)− λc1, for x ∈ Ω, (34)
is bounded from above by the solution, c2, of
∂c2
∂t
= D1c2 + P − λc2, for x ∈ Ω. (35)
By direct substitution, it is verified that the only solution of the above Eq. (35) is given by c2(t, x) = Pλ (1 − exp(−λt)).
Further, equation (35)models the case thatΩ2 = Ω . Since Theorems 7 and 8 imply that c increases continuously and strictly
monotonically with the extension of Ω2, and since Ω is the maximum extension of Ω2, the solution c1 is strictly bounded
from above by c2. In other words, we have c1 < c2 = Pλ (1− exp(−λt)) in (0, T )×Ω . Since c1 ∈ H1(Ω) ⊂ C(Ω), we have
that c1(t, x) ≤ maxΩ c1(t, x) < c2(t), continuity of c2 and continuity with the dependence of the extension of Ω2 imply
that the waiting time is bounded from below by τ > − 1
λ
ln
(
1− cˆλP
)
, which corresponds to the waiting time for c2. 
4. The moving boundary problem
A high value of the threshold condition will give a long waiting time before the actual healing sets in. Another interesting
issue concerns the situation once healing sets in. There are two competing processes: 1. themovement of thewound edge; 2.
the diffusional transport of the growth factor. If themovement of thewound edge is faster than the transport of the diffusing
growth factor, then we will see that the movement of the wound edge is delayed, since the growth factor concentration at
the wound edge does not exceed the threshold concentration any longer. On the other hand, if diffusion is sufficiently fast
thenwound healing proceeds, provided that cˆλAΩPAδ < 1. In the following subsections, wewill address this issue inmore detail
for planar wounds. First, we will give a heuristic argument using numerical and physical considerations.
We observe in our numerical solutions that, once healing starts, for some cases the healing curve exhibits a stair-case
behavior. As the time-step tends to zero, the size of the steps converges to zero. Hence the limit of a zero time step suggests
a continuous curve. To examine this curious behavior, we first use a physical argument:
The displacement of a point on the wound edge is given by vnh during a time step with size h. Further, from the wound
edge, the diffusional penetration depth is given by
√
piDhwithin a period of h. In order to have a wound edge concentration
of at least the threshold concentration, we need a sufficient penetration depth relative to the wound edge displacement.
Hence, we need
vnh <
√
piDh. (36)
Taking the square of the above equation and dividing by vn 6= 0, gives
h <
piD
v2n
. (37)
From the above equation, it is clear that if D > 0, then one can always choose a time step h such that the above condition
holds. Hence the staircase behavior disappears in the limit for h→ 0. This explainswhy the curve is continuous once healing
sets in. Healing proceeds until the wound edge concentration drops below the threshold concentration. This depends on the
evolution of the area of the active layer.
In spite of the continuity of the healing curve, the healing speed is reduced if the rate parameters α and β are too high in
relation to the diffusive transport rate. We will analyze this phenomenon for planar wounds in the subsequent subsections,
in which κ = 0. Before we do so, we will present a condition for continuation of wound healing for a limit case under a
change of the area of the active layer.
4.1. Continuation of healing
In this section, we consider the solution after thewaiting time has elapsed, that is, we analyze the solution for t > τ . First
we demonstrate that for a given healing velocity profile over the wound edge, the solution is uniquely defined. A defined
velocity pattern atW (t) and t > τ , will determine a movement of the subdomainΩ2(t), subject to the initial condition at
t = τ , where the solution follows from the state prior to τ . We formulate this in the following assertion:
Theorem 10. Let c be such that Eqs. (1)–(4) and (7) are satisfied with an interface that has a defined velocity for t > τ , then
there exists at most one solution in V .
Proof of Theorem 10. Suppose that two solutions exist, c1, c2 ∈ V . Both solutions satisfy the initial condition at t = τ , that
is c1(τ , x) = c2(τ , x) = c(τ , x). The difference between these two solutions, v := c2 − c1 satisfies
1
2
d
dt
‖v‖20 + a(v, v) = 0, for t > τ, with v(τ , x) = 0, inΩ,
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in the sense of Definition 1. From the definition of the bilinear form a(u, v), we have
1
2
d
dt
‖v‖20 + λ‖v‖20 ≤ 0, for t > τ, with v(τ , x) = 0, inΩ.
Then, similarly to the proof of Theorem 2, it follows that v = 0 in Ω for t > τ , and hence there is at most one solution
in V . 
From Theorem 7 we learn that the waiting time increases and that the wound edge concentration decreases with a
decreasing area of the active layer. Further, if the area of the active layer is zero (there is no active layer), the wound edge
concentration remains zero and the waiting time becomes unbounded. This suggests that wound healing may cease if the
area of the active layer becomes too small. This is formulated in the following theorem:
Theorem 11. Let c be such that Eqs. (1)–(4) and (7) are satisfied with a defined interface speed for t > τ , and let Aδ and AΩ be
the area of the active layer and domain of computation, then, for the limit D→∞:
1. Healing continues iff
cˆ
(
1− eλ(τ−t)) ≤ P
AΩ
∫ t
τ
Aδ(s)eλ(s−t)ds; (38)
2. If Aδ = Aδ(0), then, healing will always proceed iff cˆλAδPAΩ < 1.
Proof of Theorem 11. In general, the area ofΩ2 changes during the course of healing. This is caused by the contraction of
the wound and the resulting decrease of the wound perimeter or by the change of the thickness of Ω2, depending on the
wound geometry or contraction rate equation used in the model. Consider the limit case of D→∞, then, Theorem 5 says
that Eq. (25) holds true. For the case that Aδ depends on time, we obtain from using an integrating factor to solve (25) for
t > τ
exp(λt)c(t)− exp(λτ)cˆ = P
AΩ
∫ t
τ
Aδ(s) exp(λs)ds. (39)
This gives
c(t) = exp(λ(τ − t))cˆ + P
AΩ
exp(−λt)
∫ t
τ
Aδ(s) exp(λs)ds ≥ cˆ, (40)
as a condition to start healing in a finite time. This implies
cˆ(1− exp(λ(τ − t))) ≤ P
AΩ
exp(−λt)
∫ t
τ
Aδ(s) exp(λs)ds, (41)
and the first part of Theorem 11 has been established.
Next, we set Aδ constant, say Aδ = Aδ(0), then the right hand side of the above inequality changes into
P
AΩ
exp(−λt)
∫ t
τ
Aδ(s) exp(λs)ds = PAδ(0)AΩλ exp(−λt)(exp(λt)− exp(λτ)). (42)
From this equation, one obtains
P
AΩ
exp(−λt)
∫ t
τ
Aδ(s) exp(λs)ds = PAδ(0)AΩλ (1− exp(λ(τ − t))). (43)
Combining this with inequality (41), yields
cˆ(1− exp(λ(τ − t))) ≤ PAδ(0)
AΩλ
(1− exp(λ(τ − t))). (44)
Since, t > τ , we have 0 < exp(λ(τ − t)) < 1, and hence, the above condition for healing to proceed is satisfied if and only
if
cˆλAΩ
PAδ
< 1, (45)
which is consistent with Theorem 5 to start healing. 
4.2. Construction of a planar moving solution
In this subsection, we consider the movement of the interface, which may be retarded with respect to the rate α + βκ
for some cases. The intuitive argument at the beginning of this section revealed that the interface position is a continuous
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Fig. 1. The interface speed as a function of the diffusivity. The blue curve corresponds to a numerical solution of Adam’s model. The red curve gives the
interfacial velocity for which the interface concentration is equal to the threshold concentration cˆ.
function of time.Wewill limit the discussion to planarwounds only. Hence, the curvature is zero, and thereforewe are faced
with the following problem:
∂c
∂t
= D∂
2c
∂x2
− λc + P1(R,R+δ), in (0, L),
∂c
∂x
(t, 0) = ∂c
∂x
(t, L) = 0,
c(0, x) = 0, in (0, L),
dR
dt
= −αw(c(R(t), t)− cˆ),
(46)
where R(t) and δ respectively denote the position of the planar interface and the thickness of the active layer. Further, note
that α > 0. Nowwe consider the solution to the above problem in the case that the interface moves. Hence, the solution for
t > τ is of interest. We will show that a solution with a moving interface can be constructed. If v denotes the velocity of the
interface, then R(t) = R0 −
∫ t
τ
v(s)ds for t ≥ τ . The eigenfunctions of the homogeneous problem are the same as before for
the planar wound at t < τ . However, the Fourier series of the production term changes due to the time-dependence, that is
P1(R(t),R(t)+δ) =
∞∑
k=0
γk(t)φk(x),
where γk(t) is the same as before for the planar case, but now one has to bear in mind that R varies with time. These
expressions are substituted into the nonhomogeneous PDE, and we realize that the eigenfunctions are an orthonormal set.
Then this yields
c ′k + (µ2kD+ λ)ck = γk(t), for t > τ,
The constants ck(τ ) follow from the solution at t = τ . (47)
Using an integrating factor gives
ck(t) = ck(τ )e(µ2kD+λ)(τ−t) + e−(µ2kD+λ)t
∫ t
τ
γk(s)e(µ
2
kD+λ)sds.
The formal solution to the initial boundary problem is given by
c(t, x) =
∞∑
k=0
ck(t)φk(x) =
∞∑
k=0
ck(τ )e(µ
2
kD+λ)(τ−t)φk(x)+ P
∞∑
k=0
φk(x)
∫ t
τ
{
e(µ
2
kD+λ)(s−t)
∫ R(s)+δ
R(s)
φk(y)dy
}
ds. (48)
The first term originates from the solution at t = τ , and the second term takes into account themovement of the production
term for the growth factor. Combined with φk(x) = √2/L cos(kpix/L) and φ0 = 1/
√
L, gives the formal solution. By these
algebraic operations and since the integrals exist (have a finite value), the existence of a moving boundary solution for
a planar wound for t > τ , can be demonstrated with a given interfacial movement, in terms of a contractive semigroup.
Theorem10 infers that this is the only solution. As an illustration of this solution,weplot the interface rate v that corresponds
to c(R(t), t) = cˆ as a function of the diffusion coefficient in Fig. 1. Note that in order to obtain this picture, the integrals
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have been evaluated, which is a straightforward but tedious job. From this picture, it is suggested that for a given α there
is a D∗ for which v = α and v < α if D < D∗. The latter situation is where retardation of the interface speed comes in. If
D > D∗ then v = α. For a given value of α, the magnitude of the interface speed is bounded from above by α. Furthermore,
we show some results with the same parameters but then with a Finite Difference method, see Fig. 1. It can be seen that the
solutions agree rather well, except for very small and very large values of the diffusion coefficient. We note that for D > D∗
the interface speed equals α by necessity, since c(R(t), t) > cˆ. Hence, for this case, the interface speed stays constant at all
times t > τ during the healing process. In the remaining text of this subsection, we will give some results from a qualitative
analysis concerning several basic properties such as monotonicity, delay, uniqueness and existence of a solution.
Integration of the bottom equation in (46) over (t, t + h) gives
R(t + h)− R(t) = −α
∫ t+h
t
w(c(s, R(s))− cˆ)ds ≥ −αh. (49)
Taking the limit h→ 0 implies that R(t) is continuous. This could also be seen from the bottom equation of (46). Retardation
of the solution is allowed since w ∈ [0, 1] if c(s, R(s)) = cˆ. It can also be seen that R(t + h) − R(t) ≤ 0. Hence, from this
argument it can concluded that R(t) is monotonic. So, the interface does not move in an oscillatory manner. We note that if
c(t, R(t)) > cˆ , thenw = 1 and hence R′(t) = −α, for which there is no retardation. Since c(t, R(t)) = cˆ impliesw ∈ [0, 1],
retardation possibly occurs.
As a degenerate case, we consider the situation in which D = 0. IfΩ2 = (R(t), R(t)+ δ), that isΩ2 is open, then
∂c
∂t
= P − λc, x ∈ Ω2(t), open domain
∂c
∂t
= −λc, x ∈ Ω \Ω2(t),
with c(0, x) = 0, x ∈ Ω.
(50)
Therewith c(t, R(t)) = 0 for t > 0, hence c(t, R(t)) < cˆ , and thus R(t) = R0. The interface does not move in this case.
Suppose, however, that one takes Ω2 to be closed, that is Ω2 = [R, R + δ], then if cˆλP < 1, there is a time t at which
c(t, R(t)) = cˆ. Suppose that the interface motion is zero, then for all t > t as a result of monotonicity (see [18], Sections
5.2 and 5.3), we have c(R(t), t) > cˆ. This implies that w = 1 and hence the interface has to move. Here, we arrive at a
contradiction. This implies that we should investigate whether solutions with interface movement exist for a closed active
layer. For this purpose, we consider
R(t + h)− R(t) = −α
∫ t+h
t
w(c(s, R(s))− cˆ)ds,
in which we assume that c(s, R(s)) = cˆ. If the interface moves, then R(t + h) < R(t), then, since the diffusion coefficient is
zero, c(t + ε, R(t + ε)) = 0 < cˆ for an arbitrarily small 0 < ε ≤ h < τ , where t is the waiting time. Hence, the interface
cannot move. This implies that there is no solution if the active layer Ω2 is closed and D = 0. From the arguments in this
subsection, we demonstrated the following theorem:
Theorem 12. Given the planar wound healing problem in (46), then
1. The interface position is continuous and monotonic;
2. If D = 0 andΩ2 is the active layer, then R(t) = R0 is the only solution (that is the interface does not move);
3. If D = 0 andΩ2 is the active layer, then there is no solution for t > τ , where τ represents the waiting time.
Theorem 12 implies that the interface does not move if D = 0. Hence, retardation is a real feature of the current model. Sup-
pose that D→∞ and that cˆλLPδ < 1, then the interface will move if t ≥ τ . Further, if the active layer thickness remains equal
to δ at all time, then the interface concentration stays above cˆ , that is c(t, R(t)) > cˆ for all t > τ , as a result of Theorem 5.
This implies that the interface speed is given by−α and that
R(t) = R0 − α(t − τ), for τ < t < θ,
where θ = τ + R0/α denotes the time at which the wound heals entirely. The wound heals at a constant pace. Due to a
continuous dependence of the solution on the diffusion coefficient D, there exists a D∗ for each α, P , and λ, such that
R′(t) = −α, for D > D∗, and − α ≤ R′(t) ≤ 0, for D ≤ D∗, at which retardation takes place.
We consider the case where the interface movement is delayed. Then, the solution can be constructed by the use of a retar-
dation factor ξ ≥ 1, such that
R′(t) = −α
ξ
> −α for c(t, R(t)) = cˆ.
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Solutions with a larger magnitude of the interface speed such that R′(t) < − α
ξ
imply that c(t, R(t)) < cˆ which halts the
interface until the concentration exceeds cˆ , because of
R(τ + h)− R(τ ) = −α
∫ τ+h
τ
w(c(t, R(t))− cˆ)dt = 0,
due tow = 0 for (τ , τ + h) for h arbitrarily small. This gives a contradiction. Hence, solutions for which R′(t) < − α
ξ
do not
exist. Next, we consider the case that the magnitude of the interface speed is smaller and hence satisfies R′(t) > − α
ξ
. For
this case, we will get c(t, R(t)) > cˆ , but this implies R′(t) = −α < − α
ξ
. This immediately gives a contradiction.
Next, we consider continuity of the solution with respect to the interface speed. Let 0 < ε < δ, then we consider the
difference in solutions of
∂c1
∂t
= D∂
2c1
∂x2
− λc1 + P1R(t),R(t)+δ,
∂c2
∂t
= D∂
2c2
∂x2
− λc2 + P1R(t)+ε,R(t)+ε+δ.
(51)
The above equations are subject to the same initial condition for t = τ and the same homogeneous Neumann boundary
condition. The difference between the solutions of the above equations satisfies
∂u
∂t
= D∂
2u
∂x2
− λu+
{P, x ∈ (R, R+ δ),
0, x ∈ [0, R) ∪ (R+ ε, R+ δ) ∪ (R+ δ + ε, L],
−P, x ∈ (R+ δ, R+ δ + ε).
(52)
Since u(0, x) = 0, we consider uE(x)where limt→∞ u(t, x) = uE(x), hence
− Dd
2uE
dx2
+ λuE =
{P, x ∈ (R, R+ δ),
0, x ∈ [0, R) ∪ (R+ ε, R+ δ) ∪ (R+ δ + ε, L],
−P, x ∈ (R+ δ, R+ δ + ε).
(53)
Using an analytic solution for uE , constructed by a superposition of two particular solutions (one from the ‘+P-interval’ and
one from the ‘−P-interval’), we observe that
lim
ε→0 uE(x) = 0 H⇒ limε→0 u(t, x) = 0.
Further, note that for ε = 0, we have uE(x) = 0 and u(t, x) = 0. This implies that c(t, x) is continuous with respect to
the interface velocity, also at ε = 0. If R′(τ ) = 0, then due to monotonicity ddt c(τ , R(τ )) = ddt c(τ , R0) > 0. For a ‘quickly’
moving interface (such that R(t) = 0 for t > τ ), continuity of c(t, 0)with respect to t and c(τ , 0) < cˆ , imply c(t, R(t)) < cˆ
for t sufficiently short after τ . This implies that there is a R′(τ ) such that ddt c(τ , R(τ )) = 0. If |R′(τ )| < α, then retardation
results, whereas if |R′(τ )| > α, then ddt c(τ , R(τ )) > 0 for t = τ with |R′(τ )| = α.
Herewith, we demonstrated
Theorem 13. Given the planar wound healing problem as defined by Eqs. (46), then
1. There exists a D∗ > 0 for which wound healing is retarded if D < D∗;
2. For each D < D∗, λ ≥ 0, P > 0, δ > 0, cˆ > 0, there exists one and only one ξ > 1 such that R′(t) = − α
ξ
for t > τ ;
3. The concentration, and hence also the interface concentration, is continuous with the interface speed.
The retarded solution for a planar wound is constructed by imposing c(t, R(t)) = cˆ for t ≥ τ , that is
dc(t, R(t))
dt
= 0. (54)
Application of the total derivative with respect to time, gives
∂c(t, R(t))
∂t
+ R′(t) ∂c(t, R(t))
∂x
= 0, for t ≥ τ . (55)
Hence, we have
∂c(t, R(t))
∂t
= α
ξ
∂c(t, R(t))
∂x
, for t ≥ τ . (56)
The parameter is determined from the above equation and the analytic solution for the planar case. Of course, the analytic
solution that has beenpresented in this paper is adjustedwhere theproduction termchanges in timedue to thedisplacement
of the boundary. For a circular case, the retardation may depend on the current wound radius. This is a topic for further
research. Finally, we summarize the construction of analytic solutions for a planar wound.
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Fig. 2. Wound healing behavior with a low and a high diffusivity. Calculated with the analytic series solution for a planar wound.
1. For t < τ , the concentration is determined by equation (66);
2. For t ≥ τ , the speed of the wound edge is constant and given by
dR
dt
= −α
ξ
, where ξ = max
{
1,
α ∂c(t,R(t))
∂x
∂c(t,R(t))
∂t
}
.
4.3. Illustrations of delayed healing
To illustrate the theoretical remarks presented in this section, the healing of a planar wound is simulated using the
analytic solution extended with the moving boundary. The results are shown in Fig. 2. For the case of a small diffusion
coefficient, the waiting time is relatively small, so that healing starts rather soon. However, since there is a competition
between diffusion and interfacial motion, the healing process is retarded. In this case, we clearly have that D < D∗. For the
case of a fast diffusivity, we see that the waiting time is large. Physically, this can be attributed to the fact that the produced
growth factor is smeared out over the entire domain of computation. See the limit case in Theorem 5. However, in this
case, we clearly have that D > D∗ which gives no retardation of the interface motion. As an illustration of this, we plot a
(translated) curve in the case of no waiting time (cˆ = 0) next to the curve with the larger diffusion coefficient. It can be
seen that these two curves are indeed parallel. For the two situations, the waiting time and healing rate differ. However, the
healing times are the same.
As a further and more interesting application, we consider the influence of the diffusion coefficient on the waiting time
and healing time, see Fig. 3. It can be seen that the incubation times converge to the appropriate limits of Theorems 5 and 6 as
D→∞ and D→ 0. It can be seen that there is region in the co-domain for the healing times, in which two diffusivities can
be found for each healing time. From this behavior, we distinguish between two biological regimes: the diffusion controlled
regime for small diffusion coefficients and the closure controlled regime, when the diffusion coefficient is rather large. The
two regimes might not give significant different healing times. However, the healing process is totally different. In Fig. 4,
we show the retardation factor as a function of the diffusion coefficient. It can be seen that the retardation factor increases
(which implies that the interfacemotion is delayed) as the diffusion coefficient decreases. This is in line with the theory that
has been developed in this study. Further, for diffusivities larger than D∗, the retardation factor is one which corresponds to
healing without any delay.
4.4. A note on the construction of the solution
The existence of a solution to the homogeneous problem, in which P = 0 is a standard result, see for instance [13]
or [18]. Since the differential operator−∆+λI , with homogeneous Neumann conditions, is self-adjoint and positive definite
for λ > 0, the infinite set of eigenvalues are real and bounded from below, and its eigenfunctions are an orthogonal set.
Hence, the source function P1Ω2(t), which is piecewise continuous, can be written as a unique linear combination of the
eigenfunctions, say
P1Ω2(t) =
∞∑
k=0
bk(t)φk(x), a.e. inΩ,
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Fig. 3. The healing time and waiting time as a function of the diffusivity.
Fig. 4. The retardation factor as a function of the diffusion coefficient. For diffusion coefficients that are lower than D∗ ≈ 3 · 10−3 , the interface motion is
delayed.
where the functions φk(x) represent the eigenfunctions of the operator −∆ + λI . Due to completeness and linear
independence of the eigenfunctions of the self-adjoint differential operator, the solution u can bewritten as an eigenfunction
expansion
c(t, x) =
∞∑
k=0
ck(t)φk(x).
Substitution into the weak differential form (see Definition 1), gives
c ′k + µ2kck = (P1Ω2 , φk),
where the eigenfunctions φk are orthonormal. This implies that the solution is given by
ck = P
∫ t
0
(1Ω2 , φk)e
µ2k (s−t)ds.
Hence the solution is formally given by
c(t, x) = P
∞∑
k=0
φk(x)
∫ t
0
(1Ω2 , φk)e
µ2k (s−t)ds.
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We define the Green’s function by
G(t, s, x, x) :=
∞∑
k=0
eµ
2
k (s−t)φk(x)φk(x),
to write the solution as
c(t, x) = P
∫ t
0
∫
Ω
1Ω2(s,c(s,x))G(t, s, x, x) dΩds = P
∫ t
0
∫
Ω2(s,c(s,x))
G(t, s, x, x) dΩ ds
where x is the spatial variable over which one integrates. Further, one should realize thatΩ2 formally is a function of time
and the solution. Note that Ω2 = Ω2(0) for t < τ and that Ω2 moves for t > τ . The existence of the above integral (it
exists since it contains an integration over the eigenfunctions and the integration with respect to time can be estimated
using the eigenvalue zero), and a contraction argument (using the Banach contraction Theorem as in the spirit of the Picard
fixed point method as in the Picard-Lindelöf Theorem) with respect to c , imply the existence of the solution. This is left for
a future study.
In a generic setting, one can demonstrate by considering the integralm(t) = ∫
Ω
cdΩ that
m(t) = P
∫ t
0
Aδ(s)eλ(s−t)ds, (57)
whenever Aδ is not constant in time. This equation will be used for the energy integral. Choosing φ = c in Definition 1 gives
d
dt
(c, c) = −2a(c, c)+ 2(P1Ω2 , c) ≤ −2λ (c, c)+ 2P(1Ω2 , c), (58)
where the last inequality follows from coercivity (a(c, c) ≥ λ · (c, c)) and fromΩ2 ⊂ Ω . Rearranging the above equation
and using that c > 0 inΩ for t > 0, gives
d
dt
(c, c)+ 2λ(c, c) ≤ 2P2
∫ t
0
Aδ(s)eλ(s−t)ds. (59)
Using an integrating factor and application of Grönwall’s Lemma delivers
(c, c) ≤ 2P2
∫ t
0
∫ σ
0
Aδ(s)eλ(s−σ)+2λ(t−σ)dsdσ
≤ 2P2AΩ
∫ t
0
∫ σ
0
eλ(s−σ)+2λ(t−σ)dsdσ ≤ 2P
2
λ
(
t + 1
λ
)
. (60)
Hence for positive λ and finite time t , the solution is bounded in the L2-norm over Ω . Note that the second inequality is
equivalent to the upper solution with Ω2 = Ω . This procedure was extended by [7] to demonstrate the existence of a
solution with an active layer that has a continuous and piecewise linear behavior in the spatial coordinate. They did not
include a moving interface.
5. Conclusions
In this studywe demonstrated that themodel due to Adam predicts the existence of a waiting time before healing sets in.
We derived some necessary conditions. Furthermore, analytic solutions in terms of closed form expressions were derived
for planar and circular wounds. These solutions can be used to obtain more accurate estimates of the waiting time. Further,
these solutions are useful for a validation of the numerical solution.
Existence of a weak solution of the time-dependent problem has not been proved. The proof will contain adaptations
in the existence proof with fundamental solutions for the case in which f is Hölder continuous. For a regularized version
of f , say fε , existence of classical solutions follows from classical theorems. It would be desirable to demonstrate that as
limε→0 fε(x) in Ω , that we have limε→0 cε = c in Ω and t > 0. This would make the proof on maximum principles more
straightforward. These issues will be addressed in a future study.
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Appendix A. Example of a solution in V
Example 1. For a planarwound, we haveµk = kpi/L andφk(x) = √2/L cos(µkx) for k ∈ N\{0} andφ0(x) = √1/L. Further,
following [2] we have for cE(x):
cE(x) =

a1e
√
λ
D x + a2e−
√
λ
D x, 0 < x < R,
a3e
√
λ
D x + a4e−
√
λ
D x + PD
L
, R < x < R+ δ,
a5e
√
λ
D x + a6e−
√
λ
D x, R+ δ < x < L.
The boundary conditions and continuity of cE and c ′E define the values for a1, . . . , a6 uniquely.
a1 =
PD
(
e
√
λ
D (2L−R−δ) + e
√
λ
D R − e
√
λ
D (R+δ) − e
√
λ
D (2L−R)
)
2λ
(
e−
√
λ
D (R+δ) − e
√
λ
D (2L−R−δ)
) e−√ λD (R+δ),
a2 = a1,
a3 =
PD
(
−e
√
λ
D (2L−R−δ) − e
√
λ
D R + e
√
λ
D (R+δ) + e−
√
λ
D R
)
2λ
(
−e−
√
λ
D (R+δ) + e
√
λ
D (2L−R−δ)
) e−√ λD (R+δ),
a4 =
PD
(
−e
√
λ
D (2L−R−δ) + e
√
λ
D (2L−R) + e
√
λ
D (R+δ) − e−
√
λ
D (2L+R)
)
2λ
(
−e−
√
λ
D (R+δ) + e
√
λ
D (2L−R−δ)
) e−√ λD (R+δ),
a5 =
PD
(
e
√
λ
D R − e−
√
λ
D R − e
√
λ
D (R+δ) + e−
√
λ
D (R+δ)
)
2λ
(
e−
√
λ
D (R+δ) − e
√
λ
D (2L−R−δ)
) e−√ λD (R+δ),
a6 = a5e2
√
λ
D L.
Using these constants, one can construct the steady-state solution cE(x). Note that cE is not a classical solution. The solution
for u := c − cE is reconstructed from
u(t, x) =
∞∑
k=0
uk(t)φk(x), with u(0, x) = −cE(x) =
∞∑
k=0
uk(0)φk(x).
The uk(0) and uk(t) follow from the orthonormality and substitution into the PDE
uk(0) = −
∫ L
0
cE(x)φk(x)dx, and uk(t) = uk(0)e−(λ+Dλ2k )t .
Herewith the solution u(t, x) and c(t, x) are reconstructed. 
Appendix B. Examples of ‘classical solutions’
Example 2. It can be shown that fundamental solutions to the homogeneous partial differential equation can be written as
exp(−(λ+ k2pi2
L2
D)t) cos( kpixL ), where µk = kpi/L. The normalized eigenfunctions are given by
φk(x) =
√
2/L cos(kpix/L), for k ∈ N \ {0}, and φ0(x) = 1/
√
L. (61)
The right-hand side is written as
f (x) =
∞∑
k=0
γkφk(x), a.e. inΩ, (62)
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where
γk =
∫ L
0
f (x)φk(x)dx = P
∫ R+δ
R
φk(x)dx = 2
√
2LP
kpi
sin
(
kpiδ
2L
)
cos
(
kpi(2R+ δ)
2L
)
, for k ∈ N \ {0}.
γ0 = Pδ√
L
.
(63)
These expressions are substituted into the nonhomogeneous PDE, we realize that the eigenfunctions are an orthonormal
set, then this yields
c ′k + (µ2kD+ λ)ck = γk,
ck(0) = 0. (64)
Using µk = kpi/L, the solution of the above equation is given by
ck(t) = γk
λ+ k2pi2D
L2
(
1− exp
(
−
(
k2pi2D
L2
+ λ
)
t
))
, k ∈ N. (65)
This implies that the solution is given by
c(t, x) = Pδ
λL
(1− exp(−λt))+ 4P
pi
∞∑
k=1
sin( kpiδ2L )
k
cos( kpi(2R+δ)2L )
λ+ k2pi2D
L2
(
1− exp
(
−
(
λ+ k
2pi2D
L2
)
t
))
cos
(
kpix
L
)
. (66)
The above equation shows that if the active layer thickness is small, the concentration depends linearly on the thickness. 
Example 3. Here we consider a circular case (axially symmetric) in which polar coordinates are used. First, we consider the
homogeneous partial differential equation on which we apply separation of variables and consider solutions in the form of
c(t, r) = ρ(r)T (t). This implies, after some re-arrangement
T ′
DT
+ λ = 1
rρ
[rρ]′ = −µ2k . (67)
The right-hand side constant must be nonnegative in order to have nontrivial solutions. From this, one gets the following
ordinary equation for T
T ′ + (λ+ µ2kD)T = 0, (68)
and eigenvalue problem for ρ(r), in which we determine µk such that[
rρ ′
]′ + µ2krρ = 0, ρ ′(0) = ρ ′(L) = 0, (69)
for nonzero ρ(r). The above differential equation admits solutions of the form
ρ(r) = c1J0(µkr)+ c2Y0(µkr), (70)
where J0 and Y0 are the Bessel- andWeber–Bessel functions of zeroth order respectively. Since limr→0+ ρ(r)must be finite,
and since limr→0+ Y0(µkr) does not exist, we have c2 = 0, hence the solutions are given by
ρ(r) = c1J0(µkr). (71)
By some manipulations with the Bessel functions, we arrive at the following set of orthonormal eigenfunctions:
φk(r) =
√
2
L
J0(µkr)
J0(µkL)
, for k ∈ N. (72)
Next, we deal with the non-homogeneous partial differential equation. For this reason, the right-hand side function f (r) is
expanded into a linear combination of the above orthonormal eigenfunctions:
f (r) =
∞∑
k=0
γkφk(r). (73)
Using the orthonormality property, we get
γk = P
∫ L
0
φk(r)rdr = P
∫ R+δ
R
φk(r)rdr. (74)
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Hence
γk = P
√
2
µkJ0(µkL)L
[(R+ δ)J1(µk(R+ δ))− RJ1(µkR)] , (75)
and γ0 =
√
2PRδ
L (1+ δ2R ). For the solution of the non-homogeneous partial differential equation, we substitute
c(t, r) =
∞∑
k=0
ck(t)φk(r), (76)
to obtain
c ′k + (µ2kD+ λ)ck = γk, for t > 0,
ck(0) = 0. (77)
The solution of the above differential equation is given by
ck(t) = γk
µ2kD+ λ
(
1− exp(−(µ2kD+ λ)t)
)
. (78)
The expressions ck(t)φk(r) give the fundamental solutions to the non-homogeneous partial differential equation. The
general solution is the sum of them, that is
c(t, r) = 2PRδ(1+
δ
2R )
λL2
(1− exp(−λt))
+ 2P
L2
∞∑
k=1
(R+ δ)J1(µk(R+ δ))− RJ1(µkR)
µkJ20 (µkL)(µ
2
kD+ λ)
J0(µkr)
(
1− exp(−(µ2kD+ λ)t)
)
. (79)
Here the expressions for γk have been used. With the eigenvalue equation J1(µkL) = 0, the above equation gives the
concentration of the growth factor. 
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