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 The refractive index (RI) characterization of fiber Bragg gratings (FBGs) is 
crucial in monitoring and validating these fabricated structures. Quantitative phase 
imaging (QPI) is a uniquely promising candidate to accomplish refractive index 
characterization with the simultaneous benefits of noninvasive technique, sub-micron 
resolution, and quantitative 3D recovery of refractive index. Approaches are presented to 
overcome challenges that have previously acted as major obstacles in this field of 
research. A form of tomographic deconvolution phase microscopy (TDPM) is used to 
experimentally demonstrate the characterization abilities QPI can provide for various 






1.1 Background, Motivation, and Impact 
 
The fiber Bragg grating (FBG) is a crucial structure in the communications and 
sensing applications of optical fibers. Based on the periodic variation in the refractive 
index (RI) in the fiber’s core, an FBG acts as a narrow optical band-reject filter centered 
about the first-order Bragg wavelength , which is two times the effective guided mode 
refractive index of the fiber, , times the grating period Λ of the RI variation: 
 
2      ( 1 ) 
 
For a typical telecommunication wavelength of 1550 nm and typical effective 
guided mode RI of 1.449, the period of the grating would thus be a mere 535 nm. 
Practically, a small frequency range is diffracted backwards (reflected) while other 
optical frequencies are transmitted forward in the fiber. The Bragg grating structure also 
allows for high-efficiency backward diffraction at higher orders which occur at integer 
multiples of the optical frequency of first-order diffraction, or equivalently at the first-
order Bragg wavelength divided by the order : 
 




This means harmonic frequencies will also be reflected. Some companies 
fabricate gratings that aim to use second-order diffraction at the wavelength of interest to 
avoid the difficulties of writing a small grating period. It is common to use an FBG with a 
grating period of 1070 nm to reflect light at 1550 nm through second-order backward 
diffraction. It is slightly more difficult to achieve very high reflectivity in a second-order 
FBG than in a first-order FBG because there may be minor losses through first-order 
diffraction still occurring simultaneously. Since the first-order diffraction is perpendicular 
to the propagating mode of the fiber in the ideal case in which second-order diffraction is 
antiparallel to the incident light (i.e. reflected), it should result in little to no losses. 
Figure 1 illustrates the diffracted orders in each case. 
 
 
Figure 1. Illustration (not to scale) of backward diffraction at 1550 nm wavelength 
via (a) first-order diffraction in a 535 nm FBG, and (b) second-order diffraction in a 




(a)     
(b)    
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FBGs are typically fabricated, or written, in the core of glass optical fibers 
through exposure to ultraviolet (UV) laser radiation. In some cases, infrared (IR) lasers 
may be used instead. The most common technique uses a silica glass phase mask, or 
phase grating, to diffract the light from the laser – pointed at the fiber, perpendicular to 
the fiber axis – into primarily the +1 and -1 orders before reaching the side of the fiber 
and photo-imprinting the resulting periodic interference pattern to the core [1-3]. The 
resulting grating has a period of half the period of the phase mask if at the proper distance 
[4]. This process is shown in Figure 2. 
 
 
Figure 2. Illustration of phase grating method of photo-imprinting an FBG. 
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Another important technique is point-by-point writing, in which a laser is 
translated relative to the fiber along the fiber axis while varying its intensity, whether 
continuously or in pulses, to induce the desired RI at each point [5, 6]. This is a more 
difficult but more versatile technique, able to fabricate custom non-uniform axial RI 
patterns resulting in tailored transmission spectra of the FBG. These techniques can be 
modified or combined to produce further useful variants of FBGs. 
Germania (GeO2) doping in the core of many fibers is what results in increased RI 
and makes the core region photosensitive [7]. Different fabrication processes are thought 
to invoke different structural mechanisms to write the FBGs. Type I, Type In, and Type II 
are terms to describe fibers written with different variations of photo-imprinting. Type I 
gratings are written by continuous exposure or by relatively low-energy pulses leading to 
monotonic increase in RI modulation over exposure time [8]. The mechanism for induced 
RI change in Type I gratings is thought to be buildup of local electronic defects in the 
fiber core’s structure [9]. If a Type I grating is subject to appropriate additional 
continuous exposure, the prior RI modulation can be partially erased and slowly rewritten 
to form a Type In grating through material compaction in the modulated zones of the 
fiber core [9]. This process results in a negative RI change from the original core RI, 
whereas the original Type I grating would have a positive RI change due to the initial 
exposure [10]. A Type II grating is formed from a single high-power pulse from a laser, 
resulting in a higher maximum possible RI modulation magnitude than other methods, 
thought to be due to damage to and fusing in the glass structure [9]. Type In and Type II 
gratings demonstrate much higher temperature stability than Type I gratings [10]. 
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A simple uniform, finite-length FBG with constant-amplitude sinusoidal RI 
variation results in side lobes in the transmission spectrum [11-13]. These unwanted 
effects can be mitigated by employing a Gaussian or raised-cosine apodization function 
in the spatial RI variation profile [14, 15]. The commonly used phase mask writing 
technique naturally induces some degree of apodization, and this can be further refined in 
the point-by-point technique. Apodization is the most commonly used non-uniformity in 
FBGs and is often combined with other kinds of non-uniformities for various applications 
[16, 17]. Some of these include: 1) tilting, in which the FBG has its fringes oriented off-
normal to the fiber axis to allow coupling from a core mode to cladding transmission 
modes [18-21]; 2) chirping, in which the Bragg wavelength changes throughout the FBG 
to reflect different wavelengths at different positions in the grating [22-25]; 3) phase-
shifting, in which a discrete phase-shift occurs along the grating to create a very narrow 
transmission resonance and two close reflection peaks in its spectra [26-28]; and 4) 
sampling, in which an FBG is written over a long-period fiber grating (LPFG) such that 
the average or center value of the FBG RI variation also varies periodically over a longer 
length [29-31]. Even with just the common phase mask writing technique for a Type I 
grating, the average value of the RI varies along the length of the FBG due to the laser’s 
tendency to increase the RI rather than decrease it, resulting in a spatial “average 
function” that may be similar to a Gaussian or raised-cosine function [32]. These types of 
non-uniformities are shown in Figure 3. Both the apodization function and average 
function are important in characterizing an FBG in addition to its Bragg wavelength or 
chirp function in the case of chirped gratings. Quality factors can also be determined for 






Figure 3. Illustrations (not to scale) of the RI distribution (with lighter color 
indicating higher RI) of samples of FBGs with (a) uniform RI modulation, (b) 
apodization, (c) tilting, (d) chirping, (e) phase-shifting, and (f) sampling, along with 





When using fiber for transmitting communications and data, the selective 
frequency transmission of FBGs can be used for multiplexing and de-multiplexing data 
[33-36]. Additionally, FBGs in telecommunications may be used for fiber labelling [37] 
and fault monitoring [38]. FBGs are also used as highly reflective mirrors at their specific 
Bragg wavelengths, allowing for efficient fiber lasers and fiber resonators [39-41]. Since 
the Bragg wavelength is affected by temperature [42] and stress [43-45], FBGs are 
powerful tools in sensing applications as well. Multi-core fibers (MCFs) have recently 
opened up additional telecommunications bandwidth and sensing capabilities. As their 
name suggests, MCFs have multiple cores within the fiber all running in parallel along 
the fiber axis. This allows for even greater multiplexing with the additional spatial 
channels increasing transmission capacity [46, 47]. FBGs can also be written in MCFs, 
producing similar communication functions to those in single-core fibers [48-50] and 
introducing the unique sensing capabilities of the directionality and magnitude of bending 
in the MCF [51-53]. This powerful shape and position sensing can occur because the 
Bragg wavelength of each core changes differently due to the different tension and 
compression required in each core for the fiber to bend in a specified manner. For 
example, this type of sensor has been instrumental in haptics for minimally invasive 
surgery [54, 55]. Torsion, or twisting, of the fiber can also be detected using the changes 
in Bragg wavelengths of the cores [56]. 
Reflection spectra, being the primary emphasis in fabricating and using FBGs, has 
been the major focus in characterization of FBGs, even though spectral measurements 
cannot constitute a full characterization. Increasingly strict manufacturing requirements 
and more complex variants of FBGs being produced have made correcting for undesired 
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spectral artifacts effectively a “guess and check” process in the absence of detailed 
knowledge of the physical RI profile of a fabricated grating. Thus, efficient, accurate, and 
quantitative RI distribution characterization of FBGs is the approach needed to meet the 
growing needs of FBG fabrication. 
 
1.2 Literature Review 
 
The one-dimensional (1D) RI distribution can be calculated from the reflection or 
transmission spectrum using an inverse scattering algorithm such as solving the Gelfand–
Levitan–Marchenko equations for the system [57] or using layer peeling approaches [58, 
59], but this is only possible if the full complex (amplitude and phase) spectrum is known 
[60]. It should be noted that the complex reflection and transmission spectra can be very 
accurately calculated from the RI distribution with the use of coupled mode theory [15]. 
A complex spectral measurement can be made through low-coherence interferometry 
(LCI) [61-63] or by frequency-resolved optical-gating [64]. Even so, the resolution of the 
calculated RI apodization and average functions is usually only about 12-20 μm [61, 62]. 
A high spatial resolution (small distance resolution) is critical for FBG characterization. 
If the class of apodization function is known and spectra are collected at two different 
stress [65] or temperature [66] conditions, a best-fit optimization algorithm can provide 
the most likely 1D RI profile along the core. However, a priori knowledge like this 
should not be required for an ideal, versatile characterization approach.  
 Another non-imaging technique to obtain RI distribution data is through side 
diffraction, which can work in simple circumstances, assuming the RI profile is a grating 
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such as an FBG [13, 67]. This method uses a beam of coherent light incident transversely 
to the FBG at the Bragg angle, with the resulting relative zero-order and first-order 
diffraction strengths corresponding to the magnitude of RI variation in the grating [68], 
with an RI accuracy of 5 x 10-6 attainable [69]. Using two interfering incident beams can 
provide even more information if they are properly attenuated and oriented [70]. 
However, this approach is also significantly resolution-limited, with resolution based on 
the beam size, which is typically around 10 μm in diameter [68]. Obtaining these 
sensitive measurements requires extreme precision and is a tedious, complicated process 
of 1D scanning, making it a limited, inefficient, and ineffective process for FBG 
characterization. 
 Standard visible light microscopes struggle to characterize FBGs due to 
diffraction-limited resolution for visible light being on the same order as the grating 
period, when accurate characterization from a direct imaging approach requires an even 
smaller resolution. In addition, a fiber together with its FBG(s) is a phase object, 
transparent to visible light, so that the only meaningful data contained in the resulting 
image is the variation in phase of the light that has passed through the fiber, while 
magnitude remains relatively unchanged and produces little or no contrast. Many 
conventional imaging techniques rely on magnitude-only approaches, eliminating the 
possibility of their use in characterizing FBGs. 
 Differential interference contrast (DIC) microscopy is one optical approach that 
has been used to perform successful FBG characterization and has even been able to 
reveal Talbot patterns formed by the grating writing process [8, 9, 71]. DIC uses the 
recombination of two slightly transversely shifted and orthogonally polarized beams 
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(split and recombined by Nomarski-modified Wollaston prisms) to optically translate the 
phase gradient of a two-dimensional (2D) sample into the magnitude of the 2D image 
formed by the interference of the recombined beams. This creates sufficient contrast for 
characterization given that the diffraction-limited resolution is also sufficient. Since this 
is a gradient measurement and information about any magnitude variations is also mixed 
into the resulting image, this method is inherently qualitative, though some additional 
conditions and transport-of-intensity equation (TIE) analysis in combination can provide 
quantitative data [72]. 2D characterization is superior to 1D characterization, but three-
dimensional (3D) characterization is desired for completeness and eliminates the 
concerns for overlapping artifacts, especially with multi-core fibers. 
 If the cladding of the fiber can be stripped away, this opens up a couple more 
options for high-resolution imaging, the first of which is atomic force microscopy (AFM) 
[73]. This type of scanning microscopy uses a miniscule surface probe and measures 
deflections of a reflected laser beam to obtain a resolution of surface topology 
measurement that can be less than a nanometer [74]. Writing an RI grating creates a 
similar “corrugation pattern” [73] in the topology that can be used for some 
characterization, though the RI is not quantitatively determined in this technique. The 
cladding typically shows a similar topological pattern to the core, but the core topology 
can only be known with certainty if the cladding is removed. Another high-resolution 
technique is near-field imaging, for which the cladding must also be removed. With a 
detector very close to the core, the high-frequency information is retained in the 
evanescent field, providing sufficient resolution to characterize an FBG [75, 76]. In any 
case, however, the stress change in removing the cladding significantly modifies the FBG 
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through the elasto-optical effect and true characterization cannot be achieved. Thus, a 
non-invasive approach to FBG characterization is desired. Table 1 summarizes the 
advantages and disadvantages of the existing characterization approaches presented in 
this section. 
 
Table 1. Summary of existing RI characterization methods for FBGs. 
 
 
1.3 Research Objectives and Thesis Overview 
 
The immediate objective of the research presented in this thesis is to apply the 
tomographic deconvolution phase microscopy (TDPM) technique [77] of quantitative 
phase imaging (QPI) to overcome the aforementioned weaknesses of the current methods 
of FBG characterization. Specifically, this technique is non-invasive, high-resolution, 
quantitative, simple to control, 3D, and requires no a priori knowledge. TDPM also has 
the added benefit of not requiring extensive hardware modification to standard Köhler 
illumination microscopes. Chapter 2 defines and describes quantitative phase imaging 
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This immediate objective is attained in two parts – the first of which is solving the 
challenges that have previously kept TDPM from being used to characterize FBGs. These 
are, namely, the effects of pixel integration, aliasing, and first-order diffraction within the 
pupil. In addition, the difficulty of recovering the average and apodization functions must 
be addressed. The implemented solutions to each of these challenges are discussed in 
Chapter 3. The second part of accomplishing the overall objective is the experimental 
collection of data confirming the full characterization of several types of FBGs, including 
those in MCFs. The procedures and results of the experimentation are included in 
Chapter 4, and a summary of the research conducted is included in Chapter 5. 
Overcoming the previous challenges of using TDPM for FBG characterization 
identifies the manners in which TDPM is still limited and can be improved, not only for 
FBG imaging, but also for additional applications such as biological imaging. Specific 
additional experimentation and FBG imaging is suggested to fortify the data analyzed in 
this research and to provide additional information with the end goal of improving FBG 
manufacture and research. This proposed future work is presented in Chapter 5 following 





QUANTITATIVE PHASE IMAGING METHODOLOGY 
 
2.1 Principles of QPI, Tomography, and Deconvolution 
 
QPI is the imaging of the RI values of a phase object using interferometric 
approaches.  QPI is generally non-invasive, high-resolution, and of course quantitative, 
meeting the needs of an FBG characterization technique. A rapidly developing field, QPI 
comes in many forms, whether 2D or 3D. 3D QPI typically relies on tomography or 
deconvolution to assimilate the additional dimension.  
Tomography is a method of 3D imaging based on rotation of either the sample or 
the incident beam relative to the rest of the imaging system to capture a series of 2D 
phase images for algorithmic reconstruction in 3D. Phase is proportional to the line 
integral of the RI along the direction of light propagation, allowing for the quantitative 
recovery of the RI values in 3D. Sample rotation is preferable to beam rotation in some 
ways, since beam rotation without other parts of the system moving only allows for 
limited observation angles due to finite numerical apertures (NAs) of the illumination and 
optical components. It thus leaves a “missing cone” in the spatial frequency domain that 
can only be filled in using a priori knowledge of the sample [78]. Sample rotation is 
typically used with projection tomography. In sample rotation, the light is assumed to 
propagate straight through the object, and a 3D image is reconstructed using a filtered 
back-projection algorithm [79]. Projection tomography does not account for the 
diffraction and boundary refraction occurring when the sample features are on the same 
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order as the illumination wavelength, so the line integral used to calculate RI from the 
phase is a degraded approximation. Optical diffraction tomography (ODT) accounts for 
these effects to produce a more accurate result, though it requires spatially and temporally 
coherent illumination, which is subject to coherent noise from sources such as speckle 
interference and phase jitter [80]. In addition, ODT requires expensive optomechanical 
equipment. 
Providing an alternative or additional technique to tomography, deconvolution is 
a defocus-based method. Deconvolution uses a through-focal series of images obtained 
by sweeping the focal plane through and slightly beyond the sample object boundaries 
along the optical axis, after which the sample RI values can be determined in 3D using a 
linearized deconvolution model and optical transfer function (OTF) inversion. Phase 
OTFs (POTFs) relate the defocused images to the phase information. This technique only 
requires partially coherent (Köhler) illumination and can be accomplished using a 
standard commercial microscope. The partial spatial coherence provides optical 
sectioning capabilities when combined with high-NA gating, allowing the system to 
image objects such as fibers that are thicker than the typical optical system’s depth of 
field by using defocused information [81]. This technique can obtain comparable spatial 
frequency resolution to that of beam rotation ODT [82]. The downside is that through-
focal deconvolution typically results in inherently lower resolution along the optical axis, 
a challenge when working with complex or fine structures.  
 TDPM, as described in [77], combines deconvolution and sample rotation 
tomography to create a methodology both accurate and low-cost due to partially coherent 
illumination; no laser illumination is required. This combination of techniques enables 
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thick 3D objects (not just weakly scattering objects) to be imaged in high-resolution. 
TDPM begins by capturing a through-focal series of bright field images with nonparaxial 
partially coherent illumination of a sample to form a 3D image which is deconvolved 
using a 3D POTF – a weak object transfer function (WOTF) in this case, though TDPM 
has shown to be effective for non-weak thick objects [77] – in accordance with the first 
Rytov approximation. The first Born approximation is inferior to the first Rytov 
approximation here since it doesn’t hold for thicker samples. The first Rytov 
approximation is thought to hold provided the RI contrast ∆  is small over one 
wavelength of the illuminating light [79], which is typically the case for FBGs if the 
surrounding medium, such as oil, has a refractive index close to that of the cladding of 
the fiber. The sample object is then rotated about an axis perpendicular to the optical axis, 
and another through-focal series of images is obtained. This process is repeated for 
multiple angles, up to 180 degrees from the first angle. The information from the 
deconvolutions at each angle is filtered and combined tomographically to form the final 
highly accurate 3D RI image. 
 
2.2 RI Recovery with TDPM 
 
The 3D WOTF used in TDPM was first derived from the theory of first-order 
diffraction tomography in [82] for circular illumination pupils under the paraxial 
approximation using the first Born approximation. The same form of 3D WOTF was 




| ∗ 2 ′ , ′ | ≪ 1    ( 3a ) 
| ∗ 2 ′ , ′ | ≪ 1    ( 3b ) 
 
in which  and  are the imaginary and real parts of scattering potential, 
respectively; ′ is the wave vector of an incident plane wave field; ′ , ′  is the 
effective coherent point spread function (PSF); and ∗ denotes convolution [77].  and 
 may also be described as the spatial absorption and phase functions, respectively, 
since they represent the effects of these quantities. This PSF is determined by the Green’s 
function being filtered in the spatial frequency domain to pass forward propagating waves 
within the circular system pupil. These conditions require weak absorption and slow 
phase variation, much like the  conditions for 2D imaging derived in [83]. If these 
conditions are met, it is assumed that the Rytov approximation will hold well. Combining 
these conditions with the assumption of partially coherent illumination, the 3D WOTF is 
obtained as:  
 
   ( 4a ) 
′ ′    ( 4b ) 
′ ′ ′ ′∗ ′  ( 4c ) 
′ ′ ′ ′∗ ′  ( 4d ) 
 
in which  denotes the spatial frequency coordinates related to  such that  and  
are the Fourier transforms of  and , respectively; ′  represents the intensity 
17 
 
distribution at the illumination pupil; ′  is the filtered Fourier transform of the 
Green’s function, as previously mentioned;  is the uniform background intensity (i.e. 
average image intensity);  is the absorption OTF (AOTF); and  is the POTF 
to be used for TDPM [77]. In preparing to capture an image in TDPM, a 2D Gaussian 
distribution for ′  is assumed and obtained by applying a best-fit curve to an image 
obtained of the back focal plane of the objective lens. 
 Rotation of 360 degrees allows for obtaining  by subtraction of the opposite 
images in the same coordinate system due to symmetry of the 3D WOTF and the 
absorption contrast function being even about each scattering point. This is additionally 
helpful since all even terms in the Taylor expansion of the intensity function produce 
even contrast, so strong pure phase objects can be better imaged. However, rotation of 
180 degrees is sufficient for pure phase objects, and that is the method used for this 
experiment. The object must be rotated  times at evenly spaced angles between 0 and 
180 degrees, inclusive, where   [77]. The marginal illumination angle expressed in 
radians as  is defined as sin , with NA  being the NA of the condenser 
lens and  being the average RI. It is often necessary to use a higher  than this 
minimum value to ensure sufficient contrast through all spatial frequencies. 
 A formal least-squares approach can be used to solve directly for the real part of 








The scattering potential is then translated into RI. When capturing the images, multiple 
images are usually captured and averaged at each step of the through-focal series to 
remove noise. The measurement domain of the series should encompass the entire object 
of interest and extend further to encompass scattered intensity variations, ensuring there 
is sufficient spatial frequency resolution for reconstruction without aliasing. Typically, 
not all scattered intensity variations can be captured in the measurement domain, which 
reduces the low-frequency contrast, so a separate low-frequency algorithm is required for 
reconstruction. Thus, TDPM traditionally applies separate algorithms on the low-
frequency and high-frequency components. 
Before both algorithms are applied, the images undergo preprocessing, beginning 
with normalization of background intensity. An additional through-focal series without 
the sample object present is collected and used to subtract out other intensity variations in 
the system. The 3D images are then up-sampled along the optical axis of the system if 
necessary so that the scaling matches the lateral resolution. Finally, the images are shifted 
to a single center rotation axis of best correlation through as registration procedure.  
The high-frequency RI recovery algorithm used in TDPM numerically calculates 
the least-squares solution. It first filters each through-focal series in the frequency domain 
with the conjugate of the POTF. Each series is then rotated to account for the sample 
object’s physical rotation angle using bilinear interpolation in the real space domain 
before they are all summed. This resulting sum is then filtered with the denominator 
portion of Equation (5), which accounts for the overlapping of frequency domain 
coverage among rotation angles, and a high pass filter with a hard cutoff at , 
19 
 
where Ω  is the measurement domain in the direction of the optical axis [77]. This gives 
the scattering potential, which is then converted to RI:  
 
    ( 6 ) 
 
in which  is the freespace wave vector magnitude for the illuminating light and  is 
the background phase. Frequencies below  typically cannot be recovered accurately due 
to insufficient frequency resolution and not fully encompassing the scattering intensity, as 
already mentioned.  
The low-frequency algorithm used in TDPM for frequencies below  is based on 
traditional filtered back-projection but incorporates the assumptions of partially coherent 
illumination. After preprocessing, the phase is recovered for each 2D -slice of each 
through-focal series using a method with the ability to model partial coherence. This 
could be TIE phase recovery [84], inversion of the 2D WOTF [85], or 2D POTF recovery 
[86], which was chosen by Jenkins in [77] and is used in the experiments for this thesis. 
Generally, with partially coherent illumination of a phase object in 3D, depth-resolved 
phase recovery will not provide valid results because the out-of-focus planes carry no 
meaning in their phase, but with the constraint that frequency is below , the conditions 
for use are justifiably met in that the z-slice phase and the measurement plane are largely 
independent. The rest of the algorithm mirrors conventional back-projection. Since the 
sampling density is greatest near the frequency origin, the phases obtained are filtered 
using cylindrically symmetric normalized Ram-Lak filters [87]. Each through-focal series 
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is rotated using bilinear interpolation and summed. A low-pass filter with a hard cutoff at 
 is applied, and then the scattering potential is converted to RI with a level shift, since 
this algorithm does not use absolute phase information:  
 
     ( 7 ) 
 
where Δ  is the RI variation computed from the fiber images and n  is the refractive 
index of the surrounding oil medium used as a reference. The resulting RI distributions 
obtained from the low-frequency and high-frequency algorithms are combined to create 
the final overall RI image. Jenkins [77] illustrates this process with a block diagram 


















Figure 4. Block diagram representation of TDPM RI recovery for (a) high 
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CHALLENGES AND SOLUTIONS 
 
3.1 Pixel Integration Effect 
 
In the following discussions, the effective camera resolution is denoted as ∆ . 
Since a microscope is used, this quantity is the actual camera resolution divided by the 
microscope magnification factor. This is equivalent to the effective pixel spacing. 
When using a camera for measurement, the continuous analog intensity function 
,  of the real image that is cast onto the sensor is discretized and digitized by the 
individual sensor pixels. The pixels do not simply sample the image intensity, however, 
but calculate the average intensity over the rectangular pixel area; this is the pixel 
integration effect [88]. Since FBGs have such short periods, this presents a challenge. 
 This effect can be modeled as a convolution with the 2D rectangular window 
function Π ,  which represents the sensor pixel area [88]. In the spatial frequency 
domain, this translates to a multiplication by Π , , 
commonly called the modulation transfer function (MTF) [89]. Here, FF specifies the 1D 
fill factor in the direction of its subscript. The fill factor is the ratio of the pixel size in 
that direction to the pixel spacing in that direction since there is some “empty” space 
between pixels. Therefore, FF Δ  specifies the pixel size in the y-direction. Let the -
direction be the direction of the grating. This makes it such that there is almost no high-
frequency component to the variation in the -direction. The -direction, containing the 
grating variation, should show relatively high intensity in the spatial frequency domain at 
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. The pixel MTF can be approximated to be unity for low frequencies near zero (DC 
component) and  for higher frequencies (AC component). 
 Analysis of this approximation reveals that if the period of an AC component of 
the image intensity along the -direction (such as the period of the grating) is near the -
length of a sensor pixel, that component will be attenuated or even removed in the 
digitization process. Thus, the camera hardware must have sensor pixels adequately sized 
to pass such frequencies. When processing the images, the AC component should be 
isolated (through simple frequency filtering) and divided by the simplified MTF 
approximation for AC to account for the pixel integration effect. 
 
3.2 Aliasing Effect 
 
An ideal RI grating has the form cos 2 Λ⁄ , with a 
constant background average component and sinusoidal component. Thus, the spectrum 
would consist of three delta functions at 0 and . Physical gratings do not exhibit 
infinitely narrow delta functions in spectra since they are not infinitely long and both 
 and  vary along the length of the grating, the former being the average 
function and the latter being the apodization function. Even so, the main structure of the 
intensity spectra of simple FBGs typically consists of three relatively narrow bands at the 
aforementioned spatial frequencies. 
By the Nyquist criterion, full information about an object generally cannot be 
recovered if the sampling resolution, or camera resolution ∆  in this case, is larger than 
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 [90]. However, even if aliased, the three bands can be distinguished in some cases 
such that the pertinent information can be recovered using bandpass sampling [91, 92]. 
The high frequency bands can be shifted to the baseband such that they do not overlap if 
the quantity 
∆
 is less than 1.0 and is sufficiently far from 1.0 and 0.5. Bandpass signals 
with bandwidth  and center frequency  can achieve lossless recovery if the sampling 
rate 
∆
 meets the following criterion:  
 
    ( 8 ) 
 
where  is an integer such that 0 . This ensures the two aliased bands do not 
overlap, and they can be effectively restored to their correct positions in preparation for 
QPI processing at the correct frequency. With the case of the zero-frequency band being 
present, however, further restrictions are imposed on  to be certain the high frequency 
bands are sufficiently distinguishable from the zero-frequency band. Namely,  must be 
sufficiently far from its bounds defined in Equation (8). 
Additionally, since the QPI algorithm must be applied to the appropriate 
frequency components, the recorded data must first be upsampled by an integer factor  
such that the new effective pixel spacing 
∆
. This allows full recovery of the 
data in the absence of noise. Then the shifting index  will be equal to 
∆
 rounded to the 
nearest integer so that each band is shifted by . If rounded down, the right band shifts 
right and the left band shifts left. If rounded up, the left and right bands switch relative 
positions, with the right band shifting left and the left band shifting right. If the 
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bandwidth of each band is at most , then the average and apodization functions can be 
recovered with a resolution of 3∆ . 
 
3.3 First-Order Diffraction within the Pupil Effect 
 
The objective lens’ numerical aperture must be large enough to capture and 
include the first-order diffracted light, which holds key information about the periodicity, 
from the FBG sample. In the case of normal plane wave illumination, the numerical 
aperture of the objective lens must be larger than the ratio of the wavelength to the 
grating period. However, since TDPM uses only partially coherent illumination, the 
requirements are less strict. The illumination comes from an extended source, provided 
by the condenser lens, allowing for a range of incident angles illuminating the sample, 
some of which will have first-order diffraction into the objective lens even if normal 
incident light does not. The effective requirement in this case is then NA NA . The 
numerical aperture of both lenses and the illumination wavelength must be carefully 
selected with this requirement in mind. 
 
3.4 Recovering the Characteristic Functions 
 
The one-dimensional RI distribution in the core along the FBG can be represented 
by the equation  cos 2 Λ⁄ , where  is the average 
function, describing how the center RI about which the modulation occurs may gradually 
change over the length of the grating;  is the apodization function, describing how 
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the amplitude of the periodic modulation changes throughout the length of the grating. 
Demodulation signal processing techniques can recover these functions from the point-
by-point RI distribution [93]. The first and second terms can be separated by simple 
filtering to isolate .  
The Hilbert transform can be used to put the high-frequency component 
cos 2 Λ⁄  in an analytic form ⁄ . The 
magnitude of the result is the apodization function, and the phase of the result is related 
to the period of RI modulation. For chirped gratings, the local period varies along the 
length of the grating as a function Λ y . In this case, Λ y  is called the chirp function. 
The chirp function can be recovered from the phase of the Hilbert transform once it is 
unwrapped [94]. The chirp function can be recovered from the unwrapped phase function 
 according to the equation Λ y , since  gives the instantaneous 
spatial frequency. The chirp function cannot be recovered using this method if a discrete 
phase shift occurs in an FBG, but if the RI distribution clearly reveals where the discrete 
phase shift occurs, the FBG can be treated as two distinct FBGs for recovery of 
characteristic functions, which may then be joined at the location of the phase shift. The 
average function, apodization function, and chirp function make up the characteristic 
functions of an FBG, which can be recovered from the RI distribution data along the 
center of the fiber core in which the FBG is present. 
For unchirped gratings, the high-frequency component 	can be treated as 
analog quadrature amplitude modulation (QAM) to recover the apodization function 
without the use of the Hilbert transform [95].  
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Bao [94] combines the TDPM process as described in [77] with the challenges 
described above to form a complete proposed procedure for image processing for FBG 
characterization, shown as a flowchart in Figure 5. Note that this figure assumes the 
grating is in the -direction, and a simple substitution of  for each  will yield the 
equivalent process for the coordinate system of this research. 
 
 
Figure 5. Flowchart showing the basic procedure of characterizing FBGs using QPI. (a) 
The overall flowchart, which calls sub-flowcharts (b) and (c). The QPI algorithm can be any 
appropriate method in the literature. (b) Sub-flowchart for processing the defocused 
images, including the compensation for the pixel integration effect and the necessary 
upsampling. (c) Sub-flowchart to recover the average RI, the apodization function, and the 
local period for a given line RI profile in an FBG. (Reprinted with permission from [94], 
The Optical Society) 
 
 
This process is generalized for multiple FBGs in MCFs. This process is also 
abstracted such that the QPI step can be accomplished by techniques other than TDPM, 
such as phase-shifting holography [96] or solving transport-of-intensity equations to 





EXPERIMENTAL CHARACTERIZATION OF FIBER BRAGG GRATINGS 
 
4.1 Prior Simulations 
 
This work directly extends the work done by Bao in improving and simulating 
TDPM techniques for FBG imaging [94]. Considering the same challenges from Chapter 
3, Bao was able to successfully recover the characteristic functions of simulated FBGs in 
various simulated single-core and multi-core fibers subject to the same conditions and 
TDPM methodology as that employed in this work [94]. The most complicated 
simulation example from Bao’s work is shown in Figure 6. 
Among the four FBGs simulated here, the average normalized root-mean-square 
error (NRMSE) values along the center-of-core line profiles were around 0.042 for the 
recovered apodization functions and 0.055 for the recovered average functions [94]. The 
resolution of these recovered functions was approximately 1 micron, sufficient for 
characterizing almost any continuous real FBG. It should be noted that 1 micron is not 
sufficient resolution in the raw RI distribution for characterization, but for the 
characteristic functions calculated from the RI distribution, this scale of resolution is 






Figure 6. Simulation results of RI difference in a four-core fiber with each core 
containing an FBG. (a)-(c) The three orthogonal center cross sections of the original 
simulated object. (d)-(f) The three orthogonal center cross sections of the recovered 
RI. (g)-(j) The actual (dashed) and reconstructed (solid) characteristic functions, 
including average (red), apodization (blue), and chirp (green) functions, in the 
center of the four FBGs. (Reprinted with permission from [94], The Optical Society) 
 
 
4.2 Experimental Configuration 
 
The microscope used is an Olympus BX60. An Olympus BH2-RFL-T2 mercury 
lamp is the illumination source. The camera in use is a Q-Imaging Retiga 1300R. The 
Physik Instrumente P-721SL2 is a piezoelectric device used to scan the objective lens 
along the imaging system’s optical axis to precisely adjust the focal plane for collecting 
the through-focal series of images. A Newport Universal Motion Controller ESP 300 is 
used with stepper motors to rotate the fiber. Various FBGs are imaged, but all are in 
SMF-28 fiber [97]. SMF-28 fiber has a core diameter of 8.2 µm and a cladding diameter 
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of 125 µm. Many SMF-28 fibers also have a layer of acrylate coating outside the 
cladding with a diameter of around 242 µm, which is stripped and removed from the 
region of the fiber containing the FBG of interest prior to imaging such that only core and 
cladding are imaged. The fiber core of unperturbed SMF-28 fiber has a typical refractive 
index of 1.462. Each FBG imaged is designed to reflect at a center wavelength of about 
1550 nm. 
 The procedure followed in this experiment closely follows that developed by 
Jenkins in [77] and that analyzed and simulated by Bao in [94]. This experiment does, 
however, make a slight change to the physical setup from previous TDPM configurations 
for imaging fibers. Previously, in TDPM and similar fiber imaging experiments [98], the 
fiber coating was stripped from one end of the fiber to reveal a region to be imaged, and 
the unstripped end was inserted into a rotation stage controlled by a stepper motor. 
Having only one end of the fiber clamped by a rotation stage allows the fiber to bend and 
have some “slack” between the imaged portion and the rotation stage. The motion 
produced by rotation of the fiber may slightly add to or decrease the amount of “slack” in 
the fiber, consequently shifting the part of the fiber in the image field of view along the 
fiber axis. This is acceptable for fiber with very low RI variation along the fiber axis, but 
for an FBG, even shifts in the tens of nanometers between angles of image collection can 
produce significant error in the resulting refractive index distribution. If the shifting of 
the fiber along the fiber axis between consecutive angles can be limited to strictly less 
than half the FBG period for a simple FBG, a best-fit correlation algorithm can realign 
the images in processing. 
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This half-period limit cannot be guaranteed with a single clamp location, so for 
these experiments, a second clamp location and second synchronous stepper motor are 
added on the other end of the fiber to eliminate “slack.” The fiber will thus experience a 
small tensile force along the fiber axis. As little tension as possible should be applied 
while still eliminating “slack” so that the photoelastic effect does not result in any 
significant changes in the FBG’s RI from its unstressed state. The strain and change in 
length of the fiber must be effectively zero so the grating period remains unchanged. To 
ensure structural stability of the fiber, the acrylate coating should remain on both regions 
to be clamped, so the coating is only stripped in the middle of the fiber where the images 
will be captured. This modified setup also requires that the rotation stages be precisely 
positioned such that the line connecting their centers (and the axis of rotation) lies in the 
center focal plane for the through-focal series and passes through the optical axis of the 
imaging system (or equivalently, the center of the field of the view). Even with this dual 
rotation stage providing dramatic improvement, a shift of more than half the period of the 
grating commonly occurs during rotation and adjustment in the present system 
configuration. This remains a challenge to be adequately addressed and poses a serious 
issue for FBG measurement because any unregistered shift, when back-projected, can 
cancel some or even all of the modulation amplitude since the grating images are out of 
phase with each other between angles. 
The system configuration for this experiment is shown in Figure 7 and shows the 











In this experiment, the three-axis Cartesian coordinate system is defined relative 
to the fiber and thus rotates as the fiber rotates. The -axis is defined by being parallel to 
the optical axis of the imaging system when the first through-focal series is collected 
(when the rotation angle is zero). The -axis is defined by being parallel to the fiber axis. 
The -axis is perpendicular to the  and  axes. The origin of the coordinate system is 
arbitrary for most purposes, but it is selected to be the corner of the 3D region being 
reconstructed such that the resulting RI distribution is determined entirely in the first 
octant of the coordinate system (all , , and  values are positive for the determined RI 
data). 
The light propagation path for this system begins at the mercury lamp denoted by 
label number 1 in Figure 7. The light is then aligned with the optical axis of the 
microscope imaging system, collimated, and filtered to pass light at a narrow band of 
wavelengths centered at 546 nm, as shown at label number 2 in Figure 7. The condenser 
lens at label number 3 in Figure 7 provides Köhler illumination to the fiber sample plane, 
and the objective lens at label number 6 in Figure 7 collimates the light from the desired 
focal plane. Finally, the tube lens at label number 8 in Figure 7 and additional optical 
components are used to focus the light to form an image on a charge-coupled device 
(CCD) camera, as shown at label number 9 in Figure 7. The recorded image data is then 
transmitted to a computer to be saved for later processing. The exposure time for each 
image should be adjusted so that the maximum pixel intensity is well below the 
maximum allowed intensity so that no clipping occurs. As long as significant headroom 
exists to avoid clipping, a longer exposure time provides better noise performance and 
contrast, which is preferred. 
34 
 
As shown at label number 4 in Figure 7, the stage plate has a hollow center to 
allow light to pass through. This hollow center region is covered by a glass slide which 
the fiber rests on. Two thin slips of cover glass (not shown in Figure 7) are placed on 
either side of the fiber, also resting on top of the glass slide. These slips should have a 
thickness slightly greater than the diameter of the fiber cladding. Index matching oil is 
then added between the slips of cover glass to completely envelop the fiber in the region 
where imaging will take place. The index should be slightly different from the fiber 
cladding so that registration of the fiber position can occur. The boundaries between the 
oil and cladding produce slight contrast in defocused images that allows the images to be 
aligned before any other processing is done. Shifting pixels in the image such that these 
boundaries match those of a simulated fiber in a certain refractive index of oil ensures the 
fiber is centered and oriented such that the fiber axis points exactly along the pixels in the 
y direction of each the image. This is crucial in being able to reconstruct a cohesive 3D 
RI distribution from the 2D images. However, this pixel shifting can introduce error if the 
fiber is at a significant angle from the desired fiber axis direction. The CCD camera 
shown in Figure 7 can be rotated freely about the optical axis of the imaging system, so 
that if the user aligns the camera properly, this is not a significant concern. Additionally. 
This kind of alignment, or registration, does not fix issues with the fiber shifting along 
the fiber axis between rotation angles as previously discussed. 
For this experiment, an oil with a nominal RI of 1.460 is used to provide some 
contrast to the fiber cladding with an RI of around 1.458. A final glass cover slip (shown 
in Fig. 6) is placed on top of the region of fiber to be imaged such that it rests on top of 
the other two slips of cover glass and creates an effectively flat top to the body of oil with 
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no air bubbles. Since each glass or oil layer the light passes through is effectively flat and 
of constant RI, zero phase difference and thus zero contrast will occur due to these layers. 
This allows the fiber alone to be imaged accurately. Once this setup is prepared, the 
illuminating light should be left on exactly as it will be used for imaging for a few hours 
prior to data collection. This will allow the thermal effects to settle such that negligible 
change in refractive index, stress, and shape will occur during imaging in any part of the 
setup. 




Figure 8. Photograph of experimental system configuration. 
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4.3 Experimental Parameters 
 
Using the configuration with the 50X objective lens in place, a reference scale 
with length of 250 µm was found to correspond to a 1278-pixel length along the -axis, 
so the effective pixel spacing ∆  is 196 nm. This corresponds to an effective sampling 
rate of 
	
5.102	μm . Since the effective pixel spacing is less than half the 
grating period (and equivalently, the spatial sampling frequency is more than twice the 
spatial frequency of the grating), the Nyquist criterion is met, and no upsampling is 
required ( 1, 0). However, if upsampling and aliasing correction were required 
for this experiment, this pixel spacing would be the ∆  value used for such processing.  
The Retiga 1300R image sensor has a manufacturer-specified 1D pixel spacing of 
7.4 µm [99]. This was confirmed through direct microscopic measurement of the pixel 
sensors. This means that with the other optics in the system (including the tube lens), the 
effective overall objective-tube system magnification is only 37.7X to achieve an 
effective pixel size of 196 nm. A reduction in magnification compared to the nominal 
objective magnification is consistent with other infinity-corrected optical systems [100]. 
For these analyses, only the effective pixel spacing and effective pixel size (accounting 
for magnification) are considered.  
 During confirmation of the pixel spacing, the 1D fill factor was also computed to 
be FF FF 78%. This specification is not advertised for the camera. The effective 
pixel size for the pixel integration effect is thus 153 nm. This value of FF ∆  is used in 
the MTF: . Since the period of a first-order Bragg diffraction grating (for 





1.869	μm . Thus, the MTF at the grating frequency is 
∙ . 	 ∙ 	
∙ . 	 ∙ 	
0.871. For a second-order grating with period of 
approximately 1070 nm, the MTF is 0.967. 
An objective lens having a numerical aperture of 0.75 is used. A condenser lens of 
adjustable numerical aperture is used, and a numerical aperture of 0.50 is selected. A 
chromatic filter is applied to pass only a narrow band of the mercury lamp’s illuminating 
light at a center wavelength of 546 nm. Thus, the first-order diffracted light from the 
FBG is captured for analysis, since NA NA 1.25 Λ⁄ 	
	
1.02. 
In recovering the chirp function of an FBG, a first-order Savitzky-Golay 
differentiation filter with a frame length of 30 is used to estimate the derivative of the 
phase of the FBG’s periodic variation [101]. 
The maximum angle allowed between through-focal series is sin
sin .
.
20 degrees, corresponding to a minimum  value of 9. 15 rotation 
angles are used so that the angle of rotation between series is 12 degrees to ensure 
sufficient contrast at all spatial frequencies of interest and alleviate the missing cone 
problem. Each through-focal series consists of an image at each of 731 positions of the 
piezo scan, with 5 images captured and averaged at each position to reduce noise. The 
spacing between objective scan positions is 134 nm in air, corresponding to a spacing 
between focal plane scan positions within in the oil medium of 196 nm (due to refraction) 
such that the resolution along the optical axis equals the transverse resolution. This means 
each series spans a region measuring 143 µm along the system’s optical axis, enclosing 
the fiber cladding and slightly beyond. 
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Multiple methods of calculating the 3D PSF for TDPM have been performed, the 
first of which assumes a flat disk illumination profile, for which the PSF can be quickly 
analytically determined, but this produces inaccurate results since the experimental 
illumination profile is Gaussian. The split-step beam propagation method [102] was later 
used to simulate the 3D PSF with high accuracy, but the computation time for this 
approach can be on the order of a month with current hardware. In this research, a new 
approach is used in which the 2D POTF of a Gaussian profile is determined semi-
analytically as described in an appendix of [103], and this 2D POTF is then rotated about 
its center (because of illumination symmetry) to allow for calculation of the 3D PSF. This 
approach to calculating the 3D PSF has a computation time of just a few minutes on 
current hardware, similar to that of analytical determination with the flat disk 
illumination assumption. This new approach is also able to achieve results that appear to 
be at the same level of accuracy as those provided by the split-step beam propagation 
simulated PSF. The PSF resulting from this method produces aliased off-center copies of 
the desired PSF, so the resulting PSF is cropped to isolate the intended portion of the 
function and recover clean results. 
 The low-frequency portion of the TDPM algorithm outlined in Figure 4(b) is not 
used for this research, as the high-frequency algorithm outlined in Figure 4(a) was found 
to produce cleaner results across all frequencies for fiber imaging. Effectively, the cutoff 






4.4 Experimental Results 
 
4.4.1 Specifications of FBGs Imaged 
 
 The four FBGs imaged in this research span a variety of manufacturing 
techniques and specifications, given by the manufacturers as detailed in Table 2. 
 
Table 2. Specification summary of FBGs imaged. 










Model Number T10 T70 FFT.FBG.S.00.02 FFT.FBG.S.00.03 
Writing 
Technique 
Phase Mask Phase Mask Point-by-Point Point-by-Point 







1550.31 nm 1550.02 nm 1549.97 1549.95 nm 
Reflectivity 99.999% 99.978% 65.3% 75.6% 
3-dB Bandwidth 1.18 nm 12.20 nm 0.46 nm 0.25 nm 
Length 10 mm 10 mm 3.1 mm 5.9 mm 
Fiber Type SMF-28e+ SMF-28e+ SMF-28e+ SMF-28 Ultra 
 
 
 FBG 1 represents the most traditional form of FBG: a Type I grating written using 
the phase mask method with an excimer UV laser. After many years of experience 
fabricating this kind of grating, the manufacturing process has become highly effective at 
achieving very high reflectivity, as exemplified in this grating. 
 FBG 2 is a specialty FBG differing from FBG 1 in that it is chirped. This provides 
a very wide bandwidth. The chirp rate is quoted as 1 nm in reflected wavelength per 1 
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mm of grating length. This corresponds to a chirp rate of approximately 0.0034 nm in 
grating period per 1 μm in grating length. 
 FBG 3 is an older sample of FemtoFiberTec’s point-by-point written FBGs. The 
manufacturing process for this grating uses high-power infrared femtosecond laser pulses 
to produce Type II FBGs. The selectivity and control provided by this writing technique 
allows for intentional apodization to remove sidelobes, as in this FBG. The resulting 
bandwidth is very low. 
 FBG 4 is a newer sample from FemtoFiberTec with the same writing technique as 
FBG 3 but with a few years of process improvement represented. This product is 
designed for a higher reflectivity than FBG 3 and showcases an even smaller bandwidth. 
The fiber used for this FBG is SMF-28 Ultra, which differs from standard SMF-28e+ 
fiber only in that it has tighter specification limits for measures such as attenuation and 
dispersion [106]. 
 Plots of measured reflectivity spectra around the center wavelength of each FBG 













Figure 9. Reflectivity spectra with horizontal axis in nm of (a) FBG 1 with the 
vertical axis in dB, (b) FBG 2 with the vertical axis in dB, (c) FBG 3 with the vertical 
axis in %, and (d) FBG 4 with the vertical axis in %. Larger copies of (c) and (d) are 







4.4.2 Recovered Core RI Profiles 
 
In this section, the results are analyzed after running the TDPM algorithm as if all 
through-focal series contain the same data as a single through-focal series; in other 
words, the same data from images collected at one angle is back-projected from all 15 
angles. This procedure is referred to as “single-angle” 3D TDPM as opposed to “full” 3D 
TDPM that is normally run. Single-angle 3D TDPM implies an assumption of cylindrical 
symmetry and cannot accurately represent the spatial distribution of components in the 
sample that lack cylindrical symmetry. However, single-angle 3D TDPM makes it so that 
no registration along the -axis is necessary and the grating images are all “in-phase” 
with each other to represent an accurate RI modulation intensity in the fiber core in the 
recovered RI distribution. This is why the core RI profiles and their corresponding 
characteristic functions are determined using this method. Spatial distributions of features 
and periodicities in the  and  directions are examined later with full 3D TDPM. 
 The  and  position at which the 1D core RI profile is selected from the single-
angle 3D TDPM results differs slightly for each FBG to provide a somewhat 
representative sample of the modulation amplitude in the core. High-frequency 
modulation is clearly present in each profile, but to separate noise from the FBG’s 
periodic structure(s), the fast Fourier transform (FFT) algorithm is run to recover the 
discrete Fourier transform (DFT) of the profile and reveal the strength of different spatial 
frequencies in the profile. Before running the FFT, the mean RI of the profile is 
subtracted to remove the DC component, and the profile signal is zero-padded so that the 
frequency resolution is improved without otherwise altering the output. Since the DFT of 
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a real signal is symmetric, only half of the output DFT is analyzed. This output is scaled 
to represent the RI modulation amplitude at the specified spatial frequency.  
FBG 1’s core profile and spectral content in spatial frequency as described are 




Figure 10. (a) Core RI profile of FBG 1, (b) spatial frequency content of FBG 1, and 









 FBG 1’s recovered mean core RI is 1.4630. As shown in Figure 10(c), the 
strongest periodic component of FBG 1 is at Λ 539.5	nm, where 8.060 10 . 
This strong periodic presence near 535 nm confirms that first-order backward diffraction 
is used in this grating and shows the resolving power of the system to be sufficient for 
characterizing such small periods. There is also another strong periodic pattern present in 
the core at a period of 1077.9 nm, very close to double the period of the main peak and 
suggesting the additional presence of a grating with second-order backward diffraction of 
light at 1550 nm. This double periodicity is further addressed later using the full 3D 
TDPM results.  
The core profile and spatial frequency content of FBG 2 are shown in Figure 11. 
 






FBG 2’s recovered mean core RI is also 1.4630. As shown in Figure 11(c), 
the strongest periodic component of FBG 2 is at Λ 538.1	nm, where 1.1733
10 . This means first-order backward diffraction is also used in this grating. There is 
another peak at close to double the period of the main peak so that some second-order 
backward diffraction likely also occurs as in FBG 1. Although the chirp is very small 
across this profile, its effects can be seen in the stronger presence of spatial frequencies 
surrounding the two main peaks (broader main lobes and higher sidelobes) compared to 
FBG 1. 
The core profile and spatial frequency content of FBG 3 are shown in Figure 12. 
 
 






FBG 3’s recovered mean core RI is 1.4634. As shown in Figure 12(c), the 
strongest periodic component of FBG 3 is at Λ 1079.1	nm, where 1.4639
10 . This strong periodic presence near 1060 nm reveals that this grating is designed for 
second-order backward diffraction. Relatively high RI modulation amplitude is necessary 
for the grating length to be so short and still have a reflectivity of 65.3%, and Type II 
grating fabrication is best suited to producing high RI modulation amplitudes, as 
exemplified in this grating. A strong low-frequency component is also present, but it is 
not known whether this is due to noise or due to imperfections in the writing process. 
The core profile and spatial frequency content of FBG 4 are shown in Figure 13. 
 
 






FBG 4’s recovered mean core RI is 1.4629. As shown in Figure 12(c), the 
strongest periodic component of FBG 3 is at Λ 1077.9	nm, where 6.176 10 . 
This means this grating is also designed for second-order backward diffraction. 
The mean RI of the core for each FBG is predicted to be around 1.4620, the 
typical core RI of SMF-28 without any FBGs.  
The specifications in Table 2 allow for estimation of theoretical RI modulation 
amplitude of each FBG through the Bragg regime diffraction efficiency approximation. 
This estimation assumes no nonlinearities such as apodization or chirp, but it still offers 
an important value for comparison with the recovered RI profiles. The diffraction 
efficiency, or reflectivity, of a Bragg grating is estimated by: 
 
    ( 9 ) 
 
where  is the diffraction efficiency (i.e. reflectivity),  is the grating length, λ is the 
center wavelength, and  is the angle of incidence from the grating vector direction [14]. 
Here,  is approximately zero due to the guided-mode nature of the incident wave. Thus, 
the predicted RI modulation amplitude is given by . 
 Equations (1) and (2) allow for calculation of the predicted grating period for the 
main diffraction order used in each FBG based on the center wavelengths in Table 2. 
Assuming average RI, RI modulation amplitude, and period to be constant across the 





Table 3. Comparison of theoretical and experimentally recovered average RI, RI 
modulation amplitude, and period for each grating. 
 
  FBG 1 FBG 2 FBG 3 FBG 4 
Main Diffraction Order 1 1 2 2 
Average RI  
Theoretical 1.4620 1.4620 1.4620 1.4620 
Recovered 1.4630 1.4630 1.4634 1.4629 
Absolute Error 1.0×10-3 1.0×10-3 1.4×10-3 0.9×10-3 
RI Modulation 
Amplitude  
Theoretical 7.735×10-5 > 7.702×10-5 1.4974×10-4 8.815×10-5 
Recovered 8.060×10-5 1.1733×10-4 1.4639×10-4 6.176×10-5 
% Error 4.20% < 52.34% -2.24% -29.94% 
Grating Period  
Theoretical 535.0 nm 534.9 nm 1069.7 nm 1069.7 nm 
Recovered 539.5 nm 538.1 nm 1079.1 nm 1077.9 nm 
% Error 0.84% 0.61% 0.88% 0.77% 
 
 
 The recovered average RI data for all FBGs is higher than in standard SMF-28 
fiber cores by about 1.0×10-3. This could be due to several factors at play. The first is that 
the writing of the FBG increases the RI in the modulated regions, which brings up the 
average RI as well, but typically only by about half the RI modulation amplitude. Since 
the error in average RI is an order of magnitude greater than the RI modulation 
amplitude, this does not account for much of the error in average RI. The most likely 
cause for most of the systematic error in average RI is an inaccurate reference RI 
provided by the surrounding oil medium. Since TDPM only directly recovers relative 
phase and relative RI, a reference RI is needed to determine the absolute RI. An index-
matching oil here was used with nominal RI of 1.460, but with the imaged region heating 
to significantly higher temperature than room temperature (21o C) prior to imaging, the 
oil is likely subject to significant expansion resulting in a reduction in refractive index. If 
the oil refractive index was reduced to around 1.459 before imaging, this would account 
for the error seen. The likelihood of this error source is given additional merit because the 
recovered cladding RI is around 1.0×10-3 higher than in standard SMF-28 as well. 
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 A systematic error appears to be present in grating period as well. This error may 
also be at least partially explained with thermal effects. Not only the oil, but to a lesser 
degree the fiber itself expands due to heating. The center wavelengths were quoted from 
the spectra as measured at around room temperature. Once heated, the period is expected 
to increase slightly and the center wavelength should increase correspondingly. This has 
the minor additional effect of lowering the average RI and RI modulation amplitude 
slightly from the room-temperature case. An additional source of error here is any tensile 
strain in the fiber produced by clamping at both rotation stages could increase the period 
accordingly. However, this effect would be expected to show somewhat random variation 
in error depending on how the fiber is clamped, and the fairly consistent percent error 
across FBGs here implies that systematic error such as that due to thermal expansion is 
likely the main cause. It should be noted that the theoretical grating period for FBG 2 
assumes that the exact center of the FBG was imaged, making it less reliable, though 
imaging the center was attempted to the best ability of the experimenter. 
 FBG 1 and FBG 3 exhibit very low error in RI modulation amplitude compared to 
the amplitude predicted by Equation (9). FBG 1 has very low precision in the quoted 
FBG length, making its calculated theoretical value for RI modulation amplitude 
somewhat less reliable than that of FBG 3. Of course, apodization introduces error in the 
RI modulation of each of the FBGs imaged, since this is not accounted for in Equation 
(9). Still, recovered modulation amplitudes so close to the expected values in these cases 
lends great credence to TDPM’s ability to quantitatively recover RI at high resolution.  
 FBG 2’s theoretical RI modulation amplitude calculation is extremely unreliable 
due to its chirp. Since the grating is chirped, the effective length of the grating at which 
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the correct period is present to reflect at the wavelength of interest is less than the length 
of the entire FBG. Thus, the RI modulation amplitude is expected to be significantly 
higher than the calculated theoretical value. For FBG 2, if the recovered RI modulation 
amplitude is to be believed, the effective length is approximately two thirds of the overall 
FBG length.  
 FBG 4 exhibits significantly lower RI modulation amplitude than expected. One 
possible cause of this would be that the imaged portion of the FBG may not be at the 
center of the FBG and has lower amplitude due to apodization. Additionally, the RI 
profile recovered from single-angle 3D TDPM throughout the core within the imaged 
region is non-uniform in this FBG, making it difficult to select a single representative line 
profile to analyze. The most significant non-uniformity is that very close to the center of 
the core in the RI distribution recovered from single-angle 3D TDPM, the RI modulation 
amplitude is very high and there are some lower frequencies present. The (non-
representative) center core profile and spatial frequency content of FBG 4 are shown in 
Figure 14. The main peak is still at 1077.9 nm, but the RI modulation amplitude right at 
the center of the core jumps above 1.6×10-4. The very center of the core is expected to be 
somewhat reliably spatially represented by single-angle 3D TDPM, since it is centered 
across all angles of back-projection. Even so, this RI modulation amplitude is dubious, 
but it could possibly be explained by interaction between the glass damage from the 
femtosecond laser while writing and the break in continuity of core material at the center 









Additional strong periodic elements are present in the center of the fiber core at 
periods of 1473.6 nm and 3966.5 nm. Taking a second look at Figure 13 reveals these 
frequencies may be present to a lesser extent away from the center of the core too, where 
the original profile was selected. These additional periodicities could possibly be due to 
current non-idealities of the point-by-point-writing process that keep the waveform from 
being perfectly sinusoidal. This deviation from simple sinusoidal index modulation may 






however. For example, a network of many weakly reflecting FBGs can provide very high 
spatial resolution for strain-related sensing applications [108]. 
 
4.4.3 Recovered Characteristic Functions 
 
 The same core RI profiles obtained in section 4.4.2 are used to recover the 
characteristic functions with the method outlined in Figure 5(c) and exemplified with 
with simulation results in Figure 6. These are graphed and compared to the corresponding 
theoretical constant values for the apodization function (RI modulation amplitude) and 
the chirp function (grating period) from Table 3 in Figures 15, 16, 17, and 18. The 
recovered average functions are compared to the average RI of the corresponding profiles 
to highlight deviation from expected flatness (i.e. constant value). 
 For FBG 1, as shown in Figure 15, the noise variation in the average function 
 is significant. This casts doubt on the ability to characterize very small defects that 
affect only the average function, as they must overcome this noise. The apodization 
function is noisy as well, but with somewhat lower smaller noise magnitude. Applying 
smoothing or averaging filters would improve the appearance but would remove the 
ability to characterize defects at a small scale. The chirp function is nearly flat other than 
at the ends of the imaged region, which are prone to extreme error due to the nature of the 
applied Savitzky-Golay differentiation filter. However, the rising value of the chirp 
function followed sharply by rapid decline near the right end of the profile implies a 




Figure 15. FBG 1’s recovered characteristic functions (solid lines) compared to 
expected characteristic functions (dashed lines). 
 
 
 In FBG 2, the resulting functions are similar in noise to FBG 1, as seen in Figure 
16. The theoretical chirp function appears flat, but its graph includes the assumption of 
linear positive grating chirp rate (i.e. slope) of 0.0034 nm per 1 µm. Theoretically, the 
period only changes by around 0.34 nm across the recovered profile, which in practice is 
mostly drowned out by error since the noise-induced variation in the chirp function is an 
order of magnitude greater than this expected change in period. Applying a linear 
regression to fit the central 80% of the recovered chirp function (to exclude the end 
effects) to a linear slope yields a slope of 0.0027 nm per μm, reasonably close to the 
expected value. However, this linear regression result does not mean much considering 




Figure 16. FBG 2’s recovered characteristic functions (solid lines) compared to 
expected characteristic functions (dashed lines). 
 
 
 FBG 3’s average function in Figure 17 shows by far the most significant variation 
of the recovered average functions of the FBGs imaged, in agreement with the significant 
low-frequency variation observed in Figure 12(a). The reason for this strong low-
frequency content is not known but could possibly be explained by the writing process 
lacking refinement at the time of production, as the newer FBG 4 made using the same 
technique does not exhibit this level of variation, as seen in Figure 18. Additionally, FBG 
3’s chirp function varies from flatness more than that of FBG 1. The apodization function 




Figure 17. FBG 3’s recovered characteristic functions (solid lines) compared to 
expected characteristic functions (dashed lines). 
 
 
 Noise in the average and apodization functions of FBG 4 (shown in Figure 18) is 
similar to that seen in the other imaged FBGs. The chirp function here varies to a much 
greater extent than in the other FBGs imaged. This is not straightforwardly explained by 
the presence of the longer-period components in FBG 4 since lower than expected 
periods are shown in the recovered chirp function, but the two observations may be 
related. Greater variation in period appears to be present in both point-by-point-written 
FBGs compared to those written with the phase mask technique. This could potentially be 
explained by positional error in the laser as it translates along the fiber to write the FBG. 
However, this is counter to the narrower reflection bandwidth exhibited by these FBGs, 




Figure 18. FBG 4’s recovered characteristic functions (solid lines) compared to 
expected characteristic functions (dashed lines). 
 
 
4.4.4 Recovered 3D RI Distributions 
 
 Full 3D TDPM, with all angular data back-projected as intended, results in a 
spatially accurate RI distribution in the  and  directions, though it is not entirely 
accurate in the -direction due to lack of registration along the fiber axis. However, the 
presence of frequencies in the	 -direction in the resulting 3D RI distribution should be 
accurate other than having a reduced amplitude. 
 To demonstrate simple RI recovery from full 3D TDPM, a section of SMF-28 
with no grating was imaged, and the resulting 3D RI distribution is shown in Figure 19. 
The recovered core RI in this sample is comparable to the average core RI seen in the 




Figure 19. Recovered 3D RI distribution of SMF-28 shown as (a) an opaque block 
with higher RI shown with greater brightness, (b) three 2D center cross sections of 
the same opaque block, and (c) a visualization in the style of a typical 3D magnetic 
resonance imaging (MRI) image with opacity varying with RI. 
 
 
The core and cladding are clearly visible in all three images in Figure 19. The 
following FBG analysis primarily uses 2D center cross sections of the recovered 3D RI 
distributions, such as those displayed in Figure 19(b).  
The center  cross section of FBG 1’s RI distribution resulting from full 3D 
TDPM is shown in Figure 20(a), with brighter pixels signifying higher RI, as denoted by 
the bar on the right side. The periodic grating pattern(s), though not as strong as they 
should be due to lack of -direction registration, can still be faintly seen. However, just 
as the spectral content of FBG 1 is more clearly analyzed in Figure 10(b) than in Figure 
10(a), Figure 20(b) uses a similar 1D FFT procedure line-by-line to display the -
direction spatial frequency content of each profile in the center  cross section, with 
brighter pixels signifying higher RI modulation amplitude, though the scale shown in the 
bar on the right side is reduced from the actual RI modulation amplitude (again, due to 
lack of -direction registration). Horizontal white lines are drawn over this image to 
represent the core and cladding boundaries – these lines do not signify the presence of all 







Figure 20. (a) Center  cross section of RI profile of FBG 1 and (b) -direction 







This clearly shows that the 1077.9 nm periodicity is present on one side of the 
core and the 539.5 nm periodicity is present on the other. As imaged, the -direction was 
aligned with this variation allowing for this disparity in period to be seen without rotating 
from the default coordinate system. Closer visual inspection of Figure 20(a) reveals a 
longer period along the upper side of the fiber core and shorter period along the lower 
portion of the core, though difficult to see with low RI modulation amplitude. 
 The presence of these two separate periods in the fiber core can possibly be 
explained by the Talbot effect [109]. When a simple phase mask is used to write a 
grating, the interference pattern is not constant (and is in fact periodic) with respect to 
distance from the phase mask in the near field. If the dual-period pattern seen in this fiber 
is to be interpreted as a result of the Talbot effect, then the phase mask was placed 
approximately on either the  or  side of the fiber during writing. The phase mask 
periodicity was in the -direction. Since the largest period present in a Talbot pattern is 
the period of the phase mask, the phase mask period is assumed to be 1077.9 nm. At a 
quarter of the Talbot length (the distance in the -direction at which the interference 
pattern repeats itself), the interference period in the -direction is one half the phase mask 
period [109], corresponding to the 539.5 nm period seen in this fiber. Since the transition 
between these two periodic regions in the fiber appears to occur approximately across the  
core diameter, it is assumed that the core diameter is approximately one quarter of the 






The Talbot length in free space can be calculated as: 
 
    ( 10 ) 
 
where Λ  is the phase mask period [110]. This calculation also works consistently if all 
values are the values inside a medium of nearly constant RI. Given the assumed phase 
mask period and Talbot length, the predicted wavelength of the laser light used to write 
the FBG and generate the supposed Talbot pattern can then be calculated as 
approximately 72.5 nm in the fiber core. Multiplying the wavelength in the core by the RI 
of about 1.462 yields a free-space wavelength of 106 nm. This casts some doubt on the 
accuracy of the assumptions made about this pattern, as FBGs are rarely written with 
lasers with a wavelength below 157 nm [111]. However, since a large amount of error 
may be introduced by attempting to estimate the Talbot length from only a small portion 
of a Talbot pattern recorded in the fiber core, it is possible that any discrepancy is due 
largely to errors in estimated quantities. 
 In any case, the ability of TDPM to spatially characterize distinct periodicities in 
3D with high resolution in all directions is demonstrated here and shows promise in 
revealing artifacts and patterns that have yet to be observed in FBGs. 
 The center  cross section of FBG 2’s RI distribution resulting from full 3D 
TDPM and the corresponding line-by-line spatial frequency content in the -direction are 








Figure 21. (a) Center  cross section of RI profile of FBG 2 and (b) -direction 







 If the presence of chirp was not readily apparent by comparison of the spectral 
widths of spatial frequency content of FBG 2 and FBG 1 in Figure 11(b) and Figure 
10(b), respectively, the difference is unmistakable when comparing Figure 21(b) and 
Figure 20(b). Figure 21(b) shows a wider presence of spatial frequencies around the main 
spatial frequency in FBG 2, while Figure 20(b) shows an extremely narrow frequency 
presence in FBG 1 – only one pixel at the spatial frequency resolution shown. This clear 
ability to distinguish the presence of chirp, even though chirp rate is not yet reliably able 
to be recovered, bodes well for the future applications of TDPM in FBG characterization. 
 The spatial frequency content varies across the core of FBG2 as it does in FBG 1, 
but with a more complicated pattern. The cladding also contains significant RI 
modulation, possibly due to the longer exposure required to generate the higher core RI 
modulation amplitude exhibited by FBG 2. The presence of a longer period (lower spatial 
frequency) varies rapidly in the -direction, apparently periodically, unlike the main 
periodicity around 538.1 nm. The exact reason for this is unknown, but it could 
potentially be explained through a complicated interference pattern similar to a Talbot 
pattern but accounting for a chirped grating. 
 The center  cross section of FBG 3’s RI distribution resulting from full 3D 
TDPM and the corresponding line-by-line spatial frequency content in the -direction are 
shown in Figure 22. The RI distribution for FBG 3 appears somewhat blurrier than in 
FBG 1 and FBG 2. It is believed this is due to an experimental failure to adjust the 
system to ensure proper Köhler illumination prior to imaging. Additionally, some small 








Figure 22. (a) Center  cross section of RI profile of FBG 3 and (b) -direction 






 FBG 3’s RI modulation amplitude appears to be strongest at the lower side of the 
core in Figure 22(b). This could mean the laser was directed at the  side of the fiber 
during the writing process, inducing greater modulation on that side. The RI modulation 
amplitude generally decays away from this -position, extending into the cladding on 
both sides. As this FBG is written by a high-power laser to induce a high core RI 
modulation amplitude, it follows that the cladding here exhibits some degree of 
modulation as well. At the lower core-cladding boundary, where RI modulation 
amplitude is highest, there is a faint presence of spatial frequencies around the center 
spatial frequency. Greater damage to the glass structure here, where the laser was likely 
focused at the highest intensity, may make the resulting RI distribution and its period 
slightly unpredictable. Additionally, FBG 3’s RI modulation amplitude exhibits a semi-
periodic pattern in the -direction, somewhat like that seen at the lower spatial frequency 
in FBG 2 in Figure 21(b). The reason for this is unclear. 
 FBG 3 also exhibits very slight RI modulation at near double the spatial 
frequency of its main periodic component, present only in the cladding near the lower 
side of the core in Figure 22(b). This may possibly be explained as slight presence of a 
non-ideal harmonic frequency that did not form in the core, where the fabricated RI 
distribution is important for reflectivity and is more nearly sinusoidal.  
 Full 3D TDPM was not able to be completed for FBG 4, as the data from one or 





RESEARCH SUMMARY AND FUTURE WORK 
 
5.1 Summary of Completed Work 
 
The immediate objective of this research was to extend and apply tomographic 
deconvolution phase microscopy to achieve highly effective quantitative phase imaging 
of fiber Bragg gratings. This was completed by 1) preparing a physical configuration to 
overcome challenges of FBG imaging, 2) tweaking image processing techniques to 
produce the best results from FBG images, and 3) imaging and analyzing various types of 
FBGs to demonstrate the capabilities of this technique. 
 A dual rotation stage and a higher numerical aperture of the condenser lens were 
implemented for this research. The camera’s pixel sensors were analyzed and confirmed 
to be sufficient for this research.  
 Regarding image processing, generation time for accurate PSFs was greatly 
decreased, a cleaner result was obtained by cropping the PSF, and registration success 
rate was improved. To circumvent present experimental difficulties in recovering 
accurate RI modulation amplitude, image data taken from a single angle was back-
projected from all rotation angles for this purpose so that no registration along the fiber 
axis was necessary. Using only the high-frequency portion of the TDPM algorithm to 
process all frequencies was found to produce clearer and cleaner images in most cases as 
well for fiber imaging. 
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 The following types of FBGs were imaged and their characteristic functions 
recovered: 
 Type I First-Order FBG written with Phase Mask 
 Chirped Type I First-Order FBG written with Phase Mask 
 Type II Second-Order FBG written Point-by-Point 
 
The following capabilities of TDPM were demonstrated: 
 High-resolution 3D RI distribution recovery 
 Characterization of period, amplitude, and location of RI modulation 
 Identification of presence of chirp 
 Identification of potential physical effects of manufacturing processes in FBGs 
 
5.2 Future Work in Improving TDPM Methodologies for FBG Imaging 
 
5.2.1 Standard Samples for Analysis of TDPM Accuracy 
 
 Though qualitative and quantitative results from the current TDPM methods 
largely agree with expectations, the accuracy of the recovered RI has not been confirmed 
against a precisely known standard. A standard sample should be developed to examine 
the accuracy with which TDPM can recover phase. If phase can be accurately recovered, 
the RI is simple to recover through calculation and back-projection, which may be 
analyzed in simulation. This means an effectively 2D sample with varying phase delay 
through it is sufficient for most analyses. This 2D phase delay pattern may be 
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accomplished through either varying thickness or varying refractive index. The same 
effective diffraction pattern can be accomplished through either method. The sample 
should contain a variety of spatial frequencies with precisely known modulation of 
thickness or RI. Such a sample could reveal how accuracy of recovered phase depends on 
spatial frequency and on the position of features in the image, as aberrations may reduce 
accuracy away from the image center. 
Since surface relief variations are easier to fabricate with greater precision and 
also easier to measure with greater precision than RI variations, an arrayed surface relief 
pattern is proposed. Electron beam lithography and etching may be used to fabricate such 
an array with sub-micron feature sizes [112]. In this technique, areas of a flat substrate 
not selected to be part of the sample pattern can be etched away so that the sample pattern 
is left on the substrate in the form of ridges. The ridge height can then be very precisely 
measured via AFM, a technique mentioned in Chapter 2 which is able to achieve sub-
nanometer resolution. With a known ridge height ∆ , the phase difference between the 
regions with and without ridges is given by: 
 
∆ ∆ ∙ ∆     ( 11 ) 
 
Where ∆n is the difference in RI between the substrate and the surrounding medium, 
whether it be air, water, or oil. 
The Georgia Tech Optics Lab has previously developed such an arrayed test 
pattern (shown in Figure 23) that would serve these purposes well. It is inspired by the 
1951 USAF resolution test chart [113]. To ensure accurate fabrication with available 
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techniques, the minimum feature size can be 0.5 µm such that the minimum center-to-
center ridge spacing is 1 µm. The largest center-to-center ridge spacing in the pattern 
would then be 6.275 µm. Ideally, minimum feature sizes would be even smaller to 




Figure 23. Georgia Tech Optics Lab Resolution Test Chart pattern. 
 
In addition, an ideal sample would be 3D and easily rotated so that the 
inaccuracies of the back-projection portion of the tomographic processing can be 
analyzed too. This would reveal effects on recovered RI accuracy and precision due to 
multi-angle noise reduction as well as registration quality. Acquiring such a 3D sample 
poses additional significant challenges in representing a range of spatial frequencies at 
once, fabricating the sample, and precisely measuring the sample after fabrication. The 
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ideal 3D sample would be a multi-core fiber with highly chirped FBGs, but it is difficult 
to accurately know the RI of such a sample after fabrication (hence the need for this 
research). The simulated sample shown in Figure 6 fits this description of an ideal sample 
very well but is not realistic to create as a known physical object. 
 
5.2.2 Illumination Profiles 
 
A significant potential improvement to TDPM for FBG characterization is the use 
of annular illumination. Annular illumination is predicted to pass fewer low-frequency 
components, which are mainly troublesome noise when imaging simple FBGs, and 
isolate the high frequency components of FBGs for clearer imaging. Bao [114] has 
completed theoretical analysis of this improvement, and experimental confirmation is the 
clear next step. 
Experimental confirmation should first take place with the proposed 2D sample 
arrayed surface relief pattern described in section 5.2.1. This would allow testing across a 
range of spatial frequencies simultaneously. The Gaussian illumination currently in use 
can be used as a control to compare the results to. The experiment may then be repeated 
with first-order and second-order FBGs, at which point, if results show improvement, 
annular illumination may be selected as the best illumination for FBG imaging. 
Various annular diameters should be used as are presently available in the form of 
annular condenser stages designed for phase contrast microscopy. The recovered phase 
contrast (difference in phase between the ridges and etched region) can then be quantified 
for both annular and Gaussian illumination for each different spatial frequency and 
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compared to the theoretical phase contrast given by Equation (11). This value is expected 
to vary for objects of different spatial frequencies depending on the illumination profile. 
 
5.2.3 System Hardware Components 
 
An obvious improvement to the system would come through a better camera to 
capture the images. Lower noise from the camera would be highly desired to obtain 
cleaner resulting images. Also, smaller pixel spacing would correspond to a higher 
sampling rate, which allows for higher frequency measurement without aliasing and 
clearer images of gratings up to the diffraction limit. Having higher frequency 
measurement capabilities allows for better analysis of what harmonics are present in FBG 
grating “waveforms” since they may not be perfectly sinusoidal in some cases. This may 
be helpful in differentiating the results of various manufacturing techniques.  
The benefits of higher-resolution imaging must be balanced with the downsides in 
increased data transfer time, data storage capacity needs, and data processing time. With 
11,696 images taking up over 29 GB for an entire data set with the current camera and 
configuration, the storage needs are already significant. Data processing times can take 
several hours as is, and any increase in number of pixels in one direction will yield an 
even greater increase in processing time based on the  nature of the 3D TDPM 
algorithm (note that  here does not refer to refractive index but rather the algorithm 
input size along one dimension of an image). Lower processing time is crucial if TDPM 
is to be used at industrial scale. Of course, a subsection of the overall image data may be 
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isolated for use to lower processing time. Efforts may be made to improve the algorithm 
runtime in the future. 
To improve the diffraction-limited resolution of the system, an objective lens 
designed for oil immersion could allow for a significantly higher numerical aperture. The 
numerical aperture of an objective lens is defined as NA sin , where  is the 
maximum half-angle of light rays that can still enter the objective lens to be collimated. If 
the lens is in air with an RI very near unity, the maximum possible practical NA  is 
slightly less than one. Thus, immersing the lens in a higher-index oil could bring the 
numerical aperture above one and allow for significantly higher spatial frequencies to be 
imaged, assuming the camera resolution is improved as well. 
The piezo scanner currently limits the system in two crucial ways: data collection 
speed and maximum object thickness. Most of the time spent collecting data is to allow 
the piezo scanner to move and stabilize the objective lens before capturing each image. 
The actual image capture time is much shorter in comparison. Most piezo steppers have 
comparable speed, however. The scan range is another factor that limits the kind of 
objects that can be imaged. The through-focal series should encompass a range greater 
than the thickness of the object to capture sufficient data from defocused images for 
reconstruction. Commercial piezo objective scanners are readily available [115] to 
provide an expanded range to allow for thicker objects to be imaged, such as bundled, 






5.2.4 Iterative TDPM 
 
 Though TDPM with the current system does not presently require as many 
rotation angles as other diffraction tomography QPI techniques [77], the time to collect 
and process the data for each angle is significant. The fiber may need to be adjusted and 
re-centered after each rotation, taking up more than just the simple image collection time 
that is required for each angle. Additionally, the majority of the processing algorithms 
have a runtime directly proportional to the number of rotation angles used. The 15 angles 
used this experiment are necessary to ensure the “missing cone” problem (POTF values 
of zero for a conic region in the 3D spatial frequency domain when data is collected at a 
single angle) is overcome such that all 3D spatial frequencies are represented for the high 
frequency algorithm to recover.  
An iterative constrained operation can be applied to reduce the number of 
required rotation angles, as developed, simulated, and confirmed (by imaging various 
fiber types without FBG) by Bao [116]. This is referred to as iterative TDPM (ITDPM) 
and reduced the required rotation angles to 3 rather than 15 with the current system [116]. 
It is theoretically possible to have sufficient fiber and FBG characterization through the 
collection of images at only a single angle, if the missing cone is reduced in size such that 
no frequencies of interest occur within the missing cone. The missing cone size is 
reduced by increasing the numerical aperture of the condenser lens, but this also 
consequently increases the size of low-value region of the POTF, which is problematic 
because a lower POTF value results in a higher margin of error once inverted. A 
Gaussian illumination profile can compensate for this by reducing the relative size of the 
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low-value POTF region (compared to disk illumination) and is thus ideal to use for a 
single-angle ITDPM approach. Additionally, the assumption of weak absorption 
proportional to the refractive index contrast may reduce the effects of any zero-value 
POTF along the -axis by substituting an effective POTF including these weak 
absorption effects [117]. Each of these possibilities may be explored and experimentally 




 A lingering issue with 3D (non-iterative) TDPM without a clear best solution is 
registration along the fiber axis, or more generally the axis of rotation. If a periodic 
structure can be guaranteed to shift less than half a period between angular 
measurements, a best-fit or highest-correlation algorithm can be applied for registration 
in this direction. Even with the dual rotation stages introduced in this research, this 
margin of allowed shifting is not able to be consistently maintained, so this technique 
cannot be relied on unless a more precise and stable fiber positioning stage is developed. 
However, for more general cases where objects are not simple periodic structures (e.g. 
splices, defects, or damages in fibers; cells in biological imaging applications), a more 
adaptive algorithm is required. The simplest algorithms to do something like this are 
autocorrelation and matched filtering in 3D. Various more complicated algorithms based 
on feature identification and/or machine learning may be implemented to complete 3D 
registration as well [118]. 
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Other methods of registration along the -axis and -axis may be used for 
imaging more general objects. For example, symmetry of intensity data may be used to 
center-align and register the objects if they are nearly cylindrically symmetric, including 
most fiber and samples in capillaries. This technique could also slightly improve program 
runtime. 
 
5.3 Future Work in Characterizing Additional Types of FBGs 
  
 The few samples imaged in this research exemplify exciting new levels of 
characterization made possible by TDPM, but the analysis of the resulting data remains at 
least somewhat speculative until further imaging of large quantities of similar FBGs are 
imaged and procedurally analyzed. The kinds of error, noise, and defects that could be 
present may be better understood as more FBGs are imaged, allowing for better isolation 
of observed effects. Sheer quantity of samples is crucial in providing enhanced 
understanding of the results of TDPM imaging of FBGs. 
 Additionally, FBGs of a wide variety of types must be imaged and characterized. 
In addition to the kinds of FBGs imaged in this research, several crucial classes of FBGs 
have yet to be quantitatively imaged with TDPM. Type In gratings should be imaged to 
reveal the negative index change from the original core medium and provide advanced 
insight into how they differ from other types of gratings. Discrete-phase-shifting FBGs 
should be imaged to confirm that their characteristic functions can still be recovered as 
previously suggested in this thesis by treating the FBG as several sub-FBGs broken up by 
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each discrete phase shift such that the characteristic functions of the sub-FBGs may be 
concatenated to return the overall FBG’s characteristic functions. 
Tilted FBGs should be imaged, as they provide a simple example of a grating 
which is very clearly not cylindrically symmetric to further test 3D recovery capabilities 
of TDPM. Any phase-mask-written FBG will not be cylindrically symmetric due to 
Talbot patterns resulting from the interference effects of the diffracted beams, but these 
are at least partially negated in amplitude due to -axis shifting (lack of proper 
registration along the fiber axis). For the case of tilted FBGs, lack of proper -axis 
registration will still lower the apparent amplitude of RI, but the tilt angle itself will not 
be affected, providing an additional measure of FBG characterization to recover. 
Various sampled FBGs should also be imaged to indicate the effects of writing 
over existing gratings with different writing techniques for each process. Chirped gratings 
with higher chirped rates made possible by point-by-point writing should be imaged to 
better quantify chirp rate recovery capabilities. Additional combinations of the types of 
FBGs, writing techniques, and periods represented in the imaging already completed in 
this research should also be imaged to isolate variables for better scientific comparison. If 
reflection spectra are not known upon obtaining a fiber to be imaged (e.g. the fiber was 
fabricated in-house or the manufacturer does not provide individual spectra for their 
fabricated fibers), the spectra should be measured with an optical spectrum analyzer 
(OSA) before imaging to allow for comparison with imaging results. Even if spectra are 
known at room temperature, spectra should be measured with the FBG at increased 
temperature in the experimental configuration prior to imaging to account for any 
thermally induced changes to the core RI and grating period. 
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Recovered core RI profiles can be converted to corresponding reflectivity spectra 
through coupled-mode theory to demonstrate accuracy of the reconstructed RI profiles. 
This approach, however, is limited in meaning because the recovered profile length from 
the imaging system’s field of view may be as low as 1% of the total FBG length. 
Therefore, the recovered reflection spectrum from the small imaged portion of the FBG 
will not correspond the total FBG’s spectrum. Similarly, the split-step beam propagation 
method can be used to simulate the reflection spectrum from the full 3D refractive index 
distribution, but it is also subject to limitations due to the small size of the imaged portion 
and is additionally limited due to the decreased recovered RI modulation amplitude with 
the current system. Demonstrating that the 3D spatial RI distributions recovered in this 
research produce accurate (though partial and attenuated) spectral responses is still an 
important step in validating the results. 
Modeling spectral responses may also be very effective in confirming the 
relationship between unwanted spectral effects and local defects that can be captured 
entirely in the imaged portion. Defect identification is an especially important capability 
introduced by TDPM. When a fabricated fiber demonstrates unwanted spectral 
components, it is difficult to identify the cause or source. This makes characterization 
inefficient for improving manufacturing processes if only spectra are known. In addition 
to the qualitative imaging of defects made possible through TDPM, quantitative defects 
as small as a micron can be characterized quantitatively through the way they affect the 
characteristic functions of the FBG, based on Bao’s simulations [94]. Thus, FBGs with 
intentional and unintentional defects should be imaged to confirm the simulated 
capabilities and investigate flaws in fabrication processes.  
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The most crucial FBGs yet to be imaged with TDPM are those in multicore fibers. 
MCFs introduce the most advanced communication and sensing capabilities, as discussed 
in Chapter 1. Though it is difficult to write significantly different FBGs in the multiple 
cores if using a phase mask writing technique, it is possible to write distinct FBGs in each 
core if a focused point-by-point technique is used [119]. Imaging of such distinct FBGs 
in a multicore fiber (similar to those simulated by Bao [94]) would best demonstrate full 
3D characterization capabilities of TDPM.  
Some special sensors made of wrapped [56] or bundled [120] fibers with FBGs 
can act similarly to a multicore fiber with FBGs. These have the advantages of being 
easier to write than FBGs in MCFs and having increased curvature sensitivity, but they 
have the disadvantage of being larger, making imaging the entire sensor within a certain 
field of view more difficult. With the hardware modifications described in section 5.2.3, 
however, the imaging of some compound fibers could be made feasible. Such bundles 
can be made to combine any number of distinct writing techniques and grating types into 
a fused bundle by researchers. Such combination bundles may be able to benefit from the 
advantages of different types of gratings simultaneously for certain applications. 
For sensing applications, external forces such as longitudinal load, bending, and 
twisting induce a strain throughout the fiber which changes the stress and refractive index 
distribution to ultimately change the reflection spectra in a way that can be related to the 
quantities to be sensed. The resulting RI distribution change can be entirely predicted 
from the shape change of the fiber using fundamental physics. Shape change is directly 
related to induced strain (the ratio of change in length per unit length). A general form of 
Hooke’s Law relates strain and stress [121], and the Stress-optic law relates stress and RI 
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[122]. This means that imaging a fiber under external force is not required to predict the 
effects thereof. However, residual stress characterization is required to account for 
nonlinear stress-optic effects in this process.  
In Figure 5, the abstraction of the QPI step allows it to be substituted with a 
technique such as the Brace-Köhler compensator method of retardation measurement to 
then characterize residual stress in 3D with minimal modification to the imaging system 
and processing algorithms [123, 124]. Theory and testing related to this complementary 
measurement has been significantly developed in the Georgia Tech Optics Lab. These 
complementary measurements offer great potential insight into the physical phenomena 
related to FBG sensing. 
  
5.4 Concluding Remarks 
 
The principal application of this research is in improving industrial manufacturing 
of FBGs using findings from FBG QPI characterization. New specifications and 
tolerances may be defined using refractive index. Novel or combined FBG writing 
techniques may be developed based on improved understanding of the RI distribution of 
gratings that result from existing techniques. The structural mechanisms that result in 
these gratings may be better understood through knowledge of the RI distribution. 
Production quality and effective use of FBGs may shift from an empirical approach 
toward quantitative, analytical understanding based on high-quality data obtained in this 
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