ABSTRACT A method for the rational design of locally encoded amino acid sequence features using artificial neural networks and a technique for simulating molecular evolution has been developed. De 
INTRODUCTION
Genetic algorithms can be applied to systematic optimization of amino acid sequences in large search spaces (Dandekar and Argos, 1992) . They are well suited for training of artificial neural networks specialized on pattern recognition in protein sequences (Schneider and Wrede, 1993a) . Simulated molecular evolution (SME) of amino acid sequences is a new technique for rational sequence-oriented protein design employing an amino acid sequence generating procedure that is tightly coupled to a selection mechanism represented by an artificial neural network. Standard evolutionary algorithms (Rechenberg, 1973; Goldberg, 1989; Holland, 1992; Koza, 1992) have been used for both neural network training and sequence optimization by SME. In the protein design cycle the network system provides the sequence fitness function to be used for an evaluation of sequence features, and simulated amino acid mutations are applied to come up with new sequences (Fig. 1) .
The trained neural filter must be able to recognize desired features in an amino acid sequence and calculate a real-coded quality value to be used as a measure for sequence fitness in sequence optimization. Because multilayer feedforward networks ("neural filters") can be regarded as universal function estimators (Hornik et al., 1989) they are a method of choice for feature extraction in amino acid sequences and seem to be well suited for representing sequence-function or sequence-structure relations. Further, artificial neural networks process sequence information in an inherently parallel way and are able to extract essential sequence features by distinguishing relevant from irrelevant sequence information (Holley and Karplus, 1991; Hirst and Sternberg, 1992) . For these unique advantages we selected artificial neural networks for the development of accurate filter systems (Fig. 1) .
Starting from a random sequence any feature can, in principle, be designed by SME, provided a reliable filter system is available. Because of the networks' parallel way of information processing the effects of simulated mutations are always calculated in a parallel, context-dependent manner. Therefore, an amino acid sequence will be optimized as a whole block rather than separate and independent optimization of single positions. Instead of subsequent positionspecific design all residues under investigation will be optimized in parallel, taking into account their specific interactions that are represented by the connection weights of the neural filter system. Amino acid sequences can be engineered and designed by in vivo selection (Wells and Lowman, 1992) , but a major disadvantage of this technique is that laborious screening procedures for the "optimal" sequence in many cases is required. In contrast, any "rational" approach will build up a certain sequence or structure with desired properties and function from a model based on theoretical principles, and no exhaustive experimental screening will be needed (Richardson et al., 1992) . However, a "rational" approach requires perfect knowledge of the essential structural features that are responsible for a certain protein or peptide function. As only a limited number of highly resolved protein tertiary structures are known at present the application of "rational" methods starting from a three-dimensional model of the protein still is rather limited. Significant progress, however, has been made in de novo designing protein structures during the last years (Sander, 1991) .
Simulated in vivo selection using a standard genetic algorithm, the (1, A) Evolution Strategy (Rechenberg, 1973; Schneider and Wrede, 1993a) , is applied to generate and test variant amino acid sequences where the neural network transformation function is employed as a supervising system turning the blind, "irrational" search into a systematic, "rational" design approach. Sequence-oriented de novo design of cleavage site regions for the Escherichia coli (E. coli) leader peptidase (SP1) (von Heijne et al., 1988) serves as an example application for the new SME technique.
MATERIALS AND METHODS Data
Twenty-four sequences ofE. coli periplasmic protein precursors with known leader peptidase cleavage sites were taken from the SwissProt database (Release 20) for protein filter induction Wrede, 1992, 1993a) . They were split into a training set of 17 sequences and a test set of 7 sequences. The data were restricted to strings of 12 residues each covering the positions -10 to +2 relative to the leader peptidase processing site (see Fig. 4 ) Wrede, 1992, 1993a, b) . For every positive cleavage site example four negative examples were randomly selected from the corresponding precursor sequence. Thus, the training set that was used for neural network training consisted of 85 examples, and the test set for evaluation of the generalization ability of the networks covered 35 examples.
The 17 precursor sequences of the training set were: Glucose-1- Network architecture and training Three-layered feedforward networks were used for feature extraction from the sequence data (Fig. 2) Wrede, 1992, 1993a, b) . The normalized property scales hydrophobicity (Engelman et al., 1986) , hydrophilicity (Hopp and Woods, 1981) , polarity (Jones, 1975) , and side-chain volume (Zamyatnin, 1972) were selected to build up the network input matrix Xi,m (Fig. 2 ).
For determination of the network weights wk,. and wj,k (Fig. 2) a (1, 100) evolution strategy with adaptive control of the learning stepsize was used (Schneider and Wrede, 1993a 
where pos is the number of positive examples and neg is the number of negative examples in the training set. 2. the prediction accuracy Q = P + N (P: probability of positive correct prediction, N: probability of negative correct prediction), which must reach a value of 1. Out, = S( WjkS( Wk,iXIm))
Further details of the special training technique can be found in a previous publication on the development of artificial neural networks for pattern recognition in amino acid sequences (Schneider and Wrede, 1993a ).
Simulated molecular evolution
For the formation of amino acid sequences to be qualified by the neural network filter an evolutionary algorithm has been developed that is based on a simple (1, A) evolution strategy (Rechenberg, 1973; Davidor and Schwefel, 1992) . In every simulated generation ( Fig. 1 ) a 12-residue sequence (parent sequence) is mutated A times leading to an offspring of A sequences. The best of the offspring according to the neural filter is selected as parent sequence for the next generation. A total of 200 generations (optimization cycles) was allowed, and A was 500 in all experiments.
To define large and small mutations and to fulfill the requirement for strong causality, which is an essential prerequisite for any systematic optimization (i.e., small changes in a sequence will lead to only small changes of its quality), the A mutations had to occur Gaussian-distributed around the parent sequence (Fig. 3) . Five different amino acid distance maps were employed; three were taken from the literature (Grantham, 1974; Myata et al., 1979; Risler et al., 1988) , one was a random matrix, and one has been calculated using the four physicochemical properties that were used for network training as describing parameters ("Context-matrix", Table 1 ). The Euclidian distance between the four selected physicochemical parameters of the 20 amino acids was used to calculate the distance values. All distance maps were normalized to obtain comparable values between 0 and 1 (Fig. 3) .
Furthermore, every sequence position was allowed to adapt its mutability of (standard deviation of the Gaussian distribution of mutations) to facilitate convergence (Fig. 3 ). This was achieved by optimizing o-itself by a (1, 500) evolution strategy. The initial value was 1 at every position. The average mutability ("mean step") was calculated by summing up all individual or values and dividing that by the number of sequence positions to be designed (12 in the example application). This resulted in a mutation rule that is the same for every sequence position:
The new residue (Rnew) is a function of the old residue (Rold), the position-specific mutability o-, a Gaussian-distributed random number G,
Scheme for a simulated mutation of an amino acid by SME. Starting from the residue to be mutated (distance d = 0) the order of amino acids along the distance axis is given by the selected distance matrix. With decreasing probability, P(d), an amino acid is mutated to another one spaced further apart. A Gaussian distribution determines the mutation probability. Its variance a can be interpreted as a position-specific mutability. Because positive distance values were used, only the gray-shaded part of the Gaussian was calculated for mutation. and the employed amino acid distance metric, which determines the residue selection function F(d, Rold). Gaussian-distributed random numbers were generated using two equally distributed random real numbers i and j having values between 0 and 1:
To decide whether sequence optimization by SME has putative local optima and to know whether a designed sequence reached a quality optimum, a one-dimensional plot of the search space is calculated. Fig. 4 gives a calculation scheme for a peptide consisting of only three residues, Rl, R2, and R3. In steps of 0.01 the amino acid distance from the original residues Rl, R2, and R3 is systematically increased, and every amino acid is changed according to an amino acid distance map. The corresponding quality of the new sequence is determined by the neural filter system. This results in a well-defined diagonal line of sight through the search space giving the sequence quality as a function of distance from the original sequence.
All experiments were performed on a PC running under DOS. The programs are implemented in the programming language Modula2.
RESULTS

Development of artificial neural network filters
Twelve artificial neural feedforward networks were trained by a (1, 100) Evolution Strategy (Rechenberg, 1973; Schneider and Wrede, 1993a) , a simple genetic algorithm mainly based on a repetitive mutation and selection scheme for the networks' weight values, on the recognition of leader peptidase cleavage sites in E. coli periplasmic protein precursor sequences. Three different filters extracted relevant cleavage site features leading to 100% correct classification of both the training sequences and the independent test data ( Table 2 ). The training protocols of the three networks show a decrease of the networks' least-mean-square error (ELMS) and an increase of their prediction accuracies (Q) during network optimization (Fig. 5) . Both functions were used as supervising functions for network training by the evolutionary algorithm (see methods). Network training was stopped when Q reached the value 1, i.e., when all training patterns (Q(train) ) and the test set (Q(test)) are given. ELMS is the least-mean-square error of the networks. The architectures with 2, 4, and 11 hidden layer neurons were combined for the final filter system. are correctly classified. With an increasing number of network connection weights more time ("Generations") was needed for their optimization (Fig. 5) .
The three successful network architectures employed 2, 4, and 11 hidden layer units. To reduce overprediction, i.e., false positive predictions of cleavage sites, and to allow large network output values only for correct predictions the networks were combined to form a single network system by multiplying their output values (Schneider and Wrede, 1992) . This filter system consisting of three modules was used for sequence classification and calculation of cleavage site quality for sequence design in the SME approach. It represented the sequence fitness function for systematic optimization of a random sequence. Surprisingly, the best network architectures, i.e., the networks with the highest prediction accuracy, do not have the lowest ELMS values of all 12 trained network architectures, although 100% correct data classification can be achieved (Table 2 ). It is assumed that the networks having the lowest ELMS specialized on the training data rather than extracting generalizing features and, therefore, overlearning occurred. The prediction results of the resulting three-module network are shown in Fig. 6 . In most cases the highest output values are assigned to the correct cleavage sites. This means that it is reasonable to design an idealized cleavage site region by searching for a sequence of highest quality (network output value). Nonetheless, it must be stressed that there are some completely false predictions in the independent test set sequences (Fig. 6 ). This observation is interpreted as a network error indicating that the filter system has to be further improved. Whether the false predictions have a biological background cannot be decided from these results alone. However, the obtained filter system for leader peptidase cleavage sites seems to be well suited for sequence qualiContext matrix (Table 1) None of the runs led to sequences of qualities near 1.0. Instead, qualities around 0.89 seem to represent good cleavage site sequences. This observation is the result of the architecture of the neural filter system, which multiplies the output values of the three single networks to obtain the final quality value.
The design protocols for the best results are given for every distance matrix in Fig. 7 . The Context matrix for signal peptidase cleavage sites (Table 1) , the Grantham matrix, the Myata matrix, and the Risler matrix led to a significant increase of quality with decreasing average mutability ("mean step"). Optimization converged by application of these amino acid distance metrics (Fig. 7, A-D) . In contrast, a random distance matrix led to an increase of the mean mutability during optimization, and the sequence quality did not converge at all toward a maximum compared with the other distance metrics (Fig. 7 E) . The random matrix failed completely in systematic sequence optimization, as expected.
An important conclusion can be drawn that rational design by SME is possible only if appropriate metrics for amino acid distances will be selected to define the appropriate residue selection function: F(d, Rold) (see Materials and Methods). The context-specific metric led to the best sequence within the 200 allowed optimization cycles, i.e., the sequence of highest quality according to the neural network. The resulting leader peptidase cleavage site region FFFFGWYGWA I RE (Quality = 0.8986; the arrow indicates the processing site) can be regarded as an idealized sequence representing the "optimal" amino acid motif. A systematic permutation of the 12-residue window resulted in the identical sequence supporting this SME result. No sequence with a higher quality according to the specified neural filter system is possible employing the common 20 amino acid residues. A different "optimal" sequence might be obtained using a different filter system.
Identification of important sequence positions
Adaptive control of mutabilities (step sizes of positionspecific mutations) can be used for the identification of predominant positions in the designed sequence motif. Table 3 presents a representative protocol of the "simulated evolutionary history" for the best designed sequence (cp. Fig. 7A ): in the first generation already the final mutations occur at position -2 (Trp), at position -6 (Gly) in generation 10. The two amino acid residues are conserved during all following optimization cycles. These positions can therefore be assumed to be of major importance for signal peptide function. Gly at -6 and Trp at -2 are found in all designed sequences, Generation FIGURE 7 Protocols of the design experiments leading to the best sequences by application of five different amino acid distance matrices. Sequence qualities (Q) are drawn in thick lines, and thin lines indicate the average mutability ("Mean step").
regardless of the distance metric used for mutation. These amino acids seem to ideally represent appropriate residues. In contrast, the residues forming the hydrophobic core of the signal peptide, which can be identified to begin at position -7 (Table 3) , are conserved later during design. Although Phe is established at -10 to -7 in the final sequence, Ile, Met, or Trp seem to be suited equally well. Charged residues are found in the mature part of the cleavage site region (positions +1, +2) early during the SME already (Table 3) . Surprisingly, a positive charge (Arg) and a negative charge (Glu) are located in adjacent positions in all best final sequences. It is likely that polar residues are required there but a net charge is unfavorable.
The "-3, -1 rule" (von Heijne, 1983; Perlman and Halvorson, 1983 ) describing a characteristic cleavage site motif in E. coli precursors implies the positions -3 and -1 as being mainly occupied by small and hydrophobic (neutral) residues. This pattern is formed in two steps during generations 15 and 52 (Table 3 ). In the SME protocol, position -1 is significantly less variable than position -3. Indeed, at both positions small and hydrophobic residues are fixed early during simulated evolution. Position -4 does not seem to contribute much to the cleavage site signal inasmuch as no conservation occurred and many different residues are equally well suited (Table 3) .
This one "sequence evolution" example has an initial quality value of 0.7565 for a "random" sequence already. This "random" sequence has been selected for the onset of optimization from a total of 500 "random" sequences produced in the 0th generation. The one of highest quality was used. 3 The sequences and corresponding qualities of the SME-design run leading to the best cleavage-site region ("evolutionary history"). 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51   52 Sequence The arrows indicate the leader peptidase cleavage site. Conserved residues in the sequences are not shown. At position -2 a Trp is conserved in the second generation already. After 52 generations (cycles) of the simulated evolution no further change occurred until the SME-design run was stopped after the 200th generation. The final sequence is given completely.
A rapid increase of quality during the first generations and very slow improvement later on is typical of an SME run.
Identification of putative local optima
The best designed sequences were used to define the starting points for views through the corresponding search space (sequence space) (Fig. 8) . The only amino acid distance metric not leading to putative local optima along the line of sight through the sequence-space is the Myata matrix (Myata et al., 1979) (Fig. 8 C) . In all other cases the sequence space has several possible local optima (Fig. 8, A , B, D, and E). Using a distance matrix based on three-dimensional residue relationships a higher number of local optima are found compared with property-based distance metrics: the Rislermatrix (Risler et al., 1988) leads to a multimodal search space (Fig. 8 D) .
DISCUSSION
Development of automatic extraction and classification routines is of great importance for structural and functional protein analysis (Eigen et al., 1988; Thornton, 1992) . A new approach to this need and to the rational design of amino acid sequences is given by the SME technique. Several leader peptidase cleavage site sequences with high quality according to an artificial neural network have been designed de novo employing this method. Whether these sequences are biologically active is currently being tested in an in vivo expression and secretion system (P. Wrede, U. Hahn and G. Schneider, manuscript in preparation). The SME results, however, led to a deeper insight into the architecture of leader peptidase cleavage sites: two positions of predominant importance were identified (positions -2 and -6). At -6 the amino acid glycine was selected as being ideal. Similar observations were made by in vivo studies of designed prokaryotic cleavage sites (Laforet and Kendall, 1991) . Position -2 needs a big residue, such as tryptophan, to allow the "-3, -1 rule" to develop (Table 3) . These findings are also supported by other theoretical considerations by us (Schneider and Wrede, 1993b; Schneider et al., 1993) .
The failure of any successful design using a random amino acid distance matrix (Figs. 7 E and 8 E) clearly demonstrates that amino acid distances are important parameters for simulating sequence evolution. Selecting an appropriate matrix is a crucial step for SME design success, because both the evolutionary optimization procedure employed and the design of a certain sequence feature (e.g., leader peptidase cleavage sites) will be successful only if there is a causal connection between the mutation distance metric and the fitness function used. The Myata-matrix (Myata et al., 1979) did not lead to local optima (Fig. 8 C) and seems, therefore, to be well suited for the design of leader peptidase cleavage sites. Surprisingly, the obtained designed sequences are "suboptimal" compared with those generated using the Context matrix. High quality sequences performing a special task might be desired, but such "ideal" sequences bear the danger of too much specialization for an organism. Having "suboptimal" sequences still allows a cell to fulfill the desired task (e.g., precursor cleavage), but it also allows it to adapt to new situations, which is more difficult with highly specialized sequences. Thus, it should not be surprising if the DNA triplet code can be shown to be an ideal general representation of amino acids for SME. First results using the distance ma- Only the biological test will help to evaluate the applicability of the theoretical SME approach. Whether SME can be used for any design task will have to be proven in the future, too. A major limiting factor is the development of appropriate filter systems (Fig. 1) . As soon as another reliable filter is available the SME technique will be applied and tested again. At present we develop neural networks for the recognition and qualification of signal peptidase cleavage sites in mitochondrial protein precursors and for analysis and design of transmembrane segments of integral membrane proteins.
We are well aware that the number of sequences used for network training and testing is rather small (24 cleavage site sequences in total). Therefore, the networks are no ideal prediction systems still (Fig. 6) , and the obtained idealized cleavage site sequence certainly does not represent the generally optimal sequence. Nonetheless, it could be shown that the search strategy employed is, in principle, able to find the ideal sequence with regard to the fitness function. A complete cross validation test, which is a useful method for a more reliable estimation of the neural network's generalization ability in future experiments, must be performed. A further disadvantage of the SME method is the limitation to the design of locally encoded sequence features. As long as artificial neural networks are restricted to analyzing only se- Distance/steps quence sections using the "sliding window" technique no neural filter system can be constructed that is able to focus on globally encoded features. Despite these general limitations of the approach it could be clearly demonstrated that: * using the SME technique amino acid sequences representing a desired feature can be generated de novo without knowledge of corresponding three-dimensional structures; * a genetic algorithm like the (1, A) (Table 3) ; and * artificial neural networks can be used for the parallel design of protein sequence positions. * Furthermore, a combination of the new method for visualizing the search space ( Fig. 8) with evolutionary optimization algorithms might result in a useful strategy for sequence optimization leading to convergence at the global optimum in sequence space with high reliability.
