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This article deals with the problem of fitting the surface f=g(z) h(y) to the aet of points (xi, yi, fh j). Funotions 
g ( x )  and h(y) are supposed to be expressible in terms of orthonormal sets of funotions. The desired ooefticients 
of these functions are determined as characteristic vectors corresponding to the largest characterjstic root of two 
matrices having common characteristic roots. 
F O R M U L A T I O N  O F  T H E  P R O B L E M  A N D  I T S  S O L U T I O N  
Let the M N points to be fitted to the surface 
f =f (x ,  Y )  
be given by (xi, yj, fi, j ), 1 < i < M, 1 ,( j < N .  
For the sake of simplicity, we suppose that 
f (x ,  9 )  = 9 ($1 h \Y), 
so that the method of least-mean-square-error gives 
-\ E = Z [f i , j  - g (xi)  h (yj)12 = min. 
i, j . . 
(1)" 
b 
Let us suppose that *, 
9 (4 = 2 ap 9P (4 1 
where gp ( x )  and hp (y), 0 <.p < L, are two m t h o a m a l  sets of fusotions on (x,, x2 , .  . : . .. , x M )  and 
(yl, y2,. . . . , yN) respectively, i.e.., 
Z gp(xi) g~. (xi) = a p , t  = 2 hp ( y j )  hq ( ~ j )  
i j (3) 
SPtq denoting the Kronecker delta. From (2) and, (3) we have 
and, therefore, from (2) we have 
Z g2 (x i )  = Z Z ap aqgp (x i )  gg (xi) 
i 6 ~~9 
*For the simpliaity of notation we fix the rangeof each of the summation indices; i will vary from 1 to M, j from 1 to N 
and p, q, r, t from 0 to L. 
**Thereason for taking'qual number of terms in the  expansion^ of g ( x )  and h ( y )  is explained in the appendix. 
Similarly 
MaLing use of (2) in (1) and differentiating E with respect to 6, and with respect to a, we have respectively 
f c j  9 (xi) h ($j) = =. 9' (4 (yi) &I (gj)  1 
'33 '3 i 
5 fi,j 9, (.i) h ($j) = 8 ha (yj)  9 (4 gp (xi) (7) 
S Y ~  i, j 
Using (31 ip th,L.H-% and (4), (5) in the R.H.S. of above we have 
2 sp,, h = B a,,, for all p, 0 < p < L 
9 
2 8p,q ap = A bq, fa all q, 0 < q < L 
P 
. where for all p, q, 0 < p, q c L 
'plq = I 2 fi,j gp (xi)  ($i) 
i,j (10) 
and wherb 
- 
/ For the sake of simplicity, we introduce the following matrix notation 
\ 
a = [ao, a,, . . . . , ~ L I  (12) 
b = C 6 , Y  bl, . , b,] (13) 
G = Cgp ( ~ 0 1 ~ 0  < p < L, 1 G i G M (14) 
a = [ i , (y j )1 ,  0 6 q L, 1 < j < i~ (16) 
= Cft,jI, 1 < i < M, I < j< N /' (16) 
6 = C8~99.3, 0 6 p, 2), P.< L (17) 
so that (81, (9) and (10) can be rewritten respectively as I 
fibT = BaT (18) 
rSTaT = A bT (19) 
6 = G F H T  ('@I 
where Tstands for 'the trampose of'. Substituting from (19) into (18) and from (18) into (19) we have 
respectively 
(X - A) aT = 0 
b (:y - A) bT = 0 
where 
I 
> .  
x = $ s T ,  Y = f i T $  
74 
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and 
X = A B  I (24) 
As in curve fitting in two dimensional space, the choice of the functions g, - (x )  and h, (y) here also has 
to be made before the foregoing analysis can be applied. In other words g,(xi) and h, (yj) have to be sup- 
posed to be given, so that from (10) and (1 7), we see that S is a matrix of known elements. Thus from (2 11, 
(22) and (23) we see that the present problem reduces to the problem of determining the characteristic 
roots and the corresponding characteristic vectors of the matrices X and Y. It may be noted that for any 
two square matrices C and D, the characteristic roots of CD and DC are identical. Hence the characteristic 
pots of either X or Y need to be determined. 
In order to determine a and b giving the minimum value of E, we first note from (1) and (2) that 
we can write 
Using (5), (6), (1 1) in the second term and (10) in the third term above we have 1 ( 
E = Z  f 2 . + A B + Z s  a b 
i,j i , j  P A  , P J ~  P q  (26) 
= 5 f"A, 
2 4  8 9 3  
from (8) or (9) and (1 1) , (24). (26) 
The fact that X and Yare symmetric matrices makes it clear that all their characteristic roots are real. 
Further from (23) we see that the determinant of every principal minor of X and of Y is a positive number. 
In other words X and Y are matrices of positive definite form and, therefore, the characteriritic roots of X 
and Y are non-negative (See Ferrarl), i.e., 
X 3 0. (27) 
From (2 I),  (22) and (26) we see that the minimum value of E is given by hmaz, the 'greatest of the charac- 
teristic roots. A characteristic root of X and a characteristic root of Y corresponding to Amaz satisfy- 
ing the condition 
2 ai" 2 bj2 = A,, 
i j (28) 
gives the desired product of the polynomials g (x) and h (y). 
From the foregoing we see that the solution of the problem involves computation of the matrix pro- 
ducts S=GFHT, X=SST, T d T S ,  followed by the evaluation of the characteristic roots of X or Y. 
The determination of the characteristic vectors corresponding to the largest of the characteristic root satis- 
fying (28) gives the final result. Computer programs are available for making these computations and as 
such the numerical solution of the problem can be obtained easily. 
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APPENDIX 
Let the number of terms in the expansions of g(x) add h(y) be supposed to be L and L' respectively, 
such that 
so that G and Hare  respectively ( L f  1) x M and NX ( L " f 1 )  matrices and, therefore, from (14), (15), (16) 
and (20) S and ST are (Ly+ 1) x (LJ+ 1 )  and (L'+ 1 )  x (L+l) matrices respectively. Hence from (23) 
we see that the order of the matrix Xis (L+ 1 )  and that of Y is (L'+ 1). For the sake of definiteness let 
C ' > L  , (82) 
Now let ST and S be augumented~respectively by L' - L columns and L' - L rows all consisting of zero ele- 
ments. Let these augmented matrices be denoted respectively by Spa and Sa, so that (L' + 1 )  - order 
matrices ST,, S, and Sa ST,, can be written as 
ST,, S,, = STS = y (A3) 
where zeros in (A4) denote zero matrices of appropriate order. Since S d T a  and STaSa have the same set 
of characteristic roots, we see from (A3) and (A4) that while X and Y have L + 1 common roots, L' - L 
additional roots of Y are all zero. From (26) we see that these roots correspond to tha trivial case of the 
maximum value of the error given by 
and consequently from ( I )  and (2) we see these roots give 
Obviously (A6) correspond to the trivial solution ofthe problem. Hence ( A l )  and, therefore, (A2) are mean- 
ingless assumptions, i.e. 
