STEM images placed on an absolute scale relative to the incident beam intensity have helped solve numerous materials science problems. Two normalization methods have been proposed: the detector scan (DS) method [1] , which measures the incident beam intensity directly on the STEM detector, and the single electron count (SEC) method that uses the signal for a single electron and separately measured beam current to determine absolute intensities [2] . In this talk, we will demonstrate that a drastic difference in normalization can occur between the two methods as shown in Figure 1a . For a fair comparison, two major error sources need to be taken into consideration. First, the HAADF detector experiences extremely low beam current (< 0.1 e -/μs) in the SEC method compared with the DS approach (> 10 e -/μs). As a result, detector non-linearity can play an important role. Second, the detector non-uniformity, which is known to cause 10%-20% error, must be taken into account for both methods.
STEM images placed on an absolute scale relative to the incident beam intensity have helped solve numerous materials science problems. Two normalization methods have been proposed: the detector scan (DS) method [1] , which measures the incident beam intensity directly on the STEM detector, and the single electron count (SEC) method that uses the signal for a single electron and separately measured beam current to determine absolute intensities [2] . In this talk, we will demonstrate that a drastic difference in normalization can occur between the two methods as shown in Figure 1a . For a fair comparison, two major error sources need to be taken into consideration. First, the HAADF detector experiences extremely low beam current (< 0.1 e -/μs) in the SEC method compared with the DS approach (> 10 e -/μs). As a result, detector non-linearity can play an important role. Second, the detector non-uniformity, which is known to cause 10%-20% error, must be taken into account for both methods.
We explore the cause of the DS/SEC difference by imaging the HAADF with very low beam current (0.073 e -/μs, measured using a calibrated CCD). For short pixel dwell times (Figure 2a, 16 μs) , the detector response yields discrete events, with only one or two electrons hitting the detector. Because the FEI hardware/software averages the detector signal, the single electron intensity is inversely related to the dwell time. As an example, at 16 µs the single electron intensity corresponds to 755 arb. units as measured by the difference between the first peak and the background. At intermediate dwell times (Figure 2b ), three discrete peaks are observed sitting on a broad peak that corresponds to pseudocontinuous illumination during the well probe dwell time. For very large dwell time (Figure 2c, 256 μs) , only the pseudo-continuous broad peak is observed and represents the incident beam intensity, or 628 arb. units.
As the influence of detector non-linearity and non-uniformity are incorporated, the results of the SE detector maps can be directly compared with the DS method. From the SEC approach, the apparent beam current is 0.052 e -/μs, which is the ratio of the beam intensity (628) from 256 μs detector image and product of the single electron intensity (47.2, scaled from 16 µs) and dwell time 256 µs. Compared with the CCD measured beam current (0.073 e -/μs), a correction factor of 1.4 is required to account for the intensity discrepancy. Thus, under these imaging conditions, the apparent single electron signal does not capture the true intensity of a single electron. After accounting for the mismatch, for example, we achieve significantly better agreement between SEC and DS methods (red vs. black in Figure 1b) . Finally, we will discuss other sources of error that contribute to the correction factor, including the detector electronics and control software that can further improve the method agreement [3] . 
