Hadronic decays are generally a topic where direct QCD calculations give only limited information. However simulations of generic B decays are essential to experiment, and the extraction of theoretically interesting parameters also often depends on the simulation inputs. This paper therefore reviews the situation from the theoretical perspective.
I-The Factorization Ansatz in Nonleptonic Decays of Heavy Mesons
There are many ways that the quarks produced in a nonleptonic weak decay can arrange themselves into hadrons. The final state is linked to the initial state by complicated trees of gluon and quark interactions, pair production, and loops. These make the theoretical description of nonleptonic decays difficult. However, since the products of a B meson decay are quite energetic, it is pos-sible that the complicated QCD interactions are less important and that the two-quark pairs of the currents in the weak Hamiltonian. The "color transparency" argument [1] suggests that a quark-antiquark pair remains a state of small size (on the QCD scale) with a correspondingly small chromomagnetic moment until it is far from the other decay products.
Color transparency is the basis for the factorization hypothesis, in which amplitudes factorize into products of two current matrix elements. This ansatz is widely used in heavy-quark physics, as it is almost the only way to treat hadronic decays. Its validity, however, is not demonstrated by any quantitative theoretical argument, and there can be instances where this approach is not applicable. The most obvious cases are those in which the final state is chosen in such a way that the quark pair of one of the currents does not correspond to a final state particle. Whether factorization works, therefore, depends on the particular decay considered. Surprisingly, it seems to be applicable in many cases. It has been used mainly in hadronic two-body decays [2, 3] , but it may also be applicable to certain multibody decays [4] . Figure 1 illustrates the diagrams by which hadronic B 0 and B + decays are often assumed to proceed. The light quark in the B-meson is a spectator, that is, it participates in the decay only through gluon exchanges. Decays where the spectator is involved in the weak process are usually much less frequent. Mesons are colored singlets, and for this reason, diagrams (b) and (d) are suppressed relative to (a) and (c) by a factor 1 Nc , where N c is the number of colors: in the latter, the color index of the second quark line (top) is free and thus runs over all colors, while in the former, all final quarks must have the same color. Therefore one expects (b) and (d) (color-suppressed) to give smaller contributions than (a) and (c) (color-enhanced). In general, the two types of diagrams give different final states, but as seen from the figure, in B + decays there can be interference between (c) and (d).
When gluon exchanges between the quarks are added, the color structure of the effective fourfermion interaction is modified and an additional effective neutral-current contribution arises with the same V − A structure as the charged current matrix element from pure W exchange. Further-more, since m b is much smaller than m W , the weak interactions can be represented via effective four-quark interactions. One obtains, after partial summation of the leading QCD contributions, the two four-Fermi interaction operators O 1 = O I and O 2 = O II in the total weak Hamiltonian:
Here, Roman indices represent the color of each quark participating in the process and the C i (µ) are the (Wilson) coefficients. Here µ is a momentum scale, typically µ ≈ m b . At this value, C 1 (µ) = 1.13 and C 2 (µ) = −0.29. Without QCD corrections, C 1 = 1, C 2 (µ) = 0, and O 1 is the conventional four-Fermi interaction operator.
Both operators contribute to the two decay types in Fig. 1 . From the color structures, it can be seen that O 1 enters (a), (c) unsuppressed, but there is a factor 1 N C for (b) and (d). For O 2 , the situation is the opposite. Thus it can be seen that the effective coupling strength is In order to see how factorization is applied, consider the effective Hamiltonian (1) for B decays to a final state containing one charmed quark, where the coefficients C 1 and C 2 are taken at the scale µ = m b . While the scale dependence would cancel in a complete calculation, the choice of µ is often crucial, given the present low-order calculations. Although the representation above is natural (C 2 vanishes in the absence of strong interactions in the standard model), it is somewhat arbitrary, since the effective Hamiltonian can be transformed into the sum of two different operators by a Fierz transformation, which is a purely algebraic operation. One possibility is to write the Hamiltonian as the sum of the operator O 1 introduced above and the octet operator O (8) defined by
where λ a , with a = 1. . .8, indicates the Gell-Mann matrices. Of course, the corresponding Wilson coefficients are changed; the first coefficient changes from C 1 to C 1 +
C 2 Nc
, and the coefficient of the operator O (8) is 2C 2 . In other words, one tries to choose the two operators in such a way that the contribution of one of them to the decay in question is very small and can be neglected. In the example above the contribution of the octet operator is usually neglected, since no color singlet state can be produced by factorizing out currents which are octets in the color space. The validity of any factorization-based result clearly depends on the scale at which it is applied, since the approximation does not give any scale dependence to the matrix elements. Hence a residual scale dependence and a corresponding theoretical uncertainty appears in results calculated using this approximation. Table 1 shows the values of the Wilson coefficients at the scale m b = 4.8 GeV/c 2 . Table 1 : Values of the Wilson coefficients at the scale m b = 4.8 GeV/c 2 , both at leading (LO) and next-to-leading (NLO) order (from [3] ).
Continuing with the above example of the simplest weak transition that converts an initialstate b quark to a final-state c quark and a pair of light quarks, consider the color-allowed decaȳ B → D + π − The algebraic procedure outlined above yields for the matrix elements
A Firez identity for the Dirac matrices
and the completeness relation for the color matrices
take different values depending on the decay considered. In the following a 1 is often written, instead of a ef f 1
, especially in the factorization approximation.Processes such as this one, which are governed in this approximation by the coefficient a 1 , are here denoted as "Type I", often called "color allowed" transitions. Type I b → c transitions correspond essentially to the decays where the spectator quark in the B meson becomes the spectator quark in a 
where the coefficients a
The quantitiesǫ 1 ,ǫ 8 are given bỹ
Factorization in Type II processes is not very reliable. The coefficient 2C 1 multiplyingǫ 8 is much larger than the (C 2 + C 1 Nc ) factor, due to the cancellation between the C 2 and C 1 Nc terms. However, as discussed below, the approach of Bauer, Stech, and Wirbel (hereafter, BSW [2] ), which is related to factorization, can work for Type-II decays.
Finally, decays governed by a combination of a 1 and a 2 are known as "Type III" processes. Here, the D meson's spectator quark can come either from the B meson or from the quark pair produced in the b decay. One example of a Type III process is the decay
The values of the C 1 , C 2 coefficients are given in Table 1 for a scale µ = m b , which seems appropriate for b decays. They yield
The near cancellation of C 2 and
,in a 2 makes the perturbative scale dependence a sensitive issue in Type II processes; these are the most difficult ones to handle theoretically and they may acquire large nonfactorizable contributions. As will be explained later, the diagrams of Class III play an important role in understanding the QCD dynamics in nonleptonic heavy-meson decay, and, in particular, in extracting the information on the magnitude and sign of the effective constant a 2 .
In the factorization ansatz, each current in the operators develops separately into a physical state. Thus, when the effective Hamiltonian is written as the sum of O 1 and O 8 , the octet part does not contribute, so ǫ 8 = 0. Note that such an approximation breaks the "duality" ("equivalence") of the quark and hadron description of the amplitudes [4] , since neglecting the octet contribution corresponds to omitting different contributions in the quark and hadron pictures.
In the second step, corresponding to setting ǫ 1 = 0, the matrix elements of the currents are represented approximately by products of physical quantities, such as decay constants and form factors. This introduces a scale uncertainty since these physical quantities are scale-independent, and thus the scale dependence of the Wilson coefficient of the singlet operator O 1 cannot be matched. This approximation can at most hold at one particular scale, the factorization scale, a quantity which is in general different for all decays. Note also that in this approximation, the constant a 1 is taken to be universal, i.e., process-independent. The failure to reproduce the known renormalization group dependence of the matrix elements reflects the purely phenomenological nature of the factorization ansatz.
The two-quark matrix elements appearing in Eq. (7) are well known from the studies of semilep-tonic transitions. They are conventionally parameterized as
Some other parametrizations often used in the literature are as follows
Here q µ = (p B + p D ) µ is the momentum transfer, which in this case satisfies q 2 = m 2 π . This yields the amplitude
Further refinements are possible. One can show that in the heavy-quark limit there is only one form factor in Eq. (14) . It can be parameterized by the usual Isgur-Wise function ζ((v.v ′ ),
which leads to the decay rate
where
. The Isgur-Wise function is normalized as ζ(1) = 1 and can be studied in semileptonic decays of the B meson at different values of v · v ′ . If the gluon exchanges between the light-quark pair and the rest of the hadronic system are included, new nonfactorizable corrections to the amplitude A can arise. This results in additional contributions to Eq. (7) from the octet part of the matrix element (last line of Eq. (3)). Obviously, a more quantitative estimate of these contributions is needed.
There are many applications of the formalism illustrated in this section. These include studies of the decay B → DD s , although there are two complications here which must be considered, but turn out to be numerically unimportant. The first complication is associated with the effect of the penguin operators. Since the decay amplitude produces a cc pair in the final state, the penguin operators also contribute. As shown below, the penguins are suppressed by small values of the Wilson coefficients. Another complication is associated with the fact that one can no longer discard terms proportional to q 2 ≃ m 2 Ds . Thus, even in the heavy-quark limit, this decay amplitude is proportional to two form factors instead of one. The effective Hamiltonian is now given by
where C i ∼ 10 −2 for i = 3 . . . 6. Here, the unitarity relation for the CKM matrix elements was used and the term proportional to V ub was neglected. Following the procedure outlined above, the decay amplitude can be written as
where A tree and A peng are defined as follows
Here a 4 6 = C 4 6 + C 3 5 Nc ∼ 10 −2 − 10 −1 and nonfactorizable contributions were completely neglected. The decay rate Γ =
, where
, can be obtained readily. It is clear that the inclusion of the penguin operators does not significantly modify the prediction for the decay rate, but is essential for evaluation of direct CP-violating asymmetries. The smallness of the "penguin pollution" makes this decay mode useful for the observation of mixing-induced CP-violating effects. There is, however, a conceptual difference in the evaluation of the B → Dπ and B → DD decays which is associated with the small energy release in B → DD decay. This implies that the color transparency argument of [1] is not applicable to this decay mode (this is a common problem for any decay governed by the b → ccs quark subprocess). A more theoretically sound argument is needed to justify the factorization of these decay amplitudes and the neglect of the octet contribution.
II-The BSW Approach
In the phenomenological BSW approach [2] , the constants a 1 and a 2 are not calculated perturbatively. They are considered to be free parameters and are fitted using data from one or several decays. This procedure ensures that, for the decays used in the fit, all of the unaccounted pieces are automatically absorbed. The point is that the a 1 and a 2 values obtained are now taken to apply universally to all decays. That is, the universality hypothesis assumes that the nonfactorizable parts are the same for the decays used in the fit as for any other decays studied. Predictions based on the BSW approach are correct only if this is true. This hypothesis is not justified by any theoretical arguments and, in fact, these nonfactorizable terms can be rather different in different decays.
In order to denote the effective nature of these coefficients and their process-dependence, they are often complemented with additional subscripts, such as a , etc. The constants a 1 , a 2 are obtained by fitting formulae such as (19) to the decay amplitudes, replacing C 1 + C 2 Nc by the free a 1 ,and using the best values for the necessary form factors and decay constants from various sources (heavy-quark symmetry, lattice, sum rules). In a recent analysis by Neubert and Stech [3] , two models were used for the form factors, which each yield a value for the effective coefficients (one of which is shown in square brackets). The difference in the two results can be taken as a minimal estimate of the theoretical uncertainty. 
The coefficient a 1 can also be determined from the decaysB
, which are characterized by quit different decay kinematics. In principle, it would be interesting to investigate whether the resulting value is different in the two cases, i.e., whether there is an observable process-dependence of the phenomenological parameter. In practice, this cannot be done because of the large uncertainties in the values of the decay constants of charm mesons. From a fit to the data, one finds 
where the second error accounts for the uncertainty in f D ( * ) s
. In both cases, (24) and (25) , the data support the theoretical expectation that a ef f 1 is close to unity (see (13) ).
A value for the parameter |a 
This result is even more strongly dependent on the model chosen for the form factors. This is not surprising, since Class II decays involve heavy-to-light transition matrix elements.
A determination of a ef f 2 from decays with rather different kinematics is possible by considering the Class III transitions B − → D ( * )0 h − with h = π or ρ. Moreover, because of the interference of the a1 and a2 amplitudes, these decays are sensitive to the relative sign of the QCD coefficients. From the theoretical point of view, it is useful to normalize the branching ratios to those of the corresponding B 0 decays, which are Class I transitions. The theoretical predictions for these ratios are of the form
where x 1 and x 2 are process-dependent parameters depending on the ratio of some hadronic form factors and decay constants (x 1 = x 2 except for the decay B − → D * 0 ρ − ). The ratios of branching fractions on the left-hand side are taken from recent CLEO data reported in Ref. [5] .
By performing a fit to the data, one extracts the ratio Table 2 , where the second error results from the uncertainty in the lifetime ratio [6] 
1.06 ± 0.04. Taking the average, and using (24) gives
The value of a ef f 2 is in remarkably good agreement with that obtained in (26) .
The magnitude and, in particular, the positive sign of a 
indicating a strong destructive interference. Since most D decays are (quasi) two-body transitions, this effect is responsible for the observed lifetime difference between D + and D 0 mesons [7] ,
= 2.55 ± 0.04. In B decays on the other hand, the majority of transitions proceed into multibody final states, and moreover, there are many B − decays (such as those involving two charm quarks in the final state) where no interference can occur. The relevant scale for multibody decay modes may be significantly lower than m b , leading to destructive interference. Therefore, the observed constructive interference in the two-body modes is not in conflict with the fact that
The values of a (26) and (28) indicate that nonuniversal contributions (At the scale of µ = m b ) are small in these processes. Table 2 Ratios of nonleptonic decay rates of charged and neutral B mesons [5] and the corresponding values for
with conservative errors, and combining these with the values of the Wilson coefficients given in Table 1 , gives
Hence, within errors there is no experimental evidence for a process dependence of the value of ζ.
The predictions of the BSW approach, refined by Neubert and Stech [3] are listed in Tables  3, 4 , and 5 for several two-body decays. Although there are discrepancies with the experiments, the errors are still too large to dismiss the BSW approach. It is important to measure these decays as accurately as possible to detect deviations from the BSW approach (universality of the coefficients) and from simple factorization.
III-Phenomenology of Nonfactorizable Contributions
Since it is known that the factorized result of Eq. (7) is altered by QCD, one should investigate the nonfactorizable effects and attempt to calculate the quantities ǫ 1 and ǫ 8 introduced earlier.
The expected decrease of experimental errors will eventually enable one to test these calculations and the quantitative understanding of QCD that they represent. Note that in the presence of a sizable octet contribution, the parameters a ef f 1 and a ef f 2 defined in (8) and (11) are not universal.
It can be shown that ǫ 1 is of order
, and therefore it is usually neglected. Defining
one can write
Here ζ is an additional parameter which one must fit to get agreement with experiment. The factorization approximation corresponds to ζ =
The situation is more complicated in the case where the decay rate is not dominated by a single amplitude. This occurs in some Class II decays, for instance, where the tree-level amplitude can be suppressed if it depends on CKM matrix elements which have small values and the penguin amplitude may contribute at a comparable level. Additional complications arise in the case of decays involving particles with spin in the final state [9] . It has been shown [9, 10] that nonfactorizable corrections are different for different helicity amplitudes.
In order to gain a complete understanding of the hadronic (two-body) decays and of the octet contributions which break factorization, additional QCD-based methods must be found. Some of the available results are discussed below. In particular, sum-rule calculations [11] seem to shed Table 3 Branching ratios (in percent) for Class-I nonleptonicB 0 decays in the model described in [3] . The last column shows the world average experimental results [5, 8] . Table 4 Branching ratios (in percent) for Class-II nonleptonicB 0 decays in the model described in [3] . Here θ = 20 o is used for the η − η ′ mixing angle. Upper limits are at the 90% confidence level. Table 5 Branching ratios (in percent) for nonleptonicB − decays in the model described in [3] .
some light on this issue. Other model calculations exist but may yield only order-of-magnitude estimates. Unfortunately, no systematic treatment exists and only scattered results are available.
IV-Understanding Factorization
As emphasized above, a complete theoretical treatment of hadronic decays is not close at hand. There are, however, attempts to "understand" the factorization ansatz. These are reviewed briefly below.
In the definition of the effective couplings a The bookkeeping of the large N c theory is most easily done in terms of the so-called topological Feynman diagrams (Fig. 2) . Since the number of colors is extended to N c , the gauge group of QCD is no longer SU(3) but SU(N c ). In this limit the physics of meson decays simplifies considerably and the leading contribution can be easily identified. This is achieved by redrawing the relevant Feynman diagrams using the following graphical rules [14] Using this set of rules, it is easy to isolate the leading contributions to nonleptonic B decays. For example, because of the different number of closed-quark loops, the weak rescattering diagrams are sub-leading with respect to Type-I diagrams. This has implications for those decays which are manifestly governed by the weak annihilation amplitudes, as there are always other decay channels which can scatter into the channel of interest. These decay channels are coupled; for instance, final state interactions can convert a D + D − state to a state π + π − one [15] , so amplitudes calculated in the factorization approximation are modified. Neglecting final state rescattering contributions and retaining only the leading terms in the 1=Nc expansion, implies for the effective QCD constants, a 1 = C 1 > 0 and a 2 = C 2 < 0.
1 Nc arguments are much more subtle when applied to baryons, since a baryon is itself made of N c quarks.
The first attempt to put the factorization approximation on a solid theoretical base was made in [16] (see also [17] ). The authors considered the limit of a large energy transfer to the light quarks
which scales as m b , as m b → ∞ .Here v is the velocity of the decaying heavy quark, p b = m b v +k, and q is the momentum transferred to the light-quark pair. As seen from Eq. (34), in this limit, the energy scales as the heavy-quark mass. By proposing a Large-Energy Effective Theory as an extension of Heavy-Quark Effective Theory and by making use of a convenient gauge condition, the authors could prove factorization applies for the physical amplitude dominated by collinear quarks. However, this approach does not clarify how the pair of collinear quarks hadronizes into the pion.
V-Pertuable Studies
Another problem is the numerical estimate of the size of nonfactorizable corrections. These can originate from either perturbative or nonperturbative effects. Consider first perturbative contribu-tions. Here, one is trying to account for gluon exchanges by treating them perturbatively, since α s (m b ) ≃ 0.21 is still a reasonably small quantity. Some of the perturbative QCD corrections have already been taken into account in the derivation of H ef f , but there remain the effects in the matrix elements.
For the B → πD decays treated before, these have been evaluated in [18] , where the BrodskyLepage perturbative QCD framework was employed. In this approach, the mesons are described by quark-antiquark (and gluon) wave functions which are used to calculate the matrix elements. The perturbative QCD corrections to the decay can be summarized by the convolution of a wave function with a "hard" amplitude T representing the exchange of large-momentum gluons, propor-tional to α s (m b ).
The h q v( ′ ) are the heavy quark velocity-dependant fields. At the leading (zeroth) order in α s (m b ) the hard rescattering amplitudes are given by
and r = mc m b is fixed as m b → ∞. Here φ(x) is a pion distribution function normalized as
where f π is the pion decay constant. Clearly, the T 8 amplitudes vanish in leading order since a gluon exchange is needed to rearrange the colors. As a consequence, the matrix element of interest is factorizable in the leading order in α s (m b ), i.e., when the QCD interactions are switched off. In order to illustrate the QCD effect, consider the ratio of
Expanding in the strong coupling gives
with the following expression for the gluon exchange in T 8 ,
The singlet corrections are proportional to T On the other hand, the octet contributions are responsible for the corrections to the factorization result of Eq. (7). From Eq. (40) one sees that they are numerically small, not exceeding 0.1
. This small correction is typical for perturbative effects. In order to estimate the range of possible values, it is instructive to study the wave-function dependence of this nonfactorizable contribution. Although the overall correction turns out to be relatively small, the result strongly depends on the value of r and on the form chosen for the pion wave function; it grows significantly if one changes from the asymptotic wave function φ π ∼ x(1 − x) to the Chernyak-Zhitnitsky one with φ π ∼ x(1 − x)(1 − 2x). Moreover, since the ratio Eq. (39) is a sum of terms of comparable magnitude but different signs, even the overall sign of the correction is uncertain; the correction turns negative for smaller values of r. One must note that although the value of the perturbative correction is unstable, the uncertainty associated with it is rather small and does not exceed 5%. It would of course be desirable to extend these calculations to other situations, but it seems that perturbative effects cannot account for possibly large deviations from factorization.
VII-Nonpertubative Contributions
Sum rules provide a useful tool for studying QCD effects, including the important nonperturbative ones. An important step towards the theoretical description of nonperturbative nonfactorizable corrections was made in [19] . The authors considered a specific small velocity (SV) limit where m b − m c ∼ const. This implies a different scaling of (34), E ∼ const as m b → ∞. It turns out that this limit is theoretically "clean" for the application of the QCD sum rule method and provides a theoretical justification of the "rule of discarding 1 Nc corrections" [12] on dynamical grounds. Consider the correlator
where π β =ūγ β γ 5 d is the interpolating axial current that annihilates the pion, and H 8 (x) is an octet part of the interaction Hamiltonian.
As in the usual QCD sum rule calculation, the correlator Eq. (42) is evaluated in Euclidean space, both phenomenologically
and theoretically, applying short-distance OPE to the right hand side of Eq. (42),
Equating Eqs. (43) and (44) one finds for the nonfactorizable contributions
with m
, which, as can be seen from Eq. (32), numerically implies a partial cancellation of the 1 Nc suppressed factorizable amplitude and a nonfactorizable one. Unfortunately, the actual B decays are at the borderline of the kinematic limit which justifies theformalism, bringing large uncertainties into the estimation of the matrix elements. Note that as for the phenomenological estimate, the nonfactorizable corrections are case-by-case dependent. A similar analysis was performed for the color-suppressed B 0 → π 0 D 0 decay [13] , which reached asimilar conclusion: the nonfactorizable corrections partially cancel 1 Nc -suppressed factorizable amplitudes, i.e., a 2 ≃ C 2 < 0.
An alternative approach, using four-point sum rules [20] , was earlier applied to investigate nonfac-torizable effects in charmed decays. It also has been applied to determine nonfactorizable effects in the decay B 0 → J/ψK 0 S [11] . Consider an effective Hamiltonian for this colorsuppressed decay with a singlet and an octet operator,
where now a it is ∼ 0.08.
One can compare these results with the values given earlier for a2 in the BSW framework (recall a 2 ∼ (C 2 + C 1 Nc )). The BSW approach, where only the first operator is retained with a factorized matrix element, yields a 2 ∼ 0.31 ±0.02, which is not inconsistent with the estimates of a 2 made earlier. Since this value is considerably larger than the naive value a naive 2 = (0.0−0.155), factorization must be badly violated in this decay. In Ref. [11] , the octet contribution is determined using a sum rule involving a four-point correlation function. Since this operator is multiplied by the large Wilson coefficient C 1 , it is expected that its contribution is substantial. Indeed, these authors find an increase of the effective a 2 coupling which, however, is not quite sufficient to reproduce the experimental value. Moreover, the sign of a 2 is preferably negative in contrast to the former results.
Departing from the small velocity limit introduces new operators each contributing at the same order of magnitude to the amplitude under consideration. These can be resummed in the limit E ∼ m b as m b → ∞ [21] . The idea is to study the propagation of the light quarks emerging to form the final hadron while passing through the (perturbative or nonperturbative) gluonic fields present in the decay. Interestingly, results can be obtained which are independent of the nature of the gluonic fields and, at leading order, of the hadronic wave function. The light-quark pair produced at x = 0 interacts strongly with the background gluonic field while escaping from the production point and hadronizing into the pion. Since the energy transferred to the quark pair is large, it is not necessary that the hadronization occur at x ∼ 0. As a result, it is not suffcient to take the operators of the lowest dimension in the Operator Product Expansion (OPE). Instead, one must sum up a whole series of operators by introducing a set of "generating (distribution) functions" which incorporate this infinite series of matrix elements. Heavy-quark symmetry is then used to restrict the form of the matrix elements enough that useful statements can be made. In principle, the generating functions could be modeled or perhaps fixed by other measurements. However, at the leading order in q 2 = 0, x 2 ∼ 0 the color octet matrix element vanishes due to cancellations and factorization holds [21] .
VII-Tests of Factorization
As discussed in the previous sections, factorization allows one to express the matrix element of a given four-quark operator as the product of two matrix elements of color-singlet currents. One may test the deviations of experimental results from predictions based on factorization and, in some cases, extract certain physical quantities, such as meson decay constants or form factors. Factorization tests are interesting because of the insight they shed on strong dynamics. However, because of the uncontrolled nature of the ansatz, the use of factorization for the direct extraction of form factors and decay constants is not very reliable.
The first test involves making a direct comparison of branching ratios (R-test). Once the total matrix element for a hadronic decay is factorized, the amplitude in a particular region of phase space in a related semileptonic decay can be obtained by replacing one of the matrix elements by the corresponding leptonic quantity. For any Type-I decay, one finds
where the semileptonic differential decay rate is evaluated at q 2 = m 2 h .Here f h is the decay constant of the meson h,and V ij is the appropriate CKM matrix element (depending on the flavor quantum numbers of the meson h). One example is h = π,where V ij = V ud . The constant X ( * ) π was evaluated in [22] and found to be
where F and A 0 are form factors.
The helicity amplitudes H 0 (q 2 ) and H ± (q 2 ) are defined in Ref. [3] . Numerically, X π ≃ 1.001 and X
Experiment gives R * π = (1.
Since the lepton pair created by the (V − A) current carries spin one, its production is kinematically equivalent to that of a (pseudo)vector particle with four-momentum q µ . For a ρ meson in the final state, for instance, It is interesting to note that if the factorization approximation holds for Type-I decays, and if the coefficient a 1 is known with enough precision, then Eqs. (47) and (48) can be used to extract the decay constants of various mesons. This has been exploited in Ref. [3] for D mesons.
Given the argument that the lepton pair in the semileptonic decay and the spin-1 meson in the hadronic decay are equivalent, it follows that (47) is valid separately for longitudinal and transverse polarization of the D * meson in the final state. Thus, the polarization of the D * meson produced in the nonleptonic decayB 0 → D * + V − should be equal to the polarization in the corresponding semi-leptonic decayB → D * lν at q 2 = m 2 V . However, in order to turn this prediction into a test of the factorization hypothesis, one would have to determine the polarization of the D * meson with high precision. This is because in both the semileptonic and nonleptonic cases, the D * polarization at the points q 2 = 0 and q 2 = q 2 max is determined by kinematics alone to be 100% longitudinal and 1 3 longitudinal, respectively. This shows that for a stringent test of the factorization hypothesis at small q 2 , one must determine the transverse polarization contri-bution with a small relative error. In the heavy-quark limit, the ratio of transverse to longitudinal polarization at some fixed q 2 is simply given by
Including the leading symmetry-breaking corrections to this result [22, 23] , one obtains the numbers shown in Table 6 . For the polarization of the D * meson in the decayB 0 → D * + ρ − , the CLEO Collaboration finds [8] Γ T Γtot = (7 ± 5 ± 5)% in agreement with the prediction of 12% transverse polarization for the semileptonic decay at q 2 = m 2 p . However, in order for this test to be sensitive to deviations from factorization, the experimental uncertainty will have to be reduced substantially. The situation may be more favorable in the decayB 0 → D * + D * s , where the predicted transverse polarization is 48%, which will permit, one hopes, a measurement with smaller relative uncertainties. Table 6 The theoretical predictions for the ratio
There are also factorization tests involving the color-suppressed Type-II decays. As mentioned, the nonfactorizable terms are proportional to the large Wilson coefficient C 1 , and therefore cannot be neglected. Nevertheless, if universality is assumed, as advocated in the BSW picture, specific predictions can be made and checked.
One of these decays is B → J/ψK * which is of major interest for CP violation measurements. The vector-vector decay B 0 → J/ψK * 0 , with
, is a mixture of CP -even and CP -odd eigenstates since it can proceed via an S−, P −, or D-wave decay. If one CP eigenstate dominates For if the two CP eigenstates can be separated, this decay can be used to measure the angle φ 2 of the unitarity triangle in a manner similar to that in which the CP -odd eigenstate decay B 0 → J/ψK 0 S is used.
Several phenomenological models predict the longitudinal polarization fraction in B → J/ψK * decays, denoted
and the ratio vector of vector to pseudoscalar meson production, R ψ ≡ B(B→J/ψK * ) B(B→J/ψK) [2, 22, 26, 27, 28] . Additional information about the validity of factorization can be obtained from measuring the decay amplitude phases, since any nontrivial phase differences indicate final state interactions and the breakdown of factorization [29] . A recent CLEO collaboration publication [30] presented a complete angular analysis and an update of the branching fractions for B → J/ψK * 0 . They measured five quantities including Γ L Γ = 0.52 ± 0.07 ± 0.04 and R ψ = 1.45 ± 0.20 ± 0.17. The data on the relative phases φ(A ⊥ ) and φ(A ) with respect to φ(A 0 ) indicates that the amplitudes are relatively real, and that final state interactions are not present at a significant.
From the effective Hamiltonian (1) with the Wilson coefficients C 1 and C 2 , the decay amplitude for B → J/ψP (V ) can be written as (see (10))
As before, the matrix elements are split into a factorizable part and a remainder. Since now there are spins involved, instead of one matrix element, there are several form factors. Instead of using the ǫ s earlier, one can denote the nonfactorizable terms by a subscript NF and write
The factorizable parts are given by Eqs. (15)- (17) with momenta implicitly defined in (54). The nonfactorizable ones are
The polarization vectors ǫ µ and η µ correspond to the two vector mesons J/ψ and V , respectively. Substituting Eqs. (54)- (55) into the decay amplitude (53), one can calculate decay rates for the processes B → P (V )J/ψ and polarization for the B → V J/ψ process. The decay widths for each process are
where λλ sums over the vector helicities: 00, ++ and --. The symbol X F 1 is defined as
and the dimensional parameters r, t, k are
The longitudal and transverse polarizations for the decay B → V J/ψ are given by
where X A 1 , X A 2 , and X V , are defined as in (57) , when F 1 is replaced, respectively, by A 1 , A 2 , and V . In (59) the dimensionless parameters
were introduced. Their numerical values for the processes B → J/ψK(K * ) are given as a = 3.165, b = 1.308, c = 0.436. Furthermore x, y, and z are defined by
The longitudinal polarization fraction
and the ratio R ψ are defined as
Finally the parity-odd (P-wave) transverse polarization measured in the transversity basis [30, 31] is given by
Strict factorization would imply that all the quantities X are equal to zero. Since this is not tenable for Type-II decays, for simplicity universality is assumed,
In this case, the nonfactorizable terms only affect the coefficient a 2 ,
Note, however, that the ratios
, R ψ and |P ⊥ | 2 are in fact independent of the value of X as for the stricy formalism anastz [2] .
For comparison with experiment, several phenomenological models of form factors are considered:
1. The BSW model [2] in which B → K(K ( * ) ) form factors are first evaluated at q 2 = 0 and then extrapolated to finite q 2 using a monopole type q 2 -dependence for all form factors F 1 , A 1 , A 2 ,and V .
2. The modified BSW model (called BSW II here) [22] , takes the values of the form factors at q 2 = 0 as in BSW I but uses a monopole form factor for A 1 and a dipole form factor for F 1 , A 2 ,and V . [27] in which the normalization at q 2 = 0 is obtained in a model that combines heavy-quark symmetry with chiral symmetry for light pseudoscalar degrees of freedom and also introduces light vector degrees of freedom. Here all form factors are extrapolated with monopole behavior.
Several authors have derived the B → K(K * ) form factors from experimentally measured D → K(K * ) form factors at q 2 = 0, using the Isgur-Wise scaling laws based on the SU(2) heavy-quark symmetry [32] , which relate B and D form factors at q 2 near q 1. The B → K(K * ) form factors are calculated in Ref. [33] by assuming a constant for A 1 and A 2 , a monopole type form factor for F 1 , and dipole type for V .
2. An ansatz proposed in Ref. [28] , which relies on "soft" Isgur-Wise scaling laws and a monopole type for A 1 and a dipole type for A 2 , V , F 1 .
3. For Ref. [34] , they are computed by advocating a monopole extrapolation for F 1 , A 0 , A 1 ,a dipole behavior for A 2 , V , and an approximately constant value for F 0 . Table 7 summarizes the predictions of
resulting from the use of the various form factor models mentioned above. The factorization approach is used and the absence of inelastic final state interactions is assumed.
Gourdin et al. [35] also have suggested that the ratio
would provide a good test of the factorization hypothesis in Type-II decays. Using the Particle Data Group [7] value for B(B + → K + J/ψ) = (1.02 ± 0.14)%, one expects B(B + → K * η c ) = (1.14 ± 0.31) × 10
(a value consistent with this was recently reported by CLEO [36] ). Other decay rate ratios in modes with charmonium mesons may also be used to test universality [9, 33, 37] .
Finally, yet another test [38] is possible. Consider the matrix element corresponding to the product of two currents. These currents can, in general, produce only 0 − , 1 − , and 1 + states from the vaccum but not 0 + and 2 + states. Only if the current is not conserved (e.g avcΓ µ d current) can 0 + be produced since it is directly related to the divergence. This implies immediately that in the factorization approximation, certain two-body decays with 2 + and 0 + mesons have a vanishing decay rate.
A prtial list of these "forbidden" decays is:
In Type-III decays the decay B − → D * * 0 π − has a factorizable contribution proportional to a 1 , and since the a 2 component is forbidden by current conservation, the amplitude equals that of the Type-I decayB 0 → D * * + π + . 
IX-Factorization in Multibody Decays
The theoretical treatment of multibody decays is still in its infancy. However, as these decays are expected to have sizable branching ratios and to be an important background to specific CP studies, it is important to make at least qualitative estimates for branching ratios, angular distributions, etc. The literature on this subject is rather limited; here the paper by Reader and Isgur [4] is followed.
One possible way to estimate the rates of multibody processes with several pions is to use heavy quark chiral perturbation theory.
Another alternative is to use factorization. Although this has been mainly applied to twobody decays of the B meson, it might also be a suitable framework for describing multibody decays. However, the situation is more involved. Since the weak (four-Fermi) interaction generates only three quarks, at least one of the quark pairs in a multi body decay has to be pair produced via gluons. This can usually happen in many ways. Consider as an example the decaȳ
The color preferred contribution (mainly O 1 ) comes in two ways: the first current,cb (together with the spectatord quark) can either produce a D + or a D + π 0 pair while the other current generates the remaining particle(s) (Fig. 3) . While both contributions factorize, there is no way to assess their relative size. In order to overcome this problem, one might look at decays where one of the topologies cannot occur. One possibility includes decays to some specific final states containing strange-quark pairs.
Concider the decayB
It can proceed only through the diagram where thē cd current produces the D + and the other current the kaon pair (see figure 3) . The factorizable contribution forB
with
This is to be compared to A(B 0 → D + K −K 0 ), for which only three terms contribute [cf. Eq. (66)],
where form factors defined in Eq (14) were used in addition to Tables 8 and 9 .
X-The Role of Final State Interactions in B Decays
The decay of a heavy hadron produces quarks in the final state. These quarks interact strongly, and these QCD interactions continue after the weak transition takes place and after hadron formation. As a result, developing an understanding of final state rescatterings or final state interactions (FSI) is an important part of understanding the physics of nonleptonic b-decays.
Final state rescatterings can be extremely important. They can crucially affect the decay am-plitudes; changing their sizes and even their dependence on CKM matrix elements. This is an important effect as one tries to pin down the angles φ 1 , φ 2 , and φ 3 and from the mixing-decay mechanism. The effect most obviously dependent on FSI is direct CP violation (CP violation in decay), a difference in the rates of a B-meson decay with the charge-conjugated process. The asymmetries depend on both a weak phase (from CKM matrix elements) and a strong rescattering phase. This strong phase is provided by the FSI. Any nonvanishing asymmetry requires two different final states produced by different weak amplitudes which can mix with each other by a strong-interaction rescattering. Thus, FSI must occur to give any direct CP asymme-tries, furthermore the size of these asymmetries can only be interpreted in terms of fundamental parameters if these FSI phases are calculable.
FSI occur both at the quark and at the hadronic level. It is impossible to separate these two effects cleanly and to avoid double counting of effects. These are often described as "short-" and "long-distance" effects, respectively, but the separation is not rigorously made. In the following discussion, the two effects and their relationship are described, but these issues are not resolved. Final state interactions arise as a consequence the fact that there are multiple interacting states of a given isospin. Unitarity of the full S-matrix, S † S = 1 gives some constraints that can be useful. Table 8 : Theoretical predictions and experimental values for various three-body decays described in the text. Table 9 : Theoretical predictions and experimental values for various four-body decays described in the text.
The T -matrix, defined by S = 1 + iT , obeys the equation (optical theorem):
where Disc denotes the dispersive part (in theories without CP violation it is often referred to as the imaginary part, but when the Lagrangian contains complex coefficients this is a misnomer). Using CP T in the form
this can be transformed into the more intuitive form
Here, the states |I represent all possible final states (including |F itself) which can be reached from the state |B by the weak transition matrix T . The right hand side of Eq. (72) can then be viewed as a weak decay of |B into |I followed by a strong rescattering of |I into |F . Thus, F |S † |I may be identified as a CP -conserving FSI rescattering of particles. Notice that if |I is an eigenstate of S with a phase e 2iδ , then
which implies equal rates for the charge conjugated decays and hence no CP asymmetry. Therefore, at least two different states with equal quantum numbers must exist which can be connected by strong rescattering (for example states with different numbers of particles or states with different particle charges but the same total charge and isospin) Eq. (73) implies also
The matrix elements T I are assumed to be the "bare" decay amplitudes, which have no rescattering phases and which are calculated, for example, in the factorization approximation [1, 12, 16, 20, 21] . This implies that the transition matrix elements between charge-conjugated states are just the complex conjugates of each other. Eq. (74) is known as Watson's theorem [39] . Thus in (74), one finds, instead of 2δ that would arise for a full rescattering of in states to out states, only the phase δ because the amplitudes refer to the transition of the B meson to the final states.
Thus final state interactions provide not only the absorptive phases of the amplitudes, but also affect their magnitudes as well because they relate to the mixings of various intermediate channels |I available. (Recall that S must connect the different states |I and |F ; so these should not be eigenstates.) Therefore, the separation of each amplitude into "bare" and "FSI" parts in Eq. (74) is quite adhoc. The mathematical procedure for finding the "correct" functions A (0) (s) is known as the Omnès problem [40] . In the case of the one-channel (elastic) process, consisting of two masses m 1 and m 2 , one looks for the functions which are analytic in s, the two particle invariant momentum squared, except for a cut (m 1 + m 2 ) 2 < s < ∞ if s is real and s < (m 1 + m 2 ) 2 , and for which e −iδ(s) A (0) (s) is real if s is real and s > (m 1 + m 2 ) 2 . The solution is given by → 0. Equation (75) could be used, for instance, in the decay B → Dπ if δ(s), if the Dπ scattering phase were known for sufficiently many points of the invariant mass squared (s). In principle, the procedure can probably be generalized to a multichannel problem, as appropriate in B decays; however, this is a complicated problem. It has been partly solved for decays of the form K → 3π or η → 3π [41] . There is not even a partial treatment along these lines available for B decays, the discussion here relies directly on Eqs. (70,74). However, this brings in the uncertainty of whether or not to use quark or hadronic states.
The treatment of this problem in the following is based on [42] , which gives a perturbative description for the rescattering. Consider a block diagonal S-matrix, one can divide each block into two sets, A and B (the result can be generalized to the case of many sets) and write the S-matrix as
where S 0 describes the "elastic" A(B) to A(B) transition and S 1 is responsible for the "inelastic" off-diagonal transitions. Now assume S1 is proportional to a small parameter ǫ. Working always to first order in the ǫ ,gives:
where unitarity and time reversal invariance have been used. Here a basis spanned by the eigenstates of S 0 : Aα, B β is chosen. This leads to a set of solutions of (70,74):
and similarly for B β . Here ofcourse, T β is the "bare amplitude":
After these general comments, now consider a CP -violating rate asymmetry, defined as
The asymmetries can be easily obtained:
or inclusively (summing over all possible states α(β))
where the first identity follows from CP T invariance.
It is clear from Eqs. (81,82) that direct CP violation can occur if two amplitudes with different CP -violating weak phases interfere.
In the literature it is commonly stated that in order to obtain a nonvanishing asymmetry, two amplitudes with different weak and strong phases must contribute. In the present discussion, it is seen that this can only occur if there are two weak transition amplitudes (with different weak phases) each of which creates a different superposition of states |I which mix via FSI with the final state of interest. Clearly this requires that there are at least two different possible states created in the weak decay which undergo strong transitions into each other. The strong phase is then nothing but the absorptive part due to the occurrence of the physical intermediate states The final state rescatterings of high-energy particles may be divided into "soft" and "hard" scattering. Soft scattering occurs primarily in the forward direction. The transverse momentum is limited, having a distribution which falls exponentially on a scale of order 0.5 GeV/c. Soft scattering is probably best described via hadronic rather than quark states as it is a long-range process. At a higher transverse momentum one encounters the region of hard scattering, which falls only as a power of the transverse momentum. Collisions involving hard scattering are interpreted as interactions between the point-like hadronic constituents, the quarks and gluons of QCD.
As an example, consider the phase generated in the "penguin loop" involving a charmed quark. In the language of the present discussion, the weak process is b → ccs .The cc then annihilate ("rescatter") into a uū pair. Integration over all intermediate cc momenta yields a phase for the amplitude of b → uūs. The quarks then group themselves into hadrons, say K and π.On the other hand, the tree-level process b → uūs also produces the same final state without this phase. The process may be viewed also in another way. The decay b → ccs gives rise to decays such as B →D s D. The quark rescattering can be replaced now by hadronic processes likeD s D → πK. These rescatterings are considered soft rescatterings and are usually described as interactions of the asymptotic states of QCD, that is of mesons or baryons. It should be clear from this example that the two rescattering mechanisms soft and hard cannot be really separated. The hope is that in certain processes one of them dominates.
The possibility of the hard rescattering on the quark level was noticed (see above) by Bander, Silverman and Soni [43] (see also Refs. [41, 44, 45] ) in nonleptonic B decays into charmless final states. As mentioned, there are two different pathways to reach a given final state: the first proceeds through the Cabbibo-suppressed tree diagram b ! uus, the other produces a Cabibbofavored final state via b → ccs tree-level process, with subsequent final state rescattering of the two charmed quarks into two up quarks (penguin diagram). Since the energy release in b-decay is of the order m b > 2m c , the rescattered c quarks can go on-shell. In addition, cc annihilation involves a large energy release (i.e.,creates a hard gluon), and therefore the use of a one-gluon perturbative QCD description can be justified.
The absorptive FSI parts arise in penguin decays as follows. The penguin diagram is usually described by two form factors, the Inami-Lim functions F 1,2 describing the internal (charm, etc.) quark loop. F 2 is dropped hereafter as being numerically small. For each quark flavor i, the leading contribution to F i 1 comes from the integral
) .
The explicit form for Π(
) is given by:
Here, Q 2 is the invariant momentum squared of the emitted uū pair. One observes from (85) that Π(
) develops an imaginary part for Q2 > 4m 2 i when internal quarks go on their mass shells, signaling CP violation; the asymmetry is proportional to the imaginary part. The presence of the tree-level diagram is not a necessary condition, and CP -violating effects may also occur in purely penguin transitions, such as b →sss. The formalism is parallel to the one described above, with the difference that the interference occurs among penguin diagrams with different quark flavors. The theoretical problem with pure penguin modes is that the rescattering among light quarks of different flavors is not always a short-distance process. Moreover, since the perturbative QCD calculation of the CP asymmetry involves corrections up to α 2 s , one must include all possible diagrams to maintain unitarity and gauge invariance [46, 47, 48] .
Since Q 2 is not a direct observable, it is not clear how to translate this result into an observable effect. In exclusive transitions the quarks are distributed (hadronize) according to some wave function and there is no model-independent approach available. Using the factorization approximation and adopting a specific model for the meson form factors, one can calculate the values of a CP using the procedure described above [46, 49, 50] , but results are model-dependent. Moreover the treatment of the rescattering itself is purely perturbative, including even those kinematic regions where this approach is not clearly justified.
As noted, the rescattering of the charm quarks could possibly be better described with "hadronic" language. In the case of the exclusive transitions, one might expect that the final state phases are not exhausted by their perturbative values, but they should be dominated by soft, nonperturbative effects. Although soft hadronic interactions generally cannot be computed from first principles, there is a wealth of experimental studies [7] and accurate high energy phenomenology [51] as a basis to investigate the behavior of soft final state phases. One way to generate FSI by soft processes is to use "resonance-background interference," where FSI phases arise because of s-channel resonances and the phase shifts have a characteristic peaked behavior. An example is the decay B + → π + π − π + which can proceed through the decay chain B + → ζ c0 π + with subsequent decay ζ → π + π + [52, 53] . The asymmetry is then proportional to an interference of this mechanism with an unpeaked background decay. The asymmetries in this case are of course peaked around the resonance.
In the kaon system, the low-energy effective theory of strong interactions can be used to estimate FSI phase differences. In the D system, where the center of mass energy is too large to apply low-energy effective theory, final state rescattering has been studied assuming the dominance of intermediate resonances: the strong interaction amplitude is parameterized in terms of the couplings of the resonance to the interacting particles, and of the decay rate of the resonance [54] .
In the B system, where the density of the resonances available is large due to the increased energy, a different approach must be employed. One can use, for example, the fact that the b-quark mass is large compared to the QCD scale. Then, in the context of soft FSI in B decays, it is worth investigating the issue on the leading-order behavior of soft final-state phases in the m b → ∞ limit. The common perception is that they should become less and less important as the mass of the decaying quark becomes heavier. This can be shown to be true for the hard rescattering part, since "the final state particles emerge at such high momenta that they do not have a chance to rescatter." However, one has to take into account the fact that soft scattering actually increases with energy.
One can investigate this point by considering first the elastic channel, and demonstrating that elastic rescattering does not disappear in the limit of large m B . Since the unitarity of the S-matrix requires that the inelastic channels are indeed the dominant contributors to soft rescattering, such contributions have to share a similar behavior in the heavy-quark limit. The elastic channel is convenient because of the optical theorem which connects the forward (imaginary) invariant amplitude M to the total cross-section,
where s is the squared center-of-mass energy and t is the squared-momentum transfer. The asymptotic total cross-sections are known experimentally to increase slowly with energy. All known cross-sections can be parameterized by the form [55] :
where s 0 = O(1) GeV 2 is a typical hadronic scale. Thus, the imaginary part of the forward elastic scattering amplitude (86) increases asymptotically as s 1.08 .
Considering only the imaginary part of the amplitude, and building in the known exponential fall-off of the elastic cross-section in t(t < 0) [56] by writing
one can calculate the contribution of the imaginary part of the elastic amplitude to the unitarity relation for a final state f = a + b with kinematics p
, and s = m On can refine the argument further, since the phenomenology of high-energy scattering is well accounted for by the Regge theory [56] . Scattering amplitudes are described by the exchanges of Regge trajectories (families of particles of differing spin) which lead to elastic amplitudes of the form
with ζ = 1 for the charge conjuction C = +1 and ζ = i for C = −1. Each trajectory is described by a straight line:
The leading trajectory for high energy scattering is the Pomeron, having C = +1, α 0 ≃ 1.08 and α ′ ≃ 0.25 GeV −2 . Notice that since
the exponential fall-off in t in Eq. (88) is connected with the slope α ′ , and the effective slope parameter b increases logarithmically with s. Since α 0 is near unity, the phase of the Pomeronexchange amplitude is seen from Eq. (90) to be almost purely imaginary. One can also include several nonleading trajectories; their net effect is represented by a second term in (87) and, as a consequence, they vanish as The analysis of the elastic channel suggests that, at high energies, FSI phases are mainly generated by inelastic effects. At a physical level, this conclusion immediately follows from the fact that the high-energy cross-section is mostly inelastic. It is also plausible at the analytic level, given that the Pomeron elastic amplitude is almost purely imaginary. Since the study of elastic rescattering has yielded a T -matrix element T ab→ab = 2iǫ, i.e., S ab→ab = 1 − 2ǫ, and since the constraint of unitarity of the S-matrix implies that the off-diagonal elements are O( There is another argument, utilizing the form of the final state unitarity relations, which also shows that inelastic effects are required to be present. In the limit of T invariance for the weak interactions, the discontinuity DiscM B→f is a real number (up to irrelevant rephasing invariance of the B state). The factor of i obtained in the elastic rescattering in Eq. (93) must be compensated by the inelastic rescattering in order to make the total real. Therefore, the presence of inelastic effects is seen to be necessary.
Inelastic final state interactions can contribute to CP -violating asymmetries at leading order in m B . Since the strong phase is generated by inelastic channels, the relevant pathways would involve B → f directly or B → "multibody" followed by the inelastic rescattering, "multibody" → f . Depending on the dynamics of weak decay matrix elements, these may pick up different weak phases. As an example, consider the final state f = K − π 0 which can be generated either by a standard W exchange or by the penguin diagram, involving different weak phases φ w and φ n , respectively [45] . For the strong rescattering, one must also consider a channel to which K − π 0 scatters inelasticlly, here called K nπ (although one can generate this asymmetry by a hard rescattering D s D → K − π 0 , the emphasis here is on soft physics). The W-exchange and penguin amplitudes will contribute with different weight to Kπ and K nπ , so that in the absence of final-state interactions one expects: 
with φ 1 = φ n and an obvious notation for W exchange and penguin amplitudes. Representing the strong rescattering by the two channel model [57] , gives for B andB decays
This leads to a CP -violating decay-rate symmetry
This can yield an asymmetry as large as a CP ≃ 0.2.
Final state interactions can modify the decay amplitudes, violating the expected hierarchy of amplitudes in the absence of rescattering. For example, it is expected that the amplitudes that do not involve spectator quarks (such as color-allowed and color-suppressed tree-level amplitudes or pen-guin amplitudes) dominate over the diagrams involving spectator quarks (e.g., weak annihilation or weak rescattering amplitudes). In many cases, large amplitudes might contribute to the processes involving spectator quarks through the final state rescattering [58, 59] . It must be stressed that although the predictive power of available methods is limited and most of the numerical estimates are based on the two-body rescattering diagrams, some conclusions can still be reached. Using the Regge-based analysis [57] it is possible to show [59] that the rescattering from the dominant channel leads to a suppression of order λ ∼ 0.2 compared to f B m B ∼ λ 2 obtained from the naive quark diagram estimate. Soft FSI manifest themselves even more dramatically in the processes where the contribution from the tree-level operators is mixing, e.g., B
± → π ± K. For instance, they might induce large (a CP ∼ 0.2) CP -violating asymmetries (usually associated with potential New Physics contributions), or spoil certain relations constraining CKM angles [60, 66] . However, in the case of nonleptonic B decays to charmed mesons (B → KD, B → πD * , B → ρD) the application of the Regge theory suggests that FSI phases are small; provided that the Pomeron coupling to the charm quark is suppressed in comparison with the coupling to the light quarks [61] .
Another class of the processes affected by FSI are the radiative decays of B mesons, which provide valuable information on the structure of the CKM matrix. In the case of B → K * γ, the process is dominated by the short-distance penguin amplitude, related to the single CKM matrix element V ts [62] ; on the other hand, the extraction of V td from B → ργ is hampered by uncertainties related to certain long-distance effects [63] and to the contribution of the two-body on-shell hadron rescattering with subsequent conversion of one of the hadrons into the photon. This contribution could be sizable [64] .
It is possible that the values of strong phase differences in various decay channels will be experimentally accessible. This could be the case, for example, for the decay mode B 0 d → π + π − , where a time-dependent analysis would allow the extraction from experimental data of the weak phase α and the strong phase shift δ(up to certain discrete ambiguities), and allow a test of various theoretical predictions [65] .
XI-Conclusion
There is some hope that the large b-quark mass, and in particular its large difference from lighter quark masses makes predictions for B decays somewhat more reliable than for charmedmeson decays, as the asymptotic freedom of QCD may govern certain aspects of the decays. Quasi-two-body decays, namely any decays to two particles or resonances, can be treated by approaches based on the assumption of factorization.We discussed the theory of final-state interactions, which are neglected in the factorization approximation. These effects can have a marked impact on a number of theoretical predictions and are currently an active area of theoretical discussion.
